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Fuel cells, redox flow batteries, and secondary ion batteries are under active investigation to fulfill 
the requirements of efficient and sustainable energy storage and conversion technologies. The 
discovery of high-performance stable electrolytes that are relatively cheap and versatile is crucial 
to the commercialization of these electrochemical devices and necessitates a comprehensive 
understanding of the materials (i.e., from the atomistic to continuum levels). This dissertation is 
on multiscale modeling and simulations of several electrolytes under consideration in vanadium 
redox flow batteries (VRFBs), alkaline fuel cells (AFCs), or secondary magnesium batteries. 
The hydrated structure and associated solvation Gibbs energies were determined for vanadium 
cations at four oxidation states using first principles based electronic structure calculations and 
quasi-chemical theory. The effect of sulfuric and trifluoromethanesulfonic (triflic) acids on the 
local structures of the hydrated vanadium cations was explored by employing hybrid density 
functional theory (DFT) in conjunction with a continuum solvation model. The results indicate 
that the hydration structure of vanadium at the oxidation state of three was the most perturbed in 
acidic media and that the oxo-group of vanadate may be protonated by either acid. 
Dissipative particle dynamics (DPD) simulations were undertaken and a novel parametrization 
method developed to study the meso-scale behavior and hydrated morphology of proton and anion 
exchange membranes (PEMs and AEMs). The results for hydrated Nafion with the absorbed 
vanadium species indicate that the hydrated cations increase the aggregation of the sulfonate 
groups and that this effect is a function of both the cation charge and the degree of hydration. It 
was also observed that the simulated morphology and the size of the water domains in AEMs based 
on triblock copolymers depend on the hydration level and the anion type. 
v 
 
Vibrational frequencies of model clusters were calculated using DFT for two ionic liquid-based 
electrolytes and their experimental IR and Raman spectra were assigned. Moreover, the hydration 
of ten acids commonly used in electrolytes was investigated using DFT in order to provide a 
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Chapter 1   Introduction 
 
Recent interest in replacing fossil fuels with renewable green energy sources such as solar and 
wind has significantly increased as a result of the perceived consequences to the environment. One 
of the limiting factors for the utilization of renewable sources in either the electric distribution grid 
or smart grid is the intermittent nature of these sources which requires the employment of electrical 
energy storage devices.1 The conversion of energy by clean, efficient, and sustainable means such 
as fuel cells is another challenge in the replacement of fossil fuels. Lead acid, Ni-Cd, lithium-
ion/air, and magnesium batteries along with fuel cells and redox flow batteries constitute the 
majority of the current energy storage and conversion technologies.2 The specific systems of 
interest in this body of work are the all-vanadium redox flow battery, the alkaline fuel cell, and the 
secondary magnesium battery. 
1.1   Redox Flow Batteries 
Redox Flow Batteries (RFBs) are among the promising large-scale (grid size) electrical energy 
storage systems and have received attention due to their superior properties. These include: long 
lifespan; simple installation; low maintenance cost; the possibility of instant charging through the 
replacing of the electrolytes; and the ability to repeatedly store and convert electrical energy to 
chemical energy and vice versa.1 
A RFB stores energy in two electrolyte solution tanks containing different redox couples. The 
liquid electrolyte solutions flow through the electrochemical cell, where electrochemical reactions 
occur. The two electrolytes are separated by an ion exchange membrane within the cell. The energy 
storage capacity is determined by the size of the electrolyte tanks, and the power is a dependent 
upon the size of the cell stacks. Thus, the power and energy of a RFB are decoupled.3 Various 
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6-7 Zn/Zn2+ vs. Br−/Br2;
8 and V2+/V3+ vs. V4+/V5+.9 The last mentioned in 
this list is referred to as the vanadium redox flow battery as it uses all-vanadium electrolytes. 
1.1.1   Vanadium Redox Flow Batteries (VRFBs)  
The VRFB demonstrates the greatest commercial prospects among the many reported RFBs, due 
to its high energy efficiency, long cycle-life, and reversibility.3,9 Having all the active species from 
one element at different oxidation states, makes the regeneration of the electrolytes relatively easy. 
The VRFB consists of a V2+/V3+ sulfate solution as the negative electrolyte (i.e., anolyte) and a 
VO2+/VO2
+ sulfate solution as the positive electrolyte (i.e., catholyte) and are separated by an ion 
selective membrane that permits the transport of protons. A schematic of the VRFB system is 
illustrated in Figure 1.1. 
Figure 1.1 (a) shows the VRFB during the discharge process where the VO2
+ is reduced to VO2+ 
and the V2+ cation is oxidized to V3+. The hydronium ion is transferred from the anolyte to the 
catholyte to complete the circuit and generate electricity. The same reactions take place during the 
charging (see Figure 1.1 (b)) but in the opposite direction, i.e., the VO2
+ and V2+ cations are 
oxidized and reduced, respectively and the hydronium ion is transferred from the catholyte to the 
anolyte. The half-cell reaction during charging for the negative electrolyte is: 
 𝑉3+ + 𝑒−⟶ 𝑉2+ ; (1.1) 
and for the positive electrolyte is: 
 𝑉𝑂2+ +𝐻2𝑂 ⟶ 𝑉𝑂2
+ + 2𝐻+ + 𝑒− . (1.2) 
Hence, the total cell reaction may be written as: 
 𝑉𝑂2+ +𝐻2𝑂 + 𝑉
3+⟶ 𝑉𝑂2





Figure 1.1. Schematic illustration of a VRFB during the discharge and charge processes (taken from 
reference 10). (a) Discharging: V2+ is oxidized to V3+ and produces electrons that are transferred via an 
external circuit. The hydronium ion is transferred from the anolyte to the catholyte and the VO2+ cation is 
reduced to VO2+. (b) Charging: the V3+ cation is reduced to V2+ and the VO2+ cation is oxidized to VO2+. 





The discharge process obeys the same reactions, but in the opposite direction. The wide difference 
in the reduction potentials of the two half-cells produces a standard voltage of 1.25 V, which is 
comparable to other types of RFBs.10 
1.1.2  Electrolytes for VRFBs  
The energy density of the battery depends on the concentration of the electrolyte solutions. VRFBs 
have low energy density and therefore need large electrolyte tanks which limit their application to 
stationary storage.1,11 Hence, increasing the vanadium concentration results in an increase in the 
energy density of the battery. However, the concentration of the vanadium ions is limited by the 
stability of the electrolytes and precipitation of the four vanadium cations. The stability of the 
electrolytes is determined by the concentration of sulfuric acid, solution temperature, and the state 
of charge of the battery.12-14 The stability of VO2
+ (in H2SO4) is compromised by V2O5 
precipitation which occurs at high temperature (> 40 °C) and high vanadium concentration (> 2 
M).15 Although, the VO2
+ concentration can be increased by the addition of sulfuric acid to the 
solution, the increase in acid concentration is limited by the stability of the VO2+ species, as both 
VO2
+ and VO2+ species are present in the positive electrolyte.14 In contrast to VO2
+, the V2+, V3+, 
and VO2+ solutions are stabilized by increasing the temperature and decreasing the sulfuric acid 
concentration,12,14 which makes the design of VRFB electrolytes challenging. Inorganic and 
organic agents have been added in an effort to stabilize the electrolytes.13,16-19 The stability of the 
vanadyl solution V(IV) at low temperatures can be improved through the addition of stabilizing 
agents, however the effect of the stabilizers must be considered on both the V(IV) and V(V) 
solutions as they co-exist in the positive electrolyte. Furthermore, since the crossover of stabilizing 




Under the high ionic strength condition of a VRFB, understanding the hydration of the vanadium 
cations and their interaction with the solvent and membrane is crucial in optimizing the design and 
modification of the electrolytes and membranes.  Vanadium complexes have been subject to both 
experimental and theoretical investigations.20-28 However, the structure of hydrated vanadium ions, 
the oxidation state of the ions, and their interaction with sulfuric acid and/or a hydrated 
perfluorosulfonic acid (PFSA) ionomer are not understood.29 Hence, a molecular-level 
investigation on the interaction of vanadium cations in a VRFB electrolyte is warranted. 
Membranes used in VRFBs are classified as either cation exchange or anion exchange depending 
on the type of ion that is permeated. Both types of membranes must exhibit low permeability to 
the vanadium ions, high proton or sulfate conductivity, good thermal and chemical stability, 
substantial mechanical integrity, and low cost.3,11 Typically, the imperfect ion selectivity of the 
cation exchange membrane results in vanadium cation crossover that causes electrolyte 
contamination and capacity loss of the battery as well as a decrease in conductivity of the 
membrane.3,30-32 The diffusion of sulfuric acid into Nafion has also been observed.33-35 Hence, 
there is ongoing research on the development of new membranes and membrane treatments to 
decrease solvent and vanadium ion transport across the membrane.36-39 One of the most widely 
used cation exchange membranes for VRFBs is the PFSA membrane, Nafion.40 Nafion phase 
separates when hydrated into nano-dimensioned regions containing water associated with the 
sulfonic acid groups surrounded by the polytetrafluoroethylene backbone of the ionomer.41-45 
Protons and vanadium cations permeate through the membrane (via the water domains). Although, 
the mobility of the vanadium cations is much lower than that of a proton, over time the crossover 
of vanadium cations results in significant capacity loss and electrolyte contamination.30,46-47 
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Understanding the diffusion of vanadium cations through the membrane and the morphology 
evolution, from a meso-scale perspective, is another important aspect in the design of a VRFB, 
due to impact on electrolyte contamination, battery capacity, and the hydration and conductivity 
of the membrane. The dynamics and morphological properties of hydrated Nafion have been 
simulated extensively,48-53 however the effect of the absorbed vanadium cations are not known. 
There is a recent molecular dynamics (MD) study on the effect of the absorbed V2+ and V3+ species 
on the hydrated Nafion,54 and more investigations are required to understand their effects. 
1.2   Fuel Cells 
Fuel cells are an important sustainable energy conversion devices. These devices convert chemical 
energy into electrical energy through electrochemical reactions of a gaseous fuel (e.g. hydrogen or 
methanol) and an oxidant gas (e.g. oxygen from the air) producing water.55 Energy conversion via 
fuel cells is pollution free and more efficient than other conventional thermo-mechanical 
technologies.55-56 Fuel cells may be classified into five major groups based on the type of the 
electrolyte: alkaline fuel cells (AFCs), proton-exchange membrane fuel cells (PEMFCs), solid 
oxide fuel cells (SOFCs), phosphoric acid fuel cells (PACFs) and molten carbonate fuel cells 
(MCFCs).57 PEMFCs and AFCs have received significant attention due to their application and 
commercialization potential58-60 and are further described below. 
1.2.1   Proton Exchange Membrane Fuel Cells (PEMFCs) 
The first PEMFC was designed and developed in 1955 at General Electric (GE).61 PEMFCs use a 
solid polymer electrolyte that results in safer and easier cell operation and handling. PEMFCs may 
be utilized in automotive vehicles due to their quick start up and high power density. Despite many 





Figure 1.2. Schematic representation of a PEMFC (taken from reference 62). Hydrogen and oxygen gases 
are inserted at the anode and cathode, respectively. Hydrogen gas is oxidized producing protons and 
electrons. An external circuit transfers the electrons to the cathode and the protons permeate through the 
membrane electrolyte. At the cathode oxygen is reduced producing only water. 
 
A schematic design of the PEMFC is illustrated in Figure 1.2. Hydrogen and oxygen gases are 
introduced at the anode and cathode, respectively. Hydrogen gas produces protons and electrons. 
An external circuit transfers the electrons to the cathode and the protons permeate through the 
electrolyte (membrane). At the cathode the oxygen and protons react and produce water. The 
electrochemical reaction at the anode is called the hydrogen oxidation reaction (HOR) and is 
written as: 
 𝐻2⟶ 2𝐻
+ + 2𝑒− ; (1.4) 






−⟶𝐻2𝑂 . (1.5) 
The overall cell reaction is: 






𝑂2⟶𝐻2𝑂 . (1.6) 
The ORR at the cathode is kinetically slow and requires relatively high platinum loading that 
results in high cell costs.58,60 
1.2.2   Electrolytes for PEMFCs 
The solid polymer electrolyte is the central component of the PEMFC and is required to possess 
high proton conductivity, adequate mechanical strength, high chemical stability, low fuel gas 
permeability, and low cost.59  The membrane materials may be classified as follows: 
 Perfluorinated ionomers  
 Non-fluorinated ionomers 
 Acid-base complexes 
 Supported composites  
The following provides a brief description and several examples for each group. 
Perfluorinated Ionomers. The perfluorinated polymers functionalized by sulfonic acid 
groups, i.e., PFSA membranes, have been extensively studied and utilized in PEMFCs due to 
their high proton conductivity and substantial thermal and mechanical stability.59 The high 
proton conductivity of PFSAs is due to the hydration and consequent proton dissociation of 
the strong acid groups. Nafion, originally developed by DuPont, is the most widely used PFSA 
ionomer as the cation exchange membrane for both PEMFCs and VRFBs.40,56,63 Figure 1.3 
shows the chemical structure of Nafion with the equivalent weight (EW) being the molecular 
weight per ionic group of the ionomer. The polytetrafluoroethylene (PTFE) backbone provides 





Figure 1.3. The chemical structure of Nafion ionomer. The values of y and x determine the molecular 
weight and equivalent weight (molecular weight per ionic group), respectively.  
  
Despite many advantages, PFSA membranes have high costs, limited operating temperatures, 
permeability to methanol, complex water management, and environmental issues related to the 
recycling.64 These challenges have led to significant research into finding alternative materials 
either by modifying the PFSAs or synthesizing and developing novel polymeric and composite 
materials. 
One of the approaches to modifying the present PFSAs is to replace the sulfonic acid group with 
other protogenic groups. The bis[(trifluoromethane)sulfonyl]imide, CF3SO2NHSO2CF3, is one of 
the alternatives that shows higher proton conductivity at intermediate hydration levels when 
substituted for the sulfonic acid group in Nafion.65 This sulfonyl imide is one of the strongest 
superacids66 and may be used under more extreme conditions.67-68 Phosphonic acid group is 
another alternative owing to its good thermal and oxidative stability.69 Although phospho-acids 
(phosphoric, phosphonic, and phosphinic) are not as strong as sulfonic acids under certain 
conditions they may exhibit even higher proton conductivity. Phosphoric acid is an outstanding 
proton conductor as a neat liquid.70-72 If transferrable to phosphonic acid this may lead to improved 
conductivities over the PFSAs at very low hydrations and anhydrous conditions. Burton et al. 
prepared perfluorophosphonic acid ionomers that showed good thermal stability and equal or 
lower conductivities to that of Nafion control.73 
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Non-Fluorinated Ionomers. The non-fluorinated hydrocarbon polymers have received 
tremendous attention as low-cost alternatives to PFSAs.62,64 These membranes are typically made 
from aromatic or heterocyclic repeat units to enhance the stability at elevated temperatures. 
Polysulfones (PSU), poly(ether sulfone) (PES), poly(ether ketone)s (PEK) with varying number 
of ether and ketone functionalities (e.g., PEEK, PEKK, PEEKK), and polybenzimidazole (PBI) 
are some examples of this group. These polymers are inherently insulating and therefore need to 
be modified for application in PEMFCs. Several approaches have been developed to add the ion 
conducting functional groups to the polymers including: acid or base doping; direct sulfonation of 
the backbone; grafting of a sulfonated or phosphonated functional group; and synthesis from the 
sulfonated monomer.64 The characteristics of the final membrane depend on the chemical nature 
of the polymer backbone, the molecular weight of the polymer, the distribution of the molecular 
weight, and the degree of functionalization.    
A competitive hydrocarbon-based ionomer is a sulfonated Diels-Alder poly(phenylene) (SDAPP) 
polymer.74 SDAPP can achieve comparable conductivity to Nafion and has been shown to 
outperform it when used in VRFBs.75-77 Transmission electron microscopy (TEM) imaging shows 
that the ionic domains in SDAPP are roughly 0.5 nm in diameter compared to Nafion where the 
average dimension of the water domains are approximately 2 nm when fully hydrated.76 It is 
important to understand the factors controlling the size of the ionic domains in the hydrated 
ionomer in order to enhance both ionic conductivity and selectivity. 
Acid-Base Complexes. This class of membranes incorporates acid components into an alkaline 
polymer base to promote proton conduction without humidification at high temperatures.59,62 The 
phosphoric acid-doped polybenzimidazole (PBI/H3PO4) is a successful example showing high 
proton conductivity and excellent mechanical properties at temperatures up to 200 °C.78 Acid-base 
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polymer blends are also promising materials exhibiting low water uptake, high proton conductivity, 
good mechanical and thermal stability. The improved properties of these blends are related to the 
acid-base interactions between the polymer chains, specifically, ionic interactions and hydrogen 
bonding.79 The polymer blend of sulfonated poly(ether ether ketone) as the acidic compound and 
polybenzimidazole as the basic compound, i.e., sPEEK/PBI, is an example with good proton 
conductivity and excellent thermal stabilities.80 
Supported Composites. These membranes are obtained by combining polymers with inorganic 
materials; either the polymer or the inorganic component or both may be ion conducting. 
Composites incorporate the advantages of both polymers (e.g., flexibility and ionic conductivity) 
and inorganic materials (e.g., thermal and mechanical stability) plus the synergistic effects due to 
their interactions.81 The composite membranes offer higher thermal stability, enhanced proton 
conductivity, water retention at high temperatures, and mechanical support when compared to the 
pure polymer membranes.62 Metal oxides, metal phosphates, phosphosilicates, porous inorganic 
materials (e.g., zeolite, activated carbon, and metal organic framework (MOF)), and carbon 
nanotubes are some of the common inorganic materials used. 
The preparation technique controls the final properties of the composites because it directly affects 
the particle dispersion (determines the isotropy) and interfacial adhesion (relates to the 
synergism).81 The following preparation methods: infiltration; recasting; and electrospinning may 
be utilized depending on the compositions of the mixing components and the desired 
characteristics. The first two methods incorporate inorganic particles into the polymer by swelling 
or dissolution in a solvent. The last technique involves electrospinning of a non-conductive or less 
conductive phase into a mat and then adding a highly proton conducting component.82-85 The 
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inverse, i.e., electrospinning a conductive phase and then enforcing it with a non-conductive 
material has also been done.86-89 
1.2.3   Alkaline Fuel Cells (AFCs) 
The AFC is one of the oldest fuel cells and was first described by Reid in 1903.90-91 It uses an 
aqueous electrolyte solution of potassium hydroxide (KOH), because it is the most conducting of 
all alkaline hydroxides.57 Hydrogen gas reacts with hydroxide anions at the anode generating water 
and electrons. The electrons are transferred through an external circuit to the cathode, where 
oxygen reacts with water to generate hydroxide ions.57 The half-cell reaction at the anode may be 
written as: 
 𝐻2 + 2𝑂𝐻
−⟶ 2𝐻2𝑂 + 2𝑒
− ; (1.7) 
and at the cathode: 
 𝑂2 + 2𝐻2𝑂 + 4𝑒
−⟶ 4𝑂𝐻− . (1.8) 
The overall cell reaction is the same as in a PEMFC, i.e.: 
 2𝐻2 + 𝑂2⟶ 2𝐻2𝑂 . (1.9) 
Some of the advantages of the AFC over other fuel cells include: lower operating temperature (≈ 
23 – 70 °C), higher reaction kinetics at the electrodes resulting in higher cell voltages, and much 
lower noble metal catalyst loading. The ORR in AFC is more facile than in PEMFC due to the 
basic environment. Thus, AFC may operate with little or no platinum catalyst reducing the cost of 
the cell. It has been shown that non-precious metals (silver, nickel, and cobalt)92-93 and transition 
metal oxides94-95 may successfully be used as the catalyst. 
One of the main drawbacks in the AFC is the sensitivity of the KOH solution to CO2.
96 This 
necessitates the use of a pure feed oxidant stream instead of air. It is difficult to purify the fuel 
stream and consequently limits the commercialization of AFCs. The KOH solution may be 
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replaced with an anion-conducting polymer electrolyte.97 This relatively new design has an anion 
exchange membrane (AEM) functioning as both the separator and the conductive support between 
the electrodes and is shown in Figure 1.4. No solid crystals of the metal carbonate are formed that 
would block the gas diffusion electrodes, because there are no mobile cations (K+) and hence, the 
efficiency and lifetime of AFC are improved. 
 
Figure 1.4. Schematic representation of an alkaline fuel cell with a polymer electrolyte membrane. 
Hydrogen and oxygen gases are introduced at the anode and cathode, respectively. Hydrogen gas reacts 
with hydroxide at the anode generating water and electrons. The electrons are transferred through an 
external circuit to the cathode, where oxygen reacts with water to generate hydroxide ions. 
 
1.2.4   Electrolytes for Anion Exchange Membrane Fuel Cells 
AEMs must have high ionic conductivity (but not electron conducting), low gas permittivity, and 
high thermal and mechanical stability.57,98 They are generally polymers functionalized by cationic 
groups capable of conducting hydroxide ions (OH−). A few anion-exchange groups are depicted 
in Figure 1.5. Benzyl trimethyl quaternary ammonium (Figure 1.5 (b) with R = –CH3) is one of 






Figure 1.5. Chemical structures of common functional groups used in AEMs. (a) pyridinium; (b) quaternary 
ammonium; (c) phosphonium; (d) sulfonium; (e) guanidinium; and (f) imidazolium (taken from reference 
98). 
 
The conductivity of AEMs is generally lower than PEMs, because: (1) the hydroxide ion has a 
lower mobility than that of the proton;100 and (2) some AEMs lack the microphase separation 
between the hydrophilic and hydrophobic phases that facilitate ion transport.60,101-102 A main 
problem with AEMs is the limited chemical and thermal stability under highly corrosive alkaline 
conditions. The cationic groups may be decomposed by OH− that results in degradation of the 
polymer, reduced ion exchange capacity, and lower conductivity of the membrane. It has been 
determined that the stability of an AEM strongly depends on the chemical nature of the cationic 
functional groups and the main chain structure.60 The alkaline stability may be improved by using 
stable cation structures,103-107 imposing steric hindrance and electronic effects,106,108-109 and 
crosslinking.110-111 




Several chemically stable AEMs using the triblock copolymer: polystyrene-b-poly(ethylene-co-
butylene)-b-polystyrene (SEBS), functionalized by various benzyl- and alkyl-substituted 
quaternary ammonium groups have been recently developed.112-114 The chemical structures of the 
SEBS and SEBS functionalized by a quaternary ammonium group (SEBS-QA) are shown in 
Figure 1.6. The SEBS backbone provides good chemical and mechanical stability to the membrane 
due to its robust structure, high molecular weight, and elastomeric units. It is known that the 
morphology of the SEBS copolymer depends on the block compositions.115-118 Hence, the phase-
separated morphology of SEBS-based AEMs may be tailored to achieve high anion conductivity 
by varying the block composition in the SEBS copolymer. 
 
 
Figure 1.6. The chemical structures of: (a) the SEBS triblock copolymer; and (b) the synthesized AEM 
ionomer obtained by functionalization of the SEBS copolymer with quaternary ammonium groups (taken 
from reference 112). The two end blocks of the SEBS consist of polystyrene, a rigid polymer, while the 
midblock is hydrogenated polybutadiene, an elastomer. 
 
Fundamental understanding of transport in AEMs is still in its infancy,119 in contrast to PEMs 
which have been systematically studied for many years.120 Quantum chemical calculations121-123 
and molecular dynamics simulations124-127 have previously been used to determine the structure 
and stability of the anion exchange functional groups as well as the transport mechanism of 




valuable information at the atomic and molecular scales, however they are inadequate to explore 
the morphological aspects due to the length and time scale limitations. Meso-scale simulations 
may provide a relative understanding of the morphological features of AEMs as they previously 
did for PEMs.48-49,133-134 The effect of other anions including chlorine and bromine may also be 
studied, because the membranes are usually prepared and characterized in a halogen precursor 
form.112,114 
1.3   Secondary Magnesium Batteries 
Secondary batteries are of great interest to industry as they may offer solutions to the current 
technical and cost barriers as well as the safety and environmental concerns associated with 
portable energy storage.2 Magnesium based batteries are deemed particularly promising if 
advancements in materials and manufacturing technologies are achieved.2,135-136 These batteries 
show advantages over other competing types (i.e., lithium and sodium ion batteries) owing to the 
abundance of Mg in the earth’s crust and the issues concerning disposal and waste. They also have 
a broad operating temperature range and their capacity loss over time is quite small. The 
magnesium cation is, of course, divalent thereby providing twice the charge per ion as monovalent 
ions such as lithium. This results in a theoretical volumetric capacity of 3832 mAh/cm−3 (in 
contrast to Li which has a capacity of 2061 mAh/cm−3).135 It is also more stable and less chemically 
reactive than either Li or Na, and consequently, large scale magnesium electrical energy storage 
devices are simpler to design.2 A practical magnesium rechargeable battery was pioneered by 
Aurbach et al. with an energy density of 60 Wh/kg which was operated for more than 2000 cycles 
with little fade.137 Proper design and architecture may lead to even higher gravimetric energy 
densities of 150 − 200 Wh/kg and operating voltages between 2 and 3 volts.2,138 
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The anode is usually made of commercially pure magnesium (99.9% or higher) in different forms 
such as foil, ribbon, or coupon.2,137 At the cathode, where the electrons are transferred to the host 
material, Mg2+ ions must be inserted and extracted from a solid host to the electrolyte solution 
without causing any electrode destruction. Many materials fail to serve as the cathode for 
magnesium batteries due to the difficulty of intercalating magnesium ions.137 Cathodes made of 
chevrel phases (CPs), MxMo6T8 (M = metal, T = S, Se, Te) a unique class of host materials, exhibit 
fast and reversible intercalation.137,139 Other cathodes have been developed based on V2O5, MoO3, 
transition metal oxide/sulfide/boride, and NASICON-type materials.2 Recently, Muldoon and 
coworkers developed a new class of cathodes based on the conversion cathode reaction of metallic 
magnesium with elemental sulfur, referred to as the magnesium/sulfur conversion cathode.136,140 
The combination of a magnesium anode and a sulfur cathode can theoretically deliver a high 
energy density (~ 4000 Wh/l). However, the greater challenge is to identify suitable electrolytes 
which are compatible with sulfur. 
A critical roadblock towards practical Mg-based energy storage is the lack of reversible 
electrolytes that are safe and electrochemically stable. The choice of the electrolyte and its 
properties also affects the class of cathodes utilized. Magnesium has a unique electrochemistry 
which prohibits its reversible deposition in aprotic solvents due to the formation of a passivation 
layer which prohibits conduction of Mg2+ ions.141 Ethereal solutions of Grignard reagents and 
magnesium organohaloaluminates may surpass this problem.139,142-143 However, these solutions 
are hazardous due to their volatility and flammability. 
Existing electrolytes136,144-146 based on liquid solvents are inadequate for meeting the needs of 
functional devices for portable electronics and transportation applications due to their high 
volatility and corrosiveness.135,138 The volatility issue may be relieved by using polymers, however, 
18 
 
the possibility of synthesizing high-performance polymer electrolytes with the  and  forms of 
MgCl2 had been ruled out due to the high lattice energy of the salt.
147 MgCl2 may be prepared in a 
form called -MgCl2 that is characterized by high crystallographic disorder, reactivity, and 
solubility.148 The non-conventional properties of this salt are due to the presence of a metastable 
nanoribbon or polymeric structure with concatenating MgCl2 repeating units, in which the Mg 
atoms are bridged via chloride bridges.  The preparation of polymer electrolytes using this salt has 
yielded Mg2+-conducting materials with conductivities as high as 10-4 S·cm-1 at room temperature. 
These studies lead to the first Mg-polymer batteries.149 The use of the -form of MgCl2 with ionic 
liquids as the electrolyte is a significant milestone in the search for high-performance stable 
electrolytes. 
1.3.1   Electrolytes Based on Ionic Liquids 
Ionic liquids (ILs) have been examined in the preparation of electrolytes for Mg batteries because, 
in addition to being endowed with high thermal and electrochemical stability, they exhibit 
negligible vapor pressure and are non-flammable.150-151 However, it was determined that 
magnesium electrodes are generally reactive toward imidazolium-based ILs.152 Magnesium 
appears to develop a blocking passivation layer impervious to the transport of ions in the few ILs 
that are electrochemically stable. These observations dampened earlier interest in EMImCl/AlCl3 
melts (EMImCl: 1-ethyl-3-methylimidazolium chloride) partially neutralized with conventional 
MgCl2
153-154 which were carefully studied due to their intriguing Lewis acid-base properties 
defined in terms of the ratio 𝑅 = 𝑛𝐴𝑙𝐶𝑙3 𝑛𝐸𝑀𝐼𝑚𝐶𝑙⁄ . A melt is classified as basic, neutral, or acidic, 
if R is less, equal to, or more than 1, respectively. 
High-performance electrolytes based on EMImCl doped with AlCl3 and highly amorphous MgCl2 
have recently been developed.138 These systems have the general formula: (EMImCl/(AlCl3)1.5)/(-
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MgCl2)x, with molar ratio 𝑥 = 𝑛𝛿−𝑀𝑔𝐶𝑙2 𝑛𝐼𝐿⁄  , 0  x  0.2, and exhibit an initial capacity of 80 
mAh/g with a steady-state voltage of 2.3 V when discharged in a coin cell set up. The structural 
characteristics and the properties of the resulting electrolyte are tied to the ion-ion interactions 
within the IL. This development seems very promising, however the key to improvement and 
success of these new materials is identification of the structure.  
Experimental IR and Raman spectra of the electrolyte systems with the general formula 
(EMImCl/(AlCl3)1.5)/(-MgCl2)x reveals peaks which are indicative of the formation of new 
species and structural changes over the pristine IL, i.e., EMImCl/(AlCl3)1.5. Changing the halide 
from chloride to the iodide also affects the electrolyte properties. EMIm-based ILs have been 
studied extensively.155-159 However, the effect of the Mg-halide salt on their structure and 
properties has not been explored. Quantum chemical calculations were undertaken previously to 
determine the structure of small clusters of molecules and assignment of the experimental 




163 Hence, molecular-level investigations were undertaken in this 
work to understand the ionic structure and experimentally observed properties of these EMIm-
based electrolytes. 
1.4   Research Overview 
The research undertaken and reported in this dissertation aims to understand various structural and 
dynamical aspects of a variety of electrolytes used in energy storage and conversion technologies. 
Several modeling techniques at different length scales were utilized to elucidate how the molecular 
structure determines the properties of these materials. 
The hydration of the four vanadium cations (V2+, V3+, VO2+, and VO2
+) present in VRFB 
electrolytes was determined via electronic structure calculations. The Gibbs energies of hydration 
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of the four vanadium cations were calculated using quasi-chemical theory. Electronic structure 
calculations determined the local interactions of the hydrated vanadium cations with sulfuric acid 
(H2SO4) and trifluoromethanesulfonic acid (CF3SO3H) employing a continuum solvation model 
to account for the solvent/liquid phase effects. A parameterization method based on ab initio 
calculations was developed to compute interaction parameters utilized in dissipative particle 
dynamics (DPD) simulations of hydrated Nafion membrane with absorbed vanadium cations. The 
hydrated morphology of Nafion was investigated to determine the effects of absorbed vanadium 
cations. 
Microstructure/morphology relationships in the AEM systems based on SEBS was explored at the 
meso-scale via DPD simulations employing the developed parameterization scheme. The SEBS 
triblock copolymer was first benchmarked and then hydrated AEM systems were simulated to 
probe the effect of the degree of hydration and anion type (OH− vs Cl−) on the morphology. 
A coarse-graining scheme was proposed for the SDAPP membrane electrolyte systems. This was 
followed by electronic structure calculations in order to provide the atomic scale information 
required for the parameterization of the DPD interactions (utilizing the method developed in this 
work). 
Two recent EMIm-based electrolyte materials for magnesium batteries were investigated using 
density functional theory (DFT). The EMImCl/(AlCl3)1.5 and EMImAlI4 ILs were studied at the 
proximity of MgX2 (X = Cl and I, respectively) to investigate the effect of the magnesium salt. 
The calculated vibrational frequencies were compared to the experimental IR and Raman spectra 
to assign the vibrational peaks and reveal the speciation of the electrolyte systems.  
The hydration and dissociation of ten acid molecules that are commonly utilized in electrolytes: 
CF3SO3H; FSO3H; CH3SO3H; H2SO4; HNO3; HF; H3PO2; H3PO3; H3PO4; and CF3SO2NHSO2CF3 
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were studied via the electronic structure calculations. The hydrated structures were further 
explored for proton transfer by performing potential energy surface scans in both gas phase and 
with a dielectric continuum model. These calculations aimed to provide a fundamental 
understanding of the relative acidities and to serve the purpose of designing novel electrolytes 
featuring one or more of these acids in either the solution or tethered to an ionomer. 
The theoretical background for the various techniques employed in this work are summarized in 
Chapter 2. A discussion of the results is presented in Chapters 3 – 7: Chapter 3, multiscale 
modeling of VRFB electrolytes with quantum chemical calculations, quasi-chemical theory, and 
DPD simulations; Chapter 4, morphological investigations of SEBS-based AEMs coarse-grained 
DPD simulations; Chapter 5, a meso-scale study of SDAPP membranes; Chapter 6, structural and 
vibrational frequency analysis of EMIm-based electrolytes; and Chapter 7, DFT calculations of 
the hydration and proton transfer of several acids. The summary of the significant findings and 




Chapter 2   Computational Methods 
 
2.1   Multiscale Modeling 
Any physical phenomena may be viewed from different scales and levels of complexity depending 
on the application and properties of interest. For example, in engineering problems where the 
macroscopic behavior of materials is important, continuum models are often used with little or no 
appeal to molecular scale information. In contrast, in quantum physics the materials behavior is 
often described by the atomic and electronic level processes.165 
Figure 2.1 shows a classification of various computational methods in chemistry and materials 
science as functions of length and time scales: quantum mechanics; atomistic; mesoscopic; and 
macroscopic. Decreasing the length scale usually increases the computational expense and 
thereby decreases the time scale. 
 
 
Figure 2.1. Classification of several computational methods in chemistry and materials science as a 
function of length and time scales. The methods at larger length scales probe longer times but lack any 
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Macroscopic scale methods (e.g. finite element calculations) assume that the materials of interest 
are continuous and ignore the microscopic and atomic resolution. The effects of the smaller scales 
may be implicitly introduced in these methods through constitutive equations that are often 
empirical and based on simple considerations such as symmetry, linearization, or Taylor series 
expansions.165 Empirical constitutive models are typically highly successful in engineering 
applications, however they are inadequate in cases where the system is complex and lack the ability 
to connect information between the microstructure and macroscale behavior. 
Dissipative particle dynamics (DPD), Brownian dynamics (BD), and coarse-grained molecular 
dynamics (CG-MD) are meso-scale simulation techniques that have been extensively employed48-
50,54,133,166 and improved167-172 in recent years due to their computational efficiency. In these 
methods, several atoms or molecules are replaced with a representing mesoscopic particle (or 
bead) and a mesoscopic force field assumed to define the interactions between the particles. The 
mesoscopic force fields are critical to the coarse-grained models. Figure 2.2 shows a schematic of 
a coarse-grained model for the PFSA ionomer, Nafion. 
 
 
Figure 2.2. Coarse-graining of Nafion, a PFSA ionomer. Different mesoscopic particles are defined to 
represent chemically distinct subunits of the polymer (taken from reference 173). 
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Classical molecular dynamics and Monte Carlo (MC) are atomic scale simulation techniques 
that consider full atomistic resolution. The atoms and molecules interact with each other based 
on force fields that are obtained either empirically or by fitting to quantum mechanical data.174-
175 However, these methods do not consider electrons and subatomic particles and therefore do 
not effectively describe electronic effects including chemical reactions, breaking and forming 
of covalent bonds, and to some extent even hydrogen bonding. 
The methods at the finest scale shown in Figure 2.1 rest on the principles of quantum mechanics to 
determine the electronic structure of the matter. First principles (i.e., ab initio) calculations are the 
most accurate and computationally expensive methods and therefore limited to very small systems 
consisting of hundreds of atoms or several molecules. The application of quantum mechanics to the 
problems in chemistry is referred to as quantum chemistry.176  
In what follows, a brief description of quantum chemical calculations and some approximation 
techniques are presented. Next, a statistical mechanical approach that describes the 
thermodynamics of ion solvation phenomena, quasi-chemical theory, is presented. The statistical 
mechanical derivations and practical formulations required for the calculation of Gibbs energies 
are presented. The meso-scale simulation method, DPD, is then described and several 
parameterization methods for obtaining the coarse-grained interactions are reviewed. 
2.2   Quantum Chemical Calculations 
The insufficiency of Newtonian mechanics in describing the behavior of very small particles 
such as electrons and atoms nuclei led to the development of quantum mechanics. This branch 
of physics considers the discreteness of energy, the wave-particle duality of light and matter, 
and spin of a particle that Newtonian mechanics fails to describe. In quantum mechanics, the 
state of a physical system at a given time is postulated to be described in the form of a function 
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of the particles’ coordinates and spin, namely the wave function Ψ.176 The state of a system 
changes with time and therefore the wave function is also time dependent. The time evolution 





Ψ = ?̂?Ψ (2.1) 
Here t is time, 𝑖 = √−1 is the imaginary unit, ℏ is the plank’s constant divided by 2𝜋, and  
?̂? is the Hamiltonian operator that describes the total energy of the system. If the system 
experiences no time-dependent external forces and the potential energy is not a function of 
time, Ψ may be written as Ψ = f(t)𝜓, i.e., the product of a function of time, f(t), and a 
function of particles’ coordinates and spin , 𝜓 . In these cases the Schrödinger equation 
reduces to a time-independent form for 𝜓. Such states are called stationary states and do not 
change with time. 
Static ab initio electronic structures are based on the solution of the time-independent 
Schrödinger equation for a physical system of interest. However, the exact solution to this 
equation is only available for a single-particle system. Hence, different approximation methods 
are developed and used. The time-independent Schrödinger equation is introduced along with 
approximate solution methods including Hartree-Fock (HF) and density functional theory 
(DFT).176-177 Later the basis sets, a brief introduction to continuum solvation models, and 
vibrational frequencies are explained. 
2.2.1   Time-Independent Schrödinger Equation 
In quantum mechanics the stationary state of a physical system is described by wave function, a 
function of the particles’ coordinates and spin. Every measurable physical quantity is described by 
a Hermitian operator (i.e., ?̂? = ?̂?†). The operator corresponding to the total energy of the system 
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is the Hamiltonian operator, ?̂?. It is also postulated that the measurement of a physical quantity 
gives an eigenvalue of its operator, and therefore the physical quantity can be calculated by solving 
an eigenvalue problem. The time-independent Schrödinger equation is an eigenvalue problem for 
the total energy of the system: 
 ?̂?𝜓 = 𝐸𝜓 , (2.2) 
where 𝜓 is the space and spin wave function/eigenfunction, and 𝐸 is the energy/eigenvalue. The 
wave function itself does not have any physical interpretation. However the product of 𝜓 with its 
complex conjugate 𝜓∗, which is |𝜓∗𝜓| = |𝜓|2 is the probability of finding the system in the state 
𝜓, provided that the normalization condition: 
 ∫|𝜓|2 𝑑𝜏 = 1 , (2.3) 
is satisfied. The 𝜏  is coordinates and spin of all particles and the ∫ 𝑑𝜏 integrates over all the 
coordinates and spin in which the system and its Hamiltonian are defined.  
The Hamiltonian is simply the sum of the kinetic and potential energies of all the particles in the 
system. 
 ?̂? = ?̂?𝑒 + ?̂?𝑛 + ?̂?𝑒𝑒 + ?̂?𝑛𝑛 + ?̂?𝑒𝑛 (2.4) 
Here ?̂? and ?̂? represent the operators of kinetic and potential energies, respectively and the 
subscripts e and n refer to electron and nucleus, respectively. The operator ?̂?𝑒𝑒 represents 
the potential energy due to the electron-electron interactions and similarly ?̂?𝑛𝑛 and ?̂?𝑛𝑒 are 
the operators corresponding to the nucleus-nucleus and nucleus-electron interactions. The 








































where i and j denote electrons, k and l denote nuclei, 𝑀𝑘 is the ratio of the mass of the k
th nucleus 
to the mass of an electron, ∇2 is the Laplacian operator, Z is the atomic number of the nucleus, and 
𝑟𝑖𝑗 = |𝑟𝑖 − 𝑟𝑗| and 𝑟𝑘𝑙 = |𝑟𝑘 − 𝑟𝑙|. 
The mass of the nuclei is far greater than that of electrons, implying that the time scale of nuclear 
motion is significantly smaller than the electrons and hence their motion may be decoupled. Thus, 
in the study of the motion of electrons, the nuclei can be considered at fixed positions. This is the 
Born-Oppenheimer (BO) approximation and permits the neglecting of the kinetic energy of the 
nuclei in electronic structure calculations. Because the position of the nuclei are no longer variables, 
the nuclear-nuclear repulsion becomes a constant which solely depends on the positions of the 
nuclei. Hence, the Hamiltonian operator becomes: 
 ?̂? = ?̂?𝑒𝑙𝑒𝑐 + 𝑉𝑛𝑛 (2.6) 
where, ?̂?𝑒𝑙𝑒𝑐  is the electronic Hamiltonian. This may be further simplified by introducing the 
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𝑘  is the one-electron operator corresponding to the kinetic energy 
and coulombic attraction of electron i in the field of all the nuclei, and 𝑔𝑖𝑗 =
1
𝑟𝑖𝑗
 is the two-
electron operator describing the electron-electron repulsion. The electronic version of the 
Schrödinger equation may be written as follows: 
 ?̂?𝑒𝑙𝑒𝑐𝜓𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐𝜓𝑒𝑙𝑒𝑐  , (2.8) 
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where 𝜓𝑒𝑙𝑒𝑐 and 𝐸𝑒𝑙𝑒𝑐 are the electronic wave function and electronic energy, respectively. 
2.2.2   Hartree-Fock Method 
The difficulty in evaluating an analytic solution of the time-independent Schrödinger equation is 
the coulombic electron-electron repulsion term which prevents independent treatment of the 
electrons. To overcome the problem associated with electron correlation it is assumed that each 
electron moves in an orbital within the average field generated by all the other electrons. This 
approximation178 leads to a simple form of the many-electron wave function. The N-electron wave 
function is expressed as the product of N independent single particle wave functions. However, 
the electronic wave function must be antisymmetric in order to satisfy the Pauli Exclusion 
Principle, which states that each electron in a system has a unique quantum state, i.e., the 
probability of finding two electrons in the same state is zero. To satisfy the antisymmetric 
requirement the wave function is expressed as a Slater determinant (SD): 




𝜒1(𝑥1) 𝜒2(𝑥1) ⋯ 𝜒𝑁(𝑥1)









| , (2.9) 
where 𝑥𝑖 is the space-spin coordinate for the i
th electron, 𝑥𝑖 ≡ [𝑟𝑖 , 𝜔𝑖] (𝑟𝑖 and 𝜔𝑖 are the spatial and 
spin coordinates, respectively) and 𝜒𝑖 is the spin orbital. The spin orbitals must be orthonormal, 
i.e., ⟨𝜒𝑖|𝜒𝑗⟩ = 𝛿𝑖𝑗  and therefore the prefactor 1 √𝑁!⁄  ensures the normalization of the wave 
function. 
Using the SD and Equation (2.7) the electronic HF energy of the system may be calculated as: 
 𝐸𝑒𝑙𝑒𝑐
𝐻𝐹 = ⟨𝜓𝑆𝐷|?̂?𝑒𝑙𝑒𝑐|𝜓
𝑆𝐷⟩ = ⟨𝜓𝑆𝐷| ∑ ℎ̂𝑖𝑖 |𝜓
𝑆𝐷⟩ + ⟨𝜓𝑆𝐷| ∑ ∑ ?̂?𝑖𝑗𝑗>𝑖𝑖 |𝜓
𝑆𝐷⟩ . (2.10) 
By substituting a simpler form of the SD, using the orthonormality of the spin orbitals, and 















 , (2.11) 
where the one-electron term ℎ𝑖 is the expectation value of its operator, i.e., ⟨𝜓
𝑆𝐷|ℎ̂𝑖|𝜓
𝑆𝐷⟩ = ℎ𝑖, 
and corresponds to the kinetic energy and coulombic attraction of electron i in the field of all the 
nuclei. The term 𝐽𝑖𝑗 is called the Coulomb integral as it represents the coulombic repulsion between 
the two i and j electrons (𝐽𝑖𝑗 = ⟨𝜒𝑖(𝑥𝑖)𝜒𝑗(𝑥𝑗)|?̂?𝑖𝑗|𝜒𝑖(𝑥𝑖)𝜒𝑗(𝑥𝑗)⟩) and 𝐾𝑖𝑗 is the exchange integral 
and unlike the Coulomb integral has no physical analog (𝐾𝑖𝑗 = ⟨𝜒𝑖(𝑥𝑖)𝜒𝑗(𝑥𝑗)|?̂?𝑖𝑗|𝜒𝑗(𝑥𝑖)𝜒𝑖(𝑥𝑗)⟩). 
The exchange integral is the result of the antisymmetric requirement of the wave function. 
If the spin orbitals and consequently the SD (the wave function) are known the energy of the 
system can be calculated accordingly. Unfortunately, the mathematical form of the wave function 
is unknown in almost all cases. The practice is to apply a variational method and to make use of a 
trial wave function to calculate the energy of the system. This trial wave function is then optimized 
until the energy of the system reaches a minimum. The energy obtained via the trial wave function 
is always greater than the ground state energy unless the wave function is exact. The HF method 
applies the variational principle to determine the spin orbitals that minimize the energy (the 
expectation value of the Hamiltonian). The method of Lagrange multipliers under the constraint 
of orthonormal orbitals is applied to the energy expression in Equation (2.11). This leads to the 
HF equation for an arbitrary electron: 
 ?̂?(1)𝜒𝑖(1) = 𝑖𝜒𝑖(1) , (2.12) 
where ?̂? is the Fock operator defined as: 
 ?̂?(1) = ℎ̂1 +∑(𝐽𝑗(1) − 𝐾𝑗(1))
𝑁
𝑗
 , (2.13) 
30 
 
which is the single electron operator describing the energy of an electron involved in the interaction 
with all other electrons and the nuclei. The first term of the Fock operator is associated with the 
kinetic energy of an electron and its attractive interaction with all the nuclei. The second term 
describes the electron-electron repulsion due to the presence of all other electrons. Both Coulomb 
and exchange operators depend on all the spin orbitals and hence the Fock operator itself. Thus, 
the Fock operator can be determined only if all other occupied orbitals are known. The 
consequence of this dependency is that the HF equation becomes a non-linear eigenvalue problem, 
which involves iterative procedures with an initial guess of the orbitals to solve. The iteration is 
usually continued until the change in the energy is less than a predetermined value. This iterative 
approach is referred to as the self-consistent field (SCF) method. 
The term 𝑖 in the Equation (2.12) can be interpreted as the energy of the i
th molecular orbital, 
𝜒𝑖(1). The molecular orbitals are usually expressed as a linear combination of atomic orbitals 
(LCAO) that are expanded as: 
 𝜒𝑖 =∑𝐶𝑎𝑖𝜑𝑎
𝑎
 , (2.14) 
where 𝜑𝑎 is the atomic orbital of atom a (known) and 𝐶𝑎𝑖 is the expansion coefficient (unknown). 
The HF equations cast in matrix form under the LCAO approximation are the Hartree-Fock-
Roothaan equations: 
 𝐹𝐶 = 𝑆𝐶  , (2.15) 
where 𝐹  and 𝑆  are the Fock and basis function overlap matrices, respectively ( ?̂?𝑎𝑏 =
⟨𝜑𝑎|?̂?(1)|𝜑𝑏⟩ and 𝑆𝑎𝑏 = ⟨𝜑𝑎|𝜑𝑏⟩). 𝐶 is the coefficient matrix and  is a diagonal matrix of the 
orbital energies. A first set of coefficients along with the atomic basis functions are used as an 
initial guess to find the orbital energies in Equation (2.12) via the SCF method. 
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HF theory assumes a single-determinantal form for the wave function and neglects part of the 
correlation between the electrons. The electrons are subject to an average non-local potential 
arising from the other electrons, which can lead to a poor description of the electronic structure. 
Although the HF method provides a base for other more sophisticated post HF methods such as 
Møller-Plesset (MP) perturbation theory and configuration interaction (CI), but its accuracy is 
questionable. Post HF methods generally provide a better description of the electron correlation 
and consequently a more accurate description of the system, however they are considerably more 
computationally expensive. 
2.2.3   Density Functional Theory 
DFT has been widely used in recent years to overcome the electron correlation deficiency and 
computational cost of the HF and post HF methods. In this approach the molecular electronic 
energy is obtained from the molecular electron probability density rather than the molecular wave 
function. This significantly decreases the number of variables, since the molecular electron 
probability density is a function of only 3 spatial coordinates for all the electrons, whereas the 
molecular wave function depends on 3N spatial and N spin coordinates. 
The central idea to DFT was first introduced by Hohenberg and Kohn in 1964.179 They developed 
two theorems in which the electronic energy could be obtained exactly from the electron density. 
In the first theorem, called the existence theorem, they proved that for a system of electrons in an 
external potential with a non-degenerate ground state, the ground state electron probability density 
has a one to one relationship with the ground state molecular energy, wave function, and all other 
molecular electronic properties. Thus, the ground state electronic energy, 𝐸0, can be written as a 
function of the ground state electron probability density, 𝜌0, as: 
 𝐸0 = 𝐸𝜐[𝜌0] = 𝑇𝑒[𝜌0] + 𝑉𝑒𝑒[𝜌0] + 𝑉𝑛𝑒[𝜌0] (2.16) 
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where the square brackets denote a functional relation and the subscript 𝜐  emphasizes the 
dependence of 𝐸0 on the external potential. The 𝑇𝑒 and 𝑉𝑒𝑒 are the ground state kinetic energy and 
electron-electron repulsion energy functionals, respectively. The 𝑉𝑛𝑒 functional is associated with 
the attraction between the electrons and the nuclei and is only a function of the coordinates of the 
electrons (the nuclei are fixed due to the BO approximation). This potential is considered external 
in DFT, since it is produced by the nuclei external to the system of electrons. If the electron density 
is known the 𝑉𝑛𝑒[𝜌0] can be determined, however the other two functionals, 𝑇𝑒[𝜌0] and 𝑉𝑒𝑒[𝜌0], 
are unknown. 
The second Hohenberg and Kohn theorem, the variational theorem, states that the exact ground 
state electron density should minimize the energy functional which is in fact the application of the 
variational principle (similar to the HF method). Thus, 
 𝐸𝜐[𝜌𝑡𝑟𝑖𝑎𝑙] ≥ 𝐸𝜐[𝜌0] (2.17) 
and the trial density must satisfy the ∫𝜌𝑡𝑟𝑖𝑎𝑙(𝑟)𝑑(𝑟) = 𝑁 and 𝜌𝑡𝑟𝑖𝑎𝑙(𝑟) ≥ 0 conditions. Although 
the Hohenberg-Kohn theorems provide the possibility to calculate all the ground state molecular 
properties from 𝜌0, they neither explain how to determine 𝐸0 without knowing the kinetic and 
repulsion potential energy functionals nor how to find 𝜌0 without first knowing the form of the 
wave function. 
Kohn and Sham devised a practical method to utilize the Hohenberg-Kohn formalism.180 They 
considered a hypothetical system, denoted by subscript s, consisted of N non-interacting electrons 
that each experience the same external potential energy function, where this potential is such as to 
make the ground state electron density of the hypothetical system equal to the ground state electron 
density of the real system, i.e. 𝜌𝑠 = 𝜌0 (the density subscript will be dropped for simplicity in what 
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follows). To facilitate analysis of the unknown functionals in Equation (2.16), the energy 
functional may be rewritten as: 






𝑑𝑟1𝑑𝑟2 + 𝐸𝑥𝑐[𝜌] , (2.18) 
where the first term is the external attraction potential energy, 𝑇𝑠 is the kinetic energy functional 
of the non-interacting system, the double integral term is the self-repulsion of a classical charge 
distribution, and the last is the exchange-correlation energy functional, 𝐸𝑥𝑐[𝜌]. The exchange-
correlation functional includes not only the effects of exchange and correlation embedded in 𝑉𝑒𝑒[𝜌], 
but also the correction for the classical self-interaction energy (the double integral term) and for 
the difference in kinetic energy between the fictitious non-interacting system and the real one 
(Δ𝑇[𝜌]). 
Determining the electron density for the hypothetical non-interacting system is easy because there 
is no electron-electron repulsion term and the electronic Hamiltonian can be easily expanded as 
the sum of one-electron operators and the eigenfunction is the SD of the individual one electron 
eigenfunctions. Rewriting the energy expression as: 





















+ 𝐸𝑥𝑐[𝜌] , (2.19) 
where the density is 𝜌 = ∑ ⟨𝜒𝑖|𝜒𝑖⟩
𝑁
𝑖=1 . In order to find 𝜒𝑖 a similar approach to the HF method is 
used. The method of Lagrange multipliers is applied to minimize the energy expression in this 
equation and results in the central KS DFT equations: 
 ℎ̂𝑖
𝐾𝑆𝜒𝑖 = 𝑖𝜒𝑖 , (2.20) 
where ℎ̂𝑖
















𝑑𝑟𝑗 + 𝑉𝑥𝑐 . (2.21) 




 . (2.22) 
The KS equations are solved iteratively, similar to the SCF method. The key difference between 
the HF method and DFT is that the former simplifies the problem by approximations and attempts 
to solve the approximate equations exactly, whereas the latter is an exact theory but one of its key 
operators is unknown and must be solved approximately. 
If the exact 𝐸𝑥𝑐[𝜌] functional form is known, the calculated KS DFT energy would be exact, 
however it is not and instead approximations are used. The local density approximation (LDA) is 
the simplest approximation to 𝐸𝑥𝑐[𝜌], in which the value of the exchange correlation functional is 
computed exclusively from the value of the density at that position, i.e., the local value of the 
density. LDA assumes that the 𝛼 and 𝛽 spin electrons have equal densities. In general, the local 
spin density approximation (LSDA) is used where the density of the 𝛼 and 𝛽 spin electrons may 
differ. 
The LDA and LSDA are developed based on a uniform electron gas model and are limited to 
systems with small spatial variations in the density. A simple correction is to include both the 
density and its gradient as the variables of the integrand of the exchange correlation functional. 
This leads to the generalized gradient approximation (GGA) and the functional is expressed as: 
 𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌𝛼, 𝜌𝛽] = ∫𝑓 (𝜌𝛼(𝑟), 𝜌𝛽(𝑟), ∇𝜌𝛼(𝑟), ∇𝜌𝛽(𝑟)) 𝑑𝑟 , (2.23) 




𝐺𝐺𝐴 . (2.24) 
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One of the popular gradient-corrected exchange functionals, 𝐸𝑥
𝐺𝐺𝐴, is B88 and was developed by 
Becke in 1988.181 The gradient-corrected correlation functional that is often used in conjunction 
with Becke’s exchange functional is the Lee-Yang-Parr (LYP)182 functional and the combination 
is called BLYP. 
More accurate functionals are obtained by adding a fraction of exchange energy calculated by the 
HF method (the SD is composed of KS orbitals for the non-interacting system) to those of DFT 
exchange correlation functionals. These combinations are called hybrid functionals. One of the 
most popular hybrid functionals is B3LYP and is defined as:183-184 
 𝐸𝑥𝑐
𝐵3𝐿𝑌𝑃 = (1 − 𝑎)𝐸𝑥
𝐿𝑆𝐷𝐴 + 𝑎𝐸𝑥
𝐻𝐹 + 𝑏∆𝐸𝑥
𝐵88 + (1 − 𝑐)𝐸𝑐
𝐿𝑆𝐷𝐴 + 𝑐𝐸𝑐
𝐿𝑌𝑃 , (2.25) 
where the three parameters 𝑎 = 0.20, 𝑏 = 0.72, and 𝑐 = 0.81 are determined by fitting to the 
experimental molecular atomization energies. 
2.2.4   Basis Sets 
The molecular orbitals in most quantum chemistry methods (e.g. HF, Post HF, DFT, and etc.) are 
usually expressed as a linear combination of known mathematical functions that are called basis 
functions. The set of mathematical/basis functions from which the wave function is constructed is 
called a basis set with the coefficients are to be determined in the calculation. Larger basis sets 
more accurately approximate the orbitals as there are fewer restrictions on the location of the 
electrons, however the computational cost increases.  
The LCAO approximation is widely used in the construction of the basis sets. The atomic orbitals 
are either expressed by Slater type orbitals (STOs) or Gaussian type orbitals (GTOs). The STOs 
are exponential functions of radial distance from the atom center and better describe the true 
behavior of atomic wave functions but are computationally more demanding and limited. In 
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contrast GTOs are easy to work with but do not show the cusp at the nucleus. The general form of 
a GTO in atom-centered Cartesian coordinates is: 
 𝜙(𝑥, 𝑦, 𝑧) = 𝑁(𝑖, 𝑗, 𝑘, 𝛼)𝑥𝑖𝑦𝑗𝑧𝑘𝑒−𝛼(𝑥
2+𝑦2+𝑧2) , (2.26) 
where N is a normalization constant, 𝛼 is an exponent controlling the width of the GTO, and i, j, 
and k are non-negative integers that dictate the nature of the orbital. For example, if all three i, j, 
and k are zero the GTO has spherical symmetry and is called an s-type GTO. A linear combination 
of GTOs shown in the Equation (2.26), also called primitive Gaussians, may be used to better 
resemble the true wave function and get the desired cusp. Such combination is referred to as a 
contracted Gaussian basis function. The degree of contraction refers to the total number of 
primitives used to make the contracted functions. 
The basis set consisted of STOs approximated by linear combination of primitive Gaussians and 
the degree of contraction M is referred to STO-MG. Hehre, Stewart, and Pople discovered that the 
combination of three primitive Gaussians (STO-3G) result in optimum speed and accuracy 
(comparing to STOs).185 The STO-3G is known as a single-zeta or ‘minimal’ basis set because 
there is one and only one basis contracted Gaussian basis function for each orbital of each atom. 
Single-zeta basis sets are computationally inexpensive; however they do not provide accurate 
results. Larger basis sets such as double- or triple-zeta with two and three functions for each atomic 
orbitals, respectively, are more accurate but they increase the computational cost. Split-valence 
basis sets are computationally more efficient. They use fewer basis functions to describe the core 
orbitals (as they are weakly affected by chemical bonding) than the valence orbitals. The most 
widely used split-valence basis sets are those of Pople et al. including but not limited to: 3-21G, 
6-31G, and 6-311G.186-190 The first number indicates the number of primitive Gaussians used in 
the contracted core functions and the ones after the hyphen refer to the numbers of primitives used 
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in the valence functions. For example 6-311G is a split-valence-triple-zeta basis set which uses 
one contracted Gaussian consisting of six primitives for the core orbitals and three contracted 
Gaussians for the valence orbitals, the first contracted consisting of three primitives and the second 
and third with one primitive. 
In a molecular system the orbitals require more flexibility than do the atoms due to the overlap of 
atomic orbitals and chemical bonding. This flexibility is added in the form of a polarization 
function that are basis functions corresponding to one quantum number of higher angular 
momentum than the valence orbitals. Thus, for the hydrogen and first-row atoms the most useful 
polarization functions are p and d GTOs, respectively. For Pople basis sets the use of ‘*’ 
(pronounced ‘star’) or d and p at the end of the basis set indicates the polarization functions, e.g. 
6-311G** or 6-311G(d,p) has d-type polarization functions on heavy atoms and p-type on 
hydrogen atoms. A single star denotes d-type polarization functions. 
Anions, highly excited electronic states, and loose supermolecular complexes tend to have much 
more spatially diffused molecular orbitals at large distances from the nuclei. To add the required 
flexibility for a weakly bound electron to localize far from the remaining density, the standard 
basis sets are often augmented with diffuse basis functions. In general, diffuse functions have an 
exponent about a factor of four smaller than the smallest valence exponent. In the Pople family of 
basis sets, the diffuse functions are indicated by ‘+’ or ‘++’ in the basis set name. Thus, 6-31+G(d) 
indicates the addition of s and p type diffuse functions on all atoms except for hydrogen, while 6-
31++G(d) has an extra s-type diffuse function for the hydrogen atom. 
2.2.5   Continuum Solvation Models 
The electronic structure calculation of an isolated molecule in vacuum was discussed previously. 
The results are only applicable to gas phase materials at low pressure and not liquid phase or high 
38 
 
pressure. The interaction of a solute with the solvent induces polarization in the solvent and the 
polarized solvent generates an electric field, called the reaction field, at each solute molecule. The 
reaction field distorts the solute’s molecular electronic wave function and induces a dipole moment 
that further polarizes the solvent; and so on. Thus, the liquid phase/solution molecular electronic 
wave function and other molecular properties differ from those of them in the gas phase. This 
makes the inclusion of solvent effects essential in many real molecular systems. 
The explicit inclusion of solvent molecules in quantum chemical calculations is impractical due to 
the system size and computational limits. The common way of considering the solvent effects is 
via a continuum solvation model which ignores the solvent molecular structure and treats it as a 
continuous dielectric of infinite extent characterized by its experimental dielectric constant, . The 
solute molecule M, is placed inside a cavity surrounded by the solvent and then treated either 
classically or quantum mechanically. In a classical treatment the solute is a collection of charges 
that interacts with the dielectric and in the quantum chemical approach the interaction between the 
solute and the surrounding dielectric continuum is modeled by a term ?̂?𝑖𝑛𝑡 that is added to the 
molecular electronic Hamiltonian of the solute in vacuum, ?̂?𝑀
(0)
. The electronic wave function and 
probability density of the solute molecule are changed until a self-consistency between the charge 
distribution of solute and the solvent’s reaction field is achieved. Such a treatment is called a self-
consistent reaction field (SCRF) model. In fact, the solvent effect is represented as a perturbation 
to the Hamiltonian of the solute. Different SCRF models are defined depending on the choice of 
the size and shape of the solute’s cavity and the calculation of  ?̂?𝑖𝑛𝑡. 
The simplest SCRF model is the quantum-Onsager method which considers a sphere of radius 
a as the solute’s cavity and the solute-solvent interaction (the interaction between the molecular 
charge distribution of solute and the reaction field) is calculated by approximating the molecular 
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charge distribution as an electric dipole located at the cavity center.191-192 The quantum-Onsager 
SCRF method is unable to consider the solvent effect on a solute molecule that is uncharged and 
has no permanent dipole moment, because it ignores the quadruple and higher moments of the 
solute which interact with the solvent. The use of a spherical cavity for the solute molecular shape 
is also a crude approximation. 
The polarizable continuum model (PCM)193 is one of the most commonly used continuum 
solvation models. PCM uses a more realistic molecular shape for the solute via a set of overlapping 
spheres centered on the nuclei positions with a radius 1.2 times the van der Waals radius of the 
atom. As a result, a numerical method is used to find the potential energy of the interaction between 
the solute’s charge distribution and the surrounding continuum dielectric (?̂?𝑖𝑛𝑡). The reaction field 
is represented by an apparent surface charge (ASC) model customized through point charges 
located on the surface of the molecular cavity. Using the integral equation formulation of the 
Poisson problem, relating the reaction field to the molecular electrostatic potential, the ASC is 
obtained. The molecular Gibbs energy of solvation is computed as the sum of three terms: the 
electrostatic 𝐺𝑒𝑠𝑡𝑎𝑡𝑖𝑐 , dispersion-repulsion𝐺𝑑𝑖𝑠−𝑟𝑒𝑝 , cavitation energy𝐺𝑐𝑎𝑣 , and thermal motion 
𝐺𝑡ℎ𝑒𝑟𝑚𝑎𝑙. The electrostatic term considers the electrostatic interactions between the solute and the 
solvent. The dispersion energy results from the London dispersion attraction between the solute 
and the solvent, while the repulsion contribution is from the quantum mechanical exchange 
repulsion between the solute and solvent molecules. The cavitation energy is the work needed to 
create a cavity of the solute size in the solvent and the thermal contribution includes the changes 
in molecular motions on going from the gas to the solution. The PCM method tries to include all 
of these contributions in the Gibbs energy of the solvation, however it fails to directly calculate 
the cavitation and dispersion-repulsion energies. 
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The density based solvation model (SMD) is a variant of the PCM model that was developed 
recently.194 This model considers two main components for the solvation Gibbs energy. The first 
component is the bulk electrostatic contribution arising from the SCRF treatment that involves the 
integral equation formalism of PCM. The second component is called the cavity-dispersion-
solvent-structure (CDS) term and is the contribution arising from short-range interactions between 
the solute and solvent molecules in the first solvation shell. 
The SMD model contains two types of parameters: (1) intrinsic atomic Coulomb radii for the bulk 
electrostatic calculation; and (2) atomic surface tension coefficients for the CDS contribution. The 
intrinsic atomic Coulomb radii refers to the systematically optimized atomic radii that are used in 
the construction of the solute cavity. The atomic surface tension coefficients are geometry 
dependent proportionality constants. These empirical parameters strongly depend on the intrinsic 
Coulomb radii, whereas the intrinsic Coulomb radii slightly depend on the atomic surface tensions. 
The SMD model has been rigorously parameterized with the solvation free energy data from more 
than two thousand ionic and neutral solutes in both aqueous and non-aqueous solvents. This model 
employs a single set of parameters that are optimized with six different electronic structure 
methods. It has been shown that SMD provides the solvation free energies with negligible error 
and is the best method to calculate the free energy of solvation. This universal continuum solvation 
model is applicable to any charged or uncharged solute in a solvent or liquid medium. 
2.2.6   Vibrational Frequencies 
A consequence of the uncertainty principle is that polyatomic molecules, even at absolute zero, 
must vibrate.177 The vibration of a molecule can be considered as a superposition of a number of 
basic vibrations. These vibrations are called normal modes and are molecular vibrations in a 
defined manner with the same vibrational frequency. A linear molecule with 𝑁 atoms has 3𝑁 − 5 
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normal modes while a nonlinear molecule has 3𝑁 − 6.176 The normal modes are independent of 
each other and each normal mode involves simultaneous vibrations of different or all parts of the 
molecule.  
The quantum mechanical description of the vibration of a diatomic molecule has a potential-energy 
term that can be approximated by a harmonic oscillator. In the harmonic-oscillator approximation, 
the quantum mechanical energy levels of a polyatomic molecule is:176 





 , (2.27) 
where the 𝜐𝑖  is the vibration frequency of the 𝑖
𝑡ℎ  normal mode of the molecule and 𝑛𝑖  is the 
vibrational quantum number of the 𝑖𝑡ℎ  normal mode. Each 𝑛  takes on the values 0, 1, 2,… 
independently of the values of the other vibrational quantum numbers.  
The normal mode frequencies for polyatomic molecules are usually obtained from the Hessian 
matrix. The Hessian matrix consists of the second derivatives of the energy with respect to the 
coordinates of the nuclei. The Hessian should only be evaluated at stationary points, and its 




 , (2.28) 
where 𝐸 is the sum of the electronic and nuclei energy and 𝑟𝑖 and 𝑟𝑗 are the atomic coordinates for 
the 𝑖𝑡ℎ and 𝑗𝑡ℎ atoms, respectively. The order of the differentiation does not matter and therefore 




) and then diagonalized to give the eigenvalues. Each eigenvalue corresponds to 




Absorption of a quantum of energy excites a molecular vibration corresponding to the vibration's 
frequency (𝐸 = ℎ𝜐). Transitions in molecular vibrational energy levels typically occur within the 
IR range of the frequency spectrum. The SI unit for spectroscopic frequencies is the hertz (𝐻𝑧), 








  , (2.29) 
where 𝜆 is the wavelength and c is the speed of light. The vibration of a molecule can be probed 
using infrared (IR) or Raman spectroscopies. IR spectroscopy is developed based on the absorption 
of light by the vibrating molecules, whereas Raman relies on the scattering of the light by the 
vibrating molecules. A vibration is IR active if the dipole moment of the molecule changes due to 
the vibration and is Raman active if the polarizability changes. These two techniques are 
complementary and in conjunction can provide useful structural information. 
2.3   Quasi-Chemical Theory 
The quasi-chemical theory (QCT) is a method that uses high resolution computations in 
conjunction with low resolution descriptions to give an accurate model for the thermodynamics of 
solutions.195 Having a strong statistical mechanical context, the QCT may be used to calculate the 
hydration free energy of ions. The term “quasi-chemical: was acquired from the work of 
Guggenheim196-197 because the strong solute-solvent interactions (relative to the thermal energy) 
are characterized as chemical associations, although they may not be covalent. In this theory, the 
most primitive idea is to identify an inner-shell region from the rest of the neighborhood of a 
distinguished solute, and then to rely on a careful treatment of the inner shell with full molecular 
resolution. The remainder of the neighborhood of that distinguished solute (the outer-shell region) 
can be given an alternative statistical description, and then a proper matching of results for inner 
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and outer shells is accomplished.195,198-202 In the present study, the inner shell, where chemical 
effects are important, is treated quantum mechanically. The outer-shell contributions to the 
solvation of ions are including using the SMD dielectric continuum solvation model. 
The following section presents the statistical mechanical foundation required for QCT, i.e., the 
potential distribution theory. This theory is a simple and effective perspective on the statistical 
thermodynamics of molecular solutions. This section is followed by the derivation of the excess 
chemical potential within the quasi-chemical approach. Only a minimum foundation required for 
the application of QCT is presented in this work and extensive derivations and associated contents 
may be found elsewhere.195 
2.3.1   Potential Distribution Theory 
The potential distribution theory (PDT) is a useful statistical mechanics theory and has many 
applications in equilibrium states. The general principle was introduced by B. Widom in 1963.203 
The PDT presents a partition function for the evaluation of the excess chemical potential of a 
molecular component in a general thermodynamic system. The excess chemical potential of a 
component 𝛼 is part of the Gibbs chemical potential that vanishes in the absence of intermolecular 
interactions. This chemical potential is important to a molecular based consideration of complex 
solutions. 
Simple Solute. The simple solute is defined as a solute with no internal structure and no internal 
degrees of freedom. For a system of 𝑁 − 1  particles in a volume, 𝑉 , the canonical partition 
function may be written as: 
 𝑄𝑁−1 =
1







 , (2.30) 
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where 𝐻𝑁−1 is the Hamiltonian of the 𝑁 − 1 particles, 𝜏𝑖 is the coordinate of the 𝑖
𝑡ℎ particle, 𝑝𝑖 is 
its conjugate momentum, ℎ  is Plank’s constant, and 𝛽 = 1 𝑘𝐵𝑇⁄ . If the kinetic energy and 
intermolecular potentials are assumed to be separable, then the Hamiltonian may be written as: 






+ 𝑈𝑁−1 . (2.31) 
Substituting this into the partition function equation and realizing that 𝑈𝑁−1 depends only on the 
coordinates, the integrals over all conjugate momenta can be integrated with all 𝑚𝑖 = 𝑚. 
 𝑄𝑁−1 =
1








The term Λ = √
ℎ2𝛽
2𝜋𝑚
 is the thermal deBroglie wavelength. This form of the partition function 
contains the configurational partition function, Q𝑁−1
𝑐𝑜𝑛𝑓

















 . (2.34) 
It is assumed that the configurational partition function of a system of N particles in a volume 











 , (2.35) 
where 𝑈𝑁−1  is the energy of interaction of particles 1, … ,𝑁 − 1  as a function of their 
configuration, and 𝑁𝛼 denotes the number of solutes which is unity for one test particle. Δ𝑈𝛼 is 
the additional interaction energy due to the presence of the 𝑁th particle (the test particle or solute 
𝛼) at an arbitrary fixed point in the fluid. The solute effect may be considered as a perturbation 
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to the 𝑁 − 1 particles system via 𝜆Δ𝑈𝛼 (𝜆 = 0 or 1). The two sides of Equation (2.35) may be 
divided by 𝑄𝑁−1
𝑐𝑜𝑛𝑓





































  ,                (2.36) 
where 𝜌𝛼 = 𝑁𝛼 𝑉⁄  is the number density of particle 𝛼 in the system. The right hand side of this 









〈𝑒−𝛽Δ𝑈𝛼〉0  . (2.37) 
The notation 〈… 〉 is the canonical average in the 𝑁 − 1 particle system and the subscript zero 
indicates the averaging condition in which the configurations of the 𝑁 − 1  particles are not 
influenced by the presence of the test particle. 






 , (2.38) 



















3  . (2.39) 
The aim is to calculate the chemical potential for such a system. The Helmholtz energy may be 
evaluated from the canonical partition function: 




and the chemical potential can be calculated from: 
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𝑁 − (𝑁 − 1)
] (2.41) 
Combining Equations (2.39), (2.40), and (2.41) the chemical potential for the distinguished solute 
molecule is obtained from: 





















3) . (2.42) 
Substituting Equation (2.37) into (2.42) gives: 






3 ) . (2.43) 
This equation can be rewritten into the following form which consists of two parts: the ideal 
chemical potential (the first term 𝛽𝜇𝛼
𝑖𝑑𝑒𝑎𝑙); and the excess chemical potential (the second term 
𝛽𝜇𝛼
𝑒𝑥𝑐𝑒𝑠𝑠): 
 𝛽𝜇𝛼 = ln(𝜌𝛼Λ𝛼
3 ) − ln〈𝑒−𝛽Δ𝑈𝛼〉0 . (2.44) 
This equation clearly shows that the excess chemical potential is only due to the interactions 
between the solute and solvent and vanishes in the absence of such interactions (Δ𝑈𝛼 = 0). 
The absolute activity may be obtained from: 





 . (2.45) 
The most useful relation obtained from the PDT may be viewed as follows: 
 𝛽𝜇𝛼
𝑒𝑥 = − ln〈𝑒−𝛽Δ𝑈𝛼〉0 . (2.46) 
The superscripts excess and ex denote the same concept and are used interchangeably. Having the 
interaction potential between the solute and solvent, the excess chemical potential for the solute 
may be computed. This result is obtained by assuming that the kinetic energy and intermolecular 
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potentials are separable and the presence of the solute does not change the thermal configurations 
of the solvent. 
Solute with Internal Degrees of Freedom. If the solute molecule is not simple and has some 
internal degrees of freedom, e.g. a protein molecule, then different conformations of the solute 
should be considered. If it is assumed that the kinetic energy and the intra-molecular, and inter-
molecular potentials are separable, the Hamiltonian may be written as: 
 𝐻𝑁−1 = 𝐻𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 +𝐻𝑖𝑛𝑡𝑒𝑟𝑎−𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 +𝐻𝑖𝑛𝑡𝑒𝑟−𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 , (2.47) 






𝑐𝑜𝑛𝑓 . (2.48) 
Here, 𝑞𝑖𝑛𝑡 is the internal partition function for each particle and is unity for a simple particle. 
A new notation, 𝑅𝑛, is defined to enter the effect of solute internal degrees of freedom and ease 
the derivation. The 𝑅𝑛 = {𝑟1, 𝑟2, … , 𝑟𝑛} is the conformation of the solute consisting of 𝑛 particles 
as illustrated in Figure 2.3. The 𝑆𝛼
(0)
(𝑅𝑛) is the conformation distribution of the solute in the 
absence of any interactions with the solvent. 
 
 





The conformational distribution of the single molecule is sampled in the absence of the interactions 
with the solvent using suitable simulation procedures and appropriate coordinates. The 
normalization adopted in this development can be viewed as follows: 
 ∫𝑆𝛼
(0)(𝑅𝑛)𝑑(𝑅𝑛) = 𝑉 . (2.49) 
To obtain the partition function the solvent thermal degrees of freedom are averaged over a specific 
solute conformation, then a weighted averaging is performed over all possible conformations of 
the solute. The latter is expressed by the following notation: 




(0)(𝑅𝑛)𝑑(𝑅𝑛) . (2.50) 
The subscript zero indicates that the averaging is performed with the condition that the solute 
conformations and solvent configurations are decoupled. Using the Widom’s particle insertion 





















































(0)(𝑅𝑛)𝑑(𝑅𝑛) .                                                      (2.52) 









〈〈𝑒−𝛽𝛥𝑈𝛼〉〉0 . (2.53) 
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This result is similar to that of the simple solute except for the additional averaging over the 
different conformations of the solute. The chemical potential is therefore: 


































3 ) ,                                                  (2.54) 
and so: 





) − ln 〈〈𝑒−𝛽𝛥𝑈𝛼〉〉0 . (2.55) 
The first term is 𝛽𝜇𝛼
𝑖𝑑𝑒𝑎𝑙 and the second term is 𝛽𝜇𝛼
𝑒𝑥𝑐𝑒𝑠𝑠. As explained above the 〈〈… 〉〉0 notation 
denotes averaging over the thermal motion of the solute and the solvent molecules, conditioned 







(0)(𝑅𝑛)𝑑(𝑅𝑛) . (2.56) 
The term ⟨𝑒−𝛽𝛥𝑈𝛼|𝑅𝑛⟩
0
 is averaging over solvent configurations conditioned on the 𝑅𝑛 
conformation of the solute. Hence, the excess chemical potential and absolute activity of the solute 
may be written as: 
 𝛽𝜇𝛼
𝑒𝑥 = − ln 〈〈𝑒−𝛽𝛥𝑈𝛼〉〉0 , (2.57) 
where: 








 . (2.58) 
2.3.2   Basic Quasi-Chemical Formula 
The solute-solvent interactions are not necessarily covalent, however they are strong relative to 
the thermal energy, 𝑘𝑇, and can be characterized as chemical associations. These interactions are 
typically short-ranged and structurally specific. Thus, an inner shell around the solute can be 
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identified with strong associating solvent molecules and an outer shell region that corresponds to 
the bulk solvent. In the case of the solvation of an ion in water; the first hydration shell is the inner 
shell and the remainder of the system volume is the outer shell. An indicator function 𝑏𝛼(𝑗) is used 
to specify the inner shell, such that when the solvent molecule 𝑗 occupies the inner shell of the 
distinguished molecule 𝛼 then 𝑏𝛼(𝑗) = 1 and when this solvent molecule is outside that region 
𝑏𝛼(𝑗) = 0. Using this definition and the PDT the outer shell contribution to the solute excess 
chemical potential may be written as: 
 𝛽𝜇𝛼
𝑒𝑥|𝑜𝑢𝑡𝑒𝑟 = − ln 〈〈𝑒
−𝛽𝛥𝑈𝛼∏[1 − 𝑏𝛼(𝑗)]
𝑗
〉〉0 . (2.59) 
The additional factor within the average, ∏ [1 − 𝑏𝛼(𝑗)]𝑗 , would be zero for those solvent 
configurations that have a solvent molecule inside the inner shell. This equation can be used to 
calculate the fraction of those configurations: 
 
〈〈𝑒−𝛽𝛥𝑈𝛼∏ [1 − 𝑏𝛼(𝑗)]𝑗 〉〉0
〈〈𝑒−𝛽𝛥𝑈𝛼〉〉0
 . (2.60) 
The excess chemical potential is the sum of the inner and outer shell contributions: 
 𝛽𝜇𝛼
𝑒𝑥 = − ln [
〈〈𝑒−𝛽𝛥𝑈𝛼〉〉0
〈〈𝑒−𝛽𝛥𝑈𝛼∏ [1 − 𝑏𝛼(𝑗)]𝑗 〉〉0
] − ln 〈〈𝑒−𝛽𝛥𝑈𝛼∏[1− 𝑏𝛼(𝑗)]
𝑗
〉〉0 . (2.61) 
Here, the first term is the inner shell contribution and the second term is the outer shell contribution. 
This separation allows simpler physical approximations to be used for the outer shell expression 
and the inner shell can be considered with high resolution. The ratio of the averages in the inner 
shell contribution can alternatively be viewed as 1 𝑥0⁄ , where 𝑥0  is the probability of those 
configurations that have no solvent molecules inside the inner shell: 
 𝛽𝜇𝛼
𝑒𝑥𝑐𝑒𝑠𝑠 = − ln [
1
𝑥0
] − ln 〈〈𝑒−𝛽𝛥𝑈𝛼∏[1− 𝑏𝛼(𝑗)]
𝑗
〉〉0 . (2.62) 
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2.3.3   Chemical Equilibrium and Quasi-Chemical Description 
The inner shell population can be described by a stoichiometric model for a chemical equilibrium 
which provides a correct description of 𝑥0. Consider the following reaction at equilibrium in the 
inner shell that contains the number of solvent molecules inside the inner shell, 𝑛: 
 𝛼 + 𝑛𝑊 ⇄ 𝛼𝑊𝑛 , (2.63) 
where 𝛼 indicates the solute and 𝑊 indicates the solvent molecule (e.g. water). If 𝑛 = 0 there are 
no solvent particles in the inner shell. This is equivalent to the case where 𝑥0 is calculated. The 




 . (2.64) 







𝑛  . (2.65) 




𝜌𝛼𝑊0 + ∑ 𝜌𝛼𝑊𝑛𝑛≥1
=
𝜌𝛼𝑊0
𝜌𝛼𝑊0 + ∑ 𝐾𝑛𝜌𝛼𝑊0𝑛≥1 𝜌𝑊
𝑛 =
1
1 + ∑ 𝐾𝑛𝑛≥1 𝜌𝑊
𝑛  . (2.66) 
The excess chemical potential may be calculated from: 
 𝛽𝜇𝛼
𝑒𝑥 = − ln [1 +∑𝐾𝑛
𝑛≥1
𝜌𝑊
𝑛 ] − ln 〈〈𝑒−𝛽𝛥𝑈𝛼∏[1 − 𝑏𝛼(𝑗)]
𝑗
〉〉0 . (2.67) 
To simplify this equation the summation is approximated and replaced by its largest term, denoted 
as ?̅?. This gives for the excess chemical potential: 
 𝛽𝜇𝛼
𝑒𝑥 ≈ − ln[𝐾?̅?𝜌𝑊
?̅? ] + 𝛽𝜇𝛼
𝑒𝑥|𝑜𝑢𝑡𝑒𝑟 . (2.68) 
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Replacing the summation with the largest term makes a negligible difference, because the 
succeeding terms in the summation reflect chemical energy differences. A slight difference in the 
chemical energy implies that the lower energy term dominates all the others on a thermal energy 
scale. Moreover, there are only several finite terms in the sum and therefore no significant 
accumulation of entropic contributions, e.g., if there are two similar terms in the sum then the 
resulting error is 𝑘𝑇 ln 2, which is negligible. 
The equilibrium constant can be related to the average of the interaction potential obtained from 
the PDT. The Gibbs free energies at equilibrium are: 
 𝜇𝛼 + 𝑛𝜇𝑊 = 𝜇𝛼𝑊𝑛  . (2.69) 
Hence, the relation between their absolute activities is: 
 𝑒−𝛽𝜇𝛼 . 𝑒−𝛽𝑛𝜇𝑊 = 𝑒−𝛽𝜇𝛼𝑊𝑛  . (2.70) 


















 . (2.71) 
The equilibrium constant is obtained by rearranging this equation to give the concentration ratio 





















𝑒𝑥) , (2.72) 
where 𝐾𝑛
(0) denotes the ideal equilibrium constant at standard conditions, i.e., at 1 atm and 298.15 
K. There is no solvent-solute interaction in an ideal solution and so 𝛥𝑈𝛼 is zero and the excess 
terms vanish. Therefore, 𝐾𝑛
(0) may be considered as the ideal equilibrium constant. 
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The density in Equation (2.68) is the actual density of liquid water (1 g cm3⁄  @ STP). 𝐾𝑛
(0) is 
calculated for an ideal gas at standard state, hence the effect of the actual density is a replacement 





























             = −
𝑛
𝛽
𝑙𝑛(1354) = −4.27𝑛 (
𝐾𝑐𝑎𝑙
𝑚𝑜𝑙
) . (2.73) 
This amounts to the contribution of −4.27 kcal mol⁄  per ligand. The replacement contribution is 
added to Equation (2.68) and then combined with Equation (2.71) to give: 
𝛽𝜇𝛼
𝑒𝑥𝑐𝑒𝑠𝑠 ≈ − ln𝐾𝑛




𝑒𝑥|𝑜𝑢𝑡𝑒𝑟 . (2.74) 
The contribution 𝛽𝜇𝛼
𝑒𝑥 is precisely the outer-shell contribution 𝛽𝜇𝛼
𝑒𝑥|𝑜𝑢𝑡𝑒𝑟 obtained before, and 
therefore these two terms will cancel, giving the final result: 
 𝛽𝜇𝛼
𝑒𝑥𝑐𝑒𝑠𝑠 ≈ − ln𝐾?̅?
(0) − ?̅? ln(1354) + 𝛽𝜇𝛼𝑊?̅?
𝑒𝑥 − ?̅?𝛽𝜇𝑊
𝑒𝑥 . (2.75) 
This equation is an applicable form of the quasi-chemical approach and was used in this work. 
2.4   Dissipative Particle Dynamics 
DPD is a meso-scale simulation technique that was first introduced by Hoogerbrugge and 
Koelman.205 Further developments by Español and Warren included the stochastic differential 
equations and conservation of energy.206-207 The method describes the system in terms of soft 
particles, or beads, whose motion is governed by certain collision rules.208 The soft particles, or 
beads, represent groups of atoms or molecules in the system. The use of simplified potentials and 
the grouping of the atoms into particles permit simulations of large systems over long time scales 
that are either impossible or difficult to perform in all atom methods such as classical molecular 
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dynamics simulations.209 DPD has been successfully applied to a large variety of systems 
including: block copolymers,210-211 surfactant solutions,212 bilayer membranes,213 and ionomers.48-
50,133,214-215  
The following presents an overview of the method, however more detailed description may be 
found elsewhere.205-208,216-217 The time evolution of the interacting particles is governed by 
Newton’s equations of motion which are integrated using a modified velocity-Verlet algorithm.208 




= 𝑣𝑖    𝑎𝑛𝑑    
𝑑𝑣𝑖
𝑑𝑡
= 𝑓𝑖 , (2.76) 
where 𝑟𝑖 and 𝑣𝑖 are the position and velocity of the 𝑖
th particle, respectively, and 𝑓𝑖 is the net force 
acting on the 𝑖th particle. The net force contains three non-bonded terms. Bonded terms may also 
be included in order to make the simulation of macromolecules viable: 






𝑏𝑜𝑛𝑑𝑒𝑑 . (2.77) 
The first three terms in the summation: 𝐹𝑖𝑗
𝐶, 𝐹𝑖𝑗
𝐷, and 𝐹𝑖𝑗
𝑅 are conservative, dissipative, and random 
forces which are the non-bonded components and are typically formulated as follows: 
 𝐹𝑖𝑗
𝐶 = 𝑎𝑖𝑗(1 − 𝑟𝑖𝑗)𝑛𝑖𝑗                       (2.78) 
 𝐹𝑖𝑗
𝐷 = −𝛾𝑖𝑗(1 − 𝑟𝑖𝑗)
2
(𝑛𝑖𝑗 . 𝑣𝑖𝑗)𝑛𝑖𝑗 (2.79) 
 𝐹𝑖𝑗
𝑅 = 𝜎𝑖𝑗(1 − 𝑟𝑖𝑗)𝜉𝑖𝑗
1
√∆𝑡
𝑛𝑖𝑗          (2.80) 
These forces are pairwise and in the direction of 𝑛𝑖𝑗 = (𝑟𝑖 − 𝑟𝑗)/|𝑟𝑖𝑗| which towards the centers of 
particles 𝑖 and 𝑗. The cut off distance for all the non-bonded forces is 𝑟𝑐, the length scale, which is 
linked to physical units based on the system of study and the degree of coarse-graining. The 
relative position and velocities are defined as 𝑟𝑖𝑗 = 𝑟𝑖 − 𝑟𝑗 and 𝑣𝑖𝑗 = 𝑣𝑖 − 𝑣𝑗. 𝑎𝑖𝑗 is the interaction 
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parameter between two beads and is material or chemical compositional specific and therefore 
must be determined for each system. The dissipation constant, 𝛾𝑖𝑗, and the noise amplitude, 𝜎𝑖𝑗, 
are related by 𝜎𝑖𝑗 = √𝛾𝑖𝑗2𝑘𝐵𝑇  to control the temperature fluctuations as dictated by the 
fluctuation-dissipation theorem.206 The noise amplitude has a typical value of 3.0 that gives a 
reasonable compromise between fast temperature equilibration, fast and stable simulation, and a 
physically meaningful system.48-49,208 𝜉𝑖𝑗 is a symmetric Gaussian random number with zero mean 
and unit variance chosen independently for each pair of interacting particles at each time step (∆𝑡). 
The last term in Equation (2.77) comes from the bonded potentials defined to describe polymeric 
systems. Beads of a polymer are usually connected to their nearest neighbor beads by harmonic 
springs.208,210 However, another spring term to describe the second nearest neighbor beads or an 
angle potential may also be added in order to improve the structural properties of a polymer 
chain.50,218-219 In this formulation, the only material parameters to be determined for the system of 
interest are the conservative interaction parameters, 𝑎𝑖𝑗, and bonded potentials if present. 
2.4.1   Determining the Interaction Parameters 
The reliability of DPD simulations depends on the proper translation of the atomic scale into the 
meso-scale through the interaction parameters. There are different methods to obtain the 
interaction parameters in order to link the chemical composition of the system to the fictitious 
DPD particles.50,167,220-224 
The most widely used method was introduced by Groot and Warren.208 In order to obtain the 
repulsion parameters for like species, they simulated pure water. The amplitude of the conservative 
force was varied and the system pressure was measured as a function of the conservative 
interaction parameter. A quadratic equation of state was observed for a wide range of densities: 
 𝑝 =  𝜌𝑘𝐵𝑇 + 0.101𝑎𝜌
2 . (2.81) 
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where, 𝑝  is pressure, 𝜌  is density, and 𝑎  is the conservative force amplitude. Hence, the 
dimensionless compressibility corresponding to this equation of state is: 
 𝜅−1 =  1 +
0.202𝑎𝜌
𝑘𝐵𝑇
 . (2.82) 
Substituting the experimentally known compressibility of water, 𝜅−1 ≈ 16 , it is found that 
𝑎𝜌 𝑘𝐵𝑇⁄ ≈ 75. The density is a free parameter, but is linearly related to the number of interactions 
for each particle and therefore constrained by the computational expense. Groot and Warren 
obtained 𝜌 = 3 as a reasonable choice to achieve the highest efficiency while satisfying the scaling 
relations. Therefore, 𝑎 = 25𝑘𝐵𝑇  corresponds to the compressibility of water and 𝜌 = 3. 
Groot and Warren used the Flory-Huggins χ-parameter to define the interactions between 
dissimilar beads. They established a link between the χ-parameter and the difference in the 
repulsion of like and dislike beads, i.e., 𝑎𝑖𝑗 − 𝑎𝑖𝑖 . The χ-parameter was measured from DPD 
simulation results for a binary mixture, varying the difference in the repulsion parameters. The 
following linear relationship was determined between the Flory-Huggins χ-parameter and the 
repulsion parameters difference: 
 𝜒 =  (0.286 ± 0.002)∆𝑎 . (2.83) 
Here, ∆𝑎 = 𝑎𝑖𝑗 − 𝑎𝑖𝑖  and is only applicable to 𝜌 = 3. 
The χ-parameter may be determined experimentally and is related to the solubility.225 It may also 
be approximated from mixing energy calculations using a Monte Carlo approach.48-49 However, 
the experimental value of χ is not available for every substance, and there are cases where the 
calculations via mixing energy are not valid. For instance, if the beads contain a net electrostatic 
charge both the solubility and mixing energy approximations fail to give a suitable value for χ and 
consequently the interaction parameters. 
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Some authors have set the parameters based on the nature of the chemical groups that are contained 
in each bead or the phase separation behavior of the system.220-222 This technique requires a 
thorough understanding of the materials, specific experimental, and simulation results. Others 
started with MD simulations and extracted an effective coarse-grained potential, requiring the 
meso-scale simulations to match the structural data or pair-correlation functions obtained from 
atomistic simulations.50,223-224 
Maiti and McGrother further developed the method of Groot and Warren by including the bead 
size in their formulation.226 They suggested that the interaction parameter between dissimilar beads 
should depend on the bead size and degree of coarse-graining, whereas the interaction parameter 
between similar beads does not depend on the bead size. Recently, Kacar et al. studied mixtures 
of DPD beads with different sizes.169 They presented a general approach to parameterize DPD 
interactions for mixtures with variable (local) densities. 
Lee et al. presented a method for parameterization of chain molecules based on a combination of 
top-down and bottom-up approaches.227 In their approach the interaction parameter between 
dissimilar beads are obtained from the fitting of the infinite dilution activity coefficients in binary 
solutions of reference compounds to the results of MC simulations of the respective DPD fluids. 
The bonded potential parameters are determined by fitting to atomistic MD simulations. They 
demonstrated the consistency and transferability of their proposed method for a system of nonionic 
surfactants. 
Groot developed a smeared-charge approach for the treatment of electrostatic interactions in which 
the charge is distributed within a sphere rather than being only on a point.167 The inclusion of this 
long-range interaction increases the computational cost and violates the basic principle of DPD 
(that only considers short range interactions). 
58 
 
Overall, it is important to provide a method for defining the interaction parameters that is 
versatile, doesn’t rely on the experimental information, and still fits into the simple original DPD 
framework to ensure high computational efficiency. Hence, a novel parameterization method 
was developed in this work that is capable of capturing any types of interactions including strong 
electrostatics and preserves the simple form of the DPD potentials.228 This method is presented 
in Chapter 3 section 3.3 and is further utilized in the DPD simulations performed to investigate 
the electrolytes. 
The following chapters present the results and discussion on various electrolyte systems that were 
investigated using the techniques described in this chapter. The results and findings for each 
electrolyte system are presented in a separate chapter that encompasses several sections 









Chapter 3   PFSA Electrolytes with Vn+ 
 
This chapter is based on the following publications:228-230 
 Sepehr, F.; Paddison, S. J., The solvation structure and thermodynamics of aqueous 
vanadium cations. Chemical Physics Letters 2013, 585, 53-58. 
 Sepehr, F.; Paddison, S. J., Effect of sulfuric and triflic acids on the hydration of vanadium 
cations: An ab initio study. Journal of Physical Chemistry A 2015, 119, 5749-5761. 
 Sepehr, F.; Paddison, S. J., Dissipative particle dynamics interaction parameters from ab 
initio calculations. Chemical Physics Letters 2016, 645, 20-26. 
This chapter presents the multiscale modeling of electrolyte systems for VRFBs. The electronic 
structures on the hydration of four vanadium cations (V2+, V3+, VO2+, and VO2
+) are presented and 
discussed. The Gibbs energies of hydration of vanadium cations calculated using the quasi-
chemical approach are also reported and compared to the experimental values. The effect of 
sulfuric and triflic acids and their conjugate anions on the hydrated structures of vanadium cations 
are discussed because they mimic the electrolytes in VRFBs. Understanding the effect of the 
diffused vanadium cations on the morphology of VRFB membrane from a meso-scale perspective 
is of importance and requires larger length and time scales than those achievable in electronic 
structure calculations. Hence, DPD (a meso-scale simulation method) was selected to study the 
dynamics and morphological properties of hydrated Nafion with absorbed vanadium cations. A 
parameterization approach was developed to enable DPD simulation of these systems and is fully 
described later in this chapter. This pragmatic parameterization method was utilized to calculate 
the parameters for the system of hydrated Nafion with absorbed vanadium cations. The simulation 
results exploring the effects of vanadium cations are presented and discussed. 
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3.1   Hydration and Thermodynamics of the Vn+ Cations 
Hydration structure of the V2+, V3+, VO2+, and VO2
+ cations is of importance in the study of the 
VRFB electrolyte properties and stability as discussed in Chapter 1. The following presents the 
results of atomic scale investigations on the hydration of the vanadium cations and the calculation 
of Gibbs energies in bulk water that are taken from the published letter.229 
3.1.1   Hydration Structures 
The hydrated structures of the four vanadium cations were obtained by performing electronic 
structure calculations using the GAUSSIAN 09 suite of programs.231 This program enables 
electronic structure modeling and its theoretical background is presented in Chapter 2. Geometries 
were optimized using DFT with Becke’s 3-parameter hybrid functional (B3LYP)181-184 and the 6-
31G** split valence basis set188 without imposing any symmetry constraints. The SMD solvation 
model194 was subsequently utilized to obtain optimized structures with water selected as the 
solvent (ε = 78). The resulting structures were then further refined at the B3LYP/6-311G** 
level.190 Frequency calculations at a similar level of theory (B3LYP/6-311G**) were performed 
to confirm local minima. Partial charges distributions and electrostatic potentials for each of the 
hydrated vanadium ions were determined using the ChelpG scheme.232 
The structure of the first hydration shell for each vanadium cation was obtained using an unbiased 
approach to limit the effect of the initial structure on the final structures. The procedure involved 
adding water molecules to each cation incrementally followed by a geometry optimization at each 
step, until one of the water molecules was forced out of the first hydration shell. Hence, the 
optimized geometries obtained from the step with the largest number of waters allowed in the first 





Figure 3.1. First hydration shell structures of vanadium ions at the B3LYP6-311+G**/SMD level of theory: 
(a) V2+; (b) V3+; (c) VO2+; (d) VO2+, octahedral; and (e) VO2+, bipyramidal. Color scheme: oxygen (red), 
hydrogen (white), vanadium (purple). Two-tone solid lines present covalent bonds and dashed lines show 
coordinate bonds and hydrogen bonds (hydrogen bond criterion 1.1 Å < O…H < 2.5 Å). 
 
The first hydration shell structures for the vanadium ions obtained with this approach are shown 
in Figure 3.1. The V2+ and V3+ cations (Figure 3.1(a) and (b)) are hydrated with six water molecules 
and both have an octahedral structure that agrees favorably with previous studies.22,233 The gas-
phase structures for V2+ and V3+ show Th and S6 point group symmetries, respectively. However, 
the solution phase structures are all slightly distorted and are C1. Further structural analysis 
revealed that the trivalent vanadium complex is more distorted in comparison to the divalent 
undoubtedly due to higher charge density. 
 
Table 3.1. Average vanadium-oxygen distances for optimized structures shown in Figure 3.1.a 
V2+ V3+ VO2+ b VO2
+ c VO2
+ d 
2.19 2.09 2.10 2.20 2.11 
a Values are in Å; b Only the equatorial bonds are averaged; c Bipyramidal; d Octahedral. 
 
The first hydration shell of VO2+ (Figure 3.1(c)) consists of only five water molecules with an 
octahedral structure. The distance of the axial water molecule from the central vanadium cation is 




2.35 Å and is greater than the average distance to the equatorial water molecules which is 2.10 Å 
(see Table 3.1). Moreover, the equatorial plane in VO2+ is distorted as a result of the repulsion 
from the oxo-oxygen atoms. 
There are two different local minimum energy structures for VO2
+: one with a first hydration shell 
consisting of four water molecules and exhibiting an octahedral structure (Figure 3.1(d)) and the 
other with three water molecules within the first hydration shell and one water molecule outside 
of the shell (Figure 3.1(e)). This latter structure is bipyramidal and its Gibbs energy at 298 K was 
determined to be 7.3 kcal/mol lower than that of the octahedral complex (B3LYP/6-311G** level 
of theory, 8.6 kcal/mol with the inclusion of diffuse functions). Hence, the bipyramidal structure 
is the most stable. However, this does not imply that the octahedral structure doesn’t exist in 
solution, but that there is a population distribution for the bipyramidal and octahedral structures at 
298 K in agreement with previous Car-Parrinello molecular dynamics (CPMD) simulations.24 
The average calculated bond lengths for all four cations as reported in Table 3.1 were found to be 
in close agreement with the available literature values. The experimental bond lengths are slightly 
shorter than the computational values in almost all of these aqua-complexes,229 but this probably 
due to the fact that the X-ray diffraction (XRD) measurements were done in the solid phase and 
our calculations were performed in solution. It may also be due to the effect of the counter ion 
which is not considered in these ab initio calculations. 
The binding energies of the water molecules to the central vanadium cations is calculated for the 
above structures and presented in Table 3.2. As expected, the binding energies for V3+ is larger 
and twice that of V2+ as a result of the higher atomic charge density on V3+ ion. The value for VO2+ 
is close to V2+ while the lowest binding energy belongs to the two VO2
+ complexes. Also, the 
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similarities in the binding energies of the bipyramidal and octahedral structures of VO2
+ may 
promote the interchange between the two structures in solution as mentioned previously. 
 
Table 3.2. Binding energies of water ligands to central vanadium cations calculated at B3LYP/6-




2+ 58.52(54.10) 56.06(51.73) 
[V(H2O)6]
3+ 113.77(108.27) 110.99(105.58) 
[VO(H2O)5]
2+ 67.44(62.34) 64.68(59.66) 
[VO2(H2O)3]
+ 50.20(45.51) 47.41(42.74) 
[VO2(H2O)4]
+ 42.83(37.88) 40.12(35.23) 
a Binding energy based on uncorrected total electronic energies; b Binding energy based on ZPE corrected total 
electronic energies. 
 
Partial atomic charge calculations show that the charge on V2+ is 1.72 (1.93 when diffuse function are 
included) which is close to its formal charge. But for V3+ it is 2.05 (1.77 with diffuse function) which 
is only two thirds of its formal charge. The inclusion of the diffuse functions on the V2+ complex 
resulted in higher atomic charges on all the atoms, while it had a reverse effect on the V3+ complex.229 
The following presents the calculation of Gibbs energy of hydration based on the optimized 
structures of the vanadium cations using the quasi-chemical theory. 
3.1.2   Gibbs Energies of Hydration 
The Gibbs energies of hydration were estimated using the quasi-chemical theory which was 
presented in Chapter 2. The inner-shell was considered to follow an equilibrium reaction between 
the cation and the water molecules of the first hydration shell. The ion clusters obtained from the 
electronic structure calculations were used as the inner-shell structures. Single point energies were 
calculated at the B3LYP/6-311+G(2d,p) level on each of the optimized gas phase structures. The 
outer-shell contribution to the solvation of the ions was determined using the SMD model. 
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We chose the most stable aqua-complex for each cation and used it as the inner-shell structure in 
the calculation of the Gibbs energy of solvation in the quasi-chemical approach. Hence, the 
octahedral structure for V2+ and V3+ which contained six water molecules, the five water 
coordinated structure for VO2+, and the three water coordinated trigonal bipyramidal structure for 
VO2
+ were selected. 
 
Table 3.3. Calculated Gibbs energy of hydration of vanadium cations using the quasi-chemical 
approach compared with available experimental information (all in kcal/mol). 
cation -∆𝐺𝑐𝑎𝑙𝑐. -∆𝐺𝑒𝑥𝑝. 
V2+ 440.0 436.2a 
V3+ 1018.8 1008.6a 
VO2+ 457.2 b 
VO2
+ 184.4 b 
a Taken from reference 234; b Not reported in the literature. 
 
Table 3.3 shows the calculated and experimental Gibbs energies of hydration (where available). 
The calculated values for V2+ and V3+ are in good agreement with the experimental values (i.e., ~ 
1%). Previous quasi-chemical calculations of the solvation Gibbs energies of cations, including 
the first transition row metals, have also reported a good agreement with experiments.202,235-236 
Despite the fact that the calculated and experimental values are in the same range and in good 
agreement, one should notice that the solvation Gibbs energy of the highly charged species may 
have significant uncertainty.237 As there was no experimental information for the hydration 
energies of VO2+ and VO2
+, the calculated values may be used as estimates. 
The ion’s excess chemical potential versus its coordination number may be monitored by 
progressively adding water molecules to the inner-shell structure (molecular aufbau approach238). 
This approach determines the coordination state at which the dominant contribution to the 
thermodynamics of hydration is obtained.239 The results of the aufbau approach using the quasi-
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chemical theory on the four vanadium cations are presented in Figure 3.2. This figure shows that 
the Gibbs energy of cations (showed by circles) changes as the number of water molecules inside 
the inner-shell varies. This signifies the importance of chemical structure around the cation in its 
solvation phenomena. 
Figure 3.2 shows that for both V2+ and V3+ cations the octahedral structure is the most stable form 
in solution and contributes the most to the hydration thermodynamics. This coordination number 
is consistent with our ab initio results presented above. However, the prediction of quasi-chemical 
theory for the coordination number of VO2+ and VO2
+ ions is 4 and 2, respectively, which differs 
than our ab initio results by one. This result signifies that the majority of the solvation 
thermodynamics is captured by VO2+(H2O)4 and VO2
+(H2O)2, while it is the hexa-hydrate 
structures for V2+ and V3+ cations. Previous studies240 show that the compatibility of the aufbau 
approach and ab initio results usually occurs for ions with high charge densities, in our case V2+ 
and V3+ and not for VO2+ and VO2
+.  
The portion of each contribution to the total Gibbs energy of solvation may also be derived. The 
chemical contribution to the total Gibbs energy of solvation (triangles in Figure 3.2) comes from the 
inner-shell structure. This contribution is increased by the addition of water molecules to the cluster. 
In contrast, the outer-shell contribution (squares in Figure 3.2) is decreased by adding water molecules 
to the coordination shell. Previous studies explain that the ligand desolvation energy is the reason for 
this decrease.241-242 The chemical portion of the Gibbs energy of hydration for the most stable structure 
is about 64% for V2+, 59% for V3+, 60% for VO2+, and 67% for VO2
+. Hence, the local chemical effects 
form more than half of the hydration phenomena for the structures with the most stable coordination 
number. As the major contribution to the ion solvation is due to the inner-shell structure, there may be 




Figure 3.2. Quasi-chemical contributions of the solvation free energy of aqueous V2+, V3+, VO2+, and VO2+ 
versus n number of water molecules inside the inner-shell structure. The calculations performed at the 
B3LYP/6-311+G(2d,p)//B3LYP/6-311G** level of theory and the outer-shell contributions are assessed 
using the SMD dielectric continuum model. Triangles represent inner-shell contributions and squares are 
outer-shell contributions to the total free energy of solvation. Circles are the total free energy of solvation 






3.2   Effect of Sulfuric and Triflic Acids on the Hydration of Vn+ 
The effects of sulfuric and triflic (CF3SO3H) acids were examined on the hydration of vanadium 
species as they mimic the electrolyte environment and functional group of PFSA membranes in 
VRFBs. The results and discussion presented in this section are taken from the published work.230 
Electronic structure calculations were performed on each of the hydrated cations in the presence 
of an acid molecule. The introduction of an acid to each of the four vanadium cations was 
performed beginning from three different initial starting positions. In the first set of geometry 
optimizations, the acid molecule was placed adjacent to the hydrated vanadium cation. In the 
second set, one of the water molecules of the hydration shell was replaced by an acid molecule 
and placed at a different position in the cluster. Under the third set of conditions the acid molecule 
was forced to coordinate with the central vanadium cation, while all the water molecules in the 
first hydration shell remained coordinated with the vanadium cation. The total number of initial 
starting geometries generated for each set of conditions typically exceeded several hundred due to 
the steric and symmetry of the ions and molecules. 
After generating the initial geometries, optimizations were performed without symmetry 
constraints at the B3LYP/6-31G** level and then refined at the B3LYP/6-311G** level followed 
by a frequency calculation. The SMD solvation model was subsequently utilized to determine all 
structures within a solvent dielectric of water. The V2+ and V3+ cations were considered to be of 
high spin state in all open shell calculations.243-244 The B3LYP/6-311G** model chemistry along 
with the SMD continuum solvation model was chosen because of the success in predicting the 
structures of the vanadium cations in bulk water and the associated hydration Gibbs energies.229 
The structures with the lowest energy were selected among all the optimized structures obtained 
from the many different initial geometries as the global minimum. Optimizations were performed 
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using MP2 on V3+ in proximity to sulfuric acid in order to test whether a different quantum 
mechanical treatment of the dispersion forces would affect the results. The results were identical 
to B3LYP with minor structural changes. Only single point MP2 calculations were performed on 
the B3LYP optimized structures for the other clusters. It was found that even with MP2 the B3LYP 
determined global minimum energy structures are still the lowest energy configurations.  
The dissociation of the proton in water is expected as both H2SO4 and CF3SO3H are very strong 
acids. The hydration and proton transfer behaviors of these acids relative to each other are examined 
using quantum chemical calculations and presented in Chapter 7. Therefore, in the calculations not 




considered. Moreover, due to the high proton concentrations in the electrolyte of a VRFB, the local 
interactions between the hydrated proton and the vanadium cations were also investigated. 
3.2.1   The V2+ Cation 
The fully optimized configuration of a hydrated V2+ ion in proximity to: (a) sulfuric acid; (b) 
bisulfate; (c) sulfate; (d) triflic acid; (e) triflate; and (f) sulfate are shown in Figure 3.3. The average 
V…OH2 distance for the water molecules of the primary hydration shell are reported in Table 3.4. 
The V2+ adopts a hexa-coordinated octahedral structure in the presence of all the acids and anions 
with a slight angle deviation (< 3°) from 90°. No covalent bonds formed between the vanadium 
cation and any of the acids or anions as shown in Figure 3.3. The metal cation acts as a Lewis acid 
accepting electron density from the oxygen atom of either a water or acid molecule (the latter 
acting as a Lewis base). Since the shared electrons are only from the Lewis base, the bonds are 
dipolar or coordinate and may undergo ligand substitution reactions. 
The calculations indicate that in the presence of the molecular acids (see Figures 3.3(a) and (d)) 
one of the water molecules in the primary hydration shell is replaced by the acid. However, the 
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direct interaction of the oxygen atom of the acid with the cation does not change the hexa-
coordinated octahedral structure of the V2+ ion. The interaction between the molecular acids and 
the V2+ ion affects the extent of dissociation of the triflic acid. This is due to the fact that CF3SO3H 
is a stronger acid than H2SO4 and hence has a higher propensity to transfer a proton (see the mixed 
acid electrolytes section for further detail). 
 
 
Figure 3.3. Fully optimized configurations at B3LYP/6-311G**/SMD level of theory for the hydrated V2+ 
cation in proximity to: (a) H2SO4; (b) HSO4−; (c) SO42−; (d) CF3SO3H; and (e) CF3SO3−. The atomic color 
scheme is: oxygen (red), hydrogen (white), vanadium (purple), sulfur (yellow), carbon (grey), and fluorine 
(cyan). Distances are represented in Å, two-tone solid lines present covalent bonds, and dashed lines show 
coordinate bonds and hydrogen bonds (hydrogen bond criterion 1.1 Å < O…H < 2.5 Å). 
 
The global minimum energy structures for the interaction of the bisulfate, sulfate, and triflate 
anions with hydrated V2+ are shown in Figures 3.3(b), (c), and (e). The primary hydration shell 
consists of all six water molecules and the anions do not enter and are only hydrogen bonded to 
the primary hydration shell, in contrast to the two acid conformations (Figures 3.3(a) and (d)). 




Obviously, the S…V2+ distance is greater for the anions (4.3 Å) than for the acids (ca. 3.5 Å) 
because the anions do not directly interact with the cation and only interact with V2+ through the 
primary hydration shell. 
A closer association of the anions to V2+ is anticipated from a consideration of the electrostatics. 
The most stable structures in the absence of a solvation model (i.e. gas phase) are with the anions 
occupying the primary hydration shell and directly interacting with V2+. However, the presence of 
the high dielectric constant solvent (i.e. ε = 78) and the hydrogen bonds between the anions and 
hydration shell increase the structural stability resulting in the dissociation of the hydrated V2+ 
cation from the anions preventing the formation of contact ion pairs. 
 
Table 3.4. Average vanadium-oxygen distances for optimized structures shown in Figures 3.3 to 
3.6.a 
Species V2+ V3+ VO2+ VO2
+ 
 V…O(H2O) V…O(H2O) V–Ooxo V…Ob V…Oc V–Ooxo V…O(H2O) 
H2SO4 2.18 2.07 1.56 2.07 3.57 1.64 2.04 
CF3SO3H 2.19 2.07 1.56 2.08 7.76 1.64 2.05 
HSO4
− 2.20 2.08 1.56 2.06 3.94 1.60 2.10 
CF3SO3
− 2.19 2.07 1.56 2.06 3.58 1.60 2.10 
SO4
2− 2.19 2.09 1.57 2.09 3.26 1.61 1.92 
Water 2.19 2.09 1.57 2.10 2.35 1.60d,e 2.11d, 2.20e 
a Values are in Å; b Equatorial bonds; c Axial bond; d Bipyramidal; e Octahedral. 
 
3.2.2   The V3+ Cation  
Results for the V3+ cation are shown in Figure 3.4. Similar to V2+, V3+ also exhibits a hexa-
coordinated octahedral structure, however the octahedral angles deviate more significantly from 




Both acid molecules (H2SO4 and CF3SO3H) displace a single H2O from the primary hydration 
shell (see Figures 3.4(a) and (d)). Both sulfuric and triflic acid associate more closer to V3+ due to 
a stronger electrostatic interaction. Proton dissociation occurs with both H2SO4 and CF3SO3H in 
proximity to the V3+ cation forming H3O
+ (see Figures 3.3(a) and (d)). This is in contrast to their 
interaction with the V2+ cation where only the stronger acid, CF3SO3H, dissociates. This is due to 




Figure 3.4. Fully optimized configurations at B3LYP/6-311G**/SMD level of theory for the hydrated V3+ 
cation in proximity to: (a) H2SO4; (b) HSO4−; (c) SO42−; (d) CF3SO3H; and (e) CF3SO3−. Color scheme as 
described in Figure 3.3. 
 
Figures 3.4(b), (c), and (e) show the interaction of the anions with the hydrated V3+ cation. The 
results indicate that the HSO4
− and SO4
2− enter the hydration shell and coordinate directly with the 




metal cation, but CF3SO3
− does not enter the shell preferring to form hydrogen bonds with the 
water molecules. The formation of contact ion pairs between V3+ and SO4
2− has been observed 
previously, both experimentally and computationally.245 The structure of the V3+ cation with 
triflate as the counter anion is in agreement with the solid state crystallography results of Cotton 
et al.246 and NMR studies of Hugi et al. in solution.247 
The anions did not form contact ion pairs when interacting with V2+. We primarily attribute this to 
the ability of the solvent to stabilize the ions. However, in the case of the V3+ cation, two out of 
the three anions (i.e. bisulfate and sulfate) form contact ion pairs. This suggests that the high 
electrostatic interaction between the positive and negative ions may overcome the solvent effect. 
The triflate does not form contact ion pairs because it is the conjugate base of a very strong acid 
(see the section on the mixed acid electrolytes) owing to the electron withdrawing by the 
trifluoromethyl group. 
3.2.3   The VO2+ Cation 
Figure 3.5 shows the results of the VO2+ cation in proximity to the acids and anions. The aqua-
vanadyl ion adopts a hexa-coordinated structure in pure water.23,27,229 However, our results 
(Figures 3.5, all panels except (c)) reveal that in close proximity to the acids or anions, the axial 
water in the trans position (relative to VO2+) is replaced with either an acid or anion. Vanadium is 
penta-coordinated (i.e., vanadyl ion is tetra-hydrated), because the acids or anions in the axial 
position are more than 4 Å from VO2+. Hence the acids or anions are not directly coordinating with 
vanadyl. The interaction of VO2+ with sulfate (Figure 3.5(c)) results in a rather different structure 
which has the SO4
2− ion in one of the equatorial positions. This structure is similar to the 




The solidity of the VOoxo entity in Figure 3.5 is in accordance with the fact that vanadyl is the most 
stable diatomic ion248 in either solution or solid phases with a strong covalent bond between 
vanadium and the oxo-oxygen.249-250 In Figure 3.5 there are no interactions with the oxo-oxygen 
and also none of the minimum energy structures obtained for the VO2+ show any interactions 
within  a distance of 3 Å from the oxo-oxygen. The molecular orbital bonding scheme proposed 
by Ballhausen and Gray explains the high stability and absence of any interactions of the oxo-
oxygen observed in our results.249 
 
 
Figure 3.5. Fully optimized configurations at the B3LYP/6-311G**/SMD level of theory for the hydrated 
VO2+ cation in proximity to: (a) H2SO4; (b) HSO4−; (c) SO42−; (d) CF3SO3H; and (e) CF3SO3− . Color scheme 
as described in Figure 3.3. 
 
The extent of dissociation of the acids when in proximity to VO2+ (Figures 3.5(a) and (d)) is similar 
to that of the V2+ cation. Triflic acid again dissociates completely forming a hydronium ion, 




whereas the sulfuric acid does not dissociate. The triflic and triflate associate closer to the VO2+ 
cation than either sulfuric acid or the sulfate anion. The same trend was followed by the V2+ cation 
in Figure 3.3, however the V…S distances were shorter as a result of stronger interactions and the 
formation of contact ion pairs. Based on our previous work, the V2+ and VO2+ cations have very 
similar hydration Gibbs energies (‒440.0 and ‒457.2 kcal/mol, respectively) and binding energies 
to the water molecules (‒56.1 and ‒64.7 kcal/mol, respectively).229 Thus, despite the fact that V2+ 
and VO2+ have quite different structures they have very similar hydration Gibbs energies, binding 
energies, and proton dissociation behavior. 
The four equatorial ligands in Figure 3.5 are located in a plane beneath the vanadium atom, similar 
to the hydrated VO2+ in pure water or dilute solutions.23,28,229 Our results show that the angles 
between the oxo-oxygen, vanadium, and the oxygen atoms of the equatorial ligands, ∠OoxoVO, are 
increased by 5 – 6° in the presence of the acids or anions.230 These observations are similar to 
recent experimental results,28 where the authors reported that the presence of a space demanding 
oxygen-donor ligand removes the axial ligand and reduces the vanadium coordination number to 
five thereby increasing the ∠OoxoVO. 
3.2.4   The VO2+ Cation 
Figure 3.6 shows the results of the VO2
+ cation (vanadate) in proximity to the studied acids and 
anions. It is known that the solution acidity and total concentration of vanadium determine the 
form of the vanadium species in the +5 oxidation state.251 In highly acidic solutions it generally 
exists in the form of a hydrated VO2
+ cation, consistent with the results shown in Figure 3.6. Both 
penta- and hexa-hydrated structures have been reported for the hydrated VO2
+.24,229,252-254 However, 
the results from the electronic structure calculations (Figure 3.6) suggest that VO2
+ mostly adopts 
a penta-coordinated bipyramidal structure. Among all the determined local minima, those clusters 
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with an octahedral conformation (not shown) were observed to have an energy at least 7 kcal/mol 
higher than those with bipyramidal structures. The higher stability of the penta-coordinated VO2
+ 
in comparison to the octahedral structure was also reported in previous electronic structure 
calculations15,24,229,255 and CPMD simulations.252 
 
 
Figure 3.6. Fully optimized configurations at B3LYP/6-311G**/SMD level of theory for the hydrated 
VO2+ cation in proximity to: (a) H2SO4; (b) HSO4−; (c) SO42−; (d) CF3SO3H; and (e) CF3SO3− . Color scheme 
as described in Figure 3.3. 
 
The acidic proton fully dissociates and protonates one of the oxo-oxygen atoms to form 
[VO(OH)(H2O)3]
2+ and the conjugate anion as shown in Figures 3.6(a) and (d). The protonation 
of the positively charged oxo-species is unique to the VO2
+ cation (i.e., the oxo-vanadium(IV) 
is not protonated). Protonation of other vanadium(V) species under moderate acidic solutions is 
well studied experimentally,254,256 but for the VO2
+ species the protonation is only observed in 
simulations.230,252 A stretched hydrogen-oxygen bond of 1.03 Å length is observed for one of the 




water ligands in Figure 3.6(a). Deprotonation of the hydrated dioxovanadium cation and 
formation of a OH− group may eventually result in inorganic polymerization and 
precipitation.15,251-252 
The interaction of VO2
+ with the bisulfate anion is shown in Figure 3.6(b). The cation has a 
penta-coordinated bipyramidal structure. The bisulfate anion is hydrogen bonded to VO2
+ and 
no dissociation of HSO4
− or protonation of VO2
+ occurs. The cation with the triflate anion adopts 
a bipyramidal hydration structure and CF3SO3
− does not enter the primary hydration shell of the 
dioxo-vanadium(V) (see Figure 3.6(e)). A tetra-coordinated vanadium structure is obtained for 
the sulfate anion (see Figure 3.6(c)). This structure has two oxo-oxygen atoms, one water ligand 
at 1.99 Å, and a hydroxide ion at 1.85 Å from the vanadium cation. The OH− is formed by 
deprotonation of a water ligand and transfer of the dissociated proton to the sulfate to form the 
bisulfate anion shown in Figure 3.6(c). The other two water molecules are expelled from the 
primary hydration shell. The water deprotonation in proximity to the sulfate anion (now 
bisulfate) results in the formation of a reactive hydroxide ion that can be followed by oxolation 
condensation and formation of precipitates.15,252,257 Therefore, the interaction of VO2
+ with SO4
2− 
ions and the formation of the complex illustrated in Figure 3.6(c) could be the initiation of 
precipitation reactions. 
3.2.5   Partial Atomic Charges 
The partial atomic charges on vanadium, water molecules, and oxo-oxygen atoms are reported 
in Table 3.5. The partial charge on the vanadium atom in V2+ clusters varies from + 1.7 to 1.8 
which is less than its formal charge of +2. The neighboring water molecules are not charge 




Table 3.5. Computed atomic partial charges on vanadium, oxygen, and water molecules in the 
primary hydration shell using ChelpG scheme. 
Environment V2+ V3+ VO2+ VO2+ 
H2SO4 V 1.778 1.851 1.850 1.825 
H2Oa 0.036 0.184 0.176 0.228 
Ooxo – – ‒0.605 ‒0.777b, ‒0.455 
CF3SO3H V 1.749 1.995 1.792 1.940 
H2Oa 0.044 0.169 0.178 0.208 
Ooxo – – ‒0.574 ‒0.774b, ‒0.465 
HSO4− V 1.700 1.889 1.816 1.798 
H2Oa 0.026 0.159 0.146 0.163 
Ooxo – – ‒0.612 ‒0.771, ‒0.631 
CF3SO3− V 1.799 2.057 2.031 1.861 
H2Oa 0.025 0.139 0.129 0.153 
Ooxo – – ‒0.652 ‒0.745, ‒0.692 
SO42− V 1.729 2.044 1.899 1.810 
H2Oa 0.011 0.098 0.093 0.139 
Ooxo – – ‒0.666 ‒0.776, ‒0.740 
Water V 1.719 2.054 1.801 1.805c, 1.703d 
H2Oa 0.047 0.158 0.179e, 0.097f 0.161c, 0.167d 
Ooxo 
– – ‒0.615 
(‒0.702, ‒0.697)c, 
(‒0.702, ‒0.671)d 
a Average total charge on water molecules in the primary hydration shell of vanadium; b Protonated oxo-oxygen; c 





The atomic charge on V3+ varies from + 1.9 to 2.1 (formal charge of +3) and is therefore slightly 
greater than the V2+ ion. Consequently, the electron donor ligands around the V3+ carry a relatively 
high positive charge to compensate the difference between the formal charge of the V3+ ion and 
the actual charge residing on the atom. The charge on the water molecules as reported in Table 3.5 
vary from + 0.1 to 0.18 and are an order of magnitude greater than those of V2+. The observed 
charge transfer indicates that the coordinate bonds between the metal and the ligands for the V3+ 
cation are stronger resulting in the closer association of the acids to V3+. 
The partial atomic charge on vanadium in the VO2+ clusters ranges from + 1.8 to 2.0 which is 
significantly lower than its formal charge of +4. The charge on the oxo-oxygen atom is about ‒0.6 
which results in a total charge of + 1.2 to 1.4 on the VOoxo instead of its formal charge of +2. 
Hence, the water ligands are positively charged as observed for the V2+ and V3+ cations. The charge 
on the water ligands around VO2+ is similar to that observed for V3+ and almost an order of 
magnitude greater than that of V2+. 
The partial atomic charge on vanadium in the VO2
+ clusters varies from + 1.7 to 1.9 and the water 
molecules in the hydration shell, as expected, are not charge neutral and carry the highest positive 
charge when coordinating with VO2
+. 
Understanding the effect of the diffused vanadium cations on the membrane and the morphology 
evolution from a meso-scale perspective is another important aspect of the VRFB design. Probing 
the dynamic behaviors including the diffusion of ionic species and the morphology evolution 
require larger length and time scales than those achievable in electronic structure calculations. 
Hence, DPD was selected to study the dynamics and morphological properties of hydrated Nafion 
with absorbed vanadium cations. 
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DPD simulations require meso-scale parameters to describe the interactions between various 
species of the system as explained in Chapter 2. The conventional parameterization methods 
discussed earlier failed to give proper parameters for the DPD simulation of the desired system 
(hydrated Nafion with absorbed vanadium cations). Hence, a parameterization approach was 
developed based on the electronic structure calculations to overcome this problem. The following 
presents this pragmatic parameterization method. The application of the developed method on the 
system of interest is discussed later in this chapter and further in the electrolyte systems of AEMs 
and SDAPP in Chapters 4 and 5, respectively. 
3.3   Approach to Parameterize Dissipative Particle Dynamics 
The formulation and basic principles of DPD are presented in Chapter 2. The following presents 
the parameterization approach that was developed in this work to describe the conservative force 
interactions in the system of VRFB electrolyte. The developed parameterization method is 
published and may be found elsewhere.228 
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This implies 𝑎𝑖𝑗 = 𝑎
𝑅 + 𝑎𝑖𝑗
𝑒𝑥 . The first term is the reference potential and is related to the 
compressibility of a reference material. The second term is the excess interaction and contains the 
information regarding the relative interactions among the beads excess to the reference. The 
intention is to reproduce the experimental compressibility of one pure reference material and then 
to obtain all the other interactions (either like or unlike) relative to this reference. The reference 
bead is a charge neutral species in the system with known experimental compressibility. The 𝑎𝑅  
is then obtained by matching the simulated compressibility of pure reference to that of the 
experiment, similar to the remarkable work by Groot and Warren (see section IV of their work).208 
The excess energy may be related to the interaction energy of the two beads which may be 
computed from electronic structure calculations. 
 𝑈𝑖𝑗
𝑖𝑛𝑡 = 𝑈(𝑖+𝑗) − [𝑈(𝑖) + 𝑈(𝑗)] , (3.4) 
where 𝑈𝑖𝑗
𝑖𝑛𝑡 is the interaction energy and is obtained by subtracting the total electronic energy of 
the isolated beads (i.e., 𝑈(𝑖)  and 𝑈(𝑗)) from that of the interacting beads (i.e., 𝑈(𝑖+𝑗) ; the total 
electronic energy of a system containing the two interacting beads i and j). In order to correctly 
sample the interaction energy, 𝑈(𝑖+𝑗)  should be calculated and averaged over many different 
spatial configurations of the two beads. Figure 3.7 illustrates the six spatial degrees of freedom 
that are varied in order to consider all the probable configurations of two objects in a three 
dimensional space. By varying these six geometric parameters, many different configurations are 
generated and consequently the interaction energies are fitted to a quadratic function of 𝑟𝑖𝑗 (the 
distance between the centers of mass of beads i and j). Overall, the procedure is similar to the 
derivation of classical two-body pair potentials from quantum chemical calculations.243,258-259 
However, in this case the calculations are performed on two large clusters of atoms or molecules 
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(the selected beads with full atomistic resolution) instead of two atoms or small molecules and also 
the functional form of the potential is only a simple quadratic from. 
 
 
Figure 3.7. The six degrees of freedom that contribute different configurations to the two objects (beads). 
The atomic structures of the beads 𝑖 and 𝑗 are arbitrary. The angles can vary as 0° ≤ 𝜃 ≤ 180°  and 0° ≤
𝜑 ≤ 360° for each configuration. The lower limit for the 𝑟𝑖𝑗  is when the beads start to overlap and the upper 
limit is the cut off distance 𝑟𝑐. 
 
The least squares method is used to fit the calculated interaction energies onto the quadratic 
functional form. A high-quality fit is not expected to be achieved because the simple quadratic 
form of the potential is not sufficient to completely explain the interaction of the two clusters of 
atoms. However, the use of more sophisticated potentials is not utilized in order to maintain the 
linear functional form of the conservative force and consequently the high speed and efficiency of 
the DPD simulations. In practice, the addition of a constant to the quadratic form improves the fit 
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quality. This improvement is significant and necessary for the charged beads and minor for those 








𝑖𝑛𝑡 . (3.5) 
Because 𝑏𝑖𝑗
𝑖𝑛𝑡 is usually negligible for charge neutral beads but has a large value for charged beads, 
it may be considered as the contribution due to electrostatic interactions. 
The next step is to map the fitted parameters, 𝑎𝑖𝑗
𝑖𝑛𝑡 and 𝑏𝑖𝑗
𝑖𝑛𝑡, to the meso-scale parameter 𝑎𝑖𝑗
𝑒𝑥 . The 
excess parameter of the reference bead should go to zero because the excess energy is defined as 
the excess to the reference. Hence, the calculated 𝑎𝑅𝑅
𝑖𝑛𝑡 is scaled to a negligible value. The fitted 
parameters for all the beads (either like or unlike) are also scaled with this factor in order to 
maintain the correlation between the calculated energies and the phase behavior of the system. The 
fitted parameter, 𝑏𝑖𝑗
𝑖𝑛𝑡, vanishes in the derivative of energy and consequently in the force. In order 
to keep its effect in the final force we assume that this interaction decays quadratically from the 
center of particle, becoming zero at the cut off distance, similar to the 𝑈𝑖𝑗
𝑅  and 𝑈𝑖𝑗





𝑖𝑛𝑡∗∗ , (3.6) 
where the stars indicate that the fitted parameters are scaled. The double star in the superscript of 
𝑏𝑖𝑗
𝑖𝑛𝑡 denotes that its scaling differs to that of 𝑎𝑖𝑗
𝑖𝑛𝑡 by 𝑟𝑐
2, as their units are different. This equation 
applies to both 𝑖 = 𝑗 and 𝑖 ≠ 𝑗; and so depending on the values of 𝑎𝑖𝑖
𝑖𝑛𝑡∗ and 𝑏𝑖𝑖
𝑖𝑛𝑡∗∗, the like-bead 
interactions (𝑎𝑖𝑖) differ for different bead types. The importance of having different like-bead 
interactions has been substantiated recently.169,260 
The treatment of electrostatics via the 𝑏𝑖𝑗
𝑖𝑛𝑡∗∗ parameter in the conservative force with a cut off 
distance at 𝑟𝑐 does not violate the domain decomposition scheme of the DPD method. However, 
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this assumption is only reasonable when the charge screening effect is strong (i.e., short Debye 
length and high ionic strength) and as a result the long range electrostatic interactions vanish 
at distances around the cut off. This limitation is only important for systems with charged 
beads. For other systems this constraint is irrelevant. It is also important to note that the excess 
energy is a meso-scale quantity corresponding to both overlapping and non-overlapping 
configurations of the two beads. During the mapping we relate it to the atomistic interaction 
energy in the inter-bead distance where two beads are not overlapping and up to the cut off 
distance, 𝑟𝑐. Because the electronic energy of an overlapping configuration is either impossible 
to converge or extremely high (i.e., far beyond the soft particle treatment) the excess energy 
in the overlapping region is covered by extrapolating the energy of the non-overlapping 
configurations. 
The reliability of the parameterization method was further evaluated by applying it to a system of 
interest. The following presents the calculation of DPD parameters for a hydrated PFSA ionomer, 
Nafion, with absorbed vanadium cations using the developed method. This system was selected 
because it mimics the membrane environment of the VRFB electrolytes. 
3.4   Morphology of the Membrane Electrolyte 
Nafion is the most widely used PFSA ionomer in VRFBs. The membrane of a VRFB is designed 
to only permeate hydronium, however vanadium cations cross over due to the imperfect 
permeability of Nafion.30 Therefore, investigation of the morphology, phase separation and 
diffusion of vanadium cations is critical to the improved design of these electrochemical systems. 
The morphology of hydrated Nafion with absorbed vanadium cations was determined using DPD 
simulations. The interaction parameters between the DPD beads were calculated using the 
developed method described in the previous section. 
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3.4.1   Coarse-Graining of Particles 
The choice of the particles is based on the requirement for similar volumes and the preserving 
distinct chemical nature of the various beads. Selected bead types, their structure, and 
corresponding volume are listed in Table 3.6. The structure of all bead types were optimized by 
employing DFT at the B3LYP/6-311G** level181-184,190 using the GAUSSIAN 09 suite of 
programs.231  
 
Table 3.6. Selected bead types, their structures, and volumes. 
Bead Type Structurea Volumeb (Å3) 
A [F](CF2)6[F] 291.8 
B [CF3]OCF2CF(CF3)OCF2[F] 279.7 
C [F]CF2SO3
− + H3O
+ (H2O)2 224.0 
C− [F]CF2SO3
− (H2O)3 225.1 
W (H2O)8 241.1 
H+ H3O
+ (H2O)7 229.2 
V2+ V2+ (H2O)6 212.8 
V3+ V3+ (H2O)6 203.0 
VO2+ VO2+ (H2O)5 193.4 
VO2
+ VO2
+ (H2O)4 178.3 
a The atoms in brackets are added to stabilize the structures and facilitate DFT calculations. Only fluorine and carbon 
atoms are added to prevent changes in the chemical nature of selected beads; b Volumes are calculated by creating 
Connolly surfaces with the Atom Volumes & Surfaces tool in Materials Studio.261 
 
The backbone of Nafion ionomer was represented by a bead consisting of six CF2, i.e., (CF2)6,  and 
designated A. The side chain was represented by two different bead types: a B bead representing 
the perfluoroether link, and a C bead representing the protogenic group. The C bead, a sulfonic 
acid group with three water molecules, was selected similar to the previous work on hydrated 
PFSA membranes.48 A negatively charged particle, C− bead, was introduced that consists of a 
sulfonate anion and three water molecules. The water bead, W, was taken to consist of eight water 
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molecules. Considering the common value for the density, 𝜌𝑟𝑐
3 = 3, and the volume of each water 
molecule as 30 Å3, the length scale is determined to be 𝑟𝑐 ≅ 8.96 Å. 
Distinct bead types were defined for each of the oxidation states of the vanadium cations (V2+, V3+, 
VO2+, and VO2
+). All vanadium cation beads contained the first hydration shell of the cation 
according to our previous study.229 The number of positively and negatively charged beads may 
interchange in order to maintain the electroneutrality in a simulation system. 
3.4.2   Conservative Interaction Parameters 
The presence of charged vanadium species inside the Nafion requires special treatment of the 
conservative interactions. The parameterization method presented in section 3.1.3 was developed 
and utilized to define the conservative interactions.228 the interaction energies were calculated 
using DFT at the B3LYP/3-21G* level182-183,186,262-263 and the excess energies were obtained for 
all pairs of beads. The counterpoise method of Boys and Bernardi264 was employed to compute the 
effect of basis set superposition error on the computed energies of each pair of beads. The 
calculated error was determined to be less than 3% of the computed excess energy and therefore 
negligible. Over 16000 different configurations were considered for each pair. The calculated 
energies were fitted using the least squares method (see Equation (3.5) to obtain 𝑎𝑖𝑗
𝑖𝑛𝑡 and 𝑏𝑖𝑗
𝑖𝑛𝑡. The 
energies were equally weighted during the least squares procedure, however values above an 
energy threshold were excluded as they correspond to the overlapping configurations. The water 
was selected as the reference material and 𝑎𝑅  was set to 25 based on the experimental 
compressibility.208 The 𝑎𝑊𝑊
𝑖𝑛𝑡  was scaled to a negligible value. The scaling factor was chosen to be 
𝑟𝑐
−3  and the 𝑎𝑖𝑗
𝑖𝑛𝑡  and 𝑏𝑖𝑗
𝑖𝑛𝑡  values were scaled accordingly. The calculated 𝑎𝑖𝑗  values for the 
selected bead types are reported in Table 3.7. Some of the interactions are not calculated as the 
simulated systems does not include the pair. 
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Table 3.7 shows the like bead interaction between the W beads, 𝑎𝑊𝑊 = 24.9, which is essentially 
identical to the desired value of 25.0. The interaction parameters between the A, B, and C beads 
are in qualitative agreement with those of Wu et al.48 which were related to the Flory-Huggins χ-
parameter (they calculated χ using the Blends module in Materials Studio which approximates it 
from the mixing energy calculated using a Monte Carlo approach). The self-repulsion is calculated 
as 33.1, 56.6, and 96.3 for the H+, V2+, and V3+ beads, respectively. This suggests that the like-
bead repulsion increases as the charge of the bead increases. Note that the 𝑏𝑖𝑗
𝑖𝑛𝑡∗∗  is almost 
negligible for neutral beads and has a large value for the charged beads, confirming that it models 
the electrostatics. Overall, the derived interaction parameters are physically meaningful and 
compare favorably with previous literature values. 
 
Table 3.7. Calculated conservative interaction parameters. 
𝑎𝑖𝑗  A B C C
− W H+ V2+ V3+ VO2+ VO2
+ 
A 34.6          
B 32.0 28.4         
C 38.5 31.7 29.9        
C− 39.7 33.7 32.9 43.7       
W 37.9 28.4 25.9 27.6 24.9      
H+ 37.0 27.5 25.7 19.1 25.4 33.1     
V2+ 34.9 25.3 24.4 7.3 24.3 40.4 56.6    
V3+ 27.4 23.8 19.6 –13.1 18.0 46.8 – 96.3   
VO2+ 29.6 25.1 24.4 6.5 24.5 40.2 –  – 55.8  
VO2
+ 29.4 25.4 25.0 16.6 24.7 32.6 –  – – 32.5 
 
It is worth noting that by increasing the number of molecules within a single bead the repulsion 
parameter generally increases.208-209 However, we selected 𝑎𝑅 = 25 (derived for a bead consisting 
of only 1 H2O) for our system of interest to prevent the solidification artifact that occurs in large 
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degrees of coarse-graining.265 This also increases the simulation speed as the time step for soft 
beads may be much larger. The use of soft beads is a common practice48,50,214 and it is known that 
only the relative magnitude of the interactions actually matters to the behavior of the system.266-
267 Hence, the use of a smaller 𝑎𝑅  is acceptable and it does not affect the rest of the mapping and 
relative interactions. 
3.4.3   Bonded Interaction Parameters 
Two types of bonded potentials are introduced: (i) a harmonic spring potential between 




𝐴. The spring force experienced by bead 𝑖 is 𝑓𝑖
𝑆 = −𝜕𝑈𝑆 𝜕𝑟𝑖⁄ , where 𝑈
𝑆is the 









where 𝐾𝑏 , 𝑟𝑏 , and 𝑟𝑏
0  are the spring modulus, bond length, and equilibrium bond length, 
respectively. Similarly, the angle force derives from the total angular potential defined as: 
 




where 𝜃 is the angle between three consecutively bonded beads. 
 
Table 3.8. Bonded interaction parameters obtained by fitting to the structures from classical MD 
simulations. 
Bond 𝐾𝑏 𝑟𝑏
0 Angle 𝐾𝑎 𝜃𝑎
0 
A–A 100 0.65 A–A–A 5 135 
A–B 100 0.55 A–A–B 10 100 
B–C 100 0.5 A–B–C 10 135 




The structure of a Nafion chain was matched to that of a corresponding classical MD simulation 
in order to find the bonded interaction parameters: 𝐾𝑏 , 𝐾𝑎 , 𝑟𝑏
0 , and 𝜃𝑎
0 ; similar to previous 
work.50,268 A smaller system is chosen as the prototype because the classical MD simulations are 
limited by time and length scales. MD simulations were undertaken for a three dimensional 
periodic system of hydrated Nafion in an NVT ensemble. The number of water molecules in the 
system corresponded to the hydration level 𝜆 =
𝐻2𝑂
−𝑆𝑂3
− = 18 and the Nafion chains contained 15 
repeating units. Further details on the MD simulations may be found in Cui and Paddison.54 The 
DPD bonded parameters were tuned until the structure of the coarse-grained molecules were close 
to those of the MD results. Table 3.8 summarizes the bonded parameters obtained from the fitting 
to the MD simulations. 
 
 
Figure 3.8. Distribution of: (a) the bond distance between connected A beads; (b) the angle between three 
consecutive A beads; and (c) the distance between two neighboring C beads in each Nafion chain. In order 
to compare atomistic chain structures from MD simulations to those of DPD, each Nafion chain was 
dissected into fragments equivalent to the selected beads and the center of mass of each fragment was 
considered as the position of the representing bead. The solid lines are the results from the MD simulation. 
The dashed lines are the corresponding DPD system with conservative interaction parameters from Table 
3.7 and the default set of bonded interactions (𝑓𝑖
𝐵𝑜𝑛𝑑𝑒𝑑 = 4.0𝑟𝑏). The dash-dots are the corresponding DPD 
system with both bonded and non-bonded interactions from Table 3.7 and 3.8. 
 
Figure 3.8 shows the structural improvements obtained from the fitted parameters over the default 
bonded potential used in previous simulations.48,133-134,208,214 The stiffness parameters are 
(a) (b) (c) 
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deliberately set to values that qualitatively match the bond distance and angles. If we decide to 
exactly replicate the results from the MD simulations the 𝐾𝑏  and 𝐾𝑎  values become too large 
which consequently requires much shorter time steps and decreases simulation efficiency.50,268 
Hence, a reasonable bond and angle distribution is deemed to be suitable. 
3.4.4   Simulations 
A three dimensional periodic unit cell of side length 40 (35.8 nm3) was chosen; using a density of 
3 there were 192000 DPD particles in a simulation box. The time step was set to 0.02 (136 fs) and 
the systems were equilibrated for at least 30000 steps (13.7 ns). The simulations were performed 
using the DPD module in Materials Studio.261 Nafion chains were selected to have the molecular 
weight of 124928 g/mol and equivalent weights (EW) of 944, 1115, and 1244. Systems contained 
Nafion, water, vanadium cation and/or sulfuric acid. Three hydration levels of 6, 12, and 18 were 
examined. Each of the vanadium oxidation states was included at a time to prevent inter-cation 
interactions. Such interactions are not considered because vanadium species may be chemically 
reactive to each other which are beyond the scope of this study. In order to keep the electro-
neutrality of the system upon addition of the vanadium cations, hydronium ions have been removed 
and C beads were replaced by C−. 
Figure 3.9 shows the radial distribution functions (RDFs) for hydrated Nafion systems. The 
vanadium RDFs (shown in Figures 3.9(a) and (b)) illustrate that the system with V3+ has the 
highest first peak and the most right shifted onset of the curve. This suggests that the V 3+ 
species has the strongest self-repulsion among all vanadium species. The least self-repulsion 
is for VO2




The sulfonate RDFs in Figures 3.9(c) and (d) show that the C− beads are brought closer together, 
i.e., the aggregation of sulfonate groups is increased, in the presence of the cationic species with 
the effects being the most significant for V3+. Note that the effects decrease at higher hydration 
levels. Similar behavior was also reported in the MD simulations.54 
 
 
Figure 3.9. RDFs of vanadium and C− beads for hydrated Nafion systems at different hydration levels and 
EW = 1115. (a) Vn+ – Vn+ RDFs at λ = 6; (b) Vn+ – Vn+ RDFs at λ = 18; (c) C− – C− RDFs at λ = 6; and (d) 
C− – C− RDFs at λ = 18. Color code: violet-V2+; green-V3+; blue-VO2+; yellow-VO2+; black-hydrated Nafion. 
 
The RDFs of the water beads are shown in Figure 3.10. The first peak of the system containing 
V3+ is slightly stronger than V2+ and both are more prominent than the pure hydrated Nafion 
system. The presence of the vanadium cations also shifts the peak to the left. Hence, water 
clusters tend to be more compact and structured in the systems containing V2+ and V3+. This 





behavior was recently observed in MD simulations.54 The pair correlation functions were 
stronger and shifted to the left for water molecules with vanadium cations in the system. They 
also reported decreasing peak height with increasing water content. However, the peaks are much 
stronger in MD than in DPD. This is due to the coarse-graining effect and the use of large DPD 
beads which screens some of the effects. However, the observed behavior in the DPD simulation 
results is still outstanding. 
 
 
Figure 3.10. Radial distribution functions of the water beads at EW = 1115 and two different hydration 
levels: (a) 𝜆 = 6; and (b) 𝜆 = 18. The insets are magnification of the first peak in each graph. The solid 
line is for the system of hydrated Nafion, the dashed line has absorbed V2+, and the dotted line has 
absorbed V3+. 
 
Figure 3.11 illustrates the diffusivities of vanadium and water beads. The diffusivities are obtained 
from the mean square displacements calculated over the last 20000 steps for each simulation. The 
DPD results indicate that V3+ is the slowest moving cation, and that VO2
+ is the fastest. The V2+ 
and VO2+ beads have similar diffusivities. The experimental results are inconsistent with some 
authors’ measurements indicating that V2+ diffuses the fastest269 and that V3+ is the slowest; others 




warrants more experimental and simulations. The presence of vanadium species slightly affects 
the diffusivity of the water beads (see Figure 3.11(b)). 
 
 
Figure 3.11. Calculated vanadium and water diffusivities at different hydration levels in hydrated Nafion 
with an EW = 1115. (a) Vn+ beads; and (b) W beads. The V3+ and VO2+ beads show the lowest and the 
highest diffusivities, respectively. The effect of vanadium cations on the diffusivity of the water beads is 
insignificant. 
 
The distributions of the water beads and vanadium-sulfonate beads are affected when the 
equivalent weight of Nafion is increased from 944 to 1244, but keeping the molecular weight 
constant. Figure 3.12 illustrates the RDFs and diffusivities for hydrated Nafion system with 
diffused VO2+ cation at λ = 12. The W–W and VO2+– C− RDFs become stronger and more 
structured as the equivalent weight is increased. However, the vanadium RDFs (VO2+– VO2+) 
do not significantly change. The results indicate stronger cation-anion interaction for the 
higher EWs which consequently decreases the vanadium diffusivity. The diffusivities of water 
and vanadium beads are both increased by decreasing the EW, however the increase in the 
water diffusivity is greater. 
 





Figure 3.12. RDFs and diffusivities for hydrated Nafion systems at different equivalent weights and λ = 
12. (a) W – W RDFs; (b) VO2+ – C− RDFs; (c) VO2+ – VO2+ RDFs; and (d) diffusivities of W and VO2+ 
beads. The cation-anion interactions are increased by increasing the EWs, whereas the vanadium diffusivity 
is decreased. 
 
The following chapter presents the results and discussion on the AEM electrolytes based on SEBS 
triblock copolymer. These systems were investigated using DPD simulations employing the 


















Chapter 4   Anion Exchange Electrolytes 
 
This chapter is based on the following manuscript to be submitted for publication: 
 Sepehr, F.; Liu, H; Bae, C; Tuckerman, M. E.; Hickner, M. A.; and Paddison, S. J., Meso-
scale simulations of anion exchange membranes based on quaternary ammonium tethered 
triblock copolymers. Macromolecules, to be submitted. 
This chapter presents the study of a chemically stable AEM, quaternary ammonium-functionalized 
SEBS triblock copolymer, at meso-scale using dissipative particle dynamics (DPD) simulations in 
order to understand the relationships between the microstructure and morphology. A broad range 
of hydration levels was examined and the effect of another anion (Cl−) was studied in addition to 
OH−, as membranes are usually prepared and tested in a halogen precursor form. The chemical 
structures of SEBS and synthesized AEMs were briefly introduced in Chapter 1. The theoretical 
background of the DPD method is provided in Chapter 2. The following presents the coarse-
graining scheme, parameterization of DPD interactions (conservative and bonded), simulations set 
up, and the results and discussions. 
4.1   Coarse-Grained Model 
4.1.1   Coarse-Graining of Particles 
Similar volume particles corresponding to distinct chemical groups were selected. Figure 4.1 
shows the coarse-grained models of the SEBS triblock copolymer and the hydrated AEM in the 
alkaline form. Selected bead types, their chemical structure, and corresponding volume are listed 
in Table 4.1. This level of coarse-graining was chosen to enable future examination of various 
desired microstructural changes. The SEBS was also modeled in order to benchmark the bonded 




Figure 4.1. Coarse-grained model of: (a) SEBS triblock copolymer; and (b) hydrated AEM in alkaline form. 
Each circle represents the selected chemical group or collection of atoms for a particular bead and is 
distinguished with a different color. The midblock of SEBS is modeled as polyethylene instead of the 
poly(ethylene-co-butylene) for simplicity (see Figure 1.5).  
 
The polystyrene end block of the SEBS copolymer was modeled by two different bead types: a Bs 
bead representing two polymerized vinyl groups, (CH2CH2)2; and a Ph bead representing the 
phenyl group. The midblock was considered to be polyethylene instead of the poly(ethylene-co-
butylene) for simplicity and was modeled with a Bm bead consisting of two vinyl groups (identical 
to Bs). Although the Bs and Bm beads are chemically identical, one of them represents the 
backbone of a more rigid polymer (polystyrene) and the other a flexible elastomer. The model 
incorporates these characteristic properties through the careful choice of the bonded parameters 
distinguishing the flexibility of the end and mid block polymers (see the following section on the 
bonded interaction parameters). 
The TMA+ bead represents the trimethyl ammonium (TMA) cationic group and bears a single 
positive charge. Methyl imidazolium cation was considered as the MIm+ bead to explore the effect 
of the cationic group type in future work. Two negatively charged particles: OH− bead to model 
the alkaline form; and Cl− bead for the chloride precursor form were introduced in the system to 




(H2O)4), while the Cl
− bead consists of a chloride anion and three water molecules (i.e., Cl− (H2O)3). 
The hydrated structures of the OH− and Cl− beads were taken from structures reported in the 
literature,271-272 and satisfying the similar volume criterion. A water bead, W, was taken to consist 
of four water molecules. 
 
Table 4.1. Selected bead types, their chemical structures, and volumes. 
Bead Type Structurea Volumeb (Å3) 
Bs, Bm [H](CH2CH2)2[H] 125.5 
Ph C6H4[H2] 129.7 
TMM [H]C(CH3)2CH2[H] 124.8 
TMA+ [H]N(CH3)3
+ 121.8 
W (H2O)4 120.1 
OH− OH− (H2O)4 134.6 
Cl− Cl− (H2O)3 125.0 
MIm+ [H]C3N2H3CH3 130.9 
a The atoms in brackets were added to stabilize the structures and facilitate DFT calculations. Only hydrogen atom 
was added to prevent changes in the chemical nature of the beads; b Volumes were calculated by creating Connolly 
surfaces with the Atom Volumes & Surfaces tool in Materials Studio.261 
 
4.1.2   Conservative Interaction Parameters 
The developed parameterization method228 presented earlier in Chapter 3 was utilized to derive 
the meso-scale conservative interactions. The structure of all bead types were optimized by 
employing DFT at the B3LYP/6-311G** level181-184,190 using the GAUSSIAN 09 suite of 
programs.231 The interaction energies were calculated at the B3LYP/6-31G* level and the 
excess energies were obtained for all pairs of beads. Over 2000 different configurations were 
considered for each pair. The DPD particles in this chapter represent half the volume size of 
the particles used in the VRFB simulations (see Chapter 3). Therefore, a larger basis set and 
fewer number of configurations were considered. The calculated energies were fitted using the 
least squares method to obtain 𝑎𝑖𝑗
𝑖𝑛𝑡 and 𝑏𝑖𝑗
𝑖𝑛𝑡. The energies were equally weighted, however 
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values above an energy threshold were excluded as they correspond to the overlapping 
configurations. 
The water was selected as the reference material and 𝑎𝑅  was set to 25 based on the experimental 
compressibility.208 The 𝑎𝑊𝑊
𝑖𝑛𝑡  was scaled to a negligible value. The scaling factor was chosen to be 
(2.28 × 𝑟𝑐
2)−1 and the remainder of the 𝑎𝑖𝑗
𝑖𝑛𝑡 and 𝑏𝑖𝑗
𝑖𝑛𝑡 values were scaled accordingly. Utilizing 
the common value for the density, 𝜌𝑟𝑐
3 = 3, and taking the volume of each water molecule as 30 
Å3, the length scale was determined to be: 𝑟𝑐 ≅ 7.11 Å. The 𝑎𝑖𝑗 values were calculated for the 
selected bead types are their values are reported in Table 4.2. Interaction parameters were not 
calculated if the simulated systems did not contain the specific pair of beads. 
 
Table 4.2. Calculated conservative interaction parameters. 
𝑎𝑖𝑗  Bs, Bm Ph TMM TMA
+ MIm+ W OH− Cl− 
Bs, Bm 30.28        
Ph 35.02 30.53       
TMM 29.24 27.74 26.03      
TMA+ 27.52 27.31 25.59 65.79     
MIm+ 32.59 34.42 26.70 – 71.97    
W 35.57 33.44 27.46 26.61 31.27 25.01   
OH− 34.80 30.05 27.88 –15.02 –12.12 27.34 65.68  
Cl− 32.22 30.50 29.34 –16.65 –12.53 28.17 – 73.99 
 
Table 4.2 shows a strong repulsive interaction between the SEBS copolymer beads (i.e., Bs, Ph, 
and Bm) and the W bead consistent with their hydrophobic nature. The self-repulsion between the 
charged beads, i.e., TMA+, OH−, and Cl− is very strong and varies from 65 to 74. These values are 
in the same order indicating the chemical structure of the ions has little effect on their conservative 
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interaction parameters. This suggests that the interaction between the charged beads is 
predominantly controlled by their charge and electrostatic interactions. 
The identical chemical structures of the Bs and Bm beads results in the same conservative interaction 
parameters. The Bs bead represents the backbone of a more rigid polymer (polystyrene), whereas the 
Bm bead models a flexible elastomer. This was incorporated into the model by careful choice of the 
bonded parameters distinguishing the flexibility of the end and mid block polymers (see the following). 
4.1.3   Bonded Interaction Parameters 
Harmonic spring and angular potentials were considered between the connected beads of polymer 
similar to the earlier DPD simulations on VRFB electrolytes. Among all the possible angles only 
four and six angles were considered for the simulation of the SEBS and hydrated AEMs, 
respectively (see Table 4.3).  
Several initial values for the bonded potential parameters (𝐾𝑏, 𝐾𝑎, 𝑟𝑏
0, and 𝜃𝑎
0) were used based on 
the flexibility of the polymers. The polystyrene end blocks are stiffer than the elastomeric 
midblocks, hence more rigid parameters were used for the former. The parameters were further 
refined until the expected experimental morphology of SEBS, i.e., hexagonal cylindrical,115,273 was 
reproduced. The first four rows of Table 4.3 report the bonded interaction parameters 
corresponding to the hexagonal cylindrical morphology of SEBS that were also used in the 
simulation of the hydrated AEMs. 
The AEM ionomer has cationic functional groups attached to the end blocks and therefore two 
additional types of bonds and angles were required for the coarse-grained model. There were no 





Table 4.3. Bonded interaction parameters for simulating the SEBS triblock copolymer and 
hydrated AEMs. The first four rows define the bonded parameters of the SEBS and all for the 
AEM. 
Bond 𝐾𝑏 𝑟𝑏
0 Angle 𝐾𝑎 𝜃𝑎
0 
Bs – Bs 30 0.7 Bs – Bs – Bs 15 150 
Bs – Ph 30 0.7 Bs – Bs – Bm 10 150 
Bs – Bm 30 0.7 Bs – Bm – Bm 1 90 
Bm – Bm 20 0.7 Bm – Bm – Bm 1 90 
Ph – TMA+ 30 0.7 Bs – Ph – TMM 1 90 
TMM – TMA+ 20 0.7 Ph – TMM – TMA+ 1 90 
 
4.1.4   Simulations 
The large scale atomic/molecular massively parallel simulator (LAMMPS) software package274 
employing DPD style was used to perform all the simulations. The PACKMOL package275 and 
VMD program276 were used to generate random initial configurations and visualize the results, 
respectively. A three dimensional periodic unit cell of end length 60 in DPD length unit (42.7 nm3) 
was chosen; using a density of 3 there were 648000 DPD particles in a simulation box. The time 
step was set to 0.01 in DPD time unit (38 fs) and systems were equilibrated for 70 million steps 
(2.68 μs). 
The SEBS macromolecules were selected to have a molecular weight of 11840 g/mol with the 
composition of polystyrene, i.e., end blocks, being 29.63 mol%. All chains had equal molecular 
weight or a polydispersity index of 1.0. This simulated system is quite similar to molecular weight 
property of experimental SEBS except for chain length. For example, a commercial SEBS 
synthesized by anionic polymerization has Mn = 105,000 g/mol, a polydispersity index of 1.04, 
and polystyrene content of 30 mol%.112 In the pure SEBS system there were 3240 macromolecules 
of SEBS and therefore, only Bs, Ph, and Bm beads were placed in the simulation box.  
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The AEM ionomers had the same number of repeating units as SEBS, but 50% of the styrene was 
functionalized with the TMM and TMA+ beads. Every other styrene group was functionalized as 
shown in Figure 4.1 (b), however in experiment they are randomly functionalized. The effect of 
water content was explored by simulating various degrees of hydration. The hydration level in 
these systems ranged from  𝜆  = 4 – 20, where 𝜆 ≡
𝐻2𝑂
𝑇𝑀𝐴+
, i.e., water molecules per cationic 
functional group. The systems consisted of water, OH− or Cl− anions, and more than 2000 
macromolecules depending on the hydration level. The number of positively and negatively 
charged beads were set to maintain the electroneutrality of the system. 
4.2   Morphology of SEBS Triblock Copolymer 
The SEBS triblock copolymer was initially simulated in order to benchmark the bonded interaction 
parameters for DPD simulations of the hydrated AEMs. Figure 4.2 presents the simulated morphology 
of the SEBS copolymer. Only the polystyrene end blocks (those modeled with Bs and Ph beads) are 
shown in this figure for clear illustration of the morphology. The midblocks are modeled by the Bm 
beads (not shown in the figure) and occupy the empty spaces between the cylinders. 
 
Figure 4.2. Simulated morphology of the SEBS triblock copolymer. Only the polystyrene end blocks, i.e., 
the Bs and Ph beads, are shown for clarity. (a) and (b) show two different views of the hexagonal cylindrical 
morphology. 𝑅𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 is the cylinder radius and 𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 is the intercylinder distance. The orange and 




The end and mid blocks of the SEBS clearly phase separate. The polystyrene units form cylinders 
in a hexagonal orientation and are contained within the matrix of the midblocks. The simulated 




Figure 4.3. The polystyrene (i.e., BsPh – BsPh) RDF of the SEBS triblock copolymer. The position of the 
second point with the unit function value is twice the cylinder radius (2𝑅𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟) and the position of the 
next peak is the intercylinder distance (𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟). 
 
The polystyrene radial distribution function (RDF) is shown in Figure 4.3. . The distance at 
which the RDF reaches one for the second time is considered to be twice the cylinder radius 
(2𝑅𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟) and the position of the next peak is the intercylinder distance (𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟).
117 The 
DPD simulation results suggest that 𝑅𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 3.1 nm and 𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 15.6 nm (see Figure 
4.3). Experimental measurements based on small angle X-ray scattering (SAXS) determined 
𝑅𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 7.5 nm and 𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 29.5 nm.
115 The difference between the values from the 
DPD simulations and the scattering experiments may be due to the selected molecular weight of 
the macromolecule. The molecular weight of the real SEBS macromolecule is about an order of 
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magnitude larger than that simulated. The ratio of the cylinder radius to the intercylinder distance 
for the DPD simulations is 0.20 and compares favorably with the experimental value of 0.25. 
4.3   Morphology of SEBS-Based Electrolytes 
Figure 4.4 shows the simulated morphology of the hydrated ionomer, the SEBS triblock copolymer 
functionalized by TMA cationic groups, in the alkaline form at a hydration level where 𝜆 = 8. The 
AEM ionomer strongly phase separates into a lamellae morphology with alternating layers of the 
functionalized polystyrene end blocks (consisting of Bs, Ph, TMM, and TMA+) and the 




Figure 4.4. Simulated morphology of the hydrated AEM in the alkaline form at 𝜆 = 8. Each figure 
shows a specific bead type for clarity: (a) all beads; (b) Bs, Ph, TMM, and TMA+; (c) Bm; (d) TMA+; 
(e) OH−; and (f) W. (a) shows a strong phase separation between the functionalized polystyrene end 
blocks and the midblocks that are shown separately in (b) and (c). (d) and (e) illustrate the 
distribution of ionic species and (d) shows that the majority of water are in the polystyrene phase 
with a few distributed in the midblock phase. Color code: Bs and Bm (orange); Ph (mauve); TMM 
(green); TMA+ (purple); OH− (cyan); and W (blue). 
(a) (b) (c) 
(d) (e) (f) 
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Figures 4.4 (d) and (e) show the distribution of the ionic species, i.e., the TMA+ and OH− beads. 
The distribution of the TMA+ beads resembles that of the polystyrene end blocks in Figure 4 (b) 
which is expected as they are chemically bonded to each other. The oppositely charged beads, i.e., 
OH−, are similarly distributed due to their strong attraction to the cationic sites. 
The ionic species and the majority of the water are in the functionalized polystyrene phase, with 
some water also distributed throughout the polyethylene phase. This distribution suggests that the 
hydrated AEM phase separates into a hydrophilic phase consisting of the end blocks and a 
hydrophobic phase consisting of the midblocks. 
 
 
Figure 4.5. RDFs of the hydrated AEM in the alkaline form at 𝜆 = 8. The inset shows a magnification at 
short distances. Color scheme: BsPh – BsPh (blue); BsPh – Bm (red); Bm – Bm (orange); and TMA+ – 
TMA+ (purple). 
 
The computed RDFs are shown in Figure 4.5. The blue line is the BsPh – BsPh RDF 
corresponding to the polystyrene end blocks. The orange line corresponds to the midblocks 
and hence the hydrophobic phase. The RDF of the hydrophilic and hydrophobic phases is in 
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red and shows a strong repulsion between the two phases as clearly shown in Figure 4.4. The 
TMA+ beads result in a similar RDF to the end blocks. The RDFs of the hydrophilic phase and TMA+ 
closely resemble each other at distances greater than 20 Å, confirming that the TMA+ groups are 
distributed within the hydrophilic phase. The TMA+ – TMA+ RDF (purple curve) is shifted to the 
right at very short distances in comparison to the hydrophilic phase (blue curve) (see the inset in 
Figure 4.5). This is due to the strong self-repulsion between the positively charged beads. 
4.3.1   The Effect of Hydration 
Figure 4.6 shows the morphology of the hydrated AEM in the alkaline form at five different hydration 
levels: 𝜆 = 4, 8, 12, 16, and 20. It is clear that the AEM ionomer sharply phase separates into hydrophilic 
and hydrophobic phases at all degrees of hydration. More importantly is the qualitative change in the 
morphology with increasing hydration. A perforated and interconnected lamellae morphology is 
exhibited at the lower water contents where 𝜆 = 4 and 8. The morphology is perfectly lamellae at 𝜆 = 
12 and then becomes a disordered bicontinuous morphology at the highest hydration (𝜆 = 16 and 20). 
Figure 4.7 shows the polystyrene RDFs for the systems displayed in Figure 4.6. It is clear that 
increasing the level of hydration increases the intensity of the first peak and decreases that of the second. 
This suggests that the polystyrene end blocks become more structured as the water is added. The 
distance at which the RDF reaches unity (which was previously related to the size of the domains48) 
increases through hydration indicating that the size of the hydrophilic phase grows. Recently, Sun et 
al. characterized the morphology of a similar SEBS-based ionomer functionalized with quaternary 
ammonium groups through atomic force microscopy (AFM) phase imaging.114 They observed a clear 
phase separation between the hydrophilic functional styrene blocks and the hydrophobic 
ethylene/butylene blocks. Their results revealed that the hydrophilic domains swell and become larger 




Figure 4.6. Simulated morphology of the hydrated AEM in the alkaline form for 𝜆 = : (a) 4; (b) 8; (c) 12; 
(d) 16; and (e) 20. All beads are shown and the color scheme is the same as in Figure 4.4. The ionomer 
phase separates into hydrophilic and hydrophobic phases at all hydration levels. As the hydration increases 
the morphology changes from perforated and interconnected lamellae (𝜆 = 4 and 8) to perfect lamellae 
(𝜆 = 12) and then to disordered bicontinuous domains (𝜆 = 16 and 20). Domains exclusively consisting of 
water are formed within the hydrophilic phase at the two highest water contents only. 
 
  





Figure 4.7. Polystyrene RDFs for the hydrated AEM in the alkaline form at five levels of hydration. 
Increasing the water content increases the intensity of the first peak and decreases that of the second. The 
distance at which the RDF reaches one increases through hydration indicating that the hydrophilic phase 
swells. 
 
The blue domains observed in Figures 4.6 (d) and (e) correspond to the domains that only contain 
water (i.e., exclusively the W beads). Cross sections of the morphologies at 𝜆 = 16 and 20 are 
shown in Figure 4.8 for better visualization of the 3D extent. Several small domains of water are 
observed at 𝜆 = 16 and there is one large domain at 𝜆 = 20. The cross sections show that these 
clusters are three dimensional. The SAXS measurements of the sulfonated SEBS ionomers by 
Weiss et al. exhibited the formation of nano-scale ionic clusters dispersed within larger 
polystyrene domains that themselves were dispersed in a continuous elastomeric phase.278 
Their experimental finding compares well with our simulations results. They both show the 
formation of nano domains within the polystyrene end block phase, although their ionomer 




Figure 4.8. Cross sections of the morphologies (shown in Figures 4.6 (d) and (e)) in the xy, yz, and xz 
planes (top to bottom). (a) 𝜆 = 16 ; and (b) 𝜆 = 20 . The exclusive water domains are within the 
hydrophilic phase and larger at the higher level of hydration. The cross sections reveal that the water 








Figure 4.9. W – W RDFs for the hydrated AEM in the alkaline form at various degrees of hydration. 
Clearly, increasing the hydration intensifies the peaks. The distance at which the RDF reaches one 
is the same for 𝜆 = 8 and 12 and increases for 𝜆 = 16 and 20. This is due to the formation of domains 
that exclusively contain water. There are not sufficient W beads in the simulation box at 𝜆 = 4 to 
form a smooth curve and therefore this data is not shown. 
 
The W –W RDFs at various levels of hydration are shown in Figure 4.9. The intensity of both 
peaks increases as the hydration increases suggesting that the water becomes more structured. The 
distance at which the RDF reaches a value of one is the same for 𝜆 = 8 and 12 which hardly 
showed any exclusive domains of water. However, it increases for 𝜆 = 16 and 20 as a result of the 
formation of exclusive water domains at these two levels of hydration. The formation of large 
water domains and the extension of the RDF tail at the highest water contents were also observed 
in the 3M perfluorosulfonic acid ionomers.48 
The TMA+ – OH− RDFs for the hydrated AEM are shown in Figure 4.10. The intensity of the first 
peak increases with increasing hydration, whereas the second and third peaks decrease. Figure 
4.10 (c) shows that the integrated number of OH− is one at the vicinity of each TMA+ bead and 
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independent of the hydration level. This suggests that each TMA+ bead is paired with one OH− in 
its immediate vicinity. This value monotonically increases at longer distances ( > 5 Å), however 
the rate of increase is lower at higher levels of hydration. This suggests that there are fewer number 
of OH− beads around the TMA+ cations as the water content is increased and that the ionic pairs 
disperse throughout the hydrophilic phase as the ionomer swells upon hydration. 
 
 
Figure 4.10. (a) TMA+ – OH− RDFs for the hydrated AEM in the alkaline form at various levels of 
hydration. (b) An expanded view of the first peak seen in (a). (c) The integrated number of the OH− 
beads around the TMA+ beads. There is one OH− in the immediate vicinity of each TMA+. At a higher 
degree of hydration there are fewer numbers of OH− around TMA+ at r > 5 Å. 
 
4.3.2   The Effect of Anion (OH− versus Cl−) 
The effect of changing the anion from hydroxide to chloride was also investigated, as the AEMs 
are usually prepared in a halogen precursor form, but tested in hydroxide form, so knowledge of 






levels of hydration. Figure 4.11 shows the simulated morphology of the hydrated AEM system in 
the Cl− precursor form at 𝜆 = 8. 
 
Figure 4.11. Simulated morphology of the hydrated AEM in the chloride form at 𝜆 = 8. Each figure shows 
a specific bead type for clarity: (a) all beads; (b) TMA+; (c) Cl−; and (d) W. The AEM ionomer shows phase 
separation similar to the alkaline form. Color code: Bs and Bm (orange); Ph (mauve); TMM (green); TMA+ 
(purple); Cl− (shamrock green); and W (blue). 
 
The functionalized SEBS phase separates into a hydrophilic and a hydrophobic phase similar to 
the hydroxide form. Perforated interconnected lamellae morphology is formed and the Cl− beads 
are positioned near the TMA+ beads. The Cl− precursor form shows similar morphological 
dependence to the water content as the hydroxide form (see Figure 4.12). 
Figure 4.13 compares the W – W RDFs of the chloride and alkaline as a function of hydration. 
Increasing the hydration level increases the intensity of peaks in both chloride and alkaline forms. 
However, the RDF peaks have greater intensity with Cl− in the system. The effect is more profound 
at the highest levels of hydration (i.e., 𝜆 = 16 and 20). The distance at which the RDF reaches a 
value of one substantially increases at 𝜆 = 16 indicating that much larger clusters of water are 






Figure 4.12. Simulated morphology of the hydrated AEM in the chloride form for 𝜆 = : (a) 4; (b) 8; (c) 12; 
(d) 16; and (e) 20. All beads are shown and the color scheme is the same as in Figure 4.11. The ionomer 
phase separates into hydrophilic and hydrophobic phases at all hydration levels. Similar to the alkaline form, 
the morphology changes by increasing the water content and exclusive domains of water are formed within 
the hydrophilic phase at the two highest values of 𝜆. 
 
 





Figure 4.13. W – W RDFs for the hydrated AEM in the alkaline (solid lines) and chloride (dashed lines) 
forms at various levels of hydration. Changing the anion from OH− to Cl− results in negligible changes at 
𝜆 = 8 and 12, however it significantly increases the peaks at 𝜆 = 16 and 20. The distance at which the RDF 
reaches one substantially increases at 𝜆 = 16. 
 
Figure 4.14 confirms this finding as it clearly shows the presence of larger water domains in the 
chloride form. The chloride anion has higher preference for associating to TMA+ when compared 
to the hydroxide (based on the ab initio calculated conservative interactions reported in Table 4.2) 
and OH− prefers W more than Cl− prefers W. The differences in the W and TMA+ affinities affect 
the distribution of ions and water and results in larger water domains in the systems with chloride. 
Table 4.4 reports the diffusivities of the W, OH−, and Cl− beads at various levels of hydration 
calculated from the root mean square displacements. It is known that the DPD simulations are 
insufficient to quantitatively predict the diffusivities due to the intrinsic deficiencies of the 
method.210 Hence, the values reported in this table may only serve as a qualitative or as a 





Figure 4.14. Cross sections of the hydrated AEM morphologies in the: xy (top), yz (middle), and xz 
(bottom) planes at 𝜆 = 16. (a) Alkaline form; and (b) chloride form. Changing the anion from OH− to Cl− 







Increasing the hydration level increases the diffusivities of both anions as expected. The 
simulation results indicate that the Cl− beads have lower diffusivities than the OH−. It is 
interesting that the DPD simulations correctly predicted the relative diffusivities of the OH− and 
Cl−, despite the fact that the transport mechanism of hydroxide ion271,279 is obviously more 
complex than these simulations are able to capture. In fact, the deficiencies of the DPD model 
in including migration of the charge through individual proton transfer reactions were partially 
compensated by the derivation of meso-scale interactions obtained from the quantum chemical 
calculations. 
The diffusivity of the W beads slightly decreases as the hydration level increases independent of 
the anion type. The diffusivities of both anions are lower than the W beads by an order of 
magnitude. However, the experimental diffusivities of OH− in water280-283 are larger than that of 
H2O.
284-285 As indicated earlier, this discrepancy is due to the deficiencies of the mesoscopic model 
in capturing the structural changes, hydrogen bond reorientation, and proton shuttling or hopping 
involved in the water and ion transport. 
 
Table 4.4. Diffusivities of W, OH−, and Cl− beads at various hydration levels for the hydrated 
AEMs at the hydroxise and chloride forms. Diffusivities are in cm2/s × 104. 
Hydration Level 
(𝜆) 
Hydroxide Form Chloride Form 
W OH− W Cl− 
4 1.72 0.31 1.73 0.27 
8 1.67 0.34 1.70 0.29 
12 1.62 0.35 1.66 0.30 
16 1.62 0.36 1.61 0.31 
20 1.56 0.38 1.53 0.31 
 
The following chapter discusses the primary steps performed to study the morphology of SDAPP 
membranes using DPD simulations. A proposed coarse-graining scheme and the electronic 
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Chapter 5   SDAPP Electrolytes 
 
DPD simulations may provide insight into the microstructure/morphology relationships and 
determine the key factors controlling the phase separation and the size of the ionic domains in the 
hydrated SDAPP membranes. A coarse-graining scheme and meso-scale interactions are required 
in order to undertake the DPD simulations, similar to the previous studies on VRFB and AEM 
electrolytes. In what follows, the proposed coarse-graining scheme and the calculated meso-scale 
interaction parameters are presented. The theoretical background for the DPD technique was 
described in Chapter 2. The developed parameterization method introduced earlier in Chapter 3 
was utilized for calculating the conservative interactions. 
5.1   Coarse-Graining of Particles 
Figure 5.1 shows the repeating unit of the SDAPP ionomer. Similar volume particles 
corresponding to distinct chemical groups were selected to represent a monomer. The selected 
beads and the corresponding volumes are listed in Table 5.1 and the coarse-graining scheme is 
shown in Figure 5.2. 
 
 
Figure 5.1. The repeat unit of the SDAPP ionomer. The number of sulfonate groups per monomer depends 
on the level of sulfonation which is controlled by the reaction time (taken from reference 74). 
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This level of coarse-graining was chosen to enable the study of the morphological properties at 
large enough length scales that would enable comparison with the hydrated Nafion system 
presented in Chapter 3. The structure of all bead types were optimized by employing DFT at the 
B3LYP/6-311G** level181-184,190 using the GAUSSIAN 09 suite of programs.231 
 
Table 5.1. Selected bead types, their structures, and volumes. 
Bead Type Structure Volumea (Å3) 
P1 (C6H5)2 259.8 
P2 (C6H5)C2H2(C6H5) 309.3 
P3 (C6H5)SO3
− + H3O
+ (H2O)2 298.7 
W (H2O)8 237.8 
a Volumes were calculated by creating Connolly surfaces via Atom Volumes & Surfaces tool in Materials Studio.261 
 
The P1 and P2 beads consist of two benzene groups and represent the backbone of the SDAPP 
ionomer. In the P1 bead, the two benzene groups are connected by a covalent bond, while in the 
P2 bead they are connected via a C2H2 linker (see Figure 5.2). The protogenic group was modeled 
with the P3 bead, a benzenesulfonic acid group with three water molecules. The water bead, W, 
was taken to consist of eight water molecules similar to the hydrated Nafion system presented 
earlier in Chapter 3. 
The number of sulfonated groups per SDAPP monomer varies from 0.8 to 2.1 depending on the 
level of sulfonation.74 Two course-grained models were considered to represent the SDAPP 
ionomer and are shown in Figure 5.2. Different ratios of these two coarse-grained monomers may 
be combined to model the ionomer at different sulfonation levels, i.e., from 0 to 2.0. 
The linker between the benzene groups in the P2 bead, i.e., the C2H2 group, overlaps with the 
atoms associated with the P1 bead (as seen in Figure 5.2). This overlap was inevitable due to the 
118 
 
complex structure of the monomer, however the effects were reduced through a proper choice of 
the bonded parameters. 
 
 
Figure 5.2. The coarse-graining scheme for the SDAPP ionomer. (a) The monomer without sulfonation; 
and (b) two sulfonate groups per monomer. Different ratios of (a) and (b) may be combined to represent 
sulfonation levels ranging from 0 to 2. Different bead types are shown by colored ovals. Color code: P1 
(red), P2 (blue), P3 (green). 
 
5.2   Conservative Interaction Parameters 
The conservative interactions between the mesoscopic beads were calculated using the 
parameterization method228 presented in Chapter 3. The interaction energies were computed using 
DFT at the B3LYP/3-21G* level182-183,186,262-263 and the excess energies were obtained for all pairs 
of beads. Over 16000 different configurations were considered for each pair. The calculated 
energies were fitted using the least squares method to obtain 𝑎𝑖𝑗
𝑖𝑛𝑡 and 𝑏𝑖𝑗
𝑖𝑛𝑡. The energies were 
equally weighted during the least squares procedure, however values above an energy threshold 
were excluded as they correspond to the overlapping configurations. The water was selected as the 





was scaled to a negligible value. The scaling factor was chosen to be (1.87 × 𝑟𝑐
2)−1 and the rest 
of 𝑎𝑖𝑗
𝑖𝑛𝑡 and 𝑏𝑖𝑗
𝑖𝑛𝑡 values were scaled accordingly. The calculated 𝑎𝑖𝑗 values for the selected bead 
types are reported in Table 5.2. 
 
Table 5.2. Calculated conservative interaction parameters. 
𝑎𝑖𝑗  P1 P2 P3 W 
P1 29.00    
P2 30.97 34.13   
P3 28.90 30.68 28.16  
W 30.06 34.57 29.54 25.15 
 
The strongest repulsive interaction shown in Table 5.2 is between the P2 and W beads (𝑎𝑃2 𝑊 = 
34.57). The W – aromatic beads interactions are in the order: 𝑎𝑃2 𝑊 > 𝑎𝑃1 𝑊 > 𝑎𝑃3 𝑊, implying 
that P2 and P3 are the most and least hydrophobic beads, respectively. This was expected as the 
P2 bead is the largest fully aromatic bead and the P3 bead consists of hydrophobic (benzene) and 
hydrophilic (hydrated sulfonic acid group) sides. 
A prototype system is currently under investigation using DPD simulations with the calculated 
conservative interaction parameters in order to find bonded parameters (similar to what has been 
done in Chapter 3). The following chapter presents the study of two EMIm-based electrolyte 
systems for the application in secondary magnesium batteries. Electronic structure calculations 
and vibrational frequency analyses are discussed and compared to the experimental IR and Raman 





Chapter 6   EMIm-Based Electrolytes 
 
This chapter is based on the following publications:138,286 
 Bertasi, F.; Hettige, C.; Sepehr, F.; Bogle, X.; Pagot, G.; Vezzù, K.; Negro, E.; Paddison, 
S. J.; Greenbaum, S. G.; Vittadello, M.; Di Noto, V., A key concept in magnesium 
secondary battery electrolytes. ChemSusChem 2015, 8, 3069-3076. 
 Bertasi, F.; Sepehr, F.; Pagot, G.; Paddison, S. J.; Di Noto, V., Toward a magnesium-iodine 
battery. Advanced Functional Materials 2016, 26, 4860-4865. 
In what follows, electronic structure calculations and vibrational frequency analyses of two EMIm-
based electrolytes: EMImCl/(AlCl3)1.5; and EMImAlI4 with dissolved magnesium salt, are 
presented. Model clusters consisting of EMImAlX4 and EMImAl2X7 with MgX2 or (MgX2)2 (X = 
Cl, I) were used. The vibrational frequencies of the models were computed and compared to the 
experimental IR and Raman spectra of these electrolytes. The theoretical background on the 
quantum chemical calculations may be found in Chapter 2. The aforementioned publications also 
discuss several experimental techniques performed to characterize these chloroaluminate138 and 
iodoaluminate electrolytes.286 
6.1   Structure of EMImAlX4 and EMImAl2X7 with MgX2 (X = Cl, I) 
The structure of the EMIm+ cation interacting with AlX4
−, Al2X7
−, and MgX2 (X = Cl, I) was 
determined using DFT employing the B3LYP functional.181-184 The 6-311G** split valence basis 
set190 was used for H, C, N, Mg, and Al, and for I a supplemented all electrons 6-311G** basis 
set.287 The optimizations were performed over all degrees of freedom with no symmetry 
constraints and tight convergence criteria. Frequency calculations at the same level of theory were 
done to confirm the resulting stationary points as local minima. The optimizations for each ionic 
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cluster were performed beginning from different initial starting positions. The lowest energy 
structure was selected for further investigations. 
To minimize the effect of systematic errors in the calculated vibrational frequencies all frequencies 
were scaled by 1.04 except for the cationic vibrations which were not scaled. This is similar to the 
scaling factor previously utilized for organic molecules containing C, H, N, O, S, P, and Cl atoms.288 
As the effect of diffuse functions was determined to be negligible in the vibrational analysis, they 
were not included in the calculations in favor of computational efficiency. 
Figures 6.1 and 6.2 show the optimized structures for the EMIm+ cation interacting with 
AlX4
−, Al2X7
−, and MgX2. The results show that the anion is highly likely to occupy the front 
position around the imidazolium ring, rather than the side or back position. Upon addition of 
either MgX2 or (MgX2)2 to the optimized structures, the nearest anion to EMIm
+ is the Mg 
halide rather than Al halide anions, in all cases. This is a consequence of the more polarized 
Mg–X bond compared to the Al–X bond, and is confirmed by the electrostatic potential maps 
on the electron isodensity surface of [AlCl4MgCl2]
− and [Al2Cl7MgCl2]
− concatenated 
complexes. These maps, as illustrated in Figure 6.3, show a more negative electrostatic 
potential and, therefore, a more electron rich area on the Mg–Cl bonds rather than the Al–Cl 
bonds. 
Analyzing the energetics of these systems, we find that the binding energy of MgX 2 to the 
[EMIm]AlX4 structure is more than 5 kcal/mol lower than its binding to the [EMIm]Al2X7 
structure after addition of one or two units of MgX2. This indicates that in the presence of 
MgX2 the AlX4







Figure 6.1. Optimized geometries of the ionic liquid complexes determined at the B3LYP/6-311G** level 
of theory. (a) EMImAlCl4; (b) EMImAlCl4 with MgCl2; (c) EMImAlCl4 with (MgCl2)2; (d) EMImAl2Cl7; 
(e) EMImAl2Cl7 with MgCl2; and (f) EMImAl2Cl7 with (MgCl2)2. Color code: chlorine (green), aluminum 
(pink), magnesium (yellow), nitrogen (blue), hydrogen (white), carbon (grey). Distances between chlorine 








Figure 6.2. Optimized geometries of the ionic liquid complexes determined at the B3LYP/6-311G** level 
of theory. (a) EMImAlI4; (b) EMImAlI4 with MgI2; (c) EMImAlI4 with (MgI2)2; (d) EMImAl2I7; (e) 
EMImAl2I7 with MgI2; and (f) EMImAl2I7 with (MgI2)2. Color code: iodine (orange), aluminum (pink), 
magnesium (yellow), nitrogen (blue), hydrogen (white), carbon (grey). 
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−; and (d) [Al2Cl7(MgCl2)2]
− complexes. These maps show a more 
negative electrostatic potential and therefore more electron rich area on MgCl2 rather than aluminium 
chloride. Color code: chlorine (green), aluminum (pink), magnesium (yellow). 
 
6.2   Vibrational Spectra of the Electrolytes 
The global minimum structures obtained above were used to calculate the vibrational frequencies 
and assign the experimental spectra. Experimental IR and Raman spectra of 
(EMImCl/(AlCl3)1.5)/(-MgCl2)x and (EMImAlI4)/(-MgI2)x electrolytes, with x being the molar 
ratio x = 𝑛𝛿−𝑀𝑔𝐶𝑙2 𝑛𝐼𝐿⁄  , are shown in Figures 6.4 and 6.5. The following discusses the analysis 
of these spectra for each electrolyte system based on the calculated vibrational frequencies. 
6.2.1   (EMImCl/(AlCl3)1.5)/(-MgCl2)x System 
The Raman spectrum in Figure 6.4 (a) shows the intensity of the band at 350 cm−1 (blue peak) attributed 
to the stretching mode of AlCl4
− which increases with increasing concentration of the Mg salt. This is 
in contrast to the intensity of the band at 311 cm−1 (yellow peak), related to the Al–Cl–Al symmetrical 
stretching mode of Al2Cl7
−, which decreases. Osteryoung et al.289 has previously established a direct 
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relationship between the peak intensities and concentrations of the chloroaluminate anions in IL melts. 
Hence, our results reveal that the concentration of AlCl4
− units prevails at higher x values, i.e., -MgCl2 
concentration. 
The peak intensities at 156, 310, 331 and 385 cm−1 (all in the far IR region) decrease with 
increasing x (see Figure 6.4 (b)). These peaks are assigned to the calculated vibrational modes of 
the Al2Cl7
− species. Hence, the concentration of the this species decreases with increasing the salt 
(in agreement with the above results from the Raman spectra). As the concentration of -MgCl2 
increases, new peaks appear in the far IR spectrum (highlighted blue, yellow, and green in Figure 
6.4 (b)). Interestingly, the calculated frequencies for the structures containing EMIm+, AlCl4
−, 
Al2Cl7
− and MgCl2 (see Figure 6.1 (a), (b), (d), and (e)) do not show any vibrational modes between 
242 and 296 cm−1. However, the addition of a second or third concatenated MgCl2 unit to the 
system (see Figure 6.1 (c) and (f)) results in the appearance of new vibrational modes for the 
magnesium chloride structures. Thus, the appearance of the green peaks in Figure 6.4 (b) is a result 
of the presence of (MgCl2)n, n > 1. Furthermore, the growth of the blue peak at 430 cm−1 and the 
appearance of the yellow peak at 450 cm−1 is attributed to the Mg–Cl–Al and Cl–Mg–Cl 
vibrational modes. 
These results indicate that: (1) at low Mg concentrations (x < 0.05) both AlCl4
− and Al2Cl7
− 
concatenated anionic complexes dominate; (2) at higher Mg concentration (x = 0.05) the 
equilibrium is shifted toward the AlCl4
− complexes because of a decrease in the concentration of 
Al2Cl7
− and higher concentration of the concatenated complexes involving Al–Cl–Mg and Cl–
Mg–Cl bridges; and (3) the electrolyte contains nanostructures of the magnesium salt, i.e., 




Figure 6.4. Vibrational spectra of ([EMIm]Cl/(AlCl3)1.5)/(-MgCl2)x electrolytes with 0 ≤ x ≤ 0.20. (a) 
Raman spectra in the region between 100 and 480 cm−1, the intensity of the band corresponding to the 
stretching of the monomeric species AlCl4− (blue) increases at higher concentrations of the Mg salt, whereas 
the intensity of the band attributed to the stretching of the dimeric species Al2Cl7− (yellow) decreases; and 
(b) far IR spectra, the intensities of the bands corresponding to the vibrations of polymeric MgCl2 species 
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6.2.2   (EMImAlI4)/(-MgI2)x System 
The experimental Raman spectrum of pristine IL, EMImAlI4, shows two strong peaks at 146 and 
140 cm−1 (see Figure 6.5 (a)) which are characteristics of the AlI4
− and Al2I7
− anions in agreement 
with the calculated vibrations and literature reports.290-291 Hence, EMIm+ cationic species and both 
AlI4
− and Al2I7
− anions exist in the pristine IL despite the stoichiometric formulation of EMImAlI4. 
 
 
Figure 6.5. Vibrational spectra of (EMImAlI4)/(δ-MgI2)x electrolyte with 0 ≤ x ≤ 0.023. (a) Raman spectra 
with band assignments based on DFT calculations, the intensity of the band assigned to the stretching of 
AlI4− (blue) increases with the δ-MgI2 concentration while that of Al2I7− (orange) decreases; and (b) far IR 
spectra. 
 
This figure shows that the ratio of the peak intensity at 140 cm−1 to the one at 146 cm−1 increases 
upon addition of δ-MgI2 salt. These two peaks, according to the DFT calculations, are still assigned 
to the vibrations of AlI4
− and Al2I7
− anions even in the presence of MgI2. Hence, the increase in 
the ratio of the two peak intensities suggests that the concentration of AlI4





− + I− ⟺ 2AlI4− shifts to the right. The increase in the AlI4− concentration 
with x is associated with the formation of an anionic complex with bridging iodide atoms as 
witnessed by the presence of the stretching band ν(Mg–I–Al) at 312 cm−1 in the far IR spectra 
(Figure 6.5 (b)). Therefore, at low δ-MgI2 concentration (x = 0.005) the [Al2I7MgI2]
− anionic 
complexes are predominant, while for x > 0.005 the concentration of the [AlI4MgI2]
− anionic 
complexes increases together with the concentration of the Mg–I–Al bridges. 
Both clusters containing (MgI2)2 species shown in Figure 6.2 (c) and (f) have vibrational modes 
with high intensity at wavenumbers that are inactive in the experimental IR and Raman spectra (at 
268 cm−1 for EMImAlI4/(MgI2)2 and at 258 and 261 cm
−1 for EMImAl2I7/(MgI2)2). Similar high 
intensity bands appear in the vibrational spectra of EMImAlI4/(MgI2)3 and EMImAl2I7/(MgI2)3 
clusters. Hence, the computational frequency analysis disregards the presence of dimeric and 
trimeric magnesium iodide in the IL system. It is concluded that the MgI2 salt interacts favorably 
with the IL in the form of a monomer in contrast to the MgCl2 salt in the chlorine based electrolytes. 
The following chapter presents electronic structure calculations performed on ten different acids 
which are commonly used in the electrolytes of the energy storage and conversion devices. 
Hydration and proton transfer are studied in the vicinity of a few water molecules and the effect 





Chapter 7   Mixed Acid Electrolytes 
 
This chapter is based on the following manuscript to be submitted for publication: 
 Sepehr, F.; Paddison, S. J., The primary hydration and proton transfer of acids: an ab 
initio study. Solid State Ionics, to be submitted. 
The electrolytes utilized in energy storage and conversion technologies often include acids 
dissolved in a solution or tethered to a polymer backbone. The properties of electrolyte membranes 
are directly related to the acid strength and propensity of the acidic groups to transfer the proton 
to the water absorbed within the membrane. Hence, the relative acidity and acid-base interactions79 
are influential in the design and performance of advanced electrolyte materials such as acid-base 
complexes and electrospun membranes that involve two or more types of acids (as described in 
Chapter 1). Hence, a comparative study of acid strength including the primary hydration structure 
is a first step in the design of electrolytes. 
This chapter presents a first principles based study of the hydration of ten acid molecules commonly 
employed in electrolytes: CF3SO3H; FSO3H; CH3SO3H; H2SO4; HNO3; HF; H3PO2; H3PO3; H3PO4; 
and CF3SO2NHSO2CF3. Proton dissociation is discussed and the effect of a dielectric continuum 
solvation model is explored. The potential energy surface scans of the hydrated acids are analyzed to 
understand the relative proton transfer energetics establishing fundamental information that may serve 
the purpose of designing or screening novel electrolytes featuring one or more of these acids. 
7.1   Hydration of the Acids 
Electronic structure calculations (see Chapter 2) were performed using the GAUSSIAN 09 suite 
of programs.231 Geometries were optimized using DFT with Becke’s 3-parameter hybrid 
functional (B3LYP)181-184 and the 6-31G** split valence basis set188 without imposing any 
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symmetry constraints. The resulting structures were then refined with optimizations performed 
with the larger 6-311G** basis set.190 Frequency calculations at the same level of theory were 
performed to confirm local minima. The SMD solvation model194 was subsequently applied to all 
the optimized structures with water selected as the solvent.  
The B3LYP functional and the Pople’s split valence basis set were selected in this study to enable 
comparison of the results with previous computational studies of these acids.128,131-132,292-302 This 
level of theory has proven successful in providing relative information on the primary hydration, 
proton dissociation, and interactions of various imide, sulfonic, and phosphonic acid 
groups.292,294,303-304 This work does not evaluate the validity or preeminence of DFT over other 
computational methods, but rather seeks to provide a fundamental and relative understanding of 
the hydration and proton transfer of the acids. 
Minimum energy structures of the ten acid molecules were obtained using the described 
methodology. One to five water molecules were subsequently added to the optimized structures of 
each acid from different initial starting positions and full optimizations (over all degrees of freedom) 
were performed. The lowest energy structure for each system was selected as the ground state 
hydrated structure for that particular acid. Figures 7.1 to 7.10 show the fully optimized structures for 
the ten acids in both gas phase and solvated with the SMD model. All distances are reported in Å 
and covalent bonds between hydrogen and oxygen atoms are shown when O−H ≤ 1.10 Å. 
Figure 7.1 (a) shows that a single isolated triflic acid molecule does not dissociate in the gas phase until 
three water molecules are added to the cluster, in agreement with the computational studies by Paddison et 
al.132,295 and other authors.305 However, it dissociates in the vicinity of only one water molecule when the 
SMD model is applied on the hydrated system as shown in Figure 7.1 (b). This clearly reveals the effect of 
a dielectric medium on stabilizing the conjugate base (CF3SO3




Figure 7.1. Fully optimized structures of CF3SO3H with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures, proton dissociation occurs after three water molecules are 
added; (b) structures with the SMD model, proton dissociates after only one water molecule is added. The 
atomic color scheme in Figures 7.1 to 7.10 is: oxygen (red), hydrogen (white), sulfur (yellow), carbon (gray), 





Similar behavior is observed for the other acids, with dissociation occurring with a fewer 
number of water molecules when the dielectric continuum solvation model is included. Table 
7.1 reports the number of water molecules required to first witness proton dissociation for each 
of the acids. 
 
Table 7.1. The number of water molecules required to effect dissociation of a proton in the gas 
phase and SMD solvated systems. The acids are ordered based on the acid strength (i.e., pKa 






a  3 2 
CF3SO3H −14.7 306 3 1 
FSO3H −6.4 307 3 1 
H2SO4 −3.0  308 4 3 
CH3SO3H −1.9  307,309 3 2 
HNO3 −1.3 308 5 3 
H3PO2 +1.24  310 5 >5 
H3PO3 +1.26  310 >5 >5 
H3PO4 +2.15  310 >5 >5 
HF +3.17  311 >5 >5 
a Not reported in the literature. 
 
The three sulfonic acids shown in Figures 7.1 to 7.3 form similar hydrogen bond networks. 
In a prior study, Li et al.300 performed quantum chemical calculations on the clusters of 
XSO3H−(H2O)n, n = 1−4 and X = F, Cl, and Br, and reported accumulation of water 
molecules around the hydroxyl group of XSO3H promoting the proton transfer and stabilizing 
the resulting hydronium cation. They also observed the spontaneous transfer of a proton from 






Figure 7.2. Fully optimized structures of FSO3H with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures, proton dissociation occurs after three water molecules are 









Figure 7.3. Fully optimized structures of CH3SO3H with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures, proton dissociation occurs after three water molecules are 






A prior study of CH3SO3H with one to five water molecules using B3LYP/6-311++G** level of 
theory determined that proton transfer occurs when four water molecules are added in the gas 
phase.299 Their results are confirmed with our calculations upon the addition of diffuse functions. 
The diffuse functions were not included in our calculations in favor of the computational efficiency 
and also because the effects were determined negligible on the confirmation of hydrated 
CF3SO3H
132 (the most widely used acid in electrolytes). 
The hydrated structure of sulfuric acid shown in Figure 7.4 is in agreement with previous 
calculations.312-313 There are some discrepancies in the literature regarding the position of the 
water molecules in the most stable hydrated clusters and whether the water molecules bind to 
the acid molecule from one side or both sides.297,312,314 The structure of the H2SO4(H2O)2 
cluster shown in Figure 7.4 (a) is in agreement with recent semiempirical calculations that 
reproduce the proton transfer observed in this system.313 The authors in this work also found 
that the first proton transfer occurs in clusters consisting of four water molecules, in agreement 
with the present work. 
Figure 7.5 shows the hydrated structures for HNO3. Successive hydrogen bonds forming ring 
structure are observed in both the gas phase and SMD solvated molecules in agreement with 
previous computational work.301,315 The acidic proton is transferred to water in the gas phase 
when five water molecules are in the cluster consistent with previous MP2 and B3LYP results.301 
The minimum energy structures in Figure 7.6 do not show a proton transfer as a result of the 
weak acidity of HF in water. Gas phase computational studies of hydrated clusters of HF 
employing DFT and MP2 indicate that more than seven302 or ten316 water molecules are required 





Figure 7.4. Fully optimized structures of H2SO4 with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures, proton dissociation occurs after four water molecules are 
added; (b) structures with the SMD model, proton dissociates after three water molecules are added. In all 









Figure 7.5. Fully optimized structures of HNO3 with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures, proton dissociation occurs after five water molecules are 







Figure 7.6. Fully optimized structures of HF with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures; (b) structures with the SMD model. No proton dissociation 








An important observation is the relation between the acid strength and the number of water 
molecules required to effect proton dissociation forming the conjugate anion and hydrated 
proton. The gas phase acidities of the strong acids studied in this work may be ranked as 
follows: CF3SO2NHSO2CF3 > CF3SO3H > FSO3H > H2SO4 > CH3SO3H > HNO3, based on 
measurements using the pulsed FT ion cyclotron resonance (ICR) equilibrium constant 
method66 and the pKa values (see Table 7.1). The gas phase calculations are in agreement 
with this ranking except for H2SO4 which requires four water molecules to dissociate in the 
gas phase, more than that of the CH3SO3H acid. This may be due to the diprotic nature of the 
acid. 
The weak acids in this study: H3PO2 > H3PO3 > H3PO4 > HF (ranked based on the pKa values 
in Table 7.1) do not dissociate even with the addition of five water molecules. The only 
exception is H3PO2 which is the strongest among these weak acids. It dissociates in the gas 
phase when five water molecules are added (see Figure 7.7 (a)). 
The hydrated structures for the CF3SO2NHSO2CF3 acid are shown in Figure 7.10. The gas phase 
structures dissociate when three or more water molecules are added to the system in agreement 
with the literature using the same level of theory.292 Figure 7.10 (b) shows that in the SMD solvated 
clusters the proton is transferred to water in the vicinity of two or more water molecules. The 
experimental gas phase acidities indicate that this imide acid is stronger than either CF3SO3H or 
FSO3H.
66 However, the calculations using the SMD solvation model show that CF3SO3H and 
FSO3H require only one water molecule to transfer a proton. This may be due to the solvent effects 
that change the relative acid strengths, implying that the gas phase acidities are not transferable to 




Figure 7.7. Fully optimized structures of H3PO2 with from zero to five water molecules at the B3LYP/6-
311G** level of theory: (a) gas phase structures; (b) structures with the SMD model. No proton dissociation 








Figure 7.8. Fully optimized structures of H3PO3 with from zero to five water molecules at the B3LYP/6-









Figure 7.9. Fully optimized structures of H3PO4 with from zero to five water molecules at the B3LYP/6-









Figure 7.10. Fully optimized structures of CF3SO2NHSO2CF3 with from zero to five water molecules at the 
B3LYP/6-311G** level of theory: (a) gas phase structures, proton dissociation occurs after three water 
molecules are added (nitrogen is not involved in the hydrogen bond network); (b) structures with the SMD model, 





Adding more water molecules to the dissociated systems in the gas phase results in further 
separation of the hydronium ion from the conjugate anion. This implies that the solvent separated 
ion pairs are more stable than the contact ion pairs and reflects the propensity of the hydronium 
ion to delocalize the excess charge over the water molecules.292,295 This behavior is also observed 
in the SMD solvated structures with some deviations. 
The reported structures in this work may only serve as a relative measure of the propensity of the 
acids to dissociate and transfer a proton in the vicinity of a few water molecules and therefore may 
not be the exact hydration structures. Only one acid and a few water molecules were present in 
each cluster and therefore the findings are not general, because the presence of additional acid 
molecules or anhydrous conditions will certainly affect the results. One example is the energetics 
of proton transfer in anhydrous or neat phosphoric acid (the highest proton conducting substance) 
which decreases by increasing the number of phosphoric acids in the cluster.71 
7.2   Proton Transfer 
Potential energy surface (PES) scans were performed on the optimized structures of the acids 
with one to three water molecules. The length of the covalent OH bond between the transferring 
proton and the oxygen was increased incrementally in steps of 0.02 Å. In the case of 
CF3SO2NHSO2CF3 and HF the NH and FH bond lengths are scanned, respectively. The length 
of the OH bond (or NH or FH) was the only fixed parameter and the optimizations were 
performed over all other degrees of freedom without symmetry constraints at each step of the 
scan. A reverse set of scans were also performed by decreasing the OH bond with the same 
incremental steps starting from the geometry obtained at the last step of the original scan. The 
configuration with the lower energy at a similar OH bond length was selected from the original 
and reverse scans to plot the energy profiles. 
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Figures 7.11 to 7.14 show the relative energy profiles with respect to the optimized structures 
shown previously. The relative energy profiles are plotted as a function of the distance between 
the scanned proton and the oxygen/ nitrogen/ or fluorine atom of the acid. These plots may be 
categorized into four groups corresponding to the distinct behavior as the OH (or NH or FH) 
distance is increased: (1) the relative energy continuously increases from zero to a positive value; 
(2) the relative energy continuously decreases from a positive value to zero; (3) first the relative 
energy increases to an extremum and then decays; and (4) the changes in the relative energy are 
negligible (smaller than 2 kcal/mol). 
The first type of scan occurs when the hydrated structure with the acid molecule is more stable 
than the dissociated form and as the proton is separated from the acid the configuration becomes 
energetically unfavorable. The opposite occurs in second class, i.e., the dissociated form is more 
stable than the molecular acid and when the proton is near the acid the relative energy is high 
and dramatically decreases when the proton is moved away from the acid. The third type of scans 
occur when the molecular acid is more stable (similar to the first case) but during the scan another 
proton is transferred to the acid, from either the hydronium ion or a water molecule. This 
secondary proton transfer is denoted a ‘back transfer’ in the literature.303 The fourth type 
corresponds to the case where the energy difference between the dissociated and the molecular 
form is less than 2 kcal/mol. Hence, the energy penalty for transferring a proton from or to the 
acid is negligible. 
Figure 7.11 compares the proton transfer scans for the three sulfonic acids with one to three water 
molecules. The three acids in the gas phase show back transfer of a proton with one and two water 
molecules (type 3) and a decreasing scan is observed with three water molecules (type 2). This is 





Figure 7.11. The relative energy profiles of PES scans for: CF3SO3H, FSO3H, and CH3SO3H. The gas 
phase results are shown in the left panel and the results with the SMD model are displayed in the right panel. 
The extremum plots in the gas phase correspond to the back transfer events indicating that the molecular 
acid is more stable than the ionized form. The gas phase results are similar, because the proton dissociation 
occurs after three water molecules are added. The SMD results for CF3SO3H and FSO3H are similar to each 
other and different to those for CH3SO3H, as the formers require only one water molecule to effect proton 
dissociation. The right panel scans do not show a back transfer of a proton, because the formed hydronium 
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The solvated structures (the right panel in Figure 7.11) do not show a back transfer of a proton and 
the relative energy decreases as the OH distance is increased (type 2). The absence of a back 
transfer suggests that the formed hydronium ion is stabilized by the continuum solvation model. 
The CH3SO3H acid with one water molecule does not dissociate (see Figure 7.3 (b)) and therefore 
the energy simply increases with increasing OH distance (type 1). The energy penalty for moving 
the proton closer to the acid increases as the number of water molecules is increased in the SMD 
model scans. This implies that the clusters consisting of more water molecules have a higher 
propensity to remain in the ionized (dissociated) form. 
Figure 7.12 shows the proton transfer scans for three of the inorganic acids: H 2SO4; HNO3; 
and HF. The gas phase scans show back transfer of a proton to the acids in all cases. An 
extra proton transfer scan for the HNO3 acid with four water molecules was also performed 
for further verification. The energy barrier at the extremum points decreases as the number 
of water molecules is increased. The acid strength is inversely related to the energy barriers 
and hence the values for HF (the weakest acid) are much greater than those for H2SO4 and 
HNO3. 
The right panels in Figure 7.12 show that the transfer of a proton to one water molecule is 
unfavorable for all three acids (type 1) and as the acid strength decreases the energy penalty 
increases. The H2SO4 and HNO3 acids with two water molecules show type 4 behavior, implying 
a negligible energy barrier to transfer a proton. As both H2SO4 and HNO3 dissociate with three 
water molecules with the SMD model, the energy simply decreases with increasing OH distance 
(see the right panel of Figure 7.12). The weakest acid, HF, exhibits a back transfer with either 
two or three added water molecules and the energy barriers are lower than their corresponding 





Figure 7.12. The relative energy profiles of PES scans for: H2SO4, HNO3, and HF. The gas phase results 
are shown in the left panel and the results with the SMD model are displayed in the right panel. The gas 
phase results exhibit back transfer of a proton indicating that the molecular acid is more stable than the 
ionized form. The energy barrier to move a proton away from the acid is inversely related to the number of 
water molecules and the acid strength. The weakest acid, HF, has the highest energy barriers. The relative 
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Figure 7.13. The relative energy profiles of PES scans for: H3PO2, H3PO3, and H3PO4. The gas phase results 
are shown in the left panel and the results with the SMD model are displayed in the right panel. Only a back 
transfer or an increasing scan is observed, because the proton dissociation is not favored by any of these 
weak acids. The proton transfer energetics are similar for these acids in agreement with their similar acidity 
and pKa values listed in Table 7.1. 
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The scan plots of the three phosphor based acids are shown in Figure 7.13. These acids do not 
dissociate when up to three water molecules are added either in the gas phase or in a solvent. They 
all have a proton back transferred to them in the gas phase similar to the HF acid. The proton 
transfer behavior for the SMD solvated scans is also similar to those of HF. However, the energy 
barriers and penalties are much lower than HF. 
 
 
Figure 7.14. The relative energy profiles of PES scans for CF3SO2NHSO2CF3. The gas phase results are 
shown in the left panel and the results with the SMD model are displayed in the right panel. In the gas phase 
with one water molecule, the secondary proton is transferred to an oxygen atom of the acid. The gas phase 
structure of this acid with three water molecules does not involve hydrogen bonding with nitrogen as shown 
in Figure 7.10 (a). Hence the proton was transferred to an oxygen atom of the acid, i.e., the orange plot in 
the left panel shows OH distance rather than NH. The proton dissociation occurs after two water molecules 
are added to the SMD solvated structures, however the proton transfer energetics is negligible with one 
water molecule. 
 
Figure 7.14 plots the proton transfer scans for the imide acid, CF3SO2NHSO2CF3. The acid with 
one water molecule shows a back transfer in the gas phase; the secondary proton is transferred 
to an oxygen atom of the acid. Type 2 behavior is observed for this strong acid with three water 
molecules in the gas phase and with two and three when solvated with the SMD model, consistent 
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form a hydrogen bond network that does not involve the nitrogen atom (see Figure 7.10 (a)). 






Chapter 8   Conclusions 
 
The development of efficient and sustainable energy conversion and storage technologies is critical 
in the path to replacing fossil fuels with their detrimental environmental consequences. 
Electrochemical devices including metal ion batteries and fuel cells are under significant 
investigation and optimization for this purpose. The electrolytes used in all-vanadium redox flow 
batteries (VRFBs), fuel cells (anion and proton exchange membranes (AEMs and PEMs)), and 
secondary magnesium batteries have been the specific interest and focus in this dissertation. 
Multiscale modeling has been utilized to provide a molecular understanding of the structure, 
stability, morphology, and effective parameters of various electrolyte materials. 
The first hydration shell structures of the four vanadium cations employed in VRFB electrolytes 
were determined using electronic structure calculations. The results indicate that the most stable 
structure for the V2+ and V3+ cations is hexa-aqua octahedral structure and for the VO2+ and VO2
+ 
cations the penta-aqua octahedral complex and tri-hydrated bipyramidal structure are the ground 
state, respectively. The solvation energies for the four vanadium cations in bulk water were 
determined using a quasi-chemical theory. The calculated Gibbs energies were in excellent 
agreement with experimental values for V2+ and V3+ and therefore the results may be used for 
VO2+ and VO2
+ ions for which no experimental information is currently available. 




− were also elucidated through extensive quantum chemical 
calculations. It was determined that for all four species the vanadium cations do not bind covalently 
to any of the acids or anions. A contact ion pair may form in some of the complexes and is 
promoted in the vicinity of a proton. The presence of either an acid or anion in most cases decreased 




is more distorted than V2+ when in the presence of any of the acids or anions. No interaction of a 
proton with the oxo-group of the VO2+ cation was observed. However, the oxo-group of the VO2
+ 
was protonated. The partial atomic charge on the vanadium atom for all oxidation states was 
computed to be between +1.7 and +2.0, significantly lower than the formal oxidation state. Our 
results indicate that the VO2
+ species is stable in the presence of HSO4
− while it forms new 
complexes with SO4
2− that can deprotonate and form a hydroxide ion and subsequently precipitate. 
Hence, the stability of the VO2
+ cation at low pH is linked to the proton concentration and the ratio 
of HSO4
− to SO4
2− in the solution. 
The interaction of all four vanadium cations with CF3SO3H (the protogenic group of a PFSA 
ionomer) was found to be energetically favorable: all cations retained their primary hydration shell 
and did not form covalent bonds with the acid. However, in the vicinity of a hydrated proton the 
V2+ and V3+ cations formed contact ion pairs with CF3SO3H. The triflate anion, in general, did not 
form a contact ion pair with any of the vanadium cationic species. 
A new method for the parameterization of DPD conservative interactions was developed. The 
conservative potential was assumed to be composed of two terms: reference and excess. The 
reference potential was obtained from the experimental compressibility of a selected reference 
material. The excess potential was related to the interaction energy of two beads computed 
quantum mechanically. Several different spatial configurations were considered to correctly 
sample the interaction energy. The quantum chemical energies were fitted onto a quadratic 
function of inter-particle distance. A mapping procedure was implemented to scale the fitted 
parameters and compute the conservative force parameters. The electrostatic interactions were 
considered implicitly through the conservative force parameters (i.e., the 𝑏𝑖𝑗
𝑖𝑛𝑡∗∗ term). The absence 
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of a separate electrostatic potential term significantly improves the computational efficiency over 
previous treatments. 
The derived method was tested and applied to systems consisting of hydrated Nafion with 
dissolved vanadium cations (mimicking the membrane in VRFBs). The conservative interaction 
parameters were computed using the derived method and the bonded potentials were 
parameterized by comparing to a prototypical system using all atom classical MD simulations. The 
DPD simulations agreed well with recent MD simulations, confirming the credibility of the 
parameterization method. The results indicated that the V3+ species has the strongest self-repulsion 
among the four vanadium cations. The smallest self-repulsion was observed for VO2
+ which has 
the lowest total charge. The sulfonate groups exhibited closer aggregation in the presence of the 
cationic species and the effects were more significant for V3+ and at low hydration levels (𝜆 = 6). 
Diffusivities were calculated from the mean square displacements and indicated that V3+ is the 
slowest moving cation and VO2
+ is the fastest. The results indicated stronger cation-anion 
interaction for high EW Nafion which decreased the vanadium diffusivity. The diffusivities of 
water and vanadium beads were both increased by decreasing the EW, however the increase in the 
water diffusivity was greater. 
DPD simulations were performed to study the hydrated morphology and microstructure of an 
alkyl-substituted quaternary ammonium-functionalized SEBS triblock copolymer. The 
unfunctionalized SEBS base material was first simulated to benchmark the bonded interaction 
parameters by reproducing the experimental morphology of SEBS (i.e., hexagonal cylinders). The 
hydrated AEM was subsequently simulated employing a similar set of parameters and was 
observed to phase separate into a functionalized polystyrene-rich phase (hydrophilic) and a 
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polyethylene phase (hydrophobic). The ionic species and majority of the water were distributed 
throughout the former phase, while some water was also in the latter. 
The morphology was observed to be controlled by the degree of hydration and was transformed 
from perforated and interconnected lamellae at low water content (i.e., 𝜆 = 4 and 8) to perfect 
lamellae (𝜆 = 12) and then to disordered bicontinuous domains at the highest water contents (i.e., 
𝜆 = 16 and 20). The hydrophilic phase swelled with hydration consistent with the AFM phase 
imaging of a similar SEBS-based ionomer. Domains exclusively consisting of water were formed 
at the high levels of hydration within the hydrophilic phase. Changing the associated anion from 
OH− to Cl− resulted in larger exclusive domains of water at the highest hydration levels. 
The diffusivities of water and ionic species were calculated and reported only as a comparative 
measure, because DPD replaces the atoms with coarse-grained particles and therefore neglects the 
structural changes, hydrogen bond reorientation, and proton shuttling or hopping involved in the 
water and ion transport. The simulation results predict that the Cl− ion is less mobile than OH− 
with a slight increase in the diffusivity of both anions with increasing water content. This is an 
interesting result confirming the reliability of the DPD parameterization method. 
A similar coarse-graining scheme was proposed for DPD simulations of the SDAPP membranes. 
The SDAPP ionomer was represented with two coarse-grained monomers: one representing the 
sulfonated monomer and the other with no degrees of sulfonation. This scheme was proposed to 
enable modeling of different sulfonation levels by combining different ratios of these two coarse-
grained monomers. Electronic structure calculations were performed for further determination of 
the conservative interaction parameters following the developed parameterization method 
presented earlier in this work. Further progress to model and simulate the SDAPP membrane 
system is warranted. 
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Electronic structure calculations determined the atomic scale structures of the EMIm+ cation 
interacting with AlX4
−, Al2X7
−, and MgX2 (X = Cl, I). The results showed that the anion is highly 
likely to occupy the front position around the imidazolium ring, and upon addition of MgX2 and 
(MgX2)2 units to the optimized structures the Mg halide is the nearest anion to EMIm
+. Analysis 
of the binding energies revealed that in the presence of MgX2, the AlX4
− concatenated complexes 
are more energetically favored when compared to those containing Al2X7
−. 
Vibrational frequencies were computed from the DFT calculations and enabled the assignment of 
the experimental IR and Raman spectra of (EMImCl/(AlCl3)1.5)/(-MgCl2)x and (EMImAlI4)/(-
MgI2)x electrolytes (x relates to the concentration of the Mg salt). These results indicated that at 
low Mg salt concentration both the AlX4
− and Al2X7
− anionic species were present and at higher 
concentrations the equilibrium was shifted toward the AlX4
− complexes because of a decrease in 
the concentration of Al2X7
−. It was also found that the (EMImCl/(AlCl3)1.5)/(-MgCl2)x 
electrolytes contained nanostructures of the magnesium salt, i.e., (MgCl2)n, n > 1, however the 
MgI2 salt in the (EMImAlI4)/(-MgI2)x electrolytes interacted favorably with the IL in the form of 
a monomer. 
The primary hydration of ten acids commonly employed in electrolytes was investigated using 
quantum chemical calculations in order to provide a fundamental understanding of their hydrated 
acidity and proton transfer in comparison to each other. It was determined that fewer number of 
water molecules were required to dissociate a proton from the stronger acids. The number of water 
molecules required to first witness proton dissociation was decreased upon the addition of a 
solvation model through stabilizing the conjugate ions. It was observed that the hydronium ion 
further separated from the conjugate anion as the number of water molecules was increased. This 
was explained by the solvent separated ion pairs being more stable than the contact ion pairs. 
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Potential energy surface scans were performed to analyze the relative proton transfer. It was 
determined that the proton transfer energetics are controlled by the structure of the hydrated acid, 
the acid strength, and the continuum solvation model. The energy barrier for moving a proton away 
from the acid was inversely related to the acid strength. The propensity of proton dissociation was 
higher when the solvation model was applied. This fundamental study may serve the purpose of 
designing novel electrolytes featuring one or more of these acids. 
In summary, the multiscale findings from the electronic structure calculations, quasi-chemical 
theory, and the DPD simulations provided a better understanding of the electrolyte materials, 
structural and morphological information, and the effective parameters. These results increase the 
overall knowledge of such electrolyte systems and are deemed useful in better design and 
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Appendix A   Computer Programs and Routines 
 
MATLAB code to generate coordinates of one macromolecule of AEM ionomer type: 
 
%%% generate structure of a chain 




nSblock=8; %%% number of B beads in one block 
nEblock=152; %%% number of E beads 
nBranch=2; %%% number of beads added to each B bead as a branch 
  
data = fopen('SEBS_8_152_8.xyz', 'w'); 
fprintf(data, '%d\n \n', nEblock+nSblock*2+nSblock*4+2*nSblock*2); 
  
for i=1:nSblock 
    fprintf(data, '%s\t %f\t %f\t %f\n', 'B', i, 1, 0); 
    fprintf(data, '%s\t %f\t %f\t %f\n', 'S', i, 2, 0); 








    fprintf(data, '%s\t %f\t %f\t %f\n', 'B', i, 1, 0); 
    fprintf(data, '%s\t %f\t %f\t %f\n', 'S', i, 2, 0); 






    fprintf(data, '%s\t %f\t %f\t %f\n', 'M', i, 3, 0); 




    fprintf(data, '%s\t %f\t %f\t %f\n', 'M', i, 3, 0); 
















%%% topology   







output_b  = fopen('bond.data', 'w'); 
for i=1:nSblock 
    atom = (i-1)*3+1; 
    fprintf(output_b, '%d   %d\n', atom, atom+3); 
    fprintf(output_b, '%d   %d\n', atom, atom+1); 
    fprintf(output_b, '%d   %d\n', atom, atom+2); 
    fprintf(output_b, '%d   %d\n', atom+1, (i*2-1)+nBB); 
    fprintf(output_b, '%d   %d\n', (i*2-1)+nBB, (i*2)+nBB); 
end 
for i= nSblock*3+1:nSblock*3+nEblock 
    fprintf(output_b, '%d   %d\n', i, i+1); 
end 
for i= 1:(nSblock-1) 
    atom = nSblock*3+nEblock+(i-1)*3+1; 
    fprintf(output_b, '%d   %d\n', atom, atom+3); 
    fprintf(output_b, '%d   %d\n', atom, atom+1); 
    fprintf(output_b, '%d   %d\n', atom, atom+2); 
    fprintf(output_b, '%d   %d\n', atom+1, (i*2-1)+nBB+nSblock*2); 
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    fprintf(output_b, '%d   %d\n', (i*2-1)+nBB+nSblock*2, 
(i*2)+nBB+nSblock*2); 
end 
atom = nEblock+nSblock*6-2; 
fprintf(output_b, '%d   %d\n', atom, atom+1); 
fprintf(output_b, '%d   %d\n', atom, atom+2); 
fprintf(output_b, '%d   %d\n', atom+1, nBB+nSblock*4-1); 





output_a  = fopen('angle.data', 'w'); 
% BBB 
for i=1:(nSblock-2) 
    atom=(i-1)*3+1; 




fprintf(output_a, '%d   %d   %d\n', atom, atom+3, atom+6); 
%BEE 









fprintf(output_a, '%d   %d   %d\n', atom, atom+1, atom+2); 
%EBB 





EndE = nEblock+nSblock*3; 
for i=1:(nSblock-2) 
    atom=(i-1)*3+EndE+1; 





    atom=(i-1)*3+1; 
    fprintf(output_a, '%d   %d   %d\n', atom, atom+1, (i*2-1)+nBB); 





    atom=(i-1)*3+1; 
    fprintf(output_a, '%d   %d   %d\n', atom+1, (i*2-1)+nBB, 
(i*2)+nBB); 











FORTRAN code to generate LAMMPS data file: 
 
       program generate 
c      
c     generate input configuration for hydrated AEM electrolyte system 
       
      implicit none 
       
      integer index,nm 
      integer Nsys,nmol,Nbond,Nangle 
      integer dex 
      integer moltag 
      integer ia1,ia2,ia3 
      integer i,j,k,ii 
      integer mol(2000000) 
      integer atom(2000000) 
      integer b1(1000),b2(1000),bond(1000) 
      integer ha1(1000),ha2(1000),ha3(1000),angle(1000) 
       
      double precision xlo,xhi 
      double precision ylo,yhi 
      double precision zlo,zhi 
      double precision x(2000000),y(2000000),z(2000000) 
      double precision q(2000000) 
 
      CHARACTER (LEN=6) a1 
      CHARACTER (LEN=2) a2 
      CHARACTER (LEN=70) a3 
      CHARACTER (LEN=1) a4 
       
       
      dex=0 
c     write(*,*) 'input Nsys, number of particles' 
c     read(*,*) Nsys      
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      Nsys=648000 
      moltag=1 
       
      nm = 232                !number of beads per chain 
      nmol = 2314                !number of chains 
      Nbond = 231 
      Nangle = 198 
       
 10   format (I2,  3(3x,f8.4)) 
       
      open(unit=10, file="mixtureAEM.xyz") 
      read(10,*) a3 
      read(10,*) a3 
       
       
      do i=1,Nsys               ! 
          
          
         read(10,*) a4,x(i),y(i),z(i) 
         if (a4.eq.'B') then 
            atom(i)=1 
         elseif (a4.eq.'S') then 
            atom(i)=2 
         elseif (a4.eq.'E') then 
            atom(i)=3 
         elseif (a4.eq.'M') then 
            atom(i)=4 
         elseif (a4.eq.'A') then 
            atom(i)=5 
         elseif (a4.eq.'O') then 
            atom(i)=6 
         elseif (a4.eq.'W') then 
            atom(i)=7 
         endif 
          
204 
 
         q(i)=0.0 
          
      enddo 
       
       
      write(*,*) "done with reading molecules" 
       
      moltag=1 
       
       
      do i=1,nmol 
         do j=1,nm 
             
            mol(dex+j)=moltag 
             
         enddo 
         moltag=moltag+1 
         dex=dex+nm 
      enddo 
       
      do i =1, Nsys-nmol*nm 
         mol(nmol*nm+i)= nmol+i 
      enddo  
       
       
!     stop 
      xlo=0. 
      ylo=0. 
      zlo=0. 
      xhi=240. 
      yhi=240. 
      zhi=240.         
       
       
c     !write out the data file in lammps format 
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      open(unit=5, file="DPD.data", access= 'append') 
      write(5,*) "LAMMPS Description" 
      write(5,*) 
      write(5,*) Nsys,    "   atoms" 
       
      write(5,*)  Nbond*nmol, "   bonds" 
      write(5,*)  Nangle*nmol,      "   angles" 
      write(5,*) 0,      "   dihedrals" 
      write(5,*) 0,      "   impropers" 
      write(5,*) 
      write(5,*) 7,    "   atom types"     !B,S,E  
      write(5,*) 6,    "   bond types"     !BB, BS, BE, EE 
      write(5,*) 6,    "   angle types"    ! 
       
       
       
      write(5,*) 0,    "   dihedral types" 
      write(5,*) 0,    "   improper types" 
      write(5,*) 
      write(5,*)  xlo, xhi, "  xlo xhi" 
      write(5,*)  ylo, yhi, "  ylo yhi" 
      write(5,*)  zlo, zhi, "  zlo zhi" 
      write(5,*) 
      write(5,*) "Masses" 
      write(5,*) 
      write(5,*) 1, 1.0 
      write(5,*) 2, 1.0 
      write(5,*) 3, 1.0 
      write(5,*) 4, 1.0 
      write(5,*) 5, 1.0 
      write(5,*) 6, 1.0 
      write(5,*) 7, 1.0 
c     write(5,*) 8, 1.0   
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c     ccccccccccccccccccc 
c     output atoms data 
c     ccccccccccccccccccc 
      write(5,*) 
      write(5,*) "Atoms" 
      write(5,*) 
       
      do i=1,Nsys 
!     write(5,3) i, mol(i),atom(i), q(i), xpar(i),ypar(i),zpar(i) 
!     3        format (4x, I4, 3x, I4, 3x, I2, 3x, f4.1, 3(3x,f8.4)) 
         write(5,3) i, mol(i),atom(i), q(i),  x(i),y(i),z(i) 
 3       format (4x, I6, 3x, I6, 3x, I2, 3x, f8.4,  3(3x,f8.4)) 
      enddo 
       
       
      open(unit=8, file="bond.data") 
       
      do i=1,Nbond 
         read(8,*) b1(i),b2(i) 
         ia1=b1(i) 
         ia2=b2(i) 
         if(atom(ia1).eq.1.and.atom(ia2).eq.1) then 
            bond(i)=1 
         elseif(atom(ia1).eq.1.and.atom(ia2).eq.2) then 
            bond(i)=2 
         elseif(atom(ia1).eq.2.and.atom(ia2).eq.1) then 
            bond(i)=2 
         elseif(atom(ia1).eq.1.and.atom(ia2).eq.3) then 
            bond(i)=3 
         elseif(atom(ia1).eq.3.and.atom(ia2).eq.1) then 
            bond(i)=3 
         elseif(atom(ia1).eq.3.and.atom(ia2).eq.3) then 
            bond(i)=4 
         elseif(atom(ia1).eq.2.and.atom(ia2).eq.4) then 
            bond(i)=5 
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         elseif(atom(ia1).eq.4.and.atom(ia2).eq.5) then 
            bond(i)=6 
         endif 
        write(*,*) i, b1(i),b2(i),bond(i)  
      enddo 
       
      open(unit=9, file="angle.data") 
      do i=1,Nangle 
         read(9,*) ha1(i),ha2(i),ha3(i) 
         ia1=ha1(i) 
         ia2=ha2(i) 
         ia3=ha3(i) 
          
         if(atom(ia1).eq.1.and.atom(ia2).eq.1.and.atom(ia3).eq.1) then 
            angle(i)=1 
       elseif(atom(ia1).eq.1.and.atom(ia2).eq.1.and.atom(ia3).eq.3) 
then 
           angle(i)=2 
       elseif(atom(ia1).eq.3.and.atom(ia2).eq.1.and.atom(ia3).eq.1) 
then 
           angle(i)=2 
       elseif(atom(ia1).eq.1.and.atom(ia2).eq.3.and.atom(ia3).eq.3) 
then 
            angle(i)=3 
       elseif(atom(ia1).eq.3.and.atom(ia2).eq.3.and.atom(ia3).eq.1) 
then 
            angle(i)=3 
       elseif(atom(ia1).eq.3.and.atom(ia2).eq.3.and.atom(ia3).eq.3) 
then 
            angle(i)=4 
       elseif(atom(ia1).eq.1.and.atom(ia2).eq.2.and.atom(ia3).eq.4) 
then 
            angle(i)=5 




            angle(i)=6 
         endif 
         write(*,*) i, ha1(i),ha2(i),ha3(i),angle(i)            
      enddo 
       
c     cccccccccccccccccccc 
c     output bond data 
c     cccccccccccccccc 
      write(5,*) 
      write(5,*) "Bonds" 
      write(5,*)  
       
!     btype=1 
      dex=0 
                 
      do ii=1,nmol 
         do i=1,Nbond 
             
             
            write(5,4) dex+i, bond(i),  b1(i)+(ii-1)*nm, b2(i)+(ii-
1)*nm  
         enddo 
         dex=dex+Nbond 
 4       format(4x,I6,3x, I1, 3x, I6, 3x, I6)    
      enddo 
       
c     cccccccccccccccccccc 
c     output angle data 
c     ccccccccccccccccccccc 
      write(5,*) 
      write(5,*) "Angles" 
      write(5,*)  
       
!     atype=1 
      dex=0 
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      do ii=1,nmol 
          
         do i=1,Nangle 
             
             
            write(5,5) dex+i, angle(i),  ha1(i)+(ii-1)*nm,  
     &           ha2(i)+(ii-1)*nm, ha3(i)+(ii-1)*nm 
         enddo 
         dex=dex+Nangle  
          
 5       format(4x,I6,3x, I1, 3x, I6, 3x, I6, 3x, I6)    
      enddo 
       
      close(5) 
      stop 
      end 




Sample LAMMPS input for DPD simulations: 
 
boundary        p p p  
 
units           lj 
atom_style      full 
bond_style      harmonic 
angle_style     cosine/delta 
variable        T equal  1.0 
pair_style      dpd 1.0 3438752     
                                      
# read data file or restart 
#read_restart    restart.* 
read_data       DPD.data  
 
# define masses 
mass            * 1 
# define bonded interactions 
bond_coeff      1  15.0  0.7    
bond_coeff      2  15.0  0.7  # the rest of the interactions are 
defined according to this syntax 
 
angle_coeff     1  15.0  150.    
angle_coeff     2  10.0  150.  # the rest of the interactions are 
defined according to this syntax 
 
special_bonds   lj 1.0 1.0 1.0   
   
variable        gamma equal 4.5 
 
# define conservative interactions 
pair_coeff       1 1 30.28 4.5 
pair_coeff       1 2 35.02 4.5  # the rest of the interactions are 
defined according to this syntax 
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comm_modify     vel yes cutoff 2.0 
 
neighbor        2.0 bin 
neigh_modify    delay 0 every 1 
 
timestep        0.01 
 
fix             1 all nve 
 
run             10000 
change_box      all x scale 0.64 y scale 0.64 z scale 0.64 boundary p 
p p remap units box 
run             10000 
change_box      all x scale 0.625 y scale 0.625 z scale 0.625 boundary 
p p p remap units box 
run             10000 
change_box      all x scale 0.625 y scale 0.625 z scale 0.625 boundary 
p p p remap units box 
run             100000 
 
dump            myDump6 all custom 1000000 
Coordinates_every1M.lammpstrj id mol type x y z ix iy iz 
 
thermo          100 
thermo_style    one 
 
fix             2 all ave/time 1 1 100 c_thermo_temp file temp.profile 
fix             3 all ave/time 1 1 100 c_thermo_press file 
press.profile 
 
compute         1 all property/local batom1 batom2 btype 
compute         2 all bond/local dist 
compute         3 all property/local aatom1 aatom2 aatom3 atype 
compute         4 all angle/local theta 
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dump            1 all local 1000000 btmp.*.dump index c_1[1] c_1[2] 
c_1[3] c_2 
dump            2 all local 1000000 atmp.*.dump index c_3[1] c_3[2] 
c_3[3] c_3[4] c_4 
 
# calculate MSD 
group           But1 type 1 
compute         myMSD1 But1 msd 
fix             4 But1 ave/time 1 1 100 c_myMSD1[4] file 
But1_MSD.profile 
 
group           Benz type 2 
compute         myMSD2 Benz msd 
fix             5 Benz ave/time 1 1 100 c_myMSD2[4] file 
Benz_MSD.profile 
 
group           But3 type 3 
compute         myMSD3 But3 msd 
fix             6 But3 ave/time 1 1 100 c_myMSD3[4] file 
But3_MSD.profile 
 
group           TMM type 4 
compute         myMSD4 TMM msd 
fix             7 TMM ave/time 1 1 100 c_myMSD4[4] file 
TMM_MSD.profile 
 
group           TMA type 5 
compute         myMSD5 TMA msd 
fix             8 TMA ave/time 1 1 100 c_myMSD5[4] file 
TMA_MSD.profile 
 
group           OH type 6 
compute         myMSD6 OH msd 




group           W type 7 
compute         myMSD7 W msd 
fix             10 W ave/time 1 1 100 c_myMSD7[4] file W_MSD.profile 
 
restart         2000000 restart 
















dirlist = dir('C:\Users\fsepehr\Documents\Work\Input'); 
dirlist 
f_cnt   = 0; 
for f_it = 1:length(dirlist) 
    f_name  = dirlist(f_it).name; 
     
    if dirlist(f_it).isdir 
        continue; 
    end 
     
    fprintf('Processing file: %s\t', f_name); 
    f_cnt   = f_cnt + 1; 
    data    = fopen(strcat('.\Input\', f_name), 'r'); 
    output  = fopen(strcat(f_name, '.txt'), 'w'); 
    str=0; 
    while ~feof(data) 
        strghabl=str; 
        str = fgets(data); 
        if (findstr(str, 'SCF Done')& findstr(strghabl, 'not met')) 
            lala=lala+1; 
        end 
        if (findstr(str, 'SCF Done')& findstr(strghabl, 'a')) 
            num = str2double(str(26:39)); 
            fprintf(output, '%f\n', num); 
             
        end 
  
        if (findstr(str, 'Error termination')) 
            break; 
        end 
    end 
     
    fprintf('Finished\n'); 
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    fclose(data); 
    fclose(output); 
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