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ABSTRACT
Higher order cumulants and spectra have found a variety of uses in many
areas of digital signal processing. The third order spectrum, or bispectrum,
is of specific interest to researchers because of some of its properties. The
Bispectrum is defined as the fourier transform of the third order cumulant se
quence for stochastic processes, and as a triple product of fourier transforms
for deterministic signals. In the past, bispectral analysis has been used in
applications such as identification of linear filters, quadratic phase coupling
problems and detection of deviations from normality. This work is aimed
at developing techniques for reconstructing deterministic signals in noise us
ing the bispectrum. The bispectrum is zero for many noise processes, and
is insensitive to linear phase shifts. The main motivation of this work is to
exploit these properties of bispectrum that are potentially useful in signal re
covery. The existing bispectral recovery techniques are discussed in the signal
reconstruction frame work and their main limitation in handling noisy de
terministic signals is brought out. New robust reconstruction procedures are
n
provided in order to use bispectrum in such cases. The developed algorithms
are tested over a range of simulated applications to bring out their robustness
in handling both deterministic and stochastic signals. The new techniques
are compared with existing bispectral methods in various problems. This
thesis also discusses some of the tradeoffs involved in using bispectrum based
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1 INTRODUCTION
1.1 l-D Bispectrum: Definitions and Properties
1.1.1 Stochastic Definition
Let x[n),n 0,1,2,... be a real stationary random process with zero
mean (i.e. E[x(n)] ~ 0). The third order moments and correlation of this
process are defined as follows:





where m3(.,.) is the third order moment sequence and c3(.,.) is third order
cumulant sequence [1]. The third order moment and cumulant sequences are
identical if the process has zero mean.
The 2-D fourier transform of the third order cumulant sequence is called
the third order cumulant spectrum, or the bispectrum.
OO OO
B(uji,u2) = XI X c3(T1,T2)exp[-j(u1T1 +w2r2)]. (1.3)
T\= OO T2= OO
1.1.2 Deterministic Definition
Lohmann and Wirnitzer in [2] define the triple correlation 7^(ii,i2) and
bispectrum I^(fi,f2) of a continuous time deterministic signal I(t) as
I{3){tut2) = Jl(t)I(t + t1)I(t + t2)dt (1.4)
/(3)(/i,/2) = / / /(3)(*i,*2)exp[-27rj(M + f2t2)]dUdt2 (1.5)
The ensemble averaging in (1.2) for the third order cumulant sequence of
stochastic processes has been replaced here by time averaging for the triple
correlation sequence of deterministic signal. The bispectrum of determinis
tic signals is the fourier transform of the triple correlation, which directly
corresponds to the stochastic definition in (1.3).




where /(/) is the Fourier transform of I(t). Analogously, for a real, deter
ministic, discrete-time sequence x(n), we can define its bispectrum B(lji,w2)
as
Bx{w! , u,2) = Xfa )X{w2)X*{wl + u>2) (1.7)
where X{u)) = L-oo a;(n)exp(jun) = \X(uj)\exp[j(f)(uj)). Some authors
define the bispectrum of such a signal as the triple product of the Fourier
transform of the mean subtracted signal [3]. This would bring the definition
in line with that of bispectra of stationary stochastic processes as in (1.3).
It follows from (1.7) that
\Bx(Ul,w2)\ = \XMWXMWXfa + u>2)\ (1.8)
^i(wi,w2) = 4>{u\) + 4>{u2)
-
<f>(wi + u>2) (1-9)
where ip(., .) is the bispectrum phase.
1.1.3 Properties
The important properties of the bispectrum are:
1. B(w\,tjJ2) is generally a complex quantity and hence preserves both the
magnitude and phase information of a signal
B(wuw2) = \B(wuW2)\e7cp\jlB{ui,V2)]- (1-10)
2. B(u>i,u;2) is doubly periodic with period
27r
B(u1,w2) = B(wi-r2kw,u2 + 2rmr) (1.11)
where k,m = 1,2,
3
3. Bispectrum has the following symmetry:








Thus knowledge of the bispectrum in the triangular region <v2 > 0,
wi > <*>2> <vi + ul>2 > 7r is sufficient.
4. The bispectrum of many noise processes (with symmetric p.d.f), such
as gaussian, is identically zero
5. The bispectrum is insensitive to linear phase shifts. The bispectrum of
a signal x(n) is identical to the bispectrum of a shifted version of the
signal, x(n n0). This follows directly from the definition.
6. The bispectrum has information about second order nonlinearities.
1.2 Bispectral Estimation
Although there are a number of both parametric and non-parametric meth
ods that exist for bispectral estimation [1], the following is the most popular
one. It is called the conventional periodogram type bispectrum estimator.
Let x(n),n = 1, 2, . . . ,N be the given data set.
1. Segment the data into K records of M samples each.
2. Subtract the average value for each record.
3. If necessary, add zeros at each record to obtain a convenient length M
for the FFT.
4. Assuming that x^(n),n = 0, 1,2, . . . , M 1 is the data set per segment
i = 1,2,..., K, generate the DFT coefficientsX^(k),k = 0,1,..., M/2;
i = 1,2,. ..,K.
5. Compute the bispectrum of each record as
B^(k,) = X^{k)X^{)X^\k + i) (1.13)
6. Average B^\k,i) over all segments
B(k,l) = J2B(>\k,l). (1.14)
i=i
1.3 Applications of Bispectrum
As it could be inferred from the above discussions, the bispectrum exhibits
some interesting properties that can be exploited in a variety of applications.
A detailed discussion on bispectrum and its various applications can be found
in [1] and the references therein. The most prominent of these applications
in the area of digital signal processing are:




= J2 x(n)h(n-k) (1.15)
k oo
where h(n) is the impulse response of a linear time-invariant filter and x{n) is
a non-zero mean stationary non-gaussian process that is driving the system.
Let Bx(uj!,u)2) be the bispectrum of x{n).
The bispectrum of y{n) is, from the definitions,
By(iV!,(v2) = H{iV!)H{u2)H*{uj! +iv2)Bx{u!, w2). (1.16)
If x{n) is
white then Bx{u>!,iv2) is a constant 0, and hence
H{iV!)H{u2)H*(u! + cv2)
= -By(u,uu>2). (1.17)
The above equation shows that the bispectrum of the output of a white
non-gaussian noise driven MA system, is proportional to a triple product of
the system transfer function. Further, this bispectrum can be used to identify
the system transfer function, by appropriately using the bispectral phase
and magnitude information. The actual process of recovering the transfer
function from the bispectral values is explained in section 1.4.
1.3.2 Deterministic signal recovery
The properties of bispectrum to retain phase and magnitude information of
the signal have motivated researchers to develop algorithms that recover the
signal from its bispectrum, similar to forward and inverse fourier transforms.
From the definition for a deterministic signal case (1.7), the bispectrum can
be expressed as a triple product of the signal fourier transform. This re
lationship between the signal transform and its bispectrum can be used to
perform an inverse processing of the bispectrum to obtain the signal back.
This is motivated by the remarkable similarity between (1.17) and (1.7).
In the linear system case the bispectrum has information about the system
transfer function and in the deterministic case it has information about the
signal itself.
1.3.3 Other applications
The other key applications of bispectrum are [1]
1. Detection of quadratic phase coupling.
2. Detection of deviation from normality (gaussian).
3. Identification of minimum, maximum and mixed-phase filters.
1.4 Recovering Data from their Bispectra
It is evident from the properties of bispectrum that both the magnitude and
phase information is preserved in the bispectrum. This allows one to recover
the data sequence from its bispectrum uniquely, except for a linear phase
factor (lost due the shift-invariance property). In the past, a good amount of
work has been done in this regard and some techniques have been developed
to achieve this inverse transformation from the bispectral domain to the data
domain. Found below, is a brief overview of some of the prominent methods
that can be found in the literature.
Let B(k,) = B(%k,%);k,l = 0, 1, . . . ,N - 1 be the discrete set of
samples of the continuous bispectrum B(iVi,iv2) of a sequence x(n) of length
N . In this form the bispectrum can be expressed using the Discrete Fourier
Transform (DFT). From (1.8) and (1.9)
\B{k,)\ = \X{k)\ \X{)\ \X(k + )\ (1.18)
i>{k,) = 4>{k) + ${)- <j>(k + ) (1.19)
Given these discrete samples of the bispectrum, the objective is to com
pute \X(k)\;k = 0,l,...,iV-l and <p(k);k = 0, 1, . . . 1. Obviously, this
problem can be split into two parts, one for the magnitude and the other for
phase reconstruction.
1.4.1 Magnitude Recovery
The most commonly used procedure for recovering the magnitude informa
tion from sample bispectral values is the one that was first shown by Bartelt
et. al in 1984 [4]. This very simple and intuitive procedure proceeds by
substituting either k
= 0 or = 0 in (1.18), thus only using the values on
one of the two axes in the bispectral plane. For example, when k = 0 :









|X(0)| = ^|5(0,0)| (1.23)
Therefore, given samples of the bispectrum, we can first compute |X(0)|
and then use |X(0)| to compute \X(k)\;k = 1,2, . . . , TV - 1.
The above procedure is extremely sensitive to noise. Bartelt et. al also




The initial value, |X(0)|, needs to be computed in the same way as before
as in (1.23). Once this value is known, (1.24) can be recursively applied
to compute other |X(fc)|. As may be noticed, some values of X(k) can be
computed in more than one way due to the highly redundant nature of the
bispectrum. To properly exploit this redundancy, this recovery procedure
calls for an averaging of the values (computed in more than one way) in
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order to increase the signal-to-noise ratio. This averaging ofmany values that
contribute to one reconstructed value, makes this procedure less sensitive to
noise than the previous one. However, the technique still relies on (1.22) and
(1.23) to provide initial values for the recursion in (1.24).
1.4.2 Phase Recovery
Recovering phase information of signals from their bispectra has received
much more attention from researchers than the magnitude recovery methods.
This, perhaps could be explained by the fact, that the simple magnitude
recovery algorithms that Bartelt et. al provided, are very dependable when
dealing with stochastic signal reonstruction problems. Several researchers
have recently attempted to use similar procedures in their studies on the uses
of bispectral methods for deterministic signals reconstruction. As explained
in later sections, magnitude reconstruction method for deterministic signal
problems have to be treated in a different way than their stochastic signal
counterparts.
Matsuoka and Ulrych [5] discuss three distinct phase recovery techniques.
These include the least squares algorithm of their own and the recursive
11
algorithms of Brillinger and Lii-Rosenblatt [6]. The following paragraphs
describe, very briefly, these two methods.
The algorithm proposed by Lii and Rosenblatt is a recursive, single-slice
approach to the phase reconstruction problem.





<f)(l + i) (1.25)
It can be shown that by summing the term ip(l,i) over i = 0, 1, . . . , n - 1,
where n is an integer, we can derive:
n-l




^) = -E^(M)+^(l) + ^(0) (1.27)
i=0
This recursive relation could be completely solved by choosing initial
conditions as (f)(0)
= 0 and a value for (f)(1) which is obtained from the
condition 4>(N) = 0 or kit (where TV is the length of the signal). The obvious
advantage of this technique is that the algorithm proceeds only on one slice
on the bispectral plane, and hence is computationally efficient.
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The Least Squares phase reconstruction algorithm proposed by Matsuoka
and Ulrych uses all bispectral values in the non-redundant symmetry region.
Hence, it could be viewed as a more robust method. However, since a lot of
values are used in the process, it tends to be computationally expensive and
also requires larger storage.
Again, going back to the basic phase definition,
i>(hJ) = <f>(i) + <t>(j)-tti + 3) (1-28)
where i = 1, 2, . . . , -y and j i, i + 1, . . . , TV i. Individual equations can
now be written in the form of linear simultaneous equations by letting i and
j run over their entire range. This set of equations can be expressed in a
matrix-vector form as








and A is a sparse coefficient matrix of rank TV 1, whose elements can be
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one of 0,1,-1 and 2. In order to make this matrix full rank, the last column,
corresponding to <j>(N), a known quantity, is eliminated to form a new set of
equations.
A$ = * (1.32)
where $ = [0(1), . . . ,(f>(N - 1)]T.
The unknown vector <& can now be determined using the least square
solution
$ = (ATA)-1AT*. (1.33)
1.4.3 Integrated Phase and Magnitude Recovery
Some authors have also explored algorithms that reconstruct the signal as a
complex number from the bispectral domain, thus achieving both magnitude
and phase reconstructions in a single pass. The results shown in [7] and [8]
are from this category of integrated signal recovery.
Giannakis, in [7] has derived the following.
From the definition of bispectrum (1.7),
B(k,) = X(k)X()X*(k + ). (1.34)
We can now form the following two equations by substituting the appropriate
14
values for k and .
B(k,Q) = X(k)X(0)X*(k) (1.35)
anc
B(k-,) = X(k-)X()X*(k) (1.36)
X*(k) can be eliminated from (1.35) and (1.36) and X(k) can be solved
as
This method is initialized with X(0) obtained as in (1.23), with its phase




Initially, the phase of X(l) is set to zero. The rest of the values can be
found by recursion from (1.37). Once again, since it is possible to obtain some
values of X(k) in more than one way, the actual value can be determined as
the average of all the values that were computed. This leads to the relation
k = 2,3,. . .
,
TV/2. Here [|] denotes the integer portion of |. Since this
15
process was carried out by assuming (f)(1) = 0, a correction has to be applied
to all the terms. Giannakis shows that this factor is exp(^^[y]fc).
The above equation cannot be used if the mean, i.e., X(0) is zero. Sadler






Note that this equation, when used only for magnitude recovery, reduces to
Bartelt et. al's method in (1.24). Also, no method is suggested to select an
initial X(k) without using X(0) in the recursion.
16







n0) + w(n). (2-41)
where x(n) is a deterministic signal, n0 is the shift in the signal due to
jitter, w(n) is an additive colored stationary gaussian noise, and y(n) is the
observation.
Given y(n), the objective is to reconstruct the signal x(n) with minimum
information about the signal itself. If a number of different observations
of y(n) are available (each time with a random ra0 and noise), the simplest
method will be to average all observations to eliminate noise. However, due
to the random shift in each observation, such an ensemble averaging will not
produce the desired results. Using the bispectrum is an alternative to this
approach. Bispectrum has both magnitude and phase information about the
signal and is insensitive to linear phase shifts. This can be taken advantage of
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by computing the bispectrum of each observation and performing an average
in the bispectral domain. Further, since many noise processes have zero
bispectrum, it is possible to eliminate noise even in the presence of relative
jitter between observations. The following section explains signal recovery
using bispectrum.
2.2 Bispectral Recovery
Using the fact that gaussian processes have identically zero polyspectra of
all orders greater than two [9], the objective is to filter out the additive
gaussian noise in (2.41) by computing the sample bispectrum ( the sample
bispectrum can be computed even though y(n) itself is non-stationary) of the
observations of y(n). This is in fact one of the quoted advantages of using the
bispectrum as opposed to the power spectrum. The sample power spectrum
of y(n) will be affected by the power spectrum of w(n). Thus in order to
recover the signal x(n) from y(n),
we need to (i) estimate the bispectrum of
x(n) from the
observed y(n), and (ii) recover the signal from the bispectrum
estimates by estimating the magnitude and the phase of the fourier transform
of x(n). Several researchers [2, 5] have put forth different techniques for the
18
phase recovery problem. The magnitude recovery problem has surprisingly
been far less explored. This thesis makes clear that the magnitude recovery
procedure deserves more attention than it has received so far.
Given J realizations yi(n);i = 1,2,... ,/of y(n) in (2.41), the bispectrum
Bx(iV!,u>2) is estimated as
1
I
Bx(iV!,u;2) = 1J2YiMYiMY;(u1+u2) (2.42)
i=i
where Y{(iv) is the Fourier transform of the i-th realization. The linear phase
insensitivity property of the bispectrum has been exploited here to avoid hav
ing to estimate the shift in each observation. In order to be able to extract
the signal from its bispectrum, it is necessary to obtain bispectrum estimates
Bx(u>!,u>2) which are as close as possible to Bx(iV!,u>2). The following sec
tion discusses some limitations in being able to estimate unbiased bispectral
values.
2.3 Problems in Magnitude Recovery
Good reconstruction of signals is possible only when the estimated bispec
trum is unbiased and approaches the true value at all points that are used
in the process. However, when dealing with deterministic signals in noise,
19
the bispectral axes are always biased by noise. Subsequently any method
that uses these axes for reconstruction purposes can also be expected to per
form poorly. This is, in fact, a major problem with the magnitude recovery
methods discussed in section 1.4.1 and 1.4.3.
Giannakis [7] first showed in the time domain, that when the signal is zero
mean, only the (0,0) triple-correlation lag will be affected by the additive
observation noise. A similar result has been derived in the frequency domain
by Sundaramoorthy, Raghuveer and Dianat in [10]. This result shows that
in order to be able to extract the signal from its bispectrum, it is necessary
to obtain bispectrum estimates Bx(iV!,iv2) which are as close as possible to
Bx(iV!,iv2). Estimates of the bispectrum of x(n) as obtained from (2.42)
are asymptotically unbiased at all frequency pairs if and only if the Fourier
transform of x(n) at u>
= 0 i.e X(0) is zero. For a finite extent sequence, this
means that the mean value of the time signal x(n) should be zero. In [10]
it is further shown that even if the signal has a non-zero mean, asymptoti
cally unbiased estimates
for |a>i|,|u;2| < 7r can be obtained everywhere in the
bispectral plane except in the region S defined as (see Appendix A)
S = {(iv!,tv2) : UJ! = 0 or iv2 = 0 or u>! + iv2 = 0} (2.43)
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Only the cv2 axis lies in the intersection of S with the principal region of
support of the bispectrum1. On this axis, the power spectrum of the additive
noise (even if it is gaussian) contributes to the asymptotic bias. Therefore,
it is preferable to use bispectrum values from the principal region which are
not on the tv2 axis.
Both the methods provided by Bartelt et. al in section 1.4.1 directly use
the bispectral values on the axis for the purpose of their recursions. Their
first method, actually uses only the axes for reconstructing the magnitude
of the signal. The second method proceeds outside the axes, but completely
depends on the axes for its initial values, |X(0)| and |X(1)|.
Along similar lines, the methods in [7] and [8] also depend on the bis
pectral values on the axes for their initial values in the recursion. Of the
two initial values, X(0) can be treated as irrelevant since it only changes the
mean of the reconstructed signal, which in many cases, is permissible. Even
in cases where the mean is important, it is possible to recover the mean by
computing an average
sample mean over a number of observations. The value
|X(1)| however, cannot be ignored and needs to be computed for the entire
1Which, in this case is considered to be u>i > 0, w2 > Wi, Wi + w2 < x. See [1]
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recursion to proceed. Since it has been shown that the bispectral values on
the axes are biased, it is required to devise techniques to compute \X(1)\
without using the axes.
Clearly, all the existing magnitude recovery methods that were discussed
earlier, do not provide a way to compute the initial value from unbiased
bispectral samples, and hence, can be treated as incomplete solutions to the
problem of reconstructing deterministic signals from their noise corrupted
observations using the bispectrum.
The following subsection describes two new methods that can be used for
deterministic signal reconstruction while avoiding the biased bispectral axes.
2.4 New Magnitude Recovery Methods
The previous pages discussed some existing bispectral recovery techniques
and also brought out their limitations in recovering deterministic signals.
The need for new magnitude recovery procedures that avoid using bispectral
values on the iv2 axis was clearly highlighted. This section describes two
methods that were developed to overcome the limitations, and be potentially
useful for reconstructing deterministic signals in noise from bispectrum.
22
2.4.1 Closed-Form Approach
In the continuous case, the following relations can be written directly from
(1.8).
\B(cv,u)\ = |X2(u,)||X(2u;)| (2.44)
\B(2iv,lv)\ = \X(2u;)\\X(u;)\\X(3cv)\ (2.45)




Cubing (2.44) and multiplying by (2.46) will give
\B3(u),cv)\\B(Ziv,u;)\ = |X6H||X3(2u,)||X(3u,)||X(u,)||X(4u,)|(2.48)
and (2.45) multiplied by (2.47) will give
\B(2u>,u>)\\B(2u>,2u>)\ = |X(2a;)||X(a;)||X(3a;)||X2(2u;)||X(4u;)(2.49)





(2.50) is a very concise representation of computing X(u;);0 > <v > -k from
its bispectral values. From (2.50), it is possible to estimate the magnitude
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at several different frequencies in this range without using bispectrum values
on the axis. The exceptions are |X(0)|, |X(tt/2)|, |X(2tt/3)| and |X(tt)|.
Barring |X(0)|, the rest can be computed in terms of previously estimated











and can be used in deterministic signal recovery just as described previously.
2.4.2 Special Cases
The right-hand side of (2.50) is indeterminate even if one of X(u>), X(2u>),
X(3iv) and X(Atv) is zero. In practice, in the presence of noise, the bispec
trum estimates involving these frequencies may not actually be zero, but can
be very small values. This is likely to cause errors in reconstruction due to
the ratio of small numbers being involved.
Another special case of interest is when we have a band-limited signal. Let
iVh be the frequency to which the signal is band-limited. Then the closed-form
24
procedure of (2.50) can be used to estimate \X(iv)\ for all frequencies up to
w/,/4. Equation (2.51) can then be used to estimate \X(u)\ for u^/4 < u < wh
provided the amplitude spectrum is nonzero in the range w/,/4 < u> < w/,/2.
2.4.3 Recursive Procedure
In the discrete case, an alternate approach to the closed form method is
to use (2.52) to estimate only |X(1)|. The recursions of Bartelt et al. or
Giannakis (described earlier) can then be used with this initial value for
|X(1)|. This follows from the fact that both these recursions can be made to
avoid (using the redundant nature of the bispectrum) the bispectral axes for
reconstructing any X(k) except X(0) and X(l).
2.4.4 Least squares approach
Let us consider a signal of length TV. For convenience, assume TV to be a
multiple of four, so that -j and -j are
integers as well. Let X(k) be the
TV point DFT of x(n). Consider the bispectrum B(k,) in the principal
region mentioned earlier. If we exclude the k = 0 axis (which corresponds







= k,k + l,..., -k (2.53)
Now let
X(k) = ln(\X(k)\) (2.54)
and
B(k,) = \n(\B(k,)\) (2.55)
Then from (2.54),(2.55) and (1.8)
B(k,) = X(k) + X() + X(k + ) (2.56)
The use of natural logarithm here, has effectively converted the multiplicative
relationship in (1-18) to a set of linear equations in X(k). B(k,) can now
be expressed as a linear combination of X(k) as
b = A.x (2.57)
where
b = [B(l, 1) B(l,2)... B(l,
*
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is a vector of dimension TV2/ 16 formed by using all samples of the bispect





is an TV/2 dimensional vector and
A =
2 1 0 0 0
1110
10 11
0 2 0 1 0
(2.60)
is a matrix of dimensions (TV2/16) x (TV/2). Matrix A is very similar in
structure to the coefficient matrix given by Matsuoka and Ulrych [5] for
their phase recovery algorithm (MU approach) except for the fact that, here
all elements are positive and can be 0,1 or 2. This matrix is full rank for
all orders TV, and hence is invertible (proof in Appendix B). The solution for
X(k) can be obtained in the least squares sense as (assuming that generally





Thus the algorithm uses all values in the fundamental symmetry region (ex
cept those on the axis) and averages out noise. Note that the proposed least
squares method requires TV > 8 to have at least as many equations as there
are unknowns.





\X(k)\ = \X(N-k)\;k =
*
+ l,...,N-l (2.63)
The value of |X(0)| can be determined by computing the sample mean of
each realization in (2.42) and then averaging these over all realizations.
With the two approaches proposed in this section, as well as the other
techniques discussed in section 1, a problem would arise if the bispectrum is
zero (which would result from the Fourier transform of the signal being zero)
at one or more points. It is suggested in [4] and also in [7] that the bispectrum
then be oversampled to avoid such values. However, due to additive noise
and other factors, it may not be possible to identify points where the true
bispectrum is zero. In the section 5, a simulation example is provided to study
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the effect of including points where the true bispectrum is zero. It must be
noted that as far as the proposed approaches are concerned, it does not make
any difference if we use the bispectrum of the sample mean subtracted signal
since our bispectrum estimates are from a region where they are invariant
with respect to the mean.
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3 EXTENSIONS TO 2-D PROBLEMS
The previous sections discussed the major problems that are encountered
when attempting to use bispectral reconstruction for deterministic, one di
mensional signals using the existing methods, and the solutions to these
problems. Intuitively, one might expect that these reconstruction problems
will be carried over to higher dimensions as well. This expectation turns out
to be true for any reconstruction method that results from a direct exten
sion of its 1-d counterpart. However, only very recently has there been any
significant interest in 2-d bispectral reconstruction [7, 11, 12, 13, 14, 15, 16],
and many of these works attempt to extend the 1-d methods for 2-d sig
nals and image reconstruction. This section will provide an extension of the
1-d methods developed in section 2. It will bring out the advantages of us
ing these magnitude and phase reconstruction methods and also discuss the
disadvantages of using bispectral methods for
2-d signals and images.
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3.1 2-D Bispectral Reconstruction
3.1.1 Definitions
For a finite extent 2-d deterministic signal h(m,n), with Fourier transform
H(uj,\), the bispectrum can be defined as:
-B(^i,^2,Ai,A2)
=
B(iV!,u>2)H(X1,X2)H*(cv1 +Al5o;2 + A2) (3.64)
In the discrete domain we have,
\B(k!,k2,h,l2)\ =





lH(kx + h,k2 + l2) (3.66)
where L denotes the phase angle and B(kx,k2,l\,l2) = B(u>i,uj2, Ai, A2); u^ =
%ku iv2 = %k2, Ax = %lu A2 = %l2, TV x TV being the order of DFT.
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3.1.2 The Problem in 2-D reconstruction
Let a deterministic signal x(m,n) be observed I times, each time with an
i.i.d. (independant identically distributed) colored Gaussian noise w(m,n)
such that the i th. realization is:
yi(m, n)
=
x(m, n) + Wi(m, n)
Similar to the 1-d case, it can be shown (using the fact that the bispectrum
of Gaussian noise is zero) that, an unbiased estimate of the bispectrum of
x(m,n) at all frequencies, can be obtained from y(m,n) only by avoiding the
[iVi iv2] = [0 0] and [Ai A2] = [0 0] planes in the bispectral domain. This
means that if x(m, n) is non-zero mean, then the bispectrum estimates on
these planes are always biased and cannot be used to recover the signal.
All existing 2-d magnitude recovery techniques, many of which are mere
extensions of their 1-d counterparts, cannot be used in reconstruction of
signal in noise due to their inherent use of the bispectrum estimates along
the frequency axes. New recovery techniques, that use only the unbiased
values, need to be
developed to solve this problem.
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3.2 New 2-D Closed-form Magnitude Reconstruction
From the definition, it can be shown (following similar steps as in the 1-d
case) for a TV x TV signal, that [17]:





lH(k,l) = -| E lB(k,l,ik,il) (3.68)
i=l
where l_H(^k,^l) is zero.
This closed-form recovery procedure can be used to compute the values
in the non-redundant region of the Fourier Transform and can be extended
elsewhere using symmetry properties.
The above magnitude recovery procedure cannot be used for certain fre
quency points such as when i or j is ^ or ^ . However, due to redundancy in






This method does not use the bispectral axes in its computation, and
hence does not use biased values.
3.3 New 2-d Least Squares Magnitude Recovery
The least squares magnitude reconstruction approach for 2-d signals follows
the same path as the 1-d approach.
The matrix equation is formed as (from (2.57))
b = A.x
where b is a vector containing the natural logarithms of the magnitudes of
the bispectrum values in a sequence, x is a vector of natural logarithms of
the magnitude of the fourier transform of the 2-d signal and A is a sparse
(but huge) matrix containing only the elements 0, 1 and 2. The solution to
this can be obtained in a very similar fashion to the method explained in
(2.61).
This set of equations has to be carefully pruned in order to eliminate
redundant equations that might make the matrix A singular and hence,
noninvertible. This process relies on the fundamental region of bispectral
symmetry in the
four-dimensional hyper space. Although this is not easily
34
visualized, the limits for the boundaries of this region can be determined
mathematically by realizing that it can be projected onto two 2-d planes for
a much simpler expression.






and A = [AiA2]T. Note that for a real random signal it
follows that
B(u>,\) = B*(-u,-\) (3.71)
This 2-d Least Squares solution to the signal reconstruction problem could
be very tedious and computationally expensive. The advantage of using it,
however, is the fact that the least squares procedure tends to use all possible
bispectral values and minimize the effect of noise.
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3.4 2-D Phase Reconstruction
The 1-D phase Least Squares phase reconstruction algorithm of Matsuoka-
Ulrych [5] can quite easily be extended to 2-D problems [11].
From 2-D phase definitions in (3.64) and (3.66), a set of equations can be
formed by writing the various phase values in a vector-matrix form.
A0 = V> (3.72)
where < is vector containing the signal phase and if) is a vector containing
the bispectrum phase. The matrix A is, again, a sparse matrix very similar
in structure to the Matsuoka-Ulrych matrix containing 0, 1, 1 and 2. This
equation, after the removal of redundant terms, will yield a set of
overdeter-
mined linear equations. The least squares solution to this set of equation can
be obtained as in (2.61).
One major problem that affects 2-D signal reconstruction is phase wrap
ping. This occurs when the actual phase oo < (f> < oo is wrapped in a
modulo 7r arithmetic to become -7r < (f) < tt. The 2-D phase unwrapping




This section provides simulation examples that demonstrate the various
methods that have been developed during the course of this work. The
chosen examples cover a number of problems and show the robustness of the
developed methods, as well as their superior performance over some of the
existing bispectral and non-bispectral signal reconstruction techniques.
4.1 Example 1: MA Process - System Identification
The first example deals with the estimation of the transfer function of a non-
Gaussian white noise (NGWN) driven Moving Average (MA) process from
observations of its output in additive colored Gaussian noise. The application
of the bispectrum to the estimation of parameters or transfer functions of
linear systems has received a lot of attention recently [1, 6]. Even though
the approaches in section 2 were developed with emphasis on the recovery of
deterministic signals in noise, this particular example demonstrates that it
can be used for transfer function estimation of linear systems as well.





= h(i)w(n - i) + e(n) (4.73)
1=0
37
where h(0) = 9, h(l) = 1, h(2) = 3 and h(Z) = -11, w(n) is zero mean
i.i.d. exponential with E{w3(n)} = 1 and e(n) is additive zero mean colored
gaussian noise with power spectral density given by
Set(u;) = <r2cos2(^) (4.74)
generated by passing white Gaussian noise through a filter with transfer
function H(w) = 1 + exp(-jiv). IMSL subroutine RNEXP was used to
generate the exponentially distributed input. The conventional periodogram
type procedure was used to estimate the bispectrum of the output.
The experiment consisted of 20 Monte Carlo runs. In each run, sev
eral independent records of y(n) with 64 samples per record were generated.
The results are compared using four different approaches (i) magnitude re
covery using the proposed least squares method with phase recovery using
Matsuoka-Ulrych (MU) least squares method. This will be referred to as
the LS approach, (ii) magnitude recovery using the proposed closed form
approach with phase recovery using MU least squares method (CF), (iii)
magnitude recovery using (1.22) and (1.23) with phase recovery using MU
technique (called as BT) and (iv) frequency domain technique suggested by
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where / is the number of records and TV is the number of samples in each
record. For each run, the transfer function was estimated at the following
digital frequencies (in radians/sample): v = ^, k 0, 1, . . . , 7. We need
to estimate only the first five values and the others are obtained by complex
conjugation. The MA parameters h(n) were obtained from the inverse DFT




where h(n) is the true impulse response of the system (h(n) = 0 for 4 < n <
7). The MSE averaged over all 20 runs provides an estimate of the expected
value of MSE and this is plotted in decibels (i.e 101og10 of this quantity) as
a function of SNR for various sample sizes (number of records). These are
shown in fig.(l) and fig. (2). Fig.(l) corresponds to 200




This example indicates the possibility of obtaining better estimates even
in a situation where we have a random signal in random noise, by using
bispectrum values which are not on the frequency axes. However, more
studies need to be done in this area. Not that the derivations in appendix
A, showing asymptotic unbiasedness for bispectrum estimates taken off the
axes, are valid for deterministic signals in noise whose bispectrum is zero.
4.2 Example 2: Moving Object - Signal Recovery
Consider a physical object moving in a noisy background where the dimension
of the object is much smaller than that of the background. This situation was
simulated in a digital computer by moving a discrete one-dimensional signal
of length TV randomly in an additive noise frame of length M (M > TV).
If x(n); n
= 0, . . . , TV 1 is the signal and w(n) is additive colored gaussian





n,-) + Wi(n) (4-77)
and n, is the present displacement
of the sequence from the origin of the
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noise frame. Given / such realizations of the object at a random position,
the objective is to reconstruct the signal. Simple ensemble averaging of all
records will not be of use here due to the misalignment of the object in each
realization.
One approach to solving this problem is to use the cross-correlation func
tion between two records to align the different realizations and then aver
age them. A method proposed by Woody [18], uses the cross-correlation to
achieve such shift estimation. This technique (referred to as WD) estimates
the motion of the object relative to one frame (say the first) by finding the
peak in the cross-correlation between the frames. The location of the peak
is used to estimate the shift in the object position in that particular frame.
When the location of the object has been determined, the method aligns the
frames such that the object appears at the same location in all the different
frames. The last step in the procedure is to perform an ensemble averaging
over all the frames to reconstruct the object. If needed, the reconstructed
signal of one such cycle can be used as a reference frame for the next, and the
procedure continued until a satisfactory reconstruction has been obtained.
An alternative to the cross-correlation approaches is to use the bispectrum
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to reconstruct the signal as explained in [12]. The important point to note
here is that, by exploiting the property of the bispectrum that makes it
insensitive to linear phase shifts, it is not required to estimate the shift of
the object in each realization. As can be observed from the simulation results,
it becomes increasingly tedious and almost impossible to try to detect the
misalignment between frames at low signal-to-noise levels.
The sequence (9, -5, 2, -4) was placed randomly in noise frames of length
256, i.e., the displacement of the object relative to its position in the previous
frame was varied randomly. In each realization, colored gaussian noise as in
example 1 was added to all 256 samples in the noise frame. This simulates
a physical object observed with additive noise with a relative jitter from
observation to observation.
In the bispectrum based approaches, the Fourier transform of the object
was estimated at digital frequencies (in rads/sample) ~; k
= 0, 1, . . . , 7 and
the 8 point inverse DFT of this was used to reconstruct the object.
In fig.3 and fig.4 MSE of reconstruction versus SNR using the LS, CF, BT,
GS and Woody (WD) algorithms is shown. Again, this was obtained over 20
Monte Carlo runs with 50 and 300 frames per run respectively. For noiseless
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cases (SNR>40 dB), all bispectrum approaches perform equally well.
4.2.1 Observations
As can be seen in fig.3 and fig.4, the performances of the LS and CF al
gorithms are better (they are identical) than the other two algorithms (BT
and GS) over several values of SNR. Choosing bispectrum estimates off the
axes does seem to contribute significantly to improvement in reconstruction.
However, over this entire range, Woody's algorithm does far better than the
bispectrum approaches.
At very low SNRs, the cross-correlation between frames is less likely to
peak at the shift in the object thus resulting in a degradation in the perfor
mance ofWoody's algorithm. Regardless of SNR, increasing the sample size
results in improved bispectrum estimates which, in turn, leads to improved
bispectral reconstruction. This is brought out in fig.5 where the reconstruc
tion MSE is shown versus number of frames usingWoody's and LS algorithms
for a fixed SNR of IdB. Note that the MSE is almost fixed with Woody's
algorithm. However, it decreases with increasing number of frames for the
LS algorithm. To the right of the crossover point, it is preferable to use the
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bispectrum.
4.3 Example 3: Moving Object - Signal Recovery
(Special Case)
The objective of this example is to demonstrate that the proposed Least
Squares method (LS) continues to perform elegantly even when some of the
true bispectrum values are actually zero. For this purpose, the moving object
simulations of example 2 were repeated with an 8 point signal (1, 2, 3, 4,
1, 2, 3, 4). The 8 point DFT of this sequence has zeros at 1, 3, 5 and 7.
This, in turn, causes the values of the true bispectrum to be zero at several
frequency pairs. However, since we are estimating the bispectrum from noisy
observations of the signal, the values do not become zero.
Fig.6 shows the curves obtained from Monte-Carlo simulation runs of the






where M is the number ofMonte-Carlo runs (20 in this case), TV is the length
of the signal (8 in this case) and \Hm(k)\ is the magnitude estimate for the
m-th Monte Carlo run.
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4.3.1 Observations
It can be seen from fig.6 that low MSE can be achieved in the magnitude
recovery using the proposed LS technique even when the true DFT is zero
at a certain number of frequencies.
4.4 Example 4: Image Restoration
This example shows the application of the proposed methods in restoring a
transmitted image with multiple tone interference and jitter. The camera
man image with dimensions 127 x 128 pixels was the original image. This
image was scanned sequentially using horizontal, left to right scanning se
quence starting from the top left pixel to form a 1-D signal of length 16256.
This whole sequence was then randomly placed in a noise frame of length
16384 to simulate transmission over a channel with jitter and noise. 100
such transmissions were considered. The noise consisted of five sinusoids
with random phases.
If x(n) is the
picture and y(n) the
whole frame, then for the ith trans-
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mission the received signal is
Vi(n)
= x(n - n{) + J2 Aj sin(win + fa.) (4.78)
j=i
where n, is the random displacement due to jitter, Ay the amplitude,
u>j the frequency and fa. the phase of j'th sinusoid. We used Ax = A2 =
A3 = Aj = A5 = 20, u>j = 0.6316, u;2 = 0.0986, u3 = 0.0495, tv4 = 0.0491,
a;5 = 0.0487 and <,-. were uniformly distributed between 0 and 2?r and were
drawn afresh from a uniform distribution for each realization. At best, the
SNR (computed here as the ratio of the squared peak value of the signal to
the mean squared value of the noise as is common in digital image processing)
is 18 dB since the peak gray value of the image is at most 255.
As in previous examples, the conventional periodogram type procedure
was used to estimate the bispectrum. The proposed closed form (CF) ap
proach was then used for magnitude reconstruction, together with the Lii-
Rosenblatt recursive phase recovery approach [1], to estimate the fourier
transform of the transmitted picture. The picture was then restored in the
spatial domain by inverse DFT operations.
Fig. 7 is the original 127 x 128 cameraman image. Fig.8 is a typical noisy
realization. The restored image using bispectrum as above is shown in fig.9.
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This restored image is circularly shifted due to the loss of absolute phase
information. Fig.10 shows the restored image after realigning it.
The Wiener filter corresponding to the tone interference is a notch filter
with zeros at the tone frequencies and a value of one at other frequencies.
Fig.11 shows the result of using the Wiener filter for one realization. As can
be seen, while the restored image is much cleaner, there are some artifacts;
dark bands behind the dome and the man's coat is pale. This is because when
removing the noise, the algorithm has also removed some signal energy. The
Wiener filter however suffers when there is imperfect knowledge of the auto
correlation of the noise. Fig.12 shows the effect of placing the last zero of the
filter at a frequency which is off by just -0.1% from the true location, thus
bringing out the sensitivity of Wiener filtering to deviations from assumed
autocorrelation. The misalignment seen is due to the jitter and can be cor
rected. The bispectral restoration from 100 transmissions appears to be the
best. Further improvements can be expected from more transmissions.
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4.4.1 Observations
Note that in order to use the method of averaging over realizations, we would
first have to correct for the jitter with some correlation method. This some
thing that is irrelevant when dealing with the bispectrum, owing to its phase
shift insensitivity.
Bispectral reconstruction tends to lose the absolute phase information of
the signal, thus producing a circularly shifted output. This could be very
easily corrected by manual methods.
It must be seen that unlike a technique such as Wiener filtering, a bispec
trum approach assumes far less of the statistics of the quantities involved.
The only requirement is that the noise, in which the independent realizations
of the signal are observed, has zero bispectrum. Thus, if multiple transmis
sions are available and if the autocorrelation of the noise is not known, it
might be preferable to use the bispectrum.
4.5 Example 5: 2-D Closed-Form Signal Recovery
Even though the core of this work is devoted to 1-d signal recovery proce
dures, some of the material were extended to 2-d in section 3. The following
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example illustrates, in simple terms, the closed-form signal reconstruction
approach for a 2-d array.
The following 4x4 signal was used to be reconstructed using the proposed
recovery procedure.
142.0000 102.0000 22.00000 13.00000
40.00000 56.00000 105.0000 -100.000
76.00000 12.00000 134.0000 43.00000
111.0000 10.00000 1.000000 17.00000
Reconstruction obtained from the true bispectrum is
142.0000 102.0000 22.00001 13.00000
40.00001 56.00002 105.0000 -100.000
76.00002 12.00000 134.0000 43.00001
111.0000 10.00000 1.000008 17.00000
4.5.1 Observation
This simulation was carried out with no noise, and was aimed only at demon
strating the
reconstruction procedures. More future work needs to be done
in exploring the 2-d
procedures.
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4.6 Example 6: 2-D Least Squares Phase Recovery
This example is intended to illustrate the 2-d least squares phase reconstruc
tion procedure that resulted from an extension of the 1-d counterpart of
Matsuoka-Ulrych.
The input considered for this purpose was
-1.0 0.9 0.8 1.0
0.7 -0.6 1.1 2.0
0.3 1.5 1.7 1.0
0.9 0.8 0.7 0.4
The matrix equation (3.72) (that resulted from the computations of the
various phase factors (after the removal of redundant terms) is
1 1 0 0 0
10 1-1 0 0
10 0 1-1 0













After solving this matrix
equation using Least squares procedure, the
50
output array obtained was
1.0031 0.2985 1.5094 1.6942
0.4054 0.9021 0.7922 0.6926
1.0147 -1.0134 0.8975 0.7913
2.0003 0.7030 -0.6003 1.1094
4.6.1 Observations
The output array was reasonably close to the input array, but for the circular
shift factor. Notice that The term 1.0, the left top term in the input array




Even though the bispectrum has been advocated in past as being a useful
tool for signal reconstruction, the existing methods for bispectral reconstruc
tion techniques prove insufficient, and perhaps, incapable of handling deter
ministic signals (physical objects) in noise. The properties of the bispectrum,
namely, (i) retaining magnitude and phase information, (ii) insensitivity to
linear phase shifts and (iii) identically being zero for gaussian processes have
prompted the use of bispectrum in a variety of signal processing areas in
cluding identification of linear transfer functions, detection of nonHnearity
etc.
The remarkable similarity in the relations of bispectrum of stochastic
transfer functions and deterministic signals was the main motivation in the
development of techniques for bispectral signal reconstruction. The bispec
trum of observations of signals in noise have enough information to recon
struct the signal, but for a linear phase shift.
This demands algorithms that
would use the bispectral values and compute the signal.
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One of the main contributions of this work was to emphasize that magni
tude reconstruction methods using the bispectrum inherently use bispectral
values that are biased by noise. This follows from the fact that additive noise
tend to bias the bispectral axes, and that it is not possible to expect unbi
ased estimates on these axes. It was shown that in order to obtain bispectral
estimates as close as possible to the true values, the recovery algorithms need
to stay of the bispectral axes.
The second main contribution of this work was to present two new mag
nitude recovery techniques that, indeed, stayed off the biased axes and per
formed better than the others. The advantages of using these methods over
existing ones were highlighted in the simulation studies, that compared the
existing techniques to the new techniques under various conditions. The
1-
d techniques were then extended to 2-d to show that the same magnitude
recovery problems associated with 1-d methods continue to exist in 2-d as
well.
Although the simulations show that the new recovery methods perform
far superior over the existing methods, they also showed that, at lower noise
levels, it may be possible to achieve better performance with non-bispectral
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techniques. However, at high noise levels, bispectral methods start to out
perform the other methods. This indicates that there is a tradeoff involved
in using bispectral methods over non-bispectral methods. This particular
study has to be done in detail in the future.
In the 2-d case, it is worth noting that while the bispectrum is insensitive
to translations, it does not exhibit any straightforward characteristics to
handle rotations. On similar lines, it is not clear at present if bispectral
methods can be used to handle two or more objects moving with respect to
one another.
One can only hope that, with an increasing use and research of bispectrum
and other higher-order spectra, the further advantages and
disadvantages of
bispectral methods will be brought out in the future.
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Figure 1: Reconstruction MSE plotted against varying
SNR for the MA process
in example 1 with 200 realizations in each
case. 20 independent Monte-Carlo
simulations were run. Note that the two proposed
methods (CF) and (LS) perform
much better than the (GS) and (BT)
techniques. (Markers on the curves indicate
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Figure 2: Reconstruction MSE plotted against varying SNR for the MA process
in example 1 with 500 realizations in each case. 20 independent
Monte-Carlo
simulations were run. Note that the two proposed methods (CF) and (LS) have
substantially lower MSE than the (GS) and (BT)
techniques. (Markers on the
curves indicate the exact values for which simulations were run)
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Figure 3: Reconstruction MSE plotted against varying SNR for the deterministic
object moving in colored noise in
example 2 with 50 realizations. 20 independent
Monte-Carlo simulations were run. (Markers on the curves indicate the exact
values for which simulations were run)
57









Figure 4: Reconstruction MSE plotted against varying SNR
for the deterministic
object moving in colored
noise in example 2 with 300 realizations. 20 independent
Monte-Carlo simulations were run. (Markers
on the curves indicate the exact
values for which simulations were run)
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Figure 5: Reconstruction MSE plotted against varying number of realizations for
the deterministic object moving in colored noise in
example 2 with 300 realizations.
10 independent Monte-Carlo simulationswere
run. (Markers on the curves indicate























1 1 1 1 1 1 1
40 4
Figure 6: Reconstruction MSE plotted against varying SNR for the deterministic
object moving in colored noise in example 3
with 300 realizations. This signal has
zeros in certain frequencies of its DFT. 20 independent Monte-Carlo simulations
were run. (Markers on the curves indicate the exact values for which simulations
were run)
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Figure 7: Original 127 x 128 cameraman image used for the simulation in example
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Figure 8: Figure shows a typical noisy transmission of the image (see text). Note
the degradation due to the sinusoidal noise and the circular shift due to the jitter.
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Figure 9: Figure shows the reconstructed image using Bispectrum with 100 trans
missions. Note the superior restoration of all features in the image. The circular
shift seen is due to the linear phase factor (see text)
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Figure 10: The restored image using bispectrum has been manually aligned to
eliminate the circular shift.
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Figure 11: The noisy image shown in the previous page passed through a Wiener
filter assuming a complete knowledge of the noise spectrum. Note that there are
certain artifacts introduced due to the filtering of some signal power, such as the
whitening of the coat and the darkening of the background.
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Figure 12: The noisy image shown in the previous page passed through a Wiener
filter assuming an incorrect knowledge of the noise spectrum (One misplaced fre
quency). Note that there is no significant improvement in the restored version
over the noisy one. The result shows
the importance of an exact knowledge of the
noise power spectrum in Wiener filtering.
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APPENDIX A
Here, we derive the equations to establish the necessary and sufficient con
ditions under which Bx(u>i,iv2) of (2.42) will be an asymptotically unbiased




x(n) + w(n) (A.l)
where w(n) is as in (2.41) Define
y(")(a;)=
y(n)e->














= yM(wi) YW(u)2) Y*(">(u>1+u)2) (A.3)
= [x^M +w^M\ [x^M
+ w(N\u)2)\
[X*{N\u,x + u)2) + W<N\iV! + u>2)] (A.4)
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= i(A,)(Wl)i(N)(W2)r(")(Wl+,2)
+ x^N\cv1)x^\u)2)w*(N)(u)1 + iv2)
+ XW(Ul) W^N\u2) x*{N\wx + w2)
+ X^N\cvx) WW{w2) W^V + iv2)
+ w^m xW(<v2) jr("Vi + u>2)
+ wWfa) X(N\u2) WW(uji + u2)
+ W{N\u)X) W(N\u)2) X*(N)(ux + w2)
+ WWfa) W^N\u)2) W*w(u)X+u,2) (A.5)
taking expected value on both sides of (A.3),
E[BW{ultu2)} =
X(N\u)x) X^N\u;2) X^im +u;2) +
XWfa) E[W(N\u2) Wl"\u>i +iv2)\ +
i(")(W2) E[w(N\tvx) wr^fa +u2)] +
X*^^ + iv2) E[WWM W^(u)2)} (A.6)
Let us define






^W)W WW(u,2)} = ^ r_(n - m) e~^ e"^ (A.8)
where r-U)U7(.) is the autocorrelation of the noise.
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where S(iv) is the power spectrum of the noise.
Therefore from (A.12) and (A.14)
lim PN(u)Uiv2) = 2vS(u>1)6(u>1 + u;2)
(A. 15)
N>oo
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X(a;) = lim X{N)(u)
Using this we have





Bx{uuu2) + 2ttX*(0) Sfa) %j + u/2) +
2ttX(0) S(cv2) Sfa) + 2ttX(0) Sfa) 6(lu2) (A.17)
= Bx(u)Uiv2) + 2ttX(0)[S(cv1) 6(cv2) +
S(u2) Sfa) + 5(wi) 5(wi + w2)] (A.18)
Hence we see that if and only if
oo
X()U = 2(n) = 0
OO
then
lim[B(ff)(Ull,2)] = #*(u>i,u;2) (A.19)
Since (2.42) provides a consistent estimate of i{.B(-'v)(u;1,u/2)}, it follows
from (A.19) that it provides estimates that tend asymptotically to Bx(u)i,iv2)
at all frequencies if and only if |A"(0)| = 0. Note that by moving off the axes
it is possible to get unbiased estimates even if |X(0)| ^ 0. This reinforces
the fact that the methods of reconstruction which use values of bispectrum
along the axes cannot be used for recovering signal in noise.
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APPENDIX B
Here we show that the Matrix A in (2.57) of section 3 is always of full
rank.
We will solve the row equations of the matrix to obtain a vector a =
[ai a2 a3 (note N > 8) such that A a = 0 . Our objective is to
show that the only possible solution for a is an all zero (trivial) solution,
which would satisfy the necessary and sufficient conditions for the matrix to
be full rank.
From the 1st row, we have
2a!+a2 = 0 (B.l)
or
a2 = 2a! (B-2)
from the 2nd row, we have








from the 3rd row,
ai + a3 + a4 = 0 (B.5)
or
c-4 = ai a3 => a4 = 2aa
Proceeding on similar lines,
a = <
2a! if n is even






2a2 + a4 = 0 => a4 = 2a2 =^> a4 = 4ai (B.8)
From (B.6) and (B.8),
2ai = 4aa =$> ax = 0 (B.9)
From (B.7) and (B.9) it is clear that the vector a has to be an all zero
vector, showing the existence of only the trivial solution. This proves Matrix
A is of full rank.
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