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Over the 1951-2009 time period, 47% of all tropical systems in the Atlantic Basin
transitioned to post-tropical storms. These storms are capable of producing hurricaneforce winds, torrential, flooding rains and storm surge that floods coastal areas. This
study adds to previous climatological work by completing a case-study of Hurricane Ike
(2008) and examining how teleconnections such as the El Niño Southern Oscillation
(ENSO), the Madden-Julian Oscillation (MJO), the Atlantic Multidecadal Oscillation
(AMO) and the Pacific Decadal Oscillation (PDO) contribute to the strength of a
transitioning post-tropical storm. T-tests performed show strong statistical relationships
between an increase (decrease) in post-tropical storm frequency and warm PDO – La
Niña (cold PDO – La Niña), cold PDO – ENSO neutral (warm PDO – ENSO neutral),
and warm (cold) AMO conditions. Moreover, nearly significant results were found for
the same increase (decrease) and La Niña seasons since (pre) 1980 and for cold (warm)
PDO conditions. Modeling the MJO suggests that increased (decreased) relative
humidity associated with the wet (dry) phase could increase (decrease) precipitation
output from the storm and decrease (increase) forward speed of the storm, decreasing
(increasing) wind speeds observed at the surface.
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CHAPTER 1
A LIFE CYCLE OF A TROPICAL SYSTEM

1.1 Introduction and Background
In the U.S., citizens are susceptible to seemingly every weather hazard that nature
can present to them. According to the National Oceanic and Atmospheric Association
(NOAA), the U.S. has experienced over $85 billion in flood losses between 1980 and
2011 and comes in first on the list of absolute tornado counts at over 1,000 per year
(NWS 2010; NCDC 2012). Moreover, the NOAA’s National Climatic Data Center
(NCDC) shows that out of all of the 134 billion dollar natural disasters realized in the
U.S. since 1980, 31 were tropical cyclones (NCDC 2012), further detailed in Table 1.1.
Torrential rains, tornadoes, violent winds and flooding are all hazards of a tropical
cyclone. Therefore, given the potential for devastation presented by storms of this
magnitude, the individuals with the power to protect people and their assets need to know
when and where tropical cyclones might do damage.
Ever since the devastation that Hurricane Katrina brought to the Gulf Coast region
in 2005, the people of the U.S. have become much more aware of the dangers inherent in
tropical cyclones. Much less attention, however, is paid to the threats that these systems
pose after they lose their tropical characteristics and continue the trek poleward as a
remnant low. Post-tropical cyclones are capable of producing heavy precipitation,
tornadoes and damaging winds long after landfall has been made. One example of these
threats is exemplified by a study conducted by Schultz and Cecil (2009). Their
climatology of tornadoes spawned by tropical cyclones from 1950 through 2007 shows a
1

difference between “inner” and “outer” tornadoes produced by a storm, showing that
tornadoes in the outer-regions of the storm are much more damaging. Curtis (2004) and
others have suggested that dry air, absorbed into the system in the mid-levels, helps to
clear skies and allow insolation to destabilize the boundary layer, influencing the
supercells themselves and promoting the development of baroclinic boundaries. The
regions most at risk for these tornadoes are those that are not immediately affected by a
landfalling tropical cyclone, but rather are located well inland. Ultimately, the states
typically battered by tropical systems are not the only ones at risk for damaging weather
during the hurricane season.
Tropical systems, before they are classified as post-tropical, undergo a transition
from a storm that exhibits tropical characteristics to one that more resembles a midlatitude cyclone. Currently, there is no universally accepted definition of extratropical
transition (ET) (Malmquist 1999; Hart and Evans 2001; Evans and Hart 2003; Jones et al.
2003). Tropical storms that undergo this transition evolve from a system with a compact
wind field and symmetric rainfall patterns to a system with a highly asymmetric setup.
Their research defines ET to show sustained thickness asymmetry of >10 m between 900
and 600 hPa corresponding to low-level frontogenesis, and that transition is completed
when vertical storm structure corresponds to a cold-cored vortex (Evans and Hart, 2003).
The area of gale force winds is often greatly increased, and the rains from these systems
are often on the opposite side of the high winds (Atallah 2001; Bosart et al. 2001; Hart
and Evans 2001).
Some of the most recent examples of damaging post-tropical systems are
Hurricane Ike (2008) and Hurricane Irene (2011). In addition to these two storms,
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Hurricane Sandy (2012) made landfall in New Jersey during the time of writing this
paper.
Ike caused devastating damages in the Ohio Valley region with a swath of
hurricane force wind gusts that knocked down weakened vegetation in the area after an
ice storm during the previous winter. Irene dumped torrential rainfall amounts in the
New England region, causing flooding issues that blocked access to much of the region.
Hurricane Sandy propagated northward along the coasts of South Carolina and North
Carolina and began to interact with a high amplitude trough that was digging into the
southeast and taking on a negative tilt. Upstream blocking caused the storm to take a
sharp left turn and slam into a densely populated area, flooding areas of New York City
with a storm surge nearing 10 feet, creating hurricane-force wind gusts in many places in
New England, and even spawning snowfalls in West Virginia and Kentucky that were
measured in feet. Needless to say, power outages and flooding rains inflict harm to the
population, and societal impacts from these tropical systems reach much farther inland
than coastal regions.
Post-tropical systems continue to pose a threat to the U.S. Understanding the
characteristics of the post-tropical system is contingent upon a comprehension of the
characteristics of the storm before it makes the transition from a tropical storm to a posttropical one. A review of recent literature aims to synthesize the life-cycle of a tropical
system and help in better understanding the threats involved with the post-tropical
system. Beginning with the generation of a system, whether it forms from an easterly
wave or from a low pressure system that spins up from a passing cold front, tropical
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systems all have metrics that can be quantified and used to describe the evolution of the
storm.

1.2 Generation of a tropical system
a. Caribbean Sea and Gulf of Mexico
Hurricane season in the U.S. climatologically begins in June and ends in
November. Despite this exclusion of the remaining months of the year, tropical activity
can occur, and has occurred, as early as April (TS Anna 2003) and has lasted into
December (TS Zeta 2005) in the Atlantic Basin. Tropical cyclone genesis during the
defined period of the hurricane season varies for many reasons, but is largely dependent
on sea-surface temperatures. Hurricane climatology published by the National Hurricane
Center shows an area of focus that originates in the Caribbean, expands outward into the
Atlantic with the onset of the North American summer season, and contracts back to the
Caribbean after the peak of hurricane season. Figure 1.1 shows the area of focus in the
Atlantic that spreads out to encompass the entirety of the Gulf Stream and much of an
area between 15º N and 20ºN west of the Leeward Islands (NHC, 2011).
Despite the relatively small area that tropical storms form within during the early
and late months of the season, thermodynamics play important factors in a developing
system, such as available latent heat. Emanuel (1987) describes how the tropical cyclone
makes a textbook example of the operation of a Carnot cycle of a mature tropical
cyclone. Heat input into the system is largely in the form of the latent heat of
vaporization. Near the eyewall, rising air helps to feed this energy to the system. During
the ascent of this air, total heat content is mostly conserved, but there is a large
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conversion of this energy from latent to sensible heat (Emanuel, 1987). Ultimately, the
upward flowing air loses the heat gained from the ocean by longwave radiation to space
as it flows outward at the top of the storm. In a steady state atmosphere, the mechanical
energy available to the storm is balanced by the loss of energy due to friction, a balance
which is described by Emanuel (1987) as:
ܹ ൌ ߝ߂ܳ
where ܹ is the work done against friction in the boundary layer, ߂ܳ is the total heat
gain from the sea surface and ε is the thermodynamic efficiency. As Emanuel shows,
applying Bernoulli’s energy equation, the total drop in pressure towards the eye of the
storm can be calculated based on knowledge of the frictional loss of energy in the
boundary layer (1987). Using sea-surface temperature, thermodynamic efficiency and
relative humidity, this calculation can be completed and offer insight into the maximum
intensity of the storm. In the Caribbean and the majority of the Atlantic, very high
maximum intensities are possible (Figure 1.2).
One key feature that contributes to tropical cyclone genesis and the achievement
of the maximum intensity in the Caribbean is the development of a trade wind easterly jet
stream in the area. Amador (1998) notes that this climate circulation of the tropical
Americas develops in the low levels of the atmosphere, especially between 925 hPa and
700 hPa, in the central part of the Caribbean Sea with an axis near 15ºN and a related jet
streak between 70ºW and 80ºW. From May to July, the wind speeds associated with this
feature increase to a maximum of about 14 m s-1, and then the mean current decreases
from the end of July to September. The exit region of this Caribbean Jet is consistent
with low level vertical velocity and a maximum of precipitation found in the eastern
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Caribbean during the summer months (Amador, 1998). Moreover, barotropic instability
is often met in this region, allowing disturbances to grow and extract kinetic energy from
the mean flow (Burpee 1972; Reed 1979, Amador 1998).
It is also possible that systems that grow into this region will have more available
energy due to an overall warming of the atmosphere in Caribbean Sea area. Jury (2011)
mentions that the accumulation of greenhouse gases and related absorption of radiation
has produced atmospheric warming that is greater in the Caribbean than elsewhere in the
tropics. Model projections and temperature profiles have shown that the rate of warming
at the top of the boundary layer is triple that of the ocean surface, meaning a declining
level of sensible heat fluxes in the region. This ultimately will mean that more latent heat
will be available to tropical systems and that more advection of heat, moisture and
momentum out of the region will follow (Jury, 2011).
Easterly waves from Africa also can propagate far enough westward before
developing tropical characteristics to initiate a hurricane in the Caribbean area and Gulf
of Mexico. Camargo et al. (2009) have shown that mid-level relative humidity, low-level
relative vorticity and the annual cycle are determinants by which intra-seasonal
oscillations, such as the Madden-Julian Oscillation (MJO) can affect tropical cyclone
intensity. The MJO will be discussed in greater detail further into this paper. Easterly
waves in the Caribbean often undergo westerly shear conditions in October when the
ITCZ is farthest south, but on their trek toward the Caribbean, can tap into outflow from
South America and strengthen (Jury, 2011). Wang et al. (2006) have shown that a lowlevel trough develops over the southeastern U.S. when the Atlantic warm pool is very
large, allowing westerly winds from the Pacific to limit moisture fluxes to the central
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U.S. but supplement them in the Caribbean and feed tropical cyclones there. Lower
latent heat fluxes will allow for thermodynamic instability favorable for the development
of an easterly wave in the Caribbean (Jury, 2011).

b. The African easterly jet, African easterly waves and their generation.
The main causes of the African Easterly Jet (AEJ) are latent and sensible heat
fluxes (discussed later in the paper). Sensible heat flux is the transfer of energy from the
Earth’s surface that has its effects in changing temperatures in the ambient atmosphere.
Latent heat flux is the transfer of energy from the Earth’s surface and is associated with
evaporation of water and the eventual condensation of that water vapor. Both of these
help to form thermal gradients that create the AEJ, as discussed further.
The AEJ, as described by Cook (1999), is a prominent feature of the complicated
zonal wind structure that forms over northern Africa in summer. It is typically confined
to a width of 5º-10º of latitude with the main core of the jet located near 15ºN on the west
coast. The jet may be instrumental in creating an environment in which African Easterly
Waves (AEWs) develop through baroclinic and barotropic instability. It forms as a result
of strong meridional soil moisture gradients, as seen in Figure 1.3 below (Cook, 1999).
Cook notes that positive temperature gradients, sea-surface temperatures and clouds are
not large enough to produce the easterly jet without the soil moisture gradient. Less
clouds and water vapor to the north result in smaller downward longwave surface fluxes
in the north and the upward longwave flux at the surface increases from south to north
due to the increased thermal emission from the warmer surface. The source of the strong
meridional temperature gradient in the area is latent heat flux and sensible heat flux. The
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largest gradients in both fluxes are coincident with the largest soil moisture gradient and
are centered on the latitude of the jet (Cook, 1999).
Pertinent to strong soil moisture gradients is the soil heat flux. Santanello and
Friedl (2003) have shown that diurnal variation in soil heat flux is a key constraint on the
amount of energy available for sensible and latent heating of the lower troposphere. Soil
heat flux is strongly related to net radiation. The authors’ study shows that soil moisture
exerts an important control on this relationship (ground flux divided by net radiation) and
that the amplitude of diurnal surface temperature can be used to predict the magnitude
and behavior of this relationship by integrating the effects of soil type and soil moisture
(Santanello and Friedl, 2003). A negative flux is realized earlier in the afternoon for
moist soils because of their higher thermal conductivities and evaporation rates. Satellite
derived quantities, such as leaf-area index and the surface temperature wave can aid in
the modeling of the AEJ. The implications on the location of the positioning of the AEJ
are obvious; with net radiation being greater in the Sahara and soil moisture being greater
south of the desert, the AEJ is pretty much confined to the region where the grasslands of
central Africa meet the dry environment of the Sahara.
Given the importance of sensible and latent heat fluxes in the formation of the
AEJ, having the ability to sufficiently model these phenomena can aid in the prediction of
a developing system. Sensible heat flux under naturally occurring convective conditions
can be much more complicated than those idealized in models. Kondo and Ishida (1997)
developed a method to calculate the sensible heat flux under natural conditions using
both indoor and outdoor experiments. They show that the change in virtual temperature
should be substituted for the difference between the ground temperature and the air
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temperature when doing this calculation. A method for calculating latent heat fluxes was
proposed by Schulz et al. (1997). Using satellites, latent heat fluxes were derived and are
comparable to globally distributed ship and buoy measurements. They note a standard
error of 30 W m-2. Newer instruments could be able to better represent these
calculations, and potentially calculate them with better precision over land as well, aiding
in understanding sensible and latent heat fluxes involved with a developing tropical
system (Schulz, 1997).
AEWs are a type of atmospheric trough seen in the northern and western African
region. These waves, often times strengthened by the AEJ, are areas of concern for
forecasters in Mexico, the U.S. and the Caribbean because they can strengthen into
tropical cyclones (see Figure 1.4). Around 60 % of Atlantic tropical cyclones originate
from tropical waves (AOML, 2011). These waves typically follow areas of sinking, dry
air blowing from the northeast around the Azores High. They can develop as far east as
Sudan in east Africa and travel westward in the band of easterly winds in the region.
AEWs are synoptic-scale systems with a typical wavelength of 2000-4000 km.
They develop on the AEJ (Thorncroft and Blackburn 1999) from a mixed baroclinicbarotropic growth mechanism (Thorncroft and Hoskins 1994) and tend to be triggered by
upstream convection. Peak amplitudes are seen close to the level of the AEJ, near 600700 hPa, and at low levels poleward of the AEJ near low-level baroclinicity.
Developing AEWs are typified by more of a cold-core structure two days before
reaching the West African coast (Hopsch et al. 2009). As they move westward,
convective activity increases farther in the vicinity of the Guinea Highlands region.
Then, just before the wave reaches the ocean, it increases its vorticity at low levels,
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consistent with a transformation to a warm-core structure (Hopsch et al. 2009).
Convection is then maintained along the trough over the ocean. Non-developing AEWs
show a similar development, except for that the amplitude of the wave is much less and
there is less convective activity in the Guinea Highlands region. It has more of a dry
signal just ahead of the trough in the mid and upper levels of the atmosphere (Hopsch et
al. 2009). These waves that do not develop are likely advecting in dry air from the
equator, inhibiting convective activity.
Tropical clouds can also play a role in the surface and atmospheric energy budget.
Tian and Ramanathan (2001) estimate cloud radiative forcing and clear-sky radiation at
the surface and in the atmosphere using satellite-observed radiation budgets at the top of
the atmosphere and empirical parameterizations derived from radiation models and field
observations. Moreover, clouds diminish the sensible heat flux between the continent
and the ocean, having implications on convective activity related to AEWs. High clouds
over the ITCZ exert a positive Cloud Radiative Forcing of about 70 W m-2, whereas the
opposite can be said about clear-sky conditions.

1.3 Fluxes in the storm and how AEWs develop.
Latent heat flux is essential for a tropical wave to strengthen into a tropical
cyclone.
Cione, Black and Houston (1999) provided a statistical summary of surface
moisture parameters from hurricanes over the ocean. They show that sensible heat flux is
maximized near the equator and latent heat flux is maximized farther away from the
equator. Values of total surface heat flux decrease somewhat exponentially with
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increasing radial distance from the hurricane’s center. Their study goes on to show that
latent and sensible heat flux profiles from their work compare well with estimates made
in previous studies. Rapid increases in total surface heat flux (sensible heat flux plus
latent heat flux) are observed near the inner core of the storm. This rapid rise in the
surface sensible heat flux impacts the Bowen Ratio (a method used to describe heat
transfer, sensible heat flux divided by latent heat flux) near the eye (Cione et al. 1999).
The increase in the Bowen ratio (sensible heat flux) shows the hurricane’s heat engine at
work and a strengthening cyclone, especially inside the hurricane boundary layer, an area
in which frictional effects lead to the convergence of air and direct it inward toward the
eyewall, feeding the storm with additional energy.
Latent heating released in clouds is the main driver of tropical cyclone genesis
and intensity change (Emanuel 1986). Inside the hurricane boundary layer, both
momentum and latent heat flux are evident. Guimond et al. (2011) explain that even
though latent heating in cloud systems drives many atmospheric circulations, including
tropical cyclones, not much is understood about its magnitude or structure. Using the
latent heat of condensation and evaporation data gathered from Doppler radar, the authors
augment and improve the basic retrieval algorithm used by the radar. The errors in the
magnitude of the retrieved heating are controlled by errors in vertical velocity (Guimond
et al. 2011). The smaller the updraft, the greater the observed error is. A histogram
plotted by the authors shows a left-skewed relationship for latent heat retrieval (K h-1) for
vertical velocities > 5 m s-1 in their case study of Hurricane Guillermo (1997). Rainfall
rates have also been used to compute latent heat (Adler and Rodgers 1997; Sitkowski and
Barnes 2009). The downfall of this approach is that it uses a vertically integrated
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quantity and provides less information on cloud structure. This could potentially offer
some insight into a developing tropical system, but Dvorak techniques may be needed in
combination with what the authors have proposed in order to get a complete grasp of how
the system is developing. The implications of newer, more accurate measurements of
latent heat fluxes inside the hurricane, as described above, can help in better
understanding how the tropical system is developing and deriving its energy. Moreover,
the additional methods in calculating conditions which are crucial to modeling a tropical
system can only benefit operational forecasting of these storms.
Modeling tropical storms can be difficult without accurate prediction of sensible
and latent heat fluxes over the air-sea interface (Drennan et al. 2007; Mueller and Veron,
2009). These types of fluxes are important boundary conditions for models so that they
can capture the physics involved with weather and climate. Mueller and Veron (2009)
have presented a method of predicting heat fluxes over the interface without being
dependent on explicit heat flux components. They’ve shown that scalar fluxes at higher
wind speeds, often experienced during a tropical cyclone, may indeed deviate
substantially from those predicted by previous theories of heat and mass transfer in rough
flows. This new method could greatly impact how operational models understand the
development of an AEW or an existing tropical cyclone. In addition to this, other
potential methods have been developed to advance the knowledge of how roughness
length schemes for surface heat fluxes in the model could affect a simulated hurricane.
Because being able to correctly simulate how a storm will develop could directly impact
millions of people, understanding how a storm develops is a key to better forecasting
these events. Bao et al. (2001) developed a few roughness length schemes to match
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observations under low and moderate wind conditions, but could not get them to fit under
high wind conditions (greater than 25 m s-1). Further research into the theory of the “high
wind” simulations could help understand how the hurricane interacts with the air-sea
environment.
Another example of the importance of accurate initial conditions and
parameterizations when modeling these storms is offered by Drennan et al. (2007) in
which they have shown that in the high-wind boundary layer of a hurricane, bulk fluxes
are not equal to those used in theory or in operational models used by the National
Hurricane Center prior to 2007. They explain that hurricanes do not develop when using
these parameterizations. Flux measurements are crucial inside the high-wind area in
order to better predict these systems. This leads to problematic times in attempting to
forecast based on model output. One potential solution was provided by Yu et al. (2003).
In place of modeling all of the U.S. flux products, the flux product that they produced
synthesized modeled flux variables with satellite observations. The authors show that the
ECMWF and the NCEP Atmospheric Model Intercomparison Project Reanalysis data
have large turbulent heat loss (~20 W m-2), which can impact affect modeling the tropical
systems forming in the Atlantic Basin. As the world gets a larger ocean-wide datacollection system, more verification can be done to check if this synthesizing process is a
viable alternative to modeling all of the U.S. flux input to a simulation. Until then,
modeling the U.S. fluxes, and for the most part, the influence of any teleconnections on
tropical systems, is still the only source of initial and boundary conditions for models.
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1.4 Teleconnective influences and tracking the system
Large scale climate variations, such as the El-Niño Southern Oscillation (ENSO),
the North Atlantic Oscillation (NAO), the Pacific Decadal Oscillation (PDO) the Atlantic
Multidecadal Oscillation (AMO) and the MJO are known to have an important impact on
tropical cyclone development in the Atlantic (Malmgren 1998; Barlow 2001; Mantua and
Hare 2002; Zhang 2005; Knight 2006; Wang et al. 2007; Wang 2008; Camargo 2009;
Shaman 2009; Klotzbach 2010; Kossin 2010; Lupo 2010). How each of them influences
the cyclone itself and its development is described in detail.
Madden and Julian (1994) summarized their prior research on the 40-50 day
oscillation by referencing the coherence squared analysis that they completed on data
collected from rawinsondes and spectral analysis. The authors noticed strong coherence
between surface pressure, zonal winds, and temperatures at various levels of the
atmosphere that spread over a large area of the western Pacific Ocean. This wave
propagated toward the high west-latitudes and lasted for a maximum of 41-53 days.
Klotzbach (2010) has shown relationships between Atlantic cyclogenesis and relative
humidity, upper level and lower level winds. This relationship can be directly tied to the
phase of the MJO. Also, Klotzbach (2010), using an MJO index developed by Wheeler
and Hendon (2004), notes that there are significant differences in frequency and intensity
of tropical cyclone activity in the Caribbean, the Gulf of Mexico and the tropical Atlantic,
all varying with the phase of the MJO. This could be caused by upper and lower level
winds and relative humidity. The author notes that because the MJO is generally
predictable out to about two weeks, the relationships that he notes may be useful for
short-term predictions of tropical cyclone activity in the Atlantic. This predictability can
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help in understanding the wind and latent heat energy anomalies associated with the
MJO, and also the strong cyclonic vorticity anomalies associated with the oscillation.
Strong vorticity anomalies are due mainly to meridional shear of the zonal wind
and are coincident with positive precipitation anomalies all related to the MJO (Maloney
and Hartmann, 1999). Tropical cyclones that develop in an environment fostered by
MJO may magnify these vorticity anomalies through latent heat release and associated
circulation intensification, providing a positive feedback mechanism by which the
cyclone can sustain itself or intensify when supplemented by an active MJO cycle. A
graphical representation of the precipitation anomalies is shown in Figure 1.5.
Predicting the MJO involves determining the phase that the oscillation is in.
Typified by its spatial patterns of enhanced and suppressed rainfall in the tropics, the
phase of the convection is generally determined by where the enhanced rainfall has
propagated. The periods of enhanced rainfall propagate eastward after initiating in the
Indian Ocean. This phase results in more frequent tropical cyclone activity. It is known
that in phases one, two, seven and eight temperature in the western U.S. is much cooler
than average, and in phases three through six temperatures are much warmer than
average. This is in direct correlation to the anomalous rainfall associated with the MJO
(Gottschalck, 2008). Wheeler and Hendon (WH) (2004) created an additional MJO index
which is currently used operationally by the CPC and assigns an index to the MJO based
on its spatial location. Using this index, phases five, six, seven and eight would
collectively be the wet phase in the Atlantic Ocean Main Development Region (MDR),
helping to identify potential areas of convective development.
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Being able to identify and predict the MJO can help in predicting active periods of
tropical activity for a couple of reasons: increased westerly wind shear and anomalous
relative humidity ahead of the center of convection. Relative humidity in the areas just
east of the area of convection show a marked increase that is directly related to the MJO.
The increase in relative humidity destabilizes the atmosphere and has been linked to an
increased frequency of tropical cyclones when compared to the inactive dry phase.
Mesoscale convective organization in the equatorial Pacific was at a maximum just prior
to the maximum in convection associated with the MJO passage (Zhang, 2005). Tropical
cyclones followed this event.
In addition to the impacts seen from the increase in relative humidity, wind
forcing and latent heat flux are also produced by the MJO. During strong MJO events,
the mean wind speed over much of the western Pacific Ocean from the equator to 15º S is
increased by almost 1 m s-1. The increased wind speed corresponds to an increase in
latent heat flux of about 23 W m-2 (Shinoda and Hendon, 2002). With this amount of
evaporative cooling, air-sea coupled processes in the western Pacific warm pool could be
impacted strongly, helping to foster an environment favorable for tropical cyclone
development (Figure 1.6).
In addition to the influences of the MJO, the PDO can also play an important role
in tropical development in the Atlantic MDR. Although the effects of the PDO are not
directly known, it has been shown that under certain conditions in the Pacific, tropical
activity has shown a marked increase.
Mantua and Hare (2002, p.39) note that “many of the climate anomalies
associated with PDO are broadly similar to those connected with ENSO variations “(El
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Niño and La Niña). Mapping the November-April PDO index and the 0.5 degree gridded
surface temperature using precipitation data, Mantua and Hare (2002) argue that the
correlations mapped suggest patterns of PDO precipitation anomalies, patterns such as
warm phases of PDO (cool SST in the middle Pacific, warm SST along the coast of the
Americas) coinciding with wet subtropics but dry tropics and midlatitudes in both North
and South America. Other studies, such as Lupo (2010), have found that during the
positive PDO phase, the interannual variability between storm occurrences in hurricane
seasons is much greater over the entire basin. While cold PDO phase showed little
ENSO related variability, the positive phase coupled with La Niña conditions produced
more and stronger hurricanes overall despite fewer active months throughout the season.
In addition, more Caribbean and Gulf region hurricanes occurred (Lupo, 2010).
One potentially identifiable, indirect effect of PDO, and even ENSO, on tropical
activity is ridging and troughing across the U.S. Barlow et al. (2001), describe the
relationship between the three primary modes of Pacific sea surface temperature
variability — ENSO, PDO, and the North Pacific mode — and U.S. warm season by
analyzing precipitation, drought, and stream flow data. The authors note that the
summertime sea-surface temperature departure from normal (associated with the Pacific
decadal oscillation) is primarily located north of the 30ºN latitude. The ridging and
troughing over the U.S., through modulation of the jet and associated baroclinic activity,
is consistent with wetter conditions in the central and eastern regions and drier conditions
in the Northwest. In addition, ridging in the southeast provides a “window” for an
approaching storm system to enter and make landfall along the Atlantic or Gulf Coasts of
the U.S.
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The PDO is not the only decadal oscillation that can have an influence on tropical
activity in the Atlantic. The AMO is a mode of variability in the Atlantic Ocean that
manifests itself in sea-surface temperatures. Knight, et al. (2006), have shown that AMO
and its fluctuations of Atlantic sea-surface temperatures (SST) have a direct impact on
climates such as North Eastern Brazilian and African Sahel rainfall, Atlantic hurricanes
and North American and European summer climate. They have shown that warmer
AMO phases and higher SST cause a shift in the mean Intertropical Convergence Zone
(ITCZ) to a more northward position, which in-turn reduces North Brazilian Rainfall.
Moreover, using model simulations, they have shown a link between AMO and wind
shear in the MDR. During transitional periods of AMO, shear decreases, and hence,
allows for the development of any tropical waves in the MDR.
In the positive phase of the AMO, SSTs are much greater than average and in the
negative phase, SSTs are much less than average. Currently, since the late 1990s, the
Earth has been in the positive phase of the AMO, which has also coincided with some of
the most active hurricane seasons ever recorded in the Atlantic, including the record year
of 2005. The increased SSTs in the Atlantic lead to an increase in latent heat flux and
sensible heat flux, providing more energy to a developing tropical system.
Wang, et al. (2007) summarize their research relating AMO to Atlantic hurricanes
and rainfall in the India/Sahel region by agreeing that the multi-decadal oscillation has a
great deal of impact on activity in the Atlantic Basin. Their research shows that ENSO
may play a role in the interannual variability of the Atlantic hurricane season but is not as
important as AMO. The AMO, induced by thermohaline circulation and ocean heat
transportation fluctuations, may be related to anthropogenic climate change. Wang, et al.
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(2008), detail how warm pools of water in the Atlantic show a link between AMO and
tropical cyclone activity in the Atlantic Ocean. The Atlantic Warm Pool comprises the
Gulf of Mexico, the Caribbean Sea, and the western tropical North Atlantic. They note
that Atlantic Warm Pool variability can occur from year to year or on multidecadal
timescales that coincide with the signal of AMO. The cool phases of AMO, directly
related to smaller pools of warm water at the AWP, show that the influence of AMO on
Atlantic tropical cyclone activity is related to the atmospheric changes that occur because
of the induced sea-surface temperature anomaly caused by AMO. Lastly, they note that
the smaller pool of warm water at the AWP increases the effects of vertical wind shear in
the MDR of tropical cyclones and decreases the moist static instability of the troposphere,
both of which disfavor the development of tropical cyclone activity (Wang, 2008).
Two additional teleconnections known to impact activity in the Atlantic basin are
ENSO and NAO. ENSO is described much like the PDO is, but occurs on an annual time
scale rather than the decadal time scale of the PDO. The NAO, however, is the dipole in
the Atlantic formed by the Icelandic low and the Azores High. The positive phase of the
system represents a stronger pressure gradient between the two systems, and usually a
westward expansion of the Bermuda high that helps to direct AEWs and other storms
more toward an area favorable for making landfall in the U.S (Figure 1.7).
Malmgren, et al. (1998), show that ENSO, NAO, and the climate in Puerto Rico
are related. They found mean air temperature and ENSO events to be inversely related.
During El Niño years warmer SST is transferred from the eastern equatorial Pacific to the
western equatorial Atlantic. This is contrary to the inversely related annual mean
precipitation pattern and the NAO index during the winter months. This hints at the
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potential for using NAO indices in modeling and predicting the potency of upcoming
hurricane seasons, at least up to about the two-week time frame.
Shaman, et al. (2009), reference the long-known statistical association between an
El Niño event and a low incidence of Atlantic hurricanes. The correlation that they
mention is attributed to increases in upper tropospheric westerlies over the main region in
which development of these storms occurs. Stronger winds increase wind shear, which
prevents vertical development of the storm. Using the linearized barotropic vorticity
equation they found solutions that indicate two competing stationary Rossby wave
responses are the cause of the shear over the MDR of tropical cyclogenesis. During the
height of the summer season they show via statistical correlation that the North AfricanAsian jet stream does aid in the propagation of westward Rossby waves, and that in the
latter stages of the Atlantic season, El Niño should have little effect on tropical
cyclogenesis in the Atlantic basin.
Kossin, et al. (2010), conducting a study to determine how climate modulates the
paths hurricane tracks take, note that ENSO, the Atlantic Meridional Mode (AMM), MJO
and NAO have the most significant impact in modulating both deep tropical systems and
storms that are more baroclinic in nature. Moreover, the authors observed that the storms
that formed in the Gulf of Mexico, accounting for a majority of landfalling hurricanes in
the U.S., show no real trend between path and climate modulation.

1.5 Post-tropical cyclones
The potential for damage to life and property from tropical cyclones is well
known and recognized by the public, but much less attention and acknowledgment is
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given to the hazards posed by a tropical system that transitions to a post-tropical one.
During the process of ET, a tropical system develops into an extratropical storm,
evolving into a fast-moving system that can produce intense rainfall and possibly large
waves, spawn tornadoes and bring hurricane force winds well inland to areas that do not
typically experience these conditions.
The process of ET occurs in nearly every ocean basin that experiences tropical
cyclones (Hart and Evans 2001; Jones et. al. 2003; Gilliland 2011) and ultimately poses a
significant challenge to forecasters. There are large uncertainties involved with
forecasting the increased translation speed associated with the storm, the potential for
rapid reintensification and the severity of the weather associated with ET, mainly due to
the lack of quality associated with numerical models. In the Atlantic Ocean basin, nearly
the entire hurricane season can be a threat for ET, with the months of August and
September being the peak period for ET to occur (Jones et. al. 2003; Gilliland 2011).
As described earlier, there is no accepted definition of ET, but the general nature
of the transition involves increased baroclinicity and vertical shear as the storm moves
poleward, meridional humidity gradients, a decreased Rossby number and weak/strong
SST gradients (depending on location) (Jones et al 2003; Hart and Evans 2001). When
the tropical cyclone begins to interact with the midlatitude baroclinic environment, the
characteristics of the storm change to show thickness asymmetry between 900 and 600
hPa, low-level frontogenesis, a compact wind field and displacement of moisture and
precipitation to the northeast quadrant of the storm. Surface pressure typically decreases,
most likely due to the reduced surface fluxes over land or over cooler water. The
movement of the transitioning tropical system into the midlatitude westerlies results in an
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increased translation speed, effecting wind speeds at ground level and contributes to the
axisymmetric distributions of severe weather elements (Jones et al 2003; Hart and Evans
2001).
Forecasting ET is a problem that still exists today. A forecaster must predict not
only the track and intensity of the system but also the strength and distribution of surface
winds and precipitation. If ET occurs and there is the potential for interaction with a
midlatitude system, satellite imagery would suggest that the cyclone is weakening due to
the deteriorating eyewall. The increased translational speed of the accelerating system
compounds forecasting the location and duration of hazardous weather events, such as
the events experienced in the Ohio Valley during the ET of Hurricane Ike (2008).
Numerical models are not of much assistance to the forecaster at this point,
providing a precarious situation to forecasters downstream of the forecasted track of a
transitioning system. At the start of ET, heavy precipitation becomes embedded in the
large cloud shield associated with the tropical cyclone outflow, extending from the center
of the storm poleward. This is not always expected downstream of the center of low
pressure, posing flooding threats inland. Cold air damming, common east of the
Appalachian Mountains in the U.S. can enhance precipitation events during ET as well,
further explaining the risk of precipitation from a post-tropical cyclone. Models are not
capable of accurately describing quantitative precipitation forecasting (QPF) without
precise predictions of the track, intensity and structural changes of storms undergoing ET.
Without accurate lateral boundary conditions and initial conditions, models are
essentially useless, even those designed to forecast tropical systems (Davidson and
Weber 2000; Jones et al 2003)
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Despite the forecasting challenges that are faced during ET, one potential aid to
forecasters and model developers could be accurate soil moisture measurements.
Kishtawal et al (2011) have shown that soil bulk density (soil heat capacity) has a
dominant influence on the cyclone decay process, ultimately affecting the onset of ET.
The decayed inland cyclone intensities in the study they performed were positively
correlated with the cube of soil bulk density and was higher for higher intensity cyclones.
Moreover, Kellner et al (2011) have shown that in the case of Tropical Storm Erin
(2007), a storm that rapidly reintensified over Oklahoma and spawned several tornadoes,
anomalous soil moisture availability contributed to the strength of the decayed storm.
While Erin never reached hurricane strength and never underwent ET, this could be a
lead for forecasters in determining the strength of a post-tropical system.

1.6 Research questions and justification
A life-cycle of the Atlantic and Caribbean tropical cyclone has been provided.
Many different factors, such as sea-surface temperature, teleconnections, wind patterns
and energy transport influence the formation and strength of a tropical system. Latent
heat flux is vital to a developing tropical system, whether it is from an AEW or
convection organizing in the Caribbean. The increased energy provided to a system via
latent heat flux allows for the sustenance of convection or the increased development of
an AEW. The instability in the atmosphere, augmented by clouds supplying latent heat
energy to a developing system, supplies the necessary fuel for a cyclone. In return, the
cyclone continues to supply moisture to clouds, leading to a positive feedback
mechanism crucial for storm development. Partially responsible for this mechanism is
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the sensible heat flux. With increased sensible heat flux, convective activity increases
and transfers additional moisture into the atmosphere.
This research aims to build upon existing knowledge relating to post-tropical
cyclones and how teleconnections influence their development, most importantly the
MJO. Ultimately, the goal is to attempt and answer the following research questions:


Are certain synoptic scale conditions more likely to lead to the development
of potent PTC?



Is there any seasonality involved with the strengthening of PTCs, specifically
variations related to teleconnective influences?



Does the strength of a landfalling tropical system affect the strength of the
PTC after transition has taken place?



Will changes in relative humidity associated with the MJO affect the strength
of a PTC?

1.7 Methodology
In searching for answers to the previously stated hypotheses, there are a few
methods that could be undertaken, including extensive statistical analyses (Hart and
Evans 2001; Jones et al. 2003; Gilliland 2011), case studies (Harr et al. 2008); and
modeling studies of many different types. The completion of this study will mesh each of
these options to add to the research that has been done relating teleconnective influences
to ET. The aims are to offer an increased understanding of the transition of Hurricane Ike
(2008), and to attempt and model the influence of a particular teleconnection in the MJO.
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Despite its enormous impacts in the Ohio Valley experienced long after landfall,
no detailed case study of Hurricane Ike has been completed. Many studies have been
completed examining Hurricane Ike as it was a tropical system (Berg 2008; Zhao 2009;
Komaromi et al. 2011) and examining the public health and social consequences of the
extratropical system (Schmidlin 2010), but a detailed thermodynamic and synoptic scale
description of the system has yet to be done. Using data gathered from the National
Weather Service Office in Louisville, Kentucky, and North American Regional
Reanalysis Data (NARR), a case study is completed, analyzing the details that
contributed to the high winds and flooding rains spawned by Ike.
In addition to the case study of the storm, a much broader scale, statistical
analysis is completed using a dataset compiled by Gilliland (2011) from the National
Hurricane Center’s HURDAT Best Track Data. The original data set has been
manipulated to include the date and time of ET, storm name, latitude and longitude of
transition, a 3-month average of the Oceanic Niño index, monthly values for the AMO
and PDO, a 5-day average of the PNA, a 5-day average of the NAO, a 5-day average of
the AO and a 5-day average of the MJO, all during the life of the storm. Because of the
inability of models to accurately capture the influences of many teleconnections
(Davidson and Weber 2000; Jones et al 2003), it is necessary to look at both short-term
and long-term averages to identify any trends in ET related to teleconnective activity. A
similar study has been completed by Lupo (2010), one in which tropical cyclone averages
were calculated during La Niña, ENSO neutral and El Niño years. Producing numbers
for decadal and multidecadal teleconnections that are as robust as those for annual
teleconnections is certainly not possible given the lack of data that is available. However,
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understanding how these teleconnections relate to ET can only further the knowledge
available to forecasters and researchers.
Lastly, as noted by Jones et al. (2003), operational models still are cumbersome
when attempting to resolve solutions revolving around ET and PTCs. Even more so,
models aren’t quite capable of accurately representing the Madden-Julian Oscillation.
The current operational model, developed by Wheeler and Hendon (2004), uses an
ensemble approach, but ensemble members vary significantly after about a 10 day span.
However, it has been shown by Zhang (2005) that the relative humidity increases ahead
of the main center of convection associated with the MJO, likely affecting Atlantic and
Gulf tropical systems. Using the Weather Research and Forecasting model version 3.3.1,
a sensitivity test is completed testing whether the increased moisture availability 24 hours
from landfall will play a role in the strength of the post-tropical cyclone. The
parameterization scheme used includes Single-Moment 5 class microphysics, RRTM
longwave radiation, Dudhia shortwave, Yonsei University boundary layer physics and
Kain-Fritsch cumulus parameterization (outer domain only). Model output is then postprocessed using the NCAR Command Language (NCL) version 6.1. Diagnostic
variables that are examined include geopotential height, pressure, 10m winds, and both
convective and non-convective components of total precipitation.
The goal of this research is to add to a knowledge base that is lacking in certain
areas. Much research has been done over the last decade relating to PTCs and ET, but
little effort has been placed into better understanding the role that teleconnections play in
the onset of ET, the duration of a PTC, and its strength. In performing the case study of
Hurricane Ike, the statistical analysis of PTCs and modeling the MJO, knowledge about
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teleconnective influences on this entire process can be added for the research community
to build on. As previously stated, modeling the MJO is still a challenge facing the
research community. There are many variables that could be considered when attempting
to capture its influences on a PTC, but trying all of them is beyond the scope of this
research project.

27

Table 1.1: NCDC Billion Dollar Disasters (1980-2011) (NCDC 2012)

Disaster
Type

Number of
Events

Percent
Frequency

CPI-Adjusted
Damages
(Billions of Dollars)

Percent
Damage

Severe Storm

44

32.8%

96.1

10.9%

Tropical Cyclone

31

23.1%

417.9

47.4%

Flooding

16

11.9%

85.1

9.7%

Drought

16

11.9%

210.1

23.8%

Wildfire

11

8.2%

22.2

2.5%

Winter Storm

10

7.5%

29.3

3.3%

Freeze

6

4.5%

20.5

2.3%
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Figure 1.1: National Hurricane Center climatology describing tropical cyclone genesis likelihood
and tracks for the months of June (top), September (middle) and November (bottom). From
http://www.nhc.noaa.gov/climo/
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Figure 1.2: Minimum sustainable central pressures (hPa) under September mean climatological
conditions, assuming an ambient pressure of 1015 hPa Emanuel (1987).
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Figure 1.3: (a) Soil moisture description for GCM Jul simulation. Contour interval is 2 cm of
water. (b) Jul surface temperature climatology from GCM. Contour interval is 2 K; heavy line
denotes Africa as resolved in the model. Cook (1999).
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Figure 1.4: Clockwise flow around the Azores high advects dry air from the northeast, steering
AEWs toward the western Atlantic.
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Figure 1.5: Precipitation anomalies for phases 2 and 6 of MJO. (Maloney and Hartmann 1999)
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Figure 1.6: The MJO, as it oscillates, and its related effects are obvious from this graphic.
(Kessler and Kleeman 1999)
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Figure 1.7: Shown are the Icelandic low and the Bermuda/Azores high, the two pressure systems
that influence the strength of the NAO.
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CHAPTER 2
A CASE STUDY OF HURRICANE IKE (2008)

2.1 Introduction
Until 2011 with the landfall of Hurricane Irene, the U.S. had not experienced a
landfalling hurricane since Hurricane Ike in 2008. The 2008 Atlantic hurricane season
was particularly active, with 16 named tropical systems and 8 hurricanes, 5 of which
developed into major hurricanes (NHC 2012). Ike was the most destructive and most
intense tropical system to form during the active 2008 season, reaching Category 4
strength and causing more than $27 billion in damage and more than 112 deaths (NCDC
2010) in the Caribbean and the U.S. (NHC 2012).

2.2 Background
Hurricane Ike was a long-lived Cape Verde hurricane that developed from a welldefined wave propagating off of the African coast on August 28. An area of low pressure
developed along the wave axis early the next day, producing bursts of thunderstorm
activity as it moved south of the Cape Verde Islands (Berg 2008). The low pressure
center was not able to maintain organized deep convection for several days, but organized
well enough to be deemed a tropical depression by 0600 UTC on September 1, about 675
kilometers west of the Cape Verde Islands and 1400 kilometers east of the Leeward
Islands (see Figure 2.1 below). By 1200 UTC that day, the depression strengthened
quickly to tropical storm strength, and during the next two days intensified further,
moving west-northwestward over the tropical Atlantic being steered by a strong
subtropical ridge to the north. Over this time period, Ike was surrounded by dry air and
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was unable to develop organized convection in its inner core, potentially contributing to
its lack of development during the early parts of its life-cycle (Berg 2008).
Based on visible and microwave satellite imagery, strong convective banding
began to wrap around the center of Ike by 1200 UTC on September 3. By 1800 UTC, an
eye had developed when it was centered about 600 kilometers east-northeastward of the
northern Leeward Islands, leading to the storm’s upgrade to hurricane status (Berg 2008).
The weakening of the subtropical ridge in place across the northwestern Atlantic allowed
Ike to move on a more west-northwesterly track. Strong northerly upper level winds on
the west side of the low pressure area were potent enough to inhibit the outflow on the
north side of the hurricane, but other conditions, however, where sufficient for
development.
Dvorak satellite estimates suggest that Ike strengthened from an intensity of 55
knot winds at 0600 UTC on September 3 to its peak intensity of 125 knot winds in 24
hours. Reconnaissance aircraft was unable to verify this information, though, as the
storm was out of range for a mission (Berg 2008). After Ike reached its peak intensity, an
upper-level ridge northwest of the hurricane strengthened and 25 to 30 knot northerly
wind shear caused the storm’s cloud pattern to become asymmetric. The storm continued
to weaken during the next few days, even causing Ike to drop below major hurricane
status for a brief period (Berg 2008).
Building mid-level high pressure over the western Atlantic caused Ike to turn west
late in the day on September 4, even causing the storm to make a west-southwesterly
motion, something uncommon for a storm that eventually moves into the Gulf of Mexico
(Berg 2008). As northwesterly shear eased over Ike early on September 6, deep
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convection redeveloped over the northern half of the storm, allowing for strengthening
again to Category 4 status. Ike passed just south of the Turks and Caicos Islands and
eventually made landfall on Great Inagua Island in the southeastern Bahamas around
1300 UTC on September 7 (Berg 2008).
From this point forward, Ike made a second landfall in Cuba around 1400 UTC on
September 9 and emerged into the Gulf of Mexico, undergoing eyewall replacement over
the warm waters across this area. Subtropical ridging strengthened again late on
September 10, turning Ike to the west-northwest. Ultimately, Ike made landfall in
Galveston, Texas on September 13 as a strong Category 2 storm with maximum winds of
95 knots. The storm’s interaction with Cuba, causing much of the hurricane’s inner core
to become disrupted, likely prevented a much stronger system from emerging.
Weakening to a tropical storm by 1800 UTC just east of Palestine, Texas, the storm was
no longer classified as tropical by 1200 UTC September 14 (Berg 2008) and quickly
exited the contiguous U.S. by the end of the day.

2.3 Post-tropical evolution
At the time of Hurricane Ike during the peak of the hurricane season in 2008, an
ENSO-neutral pattern was beginning to set up in the Pacific. 3-month mean temperature
(ºC) anomalies from the June/July/August mean up to the time of Hurricane Ike were
observed to be less than the 0.5 degree threshold. Because of the transition from a La
Niña episode to ENSO-neutral conditions, this likely means that La Niña wind patterns
were still influencing weather across the Gulf of Mexico, conditions that are known to
reduce vertical wind shear in the Gulf. In the Ohio Valley, La Niña patterns are known to
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cause warmer than average temperatures in the Ohio Valley (Mays et al 2009). Coupled
with the displaced, colder air mass that would eventually accelerate Ike, a stronger
baroclinic zone, in this case, would have been present for the strengthening of the storm.
In fact, Figure 2.2 below shows that anomalies of as much as -3.5ºC were seen across the
Plains below the trough axis approaching the Ohio Valley, showing the strength of the
trough and how strong the baroclinic zone was. (CPC 2012)
In addition to the remnant effects from La Niña, the NAO had switched back to a
positive phase after 5 months of being strongly negative with values as much as 1.73
standard deviations below normal. In fact, the NAO was negative for the majority of the
first two weeks of the month. The NAO two days before landfall and the day of landfall
was -0.018, -0.328, -0.112 standard deviations respectively, then strengthened rapidly
from September 13 to September 20 to a value 1.638 standard deviations above normal.
The stronger pressure gradient associated with the positive NAO likely lead to the
strengthening and westward expansion of the Bermuda high, increasing the pressure
gradient between it and the approaching trough, an observed quality of PTCs from Jones
et al (2003). (CPC 2012)
The PNA had been nearly at climatological averages during the month of July, but
strengthened during August and September to 0.92 and 1.12 standard deviations above
normal. The resultant increase in heights over the western U.S. would help dislodge a
colder air mass from Canada and increase meridional patterns across the southeast.
However, during the week of Hurricane Ike approaching Galveston, Texas and affecting
the U.S., the PNA was in a negative phase. From September 10 to September 15, three
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days before landfall and the day the storm exited North America, the PNA was observed
at values 0.306 to 0.837 standard deviations below average.
The MJO was active at this time as well. The Climate Prediction Center’s
statistical forecast for the MJO constructs 10 regions whose derivations are available
online (CPC 2012). Regions 9, 10, 1, 2, 3, and 4 were all in the negative phase. 200 hPa
velocity potential in this area as well as outgoing longwave radiation are indicative of
strengthening westerly winds and cloudiness. The negative values, indicative of areas of
enhanced convection, were isolated to the Pacific. Figure 2.3 below is a visual
representation of the MJO during the year of 2008.
The atmospheric setup at the time could be necessary for storms of Ike’s caliber.
A strong NAO helped to strengthen a pressure gradient across the eastern U.S. La Niña
effects on upper-level wind patterns were likely still being observed at the time.
Ultimately, PTC Ike continued poleward into a strong baroclinic zone and an area that
was under the influence of a strong pressure gradient.
At 1200 UTC September 14, 2008, the onset of ET had already taken place in
PTC Ike. At this time, a deep trough across the western half of the U.S. can be seen, one
that would quickly advect eastward. As described by Jones et al. (2003), forcing of this
nature in the midlatitudes increases forward speed of post-tropical systems. A slight
shortwave associated with PTC Ike can be seen over south-central Missouri as well as
strong high pressure centered over the Carolinas and Virginia. The tight pressure
gradient between the trough to the west and high pressure to the east can be inferred at all
levels of the atmosphere from the geopotential height gradient and played a key role in
the strong winds produced by Ike as it quickly moved to the northeast and exited the
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country by 0000 UTC September 15. In addition to the influence of the pressure
gradient, the position of the right-rear quadrant of a jet streak oriented from Iowa
northeastward into Canada and curving around the upper-level ridge would provide
divergence necessary for intensification of PTC Ike until it was absorbed into the mean
flow (Figure 2.4).
As seen in Figures 2.5 and 2.6, strong positive isentropic potential vorticity
advection was occurring upstream of the center of PTC Ike in Indiana and central
Kentucky, again suggesting favorable conditions for the transfer of high momentum air
down to the surface. Winds of 60 knots are noticed in southern Illinois, creating
divergence near the low pressure center of the system. Ike would quickly lift out of the
Ohio Valley northeastward toward Ontario, Canada, creating wind damage all along its
path. As Durkee et al. (2012) have noted, isentropic potential vorticity values exceeding
2 units are only seen above the tropopause. These higher values hint at a potential
tropopause fold in the areas that witnessed the high winds.
At 700 hPa, a strong dewpoint gradient is noticed along the eastern axis of the
approaching trough, indicating the beginning of frontogenesis at the lower levels of the
atmosphere (shown in Figure 2.7). Moreover, thickness asymmetry can be inferred along
the areas of western Kentucky and southern Indiana where the majority of the severe
weather of PTC Ike was experienced, both of which follow the definitions of Jones et al.
(2003) and Hart and Evans (2003). The center of PTC Ike can be accurately determined
from the 700 hPa map since the storm had become essentially vertically stacked by this
time. The tongue of moisture seen around the center of Ike would lead to flooding issues
(AP 2008) in northern Illinois as Ike moved northeastward. Seven counties in Illinois
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were declared disaster areas and more than one million were estimated to be without
power after as much as 8 inches of rain fell in areas in Indiana, Illinois and Missouri (AP
2008).
Thickness asymmetry can also be inferred at the 850 hPa level, just under the
definitions of ET provided by Jones et al. (2003) and Evans and Hart (2003). Around the
center of low pressure, the stronger winds at this level are displaced to the eastern half of
the system, contrary to the levels above it, as seen in Figure 2.8. This is confirmed again
in Figure 2.9 at the 925 hPa level, but thickness asymmetry is not as easily inferred at this
level. The strong dewpoint gradient seen from central Texas, through the center of the
storm in Missouri and oriented poleward exhibits the displacement of the heavy
precipitation associated with the tropical cyclone outflow. This follows the analysis of
Jones et al. (2003) and explains the precipitation that was overwhelming to areas of
Missouri, Indiana and Illinois. Moreover, frontogenesis can be inferred in these areas,
and baroclinic instability is seen in the entire area, exemplifying the density differences
experienced by the storm as it moves into the midlatitudes.
Figure 2.10 shows the position of the broad area of low pressure in eastern
Missouri that had become PTC Ike. Central pressure of PTC Ike at this time was 988
hPa, creating the extreme pressure gradient between it and high pressure to the east that is
typical of nonconvective high wind events (Ashley and Black 2008). A 10º to 15º
temperature gradient is noticed behind the front, indicating its strength. The map also
shows how the heavy precipitation is oriented poleward and is displaced from the area of
highest wind speeds, following the findings of Evans and Hart (2003).
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GFS soundings for Lexington, Kentucky (Figure 2.11) from a model run
initialized 1200 UTC September 14, 2008 show that by 1800 UTC that day, a very
unstable layer existed at the surface, providing necessary conditions for the high
momentum air aloft to be translated to the surface. Many of the problems caused by PTC
Ike were exacerbated by damage caused by an ice storm earlier in the year, but many
homeowners reported damage to homes without falling tree limbs (AP 2008). Lapse
rates in the lowest 100 hPa were at or above 11.2ºC. Modeled helicity values for the
same time period were above 300 m2s-2, suggesting that the main storm mode under
strengthening PTC Ike would be damaging winds.

2.4 Conclusions
With the available upper air maps and sounding data, ET of PTC Ike occurred
very quickly, with winds strengthened by the forward translational speed of the
accelerating system. Flooding and hurricane force winds were experienced across the
Midwest, and Ike exemplified the definitions provided by both Jones et al (2003) and
Evans and Hart (2003). Despite the relatively low occurrence of these types of systems
(Gilliland 2011), Hurricane Ike and PTC Ike should be examples of storms that
forecasters well inland of areas directly impacted by tropical systems should be aware of.
Torrential rains and damaging winds caused devastation from Chicago to Louisville that
totaled $2.3 billion in non-flooding related losses and $4.7 billion in total losses (Berg,
2008). 28 deaths occurred from Tennessee to Michigan and as far east at Pennsylvania.
Losses from PTC Ike are likely underestimated, given the cap of $250,000 placed on
claims, and rival those experienced from the F5 Xenia tornado of 1974. Storms like Ike
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are something that must be better understood to aid forecasters and modelers in better
predicting the potential for damages such as this.
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Figure 2.1: National Hurricane Center Best Track Data showing the development of Hurricane
Ike (NHC 2012).
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Figure 2.2: Skin Temperature anomaly from September 14, 2008 (NOAA ESRL 2012)
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Figure 2.3: 3 month Pentad average of MJO indices. Blue (red) areas indicate regions of
enhanced (suppressed) convection. (CPC 2012)
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Figure 2.4: 300 hPa geopotential heights, wind speed and vectors from 1200 UTC September 14,
2008.
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Figure 2.5: 500 hPa geopotential height, wind speed and vectors from 1200 UTC
September 14, 2008.
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Figure 2.6: 500 hPa geopotential height and 850 hPa isentropic potential vorticity from 1200
UTC September 14, 2008.
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Figure 2.7: 700 hPa geopotential heights, winds, temperature and relative humidity from 1200
UTC September 14, 2008.
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Figure 2.8: 850 hPa geopotential height, relative vorticity and wind vectors for 1200 UTC
September 14, 2008.
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Figure 2.9: 925 hPa geopotential, winds and temperature from 1200 UTC September 14, 2008
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Figure 2.10: Surface map showing pressure, dewpoint (fill), high/low pressure and fronts from
September 14, 2008. Dewpoint values below 10ºC are not plotted.

54

Figure 2.11: 1200 UTC GFS model Bufkit Sounding (NWS 2012).
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CHAPTER 3
TELECONNECTIONS AND PTCs: 1951-2009

3.1 Introduction and background
Teleconnections such as the NAO, PNA, AO, PDO, AMO, ENSO, and others are
known to have significant effects on the atmosphere-ocean coupled climate system, and
more specifically hurricane season in the Atlantic basin (Barlow et al. 2001; Mantua et al.
2002; Gottschalk 2008; Camargo et al. 2010; Lupo 2010). The NAO, a dipole measuring
the pressure gradient between the Icelandic Low and the Bermuda High, could very well
have an influence on the isallobaric wind component of damaging PTCs and the steep
pressure gradient that leads to increased translational speed of the accelerating system,
both of which are defined by Jones et al. (2003) and Evans and Hart (2003). The PNA, a
quadripole consisting of centers of action that include the Aleutian Islands, Hawaii, the
Rocky Mountains and the Southeastern U.S., can have influences on the positioning of
the jet stream and the relatively cooler air that would interact with a transitioning PTC.
Little work has been done examining the effects of these and other climate variables or
any influence that they may have on ET and the transitioning PTC. Without this work
and knowledge, understanding how the strengthening NAO may increase forward
translational speed, understanding how the positive phase of the PNA may provide for
troughing in the Midwestern U.S. to interact with a landfalling cyclone, and
understanding how other teleconnections may allow for potent PTCs will be much harder
to understand.
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3.2 Data
Using NOAA HURDAT data gathered by Gilliland (2011), relational queries
were made to select all tropical systems between the years of 1951 and 2009 that
transitioned to post-tropical. The trimmed dataset contains the year, month and day of
transition, how long the storm survived as a PTC, the name of the storm, coordinates of
ET, daily values of the NAO, PNA and AO corresponding with ET, five day averages of
the NAO, PNA and AO centered on the date of ET, monthly values of the AMO and
PDO, and a three month average of the ONI. After removing the duplicate entries taken
every six hours in the original HURDAT dataset and selecting only those storms that
underwent ET, 251 storms were identified to have undergone the ET process during the
study period. Table 3.1 below shows an example of how the dataset appears.
Gilliland’s (2011) study of convective and non-convective high wind events
spawned by PTCs includes a climatology of ET that adds to the work of Jones et al.
(2003) and Evans and Hart (2003). Figures 3.1, 3.2, and 3.3 show a climatology of
tropical cyclones and PTCs on various spatial and temporal scales. Essentially, the
figures show no steep increase in PTCs until the recent decade and that those areas at the
highest risk for tropical systems are not necessarily the only ones at risk for damaging
PTCs.
Adding to the work of Jones et al. (2003), Evans and Hart (2003), and Gilliland
(2011), additional climatological work is completed to further examine the influence
teleconnections have on PTCs and the process of ET.
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3.3 Analysis
Using the ONI data gathered from the NOAA CPC, Table 3.2 classifies the years
of the study period (1951-2009) based on ENSO phase. El Niño, La Niña and ENSO
neutral years are classified by examining the 3-month ONI averages of July, August,
September and October, which represent the core of hurricane season. If 50% of the
period, or more, was part of an El Niño or La Niña, the year was also classified as such.
Otherwise, the year is considered neutral.
Table 3.3 outlines the number of PTCs from 1951-2009, separated by ENSO
phase. Hotspots for ET during El Niño, La Niña and ENSO-neutral conditions were
calculated along with K-means analysis for each of the hotspots. During the neutral
season, the center of the large hotspot near Nova Scotia is further west than that of the El
Niño hotspot. The Polar Jet stream is displaced farther north during an El Niño season.
For a storm to reach this position while still moving through the mid-latitude westerlies,
it must maintain itself much farther west before encountering baroclinic instability
sufficient for transitioning. Only the La Niña hotspot (Figure 3.4) analysis is statistically
significant, however, as found by the K-means testing (Figure 3.5).
The beginning of the satellite era is a time commonly used to delineate between a
pre-climate-change and post-climate-change Earth (Houghton et al. 2001). It is clear that
even over a longer period of time, no real increase in PTC occurrence has been noticed,
except for the most recent decade. This finding coincides with the finding of Gilliland
(2011) who also notes that PTC occurrence has stayed nearly constant over the decades
despite the influence of climate change. Whether or not climate change may eventually
manifest itself in this manner is beyond the scope of this research, however, and will not
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be discussed. In comparing Table 3.4and Table 3.5, the average number of PTCs per
season has increased slightly, agreeing with previous research. The most notable increase
is experienced during a La Niña season.
The La Niña trough, typical of the area from the Dakotas toward New England, is
the likely culprit for the increase. Its position is seen below in Figure 3.6. Upper-level
support can provide for deepening of a PTC and can provide the cold-air advection
necessary for the transition to a cold-core vortex. These PTCs are tracking along the Gulf
Stream, propagating over regions of warm waters but encountering cold air in the lower
latitudes of Canada.
Hart and Evans (2003) found that during the positive phase of the NAO, ET
frequency decreased significantly. This matches with definitions, considering that during
the negative NAO phase, the Bermuda High, rather than the Azores High, is the dominant
subtropical feature in the Atlantic, helping to steer more storms over land where a
stronger baroclinic zone would be encountered.
As described by Mantua and Hare (2002), the PDO, depending on its current
phase, can enhance or weaken the effects of ENSO. The warm PDO phase, for example,
providing a decades-long, warmer-than-average pool of water in the eastern Pacific,
coupled with an El Niño, can have noticeable effects on the weather patterns in the
Atlantic basin. Mantua and Hare have defined the warm and cold phases of the PDO to
include the years listed in Table 3.6. These years are also stratified by ENSO phase for
further examination. Table 3.7 and Table 3.8 stratify the number of PTC transitions by
cold and warm PDO phases as well as ENSO phase.
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Table 3.7 and Table 3.8 suggest large differences between the two phases of the
PDO. During the cool phase, a significant increase in PTC occurrence is experienced
when coupled with ENSO neutral conditions. This confirms the findings of Goodrich
(2007) who found that neutral ENSO-cold PDO years had similar climate influences as
that of La Niña. The p-value obtained when comparing to all of the cold PDO storms is
very low, indicating a low probability of observing this value at random. During the
warm phase of the PDO, a large increase is experienced during La Niña conditions, a
finding that is also extremely statistically significant.
Figure 3.7 below shows a difference between the mean 500 hPa geopotential
heights during warm PDO and cold PDO years. Red values, indicating more ridging
(troughing) during the warm (cold) phase of the PDO, are seen over the southeastern
U.S., while blue values, indicating increased troughing (ridging) during the warm (cold)
phase, are seen over the Great Plains and the Rocky Mountains. Adding to this is Figure
3.8, showing the difference between the mean 500 hPa geopotential heights during El
Niño and La Niña years (El Niño minus La Niña).
This coincides with Figure 3.4, showing a hotspot along the Chesapeake Bay and
northeast of Nova Scotia during La Niña years. Weather conditions vary the positioning
of the Bermuda High, which serves as one of the primary steering mechanisms for
tropical cyclones. Under the proper circumstances, transitioning systems can be directed
toward eastern Virginia or poleward toward an area of increased troughing near the
northern extent of the Gulf Stream, both of which are areas that frequently see ET occur
during La Niña. In addition to the above, Figure 3.7 shows an area of lower 500 hPa
geopotential heights during cold PDO conditions. This would provide the area of
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increased baroclinicity needed for ET to begin. It should be noted that near normal and
above-average PNA conditions are typical of ENSO neutral years. This would position a
trough over the central and eastern U.S. These conditions, including the increased
baroclinicity over the southeast and a fast moving trough, more than meet the previous
findings of Jones (2003) and Evans and Hart (2003) and should be considered when
forecasting for a potential ET event and PTC.
Finally, examining the decadal oscillations by themselves reveals that while the
PDO by itself does not quite create a significant increase/decrease in PTC occurrence
(see p-value from Table 3.9), the AMO shows significance. During the warm phase of
the AMO, heat content in the Atlantic MDR is greater, which has been shown to lead to
an increased frequency of tropical systems by simply providing increased latent heat
energy to westward propagating waves and developing systems. The cold phase of the
AMO would create the opposite conditions. The significance of the AMO and its
influences on PTC occurrence is likely due to the increase/decrease in tropical cyclone
frequency and less on any effects that it may have on atmospheric circulations over the
continental U.S. As Knight et al. (2006) have discussed, the warm phase of the AMO
provides for decreased vertical wind shear across the Atlantic MDR while the opposite is
true during the cold phase. Additionally, the authors note that while this may explain
some of the multidecadal variability in hurricane (and PTC) activity, it does not include
any influences from anthropogenic climate change. It will have to be seen whether or not
climate change may become more discernible this way.
After identifying some important features of the PTC evolution between seasons
and the effects that teleconnections may play here, the 20 longest lasting systems are
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examined. Storms that can maintain their strength pose an increased threat to a greater
portion of the U.S. Likely transition regions for the storms with the highest durations are
calculated but are not statistically significant. Table 3.10 shows teleconnection
information about these systems, ranking them by duration and Figure 3.9 shows hotspot
analysis of the high duration storms. Two distinct areas of ET are noticed, with one
hotspot occurring much farther equatorward than the majority of the transitioning storms.
This would explain why many of these high duration PTCs last longer than the others.
The increased distance traveled by a PTC that transitions closer to the equator would
allow for its sustenance for a greater amount of time. One possible cause would be that
many of these longest-lasting storms undergo ET in the late summer and early fall, a time
in which maximum baroclinic instability could be achieved during the transition between
the hot and cold seasons. Something else to consider is the influence individual
teleconnections may play. Both the AMO and the PDO, when comparing the averages of
the highest duration storms with the averages of the entire dataset, return p-values of
0.07, nearing the 95% confidence envelope. Figure 3.10 outlines the transition times of
these longest lasting PTCs.
The frequencies of the longest-lasting PTCs in Figure 3.10 matches up well with
the findings of Gilliland (2011), who shows in Figure 3.3b that developing PTCs occur
late in the season, with most of them happening at the peak of hurricane season in
September. These storms are transitioning at a time when oceanic heat content is at a
maximum but as the solar declination decreases, baroclinicity begins to increase as
continental temperatures decrease.
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3.4 Conclusion
Climatic variability in the ocean and in the atmosphere is identified in many
different ways through the different teleconnections that have been identified. The more
common and frequently discussed variable ENSO and the oceanic variables PDO and
AMO, have shown to play a significant role in whether conditions are conducive for a
tropical storm or hurricane to undergo ET in the mid-latitude baroclinic environment.
This adds to previous climatological work completed by Jones (2003), Evans and Hart
(2003), and Gilliland (2011), who had not considered how the PDO, coupled with the
three ENSO phases, may modulate the process of ET. Finally, while the AMO has been
shown to be very significant in either high frequency PTC years or low frequency PTC
years, this is likely a byproduct of higher or lower heat content in the Atlantic MDR
being translated poleward through increased tropical cyclone activity.
Previous research on the AMO has shown multidecadal variability with the AMO
and Atlantic SSTs which correlates well with periods of higher or lower tropical cyclone
activity. Therefore, while this may be a manifestation of climate change, the significance
of this finding is immediately called into question and attributed to an increased
frequency of tropical systems, not any significant role played in the process of ET or the
ingredients necessary for this process. With the goal of this research being to provide
additional information to forecasters who may encounter ET or a PTC in the future, new
information has been added to a knowledge base that is increasingly valuable to maritime
and coastal forecasters. The hopes are that this information, specifically that stratifying
PDO phases by ENSO years, will help forecasters identify periods of interest when
potentially dealing with an ET event.
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Table 3.1: Excerpt from HURDAT and teleconnection dataset used.

YEAR

MONTH

DAY

NAME

LAT

LONG

DAILY
NAO

FIVE
DAY
NAO

DAILY
PNA

FIVE
DAY
PNA

1951

5

23

ABLE

37.1

‐63.6

‐0.304

‐0.3894

‐0.076

0.1484

1951

9

10

FOX

49.6

‐29.9

‐0.751

‐0.6064

0.845

0.971

1951

9

12

EASY

39

‐46.9

‐0.48

‐0.7056

0.861

0.6668

1951

10

7

HOW

41.2

‐55.3

0.616

0.5624

1.675

1.6222

1952

2

4

NOTNAMED

32.9

‐75.6

‐0.176

0.0194

0.611

0.6398

1952

9

8

BAKER

47.8

‐49.3

‐0.507

‐0.4688

‐0.002

0.0666
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Table 3.2: El Niño, La Niña and ENSO neutral years.

El Niño Years
1951,1957,1963
1965,1969,1972
1976,1977,1982
1986,1987,1991
1994,1997,2002
2004,2006,2009

La Niña Years
1954-1956
1962,1964
1970,1971
1973-1975
1985,1988
1995,1998,1999
2007

TOTAL:
18 years

TOTAL:
16 years
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Neutral Years
1952,1953
1958-1961
1966-1968
1978-1981
1983,1984
1989,1990
1992,1993,1996
2000,2001,2003
2005,2008
TOTAL:
25 years

Table 3.3: PTC Occurrences, separated by ENSO phase, from 1951-2009. La Niña, El Niño and
Neutral seasons classified using NOAA Climate Prediction Center 1971-2000 Oceanic Niño
Index Climatology.

ENSO
PHASE
La Niña
Neutral
El Niño
Total

COUNT
71
112
68
251

NUMBER OF
YEARS
16
25
18
59

66

COUNT PER
YEAR
4.44
4.48
3.78
4.25

T-TEST
P-VALUE
.556
.426
.135
-----

Table 3.4: PTC transitions 1951-1979. La Niña, El Niño and Neutral seasons classified using
NOAA Climate Prediction Center 1971-2000 Oceanic Niño Index Climatology.

ENSO PHASE

COUNT

La Niña
Neutral
El Niño
Total

41
45
31
117

NUMBER OF
YEARS
10
11
8
29

67

COUNT PER
YEAR
4.10
4.09
3.88
4.03

T-TEST
P-VALUE
.054
.179
.148
.165

Table 3.5: PTC transitions 1980-2009. La Niña, El Niño and Neutral seasons classified using
NOAA Climate Prediction Center 1971-2000 Oceanic Niño Index Climatology.

ENSO PHASE

COUNT

La Niña
Neutral
El Niño
Total

30
67
37
134

NUMBER OF
YEARS
6
14
10
30

68

COUNT PER
YEAR
5.00
4.79
3.70
4.47

T-TEST
P-VALUE
.054
.179
.148
.165

Table 3.6: PDO years stratified by ENSO phase, as defined by Mantua and Hare (JISAO, 2011).

Cool phase (negative) PDO:
1951-1976, 1999-2002, 2006May 2009

ENSO
Phase

Warm phase (positive)
PDO: 1977-1998,
2003-2005

La
Niña
(cool)
ENSO
Neutral

1954,1955,1956,1962,1964,1970,1971,1973,1974
1975,1999,2007

1985,1988,1995,1998

1952,1953,1958,1959,1960,1961,1966,1967,1968,
2000,2001,2008,

1978,1979,1980,1981,1983,1984,1989,1990
1992,1993,1996,2003,2005

El
Niño
(warm)

1951,1957,1963,1965,1969,1972,1976,2002,2006,
2009

1977,1982,1986,1987,1991,1994,1997,2004
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Table 3.7: Cold PDO PTC transitions by ENSO phase. La Niña, El Niño and Neutral seasons
classified using NOAA Climate Prediction Center 1971-2000 Oceanic Niño Index Climatology.
Cold PDO from Mantua and Hare (JISAO, 2011). Statistically significant frequencies are shaded.

ENSO PHASE

COUNT

La Niña
Neutral
El Niño
Total

48
63
42
153

NUMBER OF
YEARS
12
12
10
34

70

COUNT PER
YEAR
4.00
5.25
4.20
4.50

T-TEST
P-VALUE
.003
.008
.106
-----

Table 3.8: Warm PDO PTC transition by ENSO phase. La Niña, El Niño and Neutral seasons
classified using NOAA Climate Prediction Center 1971-2000 Oceanic Niño Index Climatology.
Warm PDO Mantua and Hare (JISAO, 2011). Statistically significant frequencies are shaded.

ENSO PHASE

COUNT

La Niña
Neutral
El Niño
Total

23
49
26
98

NUMBER OF
YEARS
4
13
8
25

71

COUNT PER
YEAR
5.75
3.77
3.25
3.92

T-TEST
P-VALUE
.003
.008
.106
-----

Table 3.9: PTC occurrence during warm and cold phases of AMO and PDO from 1951-2009.
Significance is calculated comparing opposite signs of each phase against each other and
significant values are shaded.

TELECONNECTION
AND PHASE
Warm PDO
Cold PDO
Warm AMO
Cold AMO

COUNT
98
153
147

NUMBER
OF YEARS
26
34
30

104

29

72

COUNT
PER YEAR
3.77
4.5
4.9

T-TEST
P-VALUE
.058
.058
.0001

3.59

.0001

Table 3.10: Longest lasting PTCs ranked by duration. NAO, PNA and AO are 5-day averages
for the index and AMO, PDO are monthly values. ONI is a 3-month average.
YEAR

DUR

NAME

NAO

PNA

AO

AMO

PDO

ONI

1995

222

MARILYN

0.7462

1.8654

0.2772

0.087

1.16

-0.5

1986

216

CHARLEY

-1.0232

-0.9802

-0.986

-0.239

0.22

0.5

1991

198

BOB

1.484

0.0946

1.3782

-0.078

0.36

0.9

1996

186

JOSEPHINE

1.346

0.357

1.7194

-0.119

-0.33

-0.2

2003

156

NICHOLAS

-1.1756

0.2726

-0.3374

0.463

0.83

0.5

2009

156

GRACE

0.5728

1.5406

2.0638

0.096

0.52

0.9

2006

144

FLORENCE

-0.0314

0.4454

1.025

0.406

-0.94

0.6

2003

132

ANA

0.0084

0.1322

0.2524

0.107

1.18

0.1

1976

126

ANNA

0.1912

-1.2258

0.1068

-0.165

1.28

0.3

2008

126

LAURA

0.8036

2.7354

-0.7524

0.238

-1.55

0

1957

120

NOTNAMED

-0.4444

0.3142

-1.5268

0.003

1.76

0.9

2005

120

OPHELIA

0.4024

1.6094

1.4554

0.458

-0.46

0.2

1953

120

DOLLY

-0.364

0.2866

0.4322

0.295

-0.63

0.4

1956

120

FLOSSY

-0.013

0.9146

-0.7

-0.074

-0.71

-0.8

1995

114

ALLISON

-0.6988

0.6588

-0.927

0.396

1.27

0.2

2006

114

ALBERTO

0.9282

0.321

1.8918

0.37

1.04

0.2

1998

114

EARL

-1.2798

0.0458

-1.2392

0.449

-1.21

-1

1958

108

HELENE

-0.012

-0.3676

-0.2982

0.228

0.29

0

2005

108

DELTA

0.2694

0.314
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Figure 3.1: The yearly distribution of tropical storms (white) and PTCs (black) as classified by
the NHC from 1950-2010 (Gilliland 2011).
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Figure 3.2: The distribution of tropical storms (white) and PTCs (black) by (a) decade and (b)
monthly from 1951-2009. The black line represents the percent of tropical storms classified as
PTC. (Gilliland 2011).
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Figure 3.3: Total number of (a) tropical systems and (b) PTCs observed by state. (Gilliland 2011).
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Figure 3.4: PTC Transitions during La Niña Years
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Figure 3.5: K Means Analysis of La Niña ET Hotspots. Significant clustering is seen at smaller
distances.
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Figure 3.6: La Niña jet stream pattern (CPC 2012).
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Figure 3.7: 500 hPa composite geopotential height difference (warm minus cold) between PDO
years. Contours begin at 4 m with an interval of 2 m. Data from NOAA ESRL PSD (2012) and
include geopotential height mean values from the months of hurricane season, June through
November.
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Figure 3.8: 500 hPa mean geopotential height difference (La Niña minus El Niño). The data are
from NOAA ESRL PSD (2012) and include geopotential height mean values from the months of
hurricane season, June through November.
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Figure 3.9: Hotspot analysis of 20 longest lasting PTCs from 1951-2009.
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Figure 3.10: 20 longest-lasting PTC transition periods.
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CHAPTER 4
MODELING THE EFFECTS OF THE MJO

4.1 Introduction and background
In the early 1990’s, using a coherence-squared analysis, Madden and Julian
(1994) discovered a global scale oscillation relating surface pressure, zonal winds and
temperatures at different levels of the atmosphere. This oscillation, one that would later
take their names, propagated eastward toward the high west-latitudes and lasted for 40 to
50 days. The MJO has been shown by many to be related to the frequency and intensity
of tropical cyclones in the Caribbean, the Gulf of Mexico and the tropical Atlantic, all
depending on the phase of the MJO (Wheeler and Hendon 2004; Zhang 2005; Klotzbach
2010). Relative humidity values increase ahead of the eastward-propagating wave
(Zhang 2005; Klotzbach 2010) as well as lower-level and upper-level zonal winds.
Vertical shear and moisture availability through latent heat flux are keys to tropical
cyclone activity, both of which can be modulated or enhanced through the MJO. Given
this knowledge, and the fact that the MJO is predictable up to about two weeks
(Klotzbach 2010), there is the potential for predicting PTC activity that could affect
people and their interests in the open waters of the Atlantic.
Modeling the effects of MJO on PTC intensity is something that has not been
attempted yet, and as has already been identified, operational models are not yet capable
of interpreting the conditions responsible for the ET process (Jones et al. 2003).
Investigating how the MJO may affect ET and PTC intensity involves singling out one of
the variables identified by previous research and testing how sensitive ET is to these
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changes. In this case, a sensitivity test is completed examining how manipulating relative
humidity changes the ET process and PTC intensity. Initializing the Weather Research
and Forecasting model version 3.3.1 with NARR data, the parameterization scheme used
includes Single-Moment 5 class microphysics, RRTM longwave radiation, Dudhia
shortwave, Yonsei University boundary layer physics and Kain-Fritsch cumulus
parameterization (outer domain only). These schemes are used regularly in sensitivity
tests done by Mahmood (2011), Quintanar (2012), Leeper (2011) and Fan (2007, 2009).
Model simulations are initialized 24 hours prior to landfall of the tropical system and
relative humidity values are modified within the area whose boundaries, shown in Figure
32, are 30ºN, 95ºW, the southern and eastern extents of each model domain. Even during
a particularly strong MJO event, changes in relative humidity related to the wave would
likely not occur so far north. However, given the purpose of this research, both extremes
must be tested when examining the sensitivity of a phenomenon to a perturbation such as
this one.
Five separate storms, Hurricane Ike (2008), Hurricane Ivan (2004), Tropical
Storm Matthew (2004), Tropical Storm Josephine (1996) and Hurricane Opal (1995),
were modeled with this experimental design. Relative humidity is changed to 100% and
down to 0% in the area outlined in Figure 4.1, from the surface up to 500 hPa. Each of
these storms is compared to a control run for analysis. Using the NCAR Command
Language, or NCL version 6.1, scripts were written so that analysis of 500 hPa
geopotential heights, accumulated rainfall and surface pressure could be calculated and
plotted. The storms are examined individually and in detail as follows.
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4.2 Analysis
Hurricane Ike was the most destructive and the most intense of the tropical
systems to form during the active 2008 Atlantic hurricane season. Ike was a long-lived
Cape Verde hurricane that reached Category 4 status just outside the area covered by
Hurricane Hunter reconnaissance aircraft. Eventually making landfall in Galveston,
Texas on September 13 as a Category 2 storm, Ike had undergone ET by 1200 UTC
September 14. Dangerous flooding was experienced in Illinois, Indiana and Missouri and
hurricane-force wind gusts were experienced east of the Ohio River as the storm advected
poleward. Figure 4.2 shows surface conditions at landfall and at ET. What is clear from
these images is that the baroclinic environment that Ike interacted with provided the
necessary conditions to maintain nearly the same central pressure (986 hPa) that it had at
landfall (982 hPa). As ET occurred, moisture in the storm translated poleward of the
center of low pressure (Figure 4.3), and high winds were experienced on the equatorward
side, matching the definition of Jones et al. (2003) and Evans and Hart (2003). Figure
4.3, also comparing modeled precipitation totals and NASA Tropical Rainfall Measuring
Mission (TRMM) totals, easily identifies the path that PTC Ike took across the Ohio
Valley, seriously damaging parts of the region. PTC Ike left the country just as quickly
as it underwent ET, exiting the contiguous U.S. by the start of the day, September 15.
In changing relative humidity to 100% in the area outlined in Figure 4.1,
noticeable differences were seen in Figure 4.4 that fit with pre-experiment hypotheses
and the definitions of Jones et al. (2003) and Evans and Hart (2003). Having much more
available moisture than in the control run, the storm produced more rainfall than
observations. A noticeable precipitation boundary is seen oriented from Shreveport,
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Louisiana toward Fort Wayne, Indiana, marking where the ET process swings moisture
toward higher latitudes. Poleward (northwestward) from this boundary, precipitation
increases are experienced. These higher precipitation values agree with the literature and
fit with the obvious pre-experiment hypothesis that increasing moisture in the storm will
produce greater precipitation amounts.
What also must be taken into consideration is the speed of the system and whether
or not the storm track matches up to the control run. If not, comparing these two images
is not clear. Shown in Figure 4.5 are the surface conditions from each of the modified
humidity runs, plotting the center of low pressure at ET and 12 hours later. A noticeable
increase in forward speed is seen with the decreased relative humidity run. When
decreasing relative humidity, PTC Ike propagated an additional 286 km during the time
from ET to 0000 UTC September 15. The storm velocity for the 0% humidity run (77
km hr-1) increased by 34% (103 km hr-1). This is suggested further by Figure 4.6,
mapping the differences in geopotential heights between the two modified runs and the
control run. Considering the increased forward speed when decreasing humidity, no
significant value can be placed in the increased precipitation totals poleward of the center
of the storm. Unless the storm is located in the same position throughout the simulations,
these difference maps describe nothing about the influence of the MJO. A slight change
in position or forward speed creates an anomaly that could be related to other factors and
have nothing to do with the impacts on MJO.
Figure 4.6 shows that decreasing (increasing) relative humidity in the area defined
by Figure 4.1 increases (decreases) the forward speed of the PTC. In each case, the
height couplet seen over the Arkansas and Missouri border suggests that at the time of

87

ET, geopotential height values are higher or lower than the control run and that the center
of the PTC has slowed or increased its forward speed to cause the anomaly. Juxtaposed
with the wind speed differences from Figure 4.7, decreased relative humidity values seem
to allow the PTC to further interact with the baroclinic environment. The increased
translational speed is one of the key features in PTC high wind events identified by Jones
et al. (2003) and Evans and Hart (2003). Lower than expected wind speed values from
Figure 4.6 do not necessarily mean that wind speed has decreased, but for the particular
time step, speeds are not what they were in the control run, most likely due to a faster
moving or slower moving storm. When decreasing humidity, discernible differences are
seen in the Ohio Valley where Ike caused significant damages. The increased forward
propagation of the storm under these conditions is the most likely cause of the increase.
While a difference in accumulated rainfall cannot be immediately attributed to the
relative humidity changes associated with the MJO, a significant increase in translational
speed can be gathered when removing the humidity from the area outlined in Figure 4.1.
Wind speed differences at the surface are identified and suggest that under dry MJO
conditions, a greater hazard for damaging winds exists from a transitioning PTC.
Comparing surface conditions, geopotential height differences and wind speed
differences, more examples of the effects of increasing or decreasing relative humidity
are shown, describing how the other storms responded to the perturbation. The control
runs for Ivan and Matthew did not match up with observations. Figure 4.8 and Figure 4.9
show the conditions at the surface for Josephine and Opal, respectively.
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In the case of Josephine, changing the relative humidity down to 0 % slows the
system down, placing it behind the forward speed of the control run. In addition to this,
the expected increase in poleward precipitation with the 100 % humidity run exists in the
0 % humidity simulation and a stronger system made landfall, matching pre-experiment
hypotheses. A lack of drastic findings also existed with Opal but also matched preexperiment hypotheses. Increasing humidity to 100 % while simulating Opal created a
slightly stronger storm at landfall while decreasing the relative humidity had little
influence on the system. No discernible increase in wind speed occurred with either of
the modified simulations, and the same poleward precipitation increase occurred when
decreasing relative humidity rather than when increasing it, similar to Josephine.
In each of the three examined examples, the differences in precipitation values is
difficult to examine due to the sensitivity of the model to initial conditions and physical
parameterizations. The extreme examples seen with Josephine and Opal further the
findings of Jones et al. (2003) that operational and research quality models are still not
yet capable of handling solutions revolving around ET. The findings when simulating
PTC Ike suggest that the MJO may have a significant impact on wind speeds experienced
at the surface. However, a more in-depth modeling study should be completed to
examine each of the variables associated with the MJO and to determine how sensitive
models are to each of those variables. One potential path that could be taken is to take
more of an ensemble approach at modeling the solutions of an ET event with several
models. As has been seen with the WRF model, initial conditions are essential for
forecasting future conditions, but even with the high quality NARR dataset, simulations
can vary wildly when perturbed in the manner done with this research.
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Figure 4.1: Area of model domain in which relative humidity values are changed
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Figure 4.2: Surface pressure (hPa), winds and wind speed at landfall (top) and ET (bottom).
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Figure 4.3: Ike Rainfall totals from WRF simulation (top) and NASA TRMM data (bottom).

92

Figure 4.4: Rainfall differences between the augmented relative humidity (top) simulation, the
decreased relative humidity simulation (bottom), and the control run. The control run was
subtracted from the modified run so that positive anomalies show higher rainfall totals than the
control run.
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Figure 4.5: Surface conditions for 100% relative humidity at ET (top-left), 100% relative
humidity 12 hours later (top-right), 0% relative humidity at ET (bottom-left) and 0% relative
humidity 12 hours later (bottom-right).
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Figure 4.6: 500 hPa geopotential height differences between the augmented humidity run and the
control run (top) and decreased humidity run and the control run (bottom). Calculations subtract
the control run from each of the modified runs so that positive values correspond to the changed
run creating higher values of geopotential.
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Figure 4.7: Surface wind speed differences (from 10 m components) of the increased (top) and
decreased (bottom) humidity runs.
96

Figure 4.8: Pressure and wind speed for Josephine for decreased humidity run (top), control run
(middle) and augmented humidity run (bottom).
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Figure 4.9: Surface conditions for Opal for decreased humidity run (top), control run (middle)
and augmented humidity run (bottom).
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CHAPTER 5
CONCLUSIONS

Tropical storms and hurricanes forming in the Atlantic, the Caribbean and the
Gulf of Mexico form under particular atmospheric and oceanic conditions as a
mechanism for the Earth to transfer excess heat energy from the equator toward the poles.
Tropical systems such as these can leave devastating damages in their wake. It is because
of this potential that these storms draw an enormous amount of attention from policy
makers and from the public. Much less attention is given to the PTC and its threat to a
population. Storms like Hurricane Hazel (1954) and Hurricane Ike (2008) wreak havoc
to populations much farther inland than anyone would expect, creating a challenge for
forecasters that must be tackled. Previous research has furthered the understanding of the
dynamics of ET and how PTCs generate damaging winds (Jones et al. 2003; Hart and
Evans 2001; Gilliland 2011), but none has examined how teleconnections can influence
the ET process and the strength of a PTC. This thesis adds to the knowledge base by
answering some of these questions surrounding teleconnective influences on PTCs.
Jones et al. (2003), Evans and Hart (2003) and Gilliland (2011) have all discussed
the difficulty in accurately modeling the conditions surrounding ET and the strength of a
PTC. Examples of this are shown in this thesis, furthering the previous findings that even
though storms such as Hurricane Ike are relatively rare, the potential for the damage that
these storms can create warrants more research to develop a complete understanding of
these systems. As the world’s population increases and population densities increase,
more life and property becomes at risk from PTCs.
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Overall, significant teleconnective influences were found from the PDO and the
AMO. Neutral conditions of the ENSO, when coupled with cold PDO, act as a La Niña,
fostering an environment favorable for ET to occur. In addition to this, La Niña
conditions modulate the warm PDO to create this favorable environment. Statistically
significant influences were also found with both phases of the AMO, with the warm
phase providing extra heat energy for increased tropical cyclone activity and the cool
phase experiencing much less PTC activity. Attempting to simulate the effects of the
MJO hints at the potential for the oscillation to affect the strength of a PTC, however
modeling these storms is still outside the bounds of the abilities of our knowledge.
Finding a parameterization scheme to correctly model ET, correctly choosing the most
significant variable influenced by the MJO, and avoiding any error propagation
throughout the model are challenges that need to be addressed.
Future studies in this area should center on the effects of the PDO, the AMO and
the MJO. Explaining why the warm or cold phase of the PDO and AMO can increase or
decrease the likelihood of ET will finalize the knowledge base in the area and allow
studies to center around accurately modeling ET. Simulating the MJO in this case hints
at a strong influence with this oscillation. More work in the area, however, is needed to
aid in forecasting these storm systems.
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