1. Introduction
===============

Fatty liver disease (FLD) has estimated prevalence of 25%, 31%, and 24.5% in Canada, United States, and central China,^\[[@R1]--[@R3]\]^ respectively. Moreover, nearly two-thirds of patients with obesity and type-2-diabetes mellitus (T2DM) exhibit FLD.^\[[@R4],[@R5]\]^ As a result of the obesity pandemic,^\[[@R6]\]^ incidence of FLD is still rising and is continuously contributing to many chronic diseases.^\[[@R7]--[@R10]\]^ Furthermore, the health-care costs for individuals with FLD are 25% higher than those without.^\[[@R11]\]^ Early identification of these individuals could promote more effective interventions to delay the disease process and help prevent FLD-related complications, thereby reducing morbidity and healthcare costs.

Liver biopsy is the gold standard for diagnosing liver steatosis.^\[[@R12]\]^ Nevertheless, it is an invasive and costly technique with a potential sampling variability,^\[[@R13]\]^ which makes it impractical to be used as a screening test for the general population. By contrast, ultrasonography is an easy liver imaging technique and has no known side effects. Therefore, it is routinely performed in clinical practice.^\[[@R14]\]^ Other non-invasive methods, including magnetic resonance imaging (MRI), transient elastography (TE), and computed tomography (CT), are expensive and not readily available, and therefore are not suitable for screening.

Several prediction models have been developed for FLD. Although there have been a few publications that built and externally validated such models, the evaluation of models is often less comprehensive. Only 1 study in Germany has validated 2 models in terms of discrimination and calibration,^\[[@R15]\]^ but clinical utility has not been evaluated to date.^\[[@R16]\]^ In addition, their performance in high-risk individuals who present with obesity has not been validated and compared. Therefore, in this paper, the usefulness of these models in the obese individuals has yet been studied.

We aimed to externally validate and compare the performance of the FLD screening models for all samples and obese subgroup in terms of calibration, discrimination, and clinical utility.

2. Materials and methods
========================

2.1. Population and study design
--------------------------------

From July 2013 to December 2013, the subjects of this cross-sectional study were enrolled from a large coalmine group located in the north of Shanxi Province in China, with an estimated 200,000 permanent staff in 87 coalmines. With an expected prevalence of FLD of 31.8%^\[[@R17]\]^ in our population with mostly men coalminers, and an allowable error of 2.9%, a sample size of 4029 was estimated using the PASS software package (version 11.0 for Windows; NCSS LLC: Kaysville, UT).^\[[@R18]\]^ Considering no response or other unknown situations, 4400 participants were recruited. A 2-stage process was used to select the study sample according to the baseline data including sex, date of birth, work type, which was provided by the management of coalmine group. In the first stage, 10 coal mines were randomly selected from the total 87 coal mines as primary sampling unit (PSU). In the second stage, a stratified random sampling method was applied based on the baseline characteristic of sex, age, and work type. Among the sampled participants, 106 were excluded because of uncompleted clinical information. Apart from that, the participants who had missing data on hepatic ultrasonography (*n*--39), a history of viral hepatitis, autoimmune hepatitis, or other forms of chronic liver disease were excluded (n--8). After removing those individuals, a total of 4247 participants aged 20 to 65 years remained for the statistical analysis.

2.2. Liver ultrasonography
--------------------------

Fatty liver was diagnosed according to the unified criteria proposed by the Chinese Liver Disease Association.^\[[@R19]\]^ Liver ultrasound was assessed by 2 trained and board-certified radiologists who were specialized in hepatic imaging and blinded to clinical assessments and the biochemical analysis results. The high-resolution B-mode tomographic ultrasound system (Esaote Biomedica SpA, Gevona, Italy) with a 3.5-MHz probe, was used to diagnose fatty liver.

2.3. Clinical and laboratory assessments
----------------------------------------

Anthropometry was conducted by trained and certified investigators using standard protocols and techniques.^\[[@R20]\]^ Weight and height were measured to the nearest 0.1 kg and 0.1 cm, with participants wearing no shoes and light weight clothing. Body mass index (BMI) was calculated as weight (kg) divided by squared height (m^2^). Waist circumference was measured to the nearest 0.1 cm at the midway between the lowest rib margin and iliac crest. Blood pressure was measured 3 times based on the recommendations for blood pressure^\[[@R21]\]^ and the mean value was used for analysis. Alanine aminotransferase (ALT), aspartate aminotransferase (AST), gamma-glutamyl transpeptidase (GGT), fasting plasma glucose, high density lipoprotein cholesterol levels (HDL-C), triglyceride (TG), and serum cholesterol were measured by the SIEMENS ADVIA 1800 Automatic Biochemical analyzer (JEOL Ltd, Tokyo, Japan) after an overnight fast.

2.4. Definition of obesity, diabetes and hypertension
-----------------------------------------------------

According to the Chinese Working Group on obesity, BMI \<18.5 kg/m^2^ was considered underweight, 18.5 kg/m^2^ ≤ BMI \< 24 kg/m^2^ was considered normal, 24 kg/m^2^ ≤ BMI \< 28 kg/m^2^ was defined as overweight, and BMI ≥ 28 kg/m^2^ was considered obese.^\[[@R22]\]^ Diabetes was defined as fasting blood glucose ≥126 mg/dL (7.0 mmol/L), or oral glucose tolerance test ≥200 mg/dL (11.1 mmol/L), or HbA1c ≥48 mmol/mol (6.5%) based on the American Diabetes Association 2013 criteria.^\[[@R23]\]^ Patients were considered to have hypertension if they had systolic pressure (SBP) ≥140 mmHg, diastolic pressure (DBP) ≥90 mmHg, or received anti-hypertensive drug therapy.^\[[@R24]\]^

2.5. Non-invasive prediction models of FLD
------------------------------------------

We searched PubMed for all studies investigating risk prediction models for the risk of FLD using the following search string: (\["Fatty Liver" OR "Steatohepatitis" OR "Liver Steatosis"\] AND \["risk score" OR "prediction model" OR "predictive model" OR "prediction rule" OR "risk assessment" OR "algorithm"\]) NOT review \[pt\] AND English \[LA\]. The search resulted in 498 matches. Of these, we identified 4 models: the Fatty Liver Index (FLI 2006),^\[[@R25]\]^ the Hepatic Steatosis Index (HSI 2010),^\[[@R26]\]^ the ZJU index (ZJU 2015),^\[[@R27]\]^ and the Framingham Steatosis Index (FSI 2016),^\[[@R28]\]^ that have full prediction rule and consist of commonly used measures. All models were developed outside China, with the exception of ZJU 2015, which was developed on a large population from Zhejiang. Characteristics and equations of these 4 models based on our cohort study are summaries in Supplemental table 1 and Supplemental table 2 respectively.

2.6. Ethical approval
---------------------

The study protocol was reviewed and approved by Shanxi Medical University Ethics Committee and all participants gave written consent.

2.7. Statistical analysis
-------------------------

We evaluated the predictive performance of the retrieved prediction models using measures of discrimination and calibration.^\[[@R15],[@R29]--[@R31]\]^ Discrimination is the ability of a model to distinguish those at high risk of FLD from those at low risk. And it was examined by calculating the area under the receiver operating characteristic (ROC) curve (AUC), with a larger AUC indicating a better prediction model. An AUC of 0.5 reflects no discriminative ability of the model, while 1.0 indicates perfect discrimination. Comparisons between the AUC of FLI2006 and those of the other 3 prediction models were conducted by using the method described by DeLong et al.^\[[@R32]\]^ Sensitivity, specificity, positive and negative predictive value (PPV and NPV, respectively), and their corresponding 95% confidence intervals were estimated after identifying the optimal cut-off point for each ROC curve using the Youden index. Calibration indicates the agreement between the predicted risks and the observed frequencies of FLD and is commonly examined by calibration plots.^\[[@R33]\]^ Flexible calibration curves can be generated based on nonparametric loess smoother. For a perfectly calibrated model, the predicted risks equal the observed frequencies for all groups (normally 10 groups) of predicted risks and the calibration plot follows the 45° straight line.^\[[@R34]\]^ We also used the calibration intercept and slope to assess calibration. The calibration slope was estimated in the validation set by fitting a logistic regression model with the absence or the presence of FLD as the outcome variable and the linear predictor of the original prediction model as the independent variable. The calibration intercept was obtained using a logistic regression model with the regression coefficient of the linear predictor fixed at 1, that is, calibration-in-the-large. A calibration intercept of less than 0 indicates that the model\'s predicted probabilities in the validation set are systematically too high whereas an intercept of greater than 0 indicates too low. A calibration slope of smaller than 1 indicates the original prediction model is over-fitting the data whereas a slope of greater than 1 indicates under-fitting.^\[[@R31]\]^ Additionally, the Hosmer--Lemeshow test^\[[@R35]\]^ results were provided to show the difference of goodness of fit between these 4 models. Differences in the incidence of FLD between the development populations and an independently external validation population can lead to significant deviation between the predicted risks and the observed frequencies of FLD in the validation population.^\[[@R36],[@R37]\]^ For fair comparison, we recalibrated each prediction model by multiplying regression coefficients of the original model with the calibration slope and adding the calibration intercept to the intercept of the original prediction model.^\[[@R38]--[@R40]\]^

Decision curve analysis was performed to assess the clinical usefulness of our prediction models.^\[[@R41]\]^ The analysis investigated potential clinical effects of prediction models by reporting its net benefit in comparison to the 2 alternative strategies: test all or test none. The model that has the highest net benefit is the most clinically useful model. If a model has the net benefit below the 2 alternative strategies, then using the model in clinical decision making can be considered as clinically harmful.

Finally, we validated the performance of these 4 models using 10-fold cross-validation,^\[[@R30]\]^ which split the dataset into 10 subsets with each subset used once as the validation set and the remaining sets used as training.

To gauge the predictive performance of all screened models of obese individuals---the well-established high-risk population of FLD, we also validated and compared models' performance in the obese subgroup.

All data were double-entered and managed by Epi info version 3.5.1 (CDC, Atlanta, GA). Statistical analyses were conducted with SAS 9.2 software (SAS Institute, Inc., Cary, NC) and R 3.2.4 for Windows ([http://cran.r-project.org](http://cran.r-project.org/)). A *P* value \<.05 was considered statistically significant.

3. Results
==========

3.1. Characteristics of study participants
------------------------------------------

We studied 4247 subjects, including 755 obese individuals. The prevalence of ultrasonography-diagnosed FLD was 32.9% in our total dataset, while it was 81.7% in the obese subpopulation (Table [1](#T1){ref-type="table"}). The proportion of subjects whose fatty liver scores were higher and lower than the cutoff points suggested in the original literature was also provided in Table [1](#T1){ref-type="table"}.

###### 

Descriptive characteristics of participants with and without fatty liver disease (FLD).
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3.2. Discrimination and calibration performance of 4 models
-----------------------------------------------------------

The original models performed well in terms of discriminative ability for the overall population, with AUC ranged from 0.83 (95% confidence interval from 0.82 to 0.84) to 0.87 (95% confidence interval from 0.86 to 0.88) (Table [2](#T2){ref-type="table"}). AUC of FLI 2006 was significantly higher than those of HSI 2010 and FSI 2016 (*P* \< .001), while it was not significantly different from the AUC of ZJU 2015 (Table [3](#T3){ref-type="table"}). However, for obese individuals, all models attained low discriminative ability, with AUC ranged from 0.64 (95% confidence interval from 0.59 to 0.69) to 0.72 (95% confidence interval from 0.67 to 0.77). AUCs of HSI 2010 and ZJU 2015 were significantly lower than that of FLI 2006 (*P* \< .05). After 10-fold cross-validation, AUCs of these 4 prediction models in the obese subgroup were 0.71, 0.62, 0.67, and 0.68, respectively, while AUCs of the overall population remained 0.87, 0.83, 0.87, and 0.85, respectively (Supplemental table 3). Similar performance was yielded at the optimal cutoff point for these 4 models (Table [4](#T4){ref-type="table"}). The PPV for predicting FLD of these 4 models ranged from 60% to 64% and the NPV ranged from 87% to 89% for the overall population, with overlapping 95% CI. The recalibrating method that we used did not change the rank of the risk scores of FLD, and thus do not affect a model\'s discriminative ability. That is, the recalibrated models had the same AUC as the original prediction models. The 2 models with the highest AUC (i.e., FLI 2006, ZJU2015) included triglycerides, BMI, GGT, waist circumference, ALT, AST, fasting plasma glucose as predictors. The models with low accuracy were the models with few predictors (i.e., HSI 2010).

###### 

Discriminative ability of prediction models in predicting fatty liver disease (FLD).
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###### 

Comparisons of the area under the receiver operating characteristic curve (AUC).
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###### 

Diagnostic performance of prediction models for the optimal cut-off value.
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All other models overestimated the predicted risks of FLD (Fig. [1](#F1){ref-type="fig"}A--C the calibration intercepts, given the slope of 1, were −0.661, −1.998, and −1.250 for FLI 2006, HSI 2010, ZJU 2015, respectively), with the exception of the model FSI 2016, which estimated lower risk and had a calibration intercepts of 0.540. Furthermore, HSI 2010 had an extreme performance (calibration slope = 0.654). The calibration plots in Fig. [1](#F1){ref-type="fig"} compared the predicted risks with the observed risks. The Hosmer--Lemeshow goodness-of-fit tests of the 4 models were statistically significant (*P* \< .001) in the overall population (Table [5](#T5){ref-type="table"}). This may not be surprising. Significance can be achieved even for very small differences only because of large sample sizes.^\[[@R42]--[@R44]\]^ From considerable differences in the chi-squared values derived from the goodness-of-fit tests, it can be seen that calibration characteristics were best for FLI 2006 and poorest for HSI 2010 (with chi-squared values of 39.13 and 188.33, respectively). After adjusted for difference in the incidence of FLD between our external validation cohort and the development populations, all prediction models resulted in improved calibration (Supplemental figure 1a--d), compared with the original models. Because our dataset was also used to recalibrate the original models, intercepts and slopes of the recalibrated models were always equal to 0 and 1, respectively.^\[[@R38]\]^ The calibration plots of FLI 2006 and ZJU 2015 were close to the ideal line throughout the risk spectrum for the recalibrated models, whereas the model HSI 2010 had sporadic overestimation and underestimation. When applied to obese subgroup, the FLI 2006 and ZJU 2015 models had acceptable calibration (Fig. [2](#F2){ref-type="fig"}A, C), as evidenced by the calibration plots, and the calibration intercepts, given slope = 1, were 0.425 and −0.627, respectively. However, the HSI 2010 and FSI 2016 models had poor calibration (Fig. [2](#F2){ref-type="fig"}B, D). All models showed no significant difference (*P* \> .05) between the percentage of observed and predicted risk with the Hosmer--Lemeshow goodness-of-fit tests in the obese individuals. And the calibration characteristics remained best for FLI 2006 (with chi-squared value of 2.36) in the obese subgroup. Calibration of all recalibrated models was good in the obese subgroup (Supplemental figure 1e--h).

![Calibration plots for the 4 prediction models for fatty liver disease (FLD) in the overall population. In case of perfect calibration, all groups of predicted probabilities are close to the diagonal dashed line. Vertical lines in grouped observations represent 95% confidence intervals. FLI 2006 = the Fatty Liver Index, FSI 2016 = the Framingham Steatosis Index, HSI 2010 = the Hepatic Steatosis Index, ZJU 2015 = the ZJU index.](medi-96-e7610-g005){#F1}

###### 

Hosmer--Lemeshow goodness-of-fit (GOF) of prediction models in predicting fatty liver disease (FLD).
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![Calibration plots for the 4 prediction models for fatty liver disease (FLD) in the obese subpopulation. In case of perfect calibration, all groups of predicted probabilities are close to the diagonal dashed line. Vertical lines in grouped observations represent 95% confidence intervals. FLI 2006 = the Fatty Liver Index, FSI 2016 = the Framingham Steatosis Index, HSI 2010 = the Hepatic Steatosis Index, ZJU 2015 = the ZJU index.](medi-96-e7610-g007){#F2}

3.3. Decision curve analysis
----------------------------

In the overall population, the FLI 2006 and ZJU 2015 models provided better net benefit compared with the other 2 models. We also found all 4 models outperformed an alternative strategy that tests all individuals (Fig. [3](#F3){ref-type="fig"}A). In addition, the decision curve for the model FLI 2006 showed a positive net benefit across all risk thresholds, while all other 3 models had lower net benefit than the alternative strategy "test none" for a subset of risk thresholds. For the obese participants, the FLI 2006 had the best performance (Fig. [3](#F3){ref-type="fig"}B). Its net benefit was greater than all other models and greater than the 2 alternative strategies.

![Decision curve analysis of the 4 prediction models for fatty liver disease (FLD) in the overall population (A) and the obese subpopulation (B). The solid blue line corresponds to the net benefit when no participant has FLD, while the red dashed line corresponds to the net benefit when all participants have FLD. The preferred model is the model with the highest net benefit at any given threshold. FLI 2006 = the Fatty Liver Index, FSI 2016 = the Framingham Steatosis Index, HSI 2010 = the Hepatic Steatosis Index, ZJU 2015 = the ZJU index.](medi-96-e7610-g008){#F3}

4. Discussion
=============

Our study has compared and externally validated accuracy and clinically utility of 4 prediction models for FLD in all 4247 samples, as well as the obese subpopulation. All 4 models discriminated well between individuals with FLD and those without in our population-based cohort, but calibration of all models was low. Among all 4 models, the FLI 2006 attained best performed with the highest discriminative ability and being clinically useful across all risk thresholds.

Our findings are similar to other external validation studies, all of which consistently show that the FLI 2006 perform well to identify those at high risk of fatty liver or nonalcoholic fatty liver disease, with AUCs over 0.785.^\[[@R15],[@R45]--[@R49]\]^ Furthermore, 4 previous studies^\[[@R15],[@R27],[@R47],[@R50]\]^ have externally validated the FLI 2006 and HSI 2010 models simultaneously and reported high AUCs (ranged from 0.732 to 0.890). These studies also showed that overall the FLI 2006 model had slightly better performance. It should be noted that the AUC of FLI 2006 in our study (0.87) was even higher than the AUC in the original population (0.84). This might be explained by different variable distributions between 2 populations.^\[[@R40]\]^ For example, differences between variables like sex, age, and BMI in a externally validation study can in some situations lead to a higher AUC than in the original study. Additionally, the same calibration problem of the FLI 2006 and HSI 2010 models were found by Meffert et al.^\[[@R15]\]^ The predicted risks in a new population can be different substantially from the observed risks, resulting in systematically overestimation or underestimation.^\[[@R37]\]^ This may arise from the new population\'s characteristics that are not included in the prediction models, but indeed exercise an effect on the regression coefficients in the original model.^\[[@R38]\]^ Apart from that, different study designs may be also responsible for the poor calibration. The FSI 2016 model, developed from a cross-sectional population, underestimated the risk, whereas other 3 case-control-based models tended to overestimate when applied to a general population. After correction of the models for differences in incidence of FLD between the development and validation populations, all prediction models resulted in good calibration.

Our study has 2 key strengths. Firstly, the external validation study is based on a large sample with standardized demographic, anthropometric, and laboratory measures. Secondly, our study is one of the first studies to validate and compared models for both population-based and obese-subgroup-based FLD screening in terms of calibration, discrimination, and clinical usefulness.

Nevertheless, there are some limitations of our study. Firstly, the diagnosis of FLD was based on the hepatic ultrasound method instead of liver biopsy. However, it is impractical to use liver biopsy as a screening test for a large numbers of individuals, therefore ultrasonography remains the first-line imaging technique for FLD in clinical practice.^\[[@R51]\]^ Secondly, we lack information on viral hepatitis status and 8 participants were excluded because of the self-reported presence of hepatitis B surface antigen or anti-hepatitis C virus antibodies, which could be a source of misclassification. Nevertheless, the seropositivity of hepatitis B and C is low for the general population in North China (ranged from 2.74% to 6.1% and 1.1% to 3.0%, respectively), so the possibility of confounding due to viral hepatitis in our population is low.^\[[@R52]--[@R54]\]^

In conclusion, after recalibration, the FLI 2006 model reached high performance in our population. The FLI 2006 model consists of common predictors: triglycerides, BMI, GGT, waist circumference, and are easy to apply in clinical practice. This study underlines the need for ongoing (re)calibration of prediction models for their clinical use.

Acknowledgments
===============

Authors would like to thank all coalmine workers who participated in our study. We also thank all interviewers for their assistance with data collections.

Supplementary Material
======================

###### Supplemental Digital Content

Abbreviations: ALT = alanine transaminase, AST = aspartate transaminase, AUC = area under the receiver operating characteristic curve, BMI = body mass index, DBP = diastolic blood pressure, FLD = fatty liver disease, FLI 2006 = the Fatty Liver Index, FSI 2016 = the Framingham Steatosis Index, GGT = gamma-glutamyl transpeptidase, HDL-C = high-density lipoprotein cholesterol, HSI 2010 = the Hepatic Steatosis Index, NPV = negative predictive value, PPV = positive predictive value, SBP = systolic blood pressure, ZJU 2015 = the ZJU index.

The study has been conducted with the support of the National Natural Science Foundation of China (item number: 81473073).

The authors have no conflicts of interest to disclose.

Supplemental Digital Content is available for this article.
