ABSTRACT The multiscale quantum harmonic oscillator algorithm (MQHOA) is inspired by the physical meaning of quantum wavefunction. Particles have no efficient interaction and share a wavefunction during the evolution process. In this paper, a multi-harmonic oscillator strategy is introduced, which employs multiple wavefunctions to generate new particles. The external population information can be utilized in the process of evolution. The proposed method enhances the cooperation and interaction for particles by a local collaborative operation. Moreover, an adaptive weight operator is employed in the proposed algorithm, which makes a fine-tune of solutions to keep the diversity of particles. The proposed algorithm is verified on standard benchmark functions. Wilcoxon rank sum test is adopted to ascertain the superiority of the proposed algorithm. The experiments have been conducted with several renowned heuristic algorithms. The numerical results reveal that the proposed algorithm outperforms the comparison algorithms for numerical optimization.
I. INTRODUCTION
Many problems encountered in real-world scenarios are non-convex optimization, which is difficult to tackle by the traditional mathematical tool. Scholars have proposed various optimization algorithms to solve these problems according to their research fields. Some of the algorithms have been reported to have good performance and competitive results.
Typically, these algorithms can be roughly classified into Evolutionary Computation and Swarm Intelligence according to the working principle. Evolutionary computation is characterized by mutation, crossover, and selection, which includes genetic algorithm(GA) [1] , differential evolution(DE) [2] , etc. Swarm intelligent is inspired by social behavior. Particle swarm optimization(PSO) is the most prominent swarm intelligence algorithm, which is proposed by Kennedy and The associate editor coordinating the review of this manuscript and approving it for publication was Siddhartha Bhattacharyya.
Eberhart [3] . PSO simulates birds by designing the massless particle. Artificial bee colony(ABC) algorithm mimics the behaviors of honeybee swarms [4] . Fireworks algorithm(FWA) is proposed by simulating the explosion process of fireworks [5] , etc. These algorithms show powerful ability in solving sophisticated problems because they do not require gradient information and can solve the complex black-box optimization problems well [6] - [9] .
Combining quantum mechanism with optimization algorithm is a research hotspot. Many quantum-inspired optimization algorithms perform well in terms of time complexity and computational efficiency. Quantum annealing(QA) employs the quantum tunneling effect to find the ground state of the quantum system [10] - [12] . Quantum-inspired genetic algorithm(QIGA) applies the concept of quantum multicosm in genetic algorithm [13] - [15] . Quantum immune cloning algorithm(QIC) employs the quantum bit and superposi-tion of states based on immune clonal algorithm [16] , [17] . Quantum genetic algorithm(GQA) introduces quantum bits and quantum mechanisms into the GA [18] , [19] . Quantum artificial neural networks(QANN) combines the quantum mechanisms with neural networks [20] . Quantum particle swarm algorithm(QPSO) employs δ potential well model based on PSO to solve the optimization problems [21] , [22] . Most of these quantum-inspired evolutionary algorithms adopt the theory of quantum mechanics such as uncertainty, superposition, and so on.
The focus of this paper is a novel quantum-inspired algorithm named multiscale quantum harmonic oscillator algorithm (MQHOA) proposed in [23] . The algorithm is inspired by the physical meaning of quantum wavefunction. It has the advantages of simple structure, easy to implement and few artificial parameters to control. MQHOA has been applied in many fields such as multimodal problems [24] , project scheduling [25] , [26] . An individual steady mechanism is introduced into MQHOA(IS-MQHOA) [27] by setting the steady state for each particle in the iteration cycle. The competition mechanism is the main evolutionary mechanism adopted during the convergence process in the MQHOA and IS-MQHOA. The population is generated by a shared wavefunction. Particles are isolated from each other throughout the convergence process, which leads to premature and stagnant of the algorithm.
Motivated by these observations, a multi-harmonic oscillators strategy(MHO) is introduced to MQHOA in this paper. In the proposed MHO strategy, multiple wavefunctions are employed to generate a new population. The local collaborative mechanism is employed, which enhances the interaction and information sharing between particles. The worst particle will be eliminated and regenerated in each cycle.
The following contributions are represented in this paper. (1) The multi-harmonic oscillators strategy is introduced to MQHOA. The method employs multiple wavefunctions to generate a new population. (2) A local collaborative operator is applied in each harmonic oscillators population to increase the information sharing and utilization as the algorithm evolves. (3) An adaptive weight operator is adopted to regenerate the particles, which enhances the population diversity. (4) MHO-MQHOA is implemented on benchmark functions and then compared with Standard PSO2011(SPSO2011), QPSO, MQHOA, and its variant IS-MQHOA. The simulation results demonstrate MHO-MQHOA is a competitive algorithm.
The remainder of this paper is organized as follows. Section 2 briefly introduces the basic theory of MQHOA. In section 3, details of the proposed MHO-MQHOA are described. In section 4, the experiments and analysis compared with the state-of-the-art optimization algorithms are shown. The conclusion is drawn in section 5.
II. BACKGROUND AND RELATED WORK
The principal ideas and framework of MQHOA are represented briefly in this section.
A. THE WAVEFUNCTION IN MQHOA
Microscopic particle motion in space is random and unpredictable in quantum theory. In 1962, Schrödinger proposed the famous Schrödinger equation to describe the motion law of microscopic particles. The Schrödinger equation is a differential equation used to calculate the wavefunction of microscopic particles. The wavefunction describes the state of the microscopic particle from the probability density [28] , which is defined as follows in MQHOA.
where σ s represents the standard deviation; X i is the center position of harmonic oscillator potential well. The wavefunction reflects the distribution of optimal solution, which has an energy level structure in MQHOA. The higher the energy level is, the more dispersed the particles is. The high energy level corresponds to the initial distribution, and the ground state represents the optimal solution position when the algorithm terminates. 
1) QHO STAGE
The main task of this stage is to let the system transition from a higher energy level to a relatively stable energy level. It is the core mechanism of MQHOA with three mutual constraints operations in this stage: generating operation, energy level stabilization, and energy level decrease. The QHO stage pseudo code can be demonstrated in Algorithm 1.
calculate standard deviation σ k 8:
end while
11:
X worst = X mean 12: update σ k 13: end while 14: 
The parameters X i (i = 1, 2, 3, . . . , NP), NP, σ k , σ s denote the current population position, the population size, the population variance and the current scale size in Algorithm 1.
In the generating operation, the purpose is to generate a new population. The sampling operation takes the current particle as the center and the variance as the sampling scale to generate new particles one by one. And then the fitness and population variance is calculated.
In the energy level stabilization operation, it is mainly used to judge the system status. There are two basic mechanisms: comparison and update. The comparison mechanism is to judge if a better solution is generated when compared to the previous one. The update mechanism is to update the population with the survived particles and calculate its variance as the new variance. If the volatility of variance is smaller than the current sampling scale, it means that the system has reached the metastability, then proceed to the next stage. Otherwise, return to generating operation.
In the energy level decrease operation, algorithm takes a perturbation strategy to keep the diversity of population. Then, the variance is calculated and compared with the sampling scale. If the variance is less than the sampling scale, go to the next stage. Or else return to the generating operation.
2) M STAGE
The QHO stage executes the exploitation mission on a relatively large scale. According to the uncertainty principle [29] , the global search and local search cannot be achieved at one scale. Therefore, it is necessary to exploit the optimal solution with multiscale. The main task of this stage is to let the algorithm search for optimal solutions at a smaller scale. The scale is narrowed by half every cycle to locate the optimal solution more accurately. The M stage pseudo code is listed in Algorithm 2. The parameters σ s , σ min , maxFE denote the current scale, the fixed minimum scale and the maximum function evaluation.
The process of MQHOA is listed as follows.
Step 1: Configure the initialization parameters: the population size: NP, the search domain: [LB, UB], the initialize search range: σ s = UB − LB, the maximum number of function evaluation: MaxFE, the minimum scale parameter: σ min .
Step 2: Initialize the particle X i , where i = 1, 2, . . . , NP in the feasible solution domain.
Step 3: The quantum harmonic oscillator stage(QHO Stage) begins. Generate the new particle with centering X i , the current scale is the variance σ s . Repeat the sampling process to get a new population. Calculate the fitness F i for each particle. Step 4: Energy level stabilization begins. F i is updated if a better solution is generated when compared to the previous one. Calculate the population variance σ k . If σ k < σ s , then proceed to the next stage, otherwise, return to Step 3.
Step 5: Energy level decrease begins. Calculate the mean position of population X mean , update the worst solution X worst by X mean . Calculate the population variance σ k . If σ k < σ s , then proceed to the next stage, otherwise, return to Step 3.
Step 6: The scale adjustment process begins. Adjust the σ s with σ s = σ s /2.
Step 7: Judge the termination condition of the algorithm: FE > MaxFE or σ s < σ min . Terminates the algorithm, if the termination condition is satisfied, else return to Step 3.
Step 8: Output the best optimal solution: F best , X best .
III. PROPOSED MQHOA WITH MULTI-HARMONIC OSCILLATORS
The proposed MHO-MQHOA is demonstrated in this section. Firstly, the motivations of MHO are described. The difference of framework between MQHOA and MHO-MQHOA is demonstrated. And then the mechanism of multi-harmonic oscillators strategy is demonstrated in detail. Particles share a unified wavefunction and evolution independently throughout the evolution process, with no information transfer and sharing. There is only a competitive mechanism between particles, and the best particle survives. In the early stages of algorithm evolution, particles are explored in a relatively large domain. As the algorithm progresses, the shortcomings of the mechanism are exposed. The search domain becomes smaller as the scale decreases. The motion range of the particles gradually shrinks to a small area. The sampling VOLUME 7, 2019 scale of the algorithm is reduced to a small value according to the scale adjustment method. If a particle has fallen into local optimum, the new solution generated is still the local optimal solution with a larger probability. It will cause the premature and stagnant of MQHOA. To solve this issue, an effective collaborative mechanism between the particles is designed named multi-harmonic oscillators(MHO) strategy. The population shares different wavefunction and evolves in different harmonic oscillators subpopulations as Fig. 2(b) shows. Different from the conventional MQHOA competition mechanism, the new mechanism places more emphasis on the collaboration between particles. Collaborative operator is used to generate the new candidates solution by the information of all particles in the population.
A. MOTIVATIONS OF MHO STRATEGY

B. WAVEFUNCTION IN MHO STRATEGY
In previous MQHOA algorithm, the corresponding sampling of the wavefunction is the way of sampling, without taking into account the differences between different dimensions. In this paper, the sampling wavefunction of MQHOA algorithm is redefined as follows.
where d means the dimension of the objective function, is the covariance matrix, X i (i = 1, 2, 3, . . . , NP) is an individual, NP sampled individuals constitute the population, X i is the center position of harmonic oscillator potential well. By using the statistical properties of the covariance matrix itself, sampling wavefunction can make better use of the historical information in the process of evolutionary iteration, to better guide the next step of sampling process.
C. LOCAL COLLABORATIVE OPERATOR IN MHO STRATEGY
In MQHOA, every particle is sampled and updated in a population as the algorithm evolves. In MHO strategy, the local collaborative operator is represented byX . The particles are evenly in the harmonic oscillator subpopulation. The centroid of each population is used as a sampling center. The centroid p is defined as follows.
where X i represents the particles in the swarm, t means population sequence number, NP represents the number of particles in each population. TheX in each population is generated byX
where the σ k is assigned by the distance between the upper bound and lower bound in the feasible solution domain. After NP times sampling, NP particles can be obtained.
In this paper, the number of harmonic oscillators population is set to four. If its value is too large, it will increase the time and computational cost of the algorithm. If it is too small, particles can not acquire more population information, and easily trapped in local optima.
D. ADAPTIVE WEIGHT OPERATOR IN MHO STRATEGY
After multi-harmonic oscillators population are merged, an adaptive weight operator is adopted to further fine-tune the solutions to keep the diversity of particles. The adaptive weight operation sets a weight based on the merits of each solution. The better the solution is, the greater the weight is. The worst particle will be replaced by a newly particle in each cycle.
There is a nonlinear log function to calculate the weight of the particles. (5) is used to calculate the weight of each particle. (6) calculates the normalized weight. (7) is used to calculate a new candidate solution.
E. MHO STRATEGY ANALYSIS
To further demonstrate the effect of MHO strategy, the population evolutionary process is shown in Fig. 3 with MQHOA and MHO-MQHOA. The particles size is set to 12. For MHO-MQHOA, the population is divided into four subpopulations. In order to ensure fairness, the two algorithms have the same initial distribution. For Fig. 3(a), (b) , the domain is set to [−10, 10], σ s = 1.25. It can be found from (a), the newly particles generated by MQHOA are around its previous generation. The most newly particles generated by MHO-MQHOA are not around the previous generation in (b), especially particles around boundary area. For Fig. 3(c), (d) , the domain is reduced to [−5, 5] , σ s = 0.3125. It can be found from (c), the newly particles generated by MQHOA is getting closer to the position of the previous generation as the scale decrease. For (d), although the scale is already very small, the motion range of newly generated particles is still large after the evolution of the MHO strategy. It can be found that the particles are divided into four clusters. The two experiments show that the particles have a wider motion range and are more active evolved by MHO method. The probability that particles will jump out of local optimum also increases. 
IV. NUMERICAL EXPERIMENTS
The performance of MHO-MQHOA is verified on benchmark functions with various characteristics. Firstly, the wavefunction is demonstrated by the double-well function. Secondly, the performance between MHO-MQHOA and MQHOA is evaluated by different termination conditions. Thirdly, further comparison with other algorithms is made through different aspects such as convergence curve, average error rank, etc.
A. BENCHMARK FUNCTIONS
There are 14 benchmark functions selected to verify the efficiency and effectiveness of the proposed MHO-MQHOA, which are listed in Table 1 . The selected functions are the benchmark functions for optimization problems [30] - [32] . The selected functions are divided into three groups. The first group is unimodal functions that include three functions f 1 -f 3 . The next group is multimodal functions that include six functions f 4 -f 9 . The third group is rotated multimodal functions that include five functions f 10 -f 14 rotated by an orthogonal matrix M produced by Salomon's method [33] .
B. EXPERIMENTAL SETTINGS
In the experiments, the parameter settings for the comparative algorithms can be found in Table 4 . The dimension D is 30, 60 and the maximum number of function evolutions (MaxFE) is 10,000 × D. The experimental platform: MAT-LAB R2010b based on Windows 10 Professional environment with 8GB RAM, Intel i7-7700 3.20G Hz.
C. WAVEFUNCTION OF MHO-MQHOA
The variation of the wavefunction and the population distribution are demonstrated during the convergence of the algorithm. The two-dimension double-well function is taken as an example with the global optimal solution position around (−2, −2). The particles distributions and corresponding wavefunctions at scales 0.3125 and 0.625 are presented in Fig. 4 . Discussion and analysis are made as follows. Fig. 4(a) shows the diagram of particles distribution at the scale σ s = 0.625. It can be found that the particles are distributed in the range (−3,3), and most particles are gathered to position around (−2, −2). (b)-(e) are particles distributions of four subpopulations. As shown in the figure, four populations are distributed in four different locations. This strategy can let the population explores in different locations, which can enhance the search ability in local areas and increase the robustness of the algorithm.
1) FIRST ROW, FIG. 4(a)-(e)
2) SECOND ROW, FIG. 4(f)-(j)
The second row represents the wavefunctions corresponding to the different populations. It can be found that there is a convex wavelet around the central wavefunction. This reflects the distribution of the particles. Fig. 4(k) -(o) are particle distribution when the scale is reduced from 0.625 to 0.3125. As the scale reduces, the range of particle distribution is significantly reduced, and the particles are more concentrated. In Fig. 4(k) , the population is more concentrated. There are three particles that move to the optimal solution area. There is an obvious movement trend toward the optimal solution in other four subfigures. 
3) THIRD ROW, FIG. 4(k)-(o)
TABLE 2.
Comparisons between MHO-MQHOA and MQHOA based on two termination conditions. The first one is the scale parameter σ min , which is set to 1E-6. The second one is the maximum function evaluation maxFE = 1e5. The experiments are repeated for 30 times individually. 
4) FOURTH ROW, FIG. 4(p)-(t)
The fourth row is the wavefunction of the third row. From the second row to the fourth row, it can be found that the central wavefunction has been merged with the surrounding wavefunctions. It also shows that the particles are more concentrated around the optimal solutions. From the analysis above, the proposed MHO strategy enhances the global exploitation ability by the local collaborative operator. shown in Table 2 . The Wilcoxon rank sum test at 0.05 significance level is evaluated.
1) EVALUATION UNDER GIVEN σ min
For the first termination criteria, the results are listed in Table 2 when the algorithm terminates. The purpose of the first criterion is to study the relation between the accuracy of optimal solution and FE. It can be observed that the results of MHO-MQHOA and MQHOA are very close to each other on most functions. Although the solution accuracy of MHO-MQHOA is slightly better, the difference is not much within an order of magnitude on most benchmark functions, including f 1 -f 4 , f 6 , f 8 , f 10 -f 14 . But MHO-MQHOA algorithm requires less number of FE. For f 5 , f 7 , f 9 , MQHOA achieves the higher precision but requires the much more function evaluations than MHO-MQHOA. By analyze FE, it can be found that MQHOA costs 10 times more FE than MHO-MQHOA, especially on f 9 , MQHOA spends more than 100 times ((2.85E + 06) vs. (3.12E + 04)). The MHO-MQHOA will have poor performance than MQHOA if the iteration is insufficient. It also verifies the ''no free lunch'' theorem [35] .
2) EVALUATION UNDER GIVEN MaxFE
For the second termination condition, it can be found that the optimal solution results of MHO-MQHOA under given function evaluations is significantly better than the MQHOA VOLUME 7, 2019 
algorithm in both quantity and quality. In terms of quantity, MHO-MQHOA achieves 13 optimal solutions better than MQHOA including f 1 -f 8 , f 10 -f 14 . In terms of quality, the accuracy of the MHO-MQHOA optimal solution is much better than MQHOA. Especially for f 1 , f 4 , the results can up to 1E-116, and the variance is also very small. It shows that the collaborative mechanism effectively strengthens the global exploitation of the algorithm.
3) WILCOXON RANK SUM TEST
To further verify the superiority of MHO-MQHOA, the significance test is evaluated between two algorithms, two-sided Wilcoxon rank sum test is used by the method described in [36] . Table 3 records the results for each function. After statistics, there are 12 functions whose p-value are less than the confidence value 0.05 including f 1 -f 4 , f 6 -f 8 , f 10 -f 14 .
It shows that the improved algorithm effectively improves the performance of the original algorithm.
E. COMPARISONS WITH SPSO20011, QPSO, MQHOA, AND IS-MQHOA
To evaluate the benefits of MHO-MQHOA, the experiments are conducted with MHO-MQHOA, SPSO2011, QPSO, MQHOA and its variant IS-MQHOA. The SPSO2011 is the latest and improved version of PSO [4] . The new version has improved the PSO in many ways. Firstly, the velocity updating rule is determined by a spherical distribution. Secondly, an adaptive random topology and rotation invariance structure are employed in the SPSO [37] , [38] . These mechanisms enhance the performance of PSO. Many variants of SPSO2011 are proposed to solve the optimization problem. It is applied to solve benchmark function as a baseline [34] . The experiment is conducted under 30 and 60 dimensions respectively. Table 5 and Table 6 report the experimental results. The parameter settings used are listed in Table 4 .
1) RESULTS FOR 30 DIMENSIONS
The algorithms are evaluated on benchmark functions on 30 dimensions. The best optimal solution, mean solution, standard deviation and success rate are recorded in Table 5 . The success rate is the proportions of the number of acceptable accuracy σ min of solutions to the number of total runs. σ min = 1e-6. The best results are marked in bold.
For unimodal functions f 1 -f 3 , there is only one global optimal solution in the feasible solution domain. It can be found that MHO-MQHOA and SPSO2011 achieve higher accuracy in Table 5 . SPSO2011 obtains the highest accuracy on f 1 . MHO-MQHOA obtains the highest results on f 2 , f 3 , which achieves the most number among all comparison algorithms. It exhibits that the proposed MHO strategy enhances the global exploitation of the MQHOA. MHO-MQHOA and SPSO2011 obtain a 100% success rate in all runs for unimodal functions. The remaining algorithms achieve a 100% success rate on two of them. Especially for f 2 , QPSO can not locate the optimal solution in all runs. The unimodal function is used to evaluate the global exploitation of the algorithm. The statistics results show that the proposed MHO strategy enhances global search capabilities and maintains good robustness.
For multimodal functions f 4 -f 9 , there are multiple local optimal solutions in the feasible solution domain, which is difficult to locate. MHO-MQHOA achieves higher accuracy than other comparison algorithms on f 4 -f 7 . For f 8 , f 9 , QPSO shows excellent performance on them. MHO-MQHOA also achieves a relatively good solution: f 8 (5.52E-82), f 9 (0.00E + 00). On the prospect of reliability, all comparative algorithms do not reach a 100% success rate. For f 5 , the success rate of MHO-MQHOA reaches 50%. But the remaining algorithms are 0%. f 5 (Rosenbrock function) is a non-convex function. There are many local optima around the optimal solution, which is very difficult to solve. But MHO-MQHOA can achieve a relatively success rate(50%) on f 5 , which shows excellent local search ability.
The rotated multimodal functions f 10 -f 14 are transformed through an orthogonal matrix. This operation increases the difficulty of the problems. MHO-MQHOA gets better results on f 10 , f 11 , f 13 , f 14 , achieving the most number on all comparative algorithms. In terms of reliability, MHO-MQHOA VOLUME 7, 2019 achieves to exceed 92% on rotated functions except for f 13 (52%). Especially for f 13 , f 14 , most algorithms cannot locate the optimal optimum in all runs including QPSO, MQHOA and IS-MQHOA. It shows that the MHO-MQHOA still performs well in search capabilities for some complex functions. Table 6 records the experimental results for 60 dimensions. The rank and performance are similar to 30 dimensions. MHO-MQHOA achieves the better accuracy on 10 benchmark functions including f 2 -f 8 , f 10 -f 14 . For f 1 , SPSO2011 shows the highest accuracy. For f 4 , f 10 , MHO-MQHOA, MQHOA and IS-MQHOA, the same accuracy is obtained, but the variance of MHO-MQHOA is better than the other two algorithms. On the prospect of reliability, MHO-MQHOA has a success rate of 100% on seven functions. SPSO2011 ranks second, which has four ones. It is followed by the QPSO, MQHOA. IS-MQHOA ranks last.
2) RESULTS FOR 60 DIMENSIONS
There are many local optima in the multimodal function, so the success rate is an important indicator to evaluate the performance of the algorithm. If the population is trapped in local optima, it is difficult to jump out, leading to prematurity of the algorithm. It can be found that Sr of the MHO-MQHOA is the highest among all the algorithms. The local collaborative operator can use the population information to generate a new population. The algorithm can avoid premature and stagnant with the help of MHO strategy. It shows that the collaborative strategy significantly enhances the ability to avoid being trapped in a local optimum.
Above, a comparative study of the algorithms is made in the vertical direction separately in 30 and 60 dimensions. And then a further summary is conducted horizontally.
From 30 to 60 dimensions, although the MaxFE of the algorithm becomes larger, the problem complexity increases exponentially, which is more difficult to solve by optimization algorithm. By comparing the two tables, the performance of all comparison algorithms in 60 dimensions is lower than that of 30 dimensions. The MQHOA and IS-MQHOA have a slight decline in overall performance in terms of optimal solution accuracy and success rate. MHO-MQHOA's performance has achieved satisfactory results on most functions except for f 9 , f 13 . The performance drops sharply on these two functions, the optimal solution is declined from 0.00E + 00 to 5.12E-01, 5.07E-01, and the success rate also declines from 33% and 52% to 0% respectively. This is to be further studied and improved in the following research works. The performance of SPSO2011 is significantly degraded on two rotated multimodal functions f 10 , f 11 . Success rates drop from 50% and 40% to 1%, 0% separately. QPSO's performance has dropped dramatically in several functions. It fails to find the optimal solution for all multimodal functions in all runs.
3) CONVERGENCE ANALYSIS
Next, the performance of the algorithms is verified in terms of convergence ability. It can be reflected from the graph that the convergence curve of the MHO-MQHOA is steeper than the comparison algorithm with iteration process. The downward trend of fitness is more obvious as the algorithm converges. For f 1 , MHO-MQHOA and SPSO2011 have a convergence point in FE = 1.5E5. Prior to this, MHO-MQHOA converges faster than SPSO2011. After that, SPSO2011 shows better convergence speed. For f 2 , f 3 , the convergence curve of MHO-MQHOA is lower than the comparison algorithm, indicating that the proposed MHO strategy enhances the global exploitation ability of MQHOA. For f 4 , although MHO-MQHOA, MQHOA, SPSO2011 and IS-MQHOA obtain the same optimal solution accuracy from Table 5 , the curve of MHO-MQHOA is more inclined, indicating more efficient search ability. For f 5 , which is a difficult function to solve as analyzed before, it can be seen that the convergence curve of MHO-MQHOA is a staged decline, and the speed is slower than the comparison algorithm before FE = 2E5. This indicates that the algorithm cost much more FE to locate the optimal solution position at this period, so it costs much more computation resource at the beginning of the algorithm. The proposed algorithm better balances speed and performance on complex functions. For f 6 , f 7 and f 9 , MHO-MQHOA has lower convergence curves than the comparison algorithm. The QPSO shows fast convergence speed on f 8 . For the rotated multimodal function f 11 -f 14 , the convergence curve of MHO-MQHOA is lower and faster than the comparison algorithms.
4) MEAN ERROR RANK
To further verify the performance of the MHO-MQHOA, the mean error ranking of the algorithm is calculated. The averaged rankings on all functions for each algorithm are calculated shown in Fig. 6 with 30 and 60 dimensions. The smaller the data is, the higher the algorithm ranking gets. From Fig. 6 , it can be found that SPSO ranks first without MHO-MQHOA on unimodal functions in both dimensions. The original MQHOA ranks second. When we take the modified MQHOA into account, the MHO-MQHOA ranks first. It reveals that the proposed method enhances the global exploitation ability. For multimodal and rotated multimodal functions, The MQHOA with MHO method achieves the best ranking in both 30 and 60 dimensions. The IS-MQHOA ranks second. The multimodal function mainly measures the ability of the algorithm to jump out of the local optimum. Therefore, the proposed algorithm improves the local search ability and effectively avoids the algorithm falling a into local optimum.
V. CONCLUSIONS
In this paper, a modified multiscale quantum harmonic oscillator algorithm with multi-harmonic oscillator strategy is proposed for tackling continuous numerical optimization problems. Theoretical analysis and experimental results reveal effectiveness of the algorithm. Experiments with different termination conditions show that the proposed method improves the effectiveness and efficiency of the algorithm. The Wilcoxon rank sum test results further ascertain the superiority of MHO-MQHOA than original MQHOA. Simulations on different multidimensional problems reveal the competitive and superiority of the proposed algorithm among MHO-MQHOA and state-of-the-art algorithms such as SPSO2011, QPSO, MQHOA and its variant IS-MQHOA.
