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A Corpus-Based Method for Ontology Acquisition
Abstract
In this thesis we explore the acquisition o f  a dom ain ontology based on the 
characteristics o f  languages, in particular specialist languages. O ur w ork is supported 
by the presum ption that language can com m unicate inform ation, specifically 
classification inform ation, and especially w hen em ployed w ithin specialist dom ains o f  
knowledge. K now ledge involves being fam iliar w ith the existence o f  im portant 
objects and interrelationships betw een objects that m ake up a specific world, and 
language is often used as a m edium  to m ake this Icnowledge explicit. W e exam ine the 
possibility o f  a local gram m ar for statem ents that convey ontological inform ation. 
A ssum ing a correlation betw een the conceptual structure o f  a dom ain and a 
substantial collection o f  dom ain specific docum ents, we propose a m ethod to analyse 
such a collection in an attem pt to elicit this conceptual structure, w hich m ay help in 
understanding the ontological com m itm ent o f  the dom ain experts. We have 
developed a prototype to im plem ent the proposed method.
Keywords: ontology, ontology learning, corpus linguistics, Icnowledge acquisition, 
term inology, local gram m ar, specialist languages, sublanguages
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1 Introduction
The concept of knowledge has been discussed and investigated by philosophers since Plato’s 
time. Knowledge involves being familiar with the existence o f important objects and 
interrelationships between objects that make up a particular world. Philosophers have studied 
the existence o f objects under the rubric o f Ontology. This term was initially adopted by the 
artificial intelligence community to indicate the study o f entities and relationships, as well as 
the computational model o f such a study, and now is making its way into other communities 
as well such that thesauri, lexicons or term bases often end up being referred to as 
‘ontologies’. The term ontology is now being used to name a discipline in its own right with 
terms such as “ontological e
ngineering” and “ontology learning” having been coined to define the vaiious processes of 
ontology development, maintenance and use.
Intelligent behaviour seems to be governed by knowledge; the ability to apply reason in 
dealing with a situation is generally based on familiarity and understanding o f certain facts  or 
conditions related to the situation, gained tlirough experience or associationk Though 
intelligence has been generally linked to an individual human being, it is a property that is 
displayed not just by an individual but by a community^ which may be a group o f individuals, 
a countiy or the whole global society. As Stonier points out, one major factor that 
distinguishes humans from other organisms is their ability to develop a “collective memoiy” 
(Stonier, 1997:55). This has been possible due to the development of verbal and subsequently 
written communication skills that passed information down the generations, essentially 
enabling the sharing o f information between different communities. The dissemination of 
information has been traditionally facilitated tlnough resources such as dictionaries, 
encyclopaedias and other texts. With the advent o f computers, electronic media and the 
Internet, more information can be stored and disseminated faster, resulting in what is refeived 
to by some as the information explosion. This information needs to be organised in an 
effective way for easy accessibility and comprehension -  these reasons being the impetus 
behind the Semantic Web.
Based on the definitions of “Intelligent” and “Knowledge” in the Merriam Webster dictionary
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Apart from information storage, computers are increasingly taking over a variety o f tasks 
previously performed by humans -  the most critical o f these is that o f decision-making, 
generally performed by experts. Experts carry out tasks that require the understanding of a 
science, art or specialist technique such as medical diagnosis or air traffic control. In order to 
exliibit ‘intelligence’ akin to experts {artificial intelligence), computers require access to this 
expert knowledge. The application o f intelligent behaviour through computational means has 
resulted in Imowledge-based or expert systems. A major issue here is the acquisition of 
knowledge specific to an expert community and its representation such that it can be 
processed by a computer to solve a specified decision-making task.
In addition to the AI community there are other research areas that require the acquisition and 
representation o f certain facts, which could be considered loiowledge in some form: the 
information retrieval community builds thesauri to aid in the effective retrieval of documents 
through query expansion (Foskett, 1997; Baeza-Yates and Ribeiro-Neto, 1999); 
computational linguists and lexical semanticists explore the construction o f semantic lexicons 
mainly for theoretical study (Cruse, 1985; Hearst, 1992; Morris and Hirst, 2004); the 
terminology community constructs terminological resources that are used by information 
scientists, translators and lexicographers that need access to subject specific information for a 
variety o f purposes (Bourigault et al., 2001). All these communities are basically attempting 
to solve a similar problem -  tlie acquisition and representation o f knowledge -  albeit using 
different methods and until recently, independently o f each other. Traditionally, knowledge 
was acquired thi'ough interviews with experts or the study o f specialized texts and manually 
coded into the required formalism. This is a time-consuming and subjective process resulting 
in the so-called knowledge-bottleneck (Jackson, 1990), thereby establishing the need to 
somehow automate the process.
Language can be considered a carrier o f meaning. Symbols (such as the alphabet) provided 
by a language are used to ascribe meaning, and combinations o f symbols express more 
complex meanings. Meaning can be considered to be a relation between the internal 
information environment o f a recipient to some external information environment used for 
communication (Stonier, 1997). There is psychological evidence that apart from the ability of 
humans to associate concepts, knowledge is internally organised in a hierarchical fashion 
with information kept at the highest levels of the hierarchy -  that is, at the most abstract level 
(Luger, 2001). Thus to express and share knowledge, language must provide structures that 
reflect the hierarchical organisation of concepts in a particular domain, along with other
10
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properties, classifications and relationships, that is, language must reflect the ontological 
commitment of the domain community. If such structures can be identified, then these 
structures can be automatically processed by a computer to elicit the conceptual organization 
of the domain -  the purported ontology.
The diagram in Figure 1.1 shows how knowledge can be expressed in a medium such as text 
documents by an expert (group) A, for the purpose o f communication. Another group of 
individuals (B) can understand the information if they share the background knowledge with 
A. This knowledge can be the basis for carrying out an expert task. If the body of facts and 
data expressed in the text documents can be automatically processed by a computer to extract 
the information and represent it in a form of knowledge structure, then it can be used by an 
intelligent system to perform the expert task. A user that is not a specialist as well as another 
system can then carry out a task that would otherwise have required an expert.
K N O W L E D G E
ï>
M E D IU M  O F  
C O M M U N IC A T IO N  
n — Cl
IN F O R M A T  O N
a u t o m a t e d  a n a l y s i s
K N O W L E D G E  S T R U C T U R E
R M A TIO N
FACTS
DATA
T A S K
IN T E L L IG E N T  
S Y S T E M
N O N -E X P E R T  U S E R /
Figure 1.1 Communication o f information between experts
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1.1 Aims and Objectives
The aim of this thesis is to investigate whether a collection o f domain-specific documents can 
be automatically processed to elicit a conceptual structure (partial ontology) o f any arbitrary 
domain. A method is proposed that is based on the section of the model illustrated in Figure
1.1 that has been boxed. This will be done through the identification and formal definition of 
the relevant components of a framework necessary to carry out the task o f ontology 
acquisition. These components will be identified and formally specified based on the premise 
that:
[I] There is a correlation between the conceptual structure o f a domain and a representative 
collection o f domain specific documents;
[II] An empirical analysis of such a document collection will show certain repetitive 
patterns that indicate domain terms and relations;
[III] The behaviour o f languages, especially specialist languages, would be a possible basis 
used to establish the first two premises.
Our work is based on the presumption o f the ability o f language to communicate information, 
specifically classification information, and especially when employed within specialist 
domains of knowledge. We have the view that if  a framework is defined to extract and model 
the conceptual structure o f a domain at an abstract level independent o f the language used to 
represent the concepts, it will perhaps be a step towards more effective communication. The 
advantage o f a limited domain is the ease o f analysis, design and implementation. A 
prototype o f an ontology acquisition system has been developed to carry out the investigation.
12
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1.2 Structure o f this Thesis
Chapter 1 introduces the motivation behind the thesis and outlines the main aim of the work 
and the set of objectives required to meet the aim. The sti'ucture o f the document is presented 
with a brief summary o f what is to be discussed in each o f the chapters.
Chapter 2 provides some necessary background on ontology. A brief overview is given of the 
background o f ontology and its subsequent adoption, with varying definitions, into ailificial 
intelligence. The main components o f the ontological engineering process are summarized 
with a more detailed discussion on the methods and tools currently being developed for 
ontology learning. The focus will be on text-based methods and similai' methods used in 
other areas such as infonnation retrieval and natural language processing will be introduced 
as well.
Chapter 3 presents the method we intend to employ for the automatic acquisition o f an 
ontology. The theoretical background on which the method is based is summarised: relevant 
aspects of specialist sublanguages, local grammars and terminology are introduced. Formal 
definitions are provided of an ontology structure and a specialist domain; the latter is defined 
in teims o f a domain ontology and sublanguage. Various steps, notably data analysis, 
Icnowledge modelling and formalization involved in the method are described in detail.
Chapter 4 describes the prototype system developed to implement the method detailed in 
Chapter 3. An overview of system design considerations is provided followed by system 
architecture diagrams. The implementation and testing of the prototype is briefly discussed, 
followed by an expert evaluation of the results based on protocol analysis.
Chapter 5 summarises the success of the method and the implemented system prototype. 
Achievements and contributions as well as limitations and unaddressed questions are noted. 
Various avenues for further development and future work are suggested and discussed.
13
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2 Literature Review and Motivation
The term ontology has its roots in philosophy though it has been widely adopted in other 
fields such as psychology, linguistics and artificial intelligence, with relatively different 
nuances o f meaning. In traditional philosophy it is the study of "what there is" (Rosen, 1998) 
or the “knowledge of being,” taken from Greek: ontos -  ‘being’ and logos -  ‘knowledge’ 
(Reese, 1980). In psychology, ontology is "An aspect o f metaphysical inquiry concerned with 
the question o f existence apart from specific objects and events" (Reber, 1985). This could 
cover cases such as the ontological argument^ concerning the underlying conceptual systems 
of theories o f the mind. In linguistics it is taken as “the nature o f existence” -  the question 
whether and in what sense a language system or its elements exist is therefore an ontological 
question, or concerns the “ontology o f language” (Matthews, 1997). In artificial intelligence, 
varying definitions of an ontology that could encompass all of the above have been used 
depending on the application domain in question, which will be discussed in the next section.
The motivation for conducting a brief study on the philosophical background o f ontology was 
thi'ee-fold:
a) To briefly look at how philosophers, have distinguished between categories, concepts, 
properties, relations, and so on;
b) To find out if  they consider an ontology o f “closed” or “limited” worlds as well as the 
world in general (by a closed world we mean a restricted domain, for example 
theology, or medicine as opposed to studying “eveiything” that exists) and;
c) To observe whether philosophers relate ontology to the study of semiotics, 
specifically linguistic descriptions.
Our discussion of the philosopliical background o f ontology has been based on Sowa’s work 
(Sowa, 2000) unless otherwise indicated.
Ontology as studied in philosophy aims to provide a description of reality, tlirough a 
classification o f everything that exists in the universe, entities and relations that comiect the 
entities, at various levels o f granularity. Different levels of granularity may depend on the
' “An argument, which infers that something exists because certain concepts are related in certain 
ways.” (Lacery, 1996).
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structure of the entities, the limitations of the observer or a deliberate distinction made for the 
purpose of a particular application by discarding irrelevant detail.
BEIN G
A C C  D E N TSU B S T A N C E
P R O P E R T Y
N H E R E N C E D IR E C T E D N E S S
M O V EM EN T INTERM EDIACY
RELATION
CO N TA IN M EN T
TE M PO R A LSPA TIA L
Figure 2.1 Bretano’s organisation o f the ten categories o f Aristotle (Sowa, 2000:57)
Aristotle was the first philosopher to divide “reality” into ten basic categories -  classifying 
anything that could be said or predicated about anything. The ten basic categories were 
arranged in a tree structure by the Viennese philosopher, Bretano (Figure 2.1). Note that 
Bretano distinguishes between ‘substance’ and ‘accident’; the latter branch and its sub-branch 
‘propeify’ dominates the discussion in modem ontology where the focus is on ‘quantity’ and 
the ‘spatio-temporal.’ The “Tree o f Porphyry” was drawn by the philosopher Porphyry in 300 
AD (Figure 2.2). He took one o f the main categories proposed by Aristotle, substance, and 
arranged the hierarchy according to genus and species, with the differentiae being the features 
that distinguish different species o f the same genus. The specie HUMAN is not considered a 
genus since it has particular humans, individuals, underneath it. Some ontologists focus their 
study on things or substances whilst others view everything as processes or functions, or as a 
combination o f the two. There is also one view that there ai e universals as well as individuals 
and another that is limited to the existence of individuals only. Categories such as ANIMAL 
and HUMAN could be considered as universals.
15
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BSTANCE^^^^^ 
material immaterial
SPIRIT
animate inanimate
MINERAL
sensitive insensitive
ANIMAI PLANT
irrationalrational
BEASTI  MAI
Socrates Plato Aristotle Etc.
Figure 2.2 Tree of Porphyry (Sowa, 2000:5)
The use o f a hierarchical structure or taxonomy for the arrangement o f categories, as shown 
above, has therefore a long history. Such taxonomies have inspired work in biology, for 
example the Linnean taxonomy for animals and plants. A taxonomy will always have a top­
most category such as being as in Bretano’s tree (or in common parlance ‘thing’), and 
everything that exists would then be an instance o f this universal type. The key idea in a 
taxonomic organisation is that o f inheritance, what is true of a parent is generally true o f its 
progeny. Differentiae or distinctions, which are elicited through the comparison o f different 
entities, are the basis of determining to which category a particular entity belongs.
Kant, according to Sowa, proposed logically combining relationships in propositions or 
judgements for the purpose o f devising categories, which he called concepts. He believed that 
a complete theory o f categories should illustrate how the internal structure o f the concepts 
would establish the ways in which they could be combined. He produced a table o f categories 
in four groups of tliree as a principled framework for organizing categories. The logician 
Peirce believed that some of Kant’s triads revealed tliree more basic categories, which he 
named Firstness, Secondness and Thirdness. Firstness is the idea of an entity existing 
independently and is characterised by its intrinsic qualities such as shape, colour, and 
quantities such as size, mass. This can be defined by a monadic predicate P(x). For example 
a human being can be recognized as a man or woman without relating to an external entity. 
Secondness is the conception o f reaction between two entities and can be defined by a dyadic
16
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relation R(x,y). An example here would be a woman characterised as a mother, which 
depends on an external relationship with a child. Thirdness is the idea o f mediation, such that 
a first and second are brought into relation. This can be defined by a triadic relation M(x,y,z) 
where an entity x mediates two independent entities x and y. The example here could be 
Motherhood relating a mother and child.
Sowa has suggested that the mathematician, Edmund Husserl, brought the idea of 
intentionality into ontology. He made three similar distinctions to Peirce’s Firstness, 
Secondness and Thirdness: a thought, concept or precept, as the abstract meaning of 
perception; the process o f recognizing an object based on a certain system of predicates that 
determine the content of the concept; and finally intentionality, which he called the process of 
mediation that directs the concept to its object by the process o f the system of predicates. 
Consciousness is active and this activity has structure: ‘intentionality’ -  “the unique 
peculiarity o f experience to be the consciousness o f something” (Husserl, 1962:223).
Ontology is about the organisation o f concepts and here the well known work o f Ogden and 
Richard’s, “The Meaning o f Meaning” (1923), is quite critical. The authors argue that even 
though it can be said that speech is intended to communicate ideas: “Ideas, however, are only 
remotely accessible to the outside inquirers, and we need a theory which connects words with 
things through the ideas, if  any, which they symbolize. We require, that is to say, separate 
analyses o f the relations o f words to ideas and of ideas to things (ibid. 1923:7)”. They claim 
that symbols are used to direct and organize as well as record and communicate “Thought” or 
reference. So symbols can be used for the communication o f facts and for recording events. 
Words have no meaning in themselves -  it is when some “thinlcer” utilises them that they can 
be considered to have “meaning” -  hence they are instruments used for referential purposes. 
Ogden and Richards believed that to better understand “meaning” it was important to 
understand the relations between words, things and thoughts. They illustrated these relations 
tlu'ough a diagram of a triangle with the three factors needed to comprehend a statement being 
placed at the corners of the triangle and the relations between them being represented by the 
sides (Figure 2.3).
17
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THOUGHT OR REFERENCE
Symbolises 
(A causal relation)
Refers to
V (other causal relations)
Stands for REFERENTSYMBOL
(An Imputed relation)
Figure 2.3 Ogden and Richard’s Meaning Triangle (1923:11)
According to Ogden and Richards’ a causal relation can be said to hold between a Reference 
and a Symbol (Figure 2.3). Through speaking, the symbolism employed is caused by the 
reference made and the purpose for which the reference is being made. Through hearing what 
is said, the symbols are used to perform an act of reference as well as enable the adoption of 
an attitude similar to the speaker. There is also a direct relation between the Thought and the 
Referent but the relation between the Symbol and Referent is an indirect one in that it is used 
to indicate that a Symbol stands for a Referent. The “Thought” or “Reference” could be 
considered a “Concept” as well since Husserl groups them together. This early work is very 
important to us because it has widely established the fact that there is a relation between a 
thought or concept and a spoken or written symbol.
The relationship between concepts and names and the elaboration of these names (definitions) 
have been discussed by Weitz (1988). Weitz quotes the following portion from a supposed 
letter of Plato’s that might imply his theory on concepts (1988:3):
For every real being, there are three things that are necessaiy if 
knowledge of it is to be acquired: first the name; second, the definition; 
third, the image; knowledge comes fourth, and in the fifth place we 
must put the object itself, the knowable and truly real being. [.....]
Weitz observes that in Plato’s (implicit) theory o f concepts, observed through all the 
dialogues, is that naming, defining, instancing and speaking about an object is not a necessary 
state for the knowledge o f the true object. In fact it may possibly be that a necessary 
condition for naming, defining, instancing and speaking about an object is a previous 
apprehension of the object. Therefore, to have the concept of, for example, a circle is to have
18
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a prior intuition of the circle and to make use o f this knowledge for making any judgements 
about the circle. Weitz goes on to comment that philosophers cannot “formulate theories or 
promulgate doctrines without employing concepts expressed in language to do so. The 
form and the essences o f things have properties which, as their definition imply, are sets of 
necessary and sufficient properties. It is these sets that determine the necessary and sufficient 
criteria of our concepts and o f  the linguistic terms in which M>e express them. Concepts and 
their general terms are governed by these definitive sets of criteria that derive from their 
definitive sets o f properties,” (Weitz, 1988:17, emphasis added).
An important notion for us is that o f ontological commitment, defined by Jacquette as “To be 
ontologically committed is to accept the existence o f an entity or type or kind or category of 
entities. As individual thinkers we make ontological commitments to the things we believe 
exist, while theories in the abstract are ontologically committed to whatever entities would 
need to exist in order for the theories to be true.” (ibid. 2002:156). According to Jacquette, 
Quine proposed a syntactical criterion o f ontological commitment expressed through the 
slogan “To be is to be the value o f a bound vaiiable” -  to determine what the ontological 
commitments o f a theoiy are, it is necessary to examine the predicates supporting the bound 
variables in the formalization o f the theory. Hence some knowledge o f the objects and 
processes that need to be represented would perhaps help in formalising ontology.
Smith (2003) also reports that certain philosophers, particularly Quine, started paying an 
interest in the way scientists talk about things and processes within their subject domains. 
The aim was to study what types o f entities scientists are committed to when fonning theories 
about their specific subject domains; the ontological commitment of the particular scientist, or 
subject area, considered a good source of knowledge to ascertain what the world is like. Each 
science must have a catalogue o f objects to the existence o f which it is committed that can be 
defined by the vocabulary o f the related theory. Smith reports that to Quine, ontology is not 
the study o f the ontological commitments or premises embodied in scientific theories, but 
ontology is these commitments. He points out that certain expressions indicated by a specific 
logical form may carry such commitments, for example sentences such as “There are 
electrons.” (Smith, 2003; Jacquette, 2002). According to Smith (2003), his approach is not a 
reduction of ontology to the study o f scientific language but rather the continuation of 
ontology in the traditional sense. For us this notion o f ontological commitment related to a 
subject field is important because if scientists write teclinical texts based on their ontological
19
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commitments, then these texts can be processed in an attempt to elicit the commitments they 
make or presuppose.
Another relevant issue Smith (2003) points out is the distinction between formal ontology and 
material or regional ontology as discussed by Husserl and Ingarden. Formal ontology is 
intended to be domain neutral, dealing with aspects such as identity and partonomy, which are 
expected to be common to all material ontologies, which deal with domain-specific aspects 
only. Subject domains such as the sciences mainly deal with categories that fall within their 
respective domains though there might be some overlap between closely related domains. 
Ontology in the traditional sense can perhaps be replaced by the study of how an individual or 
group or science conceptualizes a given domain. Our work will be focussed on the latter case 
-  the study o f how a specialist group conceptualises their specific domain.
2.1 Ontology in Artificial Intelligence
The key branches of AI, knowledge representation and knowledge acquisition benefit from 
and in turn inference with an ontology. Knowledge representation is about the lexical and 
syntactic contentions o f how to represent concrete and abstract objects in the ‘real world.’ 
Knowledge acquisition includes protocols o f gathering knowledge about problem solving, 
planning, control and flow and related cognition tasks generally related to a specialist area. In 
different branches of AI, definitions o f ontologies have been put forward to suit the respective 
purposes o f different application areas or research fields. For example, for the purposes of 
natural language processing, an ontology could be defined as "A computational entity, a 
resource containing loiowledge about what concepts exist in the world and how they relate to 
one another. A concept is a primitive symbol for meaning representation witli well-defined 
attributes and relationships with other concepts. An ontology is a network o f such concepts 
fonning a symbol system where there are no un-interpreted symbols" (Mahesh, 1996). 
Mahesh emphasizes that meaning representation must be grounded in a ‘language- 
independent ’ ontology such that lexicons for different languages as well as language analysers 
and generators can share knowledge.
Ontologies are regaided as critical to the sharing and reuse of knowledge between diverse 
sources o f information from databases or knowledge bases. A more recent definition 
proposed by Tom Gruber to the SRKB mailing list reported in Guarino (1997a) is “Ontologies
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are agreements about shared conceptualisations. Shared conceptualisations include 
conceptual frameworks for modelling domain knowledge; content specific protocols for 
communication among inter-operating agents; and agreements about the representation of 
particular domain theories. In the knowledge sharing context, ontologies are specified in the
form of definitions of representational vocabulaiy [.....].” Most applications tend to be based
on limited ontologies of highly specialized domains, which create a major difficulty when it 
comes to sharing, integrating or reusing applications. Even though every field o f science, 
business, engineering and the arts has its own specialized terminology and standards, they 
often need to exchange information. Therefore, in order to share knowledge with other 
applications, an ontology must be part o f a more general framework. According to Sowa, 
philosophy could provide that framework: “Its guidelines and top-level categories form the 
superstructure that can relate the details o f the lower-level applications,” (ibid. 2000:53). 
Several issues need to be considered for ontology sharing such as differing terminologies for 
the same concepts and incorrect mapping o f related concepts in ontologies based on different 
languages.
A popular definition for ontologies that has been used in a number o f AI applications is "an 
ontology is an explicit specification o f a conceptualisation" (Gruber, 1993). This brings up 
the question o f what exactly is a concept. Guarino and Giaretta (1995) have analysed this 
definition as well as a number o f others in order to clarify certain tenninologies such as 
ontology, conceptualisation and ontological commitment. They have refined Gruber’s 
definition to “An ontology is an explicit, partial account o f a conceptualisation.” According 
to Guarino (1998), “In its most prevalent use in AI, an ontology refers to an engineering 
artefact, constituted by a specific vocabulary used to describe a certain reality, plus a set of 
explicit assumptions regarding the intended meaning of the vocabulaiy words.”
Maedche (2002) has proposed a formal definition of an ontology structure. He defines it as a 
5 tuple: O := (C, R, H"", rel, A°}, where C is the set of concepts and R is the set of relations. 
He claims that these two sets are disjoint. H® is defined as a concept hierarchy such that 
H‘^ (Ci, C2) indicates that C\ is a subconcept o f C2 , whereas rel is a function that relates 
concepts non-taxonomically rel(R) = (Ci, C2). A® is a set o f ontology axioms expressed in 
some representation language. Maedche goes on to define a lexicon for the ontology structure 
that has lexical entries for concepts, L®, and relations, L^, and two relations F and G used as 
references for concepts and relations respectively. Finally he defines a knowledge-base
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structure as a 4-tuple with an ontology O, a set o f instances /  and two functions inst and instr 
called concept instantiation and relation instantiation respectively (ibid. 18-20).
Ontology is the basis for modelling or building hierarchical structures for the purpose of 
classifying different entities (also referred to as objects, concepts or categories). The structure 
of an ontology may vary depending on the requirements of the application domain. 
Categories may be organized as taxonomies ~  characterized by the s\ihtype relationship; as 
subsumption hierarchies -  characterized by the sub^e? relationship; or as compositional 
hierarchies -characterized by the snhpart relationship. These structures could be in the form 
of trees, which may or may not support multiple inheritance or lattices, which support cross­
links for showing multiple associations. A combination of the different structures may be 
ideal for certain applications. An ontology may provide various mechanisms for allowing the 
creation and description of new categories as well as defining necessary constraints and inter­
relationships amongst them (Russell and Norvig, 1995). Mere taxonomies are often referred 
to as lightweight ontologies and if constraints or axioms are specified then they are called 
heavyweight ontologies (Gomez-Perez et al., 2004). Axioms, for example the statement, “if x 
is physical, x has a mass” are generally specified in a fonnal language such as logic.
A number o f authors have attempted to categorize ontologies based on their degree of 
specialisation, the information that needs to be expressed or the depth of internal structure o f 
the ontology. Sowa (2000) makes the distinction between axiomatized ontologies and 
ontologies that specifically model the vocabulaiy or terminology used to describe domains 
without the need to fully specify the categories by axioms and definitions, called 
terminological ontologies. Axiomatized ontologies may be smaller then tenninological ones 
but would enable more complex inferences and computations.
Guarino (1998) has classified ontologies as four kinds: Top-level ontologies which describe 
general concepts independent of any domain or problem; domain ontologies and task 
ontologies, which specialize the vocabulary defined in top-level ontologies by describing 
vocabularies related to generic domains or tasks and activities; application ontologies 
describe concepts relating to a certain domain or task and which are usually specializations of 
the two related ontologies as shown in Figure 2.4.
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TO P-LEVEL ONTO LOG Y
D O M M N C  rO LO G Y  TASK ONTO LOG Y
APPLICATION ON TOLOGY
Figure 2.4 Different types of ontologies proposed by Guarino (1998)
Van Heijst et al. (1997) classify ontologies based on two dimensions: issue o f  
conceptualisation where they divide ontology into four different categories very similar to 
Guarino’s o f generic ontology, domain ontology, application ontology and representation 
ontology. The first three determine the extent o f reusability while the last determines the 
conceptualisation of the knowledge representation formalism; amount and type o f  structure is 
used to distinguish terminological ontologies like lexicons, information ontologies such as 
database schemata and knowledge modelling ontologies. Lassila and McGuiness (2001) 
provide a more detailed categorization based on the richness of the internal structure -  they 
have listed nine categories in increasing structural detail: controlled vocabularies: a finite list 
o f terms such as a catalogue; glossaries: a list of terms with specified meanings; thesauri: an 
explicit hierarchy between terms is not specified but additional semantic information such as 
synonyms is provided; informal is_a hierarchies: the is-a or subclass relationship is not 
strictly implemented; form al is_a hierarchies: strict subclass hierarchies are used to enable 
inheritance; form al is_a hierarchies that include instances o f  the domain: specific individual 
objects are included in this case; Frames: properties are included with the classes, which can 
be inherited by the relevant subclasses; ontologies that express value restriction: restrictions 
to the values properties are allowed to take can be specified; ontologies that express general 
logical constraints: the most expressive category allows the specification of constraints or 
axioms.
Until recently most ontologies appear to have been created in an adhoc fashion to suit the 
domain as well as the skills of the developers. This has resulted in a great diversity in the way 
ontologies are created and used which is a problem when it comes to sharing, re-using or 
integrating existing ontologies. There is a wide range of tools and languages with varying 
complexities and expressive powers available for the development and formalization of an 
ontology. Since there has been such an extensive use of ontologies in recent applications
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there is a need to have common standards, robust and accessible tools and expressive 
languages. IEEE has created a Standard Upper Ontology (SUO) working group. Their aim is 
to provide a standard for specifying the semantics o f a general-purpose upper level ontology. 
This will provide definitions for general-purpose terms and a structure and foundation for 
larger lower level domain-specific ontologies. It is estimated to contain between 1000 and 
2500 terms plus roughly ten definitional statements for each term. One issue in the 
development of an ontology is whether to use an existing top-level ontology or create one 
specific to the domain. A number o f researchers have developed a top-level structure, which 
is often based on a philosophical background.
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Figure 2.5 Top-level hierarchy of CYC
Cyc has been under development for over 15 years now. The top level of the CYC hierarchy 
consists o f ‘thing’, which could be ‘intangible’, a general represented ‘thing’ and a more 
specific ‘individual object’ (Figure 2.5). The hierarchy becomes more tangled down the 
levels, indicating a lattice-like structure with multiple inlieritance. In contrast WordNet, 
which was developed to represent the semantic relations between words, has a far simpler 
structure (Figure 2.6). CYC could be considered a heavyweight ontology whereas WordNet 
in comparison would be a lightweight one.
http://www.cyc.org
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Figure 2.6 Top-level hierarchy of WordNet"^
Another type o f distinction can be drawn between ontologies based on what Sowa calls the 
observer’s viewpoint (or intentionality as according to Peirce and Whitehead). The means by 
which a physical entity is classified depends on the intention or subjective form of the agent 
classifying it. Similarly the same physical entity may be described in different fonns 
depending on the perspective talcen -  for example “Pride and Prejudice” in the form of a book 
or the form of a movie. It should also be noted that generic, top-level categories would tend 
to be standard whilst the definitions o f other categories would depend on the viewpoint of the 
observer. The physical or abstract distinction is independent of the observer’s viewpoint 
whilst the distinction between continuant and occurrent would depend on a specific time-scale 
as well as the level of detail obtained from the viewpoint of the observer (Sowa, 2000).
Ontology could be considered as a collection o f graphs or trees with each graph portraying a 
view or facet o f the particular domain to the specified level o f granularity. An attempt has 
been made to define ontological commitment in relation to ontology in the A1 context. 
Guarino (1998) has fonnalized the definition o f an ontological commitment by linking the 
meaning o f the terms to the actual terms comprising the ontology. It is therefore a function 
that maps the terms contained in an ontology to a conceptualisation. Gruber and Olsen (1994) 
defined ontological commitments as a set o f agreements that enable the use o f a shared 
vocabulary in a consistent and coherent manner. There would seem to be a trade-off between 
consistency and completeness o f an ontology depending on the extent o f the ontological 
commitments.
http ://www.cogsci .princeton.edu/~wn/
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2.2 Ontology A cqiiisition
Building an ontology by hand is a difficult, error-prone and time-consuming task as well as 
having a significant level o f subjectivity. The latter could be related to the identification of 
different concepts: what are the distinctions between categories; should something be a 
categoiy or an instance; how are various relationships defined, and so on. These issues have 
established the need to explore automatic or semi-automatic techniques for generating an 
ontology. Another related issue to be considered is whether an existing ontology can learn 
new concepts automatically so that the ontology is systematically updated. Recently there 
have been two main trends o f research into the automatic acquisition o f an ontology: one 
approach is based on deriving an ontology directly from relevant texts without the need for 
any background knowledge while the other approach uses learning techniques that require 
some background knowledge.
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Figure 2.7 Maedche’s taxonomy of relevant data for ontology learning (2002:60). Highlight 
on “PURE NL TEXT” has been added
Maedche (2002) has proposed a taxonomy for the various types of data available on the Web 
that can be used for ontology learning, shown in Figure 2.7. WordNet, which is labelled as a 
linguistic ontology, and thesauri are considered to be lightweight ontologies that can be used 
as a starting point to derive other ontologies. These ontologies could either be extended or 
adapted to a different domain. Relational databases that store data modelled through entity
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relationship schemas have been used for many years, and more recently object-oriented and 
object-relational databases modelled in various schemas including UML are being used. 
Since the advent of the Semantic Web, XML has become a popular mark-up language. If 
such data is relevant, it can be processed to extract the appropriate concepts and relations. By 
instances, Maedche means cases in which there is an existing ontology for a knowledge base 
or database that can be exploited to build a new one. Natural language documents can be 
considered as “free texts” since they are un-structured. There is an abundance o f such 
documents available on the Web related to a vaiiety of domains. According to Maedche these 
documents are the most important resource available for ontology learning due to the above 
two reasons. He points out that natural languages contain syntactic, morphological, semantic, 
pragmatic and conceptual constraints that interact in a specific way in order to convey a 
specific meaning to the reader. Shallow text processing techniques can be used in an attempt 
to analyse such constraints (2002:64).
We hold the same position as Maedche (2002) on the importance o f free natural language 
texts for ontology acquisition due to the reasons he has pointed out and in addition any 
method described for NL texts will be much more widely applicable than methods based on 
structured data. Since our focus is on specialist domains there are usually no other resources 
available for new emergent domains and for the well-established domains that might have 
resources there is still the issue o f automatically updating them. Analysing current literature 
in the form of new texts written in that domain is the most appealing prospect. In the next 
section we shall discuss the different techniques researchers have adopted to use NL 
documents in an attempt to derive some form of laiowledge. Hence our focus is going to be 
on “pure NL texts” in Maedche's taxonomy as highlighted in Figure 2.7. Some researchers 
have developed methodologies where they describe a step-by-step outline of the various 
processes involved in ontology acquisition while others have presented a technique where an 
algorithm or a combination of algoritlims is described to semi-automatically derive an 
ontology.
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2.2.1 M ethods for O ntology Engineering
Methodologies could be distinguished as being geared towards a particular domain or 
application area or as a generic methodology with the aim of establishing a set o f standards 
akin to Software Engineering. For example TOVE^ (Toronto Virtual Enterprise) was 
developed for enterprise modelling and On-To-Knowledge (Staab et al., 2001) for knowledge 
management. Some of them like Methontology (Gomez-Perez, 1997; Gomez-Perez et al., 
2004) are intended to be generic. A number o f researchers have also outlined the design 
criteria that should be considered when developing ontologies (Mahesh, 1996; Gruber, 1993; 
Guai'ino, 1997b). There is a need though for fonnal principles to be defined for ontological 
engineering as common to software engineering (Gruber, 1993). In this section we shall 
review Methontology and On-To-Knowledge in some detail.
Methontology has proposed a seven step methodology that “enables the construction of 
ontologies at the knowledge level” and highlights the similarity between ontology 
development life cycles and classical software life cycles. For example the ontology is 
developed as an evolving prototype, which can be modified anytime during its life cycle, and 
the need for an ontology requirement specification document is introduced. A schedule 
activity identifies the tasks to be performed for each prototype including time and resource 
allocation. The different phases o f Methontology are briefly described below:
I. Acquire the knowledge. This is an independent activity using the standard knowledge 
elicitation teclmiques. Most o f the acquisition is done simultaneously with phase two.
II. Produce an ontology specification document. This document is prepared in natural 
language and should include the following information: the puipose o f the ontology, 
defining its intended uses, scenarios, etc; the level of formality; the scope of the 
ontology which should include its characteristics and granularity as well as its set of 
represented terms.
III. Conceptualize the ontology. In this phase a conceptual model is produced based on a 
set o f intennediate representations. This includes various activities such as identifying 
concepts, their instances, attributes and values in a data dictionary as well as classifying 
groups o f concepts in concept classification ti ees etc. Details of this phase are shown in 
Figure 2.8 on the next page.
http://www.eil.utoronto.ca/tove/toveont.htnil
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IV. Integrate your ontology with others i f  helpful. If  there are libraries o f ontologies that 
provide definitions o f terms whose semantics and implementation methods are coherent 
with your conceptualization than their definitions may be reused.
V. Implement the ontology. The result o f this phase is the ontology defined in a formal 
language such as CLASSIC, LOOM, Prolog, etc.
Y \. Evaluation. Here the ontology is verified and validated (to look for incompleteness, 
inconsistencies and redundancies) with respect to a frame of reference such as the 
requirement specification document.
V \l. Documentation o f  the ontology. This takes place during the whole ontology 
development cycle. A respective document is produced for each o f the phases above.
The tasks I to IV involve identifying and constructing term lists, taxonomies and other 
relations and dictionaries. The rest of the tasks involve the description of the items listed in 
the first four. For example, “British Airways Flight” is the name of a concept; it has the 
acronym “BA Flight” and description “Flight operated by British Airways” (Gomez-Perez et 
al., 2004).
Task 1:
Build glossary of terms
I
Task 2:
Build concept taxonomies
. I  J
Task 3:
Build ad hoc binary reiation diagrams
Task 4:
Build concept dictionary
Task 5:
Describe ad hoc 
binary relations
Task 6:
Describe instance 
attributes
Task 7:
Describe class 
attributes
Task 8:
Describe
constants
Task 9: 
Describe formal axioms
Task 10: 
Describe rules
Task 10: 
Describe instances
Figure 2.8 Tasks involved in Methontology conceptualisation phase 
(from Gomez-Perez et al., 2004: 131)
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The idea behind the On-To-Knowledge project^ was to facilitate access to a large variety of 
electronic resources for the purpose o f knowledge management. The On-To-Knowledge 
method for ontology building was developed as part of the project, so had a specific 
application in mind. The diagram below illustrated the flow of the main processes of the 
method.
ONTOLOGY
ONTOLOGY
MAINTENANCE
FEASIBILITY
STUDY
ONTOLOGY
KICKOFF
ONTOLOGY
REFINEM ENT
Y
PROJECT SETTING ONTOLOGY DEVELOPMENT
Figure 2.9: Processes in the On-To-Knowledge method (from Gomez-Perez et al., 2004:131)
The five processes are briefly described: Feasibility Study: The problem  or area of 
opportunity is identified; Kickoff: The ontology requirements document is produced 
specifying the domain and goal of the ontology, knowledge resources available, target users 
and intended applications. An informal “baseline ontology” is created by identifying the main 
concepts and relations; Refinement: This involves a knowledge elicitation process with 
experts to elicit more concepts as well as relations and axioms. The ontology is then 
conceptualized and formalized; Evaluation: The ontology is tested by the developers to make 
sure it satisfies the requirements specified in II and a set of “competency questions” may be 
used as well. Then the ontology is tested in the application environment it was intended for 
and further refined as necessary; Maintenance: A maintenance procedure has to be specified 
and managed by the responsible party.
^ Main partners include Institute AIFB (University of Karlsruhe), British Telecom and Vrije University 
(Amsterdam).
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2.2.2 O ntology Learning from  Free N atural Language Texts
Researchers in the fields of computational linguistics, information retrieval and terminology 
have attempted to extract some form of “loiowledge” for the purpose of building semantic 
lexicons, thesauri or term bases respectively. We shall discuss their approaches and later on 
in the section we shall introduce the various approaches for ontology learning that have been 
based on their methods. Lexical semanticists have used a pattern-based approach to extract 
lexical items and semantic relations such as hyponymy and meronymy between the lexical 
items from NL texts. These are generally represented in the form of hierarchies. Hearst 
(1992) and Riloff and Shepherd (1997) were amongst the first to use this approach and since 
then it has been adopted by a large number o f the ontology community.
Riloff and Shepherd (1997) have proposed a method to automatically build a semantic lexicon 
given a text corpus by providing a few sample categories and without using any other 
semantic knowledge. They have used the fact that quite often category members tend to
appear in close proximity to each other, for example, lists (guns, laiifes, axes ....... ),
conjunctions (knifes and guns and a x e s  ), appositives (the gun, a magnum) and nominal
compounds (bowie knife; crime scene photographer). They have tested whether using a text 
corpus it is possible to collect the surrounding words given some seed words to start with. 
Statistical methods were used to identify and rank words that may be related to the specified 
categories. Riloff and Shepherd have used a 5-step algorithm: Sentences that contain the seed 
words are identified and then parsed; A 2-word context window is defined around the seed 
word wherever it occurs as a head noun in the corpus; A categoiy score for each word is 
created based on the ratio of the frequency o f the word in the category’s context window, to 
the frequency of the word in the corpus; Numbers, stopwords and words with a frequency 
below 5 are then removed; Finally the five nouns with the highest score are added to the 
category list and the whole procedure is then repeated. Users have to validate the list of 
ranked words that would then be used to create the lexicon. They tested their method on a 
number o f different categories and seed words and their results showed that a basic semantic 
lexicon could be built using five seed words and with 15-20 minutes of human intervention.
Hearst (1992) has identified a set of commonly occurring “lexico-syntactic patterns” which 
she uses to automatically derive hypemymic relationships from umestricted text. The example 
Hearst (1999:1) has cited using the such as cue is “The bow lute, such as the Bambara Ndang, 
is plucked and has an individual ”. She notes that most fluent English readers will guess
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that a Bambara Ndang is a kind o f bow lute even though they have never come across 
Bambara Ndang before and only have a rough idea what a bow lute is. Hearst relates the 
hypernym relationship to the cue kind o f  i.e.. X is a hypernym of Y if F  is a kind o fX . Some 
other example cues she has used are or other, and other, including, and especially. Hearst has 
also outlined a procedure for the automatic discovery of patterns and uses WordNet to verify 
all the relations that were derived from the acquisition method. According to Hearst the 
advantage of using these patterns is that they aie usually indicative o f the required relation 
and can be applied to a lai'ge variety o f texts as well as there being no need for any pre­
encoded knowledge to identify the patterns. Some problems she encountered were the 
occurrence o f metonymy (‘king,’ ‘institution’), the under-specification o f certain facts, for 
example knowing that literary devices are being discussed when the hyponym (‘device,’ 
‘plot’) is acquired and the contextual dependence o f certain relations like (‘aircraft,’ ‘target’).
Reseai chers in information retrieval have used a different approach to build thesauri based on 
processing NL texts. Automatic thesauri generation was initially addressed as far back as the 
1970s (Salton, 1971; Sparck-Jones, 1971) through the use of statistical terra-to-term co­
occurrence measures for identifying related terms in text documents. As we discussed in 
Ahmad et al. (2003), this method has a number o f limitations such as: many unrelated terms 
miglit co-occur if they are veiy frequently used; synonyms are seldom used together; only 
single-word terms are considered whereas in a number of specialist domains multi-word terms 
are used frequently; a cluster o f associated terms is produced with no knowledge o f the kinds 
o f relationships between the terms. The fact that synonyms were more likely to have similar 
co-occurrence patterns rather then co-occur in a document or document collection, was 
addressed by associating a term with a phrase based on its contextual information (Jing and 
Croft, 1994). The SEXTANT system (Grefenstette, 1994) uses syntactic analysis methods on 
texts to generate thesauri under the assumption that similar terms will appear in similar 
syntactic relationships. Terms are then grouped according to the grammatical context in 
which they appear. Association matrices and clustering techniques are viable approaches but 
do not address the shortcoming of undefined relationships between terms, such as the 
semantic relationships of synonymy, hyponymy or meronymy.
A few researchers in computational linguistics have attempted to use a clustering technique to 
build semantic lexicons as well. Caraballo (1999) has attempted to automatically build a 
hypernym-labelled noun hierarchy from a text corpus without using any other lexical 
resources. She uses a method for clustering nouns by creating a vector for each noun
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including the frequency of occurrence o f all other nouns in conjunctions or appositives with 
it. The cosine of the angle between any two vectors is used to measure the similarity between 
two nouns. Similar nouns are combined and placed under a common parent and this process 
is repeated to form a hierarchy. Heyer et al. (2001) use corpora-based statistically generated 
collocation sets to retrieve certain semantic relations. They use a collocation measure to 
assign a value based on the significance of each word in the collocation set. Two types of 
relations were effectively retrieved when the collocates o f king were studied: co-hyponymy 
(shall, queen, rook) and instance o f  (shah, Husein).
Sanderson and Croft (1999) use statistical techniques based on subsumption, a type o f co­
occurrence relationship, to organize words extracted from a set of documents in a hierarchical 
manner. Subsumption is defined for two terms x and y as “x subsumes y if  the documents 
which y occurs in are a subset of the documents which x occurs in.” Initially a set of terms 
for the queiy, which is consequently expanded using local contextual analysis, is provided to 
retrieve the relevant documents. Terms are elicited from the highest ranked documents and 
each selected term is compared to the rest to check for subsumption. Through a user 
evaluation it was seen that the derived hierarchies had a number of properties (67%) similar to 
the ones constructed manually.
Until recently, with the exception o f Aussenac-Gilles et al. (2000), there was no attempt to 
combine research in terminology with other teclmiques to automate the process of ontology 
acquisition. Aussenac-Gilles et al. (2000) have proposed an approach for modelling 
knowledge by using linguistic techniques on texts for the purpose of knowledge elicitation. 
They consider texts as major Icnowledge repositories that can be explored using approaches in 
linguistics and tenninology. They claim that ontologies and texts may be comiected in two 
ways: concepts could be semantic tags attached to texts while texts in turn could be connected 
to certain concepts in the ontology. Their modelling process claims to be language 
independent and consists o f foui- steps:
I. Setting up the corpus, where relevant texts are selected based on the requirements 
for the model;
II. Linguistic analysis, where the terms and lexical relationships are elicited using 
appropriate linguistic tools;
III. Normalization, where the previous results are refined in that the user chooses the 
terms and relations to be modelled and then some semantic analysis is done to 
develop the conceptual model;
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IV. Formalization, where the ontology is built and then validated.
Aussenac-Gilles et al. (2000) have tested their approach by building an ontology of 
knowledge elicitation tools but the method will have to be tested a number of times and re­
evaluated before a definite claim can be made to its effectiveness.
A number o f researchers claim to automatically learn word meanings from context using a 
knowledge intensive approach. Hahn and Schnattinger (1998) have proposed a method based 
on natural text understanding for the automatic maintenance of domain-specific ontologies. A 
given taxonomy is systematically incremented by acquiring concept instances and classes, 
taking into account the background knowledge of the domain as well as the linguistic patterns 
in which unknown lexicons occur. No specialized learning algorithm is used since learning is 
a meta-reasoning task carried out by the classifier o f a tenninological reasoning system. This 
qualitative reasoning copes with several competing hypotheses judging on the quality of 
arguments as some form of a hypothesis evaluation. The example they cite is from the 
domain of infonnation technology. They also draw a distinction between their methodology 
and that of information extraction in which a pre-fixed set o f templates are used to fill with 
the required knowledge.
A number o f authors claim to use a combination o f methods for automatic ontology 
derivation. Maedche and Staab (2000) and Maedche (2002) present a general system 
architecture called Text-To-Onto for the engineering o f an ontology. They propose a new 
approach for the semi-automatic acquisition o f non-taxonomic relationships using generalised 
association rules, which extends current approaches used just for taxonomy building. Their 
system, Text-To-Onto, has various components that work together to produce an environment 
for ontology learning. Text processing techniques such as tokenization, lexical processing 
and chunk parsing can be performed to produce a mixture o f syntactic and semantic 
information. For example a lexical database is used to perform part-of-speech (POS) tagging, 
some morphological analysis such as identification o f the stems o f related words, analysis of 
compound words as well as named-entity recognition, which leads to an output of dependency 
relations. Associations between terms at a paificular level o f the taxonomy are discovered 
using a generalized association rule algorithm. They have given an example of using the 
appropriate level of abstraction for a purchasing scenario, for example, using the more general 
statement: “snacks are purchased together with drinks” instead o f “chips are purchased with 
beer” or “peanuts are purchased with soda.”
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Miklieev and Finch (1995) combine various methods from Imowledge engineering, 
infonnation retrieval and computational linguistics to work collectively as a Knowledge 
Acquisition WorkBench (KAWB) under development at the Language Technology Group 
(LTG), Edinburgh. Different modules work together to support the process: A data extraction 
module includes: a word class identifier that attempts to identity semantic categories based on 
statistical word clustering and making use of annotated texts and external linguistic and 
semantic resources; a lexical pattern finder that uses parsed text to look for word collocations 
that are automatically reviewed to deduce regularities which are presented to the user as 
potential candidates for conceptual characterization; Finally an analysis and refinement 
module aids the user in an iterative process to refine his/her hypothesis by testing and 
generalizing patterns. Table 2.1 on the next page compares text-based approaches for 
ontology acquisition based on the tliree most frequently used techniques of natural language 
processing, clustering and machine learning, as claimed by the researchers.
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2.3 Ontology Representation Formalisms
The choice o f representation and structuring o f Icnowledge in the ontology is essential to the 
type o f reasoning, querying and support for evolution and integration required for a certain 
application domain. One o f the research areas in ontological engineering is the development 
o f suitable languages for the specification of ontologies. These languages are based on 
varying Icnowledge representation paradigms: traditional ones that have been adopted from 
Knowledge bases such as those based on description logics like LOOM, those that combine 
frames with first or second order predicate calculus such as Ontolingua and FLOGIC; and 
those based on web standards (XML and RDF) such as SHOE, OIL, and OWL. The diagram 
below shows the various Al-based ontology languages.
> Protocol
Ontolingua LO O MCycL O C M L FLogIc
Fram e Ontology
O KBC Ontology
KIF
Figure 2.10 Al-based ontology languages (Gomez-Perez et a l,  2004:200)
CycL is based on frames and first order logic and was developed specifically for use in the 
CYC knowledge base^. The Knowledge Interchange Language (KIF) is based on FOL and 
Ontolingua was built on top of that and is the language used by the Ontololingua Server 
(Gruber, 1995). LOOM is based on description logics and was developed as a language for 
knowledge bases with the provision of automatic classification. OCML was built based on 
Ontolingua as an “Operational Ontololingua” and FLogic is based on first order logic and 
frames similar to CycL. The Open Knowledge Base Connectivity (OKBC) protocol was 
created for the purpose o f accessing any Icnowledge base regardless o f the Icnowledge 
representation formalism it employed. As shown in Figure 2.10, CycL, LOOM and 
Ontolingua are compliant with the OKBC protocol.
www.cyc.org
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Web-based ontology languages were created for use on the Web and are based on the existing 
Web standards. The diagram below (Figure 2.11) shows the relationships between the 
various markup languages, with SHOE being the first language to be created based on the 
HTML syntax. Its syntax has now been adapted to XML, on which the rest o f the languages 
are based. A subset of constructs were adopted from the OKBC protocol and combined with 
XML to produce XOL (Ontology Exchange Language). The World Wide Web Consortium 
(W3C) developed RDF specifically to describe the various types of web resources. RDF 
Schema was then built by adding a frame-based extension to RDF and subsequently, OIL, and 
DAML-OIL incorporating the semantics of description logics. With the advent o f the 
Semantic Web, the W3C fonned a working group to produce an ontology markup language 
specifically for the semantic web. The language they aie working on is called the Web 
Ontology Language (OWL) and is basically an extension o f DAML plus OIL.
O IL DAM L+O IL O W L
R D FS
Î H O E S H O E X O L RDF
R D F(S )
HTIViL X M L
Figure 2.11 Web-based ontology (mark-up) languages (Gomez-Perez et al., 2004:201)
When choosing a language for a particular application it is important to consider its 
expressiveness as well as its inferencing capabilities. An ontology can be formally 
represented by concepts, attributes, relations, axioms and instances, as discussed previously. 
The expressiveness criterion compares the ontology specification languages’ ability to 
represent concepts, their attributes and relations between concepts if present. The inferencing 
mechanisms provided by the various languages are compared e.g. support o f multiple 
inheritance, automatic classification, and so on. Table 2.2 uses the qriteria mentioned above 
to provide a comparative summary o f the most prominent ontology specification languages 
being used currently. The table shows a comparison o f the main features -  for a more 
detailed evaluation please see (Corcho and Gomez-Perez, 2000; Gomez-Perez et a l,  2004). 
As seen in Table 2.2, a number o f languages have been developed by different research 
groups to address the needs o f representing and reasoning over different types o f ontologies 
(lightweight and heavyweight), what remains to be addressed however, are effective methods 
o f automatically extracting the concepts, relations, attributes and axioms that need to be 
represented.
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2.4 Ontology Development Systems
Ontological engineering systems could vaiy from those that help in creating and maintaining 
ontologies to those that help in ontology mtegration or reusability. This section will briefly 
outline the main features o f the various tools available commercially for building, editing, 
integrating and maintaining ontologies. Our main reason for doing the survey was to discover 
whether: (1) There is any support for automatic ontology generation; and (2) There is any 
support provided for modelling visual primitives and linlcing them with language.
Duineveld et al. (2002) have carried out an extensive survey o f the most prominent tools 
based on a number of criteria they specified as important: general features, such as the design 
o f the interface and installation procedures; ontology, where they focus on issues such as the 
provision of high level primitives, example ontologies as well as the modelling power o f the 
tool such as support for multiple inlieritance; cooperation, where the different systems are 
tested to see whether they provide features that support cooperative building o f an ontology 
such as synchronous editing.
Gomez-Perez et al. (2004) have also conducted an overview of ontological engineering tools. 
They have grouped the tools according to the purpose they are used for in the ontology 
development phase: ontology development tools, which aim to aid in the construction o f an 
ontology from scratch. These tools tend to support the editing, browsing, importing, 
exporting and documentation of ontologies. Some tools focus on the editing o f an ontology, 
whilst others aie extensible development suites that provide a series o f functions; ontology 
evaluation tools that can be used to evaluate the content of ontologies; ontology merge and 
alignment tools, which support the merging or aligning of ontologies built for the same 
domain; ontology-based annotation tools that allow the user to instantiate concepts and 
relations as well as maintain ontology-based mark-up present in web pages; ontology 
querying tools and inference engines that allow querying as well as inference support and are 
dependent on the language used for representation o f the ontology; ontology learning tools, 
which aim to derive ontologies automatically or semi-automatically from specified resources 
such as natural language texts. A t the point o f writing this thesis there was no support for 
visual primitives and some support for semi-automatic ontology acquisition, for example the 
KAON system suggests terms that are related to each other but it is left to the user to 
construct the ontology so human intervention is still required to a large degree.
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2.5 Discussion
An ontology underpins the conceptual structure of a domain and has to be captured and 
fonnalized in order to be used as a knowledge source by intelligent systems. To support this 
process there are a number o f methods and tools available. Until recently, knowledge 
engineers have manually constructed ontologies by using Icnowledge elicited from domain 
experts or by studying formal texts. Since this is a time-consuming and error-prone process 
the ideal solution would be to automatically or semi-automatically construct an ontology o f a 
domain. This has shown to have promise through the use of lexical resources such as texts 
and terminologies as a source of knowledge together with established methods for processing 
them. This is still an open research question and some issues that need to be considered for 
generating an ontology automatically are summarised below:
I. Establishing the type o f knowledge source and the classification o f texts/data e.g. free 
texts such as natural language, semi-structured data such as HTML/ XML, or structured 
data such as database schemata.
II. Using background Icnowledge in the form of existing linguistic/ lexical/ terminological/ 
ontological resources such as machine readable dictionaries (MRDs), Wordnet or CYC.
III. Defining a standard set o f conceptual relations that could be discovered, making explicit 
their properties, and taking note that there may be some relationships that might be 
specific to a domain.
IV. The use o f reasoning/leaining methods that would be most suitable -  depending on the 
conceptual structures required e.g. relational learning/analogical reasoning.
V. There are well-established text-analysis, NLP and IE tools available; how can such tools 
be best exploited for use in ontology acquisition.
VI. How would the two methods mentioned above (IV and V) work in combination?
VII. The problem of how to bootstrap an ontology -  should one start from scratch (bottom- 
up approach) or use an existing top-level ontology as a basis (top-down approach) or a 
combination o f both.
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There are a number of “ontology” projects that have been developed over the years. Projects 
such as the oft-cited general lexical database WordNet^ have been termed ontologies, as have 
deep formalisms such as Mikrokosmos (Mahesh, 1995). Some of them are intended to be 
generic such as CYC^, which aims to model world laiowledge; CYC claims it can find the 
match between a user's query for "pictures of strong, adventurous people" and an image 
whose caption reads simply "a man climbing a cliff." CYC also claims to have included 
emotions in the basic ontology. Other ontologies are more domain-specific such as GEN SIM, 
a genetic simulation system, and PLINIUS an ontology that represents mechanical properties 
o f ceramics.
Ontologies are being used for various purposes such as automated terminology translation 
(Navigli et ah, 2003), knowledge management (Davies et ah, 2003), interoperability amongst 
agents, and information retiieval (Guarino et ah, 1999), and for a number o f purposes, 
including those just listed, on the Semantic Web (Davies et ah, 2003; Maedche, 2002). Table
2.4 provides a comparison of some o f the more prominent ontology projects. When 
considering a domain in which images play a key role such as fine art and crime scene 
investigation, it is an interesting question to see what role an ontology can play to aid in 
image retrieval either just by capturing linguistic descriptions o f objects or more ambitiously 
by linking visual infonnation and linguistic information within the ontology.
There has been some extensive research on creating general semantic lexicons like WordNet 
or Sensus as well as knowledge bases that claim to model world knowledge like CYC. 
Though veiy useful for generic applications they are inadequate to use for specialised 
domains such as medicine or forensic science. The role o f specialist languages or domains in 
ontology acquisition has not yet been fully explored and it would be interesting to study the 
possibilities o f automatically deriving an ontology given a structured text in a specialist field. 
The next Chapter focuses on specialist languages and discusses how the local grammar and 
terminology can be used as a basis for a method for (semi-) automatic ontology extraction.
http ://www.cogsci .princeton.edu/~wn/ 
® http://www.cyc.com/
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3 Method
Language is defined by the Oxford English Dictionary as “The whole body o f words and of 
methods of combination of words used by a nation, people, or race” (OED online^”). 
Language is used to convey information amongst other things -  words or symbols are 
combined in specific ways based on a set o f rules that express a certain meaning to a 
particular community. This community could be a nation, a race, or it could be a specialist 
community. Specialist communities or domains such as medicine, engineering, architecture 
and nuclear physics, tend to use languages more constrained than their general counterparts in 
order to convey information -  referred to by some as languages fo r  special purposes (Sager, 
Dungworth and MacDonald, 1980) or sublanguages (Han*is, 1991; Kittredge and Lehrberger, 
1982). The key to effective communication is that such a community has a “shared” 
understanding of the knowledge or conceptual structure o f the domain as well as familiarity 
with the specific symbol sets and rules used to express the information shared by the 
community.
Even though languages for special purposes may comprise of “complex semiotic systems” 
(Sager, Dungworth and MacDonald, 1980:68), every such language has its own lexicon or 
vocabulary, where lexical units or words are typically used to designate concepts and these 
words are grammatically ananged in certain patterns amongst themselves as well as with 
other symbol sets (for example: mathematical symbols, chemical notations, graphs and 
images) to convey a meaning. This lexicon can be considered a link to knowledge being 
expressed in that language. A range of semantic relations may exist between these different 
lexical units; construed as conceptual or lexical relationships (Cruse, 1986). The lexical units 
(words or multi-word expressions) assigned to specific concepts within a given specialist 
subject field are collectively known as its terminology (Sager, 1990). One can argue that the 
systematic designation o f terms and inter-relationships between them may be the surface 
reflection o f a deeper organisation o f concepts. Such an organisation is also known as the 
ontology o f the domain.
The conceptual organization of any subject domain is based on a consensus amongst members 
of the domain. The key for us is the existence of the consensus; this consensus manifests
http://www.oed.com/
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itself in the speech and writing o f the domain community. Text, whether in paper or 
electronic form, is a tangible source of information that can be shared amongst a group of 
people in any domain. Nowadays almost all human enterprises are characterized by a text 
repository that is peer-reviewed and reflects the opinion o f the majority of the enterprise; a 
repository may comprise books, learned papers, popular articles, dictionaries, manuals and 
handbooks. The advent o f the World Wide Web has made it easier to collect, store and access 
such resources electronically. Texts are a natural abode for the terms and semantic 
relationships that are the basis of the ontological commitment o f a domain community. We 
claim that such relationships are often signalled in domain texts through the use of various 
plirases that have their own rules o f description -  which we may refer to as ontological 
statements.
A  collection o f documents representative o f the discourse of a subject domain may therefore 
be studied to partially understand the conceptual structure o f that domain tlnough the 
interactions o f the symbol systems used. We limit our study mainly to the symbol system of 
language since, as mentioned previously, it seems to be an inherent part of most specialist 
domains, including highly scientific domains, since language is often used to explicate and 
introduce other symbols used. The building blocks o f most languages are words and 
sentences. According to Husserl’s conception of language as reported by Smith, the fact that 
words are seen as having meaning is because they are given meaning based on certain 
cognitive acts. He claims that there are two types of meaning acts: those related to uses of 
names (acts o f presentation), which are directed towards objects and called concepts; and 
those related to uses of sentences (acts o f judgement), which ai*e directed towaids states of 
affairs and called propositions. The first kind can be used in isolation or in the context o f a 
meaning act of the second kind and Husserl compares the relation between meaning and the 
associated meaning act as that o f specie to instance (Smith, 1989). This discussion reinforces 
our aim to discover the conceptual structure o f a specialist domain tlnough the study o f words 
and their interactions used typically within the discourse o f the domain. Through words we 
may discover concepts, and through the interactions o f words in sentences we may discover 
relations between concepts, which may be expressed as propositions.
If  a text is written about a more or less closed subject matter, which Harris defines as “one in 
which a limited vocabulary is used and in which the occurrence of other words is rare” 
(1991:278), then there are patterns of vocabulary used that are repetitive. Furthennore, 
specialist subject matter languages tend to use a larger vocabulary but fewer syntactic patterns
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then general languages (Sager, Dungworth and MacDonald, 1980). These syntactic structures 
are also specialized and repeated, so much so that some authors have argued, similarly to 
Harris that these syntactic structures may be unique to the subject matter and hence can be 
called local grammars. These repetitive patterns o f vocabulary and grammar, when identified, 
may be the basis o f understanding the ontological commitment of the domain. A tightly 
defined vocabulary, using standardised spelling and prescriptive and consensual constraints 
on meaning, as found in a specialist community, is not only an attempt for communicating 
unambiguously but is a veiy productive use o f lexical resources o f (subject-specific) 
language. According to Lehrberger (1986:22) the sentences of a subject-matter sublanguage 
are just those that are used to state the properties and relations o f the semantic domain o f the 
sublanguage. A text or a discourse consists o f sentences that deal with information that is 
interrelated (Harris, 1968).
3,1 Specialist Domains and their Terminology
To fully comprehend the information conveyed by a specialist document it usually takes an 
expert in the field who will apply his/her domain knowledge into understanding and 
interpreting the (complex) symbol systems used in the document. This domain knowledge 
would have been gained through the expert’s training and practical experience as well as 
tlirough formal education. If the knowledge of a domain can be expressed in its specialist 
language, it follows that the specialist language can be said to be a manifestation or reflection 
o f the ontology of the domain, which determines the categories that exist within the domain 
and their interrelationships. This section provides an overview of the characteristics of 
specialist languages, which tend to be restricted deliberately in terms o f reducing ambiguity 
thus resulting in more effective communication and being computationally more tractable 
then general languages.
Specialist languages tend to differ from general languages at the lexical, syntactic, semantic 
and pragmatic levels. There are a number o f issues that need to be considered when it comes 
to the stratified representation o f language; however there is a clear distinction between the 
language of every day use and specialist language. General language can be considered “A 
system of conventional spoken or written symbols by means o f which human beings, as
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members o f a social group and participants in its culture, communicate” ”. General languages 
tend to be much more ambiguous, where social and cultural factors play a greater role, as well 
as more figurative, where the issues o f metaphor and metonymy have to be dealt with. There 
are also many more polysemous words in general language -  specialist languages rarely have 
multiple senses for a word since it is already within a defined context.
In specialist languages, the text is much more structured and has its own lexicogf-ammar 
(Halliday, 1993). This term indicates that a specialist language is rich in lexicon or has a high 
lexical density with relatively less grammatical variances as compared to general language, 
which makes it easier to compute. There is generally a profusion of nouns and adjectives and 
most sentence types used are declarative or imperative. There is also a high degree of 
repetition of certain key terms and their valiants. The problem of anaphora resolution relating 
to the use o f pronouns is a major issue in natural language processing o f free texts: anaphora 
in specialist languages is mostly restricted to abbreviations o f multi-word tenns through 
shortening them or using acronyms, which may be much more tractable computationally.
SPECIALIST
Z
Semantic criteria Lexical features
Syntactic features
>  y  SPECIALISTGENERAL
Syntactic criteria
Pragmatic criteriaText unit features
SPECIALIST
Figure 3.1 A Model o f Linguistic Features (Sager, Dungworth and MacDonald, 1980:9)
The model illustrated in Figure 3.1 illustrates the three main categories on which general and 
specialist languages differ, shown on the three axes X, Y and Z (Sager, Dungworth and
Encyclopaedia Brittanica
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MacDonald, 1980). The X-axis represents categories such as handbooks and reports as well 
as other discourse units; the Y-axis represents structures at the sentence and plirase level such 
as the local grammar; the Z-axis represents the increasing specialization of the lexical items, 
the terminology. The interesting feature o f this model is that it allows various graduations on 
each o f the three axes such that the point o f transition from general to specialist can be set at 
different points for different specializations.
There is a direct coiTespondence between the amount o f people who are familiar with a 
particular vocabulaiy and the perception o f that vocabulary as being specialised (Pearson, 
1989). Based on this premise, perhaps one way o f identifying whether a word or a phrase is a 
term or not is by comparing its relative frequency of use in general language. As Pearson 
points out though, there will be some phrases that appear as part o f a general vocabulaiy like 
part-time work, which may have an explicitly assigned meaning within a context such as 
employment law. She suggests that perhaps the communicative setting o f words should be 
explored to determine whether they are specialist terms or not.
Specialist communities use a more restricted syntax and semantics but a relatively larger 
vocabulaiy compared to language for general use (Ahmad, 2001). Automatic identification of 
terms can be facilitated because o f such idiosyncrasies of specialist texts namely: the 
profusion o f nouns and noun compounds coined by the specialists to name objects, events, 
actions and states; the extensive use o f inflections o f these nouns; the frequent use of 
derivations o f key verbs o f the given discipline to form nouns. Ahmad has mentioned the 
following possible distinctions that can be made between general language and specialist 
language: the frequency o f occurrence o f certain terms present in both may differ 
substantially; the morphological variants o f common terms may have different distributions; 
certain common terms may occur together in different ways such as compound nouns and 
specific collocation patterns more frequently found in specialist texts. These distinctions can 
be used as the basis to establish a language as a specialist language.
In summary we list the three main differences that establish specialist languages of science 
and technology as variants o f natural language:
I. There is a preponderance o f open class words in specialist languages as they deal 
with objects and named events, actions and states.
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II. Related to the idea of naming being an important activity in science and technology 
and some authors arguing that it is inherent in tlie methods of science to suppress 
dynamism in nature (Halliday, 1993), there tends to be a preponderance of nouns 
and particularly nominalizations.
III. Specialist languages tend to use a large number of multi-word terms and acronyms; 
these compounds again relate to named entities in the domain.
Again as science and technology deals with named entities, sometimes devoid o f their 
dynamism, researchers aim to create structures to organize the interrelationships between 
these named entities. We believe this organization is argued for and reported in the literature 
o f the domain, through the use o f lexical semantic relationships. In our view the above four 
linguistic devices are used to create the discourse o f a specialist domain. We intend to argue 
that the discourse reflects the underlying conceptual organization of the domain i.e. the 
ontology.
Specialist domains are seldom static: there is a constant flux of new ideas and devices and the 
revision of extant concepts and artefacts. Subject domains spawn new sub-domains and 
interdisciplinary research results in newer disciplines. For all scientific and technical 
endeavours new terms are created, existing terms re-lexicalised, and some tenns are purged. 
Scientists proffer new semantic relations between terms and some succeed whilst others fail. 
Whatever the endeavours, coinages, retro-fittings, and obsolescence, we believe text is the 
habitat o f terms and the semantic relationships between them. With this increasing trend 
towards specialization, the need for a standard way o f defining and building terminologies has 
been realized. The International Standards Organization (ISO) has provided standards for 
creating large-scale term bases. Till recently the main purpose of building these term bases 
has been to aid in machine translation work. We propose that the terminology o f a domain 
may be a good starting point to discover its conceptual structure.
We clarify that when we discuss terminology, we consider the third definition suggested by 
Sager (1990:3), who claims terminology may refer to:
a The set of practices and methods used for the collection, description and 
presentation o f terms;
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A theory, i.e. the set o f premises, arguments and conclusions required for explaining 
the relationships between concepts and terms which are fundamental for a coherent 
activity under a;
A vocabulary o f a special subject field.
A term is a linguistic expression that is used to represent a distinct concept in a specialist 
domain, where a concept could be considered as a unit o f thought that is based on abstraction 
o f characteristics that are common to a set o f objects. According to Sager (1990:21/22) 
concepts serve as “units o f communication, i.e. means for communicating knowledge by the 
use of linguistic symbols” and he goes on to comment that “The primary objects of 
terminology, the tenns, are perceived as symbols which represent concepts. Concepts must 
therefore be created and come to exist before terms can be formed to represent them. In fact 
the naming of a concept may be considered the first step in the consolidation o f a concept as a 
socially useful or usable entity”. This comment reinforces the fact that once a concept has 
been named or tenned and subsequently discussed, it indicates some sort o f consensus within 
the community.
According to Sager (1990) in terminology theoiy, concepts are distinguished from each other 
tlirough identifying relevant features. This is known as the intension o f the concept, the 
extension being the accumulation o f all specific concepts included in a generic concept. This 
is similar to the genus and differentiae used by philosophers and biologists for classification 
purposes. It is important to note that concepts do not occur in isolation but are related to each 
other, with the most common relationship being that o f inheritance where the features o f a 
super-concept can be transferred to a sub-concept. The other important relationship is that of 
a part and the sub-parts it is composed of.
There is considerable overlap between terminology theoiy and linguistic theory: since 
terminology is part of a language system, any terminology theory is partly based on a 
linguistic theory by default. Lexical semanticists claim a range o f semantic relations may 
exist between different lexical units (akin to terms). Cruse presents a model that illustrates 
four basic relationships between classes of entities (Cruse, 1986:87), shown in Table 3.1. 
These relationships are: Identity, where class X and class Y have exactly the same members. 
The lexical relation which corresponds to this is synonymy, for example “fingerprint” and 
“lift” are synonyms in that they are syntactically equal; inclusion, where class Y is entirely
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included within class X. The lexical relation corresponding to this is hyponymy, which is 
most commonly illustrated by the construct ‘Y is a kind/type of X .’ An example of this could 
be ‘A gun is a type of firearm’; overlap, where class X and class Y have some members in 
common but each class also contains some members not found in the other class. Cruse calls 
the lexical relation corresponding to this compatibility, an example of which could be the 
relation between ‘knife’ and ‘killing instrument’; disjunction, where class X and class Y don’t 
have any members in common. The lexical relation corresponding to this is called 
incompatibility and an example could be ‘knife’ and ‘gun’ in that i t ’s a knife entails i t ’s not a 
gun. The hyponymy relation can be used to construct hierarchies -  a set o f elements that are 
related to one another based on distinguishing characteristics. The holonym -  meronym or 
part-whole relation can also be considered as hierarchical. An important issue related to 
hierarchies is whether they are well-formed or not; the principle o f differentiation must be 
kept constant at each level o f the hierarchy.
IDENTITY
class X and class Y have exactly the same 
members
LSR = synonymy
INCLUSION
class Y is entirely included within class X 
LSR = hyponymy
OVERLAP DISJUNCTION
class X and class Y have some members in 
common but each class also contains some 
members not found in the other class
LSR = compatibility
class X and class Y don’t have any members 
in common
LSR = incompatibility
Table 3.1 A model o f lexical relations between words (Cruse, 1986:87) 
LSR = Lexical Semantic Relationship
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Chaffin (1992) considers semantic relations to be concepts with their own set o f properties. 
Linguistic theories tend to represent concepts in terms of properties, attributes or prototypes, 
which depend on semantic fields in that meaning is characterized through relations between 
the concepts. He claims these relations have been used to explain meaning as well as other 
phenomena like inference, but the relations themselves have not been explained. It has not 
been stated exactly how many relations aie there though the most common ones have been 
lexicalised such as ‘kind o f  (for hyponymy) and ‘part o f  (for meronymy). The elements o f a 
categoiy may vary to a certain degree in how typical they are as examples o f the concept 
(Rosch, 1978). Chaffin points out that this graded structure, which has been reported by a 
number o f authors for various categories including taxonomic, formal and linguistic, is also 
apparent in semantic relations. He gives the example o f “a robin is a very typical bird, a crow 
is less typical, and an ostrich is not very bird-like at all” for the relation o f hyponymy 
(1992:255). To demonstrate that semantic relations follow a graded structure, Chaffin 
conducted a set of experiments with human subjects. The subjects were given a set o f two 
stimulus words and asked to identify the type o f relation between the words. The response 
time was recorded for each answer. It was obseiwed that the more typical a match was, the 
faster was the response time since the evidence is accumulated more rapidly.
Another overlap between terminology and linguistic theory is the notion o f sublanguages, 
which originates in linguistics but draws a parallel with specialist languages. Sublanguages 
may have a distinct vocabulary as specialist domains have a terminology, but sublanguages 
may also include distinct grammatical constiuctions as discussed further in the next section. 
Another interesting trend has been the attempt to identify terminology through the use of 
linguistic techniques such as part o f speech tagging (discussed in section 3.6.1).
3.2 Specialist Sublanguages and Local Grammars
Since specialist languages seem to have a finite vocabulary with restricted syntactical 
structuies, they may be classified as sublanguages, defined by Harris (1968:152) as “Certain 
proper subsets of the sentences of a language may be closed under some or all o f the 
operations defined for the language, and thus constitute a sublanguage o f it.” Harris goes on 
to argue that the same does not necessarily apply to the grammatical construction o f a 
sublanguage, which may intersect with the grammatical construction o f the language, both 
having certain constructs not found in the other. Even though there may be an uncountable 
number o f sublanguages with intersecting properties, the whole language cannot be
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considered as composed o f a union of all the sublanguages since it will have certain properties 
of its own that will not hold for any o f its sublanguages. Harris divides sublanguages into two 
main categories: the grammar-based sublanguages and the subject-matter sublanguages. The 
important idea is that of closure, the former is composed of sentences which adhere to certain 
grammatical forms that are not satisfied by the rest o f the sentences o f a language, so can be 
considered closed due to grammatical constraints; whereas the latter is composed o f sentences 
which deal with a “more or less closed subject matter” (ibid. 1968:152) so the closure arises 
due to lexical constraints.
The key to subject matter sublanguages is the use o f a limited vocabulary. Identifying the 
sentence types and providing a description o f the different word classes can specify the 
grammai* o f the sublanguage. Considering the following two sentences:
Hydrochloric acid was washed in polypeptides
The polypeptides were washed in hydrochloric acid
As Harris points out even though the first sentence “Hydrochloric acid was washed in 
polypeptides” may be a legal construction under the whole language grammar, it would not 
be a legal sentence type in the grammar of biochemistry (ibid. 1968:278). He gives the 
example of the sentence type for the biochemistry grammar as being NmoiOgoiNsoi, where mol 
is for molecule, sol is for solution and Ogoi includes is washed in, is treated with, etc. So the 
correct sentence would be “The polypeptides were washed in hydrochloric acid” and not the 
reverse, NgoiOsoiNmoi, which is not a legal construction. He also points out that in the above 
example the sentence type follows a partial ordering of words and as such the structure 
NmoiOsoiNsoi would be a subclass o f a whole language structure that is not restricted, for 
example NO„nN. Sublanguages may intersect with each other by having certain word classes 
or structures in common. Harris inti oduces the notion o f “prior science” between sciences if 
one science utilizes the argument structures o f the other. The example he gives is o f a 
sentence type in pharmacology “Digitalis affects the heart’s contractility” where the second 
argument “The heart contracts” is a sentence type from physiology -  physiology being the 
prior science (ibid. 1968:282).
An important set of subject matter sublanguages are those of the sciences, where the 
vocabulaiy used within the sentences is nearly closed. The science sublanguages often 
intersect with each other (as a prior science) or consist o f sub-sciences. According to Harris 
they “constitute large and complex systems, and not merely a collection o f sentences
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containing scientific terms,” (ibid. 1968:284). We believe that these complex systems are the 
conceptual organisations o f the scientific domains through the knowledge o f which the 
sentences o f a discourse ai*e formed. Special grammars can be identified through the 
repetition and classification o f various word combinations in the sub-sciences. Harris gives 
an example of a grammar for immunology. He divides the vocabulaiy into various word 
classes such as:
G: names and synonyms of various antigens 
A: words for antibody, which included gamma globulin 
B; class of body parts or animal names 
In total he reported ten different word classes and seven main sentence types. It was 
interesting to note that gamma globulin, a broader term for antibody was used in this material 
to refer to antibody. An example o f a sentence type given:
GJB: “Antigen is injected into a body part/animal”
Through outlining this grammai*, the relationship between a sublanguage structure and the 
information it is attempting to communicate within a discourse can be made apparent. We 
suggest that through specifying such a grammar, the sublanguage sentences can be processed 
to identify certain fractions o f the infonnation.
Figure 3.2 This figure shows the intersecting sets o f a natural language (L), the subset o f L 
that is used for general purposes (Lg) and a subset (Ls) used for a specialist purpose (adapted 
from Leln*berger, 1982:23)
According to Lehrberger (1982), general language and sublanguage can be considered as two 
intersecting sets, both being subsets o f a natural language (as shown in Figure 3.2). The key 
here is to illustrate that the sublanguage will have certain elements o f vocabulary and 
grammatical constructs not found in the general language and the same applies to general 
language. In our work we adopt Lelirberger’s approach in using the term “general language”
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instead of “whole language” used by Harris in his definition of sublanguages being closed 
subsets of the whole language. Lehrberger proposes six factors that may help to distinguish a 
sublanguage (ibid. 1982:102);
I. limited subject matter
II. lexical, semantic and syntactic patterns
III. “deviant” rules o f grammar
IV. high frequency o f certain constructions
V. text structure and the
VI. use of special symbols
We have already discussed the notion o f a limited subject matter and deviant rules of 
grammar thi’ough the work o f Harris (1968). The factor “lexical, semantic and syntactic 
patterns” appears to reinforce the claim made by Hearst that certain lexical-syntactic patterns 
that occur in texts indicate hypernym (super-type) to hyponyra (subtype) relations (Hearst, 
1992). The sentences that follow the patterns share several characteristics and appear to be 
governing a local grammar (Gross 1993). The factor “high frequency o f certain 
constructions” is also o f particular interest in our work (further discussed in Section 3.4) as 
we claim that “high frequency” o f use of certain terms, single and multiword, is a good 
indicator o f their acceptability as part o f the discourse of the domain. Also the high frequency 
of use of certain constructions to convey information mentioned previously as “lexico- 
syntactic patterns” is a good indicator that they can be accepted as part o f the grammar and 
subsequently parsed to extract relevant infonnation. Finally, many specialist domains tend to 
use other symbols apart from the language alphabet such as mathematical symbols and 
formulae, chemical symbols, as well as various diagrammatic notations like those used in 
circuit diagrams (factor VI).
According to Gross ‘in the study o f collocations and of frozen sentences (idioms, 
collocations, metaphors [.....], etc.) one often encounters sets of similar forms that caimot be 
related by formal rules o f either the phrase structure or transfonnational type’ (ibid. 1993:26). 
Gross illustrates such sentences and structures them into a local grammar, which he then 
represents using the formalism o f finite state automata. He gives the following examples:
I. Bob lost his cool
II. Bob lost his temper
III. Bob lost his cork
IV. Bob blew his cool
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V. Bob blew his top
VI. Bob blew his top
(Six examples have been illustrated out o f eleven (ibid. 1993:29))
Gross claims that all these sentences can be considered synonymous and a local grammar can 
be used to capture their shared features. The finite automaton in Figure 3.3 illustrates this 
local grammar. The boxes in blue (Nhum and Poss-0) represent word classes such as nouns 
and the relevant possessive pronouns whereas the other boxes represent fixed lexical items.
, Poss-O' Nhum
Poss-0
<lose>
<blow>
fuse
gasket
stack
top
cool
corktemper
Figure 3.3 This figure shows a finite state automaton for the set of sentences I -  VI above 
(Gross, 1993:30)
Hence local grammar is a means o f describing the syntactic behaviour of recurring sets of 
individual words that are linked, but whose similarities cannot be expressed using 
transformational or phrase structure grammars in a straightfoiward manner. Other examples 
of such recurring sets are dates, measurements, titles and addresses.
Barnbrook (2002:59) analyses the local grammar o f definition sentences used in the Cobuild 
Dictionary. He claims that definition sentences can be considered a subset of English 
sentences and they follow the normal grammar of English. However, definition sentences can 
be explored through the concept of sublanguage since they use a restricted structure that can 
be described by a local grammar. Once the local grammar has been defined, a parser needs to 
be created to analyse it. Barnbrook specialises the definition o f the grammar o f a language 
proposed by Chomsky (1965:4): “it purports to be a description of the ideal speaker-hearer’s 
intrinsic competence,” as the competence being limited to the communicative purpose of 
describing the meaning and usage o f the headwords in the dictionary, and the speaker-
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hearer's being lexicographers and users of the dictionary. The following is an example given 
from the Cobuild dictionary of the sense 1 definition of legacy (Barnbrook, 2002:61);
A legacy is money or property which someone leaves to you when they die.
(Cobuild: 320)
In this definition ‘legacy’ is the definiendum, which is linked to its definiens, ‘money or 
property, which someone leaves to you when they die,’ tlirough the hinge ‘is.’ Definitions 
also comprise o f hinge words such as ‘consists o f  and ‘refers to,’ which would be unlikely 
for the general grammar to identify as parallel to forms o f the verb ‘to be.’
Barnbrook also lists a set o f nouns whose definitions have ‘is a’ or ‘is the’ as the hinge and 
the definiens can be seen as tlie super-ordinate, or super-type, for example:
Biology is the science which is concerned with the study of living things.
(Cobuild: 48)
This structure can be parsed to extract super-type, subtype relationships, biology being a type 
of science. Similarly Cruse (1986) has given the example o f diagnostic frames, such that if 
there is a pattern like X  is a kind /  type o f  Y, then it means that X  is a subordinate of Y. We 
believe that lexical-syntactic patterns, which often encode enumerations and examples, are 
formulated using a local grammar that can be parsed to extract super-type and subtype 
relations amongst others. Consider the following two sentences:
This method has been successfully applied in recent years in the synthesis of
various metal nanostructures such as| nanowires, nanorods, and nanoparticles.
The present method will be extended to find and fix nanoparticles [including
polymers, colloids, micelles, and hopefully biological molecules/tissues in 
solution.
In the first sentence, ‘such as’ could be considered the hinge word (or cue according to Hearst 
(1992)) that relates nanostructures to nanowires, nanorods and nanoparticles, in that each 
element in the list on the left is a subtype o f nanostructures. Likewise ‘including’ could be 
considered the hinge or cue in the second sentence, meaning that polymers, colloids and 
micelles are types of nanoparticles. Based on this we can describe a local grammar to 
incorporate all such sentences that can be parsed to extract relationships between objects. By 
limiting this local grammar to specialist sublanguages (see previous section) we claim that the 
nouns and noun phrases that are linked by the hinge or cue are in fact key terms o f the
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specialist domain, and we can claim that such statements can be considered ontological 
statements (discussed further in Section 3.3).
The work of Wilks, Slator and Gutlirie (1996), in the automatic conversion o f explicit as well 
as implicit information available in a machine readable dictionary (MRD) into a “machine 
tractable” form, is highly relevant here. As Barnbrook has done, they study the definitions in 
a dictionary, but the purpose here is to automatically derive semantic relations such as IS_A 
and PART_OF to build lexical resources. To build the lexicon relating to a given piece of 
unconstrained text, a selection o f MRD definitions is taken from the Longman’s Dictionary of 
Contemporary English (LDOCE) conesponding to every sense o f each word present in the 
text. These definitions are then parsed to create lexical semantic objects represented as 
frame-like structures. These objects store genus and differentia information as well as part- 
of-speech and grammatical information.
Wilks, Slator and Guthrie (1996) point out that the way in which dictionary definitions are 
written one can ascertain the genus and differentia for the noun being defined, the headword. 
They note that in 90% of definitions of nouns in dictionaiies, the genus term is present. The 
information present after the genus is used for differentiating the headword from other 
headwords having the same genus. An example they give is:
knife -  a blade fixed in a handle, used for cutting as a tool or weapon 
(ibid. 1996:162)
From this definition the following information is gleaned:
Headword: knife 
Genus term: blade
Differentia: “fixed in a handle, used for cutting as a tool or weapon”
A key issue noted here is that o f disambiguating the sense o f the genus terra blade. Another 
sense o f blade found in the LDOCE is that o f “a gay sharp amusing fellow.” Such definitions 
are parsed to construct semantic networks. Apart from the issue o f word sense 
disambiguation, the authors point out a number of issues that are similar to those of ontology 
evaluation in current literature such as the consistency of relationships between nodes at each 
level, the adequacy o f the set o f properties defining a concept in the hierarchy, the presence of 
multiple genus terms for a headword resulting in a tangled hierarchy, and so on.
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3,3 A Local Grammar for Ontological Statements?
Based on Barnbrook’s and Wilks, Slator and Gutlirie’s work (discussed in the previous 
section), we propose that statements like metal nanostructures such as nanowires,
nanorods, and nanoparticles can be considered ontological statements, which follow a 
local grammar (which we call OSLG) because they express certain key concepts of the 
domain as well as relationships between these key concepts. It is important to note that in the 
statements the permitted sequence of words is dictated by the whole language grammar 
whereas the functional components are fully specified within the ontological statement local 
grammar and its associated parser. The above statement has the following three functional 
components:
Superordinate: metal nanostructures
Hinge/Cue: such as
Subordinate list: nanowires, nanorods, and nanoparticles
A parser for the OSLG will initially identify these three components and then go on to parse 
the Subordinate list subcomponent into its constituents. The above example is one of the 
simplest forms of the OSLG, which we classify as type OS-1.
OS-1: Superordinate, Hinge/Cue, Subordinate list
Barnbrook’s definition sentences and Cruse’s diagnostic frames are in effect ontological 
statements conveying the relationship o f super-ordinate to subordinate type. However, these 
types of well-structured statements are more specific to dictionaries and encyclopaedias. 
These resources may already exist for older, well-established domains but they still need to be 
created for new domains as well as updated for the older ones -  establishing the need to study 
statements present in free texts. It is important to note that the definition sentences and 
diagnostic fixâmes most commonly use the structure “X is a Y” or “X is a type/kind o f Y” 
indicating that Y is a super-ordinate (or hypernym as the lexical semanticists and 
terminologists call this relationship) of X. It is interesting to note that Harris considers 
definitions and classifier sentences such as “A horse is a mammal” and “A stallion is a horse” 
as “ [...] distinguished subsets o f sentences which have grammatical and informational 
properties but fall short of being sublanguages.”( 1991:274). So Harris acknowledges the fact 
that such sentences have specific grammatical properties -  which we claim can be considered 
a local grammar -  as well as informational properties -  which we believe can be elicited 
tlnough pai’sing the local grammar.
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SYMBOL MEANING
S” Super-type, or super-ordinate term
c The hinge or cue
s'’ A subtype, or subordinate tenn
E Elaboration
A An article (a, an, the)
J Conjunction (and, or, as well as)
P Punctuation mark
S’’-list A list of subordinates [(A) S*’(,)]* J S'’
Table 3.2 The list of symbols specified for the hyponymy OSLG
Since the hyponymy relation seems to be the backbone o f most domain conceptual structures, 
we shall initially focus on outlining a local grammar that is indicative of this relation. Table 
3.2 shows a list o f all the symbols we have specified for the OSLG for hyponymy and what 
they stand for. Table 3.3 lists some o f the patterns that constitute the OSLG specific to the 
superordinate-subordinate relationship. It is important to note that this is not an exhaustive 
list but the most frequent common patterns that are found. The symbols within brackets are 
optional.
TYPE GRAMMAR C U E -C
OS-1 S” (P)(E) C (P) S'’-list such as, including, like, especially
OS-2 S'’-list C (E) S” and other, or other
OS-3 S \ C S ’’ a, a kind of, a type of
OS-4 S” O S ” is a, is a type of, is a kind of
Table 3.3 Some examples o f OSLG that can be parsed to extract terms related specifically by 
hyponymy
There is a variation that can occur to the OS-1 grammar such that if  there is a discriminator 
present (e.g. of) before the expected S’’, that indicates that the constituents of S'^-list are not 
subordinates o f S ,^ but are linked in a relation denoted by T' (which precedes the 
discriminator) to S’’. For Gross (1993), phiases used in telling time or idiomatic use of 
language, have a specific grammar that is not covered by the universal grammar. This local
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grammar can be formalized as finite state automata, which can subsequently be processed by 
a computer. Figure 3.4a shows the representation o f the grammar of type OS-5 as a finite state 
automaton. This representation is easier to understand as well as process when it comes to 
illustrating the recursive element of the grammar such as the T-list. Also the grammar is 
shown using terms tlirough the symbol T.
CUE
RUNG
T-LIST
ELABORATION
DISCRIMINATOR
Figure 3.4a A finite state machine (FSM) representation of the OSLG of type OS-5
THE/
AND/
O R
Figure 3.4b The T-list is shown as a separate FSM
From the FSM it can be deduced that if a discriminator preceded by a term is present in the 
pattern then each T,, which is an element in T-list is in a relation labelled T' with To, that is 
T '(T i, T o). Otherwise, it is a regular super-ordinate/subordinate relationship; subordinate (T;, 
T o). Therefore in comparison to Hearst, who uses noun phrases in her patterns, we use 
domain-specific terminology. Hearst proposes the following pattern (ibid. 1992:1):
NPo such as {NPj, NP2, ..., (and | or)} NP„ which implies that
fo r  all NPu l < i < n ,  hyponym(NPu NPq)
For us this will be restricted to:
To such as {TI, (and | or)} T„ which implies that
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fo r  all Ti, 1< i < n, hyponym(Tu To)
The use of domain-specific terms within the context o f specialist sublanguages reduces the 
issue o f word sense disambiguation that is a major problem when extracting semantic 
relationships from general language texts, as reported both by Hearst (1992) and Wilks, Slator 
and Gutlirie (1996). Also using local grammars specified for a particular pattern enables the 
interpretation o f the pattern such that the relationships between the constituent classes are 
already defined. As Marsh (2002) and Hirschman (2002) amongst other authors have shown 
in the study of sublanguages such as Navy messages, medical discharge summaries, 
pharmacology articles and radiology reports, domain-specific texts discuss a limited set of 
classes o f objects and convey a limited set of relationships between these objects.
3.4 Domain Specific Corpora as a Source o f Knowledge
According to Quirk (1995) one can study language in tlii'ee ways; introspection (theoretical), 
which relates to ad hoc theory formulation; observation (psychological/psycholinguistic), 
elicitation from readers and writers; and data-driven (scientific) study of the language in use 
through texts and speech fragments o f the language community. The third approach, laiown 
as corpus linguistics, aims to determine characteristic vocabularies and grammatical patterns 
of language in use through the direct analysis o f texts (Sinclair, 1991; Alimad, 2001). We 
have the view that apart from the study of language in use, domain specific-corpora can be 
analyzed to determine the conceptual structure o f a domain by automatically extracting terms 
as well as relationships signalled in the texts.
A corpus can be considered an artefact -  an artefact that is composed of pieces of naturally 
occurring language, selected according to explicit criteria and typically stored in an electronic 
form. The “naturally occurring” qualification implies that the pieces have not been interfered 
with. This collection of pieces of language or texts is typically sampled on a random basis to 
be representative o f a particular language or variety to the utmost degree possible (Pearson, 
1998:43). There is much discussion in corpus linguistics about what constitutes a 
representative corpus, but that is more relevant to language as a whole and not as much to 
specialist languages (Ahmad and Rogers, 2000). A corpus (Sinclair, 1991) can be used to 
derive empirical knowledge about language, which can supplement, and sometimes supplant, 
information from reference sources and introspection (Leech, 1991). To study a language in 
use, random selection o f texts involves either selecting equal amounts o f texts from a
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collection put together by language experts, or by selecting texts randomly from a catalogue 
o f ‘books in print’. The other key criterion is the selection of different genres of texts -  
formal and informal types, for example journal and popular science articles; instructive and 
informative types, for example advanced and basic texts, instruction manuals, and so on. The 
diagram in Figure 3.5 illustrates how language can be expressed in different modes. A 
collection of electronic documents, which include “machine-made” typescript and may also 
include other graphical and schematic symbols, could be considered to constitute a corpus.
L A N G U A G E
V I S U A LO R A L
(“S P O K E N ”
G R A P H I C N O N - G R A P H I C
V E R B A L  P I C T O R I A L  S C H E M A T I C
H A N D - M A D E M A C H I N E - M A D E
M A C H I N E - M A D E
P R I N T V I D E O T E X T  T Y P E S C R I P T
E L E C T R O N I C  D O C U M E N T S
Figure 3.5 Classification of different modes o f graphic expression (adapted from Crystal, 
1987:182). The portion in grey and red have been added as well as the blue highlight to some 
of the links
A reference corpus is constructed o f material gathered from a variety of different sources, 
intended to provide a homogeneous resource for gleaning information about the typical use of 
a language. A domain-specific corpus is generally constructed for a special purpose, for 
example to build a lexicon for a particular domain such as breast cancer. The British 
National Corpus (BNC) is a 100 million-word reference corpus put together to represent 
current spoken and written British English. It consists of a combination of imaginative (dated 
after 1960), infonnative (dated after 1975) and spoken data (dated after 1991). More than 
80% of the texts are taken from 1985-1994 (Leech et al., 2001).
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The frequency of occurrence o f open class words within a corpus can be an indication of 
terms that are accepted as part o f that language’s register. The relative frequencies of these 
words when compared to their relative frequencies in the British National Corpus (BNC) may 
be an indication that they are candidate tenns. Ahmad (2001, 2000) has used this heuristic, 
tenned the weirdness measure, to identify candidate tenns, which then need to be verified by 
experts in the particular domain. An extreme value of this heuristic is infinity when the word 
is not present in the BNC at all. Alnnad has also shown that when comparing a number of 
specialist corpora, namely theoretical linguistics, nuclear physics, automobile engineering 
and dance, it was observed that the average ratio o f open class words to closed class words 
was 31% to 69% in stark comparison to the BNC where the same ratio is 2% to 98%. Any 
corpus that demonstrates a similar ratio could be considered representative of a specialist 
domain.
We perfoimed some preliminaiy analysis on a forensic science / crime scene corpus to make 
an initial judgement on whether our premise is a valid one on which to base a method for 
ontology acquisition. Our aim was to study the behaviour of a specialist language at the 
lexical, morphological and semantic levels to establish a basis for extracting terms and their 
relationships. The issue of domain coverage has been investigated through the comparison of 
terms extracted from a progeny corpus (representative of a sub-domain) to those extracted 
from a mother coipus. We used the System Quirk Language Engineering Workbench*^ 
(Ahmad, 2001) to perform this preliminary analysis.
A forensic science corpus of over half a million words has been created. To ensure that the 
corpus is representative of the domain a variety of text types ranging from 1990-2001 were 
used. Articles, journal papers, handbooks and advertisements were gathered from the Web. 
Forms and commentaries filled in by scene o f crime officers were also included. The 
language used is mainly American and British English. The corpus had 20 OCWs amongst 
the first 100; the ten most frequent are shown in Table 3.4 with their frequency, relative 
frequency and weirdness (calculated relative to the BNC) measures. It can be observed that 
the term forensic occurs over 470 times more frequently in the forensic science corpus as 
compared to the BNC. Tokens with a high weirdness and relative frequency are usually 
considered good candidate tenns.
System Quirk (Version 2.1); http://www.computing.surrey.ac.ulc/SystemQ/
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term / / w Weirdness term / Weirdness
evidence 2757 0.0045 20.77 blood 781 0.0013 12.43
crime 2366 0.0038 53.52 dna 676 0.0011 33.05
scene 1605 0.0026 38.18 science 634 0.0010 9.68
forensic 1563 0.0025 471.04 physical 382 0.0006 6.45
analysis 862 0.0014 10.54 homicide 237 0.0004 228.30
Table 3.4 High-frequency terms in Surrey’s forensic science corpus. Higher weirdness of a 
term suggests domain-specificity (N = 610,197)
These candidate terms are used productively to make compound terms. The compound terms 
have a nominal head qualified by an adjective or compounded with another noun or noun 
phrase. English compound terms are usually not interspersed by closed class words, which is 
the heuristic that System Quirk uses to extract them. Two frequent terms, crime and scene are 
used to form over 90 different compounds, some comprising up to three (high frequency) 
tokens, for instance crime scene investigator, crime scene photography, crime scene analysis, 
and crime scene photography personnel agency. The 15 most frequent multi-word terms are 
shown in Table 3.5.
Multiword Term Multiword Term Multiword Term
crime scene supreme court crime scene photography
forensic science workplace homicide motor vehicle theft
law enforcement forensic sciences criminal justice
crime scenes expert testimony forensic samples
crime scene investigator crime lab law enforcement agencies
Table 3.5 Candidate multi-word terms in the Suirey forensic science corpus (N = 610,197)
An interesting obseiwation is that nearly 90% of the most frequent candidate compound terms 
have at least one term present from amongst the most frequent 200 indicating that they are 
crucial to the domain and the most productive. Table 3.5 above shows that crime scene is the 
most frequent compound term; the relative frequency o f the two terms crime and scene when 
cumulated is 1.2% of the total corpus.
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Term Word Class Frequency FSiBNC term ratio
Identify Verb 216 9:1
Identification Noun 1136 71:1
Inform Verb 16 2:1
Information Noun 873 6:1
Investigate Verb 30 3:1
Investigation Noun 794 38:1
Investigator Noun 676 169:1
Table 3.6 Examples of nominalization in the Surrey forensic science corpus
Extensive nominalizations, which are usually derived from verbs or adjectives, are a 
distinguishing characteristic o f specialist languages. Table 3.6 shows some examples of 
frequent nominalizations present in the forensic science corpus. The terms identification, 
information and investigation /  investigator are derived from the verbs identify, inform and 
investigate respectively. It should be observed that the frequency o f occurrence of the noun 
form is much higher then its verb form. It is also shown how more frequently the term is used 
in the forensic science corpus as compared to the BNC. There are a number of tokens that 
are absent in the BNC; the value o f weirdness for such tokens is infinity. Table 3.7 lists a 
number of high frequency terms that have infinite weirdness. These terms can be neologisms; 
entirely new words such as pyrolysis or extant words joined together like bitemark and 
earprint. The terms may also be unusual inflections such as shoeprints, the singular o f which 
does exist in the BNC, or unusual derivations such as rifling.
Single Term /W Multiword Term Multiword Tenn
rifling 0.0139% bitemark 0.0174% spectroscopy 0.0092%
pyrolysis 0.0124% earprint 0.0122% handguns 0.0090%
accelerant 0.0105% nightlead 0,0105% shoeprints 0.0070%
polygraph 0.0081% handgun 0.0105% toolmark 0.0045%
accelerants 0.0079% flngeiprinting 0.0093% earprints 0.0040%
Table 3.7 Candidate neologisms: Frequent terms that aie in the Surrey forensic science 
corpus (N = 610,197) but are not found in the BNC
The weirdness measure can also be used to determine the lexical signature o f a sub-domain 
corpus -  the progeny of the mother domain. Here, instead of using a general language coipus
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as the reference for calculating weirdness we use a (supra-) domain corpus. We used the 
forensic science corpus as the mother corpus for extracting terms in two emergent sub- 
domains crime scene photogi^aphy (CSP) and footwear impressions (FI). Table 3.8 shows a 
comparison o f selected high weirdness terms in the two progeny corpora. Note that the highly 
frequent OCWs in the FI and CSP progeny corpora generally have a much higher weirdness 
when compared to the FS mother corpus then the weirdness of the same words in the FS 
corpus when compared to the BNC; The analysis o f progeny corpora may yield more 
specialized terms, the lexical signature of a sub-domain. Progeny coipora could be 
representative of a science and the mother (supra-) domain corpus as the “prior” science 
Harris refers to (1991:282). This work has been reported in Ahmad et al. (2003).
FI r p / r p s t'Fs/^'BNC CSP t' c s p / t ’Fs rFS^^BNC
footwear 126 40 lens 67 8
reebok 55 2 underexposed 49 INF
molding 55 INF lenses 43 3
gatekeeping 27 INF tripod 43 12
impressions 25 31 enlargements 39 17
Table 3.8 Comparison of highly weird terms in the two progeny corpora, r, = f/N u  where i 
refers to the respective corpora
Table 3.9 shows the different lexical cues that were used to elicit some examples from the 
forensic science corpus using a concordance. The aim was to study the patterns in which these 
cues occur as well as find out the proportion of valid plimses returned (i.e. those that depict a 
hypernym / hyponym relationship or a meronymy / homonymy relationship).
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Lexical Cues Candidates Total Accuracy Total Productivity
or other 155 124
and other 203 156
such as 540 358
especially 98 5
including 218 68
such * as 10 1224 4 715 58%
is a 15 7
J  Ü belongs to 2 1i i type of 264 21
class off 
kind of
16
35
8
1
set of 65 397 0 38 9.57%
y component of 32 111 composed of 22 13
has a 5 0
part of 0 59 0 24 40.68%
Table 3.9 Lexical cues used on the forensic science coipus
The cue or other was the most productive with 80% of the elicited phrases being valid (Table 
3.10). The cue belongs to picked up a single correct sentence (“chrysotile belongs to the 
serpentine group of minerals that are layer silicates”) out of only two sentences returned'^.
or other Productivity — 80%
contaminated glass, metal, or other sharp objects can inject contaminant
glass vials or other suitable containers are used only
then placed in a pillbox or other suitable container
suffered nausea, dizziness or other symptoms o f intoxication
with hepatitis, aids, or other viruses
fuse lighters, batteries or other sources of electric current
hairs, fibers. or other evidence transfened to the victim
Table 3.10 Example phrases from using the or other cue
It should be noted that the percentage of valid phrases calculated from the total phrases returned was 
based on the judgement of this author.
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The forensic science corpus does not have a lot o f lexical-semantic patterns reflecting 
meronymy. Table 3.11 below show some examples elicited by using the cue composed of.
composed of Productivity —59%
organs and release fluids largely composed of butyric acids which have a
cellulosic fiber: fiber composed of polymers formed from glucose
spherulites: spheres composed of needles or rods all oriented
central portion of a hair composed of a series of discrete cells
Table 3.11 Example phrases from using the composed o f  cue
Some example phrases were tagged using the LT-POS tagger (Edinburgh) to show the 
different parts of speech as well as the noun and verb groups.
o [fiise_NNlighters_NNS],_,[batteries_NNS]or_CCIother_JJsources_NNS]of_IN 
I electric JJ  current NN ]
o Isecretions_NNS],_,Isaliva_NN],_,[semen_NNand_CC [ other_JJ body_NN fluids_NNS ]
o lbiological_JJfluids_NNS]siich_JJas_INIblood_NN],_,Isemen_NN],_,I saliva_NN j
o [investigation NNjof INjcomputer NNcrimes NNSjincluding VBGfcomputer NNintrusions NN 
S],_,[ component JJ  theft_NN ]
o Isphemlites_NNS];_;[spheres_NNS]composed_VBNof_IN[needles_NNS]or_CC[rods_NNS] 
[all_DT]< orientedVBD >
Next some of the phrases above shall be studied to see how different structures can be elicited 
and merged together. Take for example the phrases below:
(a) “protection when working with solvents such as acetone, methanol or petroleum”
(b) “other accelerants such as alcohols, acetone and industrial solvents ”
A graphical representation of the structures that can be ascertained from phrases (a) and (b) is 
shown in Figure 3.6:
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ACETONI--ACCÏONE ALCOHOLS
SOLVENT
METHANOL PETROLEUM
ACCELERANT
Figure 3.6 Hierarchical structures derived from the phrases (a) and (b)
Since acetone is a type of solvent as well as a type of accelerant one can infer that a solvent
can also be an accelerant or vice-versa.
(c) “retention o f  body fluids such as blood and urine fo r  toxicological analysis ”
(d) “biological fluids such as blood,sem en,saliva and urine ”
The above 2 phrases indicate that body fluids and biological fluids might be synonymous 
because they both have blood and urine as examples of it.
(e) “articles left at the scene, trace evidence such as cigarette butts, tool marks and
impressions o f  shoe prints ”
(f) “apply equally to all forms o f  trace evidence such as fibres, paint, glass and dna ”
(g) “sometimes trace evidence from  the victim such as hairs, fiber, blood, e tc”
Merging the above three sentences should give you trace evidence as the super-ordinate and 
one o f the sub-ordinates, “fibres” will be eliminated since it is repeated.
EVIDENCE
CIGARETTE BUTTS
DNA
SHOE PRINTS
TRACE EVIDENCE
FIBRES
BLOOD
GLASS
HAIRS
PAINT
TOOL MARKS
Figure 3.7 Hierarchical structure derived from the phrases (e), (f) and (g)
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The sentences below indicate that some trace evidence is medical evidence whereas humans 
manufacture some kinds of ti ace evidence.
(h) “to collect medical evidence such as ti'ace evidence and secretion, to document 
sexual assault;”
(i) “other types o f  trace evidence are manufactured by humans such as synthetic fibers, 
paint, and glass”
The preliminary results from our corpus analysis indicate that there are certain structures and 
patterns present in the language of forensic science that could be exploited to discover the 
underlying structure of the domain. It was observed that the key terms were extremely 
productive both by participating extensively in compounding as well as having a large 
number o f derivatives. Nominal compounds represent key concepts and can be used to derive 
hyponymic relationships within the domain (e.g. crime scene photography is a type of 
photography). Certain lexical semantic cues (e.g. including, composed of) can also be used to 
discover hyponymic or meronymic relationships. Our analysis showed that enumerative cues 
like “and other”, “or other” and “such as” were the most productive (e.g. trace evidence such 
as blood, saliva and fibres signifies that blood, saliva and fibres are a type o f trace evidence). 
Hence through the conjunction o f the theory of specialist language, sublanguage and 
terminology and on the basis of the results o f the preliminary analysis of a specialist corpus 
we propose a formal model of a specialist domain and a method to extract the ontology o f a 
specialist domain.
3.5 A Formal Definition for an Ontology Structure
We propose a formal definition o f an ontology structure and suggest how it could relate to a 
specialist domain. We have based our formal definition on the one proposed by Maedche 
(2002), which we have discussed in Chapter 2 (Section 2.2). We put forward the description 
of a specialist domain, which we define in terms o f its sublanguage and domain ontology 
structure. The definition suggested by Sowa (2000:492): whereas the subject o f ontology is 
the study of categories of things that exist in a domain, the product of such a study, also called 
ontology is “a catalog of the types of things that are assumed to exist in a domain o f interest D 
fi'om the perspective o f a person who uses a language L for the purpose of talking about D”; 
provides a further incentive to us that an ontology can be specified for a particular domain and 
a specific language is used to communicate about the concepts existing in the domain. The
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types of things could refer to the concept and relation types as well as word senses and 
predicates.
Let C be a universal set of concepts and R a set o f all the possible relationships that may exist 
between concepts in C. We base this on the following assumption:
ASSUMPTION Concepts do not exist in isolation. Each concept is related to at least one other 
concept through a specific relationship. Thus, we associate concepts by a relation 
rel and we write rel(r) = (ci,..,Cn) to denote that concepts Ci,..,c„ are related by 
relationship r. Note that each C; e C and r e R
An important corollary to this assumption is that relationships are also concepts in 
their own right (see Section 3.1) so R ç  C & r and (ci,..,c„) are disjoint
For a generic definition of an ontology structure the tuples from Maedche's definition - C, R, 
and A” are adopted. However, instead of having as a previously defined concept hierarchy 
and a function rel relating concepts non-taxonomically (see section 2.1 for Maedche’s 
definition), we propose a set M of mappings that could be taxonomic or non-taxonomic. Our 
motivation for doing this was to have as generic a definition as possible as well as greater 
flexibility for different types of relations. Maedche limits himself to dyadic relations but as 
discussed in Chapter 2, even though dyadic relations may be more common there are triadic 
as well as higher order relations existing between concepts.
DEFINITION 1 An ontology structure is defined as: 
O = (C, R, M, A") where:
■ C is the set of concepts
■ R is the set of relationships
M is a set of Mappings that show the set of concepts related together, each 
mapping being of the form r(ci,..,c„)
A® is a set of ontology axioms
Based on the previous discussion in Section 3.1 we have seen that there are certain 
relationships that can be considered generic, with the most common being the ones of 
taxonomy and partonomy. We consider properties or attributes as being special cases of 
relations (Mellor and Oliver, 1997) where a particular property of an object is specified -  this
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could be considered a triadic relation between the object, attribute and the value of the 
attribute. Instances of concepts can also be specified as dyadic relationships. Hence there is a 
subset R° of R, which is the set of generic relationship types. The taxonomic relation has the 
transitive property, which enables inferencing to be carried out. For example if type of (x, y) 
and type of (y, z), then type of (x, z). This relation is also reflexive and not symmetric.
We have examined earlier on in the Chapter how specialist domains communicate knowledge 
through symbol systems, specifically language systems. Based on that as well as taking into 
consideration the widely accepted meaning triangle proposed by Ogden and Richards (see 
Chapter 2, Figure 2.3), we assume that all concepts in a domain have a symbol, most probably 
a linguistic sign, representing the concept in a consensual way to the domain community. The 
triangle links an object to its symbol or sign through a mediating concept. The concept relates 
the symbol to the object where the symbol represents something according to some 
convention and the object shows the form of something. This convention has to be accepted 
and understood by the domain community.
CO NCEPT PLANE
OBJECT PLANE
SYMBOL PLANE
Figure 3.8 An adaptation of Ogden and Richard’s “Meaning Triangle” proposed by us to 
indicate how there can be more then one “symbol” linking the concept to the object.
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In Figure 3.8 we illustrate how the triangle can be adapted to reflect the fact that there might 
be more then one symbol representing a concept. We illustrate a plane o f concepts, a plane of 
objects and one or more planes of symbols. In the linguistic plane we have shown that even 
within a single symbol system there can be more then one sign representing a concept -  an 
example here could be a term and its acronym. We realise that there might be an argument 
supporting concepts that may exist without words. However, since we are focussing on 
established domain knowledge, we are only interested in concepts that have been accepted by 
a community as part of their domain and the labelling of these concepts as well as the 
subsequent frequency o f use is a key to this acceptability.
ASSUMPTION: Each concept in the set G has a conesponding representation in some language as
a linguistic symbol or alternatively as an icon, image, mathematical symbol, 
chemical notation, and so on.
Let fit be a finite set of symbol systems used for the purpose o f communicating about the set 
o f concepts C and the set of relationships R between the concepts that exist in a domain D. 
These symbol systems will interplay to convey information. Each symbol system will have a 
set o f primitive types or symbols (for example the alphabet of a language, the colours o f a 
visual representation), a set of signs or types that are foimied from a combination o f symbols 
(words in a language, visual depiction o f an object) such that they can be considered a unit of 
meaning, and finally a set o f rules or grammar that define the legal ways o f combining signs 
(into sentences of a language, compositional structures in images) to convey more complex 
patterns o f meaning. Within a symbol system and domain, some sign types may be 
considered to be variants of others, for example the single and plural form of a word such as 
crime and crimes. It is also important to note that signs within one symbol system as well as 
from different symbol systems may refer to the same concept in a domain. Carbon dioxide 
has an equivalent chemical notation of CO2 , and both refer to the same concept. Also 
acronyms are very common in scientific domains such as SWNT  for single-walled nanotube in 
which case the symbol system is the same and there is a different lexicalisation o f the same 
concept.
We believe that similar to the grammar o f a language that describes how words may combine 
to form sentences and discourse, there can be a visual grammar (Kress and van Leeuwen, 
1996) that describes the way depicted objects may be combined together to foiin meaningful 
visual statements. These visual statements could be o f varying degrees of complexity 
depending on the number o f objects and their composition. Visual structures, similar to
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specialist languages cannot be defined by a universal grammar -  a “visual” local grammar 
would have to be described for each specific domain that uses visual representations. We 
attempt to define a symbol system and then a language as a type of symbol system. The 
linguist Saussure and the philosopher C. S. Peirce independently conducted a study of signs 
(Moth, 1990); the fact that Saussure considered linguistics as a branch of semiotics and Peirce 
classified logic as a division of semiotics further supports our position.
DEFINITION 2: ^  symbol system f t  can be defined as:
ft = ( Ô, <p, G) where :-
■ Ô is a set of primitive symbols.
■ <p is a set of signs, such that a sign of length n over Ô is a map {1,......... ,n}
Ô, i |-> s„ for a symbol s.
■ There is a many-to-many relation a : <p p ( C )  such that if there is a sign s,
then a(s) returns the set of concepts represented by s.
■ Within a symbol system, some signs may be considered as variants of others:
var : -> p(«p) such that var (s) is the set of all variants o f s.
■ A gram m ar, G = (C<p, II) where :-
o C<p is a set of sign classes, such that there is a function 
p :€<p-^ p(cp)
o n  is a set of structures, which are legal combinations of sign classes
Based on the basic definition of a symbol system, a language can be defined as a triple 
consisting of an alphabet (a set of symbols, Ô), a vocabulary (a set of signs, <p) and a grammar 
(G). An alphabet is basically a set o f discrete symbols over which a language is defined. A 
word is a sequence of such symbols or letters and the set of all such words constitutes the 
vocabulary of a language. The grammar of the language is used to generate all the possible 
sentences. The sentences are legal ways of combining a set of word classes (for example 
noun, adjectives and verbs for English).
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DEFINITION 3: Let L be a set of languages
Then L e f t  and L n  L' = 0  
L can be defined as a triple:
L = (A, V, G*") where :-
■ A is the alphabet used in language L and
■ V is the vocabulary of the language such that each word w e V, a string over
alphabet A, is a sequence a ,  a„, of letters of A, and V is the set of all
such strings.
■ G^ is the grammar of the language ( Wc, St ) where:-
o Wc is a set of word classes 
o St is a set of sentences
Based on Lehrberger’s classification of a (whole) natural language (see Section 3.2) we 
consider that there is a “general” or standard language of everyday use and a set o f specialist 
or sublanguages. A general language o f a natural language L will be a triple (A, V^, G^^) 
such that Ç V and ç  G% A sublanguage can be defined similarly with an important 
fact being that a subset of the vocabulary can be considered the terminology of the 
sublanguage. The terms of a domain are characterised by special reference to concepts within 
the discipline and collectively are called the terminology. The words that are used for general 
reference form the rest of the vocabulary. An assumption we make here is that since a 
sublanguage is restricted to a specific domain, each term represents a unique concept. We 
now define a specialist domain in terms o f its domain ontology and sublanguage.
DEFINITION 4: A specialist domain can be defined as a triple:
d = (O", ft", X)
" A domain ontology, O":
o" = (C", R", M", A"d) where:
o C" Ç C is the set of concepts restricted to the domain d
o R" Ç R is the set of relationships restricted to the domain d
o M" Ç M is a set o f mappings that show the set of domain 
concepts related together, r  (civ.,Cn)
o A"d e  is a set of axioms related to the domain d
■ A set ft" Ç f t of symbol systems used by the domain to express information, 
of which one element is the sublanguage of the domain.
A sublanguage is defined as:
L® = (A, G®*^ ) where :-
o A is the alphabet used in language L* and which is the same as
77
A Corpus-Based Method for Ontology Acquisition
that used in the natural language L
o V* Ç V is the vocabulary of the sublanguage such that there is a 
set T Ç which is called the terminology of the 
sublanguage.
o is the local grammar of the sublanguage
A function k  which relates elements of the set ft" (including the set T) to C", 
a subset of the set of concepts C, that is
X :ft"  -> p (C ")
(and L : T -4. p (C "))
Let D be the set of all specialist domains. Hence each domain d in D has a related set of 
concepts, which may be objects, events or processes that make up the conceptual structure of 
the domain. We go on to define a domain ontology, where the set of mappings are restricted 
to the concepts discussed in the particular domain. The local grammar G^^ of the sublanguage 
incorporates the local grammar for ontological statements such that given the example of 
hyponymy, the word classes would include the supertypes and subtypes and the sentence 
types would follow the patterns OSLG-1 to OSLG-4 as discussed in Section 3.3. The set D 
also contains a number o f domains that may be subdomains of other elements in D, for 
example cancer may be a subdomain of medicine and breast cancer a subdomain of cancer, 
and so on. Assume that there is a function sub that maps a domain to the set of all its 
subdomains, sub: D -> p (D ), where p (D ) denotes the set of all finite subsets of D. The 
intention is that the set sub(d) is the set of all subdomains of d. For each d e  D, we have r(d), 
the set o f domain-specific or other relationship types, i.e. we have a function:
r : D ^  p (R ), r(d) c  R such that
R = R° u  (UdeDr(d)) and R° n  (UdeoKd)) = 0 .
If A”d ^  0  then the ontology can be called an axiomatic ontology whereas if the only type of 
relationship used in the mappings is the supertype/subtype relationship, and A"d = 0  then it is 
a taxonomy or terminological ontology. If the instance of relation is present then it could be 
called an instantiated ontology (see Chapter 2, Section 2.1).
A document in a specialist domain may comprise of a complex interplay of written text, 
images and other notations. These various elements combine together via the layout of the 
document. Any one element may extend or elaborate on the meaning o f the other or they may
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act in conjunction to convey a meaning. The visual component of a text is generally an 
independent component in that even though connected with the text it has been organized and 
structured independently.
DEFINITION 5: A document is defined as a triple:
Doc = (T, B, layout), where :-
■ T c f t
■ B is a background set.
■ layout is a partial function B T
A corpus, as discussed in Section 3.1.4 is generally composed of documents related to a 
particular subject area.
DEFINITION 6: A corpus is defined as a triple:
C P = (d, doc, func)
■ A specialist domain d, d € D
■ doc G Doc, which is the set of documents communicating information about 
the specialist domain d
■ A function func that restricts T (part of the definition of Doc) to the symbol 
systems used in the domain d
We believe that there is a set o f rules or grammar that determines the interaction of symbols
from the same symbol set with each other as well as a domain grammar that determines the
interaction of elements from different symbol sets.
3.6 A Method for Ontology Acquisition from Corpora
The creation of a partial specification o f the properties and interrelationships of the objects 
existing in a domain (i.e. an ontology) is a theoretical and open-ended question. There could 
be three methods on which the building of an ontology could be based: a philosophical or 
logical basis, elicitation studies, or an empirical analysis o f  relevant texts. The first method is 
more within the realm of philosophers, who have been trying to address this problem since the 
time o f Aristotle, whereas the second method has been used traditionally by knowledge 
engineers to build expert systems and is considered time-consuming and labour-intensive. 
Hence we shall attempt to address this question through the third method; our aim is to
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discover knowledge that is tacit through the repetitive use of certain patterns in specialist 
texts. Our method will endeavour to build on the two methods discussed previously in 
Chapter 2: Methontology (Gomez-Perez, 1997) and the corpus-based method for ontology 
development proposed by Aussenac-Gilles et al. (2000). The table below shows how the 
different steps o f the methods proposed by Gomez-Perez and Aussenac-Gilles et al. compare 
to the seven main steps o f the ontology acquisition method we propose.
ONTOLOGY ACQUISITION 
METHOD METHONTOLOGY
AUSSENAC-GILLES ET AL. 
CORPUS-BASED METHOD
♦ Data Collection
♦ Data Analysis
♦ Knowledge 
Modelling
♦ Fonnalization
♦ Validation
♦ Visualization
♦ Maintenance
♦ Knowledge Acquisition
♦ Ontology specification 
document
♦ Ontology 
Conceptualisation
♦ Ontology Integration.
♦ Ontology Implementation
♦ Corpus construction
♦ Linguistic Study
♦ Normalization
♦ Formalization
Table 3.9 A Comparison o f the steps proposed by Methontology and Aussenac-Gilles et al.
3.6.1 Data Collection and Analysis
Data collection and analysis involves the construction o f a domain-specific coipus and 
subsequent linguistic (and/or visual) analysis. The preamble to this task is the specification o f 
a domain name, d (for example breast cancer or nuclear physics) and a natural language, 1, 
that is used to converse about d (for example English or French). Once these two parameters 
are provided, documents related to the domain written in language 1 can be collected through 
searching electronic archives or through scanning paper documents. After a ‘representative’ 
corpus CP" has been built, the next step is to acquire the terminology, T", o f the domain. If a 
term base already exists for this domain it can be used to provide the list o f terms, otherwise 
the list will have to be extracted from the corpus.
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There are three distinctive approaches to automatic terminology acquisition from corpora 
(Bourigault et ah, 2001): statistical methods (for example, Ahmad, 2001; Navigli, 2003), 
where the candidate terms are extracted on the basis of frequency distributions; methods 
based on Natural Language Processing (NLP) techniques, where syntactic and semantic 
information is utilized to extract terms (for example, Jacquemin, 2001); and finally a hybrid 
approach, which is a combination o f the statistical and linguistic methods (for example, 
Maynai'd and Ananiadou, 2001). It should be noted that the focus o f our research is not on 
providing a new method for the automatic acquisition of terminology, which is still an 
unsolved problem, but to use terminology as a basis to extiact conceptual relationships 
signalled in domain texts. We shall briefly discuss the statistical method proposed by Alnnad 
(2001) to determine the terminology or lexical signature of a domain and a simple NLP 
method based on extracting noun phrases (NP) based on grammatical categories.
Candidate terms can be identified by contrasting the frequency of tokens in the specialist 
corpus with that of the frequency o f the same tokens in a representative corpus of general 
language, such as the British National Corpus (BNC). This ratio, sometimes referred to as a 
weirdness measure, is a good indication that a domain expert will approve the token or 
candidate term as a valid term (Ahmad, 2001).
weirdness coefficient = fg/Ng
Where fs = frequency o f a term in a specialist corpus;
fg = frequency o f a term in a general language corpus;
Ns = total number o f terms in the specialist corpus; and 
Ng = total number o f terms in the general language corpus.
A threshold can be provided for the frequency and weirdness that can be adjusted to generate 
a term list automatically. The linguistic method for extracting terms involves the tagging of a 
corpus to assign the grammatical categoiy to each word. Single word terms can be specified 
as nouns and multi-word terms as noun phrases consisting o f a series o f adjectives and nouns. 
A threshold based on frequency can also be provided. We shall use the second method to 
extract terms and the statistical method to extract sub domain terms if required.
81
A Corpus-Based Method for Ontology Acquisition
The corpus has to be tokenized before terms are extracted. By default the Penn TreeBank'" 
tokenization scheme for English could be used, which can be changed by specifying another 
scheme if necessary. The terminology, a subset o f the total tokens, can be considered a guide 
to the concepts in the domain. To extract relations between concepts we specify a set of 
repetitive patterns, P that terms can occur in. A pattern can be said to characterize a specific 
aspect of a certain data set. The syntax o f the patterns will follow a local gi^ammar as 
discussed in section 3.3, whereas the semantics, which is the interpretation we derive from a 
particular pattern, will be specified as a set o f rules. A set o f local grammar patterns 
commonly used in English that embody the semantics of hyponymy and meronymy are 
included by default. Other patterns can be specified as necessary depending on the use of a 
different language or local grammar. A pattern can be likened to a predicate in that it returns 
true for every occurrence of the pattern in the data and false  otherwise. All such clauses, cl, 
present in the corpus, where P(cl) = true  are extracted. The set o f terms, T" o f the domain d 
and the set o f clauses, cl, are then used in the knowledge modelling phase.
3.6.2 Knowledge Modelling and Formalization
The knowledge modelling step o f the method involves the parsing o f the set o f clauses where 
P(el) = true to extract the relationships between terms. The parser is based on the local 
grammar specified through the set o f patterns and rules for the semantic interpretation of 
patterns. Initially a set o f term mappings expressed in simple predicate logic, ri(ti, ti), are 
determined. The terms ti and t; are involved in a relation r* with each other (see section 3.5, 
Definition 1). Using basic rules of inference (hypothetical syllogism) for relations such as 
hyponymy and meronymy, the predicate logic statements are used to build a graph with each 
concept, represented by a term (e.g. ti, tz), being a node in the graph and the relationship, n ,  
between two terms being a link. An existing ontology can be merged with the domain 
ontology at this stage. If it is in the same fonnalization as the target for the domain ontology 
then it could be done in the next stage through the use o f an Ontology editor such as Protégé- 
2000, otherwise the knowledge will have to be converted to predicate logic and merged with 
the graph. The benefit of using these simple predicate logic statements is that they can be 
easily asserted in Prolog as well as providing the flexibility to translate the statements to some 
other formalism.
Described on the website: http://www.cis.upenn.edu/~treebank/tokenizaticn.html
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If there is a need to specialize the domain ontology further, the process described above can 
be repeated by specifying a new sub-domain, d ,^ and building a corpus CP"s for dg. It is 
important to note that the language 1 would remain the same. The weirdness measure can also 
be used to determine the lexical signature o f a sub-domain corpus -  the progeny of the mother 
domain. Here, instead o f using a general language corpus as the reference for calculating 
weirdness we use a {supra-) domain corpus -  CP". The analysis o f progeny corpora may 
yield more specialized terms, their own lexical signature, and these either could be added to 
the main terminology or kept separately as sub-domain terminologies (Ahmad et a l ,  2003). 
The mother corpus, CP", is used as a comparative basis to extract the lexical signatui e of the 
domain dg. Finally the graph structure created in the knowledge modelling phase is tianslated 
into a specified knowledge representation language. This partial ontology can then be viewed 
through an ontology editor. If there is a need to merge an ontology in the same 
representation, it can be done through the editor, for example Protégé-2000.
3.6.3 Validation, Visualization and Maintenance
There is yet no established method for the automatic validation o f an ontology. An Ontology 
Editor like Protégé-2000 could be used to visualise the ontology and then prune it or augment 
it as required. Protégé-2000 has a plug-in that enables the user to view an ontology as a 
graph. For maintenance puiposes we propose the collection of recent documents in the 
domain and following the process described above -  if any new terms and relationships are 
discovered, they can be added to the existing ontology. Similarly, if  a term has not appeared 
in recent documents for a specified time period (for example ten years), then it can be deleted 
from the ontology. The issue o f domain “coverage” has been raised for lexicographers when 
building specialised dictionaries and also holds when constructing an ontology. There might 
be some terms, which are generic and are needed as background knowledge to understand the 
concepts in a subdomain, but ai e perhaps not specific to that particular subdomain, being used 
in other subdomains as well.
Brewster et al. (2004) have advocated the use o f measures similar to precision and recall used 
as a benchmark by the IR community. They have noted that there are a number of problems 
when it comes to evaluating ontologies since a cleai' set o f elements cannot be identified for 
an ontology. They propose to check the validity of concepts in the ontology by finding 
corresponding signatures in natural language texts: the ‘fit’ between a knowledge domain and 
an ontology. As part o f the architecture for such an evaluation they outline three steps: term
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identification, query expansion and ontology mapping. Since our method for ontology 
acquisition starts of with using domain tenns as a basis to build the corresponding domain 
ontology, the ‘fit’ already exists. However, it should be noted, as in the case o f the evaluation 
method, that the effectiveness o f the method then depends on the effectiveness of the term 
extraction method.
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The basic steps of the method are outlined below:
Step 1: Data Collection
1.1 Specify a language 1 and a domain d
1.2 Collect a set o f documents doc, in language 1 and representative o f d, to construct 
a domain specific corpus CP", such that the total word frequency f(w) > = 
min_freq, a specified limit.
1.3 Specify a set of patterns P that are based on the local grammar needed to extract 
the desired relationships relevant to the domain and language
Step 2: Data Analvsis
2.1 Extract a set of domain specific terms T"
2.2 Collect all clauses, cl, present in CP" where P(cl) = true
Step 3: Knowledge Modelling
3.1 Parse all clauses to extract relations between terms, r% (ti, ta)
3.2 Merge all such mappings extracted in 3.1
3.3 Integrate with another ontology if  specified
3.4 If  need to specialize, repeat steps 1.1 -3 .4  with dg now the domain
Step 4: Formalization
4.1 Translate the graph into a specified language such as OWL, XML
Step 5: Visualisation
5.1 View the graph in an ontology editor such as Protégé-2000
Step 6: Validation
6.1 Prune or augment the graph viewed in 5.1 as necessary.
Step 7: Maintenance
7.1 Collect new documents in domain d
7.2 Follow steps 1 to 3
7.3 If  new relations are found add to the existing ontology
7.4 If certain tenns have not been used for n  amount of time then remove them from 
the graph.
7.5. Proceed to step 4.1
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3.7 Discussion
In this chapter we have proposed a corpus-based fi-amework to extract ontological 
information. Our motivation was two-fold: to outline a semi-automatic method that would 
require minimum human intervention, and to provide a level o f theoretical underpinning that 
would conceivably make the framework adaptable to different domains and languages in the 
future. We realise the claim to adaptability is an ambitious one but we hope that the 
framework we have proposed is an essential first step. The main parts o f the framework are: a 
domain-specific corpus, which is the starting point for the method; a local gt'arnmar (LG) 
related to the domain that defines the syntax of patterns in which domain terms occur as well 
as the inferred semantic relations (the ontological statements), along with the associated LG 
parser; a generic ontology sti‘ucture, which attempts to provide a standaid definition o f an 
ontology, and a formal definition for a specialist domain. The ontology acquisition method 
defines a set of processes that automatically extract a lexical signature for the domain (i.e. a 
set o f domain-specific terms) and candidate ontological statements, which are parsed to 
construct a candidate domain ontology.
We believe that the identification and formal definition of the relevard components o f a 
framework to carry out the task o f ontology acquisition is the key to its adaptability. These 
components have been identified and formally specified based on the premise that: (1) there is 
a strong correlation between the conceptual structure of a domain and a representative 
collection of domain specific documents; (2) an empirical analysis o f such a document 
collection will show certain repetitive patterns that indicate domain terms and relations; (3) 
the behaviour of languages, especially specialist languages, would be the apparent basis used 
to establish the first two premises. The construction o f the corpus and the specification o f the 
local grammar are the two initial phases where human input is necessary, apart from the 
expert validation o f the candidate ontology. Due to the mutual independence o f the 
components, the LG could be used on different domains, or it could be replaced or augmented 
for the same domain. For a new language, a new LG in that language will have to be 
specified. Likewise, if  a new symbol system is to be used, a new grammar can be specified 
for the specific patterns in which the symbols are used and the intended meaning. Chapter 4 
goes on to implement the method described here within a software framework and six case 
studies in different domains are reported to test and evaluate the effectiveness o f the method.
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4 OntoQuirk: A Prototype for Ontology Identification
The main objective for the development of the OntoQuirk'^ prototype is to help expedite the 
development of a partial specification (ontology) of a specialist domain, without assuming 
any prior knowledge of the domain. The OntoQuirk prototype can construct a partial 
ontology based on an understanding o f the sublanguage of the domain. The input to the 
system is a corpus of representative domain texts in a natural language (such as English) and 
the output is a terminology list and a graph sharing links between the terms. The prototype 
uses a set of domain-independent patterns based on a local grammar for ontological 
statements that will enable ontology extraction. The prototype specifications are based on the 
method that has been previously described in Chapter 3.
4.1 Prototype Specification
This section aims to provide a brief overview of the main functions of the prototype and the 
subsequent requirements we considered necessary. Figure 4.1 illustrates the main steps o f the 
method described in Chapter 3, with proposed components for each step.
C O R P U S  C O N S T R U C T IO N  
LOCAL GRAM M AR DEFINITION
DATA C O U £ C T IO Na DATA A N ALYZER
K N O W L E D G E  M OD ELLER
D ATA A N A L Y SIS
KNOW LED GE
M ODELUNG
K N O W L E D G E  FO RM A LIZER
FORMAL­
IZATION
(«W eap on )  
(lype(gun) 7
Figure 4.1 A Model for Formalizing Knowledge from Data
The system was named OntoQuirk as it has been added to the suite of modules already available as 
part of the System Quirk Language Engineering Workbench developed at Surrey over the years. The 
web address for System Quirk (Version 2.1) is: http://www.computing.surrey.ac.uk/SystemQ/
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The first step of corpus creation is a manual process (as discussed in Section 3.1) where the 
documents can be collected by using a search engine on the Web or through scanning. The 
method defines the three major functions that are performed by the system, which were 
developed as separate components as indicated in Figure 4.1. We felt the advantage o f using 
a step-based method is that a schema can be defined for each step thus providing a logical 
independence between the steps. The activity diagram illustrated in Figure 4.2 helps to 
identify the main activities involved in transfonning a corpus into a partial ontology, as 
described in the method. The reference corpus is used only for the case o f further 
specialisation.
SELECT A DOMAIN/ 
SUBDOMAIN D
C(d); DOMAIN 
CORPUS X---- o
BUILD A CORPUS FOR 
DOMAIN D
SPECIFY A
REFERENCE CORPUS
REFERENCE 
CORPUS: C(r)  ^ ----------
BUILD A REFERENCE 
CORPUS
SPECIFY LOCAL GENERATE WORD GENERATE WORD LIST
GRAMMAR PATTERNS LIST FOR DOMAIN D FOR REF. DOMAIN
EXTRACT SENTENCES 
LG COMPLIANT
EXTRACT TERM- 
RELATION MAPPINGS
MERGE TO 
GENERATE GRAPH
FORMALIZE
EXTRACT TERMS FOR T: TERM
DOMAIN D VECTOR
O: ONTOLOGY
Figure 4.2 Activity diagram indicating the various activities involved for ontology 
acquisition from a text corpus
Apart from the three main functions the system would also need to provide an interface that 
would enable the user to upload a corpus, specify a language and any local grammar patterns.
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The user should also be able to view intermediate results at the three stages and make 
adjustments as necessary. Due to time limitations such an interface was not constructed but 
some functions and requirements have been noted in the Section on future work (5.2). The 
tasks of viewing the ontology in a graphical form and subsequently editing it are now 
performed by some existing systems, of which Protégé-2000 is one o f the popular ones, which 
can be integrated with our system so the need to implement that task is eliminated.
Some general requirements we considered important in the design o f the system were that it 
should provide a clear distinction between tlie tlnee main steps of the method for the purpose 
of flexibility as well as to enable us to interact at each stage. The system should provide ease 
of distribution, i.e. it should be portable over a wide range o f platforms so that it can be useful 
for future use and development. The prototype should provide extendibility in multiple 
directions; it should be easy to add new components and/or adapt existing components to 
specific requirements if necessary.
4.2 System Architecture
We based our prototype on a tliree-tier architecture. The front-end provides the necessary 
user interaction. Currently we are using the interface provided by Borland Developer‘s for 
input and output purposes but ideally this would be done through graphical user interface 
components. The central sub-system houses all the functional components such as the corpus 
analysis, conceptual modelling and formalizing components. The back-end provides the 
required data storage facilities either in the form of files or databases. By separating the 
components o f the system in this fashion we hope to achieve flexibility as well as easier 
future extendibility. An overall architecture for the OntoQuirk system is illustrated in Figure
4.3. Two manager components were developed to interface between the functional 
components and the interfaces and data stores respectively. The main processing is carried 
out in the middle layer while the front end is mainly for interaction v/ith the user.
http://www.borland.com
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INTERFACES FUNCTIONAL COMPONENTS DATA STORAGE
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Figure 4.3 Overall system architecture. The middle layer has been implemented in the 
OntoQuirk prototype: the front-end is illustrated to show the interaction with the middle layer
We have separated the interface into two components: a graphical user interface that shall 
provide the user with facilities to upload the corpus and provide any feedback during the 
ontology acquisition process; and an ontology editor and ontology management system that 
will display the ontology and allow the user to add or remove concepts as desired. Since there 
are a number of such systems already developed in Java, we shall not attempt to build our 
own but instead use a popular one such as Protégé-2000.
The three components shown in the middle layer provide various functions from pre­
processing the corpus to extracting the terminology and ontology. The corpus analyser takes 
the corpus as input and performs the necessary pre-processing, terminology extraction and 
local grammar analysis based on the extracted set of terms (see Figure 4.4). The conceptual 
modeller component takes as input the set o f mappings produced by the local grammar 
analysis and uses some basic rules to merge the structures to form a graph. The module for 
formalization takes the graph output, which is in an intermediate representation) by the 
conceptual modeller and translates it into a specified formalism. Currently, the 
implementation of the formalizer converts the intermediate representation to XML. This
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module has been adapted from a program developed by Luke Morgan as part of the SoCIS 
sytem'^.
CORPUSTOKENIZER
TERMINOLOGY EXTRACTOR
STATISTICAL _ ,
MODULE ' C .
PARSER
SENTENCE
SPLITTER
LINGUISTIC
MODULE
PATTERN
EXTRACTOR
LG
PATTERNS
TERMINOLOGY
CONCEPTUAL
MODELLER
LOCAL GRAMMAR ANALYZER
rEXT ANALYZER
CORPUS ANALYZER
Figure 4.4 Sub-components of the corpus analyzer
The sub-components of the corpus analyzer are shown in Figure 4.3. The corpus analyzer 
will interact with the various data stores through the back-end manager, which we have 
shown in Figure 4.3 in order to indicate which sub-components interact with which data 
stores. The corpus analyser takes the corpus as input and pre-processes the data using text 
analysis techniques such as sentence splitting and tokenization, performed by a text analysis 
module. The pre-processed sentences are then used as input to a terminology extraction 
module. Domain terminology is extracted based on a linguistic method. The statistical 
module identifies sub-domain terms given a mother corpus and a progeny corpus. Since we 
extract noun phrases as terms, multi-word terms are also included in the calculation of 
weirdness, not just single word terms (see Section 3.6, Chapter 3). The next step is to
http://www.computing.surrey.ac.uk/ai/socis/
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perform the local grammar analysis based on the extracted set o f terms. The terminology is 
used with the specified local grammar patterns by the pattern extractor module to find all the 
sentences that follow the local grammar. The local grammar-compliant sentences are then 
parsed to elicit mappings between terms indicating relations.
4.3 System Implementation
This section will provide an informal discussion on some of the decisions taken and the 
procedures followed in the development process o f the prototype. We specify the choice of 
development environment as well as details of any other software that will need to be 
integrated with the system. The system was developed in Java to provide the ease of 
distribution, flexibility and extendibility that were established as requirements in section 4.1. 
The fact that Java is an object-oriented programming language and can be used as an 
application or an applet on a Java enabled browser, provides a great deal o f flexibility. 
OntoQuirk was developed as a stand-alone application but can easily be converted to an 
applet if  required.
Currently the only software that has been integrated into OntoQuirk is the MXPOST part-of- 
speech tagger developed by Ratnaparkhi (1996) at the University of Peraisylvania. This 
choice was made at the time since it was open source and implemented in Java as well. We 
carried out some initial experiments with Brill’s tagger but since it was not possible to 
integrate it with our system (it was written in C and ran on Java at the time) we could not fully 
automate our prototype. The MXPOST tagger requires a text file that has been split into 
sentences and tokenized based on a set o f rules specified by the Penn TreeBank*® (that are 
used by Brill’s Tagger). The main steps o f the tokenization are:
1. Punctuation is split from the adjoining words
2. Verb contractions and genitive o f nouns (Anglo-Saxon) are split into tlie respective 
morphemes. For example won’t [wo] [n’t], scientist’s -> [scientist] [’s]
3. Double quotes are changed to doubled single quotes
4. Bracket characters are changed to the acronyms -  -LRB-, -RRB-, -RSB-, -LCB-, -RGB-, 
which stand for (Left{Right)(Round|Square|Curly)(Bracket) for the three types of 
brackets ( ) , [ ] ,  and { } respectively.
’ ® http://www.cis.upenn.edu/~treebank/tokenization.html
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The local grammar patterns, which can be represented as FSA were implemented through the 
use o f regular expressions for which a package is available in Java. Currently we have 
implemented a class, which displays data to the command line as part o f the front-end 
manager. The back-end manager has a database class, which provides functions to connect 
and query a database, as well as a File Manager class that provides the functions needed to 
interact with files.
4.4 Evaluation
As mentioned in Chapter two, there is yet no standard method established for evaluating an 
on to lo ^ . However, we attempt to employ the method o f expert evaluation used traditionally 
for laiowledge-based systems for an up-and-coming domain such as nanotechnology and for a 
more established but continuously changing domain such as forensic science /  crime scene 
investigation. The experts were requested to perform a protocol analysis type o f experiment 
as well as study a section of our output for validation purposes. Another process we 
conducted ourselves was to extract the ontology o f domains such as breast cancer, fine art 
and finance news, which have existing thesauri and glossaries available. These resources 
have been built by experts in the respective domains so would form a good basis of 
comparison.
The various corpora we have used are available as part o f ongoing research at Surrey. These 
domains cover a spectrum of science, technology and the arts: the disciplines chosen were 
nuclear physics (pure science), nanotechnology (an experimental science), breast cancer 
therapy (medicine), forensic science /  scene o f  crime (a professional domain), fine art (fine 
art) and financial news (current financial news from Reuters). The following table highlights 
the relevant characteristics. These corpora have been discussed in the following papers: 
forensic science (Ahmad et al., 2003), breast cancer and financial times articles (Tariq et al., 
2003), nanotechnology (Gillam and Tariq, 2004), fine art (Salway and Frehen, 2003), and 
nuclear physics (Ahmad, 2001)
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Corpus Corpus Size 
(total tokens)
Register Variety
Forensic Science 610,197 Journal articles, manuals, news articles
Breast Cancer 226,464 Professional abstracts, journal papers
Nanotechnology 1,012,096 Learned articles
Fine Art 800,000(approx.) Painting captions and artists’ biographies
Nuclear Physics 472, 108 Journals, adverts
Financial news 
from Reuters
681,215 British financial trading articles produced by 
Reuters^^
Table 4.1 Overview of six corpora used in our evaluation
Our evaluation is performed to check whether the concepts and their relationships ai e valid -  
what is more difficult is to discover what concepts and relations have been missed out. This 
issue o f domain coverage is a very difficult one, which could depend on the corpus not being 
representative enough as well as the limitations o f the local grammar. There is also the 
separate issue of whether the ontology is sound, for example if there is a hierarchy based on 
the is_a relation then the properties used as the basis of distinguishing the different levels 
should be the same throughout the structure, otherwise any inferencing carried out might be 
faulty.
4.4.1 Preliminary Evaluation
We initially checked the output ourselves in the attempt to find discrepancies that are obvious, 
that is those that can be considered as based on commonsense knowledge. The effectiveness 
o f the local grammar was tested across the six different domains shown in Table 4.1. We 
tested the effectiveness of six different cues: such as, including, and other, or other, like, and 
especially, using the patterns specified by Hearst (1992). We checked whether the sentences 
incorporating the cues followed the local grammar for identifying taxonomic relationships. It 
was observed that the cues worked better in the domains of science, teclmology and medicine 
where we find that up to 90% of the local grammar pattern identified indicated the 
supertype/subtype relationship.
Collected from the NCI website http://www.cancer.gov/ 
http://www.reuters.com/
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We looked at the relationships predicted by our system particularly the taxonomic ones and 
using a text editor we searched for how the relationships were articulated in the text. There is 
a degree o f ambiguity or ‘leakage’ in the frames as Cruse puts it (1985). What is shown as 
taxonomic or part-whole relationships might be an ambiguous use o f these cues. We did a 
check on the sentences to figure out the ones that were ‘leaky’. We found that some of the 
lexical-semantic cues had high “hit-rates” in that if a particulai* cue was used then it almost 
invariably used to express an ontological commitment. For example, such as has a hit-rate of 
75% (an average for the values in the six domains) with the numbers shown in Table 4.2. The 
leakiest frame was including, with a hit-rate o f 55%. The details of all the cues are shown in 
Appendix D.
Domain Total
Sent.
Matched
Sent.
Hyponymic
Sentences
% correct from 
matched
% correct from 
hyponymic
Nuclear Physics 219 96 92 42.01 95.83
Carbon Nanotubes 393 281 261 66.41 92.88
Symbolist Art 471 278 247 52.44 88.85
Breast Cancer 64 52 43 67.19 82.69
Forensic Science 448 126 92 20.54 73.02
Financial Times 915 785 471 51.48 60.00
Total 2510 1618 1206 48.05 74.54
Table 4.2 Statistics o f the cue such as (Sent = Sentences)
The following sentences show examples where the hyponymic relation extracted from the 
patterns as proposed by Hearst will not work;
a) However, although some quasi one-dimensional In[2]013] structures have been 
successfully synthesized, such as In[2]0[3] nanowires, nanohbers, nanobelts, and 
nanotubes, their electronic properties have been rarely reported.
b) Complementary measurements of another physical property alone the gradient. 
such as the density and/or the thickness, are required.
c) Nanocrystalline materials, which consist of extremely small crystals ranging from to 
a few tens of nanometers, have many superior properties to conventional 
polvcrvstalline materials, for example, high strength, magnetism, electrical 
catalysis, and so on.
(Examples taken from the carbon nanoiube corpus^
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d) Respondents graded the frequency and severity of side effects related to estrogen 
deprivation, such as vaginal dryness, mood changes, hot flashes, weight gain, and 
changes in libido
e) Other features of hormonal contraceptive use such as duration of use, age at first 
use, and the dose and type of hormone within the contraceptives had little 
additional effect on breast cancer risk, once recency of use had been taken into 
account.
f) Past studies suggested that postmenopausal hormone treatments might be effective 
in preventing or reducing some of the negative long-term effects of aging, such as 
heart disease and osteoporosis.
g) Any changes in the nipple, such as retraction (your nipple becoming inverted, 
when it was not previously), should also be investigated.
(Examples taken from the breast cancer corpus)
The sentence in (a) produced the mapping type of (In[2]0[3] nanowires, synthesized), indicating 
that In[2]0[3] nanowires are a type o f “synthesized”, which does not make sense. The 
underlined portion is what we call an elaboration, and the coiTect mapping would be type of 
(In[2]0[3] nanowires, In[2]0[3] structures). Taking an example from breast cancer, after 
processing (d), the mapping extracted was type of (vaginal dryness, estrogen deprivation), 
which is incorrect, vaginal dryness is a side effect o f estrogen deprivation, not a subtype of it. 
Based on this analysis we then extended our local grammar to account for the leaky frames 
that were most obvious to us (Section 3.5, Chapter 3).
As reported in our paper Tariq et al. (2003), when our breast cancer results were compared to 
the www.cancer.org online thesaurus, 71% of the relations we had extracted were found in the 
thesaurus, the rest being anomalous. This result could be considered as the “precision” metric 
as suggested by Brewster et al. (2004). An example from the thesaurus is:
adjuvant therapy: Treatment given after the primary treatment to 
increase the chances of a cure. Adjuvant therapy may include 
chemotherapy, radiation therapy, honnone therapy, or biological therapy
From this definition one can deduce that chemotherapy, radiation therapy, hormone therapy, 
and biological therapy are types o f adjuvant therapy. Our system detected three out of the 
four subtypes: biological therapy was not extracted.
4.4.2 Expert Evaluation
The evaluation of the system output by experts was conducted in two parts:
1. A Protocol Analysis kind of study conducted with experts
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(Ericsson and Simon, 1993);
2. Expert evaluation of the output to indicate approval/disapproval o f the results.
The first and second parts were conducted prior to the expert looking at the results of our 
system. The main aim here was to elicit the knowledge that one could say is “stored in the 
head” o f the expert and compare it to the structures we have extracted using our system.
4.4.2.1 P rotocol A nalysis
We conducted a number of “think aloud” interviews with experts where we asked them how 
they viewed the main object o f interest in their domain. The spirit in which these interviews 
were conducted was based on our understanding o f protocol analysis, whereby experts are 
asked to verbalise what is it they do and how they do what they do. This approach was used 
extensively in the development o f expert systems (Ericsson and Simon, 1983). The stress of 
the analysis, a psychological technique, is to ask people to “think aloud” such that a 
laiowledge engineer can extract “knowledge and rules from experts in order to build computer 
models of expert performance (expert systems)” (ibid. 1983:XXVII). Ours is not strictly a 
protocol analysis but is closely related to it. The questions we asked were organised at 
different levels but with one common theme; how do the experts actually use their domain 
terminology and how they relate different terms to each other. For us, the identification o f the 
terms and their interrelationships are the building blocks o f a system that can identify, extract 
and deploy the ontological commitment of experts within a domain of knowledge. This 
involved asking the expert a set o f questions pertaining to the main object of interest as listed 
below:
1. Name the / (one) main object of interest in the special domain
2. Could you give a brief overview/description o f [the object]
3. Could you list different kinds o f [the object]
4. What are the key components (if any) o f [the object]
5. What are the main characteristics/properties o f [the object]
6. Could you please draw a (family) tree o f [the object]
7. Other important relations/features (e.g. applications related to the object)
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The responses o f the experts were recorded on a voice recorder and an electronic whiteboard 
connected to computer was used for question 6, where they were required to draw a diagram 
showing the typology o f the main object they described earlier. The diagrams they drew were 
then saved as image files. The expert was asked some questions to clarify sections o f his 
illustration during tliis part o f the interview. The complete transcripts are present in Appendix 
A, B and C. Table 4.3 presents an approximate idea o f the time taken by the experts during 
the interview and evaluation sessions as well as the time taken by us to transcribe the verbal 
outputs and interpret the results.
Expert Dr. David Carey Dr. Vlad Stolojan Mr. David Ince
Domain Nanoteclniology Nanoteclniology Forensic Science / 
Scene of Crime
Interview time 2 hours. 45 minutes 3 hours
Transcription time 6 hours 2 hours 30 minutes 10 hours
Interpretation time 9 hours 4 hours 12 hours
Evaluation time 20 minutes 30 minutes 45 minutes
Comments 5 diagrams 1 diagram 7 diagrams
Table 4.3 Brief overview of the approximate times taken for the different tasks involved in 
the protocol analysis we performed
When asked to give a brief oveiwiew of the main object of interest, the experts all answered in 
a similar fashion. They briefly described the origins and utility of the object. One of the 
nanotechnology experts said he was interested in a large number of nanotubes used together 
as a bundle. In a similar scene setting response, our expert in forensic science talked about 
the origins of the subject going as far back as when one of the fundamental principles on the 
exchange of materials between objects in contact was established by Locard. This was for 
macro-objects in the nineteenth century (cf. fingerprints, blood drops) to the modern day 
focus on DNA. Figures 4.5 and 4.6 show the response o f the experts: One can say that the 
response to this question could help in perhaps defining the top-level of the ontology.
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Question 2: Could you please give a brief overview/description of [the object] o f interest?
To use carbon nanotubes to exploit chemical and  
electrical properties fo r  use in things like f ie ld  
emission displays, or as gas sensors or as multi­
electron sources. So instead o f  looking at the 
individual properties o f  perhaps one nanotube, which 
could be a minor area I  am interested in, so instead o f  
looking at one nanotube and say, its electrical 
properties, I  am interested in looking at what happens 
when you have lots o f  nanotubes together — how do 
they respond as a bundle — do the properties you get 
out correspond to a subset o f  nanotubes. So fo r  
example, an individual nanotube could be a 
semiconductor or it could be a metal and when you put 
all o f  them together, which dominates the electrical 
properties? Metals being more conductive will have 
low resistance so the current goes through the metallic 
ones and you never see the semi-conducting ones — so 
what I  am interested in is how they respond as a  group 
and which subgroup dominates in a particular 
property.
Figure 4.5 Expert Dr. David Carey
I  would say that essentially the core role o f  a scene 
o f  crime investigator is to gather evidence -  is to 
retrieve as much as possible from  that crime scene 
which can then be analysed by the forensic scientist. 
I f  it is o f  a fingerprint nature then that would fo r  
instance go up to New Scotland Yard and it would 
be looked at there by fingerprint officers -  tha t’s 
from  the forensic nature whilst appreciating that it 
is a  generic term -  looking at it from  the point o f  
view o f  blood, glass and that would go into a 
forensic science laboratory fo r analysis there. In 
forensic science the weight is not on gathering 
evidence but to actually analyzing what is submitted 
by a scene o f  crime officer.
Figure 4.6 Expert Mr. David Ince
In question 3 the experts are asked to comment on the different kinds of the object o f interest 
and their output is longer for this question as they attempt to categorize the object. When the 
nanotechnology expert 1 talked about nanotechnology he listed different kinds o f nanotubes 
divided along the lines of shape, size, alignment and method of preparation. These are 
different characteristics or properties (differentiae) on which to classify carbon nanotubes. 
The discussion here is firmly related to the five most frequent terms in the corpus. An exceipt 
o f the response to this question is shown in Figure 4.7. The typology o f evidence is not very 
clear-cut from the response o f the forensic science expert. He mentions new forms of 
evidence such as footprints and palmprints and ways o f chemically developing them. We also 
get a suggestion of the typology o f crime as well.
Question 3: Could you list different kinds o f [the object]?
Carbon nanotubes can be subdivided in terms o f  particular areas, fo r  example, they come as single-walled 
nanotubes, which are basically one cylinder and multi-walled carbon nanotubes, which correspond to concentric 
cylinders and there is the case o f  a perfect nanotube where you have no defects or impurities, or whatever -  so that 
is structurally. Electronically they come in semi-conducting form  and metallic form  -  those are the intrinsic 
properties. Extrinsic to that you would have nanotubes that are grown using catalytic particles, where the 
catalytic particle is at the base or the top, which people would refer to as base-growth versus tip-growth. Another 
type o f  category would be whether the nanotubes are aligned, which could be vertically aligned so i f  you can 
imagine a regular array o f  nanotubes sort o f  in a square grid, that would be aligned nanotubes - you also have 
random nano tubes [ . ...................]
Figure 4.7 Excerpt from Dr. David Carey’s response
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The next two questions dealt with the composition and properties of the domain object. In 
these responses as the experts are going into more technical detail, more specialised terms are 
being used. The main characteristic properties o f the domain objects were listed relating to 
further details of the attributes which can help in a finer grained classification where we can 
distinguish between the domain objects on the basis of an idiosyncratic property.
Question 3: What are the key components (if any) o f [the object]
The main components are carbon atoms but the composition depends on the arrangements o f  those carbon atoms 
and you get different properties depending on how the nanotube is formed. The easiest way to do that is to 
demonstrate with a piece o f  paper and i f  you imagine a fla t piece o f  paper and you roll it end over end that would 
be one type o f  nanotube. I f you roll it diagonally, it gives you a different chiral, the chiral angle gives you 
different types o f nanotube -depending on what the chiral angle is, you get semi-conducting versus metallic so the 
arrangement o f  those carbon atoms is important and then you have to think o f  absorbing atoms -  is there any 
nitrogen present, you can have boron, these are deliberate things you incorporate but i f  you e.xpose the nanotube 
to air you can have oxygen or absorb water molecules -  as well as have other impurities.
Figure 4.8 Excerpt from Dr. David Carey’s response
The drawing of the typology of family tree for the object of interest (question 6) was quite 
revealing in that the scientist (nanotechnology expert) took a very top-down view, focussing 
on attributes and key properties. The expert further detailed the tree including a whole range 
o f considerations relating to nanotubes (Figure 4.9). Figure 4.10 shows the typology drawn 
by the other expert in carbon nanotubes, who has also highlighted SWNT and MWNT as 
being key subtypes.
A I
( 0
^ * 4
Figure 4.9 Typology of carbon nanotubes as drawn by Expert David Carey
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Figure 4.10 Typology of carbon nanotubes as drawn by expert Vlad Stolojan
On the other hand the more professional expert (forensic science) had a very work related tree 
starting from the bottom-up and relating to immediate applications. He emphasised the core 
or the key elements of the ontological commitments of the domain. The expert then expands 
the hierarchy by introducing sources o f retrieval of the evidence. He related the evidence type 
to the crime type, further highlighting his professional view as well as illustrating how 
priorities can change when related to another key type in the domain (Figure 4.11). The 
transcriptions and the diagrams drawn by the experts are included as appendices A, B and C.
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Figure 4.11 Typology of evidence as drawn by expert David Ince
4.4.2,2 Evaluation o f  System  O utput by Experts
The second experiment was to ask the expert to comment on the ontological commitment of 
the authors in a given subject discipline as identified by our program. We conducted the 
study in two domains, as it was not easy to access experts. The aim was for the expert to look 
at the structures that were identified by our system and to crosscheck whether or not the 
relationships derived by the system are in effect acceptable to the members o f a given domain. 
This experiment was also carried out in the two very different subjects o f nanotechnology and 
forensic science. It was interesting to observe that the system extracted some fairly 
anomalous relationships together with the coiTect ones, for instance:
‘pliable object’ ‘soft wax’
The three experts (two in nanotechnology and one in forensic science) were requested to look 
at the output and indicate their agreement or disagreement on around fifty relationships 
between a supertype and its subtypes (see appendix E and F for a section of the results). The 
ouput was illustrated using a ‘Tree Display’ program developed by Luke Morgan as part of
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the SoCIS system^*. We use three criteria to report the results: subtypes that are correct', 
those that are clearly incorrect, and those that are deemed anomalous in that they may be 
irrelevant to the domain or the expert was hesitant to comment on them.
Fraction o f correct sub structures Number o f structures
1 0 0 % 29
anomalies 8
0 % 8
80% 2
70% 1
60% 2
Table 4.4 Analysis of David Caiey’s evaluation o f the system output in the domain of carbon 
nanotubes (50 structures in total)
For carbon nanotubes, around 60% of the sub structures were correct, which is encouraging. 
In the more complex domain o f forensic science where the reader may recall (see Section 3.4) 
we have collected a large variety of texts, some quite general purpose, only half the subtypes 
were found to be correct. 40% of the subtypes were incorrect or anomalous. The 10 
structures that had 0 % correct indicates that none o f the “subtypes” o f the list extracted were 
correct.
Fraction of correct sub structures Number o f structures 
1 0 0 % 2 0
anomalies 2 0
0 % 1 0
Table 4.5 Analysis of David Ince’s evaluation o f the system output in the domain o f forensic 
science/scene o f crime (50 structures in total)
http://www.computing.surrey.ac.uk/ai/socis/
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4.5 Discussion
The protocol analysis including the “think aloud” protocol and the analysis o f texts suggest to 
us that experts do think systematically and they are aware of and can deploy the essence of 
their discipline, popularly called “ontology” to organise complex artefacts in a rich graph. 
The graph resembles more a forest then a simple tree. Given that CNTs are synthetic devices 
(i.e. do not occur in nature) the experts introduced conditions of growth o f the nanotube as a 
distinguishing propeity. The deliberation o f the experts in drawing stiuctures on a white 
board as well as through verbal reporting indicates highly intercomiected structures. There 
are certain building blocks of the domain (carbon bonds, tubes, growth) but the relations 
between the composites (single-walled CNTs, multi-walled CNTs) forests, defective tubes, 
ideal nanotubes and so on, seems much more involved.
Text, or the act of producing a text, has an inbuilt filtering mechanism where 
interrelationships between various objects may be suppressed for the sake o f brevity. Brevity 
o f expression is required for the physical limitation o f space as well as the fact that some 
knowledge may be considered “background knowledge” and hence the reader is assumed to 
be familiar with it prior to reading the text (Harris discusses this phenomenon as “prior 
science,” 1985:282). Brewster et al. (2003) have discussed the idea o f background and 
foreground Icnowledge from the point o f view of a text as a device for knowledge 
maintenance in that it can be used to extract foreground laiowledge and the background 
laiowledge can be elicited from existing resources such as encyclopaedias. It appears to us 
that a specialist text is often the result o f summarizing a series o f theoretical studies or 
experimental procedures such that the text can ies the chief points of an author’s work. It is 
the summaries that we see -  this is called a “trace” of knowledge in modern literary criticism. 
Given that laiowledge expressed in texts is essentially “chief points” drawn from a richer 
landscape of knowledge -  the question is what has been missed out; and whether the chief 
points suffice?
Our approach can be compared to that of Information extraction (Wilks, 1999; Wilks, Slator 
and Gutlirie, 1996). Information extraction (IE) involves the automatic extraction o f pre­
defined data specified through a template from unrestricted natural language texts. One o f the 
main tasks of IE is the extraction o f named entities such as the names o f individuals and 
organisations, as well as locations, dates, currencies and so on. This is usually done through
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pattern matching, looking-up pre-created lists (gazetteers) and often makes use of lexical 
resources or ontologies. According to Gross (1993) such patterns can be considered local 
grammars and it is interesting to note that parsers are used in IE to extract the relevant 
information from the pre-defined patterns. Once an ontology has been created, an existing IE 
system such as some of the modules o f GATE (Sheffield) can be used to extract instances for 
a particular application.
One of the modules o f GATE called LASIE (Wilks and Gaizauskas, 1999; Humphreys et al., 
1999), which is based on the work o f Wilks, Slator and Guthrie (1996) as discussed in Section
3.3, aids in the construction o f a semantic network with ontology classes as well as instances 
represented in the XI knowledge representation language (Sheffield) which supports the 
inheritance o f attributes. The LASIE module takes as input a specific text which is then 
processed to augment an existing semantic network making use of an MRD. The key 
difference o f our system is the use o f domain-specific terms as a basis o f extracting ontology 
classes and relations, which eliminates the use o f a general purpose lexical resource and the 
issue o f word sense disambiguation.
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CONCEPT PLANE
fixturd
type 6f
substrate !
of (glass,subslj.)
glass
type of
type o f (S r i ^ 3 ,s!dbst.)MgO
SrTiO
SYMBOL PLANE
Figure 4.12 An example of instantiation of the ontology structure discussed in Chapter 3
Figure 4.12 above illustrates an example of the instantiation of the ontology structure 
discussed in the previous Chapter (Section 3.4). The domain d is carbon nanotechnology, the 
language 1 is English, one o f the local grammar patterns used is To such as {Ti, (and |
or)} T,i ’where To is substrate, and Ti, T2 and T3  are MgO, SrTiO and glass respectively.
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5 Conclusion and Future Work
In this thesis we have proposed a method for the semi-automatic extraction of a partial 
ontology given a collection o f domain-specific texts. An important step in the development 
o f ontologies, thesauri, or lexicons is the identification of what constitutes a valid element in 
the respective structure, whether it is called a lexical unit, term or category. The next step 
would be the identification o f the range of relations between these elements. We believe that 
the literature o f the domain reflects the common and cuiTent use o f these elements and their 
relationships. Therefore the analysis of a substantial collection of domain-specific documents 
would be a good starting point to discover the ontology o f a domain. Our method was 
inspired by H earsfs original idea o f lexical-semantic patterns identifying relations between 
lexical units; we have aimed to provide a theoretical framework by recognizing that such 
patterns used follow a local grammar. We claim that this local grammar can be considered a 
local grammar for ontological statements. We combine this local grammar with work in 
tenninology that can help corroborate valid “linguistic” labels used for important concepts in 
a domain. This section summarizes our contributions as well as discusses the strengths and 
limitations of our method. We conclude with a brief discussion on possible avenues for future 
work to address the limitations as well as to extend the work.
We identify three main areas in which our contributions lay: the method, the prototype and 
the evaluation. The contributions to the method can be further divided into three, reflecting 
the fact that we exploited the characteristics o f specialist languages at the lexical level, the 
syntactic level and the meaning or semantic level (see Figure 3.1). Similarly, the work 
described in this thesis could be extended in tliree significant directions relating to the 
method, system and evaluation. Within the method, improved techniques for term extraction, 
automatic discovery o f domain-specific relations, investigating a local grammar that specifies 
the interaction o f various symbol systems, apart from just the linguistic, would be key areas. 
There is no standard defined for the evaluation o f ontologies so exploring possible ways of 
perfoî*ming automatic validation and evaluation would be useful.
5.1 Contributions
The high lexical productivity o f specialist domains brought home the fact that a limited set of 
words are used. A crucial fact here is that a number of these words act as carriers and
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combine with other words productively to fonn compounds. Based on these chaiacteristics 
we identify the lexical signature or terminology of a domain, which we use as the starting 
point to elicit the domain ontology. This is based on the premise that these lexical units are 
linguistic labels for the important concepts that exist in a domain. The idea o f “closure” in a 
specialist language was the next important factor. Apart from the existence o f a limited set of 
word classes, there is also a limited set o f  legal rules that are used to combine these different 
word classes. These rules can be converted to finite state automata, which in effect 
implement the local grammar.
Another observation we made is that specialist languages are productive at the level o f 
semantic description. There are a limited number o f cues (which aie closed class words) 
connecting the various word classes (open class words: essentially noun phrases) using a local 
grammar that conveys a specific meaning. The veiy basic structure o f lists is commonly 
employed to indicate more then one word from the same word class is linked to some other 
word from a different word class. We assume that Hearsf s lexical-syntactic cues are named 
as such to illustrate that certain lexical items are combined in specific syntactic patterns when 
combined with the cue. Instead o f using generic noun phrase patterns we use the terminology 
o f the domain in the local grammar patterns. Since specialist domains are characterized by a 
distinct terminology when compared to general languages, we felt it was theoretically and 
practically an acceptable option. We have identified certain limitations to Hearst’s approach 
and have extended the local grammar to address them (as discussed in Section 3.3).
From the factors discussed above we have attempted to identify the ontological commitment 
o f a specialist domain. We have also extended Maedche’s formal definition of an ontology to 
include n-ary relations as well as relate it to sublanguages and terminology through the notion 
o f semiotics, which he has mentioned but we feel is not clear in his definition (see Section 
3.5). Since one of the aims o f the method was to be applicable in any arbitrary domain we 
have specified a set o f “general” patterns that do not need to be tuned for use in different 
domains; our experiments have shown that the patterns were employed in a similar fashion in 
six different domains (see Appendix D).
We have developed a prototype (OntoQuirk) to implement the method we have proposed. 
The prototype was a useful tool to study the feasibility o f the method as well as produce 
preliminaiy results on the basis o f which further refinements can be made. The system was 
designed in a modular fashion and implemented in Java to enable easy extension. We hope
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OntoQuirk would be o f benefit to knowledge engineers who could choose to interact with the 
system at various stages o f the laiowledge acquisition and formalization process. Domain 
experts should also be able to make effective use o f the system. Furthermore, the system 
might benefit linguists and terminologists who wish to study the structure o f a specialist 
domain.
We attempted to use protocol analysis as part of our system evaluation. This teclinique can be 
considered as a complement to text analysis. The lexical productivity was apparent in the 
verbal reports when the experts described the ontological commitments related to the main 
object o f interest in their domain. The experts were also requested to draw their own mental 
conceptualization of a typology o f the object o f interest, which showed that what they 
understand in their minds is a much more complex structure then what we extracted. Finally 
we performed an expert evaluation o f a section o f the results, which showed that there is 
promise in employing a corpus-based method for ontology extraction, as well as signalled the 
areas that would need to be considered for future work.
5.2 Future Work
We shall discuss the main areas that we feel are important for future work and highlight the 
key issues that need to be considered in each o f these areas. As in the previous section on 
contributions, we discuss the future work related to the method, and then the system and 
evaluation. For the method, we shall start with a discussion on term extraction, and then we 
shall examine the identification and extraction o f different types o f relations, finishing off 
with a discussion on the possibility o f a specialist signature that includes other symbol 
systems as part of the specialist domain and hence the local grammar.
The effective identification o f terminology is still an active research area. There are a number 
o f methods and tools available but it is still an unsolved problem (Bourigault et al., 2001). 
Since the local grammar we have specified depends on the terminology o f the domain, the 
more complete and sound the term list is, the less room there will be for errors in extiacting 
relations between lexical units that are not really domain-specific terms. Hence there is a 
need for new methods to extract (single and multi-word) terms, especially those combining 
NLP and statistical techniques where a confidence or probability measure is added to each 
term to support the strength o f it being a term for that domain. It is important to note that 
acronyms and abbreviations are used profusely in specialist domains, especially those of
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science and technology and there is a need to identify and link them to the longer term. These 
acronyms sometimes get so well established that they are often used instead o f the longer 
term, for example AIDS, DNA and MRI in medicine. Finite state automata translated to 
regular expressions can be used to extract acronyms, the most common patterns being: 
<longer term ( acronym )> and <acronym {longer term)>, with the first being the more 
prevalent. Example sentences are:
“The films were characterized using x-ray diffraction, atomic force microscopy 
(AFM), electric force microscopy (EFM), scanning force microscopy, and 
photoelectron emission microscopy”
(from the carbon nanotube corpus)
“Current body-mass index (BMI) was positively associated with postmenopausal 
breast cancer”
(from the breast cancer corpus)
The identification of acronyms has been discussed by a number of researchers, namely 
Schwartz and Hearst (2003), Park and Byrd (2001), Pustejovsky et al. (2001). Similarly there 
is a need for effective methods of identification o f synonyms, with some work being done by 
Edmonds and Hirst (2002). The relation between two synonyms and the relation between an 
acronym and its longer term could be classified as lexical relations, for example acronym{U, 
ta) would indicate that ti is an acronym of ta. A consideration would be how to model and 
then represent these relations at the lexical level and relate it to the conceptual level. The 
local grammar patterns we use are based on the fact that terms have been identified -  it would 
be useful if  acronyms could be identified as well as single terms and multi-word tenns. 
Similarly fonnulae (e.g. C uaO ) could also be identified and this might lead to perhaps building 
a tagger for specialist languages, that annotates a word or symbol as being a term, an 
acronym, a formula, a mathematical symbol and so on.
In our system prototype we focussed on the hyponymic relation since it is the most popular 
relationship in most domains and thus frequently indicated in texts tlnough the use o f a 
variety of patterns. However, there may be a number o f other relations specific to certain 
domains that are important. Also the established relations of hyponymy and metonymy may 
have a structure that needs to be considered. Chaffin (1982) has conducted a set of 
experiments on how people differentiate various relations and we feel that some further work 
can be done taking into account the differences between relations and how they may be 
represented in texts. Some other relations that may exist apart ftom hyponymy and 
meronymy are spatial inclusion (bottle:milk), connection (ear:earring), and representation 
(agenda:meeting). He also distinguishes between class inclusion and class membership with 
class inclusion corresponding to tvne of (bird:robin) and class membership corresponding to
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instance of (dog:Fido). The latter relation was highly frequent in the domains o f financial 
news (banktBarclays Plc)and fine art (impressionist:Monet) and the instance type can be 
identified as being a proper noun.
Another interesting observation Chaffin made is that the meronymic relation can be further 
classified into seven different types as shown in Table 5.1. It is important to be able to 
identify what type of relation exists between different elements when constructing a hierai chy 
or there would be anomalies such as the example given by Cruse (1986:165-168), regarding 
the following sentences:
(a) Fingers are part of the hand.
(b) The hand is part of the arm.
(c) Fingers are part o f the ami. [?]
The third sentence (c) suggests an anomaly. This is due to the ambiguousness o f the first 
sentence (a) reflecting a part o f  relation while the second sentence (c) is an attached to 
relation and not part of.
Meronymic Relation Examples
obj ect: component cup-.handle
event:feature rodeo:cowboy
collection:member forest:tree
mass:portion pie:slice
process:phase growing up:adolescence
area:place forest:glade
object:stuff lens:glass
Table 5.1 Examples o f the different types o f meronymic relations, Chaffin (1982:259)
The hyponymy relation has also been divided by Chaffin’s experiment into four types, but in 
this case the division is based on the categories taking part in the relation (Table 5.2). It is 
interesting to note that the one based on natuial object was indicative o f a member, the others 
all being types, perhaps suggesting that the type of properties that are inlierited would be 
different. Another factor to be considered for the hyponymic relation is that of a role type, 
which Chaffin calls a functional kind o f relation. For example from the forensic science 
corpus we extracted the relation type o f (gun, weapon), though weapon actually is a 
functional role of the gun, that is a gun can be used as a weapon. Another example could be
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that o f the mapping type o f (tamoxifen, adjuvant therapy) extracted from the breast cancer 
corpus. Adjuvant therapy is a functional role o f tamoxifen (that is, tamoxifen is used for 
adjuvant therapy), which actually is type_of drug.
Hyponymic Relation Examples
Kind o f artefact vehicle: car
Kind o f state disease:polio
Kind o f natural object animal :horse
Kind o f activity sport:football
Table 5.2 Examples o f the different types o f hyponymic relations, Chaffin (1982:260)
We outlined a simple algorithm to convert multiword terms into a hierarchy such that if  there 
is tenn of length three, wi W2 Wg, then the mappings type_of{v 2^ W3, W3) and type_of{vi\ Wg W3, 
W2 W3) can be extracted. For example for the tenn single-walled carbon nanotube, carbon 
nanotube will be classified as a type o f nanotube and single-walled carbon nanotube as a type 
carbon nanotube. This algorithm works for some cases, however as Rosario, Hearst and 
Fillmore (2002) point out the relation between the words in a multi-word tenn is not always 
hyponymic. They explored the medline coi*pus and found that certain multi-word terms like 
leg paresis, skin numbness and hip pain indicated a “located in” relationship, for example hip 
pain  is pain located in the hip. Other examples given were characteristics o f Imives, a steel 
Imife is a lau fe made o f steeL a kitchen knife is a knife used in a kitchen. Weissenhofer (1995) 
has also shown that for terms related to baseball, a large number of the multi-word terms 
indicate the pait o f or meronymic relationship: bat handle, bat barrel, glove heel and glove 
pad  are some examples, with the word on the right indicating the subpart. There is a need to 
investigate the relations between the units of multi-word tenns further so that a local grammar 
can be defined for the different cases.
Another issue we came across with multiword terms was that in some cases two or more units 
of the multi-word term are not used separately so one level of the hierarchy would be 
ambiguous. For example taking the multi-word term crime scene photography, the 
relationship scene photogj'aphy is a type of photography is ambiguous since the term scene 
photography is never used. This issue seems to be more prevalent in three-word compounds. 
To avoid such anomalies each o f the constituent set could be checked to see whether or not it 
is a valid term and a level can be skipped as necessary: for crime scene photography we 
would have crime scene photog'aphy is a type o f photography instead of scene photography 
being a type o f photog^aphy and crime scene photography being a type of scene photography.
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The modes o f vision and language are often used concurrently in a number of specialist 
domains such as engineering and medicine to effectively convey information. The link 
between vision and language is evident in the way people describe an image and formulate 
queries for retrieving images using keywords (Srihari, 1995a; Srihari and Zhang, 2000). 
There is also evidence o f an interaction between language and vision in studies done in 
neurobiology and cognitive neuro-psychology ~ for some psychologists, the timely, accurate 
and concise description of an image in words is the hallmark o f ‘intelligent behaviour’ (Marr, 
1982). Earlier image retrieval systems, including search engines, relied almost exclusively on 
keywords to retrieve images. Manually appending keywords to an image is time consuming: 
estimates vary from minutes to hours, and the choice of keywords may show the bias of the 
indexer (Eakins, 2002). Content-Based Image Reti'ieval (CBIR) came about to address these 
limitations by claiming tliat an index based on the physical features of an image, comprising 
colour, texture and shapes, would suffice to identify the image uniquely. During the late 
1990s, it was clear that such image databases pose certain practical and theoretical limitations 
and had to be augmented with textual keywords (Jeffay and Zhang, 2002; Paek et al., 1999). 
There is a semantic gap between what is described tlirough the physical features o f the image 
and the identification of what is represented (Smeulders et al., 2000). The current work in 
CBIR relates to auto-illustration, linking images to words and auto-annotation, linking words 
to images (Barnard and Forsyth, 2001).
Whereas there has been some success in the automatic construction of thesauri or ontologies, 
the work has been largely focussed on linguistic knowledge. Many specialist domains though 
such as engineering or medicine use a combination o f linguistic as well as visual resources to 
effectively communicate. Engineers usually employ many modalities o f communication 
throughout the lifecycle of an engineering artefact. There is extensive use o f images, either 
photographic images or graphs displaying the relationship between two or more variables, 
together with texts, which are collateral to the images. A collateral text could just be a 
caption of an image or an image can be embedded into a collateral text, for example a product 
specification or a research paper. However, the relationship between an image and its 
collateral text is usually implicit and is explicated at a rather rudimentary level of merely 
referring to an image within a text or generally by proximity. Engineers also use freehand 
drawings, label the drawings, and comment on the drawings.
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The evolution o f an engineered artefact is accompanied by a large proportion of text and 
images, some of which finds its way to the description o f how to use the artefact if it is 
produced successfully. In most cases, a very large number of images and collateral text is 
created: the manner in which the images are stored and retrieved is ad-hoc and temporary in 
that the location depends on the people who created and stored the image. For subsequent 
retrieval, one requires a conceptual framework in which the images would have been placed, 
such a framework is seldom explicated although is implicit within the collateral texts and the 
manner in which objects in the images are organised. The so-called semantic gap is the gap 
between the creator o f the images and those who use them. To address the need for 
representing multimedia data there has been effort to construct a multimedia thesaurus (Joyce 
et al., 2000), a knowledge representation framework to model semantic and perceptual 
information (Benitez et al., 2000), a pictorial dictionary (Gregory and Kittler, 2000), a visual 
thesaurus (Picard, 1995), as well as semantic multimedia abstractions of the conceptual and 
presentational aspects of multimedia applications (Megalou, and Hadzilacos, 2003), however, 
all o f these have been constructed manually, with the first three using WordNet to acquire the 
linguistic lexicon. We feel it would be interesting to examine the possibility o f a local 
grammar that incorporates a number o f symbol systems that make up the “specialist 
signature” o f a specialist domain, not just being restricted to a lexical signature. There is a 
need to study the interaction o f various symbol systems used in conjunction to convey 
specialist information -  we feel the formal definition we provided in Chapter 3 (Section 3.5) 
based on the adapted version of the ‘Meaning Triangle’ proposed by us could be a good 
starting point for this study.
The OntoQuirk interface needs to be developed as future work. It should provide the 
following functionality: the user should be able to upload a corpus (this can be done through 
the SystemQuirk interface^^); the user should be able to browse tlnough the list of terms 
extracted and validate them as necessary by eliminating incorrect ones or by changing the 
threshold; the user should be able to view the intermediate representation o f the extracted 
knowledge and track a mapping to the sentence and respective text it was extracted from; the 
user should be able to specify a new pattern based on terminology and a set o f rules that get 
automatically stored as part of the local grammar (for a particular relationship and/or domain). 
If  the local grammar is extended to cover the possibility of other symbols systems, especially 
visual primitives, then the interface should provide a way o f displaying all these symbol as an 
inter-connected graph.
22 http://www.computing.surrey.ac.uk/SysteniQ/
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Appendix A Protocol Analysis Outputs - 1
Dom ain: N anotechnology
Expert 1 : David Carey
Profile: David Carey is an EPSRC Advanced Research Fellow within the Large Area
Electronics Group, one of the research groups in the Advanced Technology Institute in the 
School of Electronics and Physical Sciences at the University o f Surrey. His main research 
project involves the study of the electronic transport mechanisms and structural properties of 
amorphous materials and other nanostructures with the ultimate aim of using them for large 
area electronic applications (such as field emitting flat-panel displays or inexpensive solar- 
panel arrays).
He obtained his PhD (1997) degree from the University of Dublin, Trinity College. His 
doctoral thesis, carried out in collaboration with Dr. Robert Barklie in the Department of 
Physics, concerned the study o f Erbium-impurity complexes formed in silicon.
1) Nam e the /  (one) main object o f  interest in the special domain
The main ai ea o f interest would be applications of nanotechnology. In particular the use of 
what is called large area nanotechnology. It might sound like a contradiction in terms -  how 
you can have large area and nanotechnology so what I mean is being able to control things 
that are nanometres in size and being able to scale that up to larger dimensions - so instead of 
having one or two nanobits you have a whole field or map of these things, lets say a couple of 
inches or 2cm^.
2) C ould yo u  give a b r ie f overview /description o f  [the object]
To use carbon nanotubes to exploit chemical and electrical properties for use in things like 
field emission displays, or as gas sensors or as multi-electron sources. So instead of looking 
at the individual properties o f perhaps one nanotube (which could be a minor area), and say 
its electrical properties, I am interested in looking at what happens when you have lots of 
nanotubes together -  how do they respond as a bundle -  do the properties you get out 
correspond to a subset o f nanotubes? So for example, an individual nanotube could be a 
semiconductor or it could be a metal and when you put all o f them together, which dominates
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the electrical properties? Metals being more conductive will have low resistance so the 
current goes tlii'ough the metallic ones and you never see the semi-conducting ones -  so what 
I am interested in is how they respond as a group and which subgroup dominates in a 
particular property.
3) C ould yo u  list different kinds o f  [ the object]
Carbon nanotubes can be subdivided in terms o f particular areas, for example, they come as 
single-walled nanotubes, which are basically one cylinder and multi-walled carbon nanotubes, 
which correspond to concentric cylinders and there is the case of a perfect nanotube where 
you have no defects or impurities, or whatever -  so that is structurally stable. Electronically 
they come in semi-conducting form and metallic form -  those are the intrinsic properties. 
Extrinsic to that you would have nanotubes that are grown using catalytic particles, where the 
catalytic particle is at the base or the top, which people would refer to as base-growth versus 
tip-growth. Another type of category would be whether the nanotubes are aligned, which 
could be vertically aligned so if you can imagine a regular array of nanotubes sort o f in a 
square grid, that would be aligned nanotubes - you also have random nanotubes, which are 
basically like spaghetti -  if you can imagine a bowl of spaghetti, they are all pointing in 
different directions. Within alignment versus random you also have the alignment due to the 
fact that all the nanotubes are next to one another so they are growing like a forest, if you look 
at a forest from above the trees are all pointing up -  alternatively you could have regularly 
spaced nanotubes so both are vertically aligned but how they became vertically aligned is 
different. When they are all close together, they really only can go up whereas if  they are 
well-spaced the vertical alignment is slightly different. Another category could be how the 
nanotubes are grown -  you can have nanotubes grown through gas-based synthesis, or you 
can have ai'C discharge grown nanotubes where you basically pass an electric current through 
two gas pipe rods (you bring them apart from one another and at one point you set up an arc, 
like a lightening strike) -  tliat would produce nanotubes. There are also nanotubes grown by 
hitting them with a laser -  so there are tliree different ways of doing it - so you can categorize 
them that way. Apart from that you can categorize them on the basis o f the gas-based method 
-  you can characterize them by what carbon containing gas or hydrocarbon gas they would 
have: would it be acetylene, or would it be methane, or would it be something else (benzene- 
grown?). Also, what the temperature o f growth is (it is a high temperature process) -  is it 
700*^0 or is it 400°C, or is it a low temperature process - there is that.
131
A Corpus-Based Method for Ontology Acquisition
Then there is the catalyst -  are they grown from a metal-based catalyst, solely a metal-based 
catalyst like nickel or iron or have you also used a liquid catalyst such as pherisphine which is 
an iron-containing liquid (you heat it up to where you want the iron to go and it acts as a 
catalyst). Then there are all sorts of esoteric things like high-pressure carbon-monoxide 
growth -  tip-growth. I think these are the sort o f main things -  the gas you use, the catalyst 
you use and the temperature to grow. There are also things like oxides -  the importance of 
the thiclaiess of the oxides. You get different type of growth on silicon dioxide then you do 
on silicon, for example. These could be the main categories and it is not even the final list, 
you can categorize a lot more then that.
4) What are the key com ponents ( i f  any) o f  [the object]
The main components ai'e carbon atoms but the composition depends on the arrangements of 
those carbon atoms and you get different properties depending on how the nanotube is 
formed. The easiest way to do that is to demonstrate with a piece of paper and if you imagine 
a flat piece of paper and you roll it end over end that would be one type o f nanotube. If you 
roll it diagonally, it gives you a different chiral, the chiral angle gives you different types of 
nanotube -depending on what the chiral angle is, you get semi-conducting versus metallic so 
the arrangement o f those carbon atoms is important and then you have to think o f absorbing 
atoms -  is there any nitrogen present, you can have boron, these ai*e deliberate things you 
incorporate but if you expose the nanotube to air you can have oxygen or absorb water 
molecules -  as well as have other impurities,
5) W hat are the main characteristics/properties o f  [the object]
They have very high electrical conductivity, in fact their current density and current carrying 
ability is a thousand times better then copper. That is in theory -  you could replace all copper 
wires with carbon nanotubes. They have very, very high thermal conductivity and that is 
important because if you want to dissipate heat you need a suitable substrate or you need a fan 
like you have at the back o f your laptop -  usually people tend to use high-powered electron 
devices, they use diamond -  diamond would be a very expensive substrate -  imagine a square 
inch o f diamond, that is not going to be cheap. So we have very high electiical and thermal 
conductivity, also very high tensile strength, in fact it is a thousand times stronger then high- 
tensile steel. It thus has very good mechanical, electrical and thermal properties.
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You can attach molecules to nanotubes and use them as sensors. So it has a whole range of 
properties and applications. One area I am particularly interested in is the idea of extracting 
electrons from nanotubes, which you could then use for display type applications -  if you 
imagine a lightening rod at the top o f a church, basically a spike, the reason why the 
lightening hits the spike rather than the building is because the electric field concentrates 
around the spike -  so if you want to extract electrons, that is the area where the field would be 
the strongest so it is easier to take off the electrons -  they have what we call threshold fields, 
that is one o f the key characteristics o f nanotubes. One other idea is that a nanotube can have 
a hole at the centie, the core, and that gives the idea o f gas storage or hydrogen storage. 
Hydrogen molecules can get into the core o f this nanotube and you can use it in a car with a 
hydrogen powered engine -  you can use hydrogen as the fossil fuel equivalent (with the 
advantage o f having no harmful emissions).
6) Other important relations/features: e.g. applications
With regard to applications, the reason why carbon nanotubes are interesting on the display 
type application is that you can control the length of the nanotube, and you can control its 
width, and if  you do the external adjustment you can also control the spacing and the location 
o f where these nanotubes are put on the substrate -  and now that isn 't just kind o f nice but 
important -  when nanotubes are too close together they start to screen one another out -  very 
close nanotubes like that essentially behave like graphite, and graphite does not give up 
electrons easily. If you can space them apart then you can take off electrons from each one 
much more easily. Controlling the spacing is important, controlling the length is also 
important -  the longer the tube and the narrower the diameter, the higher the aspect ratio. The 
aspect ratio is related to the ability to give off electrons. So controlling all these intrinsic 
parameters such as length, diameter, is good for one individual nanotube -  controlling the 
spacing between the nanotubes is good for the nanotube bundle as a whole.
So that would be one area where the properties are important -  another area would be in 
relation to gas . sensing. If you want to maximise your detector efficiency you want lots of 
nanotubes, but if you have nanotubes very close together the ones in the middle will not really 
respond to the atmosphere, so you spread them apart -  if you have too few of them that are 
well-spaced out, then your detector efficiency goes down because you have so few detector
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sites. So you are again controlling the parameters and the properties of individual nanotubes 
for large area applications.
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Figure A .l David Carey’s drawing of the typology: classification based on size
I look at nanotubes on different length scales. On the one hand you have an individual 
nanotube with carbon atoms. That comes about because what you do is take a grapheme end 
and you roll it -  so I have taken my grapheme end and I roll it and I take it from there to there 
-  that would be one length-scale o f a carbon nanotube. Then I would look at it like this -  here 
I am worried about individual atoms. In picture B, instead of woriying about it as individual 
atoms I consider it as a continuous filament if  you like, or conductor. The conductor could be 
electrical or it could be thermal (some interesting properties are the theimal properties of the 
nanotube) and within this I think are the electrical properties. I also worry about whether I 
have a semi-conducting nanotube or whether I have a metallic tube -  that is the second 
length-scale. The third length-scale -  picture C, picture B corresponds to a single-walled 
nanotube, multi-walled nanotubes I think o f as concentric rings of carbon atoms, so internally 
you have something like this, these are in fact perfect or ideal multi-walled nanotubes. So I
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have gone from a single-walled nanotube to a multi-walled nanotube, which is a perfect 
multi-walled nanotube, then I want to look at the properties of that and we have the electrical 
properties -  the electrical still determine whether it is semi-conducting or metallic o f each 
ring -  well you might think that there is no difference between that and that but there is 
because when you do an experiment based on the electrical properties, what dominates is the 
metallic tubes. Metallic tubes win because they have a higher conductivity -  if  you take a 
random arrangement o f tubes what would be dominant are the metallic tubes -  that’s figure C. 
In Figure D, you have got in one sense what I was saying earlier, regular nice arrays of 
nanotubes all vertically aligned, OK, so here we have regular vertically aligned or at the other 
extreme random, amorphous alignment. Right, between here and here there is another step 
and the other step is whether you have regular vertically aligned that are isolated from one 
another whereas you can regular vertically aligned forests. So that’s how I would view it -  I 
have gone from individual single walled nanotubes to perfect -  we are still on perfect -  
perfect multi-walled nanotubes to more then one nanotube to be regular arrays either vertical 
or you have spaghetti (I only say that to me) -  which could be single-walled or multi-walled.
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Figure A.2 David Carey’s drawing o f the typology continued
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Figure E - while we are on the last slide we have either random arrays or nice ordered arrays, 
but a lot o f properties of these things are determined by how pure the material is, so another 
way to characterize your nanotube under length-scale, so still on length-scale, you have a nice 
tube and it could be single-walled or multi-walled so whether you have a defect present. For 
example you might have a defect at a particular lattice site -  defect at carbon side -  that could 
be a missing atom or it could be a different type of atom, it could be Boron or Nitrogen or 
whatever -  Boron, Nitrogen, tend to be the more common ones -  so these are defects at a 
particular lattice site on length-scale -  still on length-scale -  alternatively you could go here -  
for the next length-scale a kink in your nanotube again single-walled or multi-walled and it 
could look something like that so you are going from tube one to tube two, OK, and that 
would be your kink -  there are different varieties o f kinks whether you have a kink on one 
side or on both sides and you could have something that looked like this that would be the 
other alternative and how long this kink is is important so it could just be something at -  it 
could just be going from one type of tube to another tube or it could be something like this -  
grossly exaggerated -  so that could be another type o f defect in your material. In figure G we 
are going to look at how you measure some of these properties and we concentrated mainly 
on the electronic properties for example conductivity -  how much current you get for a given 
voltage. So that depends upon your experimental setup -  the setup depends upon temperature 
and it also depends upon your electrode arrangement (I am going to draw that) usually you 
have -  heres your nanotube (single-walled or multi-walled) and you need to make electrical 
measurements to this so you put it on some sort o f substrate so the type o f substrate is 
important -  its thickness, its properties are important -  you then have some form of contact. 
You put the contacts over the tube or you can find you are contacting just the ends -  ITl draw 
that for you as well -  your diagram would look slightly different -  a contact here and there is 
a contact there (contacts are in red) and your tube looks like this -  see the difference between 
this here -  you put a contact here and you put a contact there -  here is the end o f a tube -  a 
contact there. So the main thing is the temperature and the electrode set-up and you take this 
configuration and then you measure the current so what you do is you vaiy the voltage and 
measure I, current. Lets call this diagram G ’ -  you have voltage on this axis, you have 
current on this axis and your curve could look something like this -  we don’t know. So that is 
your experimental layout -  you have picked your tube, you have put it down, done all sorts of 
alignment -  you do your experiment and then you have to explain this curve using whatever 
analysis you want.
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Figure A.3 David Carey’s drawing o f the typology continued
Based on these properties the types of applications can be determined and eliminated as 
necessary. Length-scale -  if  you come from a physics background you often associate 
different parameters, different properties with physical dimensions, for example, in Fig. A we 
were looking at individual carbon atoms so the length-scale o f interest there is the carbon- 
carbon bond, when you go to the nanotube itself, you are not worried about the C-C bond you 
are worried about how long the tube is -  what its diameter is -  it’s a higher length-scale -  the 
C-C bond is 0.14 nm, the nanotube diameter can be anything from 1.4 nm upto 30 nm -  
beyond that you call them carbon nanofibres and the length could be anything from tens of 
nanometers which you can model up to microns, which you can do experiments on, or a 
continuous model -  so that is what I mean by length-scale. At the bottom you have 
essentially growth, and growth o f nanotubes depends upon choice of gas you use, the 
temperatme and the catalyst -  you could almost have below that on a lower level the type of 
growth system. The common one is chemical vapour deposition or you can have a laser or an 
arc -  now above that -  this would be just before A, Ao. The type of tubes you get from CVD 
depend upon the gas you use, the temperature you use and the catalyst and the types of tubes 
you get from the laser depends upon the type of laser, the power you use in the laser and the 
target you use to hit it with. The type o f tubes you get from the arc depend upon the type of 
rods you use, graphite rods and also on the current as I was saying. So this is the system -  
you can say this is my arc system, this is my laser system, then you look at it and you will
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find there is a gas line coming into it, you have some sort of heater involved, which is your 
laser depends on the target and your arc depends on the type of rod.
These can be clustered in different ways -  you can cluster there -  you can cluster there -  and 
you can cluster there -  but you can go one level above that -  these will all produce nanotubes 
so there is a link (Til draw in green) and these all produce nanotubes in some way. So all of 
these lead you to nanotubes but they don’t all produce the same type of nanotube. So in terms 
of your length-scale diagram, this is dealing with C-C bonds, so going the next step up -  this 
could be single-walled or multi-walled nanotubes B & C together. The reason you get a 
multi-wall is that it is energetically possible in the growth condition that after you have 
produced your single-walled nanotube there is sufficient carbon diffusion or whatever to grow 
another layer if your catalyst particle was big enough -  so back to the type of catalyst -  you 
can get enough diffusion from the catalyst so instead of producing a single layer, you have a 
lot o f layers going up. In tip-growth you would have a little nickel -  nucleating thing. So 
these produce nanotubes, and within these nanotubes you can have an anay which is perfectly 
aligned or an array which is random and all distributions in-between are possible.
These are the growth parameters, so if  you vaiy the parameters, you get nanotubes. You have 
your nice ordered array, you have your random spaghetti-like array and all distributions 
possible -  that would be D -  arrangements. Now what controls that -  you could say is also 
related to the catalyst particle. When you have these arrangements - 1 shall put E in-between 
the C-C bond and the formation o f the tubes -  there could be an individual bond that is 
damaged or there could be several bonds that aie damaged ultimately leading to a large 
section o f the tube that is damaged so E in this sense refers to defects and those defects are 
controlled very often by those parameters. So you have carbon badly damaged bond -  then 
you go up to producing a tube where you have got a kink (defect I am going to mark with an 
X).
The next thing could be if  you imagine your nice concentric cylinders for your nanotube, you 
may find you have a defect like that, so that defect can act as a scattering centre for electrical 
measurements between this tube and this tube. So individual bonds, collection o f bonds, kink 
in a tube can get lots of kinks in lots o f tubes again all going up this way. Ultimately defects 
would also include a missing tube -  that would be length-scale as well. You can have a 
defect in a forest or in an individual tube. G is how you measure the defects. If you think we 
are moving from chemistry to physical characterisation -  you are going from chemistry to
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physics to engineering. A is chemistry, B that is growth is physics or material science -  
things like characterisation o f structure and by structure I mean electronic -  semi-conducting 
or metallic I also mean whether it is single-walled versus multi-walled. B and C can go in 
there. Now D is arrangements -  now that would be more like probing -  performance 
electronics and then B and F would really be degradation and failure states.
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Appendix B Protocol Analysis Outputs -  II
Dom ain: N anotechnology
Expert 2: D r. Vlad Stolojan
Profile: Dr. Vlad Stolojan is a research fellow with the large area electronics and
nanotechnology group at the University o f Surrey
1) C ould yo u  give a  b r ie f overview /description o f  Carbon N anotubes?
Structures that are nanometers in size (diameter) and can basically consist o f a repetition o f a 
sheet, one sheet or several sheets
2) W hat are the key com ponents ( i f  any) o f  Carbon Nano tubes?
Basically carbon atoms -  the properties are given by the structure - you have six electrons for 
graphite and diamond is the triangular
3) C ould y o u  list different kinds o f  C arbon N anotubes
I shall draw what I see tlirough a microscope - basically, a structure with a wall and a core in 
it, an empty core. We will talk later about the core -  how you can have it filled. Probably 
you should have some caps -  most times you see these broken off. In principle you should 
have the caps on. Characteristics are the wall thickness, the crystalline layers. Basically what 
we see here is a single-walled carbon nanotube -  as you increase the length o f these there is a 
point, and there is a debate as to when that happens, you get into fibres. Fibres are basically 
very thick nanotubes -  there is quite a lot o f confusion as to what is a nanotube and what is a 
fibre but basically a fibre does not have quite the perfect crystallinity o f a nanotube. It 
basically comes down to how the layers are arranged. This can be very thick ~ we are talking 
about 15. What I am showing you are the chirals -  if  you orient them like that they are called 
the herringbone. You start with a single-walled carbon nanotube and you go to multi-walled 
at some point -  properties and even thiclaiess
You can use them as templates to form little rods -  pait o f this filling
The catalyst used to grow these -  herringbone structure. From my point o f view it has all to 
do with structure -the way the graphite planes are an anged.
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Appendix C Protocol Analysis Outputs -  III
D om ain: Forensic Science/Scene o f  Crim e
E xpert 3 : D avid Ince
Profile: Joined the New Scotland Yard as a fingerprint expert in 1967. Spent three years 
tliere whereby fingerprint knowledge and essentially working on scenes of crime there. I then 
became one of the first scenes of crime officers in London and was based at culminating in 
mid-eighties o f crime such as murder scenes, various assaults. During that time also served 
periods at the forensic science laboratory which was then known as the metropolitan police 
forensic science laboratoiy. By the end o f my operational time by which I ended up being 
responsible for the scenes o f crime officers in London and went to the fingerprint laboratoiy 
and spent two years there and was responsible for all the different types o f examination. Also 
at that time COSH -  Control O f Substances Hazardous to health was introduced and I was 
responsible for all o f the health and safety branches and therefore responsible for all the 
COSH assessments at the workstations. After that I went to be the head o f training which was 
in quite an old, small building and I realised we needed to have something much more 
professional. I started the scientific support college which is based up at Hendon and at that 
time we did not have any proper photographic training either so we were then able to bring 
three elements together -  the scenes o f crime training, the fingei-print training and hence the 
scientific support college established some six years ago. It has now moved on and is now 
known as the forensic faculty and comes across as a crime academy. Also during the time I 
was responsible for being the met representative on man national groups. And also working 
over at Interpol looking at standardisation of training over Europe -  I chaired the meeting 
regarding fingerprints and proposed that the same should happen for scenes o f crime and 
photographic training. There was a European conference in Oslo, it was accepted and has 
since moved on and certainly the photographic training aspect has been established now. I 
have also been involved in many national meetings such as the national fingerprint board and 
involved with CRFP wliich is the council for registration of forensic practitioners and this is a 
body that was set up really following the challenge o f forensic evidence files both here at 
Guildford also at Birmingham whereby they wanted to make sure there was some proper form 
o f accreditation for forensic experts so CRFP was established and I was involved -  there are 
many other things I could add but it is an overview anyway.
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How in your opinion is scene o f crime related to forensic science?
The importance now of forensic science at a crime scene has really been recognized and I 
suppose part o f that recognition has stemmed from DNA and the appreciation that so much 
can be established through DNA not only for current crime scenes but also going back in 
time. Hence court reviews and people that are apprehended after committing an offence some 
20, 25 years ago. So this really has focused people’s attention onto forensic science. But it 
has always been there -  I mean if  you go back in time and you think o f one o f the core 
principles which was established by Professor Edmund Locard who said that “when two 
objects come into contact there is exchange from one to the other”. And that has always been 
recognized even when you think of third-level detail in fingerprint examination now which is 
really looking at the ridges and the characteristics around the ridges -  this was recognized by 
Edmund Locard in the early parts o f the last centuiy so there is nothing really new about it 
just that the techniques have really moved on. Clearly from a crime scene there is a wealth of 
infoiTnation there that has been left by perpetrators which can be retrieved and can be 
analyzed within the umbrella of forensic science.
(1) Would you say that (gathering of) evidence is one o f  the primary characteristics o f  both 
forensic science and scene o f  crime?
I would say that essentially the core role of a scene o f crime investigator is to gather evidence 
-  is to retrieve as much as possible firom that crime scene which can then be analysed by the 
forensic scientist. If it is of a fingerprint nature then that would for instance go up to New 
Scotland Yard and it would be looked at there by fingerprint officers -  that’s from the 
forensic nature whilst appreciating that it is a generic term -  looking at it from the point o f 
view of blood, glass and that would go into a forensic science laboratory for analysis there. In 
forensic science the weight is not on gathering evidence but to actually analyzing what is 
submitted by a scene of crime officer.
(2) Could you please define evidence?
Evidence really is gathering of material, which can prove or disprove the connection between 
somebody at a particular venue as to whether they were there or not there, whether they were 
involved or not involved -  to some extent the degree o f involvement -  that’s if you look at an
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assault where there has been a shedding o f blood then it is quite feasible that by examining 
clothing and looking at the distribution of blood you can say how close they were to that 
particular incident -  were they right at the front shall we say and the main perpetrator or 
whether they were just part o f the crowd.
(3) What are the main characteristics or properties o f  evidence?
What we are looking for here is really the yield factor -  that can be gained from the evidence 
-  what it can actually tell us -  what is the depth o f information that is lying within that 
evidence that we are retrieving -  to me that would sort of be an aspect of the propeity within 
that level. And depending on the type o f evidence you are taking looking at it from a forensic 
perspective -  would it by its own nature define what the yield factor would be. So for 
instance if we were looking at paint and say we were doing a comparison between an 
instrument that has been used to force a window open whereby there is some paint that is 
taken from the window -  that is one aspect between the cast and striations -  look at the paint 
structure then paint itself will have a number o f layers within that which are quite unique -  
unless it is a newly painted window -  there is a structure o f paint there which has built up 
over a period o f time within its own unique layer structure so people can determine what 
paints are used and also the depth o f paint and colour o f paint there we are looking at if  you 
like a property cum characteristic that is purely from that paint so it depends on the type of 
evidence that you are retrieving to your expectations from it.
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(4) Could you please discuss the different types o f  evidence? (while drawing the diagi^am on 
the whiteboard)?
E 'VI T i f e s
s • ywnsRS m  Tin,
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Figure C .l  D avid Ince’s draw ing o f  the typology
Fingerprints are what is taken from actual people -  finger mai'ks are what is left behind -  if 
we expand fingerprints we should be looking at the ridge system on our fingers, on our palms 
and our feet is unique to every person -  even identical twins who would have the same DNA 
will not have the same fingerprints, palmprints or footprints maybe perhaps similar in pattern 
but nevertheless very unique -  they will still be individual. Clearly one o f the primary 
evidences we are looking for is fingerprints and normally speaking this is latent fingerprints 
which are lifted by the means of powder -  there are various powders used and certainly within 
the met police they use aluminium powder to lift it up from the surface and they produce 
things like jell lifters which are absorbed. Other aspects would be chemical development -  
mini labs -  there are various techniques for developing chemically fingermarks -  these are the 
main types.
MT: I was wondering could you please put evidence on top in the diagram?
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Fingerprints was at the forefront -  recognized as the only means o f identification on which 
you could actually tie a mark to a person. Coming up rapidly now is DNA (deoxyribonucleic 
acid) and this is gradually moving towards that sort o f individualisation -  at the moment it is 
still if you like grouping people together in quite defined sort o f groups looked at to some 
extent on a ration basis -  nevertheless it is really beginning to prove a group o f people that 
can revolve around that DNA and get rid o f people. It is moving along the lines whereby it 
won’t be too long before we’d be able to get a profile from DNA -  whether this person is 
male or female, have blue eyes -  that will become then very much a matter of such 
intelligence - it is a world which is continuing to advance rapidly. There is a national action 
of which the main one is housed in Scotland Yard -  action or database so hence this is why 
some people are being apprehended who committed a crime ages ago.
The next one I’ll put down is shoemarks -  it is veiy seldom that someone can get into a scene 
without walking into that scene so it is a very strong form of evidence and a lot of shoemarks 
are unique in their own way -  because even if you can have, say, a very common pattern, say 
it was something like a multi-cellular type pattern. When they actually cover that -  they say 
the shoe is there and the fact that it is going through this multi-cellular pattern way it starts to 
become a little bit unique. So actually it is one set o f material but it has been cut through in a 
unique pattern -  and of course when people get starting to wear it -  actual wear patterns itself 
but also if we are treading on something, as we all do, on gravel o f some sort or glass then 
you get nicks or some sort of wearing on the sole of the shoe -  gradually becoming an 
individual shoe even though it was manufactured in bulk. Clearly it also depends on the 
length o f time it was worn- we did have a case whereby a burglar always used a particular 
pair o f trainers -  never wore them for anything else -  so albeit he was wearing these shoes for 
6 months actual evidence that was on the sole o f the shoe after effectively 6 months wear was 
still able to be linked up to the first offence since effectively it was not being worn very much 
at all. If someone is wearing them daily then all this keeps changing -  so it could be that that 
becomes eradicated or indeed it becomes more complex -  impossible to get some type of 
match there. It also depends on tlie actual quality o f the mark that is left at the scene -  in the 
same way as fingerprints or rather fingermarks being left at the scene depend on the quality -  
the same with shoemarks. If  the path is cleai* in where you would be looking for shoemarks -  
if the print is left on a carpet then the way of removing the shoemark matters. What we need 
to do is when we are going into these things now we are aware o f is to be able to clear a path 
through so to retrieve these first and then we are able to move around ourselves. Problem 
ofcourse is for some scenes many people have been there. Retrieving shoemarks is a good
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form of evidence clearly. It would be good to take shoes from every perpetrator but clearly it 
is not in the same league as fingerprints.
One could be a burglary, one could be criminal damage -  somebody dosen’t like the fact that 
there is a latest Mercedes parked outside. It’s embedded into the key. And vehicle accidents 
in particular. FA stands for vehicle accident -  if  vehicles have come into collision and one 
has departed -  other aspects. The best way of describing that is for instance if  you have a 
piece o f paper and you tear it in half then you get two pieces o f paper but if you now join 
them you get another piece o f paper. You can’t tear another piece of paper in exactly the 
same way. What we will do here on vehicle accidents is where there is the headlight left if 
you like at the scene and the vehicle has moved on then you can actually fit back in the 
vehicle. And in some cases we can actually build up the whole thing. There could be another 
example with a bottle. There is a part of the bottle and the main evidence is on the neck o f the 
bottle which could be DNA evidence -  to some extent glass
KA: Its on the same level is it, DNA, shoes, paint, glass -  is that the same level?
When you get to these it depends on the actual crime
KA; We can do the ciime type and the evidence type as a cross-correlation. I f  you were to 
introduce somebody -  you were giving an opening class -  a group o f people sitting there -  
they will be god knows what - and you would say there are different kinds o f evidence -  
obviously you have given us details o f fatal accidents right up to paints -  big link between the 
two, these are crime types I  think o f one sort or the other. W hat we want to do -  you know  
the principle you have taught so many years -  you give the key bullet points so they have an 
oveiview. In that ovewiew is that correct that DNA, fingermarks, shoemarks, paint, glass?
Yes, we are looking at it in a priority order coming here.
KA: You can prioritise it again on ? later on
This is sort of floating. Glass, it depends, you know the main manufacturers are Perkinsons 
there is not much that is there if  you are looking for ordinary plain glass. Then we can start 
looking at other types o f glass which could be bottled glass, introducing colour, introducing 
perhaps shape, if you are looking at television and the thickness o f glass there and you’ve got
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the ridges up front then it is starting to get more useful shall we say as evidence. I’ll take that 
down the order.
KA: We can do the order in a minute you can use the red pen to do the ordering.
I think we will look at instrument marks from the point of view that as far as burglary is 
concerned there is usually quite a lot of force that has to be used to get into the premises so 
this would require an instrument. We are also looking at it from the point of view of whether 
it was an instrument found at the scene or was it brought along -  has it been left at the scene 
or has it been taken away. If something has been cut out, typically a door frame. We have 
not looked into great depth at how we sort o f retrieve these things we have been looking at.
KA: The top to bottom bit.
Then comes fibres, again depending on the nature of the offence, we look at the degree of 
importance. If  you were looking at for example a rape offence this could be very important. 
So when it comes to fibres when there is a rape or there is an assault there is close contact so 
there is going to be an exchange. If  there is a burglary then someone’s got to be wearing 
something -  if  they have clamoured in tlirough a broken window then there will be some 
fibres that have been left behind. If  we are looking at other offences these days -  Imives -  
there might be that there is a history o f evidence revolving around a particular knife. There 
might be paint on that knife or blood on that knife. With ballistics, there is a fair amount of 
shooting, we are looking at cartridge cases and tiymg to tie up by trying to identify the type of 
weapon used based on the caitridge.
KA: Can you use a red pen and order them 1,2,3,4. Think about what the order would be -  
the crucial bit.
I thinlc we have got the first tliree in the correct order here. Fingerprint would be the primary 
one -  we are not off going back forty years here -  everyone knows about fringerprints -  it is 
still staying strong so it is going to be a primary one it is not a dying trade -  it has obviously 
been challenged by DNA and some people say that DNA has taken fingerprints. These two 
are very much ...
KA: Equal tie...
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Yes. And you might even put it that way
KA: Yes, so you can do that -  pu t it here, = 1. That's correct, that is 3 because I am 
discussing rank order with it
I would personally rate this -  it is number tliree now. I would still rate shoemarks as number 
three. There is no way you can get into a scene without footmark -  it depends on the strength 
o f what has been left there on how useful it is. And to me that is the core. Wlien you start to 
come to the others...
KA: Maybe you can draw a green circle around the core. Let me save this so we can show how 
it progresses.
Looking at the core here especially number three depends to some extent how you then rank 
the other ones depends on the nature o f the incident itself because it could be...
KA: How do you visualise this importance in your head?
I would go for paint as number four from the point of view that it can cover a variety o f types 
even if  it is burglaiy, criminal damage, this sort o f thing you can get some sort of 
individualisation.
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Figure C.3 David Ince’s drawing of the typology continued
I think that is something we need to look at. In other words we are able to tie a particular 
instrument to the instrument that made that mark. Particularly if you are looking at the 
ballistic side of things you might want to say working under the same principle of 
individualisation. In the case o f fibres, particularly if  you are going to look at the sort of 
fibres that can be a little bit loser from the point o f view o f you might be able to say from the 
point of view that this came from Marks & Spencers blue jumper but you might also 
individualise that particular blue jumper unless there is something unique that is mixed with 
the fibre -  for instance supposing it is on a cardigan and the person wearing it uses hair 
lacquer, some of the spray drops down so now you have a cardigan with an extra element to 
it. It could be that someone has used it whilst painting so there could be some paint on it -  so 
we come back to that sort of aspect. There is something extra about that particular garment 
even more individual -  so that’s why I am going to put that one sort o f there if we are 
particularly looking at. Lets say you have found on the victim alien ginger hair -  the person 
that you have that has come in has black hair then if  they have got ginger hair then that is 
another aspect insufficient in itself but nevertheless it is building the picture so it can be 
corroborated. That’s the way I would look at that and glass I am going to put in at this point
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and it depends on the nature of the offence as we said earlier. If  you are just looking at 
ordinaiy broken window it can be useful from the point o f view that if  you anest somebody 
and you arrest then fairly early then what is the distribution of glass on their clothing -  so if 
that window is broken there would be a spray o f glass coming -  but nevertheless its probably 
more the fact that there is a spray o f glass on their clothing and there could be glass embedded 
in their shoes -  about the shoes they could say they got that walking down the road but they 
could not say that about the spray o f glass that is on their clothing -  but if you are considering 
glass in a vehicle you are coming back into the fact that it is a mechanical fit then obviously 
its importance is at a higher level. You are saying that the importance is related to the glass or 
you can say it is related to the fact that it is a mechanical fit. Related to the substance -  it 
could be the persplex or it could be part o f the car itself. The material is almost insignificant.
KA  - 1 was thinking you see this was going to make a nice divide -  1,1, 3, 7 would he all 
close to humans. A nd 4, 8, 5, 6 would be away from  humans. The fingerprint is related,
D N A  is related, shoemark is sort o f related. You can have a shoe in-between but shoemark 
would be a prominent one - 1 thought that there was a human, non-human device in your 
spectmm. fust screwed-up by putting hair seventh I  think -  its OK for that sort o f thing -  in 
computing we like to have that divide even though it is a divide that does not exist as such.
That is my view, other people might put a different order on it. I doubt anyone would 
challenge that order. I doubt they would challenge the core. There would be debate around 
there because it is flexible to interpretation depending on the nature of the scene or the nature 
o f the ....
KA You liave started using individualisation -  maybe you can write at the side there -  
individualisation. Because you want to relate that evidence to whoever left it  behind
That’s right.
KA: Tlxat's a key concept, yeah?
(2)
KA: That space
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Yeah.
KA: The first three things I pick up -  can I relate it  to a human being. I  remember you telling 
me it came from this jean -  the alleged person was wearing these jeans and the defense lawyer 
said there 200.000 pairs o f these jeaxts. Shoemark is an indirect? W hat do they do? Tltey 
simply match the shoemark? Wlxen I wear m y formal shoes I feel there is an uneven surface.
Yes we were talking about sort of wear patterns. But it depends how far you want to take this 
one from the point o f view that if you really wanted to be shall we say absolute, whereby you 
have got a match between a shoemark left at the scene and a shoe, you want to say well, how 
do you know this shoe matches this person then you can actually cast the inside o f the shoe 
and you can cast the wear patterns inside of the shoe -  that is going into the extreme and 
perhaps has been used in certain cases.
K A'.Ifw e assume that individualisation was the thing you are training people to -  that's 
what you do -  so can we draw a hierarchical tree o f 1,1, 3 on one side. This is a concept 
someone had -  fingexyrints are unique to a huxnan being -  it individualises you and we all 
XÎ0 W believe that. A nd  D N A  they also claixn
You are actually going into tliree blocks here -  standing way up front -  the umbrella of 
individualisation has to be up that one -  DNA is approaching that but it is not quite there 
because it is still grouping people together -  it can be a veiy unique group in itself but it has 
not gone down the line of...
KA: N otfingexyxint level
That’s right, I mean unless you are looking at a paternity case so you have got a limited 
number o f people involved obviously so therefore you are able to do it. What we are doing -  
you really are grouping people together unless there some very high statistic it is based on...
KA: W hy is hair there then? Down, number 7.
You can obviously link that in. If you were to break down DNA then you obviously have to 
say where you are getting DNA from -  but is really body fluids, I agree, you could actually 
put hair into that.
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KA: A nd tlxen it goes up?
Then it goes up. It depends on what hair you’ve actually got -  if we’ve got the root. So that’s 
why I said you can debate around these quite a bit depending on how you are viewing it -  you 
could either raise it or lower it within our sort o f priority order here. But if you wanted to 
take that out as a standalone, maybe, we have always spoken about hairs and fibres together 
maybe we need to start talking about hairs as one and fibres as another.
KA: Because it is fibre like.
That’s right. It actually went together. Maybe we ought to be looking at this in its own sort 
o f right -  so that could, which would then help your view.
KA: Tlxat there are two parts to it. When people are being trained to people talk about thumb 
prints and footprints
Essentially it was fingerprints but tliere is also a fair bit of emphasis put on palm prints as also 
to footprints.
KA: So wlxen you talked about prints, when you talked to your colleagues in the 1960s about 
prints what did you think it was? Wlxat kind o f print was it?
It would only be in relation to a finger or thumb print.
KA; Today?
You’d probably have a wider view of it today.
KA: Today nobody would say prixtts -  they would say fingerpxints ?
Yes, they’d be more specific.
KA: That is axtother theory you see. This is called retroxiyxns -  you x'einvent them -  initially 
they were all prints for fingerpxints now they develop a new technology and you get palm
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prints and as the time goes by the original one word is submerged and bifurcated. So is there 
- can ju s t I ask this -  when you talk to new entrants to your course what do you do, do you 
talk to them about prints in general ?
No, we home in straight away to...
KA: the divisions ? OK
About the individualisation I think if  we...
KA: Can we do one more thing? We still liave one outstanding item  -  that was about the 
time dependence effect -  which -  put Tin fron t o f all those which are time dependent and 
cross-T where there is no time dependence -  where you had ranking order you now remove -
instead o f bullet points we ha ve  then l ju s t  want you to i f  you don't mind. The day
you went to training within a week they convinced you that individualisation was the key.
You latched on to it - 1 think a good scene o f crime or forensic officer would latch on to it and 
the poorer one would not latch on to it. You can see the difference in training -  homing on to 
the concept you know -  it is really subscribing to the philosophy o f the thing -  i f  you don't 
understand the philosophy -  you get trained for it
Right, so you want the items that are geared to ...
KA: Dependent on time
It is not dependent on time from the point o f view of the individual because that’s there for 
whole of their lifespan -  it is dependent on time on how you are going to retrieve it -  if  the 
only thing an the scene is blood and that blood gets destroyed -  it gets washed away - if its on 
clothing and it goes into a washing machine then you are either not going to be able to 
retrieve it or you are going to retrieve it but you won’t get the depth -  it then splits between 
the individual and the scene o f crime source -  so one is and one isn’t.
KA: OK, so we have a key question mark
And you could apply the same here because fingerprints. I’ll just talk about fingerprints 
though it applies to prints, you mean there are changes? However even though there might be
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some subtle changes -  for instance there could be scaring -  there could be some sort of burn 
there but its not -  none o f these are total -  they are going to be affecting a small amount -  you 
could more or less say they are static with limitations -  the same applies to where you are 
retrieving fingermarks from.
KA: Can we focus on one discussion now -  i f  you could write it down for the source - fo r  the 
source it is pemianent, yeah, right? Where the fingerprint comes- your fingeiyrin t is not 
going to change - 1 may not be able to retrieve it -  that is another matter. Can we divide that 
into -  can you ju s t write it on top -you are talking about the source, yeah? Is that what you 
call it? Or victim, whatever.
OK, well, individual isn’t it?
KA; Individual, OK. Now we can pu t -  we don't have to pu t a question mark here. A nd  then 
what was it -  retrieval yes? So we have, we can do the two columns.
They are all sources though aren’t they? So the sources are... the individuals?
156
A Corpus-Based Method for Ontology Acquisition
n
T 7 f e  s
R l ‘ b w  ft
:1 f $l'kEl1^ Rkï v'VV'-
"jE l-tCl 
_tR fr4T -  f)f4,^.LiH7- /
W )  I i r k
r  f  J 1 - r ’
t (f tK K
Hfii^ S * FU)ff.S iNHîf
s hheoi
Figure C.4 D avid Ince’s drawing o f  the typology continued
157
A Corpus-Based Method for Ontology Acquisition
/  (Aim "  ^ _ J
. J  f# (  " l‘
' '  b N f t
/ V%4lguii^''K^'S
NDIViDvAUlifîlorx)
i f T  5 i v £ n # ^
b H
T
T
'- V /
'K)&  ^ ÎKh'^ JlïEMt
-|EUcrep5T<n,f
f  1 M S'T>’?VMfti1 M&'
" c,,T
f
r i H tK )
l 'T O «  J  I r T
/ f  ipM-PkA
% È I T  ,1
’ S “  RflfE
' f h . f^c*'fC?
Figure C.5 D avid Ince’s draw ing o f  the typology continued
158
A Corpiis-Based Method for Ontology Acquisition
[SlHt T'îft-
IM 's tS S '
L W  ft
W'iM - ^ 4 ^ -
t e
ï f \ f h l T  '  
T N S i% M o (T
A
I — ; \ r
\.J
N g r i c ^  X 
I
Figure C,6 David Ince’s drawing o f  the typology continued
159
A Corpus-Based Method for Ontology Acquisition
Appendix D Cue Statistics
NP: Nuclear Physics
CN Carbon Nanotubes
ART Symbolist Art
BC Breast Cancer
FS Forensic Science/Crime Scene
FT Financial Times
Numbers are given as sentences.
Domain Total Matched Hyponymic % correct from matched % correct 
hyponymic
from
NP 219 96 92 42.01 95.83
CN 393 281 261 66.41 92.88
ART 471 278 247 52.44 88.85
BC 64 52 43 67.19 82.69
FS 448 126 92 20.54 73.02
FT 915 785 471 51.48 60.00
Total 2510 1618 1206 48.05 74.54
Table D .l Statistics of the cue such as
Domain Total Matched Hyponymic % correct 
from matched
% correct from hyponymic
BC 53 38 38 71.70 100.00
CN 37 28 27 72.97 96.43
NP 63 38 36 57.14 94.74
ART 353 254 232 65.72 9L34
FT 448 376 310 69.20 82.45
FS 194 53 35 18.04 66.04
Total 1148 787 678 59.06 86.15
Table D.2 Statistics o f the cue and other
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Domain Total Matched Hyponymic % correct from matched % correct 
hyponymic
from
BC 23 15 15 65.22 100.00
CN 23 8 8 34.78 100.00
NP 33 13 13 39.39 100.00
FS 175 32 25 14.29 78.13
FT 39 8 5 12.82 62.50
ART 54 28 13 24.07 46.43
Total 347 104 79 22.77 75.96
Table D.3 Statistics of the cue o r other
Domain Total Matched Hyponymic % correct from matched % correct 
hyponymic
from
BC 37 1 1 2.70 100.00
CN 64 2 2 3.13 100.00
NP 45 1 1 2 j 2 100.00
FS 81 6 4 4.94 66.67
FT 213 18 12 5.63 66.67
ART 202 44 24 11.88 54.55
Total 642 72 44 6.85 61.11
Table D.4 Statistics o f the cue especially
Domain Total Matched Hyponymic % correct from matched % correct 
hyponymic
from
ART 140 1 1 0.71 100.00
FS 74 2 1 1.35 50.00
BC 4 0 0 0.00 0.00
CN 77 0 0 0.00 0.00
NP 91 0 0 0.00 0.00
FT 69 0 0 0.00 0.00
Total 455 3 2 0.44 66.67
Table D.5 Statistics o f the cue for example
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Domain T Matched Hyponymic % correct from matched % correct 
hyponymic
from
BC 128 4 4 3.13 100.00
CN 467 32 27 5.78 8438
NP 279 32 28 10.04 87.50
FS 437 7 2 0.46 28.57
ART 1145 183 118 10.31 64.48
FT 2860 413 310 10.84 75.06
Total 5316 671 489 9.20 72.88
Table D.6 Statistics of the cue like
Domain T Matched Hyponymic % correct from matched % correct from hyponymic
CN 33 3 3 9.09 100.00
FS 5 2 2 40.00 100.00
FT 4 3 3 75.00 100.00
BC 5 0 0 0.00 0.00
NP 19 0 0 0.00 0.00
ART 8 0 0 0.00 0.00
Total 74 8 8 10.81 100.00
Table D.7 Statistics o f the cue namely
Domain T Matched Hyponymic % correct 
matched
from % correct from hyponymic
BC 108 69 47 43.52 68.12
CN 111 61 54 48.65 88.52
NP 108 21 16 14.81 76.19
FS 229 47 27 11.79 57.45
ART 462 415 238 51.52 57.35
FT 913 491 234 25.63 47.66
Total 1931 1104 616 31.90 55.80
Table D.8 Statistics o f the cue including
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Appendix E Results: Carbon Nanotubes
The results sample is displayed using a Tree editor developed by Luke Morgan as part of the 
SoCIS project^^.
w File Tree Node Tree Options Help
# o b je c t H ierarchy
tr
9  Objects
0  process 
0  ditrusibility 
L  0  etching 
ÿ  0  dielectric psi structure 
0  antireflection coating 
0  toxic elem ent 
• -  0  cr
0  building zero-dlm enslonal system  
L- 0  semiconductor quantum dot 
9  0  rank material property 
! 0  hardness
0  fixture 
; 9  0  substrate 
0  plastic 0  srtlo[3]
0  glass  
0  mgo 
0  possible application 
9  0  field em ission
-  0  lifetime
-  0  em ission degradation 
0  undetectable light elem ent
0  nn 
9  0  matrix
-  0  exhibit pi 
L  0  aln
9  0  issue
-  0  lifetime
-  0  phosphor efficiency 
- 0  power consumption
9  0  lum inescence property 
I g  photoluminescence 
0  electronic component
-  0  diode
-  0  laser 
0  transistor
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w File Tree Node Tree Options Help
#  object Hierarchy
'ir
B
L
9  Bt
B  
9  B
9  B
9  B
9
9 B
high perfo rm ance  device  
B  w avelen g th  sw itch ing device  
B  la s e r  
iv-vi m ateria l 
B  Pbse
metal nanostructure 
B  nanowire 
B  nanorod 
fluoride film
B  mgf[2]
B  cafI2] 
fix nanopartic le  
B  polym er 
B  m ice lle  
B  colloid  
m icro structure  
B  grain m orphology  
B  grain size  
B  film  texture  
m e a n  
B  light 
B  heat
unidirectional tensile stress  
B  swnt
B  local density
-  B  therm oelec tric  p o w er
-  B  electrical conductance  
sp ec ia l property
B  high h a rd n e s s  
B  high corrosion res is tan ce  
B  low  coefficient 
form
B  graphite  w h is k e r  
B  carbon fiber 
B  graphite  
B  carbon n anotube  
B  fu lie ren e  
B  d iam on d
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N File Tree Node Tree Options Heip
#  object Hierarchy
'rr
B  device application  
0  optoelectronic 
B  m odulator 
L B  uv detector 
0  quantum  cryptography 
0  laser
0  quantum  dot optical m em ory device 
0  quantum  com puting  
0  persistent Inform ation storage  
0  optic 
9  B  optoelectronic device 
-  B  optical switch 
0  laser diode  
0  light-emitting diode  
0  laser 
9  B  abundant fluid 
I g  w ater 
9  B  m aterial 
i  I  0  gel
I  0  supram olecu lar m aterial
0  ceramic
9  0  metai
B  ti
B  fe
B  sn
B  ir
B  Pd
B  CO
B  alkali metal
B  Pb
B  ag
0  cuo
9  0  semiconductor
-  0  cuo
- B  cu
- B  cd
0  glass particle
■ 0  oxide
0  spin-on g lass
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Appendix F Results: Forensic Science
The results sample is displayed using a Tree editor developed by Luke M organ as part 
o f  the SoCIS project
é Object Hierarchy
File Tree Node Tree Options Heip
t
9  Objects
9  B  outcome variable 
B  number 
9  B  common fiber
B  blue denim cotton 
B  white cotton 
9  B  specialized purpose 
B  latent fingerprint 
9  B  firearms department 
-  B  operation detail 
B  weapon maintenance 
B  calibration requirement 
B  servicing 
9  B  pliable object 
* -  B  soft wax 
9  B  innocent document 
B  book 
B  letter 
9  B  associate 
B  hair 
B  date 
 ^ B  coworker 
<p B  Image
I * -B  savingenhancement program 
9  B  issue
I B  substance abuse treatment 
9  B  factor
B  sample size 
B  handling 
B  fiber
B  department policy 
B  condition 
B  dryness 
B  wind
B  excessive sunlight
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Object Hierarchy
FHe Tree Node Tree Options Help
9
9
9
h
h
tÎ
9
9
9
9
9
9
B  biological specimen 
-  0  hair 
B  blood 
B  tissue 
0  semen  
B  element 
B  software 
0  hardware 
B  unique Identification information 
0  fracture 
B  common bird 
0  crow 
B  magpy 
0  mean 
^  B  body 
B  fiber type 
0  acrylic 
0  PQC
B  medium 
B  blood 
B  poisoning 
^  B  prescription 
B  document 
^  B  banknote 
B  substance 
B  catalyst 
0  corrosion inhibitor 
B  drier 
B  plastlcizer 
^  B  ultraviolet absorber 
B  risk-taking behavior 
L- B  syringe sharing 
B  specialist 
B  photographer 
B  medical personnel 
B  legal drug 
9  B  alcohol
B  methanol 
B  Isopropanol
t
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Â Object Hierarchy
File Tree Node Tree Options Help
H  trace material
-  0  glass
-  0  paint
-  0  fibre
9  0  safety feature 
; g  bullet-resistant glass 
9  0  sanction 1 ^  0  Incarceration
0  city 
9  B  paint film
-  B  contaminant
-  B  additive
-  B  pigment
-  B  extender 
B  evidential material
-  B  bomb fragment 
B  bullet
B  nuclear dna 
^  B  hair shaft 
B  ectocranlal sutural pattern 
*- B  wormian bone contour 
B  crime type
-  B  robbery 
B  homicide
-  B  drug distribution area
-  0  domestic violence 
9* B  workplace
9" B  enhancement 
O  B  multiple step 
9  B  trace evidence
B  non-natural fiber 
B  dna 
B  paint 
B  hair
B  glass fragment 
B  explosive 
B  soil 
B  glass 
B  fiber
9
9
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