Local shtukas are the function field analogs for p-divisible groups. Similar to the p-adic theory, one defines Rapoport-Zink functors and Rapoport-Zink spaces for these local shtukas. The associated Hodge-Pink structures are described uniquely by a morphism, called the period morphism of the moduli problem. We will prove the ind-representability of the Rapoport-Zink functor in a particular case and compute the corresponding Rapoport-Zink space as well as the corresponding period morphism. In this case, the period morphism is given by the Carlitz logarithm.
Introduction
Let G be a split, reductive group over F q and T ⊂ G a split maximal Torus. Hartl and Viehmann define in [HV11] local G-shtukas for these groups as well as the Rapoport-Zink functor that classifies local G-shtukas bounded by a dominant cocaracter µ ∈ X ⋆ (T ) together with a quasi-isogeny to a fixed local G-shtuka (M, b) over F q . They proved that this functor is ind-representable by a closed ind-subscheme of the affine Grassmanian Gr. This Rapoport-Zink space is locally formally of finite type over F q ⟦ζ⟧ and its reduced subscheme is the affine Deligne-Lusztig variety X µ (b), for which there is a dimension formula. In [HV17] Hartl and Viehmann define period spaces of weakly admissible Hodge-Pink structures on M. One can associate with every point in the Rapoport-Zink space such a Hodge-Pink structure. In [HV17, p. 6] Hartl and Viehmann prove that this is uniquely described by a period morphism from the generic fiber of the Rapoport-Zink space to the period space. In this article we will compute an explicit example for this theory, where G = Gl 2 , (M, τ M ) = F q ⟦z⟧ 2 , z 0 0 1 and µ = (1, 0). In this case, the period morphism is given by the Carlitz logarithm. We fix a local field of characteristic p, which has residue field F q . After choosing a uniformizer z, we can identify this field with F q ((z)) and its ring of integers with F q ⟦z⟧. We define N ilp Fq⟦ζ⟧ as the category of schemes S over Spec F q ⟦ζ⟧ such that ζ is locally nilpotent in O S . Let S be a scheme in N ilp Fq⟦ζ⟧ . We denote by O S ⟦z⟧ the sheaf of O S -algebras, which associates with every open affine subscheme U = Spec A ⊂ S the Aalgebra O S (U )⟦z⟧ = A⟦z⟧ = A⊗ Fq F q ⟦z⟧. We define O S ⟦z⟧[ is naturally a local shtuka over S ′ . We remark that the category of the defined local shtukas of rank r is equivalent to the category of local GL r -shtukas as in [HV11, §4] . We have the following notion of a bounded local shtuka, which is used to define the Rapoport-Zink functor. It will also be crucial for the Hodge-Pink structures associated with local shtukas. Let µ 1 ⩾ . . . ⩾ µ r be a decreasing sequence of integers. A local shtuka (M, τ M ) of rank r over S ∈ N ilp Fq⟦ζ⟧ is bounded by µ = (µ 1 , . . . , µ r ) if
where the inclusion has to be an equality for i = r (see [HV11] Def. 4.3). With this notation we can now define the Rapoport-Zink functor and formulate the maintheorem of this article.
We fix a local shtuka M = (M, τ M ) of rank r over F q and a µ = (µ 1 , . . . , µ r ) ∈ Z r with µ 1 ⩾ . . . ⩾ µ r . After choosing a basis for the module M, τ M is given by a matrix b ∈ GL r F q ((z)) . 
. Note that g is unique with this condition. Also note that by rigidity of quasi-isogenies [HV11, Prop 3.9] the quasi-isogeny η is uniquely determined by its restriction to V (ζ) ⊂ S.
In the second section we will prove the main theorem of this article, which is the following: is ind-representable by the formal scheme
given by
The goal of the third section is to associate with every point x ∈ RZ b,µ (S) a Hodge Pink structure over S on the associated z-isocrystal of M. There is a representable functorQ that classifies these Hodge-Pink structures. We will therefore define maps γ(S) ∶ RZ b,µ (S) →Q(S rig ). In the fourth section we will see that these maps define our period morphism, which is given by the Carlitz logarithm.
A Particular Rapoport-Zink Space
Proof of Theorem 1.2
The ind-representability of the functor RZ b,µ by RZ b,µ,n means by definition that this functor is isomorphic to the functor lim →n Hom(−, RZ b,µ,n ). We know by [HV11, Theorem 6 .3] that the Rapoport-Zink functor RZ b,µ is representable by some formal scheme locally formally of finite type over F q ⟦z⟧. Therefore the functor RZ b,µ is already defined by its restriction to affine noetherian connected schemes Spec R ∈ N ilp Fq⟦ζ⟧ . We will describe explicitly the isomorphism of functors nat ∶ Hom(−, RZ b,µ ) → RZ b,µ . It suffices to define nat(S) for all affine noetherian connected schemes Spec R ∈ N ilp Fq⟦ζ⟧ and we will write nat(R) instead of nat(Spec R). We denote by I ∶= (0) the nilradical of R which implies that R I is a reduced F q ⟦z⟧-algebra that has no non-trivial idempotents. We write R((z)) ∶= R⟦z⟧[
as long as ζ is nilpotent in R. After choosing Zariski locally a basis for M the quasi-isogeny η and the morphism τ M can be viewed as matrices in Gl 2 (R((z))) satisfying
Recall that the affine Grassmanian Gr for Gl 2 is the sheafification of the presheaf A ↦ Gl 2 (A((z))) Gl 2 (A⟦z⟧) for F q algebras A. It is an ind-scheme over F q . We set Gr ∶= Gr × Fq Spf F q ⟦ζ⟧ and define:
where g denotes a representative of the equivalence class g. The conditions on g do not depend on the representative and Λ is functorial in R. We claim that we have a bijection
The boundedness condition on
Hence both maps in (3) are well-defined and mutually inverse. We define J as the group of quasi-isogenies
We have:
We remark that J are the F q -valued points of an algebraic group J b which can be defined for all b as in [Vie06] and which operates on the connected components of the affine Deligne-Lusztig variety. We define an operation of
It will help us to determine the sets Λ(R) and hence RZ b,µ (Spec R). The element hg lies indeed in Λ(R) since we have
The operation is equivariant under the maps Λ(R) → Λ(R ′ ) from above. By the bijection (3) this operation clearly transfers to an operation on RZ b,µ (Spec R).
We will use the following lemma 2.1 to determine at first the R I-valued points of RZ b,µ . These points will already give us interesting information about the formal scheme RZ b,µ .
Lemma 2.1. Let Spec R be a connected noetherian scheme in N ilp Fq⟦ζ⟧ and I = (0). The group J operates transitively on Λ(R I), i.e. for all g ∈ Λ(R I) there exists an element h ∈ J with (h, g) ↦ id or equivalently h −1 = g. In particular we have Λ(R I) ≃ J Stab(id).
Proof: We first prove the assertion in the case that R I is an integral domain. In this case we have ord z (a
∈ Λ(R I) with α,β,γ,δ ∈ R I((z)). First of all we may assume that ord z (α) ⩽ ord z (β) because g and g ⋅ ( 0 1 1 0 ) represent the same coset in Λ(R I). Let m ∶= ord z (α) and n ∶= min(ord z (γ), ord z (δ)), then we set h ∶= ( z −m 0 0 z −n ) and we claim that hg = id in Λ(R I), which means hg ∈ Gl 2 (R I⟦z⟧). So we set hg =
−1 bσ * (hg) and compute:
The choice of m and n directly implies 0 = ord z (α) ⩽ ord z (β), ord z (γ), ord z (δ) and in addition ord z (γ) = 0 or ord z (δ) = 0. Consequently, hg ∈ M at 2 (R I⟦z⟧) and it further follows that ord z (−zγσ(α) + ασ(γ)) = 0 or ord z (−zσ(β)γ + σ(δ)α) = 0. By assumption hg is in Λ(R I) and therefore τ M has coefficients in R I⟦z⟧. But in both cases this is only possible if ord z (αδ − γβ) ⩽ 0 and hence equals 0. So we have det(hg) ∈ R I⟦z⟧ * and thus hg ∈ Gl 2 (R I⟦z⟧). This proves in particular that Λ(F q ) = J Stab(id) ≃ Λ(R I). Now consider the case that R I is not an integral domain. Since R I is noetherian, there is only a finite number of minimal prime ideals in R I. Let {p j } j∈P be the set of these minimal prime ideals in R I and set A j ∶= R I p j . As we have remarked the maps F q ι → R I prj → A j induce maps:
The group J operates equivariantly under these maps and from the above comment it follows that the maps f j are bijective. Therefore Λ(ι) is injective and we will prove that it is also surjective. We claim that f
If P has one element we are done, otherwise we start with some j 1 ∈ P and denote by {p j1 } ⊆ Spec R I the Zariski closure of the one point set corresponding to the minimal prime ideal p j1 . Since Spec R I is connected we find j 2 ∈ P with j 1 ≠ j 2 and {p j1 } ⋂ {p j2 } ≠ ∅. Therefore we find a prime ideal p in R I with p j1 ⊆ p and p j2 ⊆ p. The projections of A j1 and A j2 onto A ∶= R I p and the isomorphism Λ(F q ) ∼ → Λ(A) induced by the injection F q ↪ A yield the following diagramm.
Λ(R I)
Λ(prj 1 ) y y t t t t t t t t t
It is clear that the lower triangles and the upper square commute, which proves the assertion for j 1 ≠ j 2 . Next we choose j 3 ∈ P such that {p j1 } ⋂ {p j3 } ≠ ∅ or {p j2 } ⋂ {p j3 } ≠ ∅. The same argument proves the assertion for j ≠ k with j, k ∈ {j 1 , j 2 , j 3 }. Since Spec R I is connected we can continue in the same way until the claim is proved for all j, k ∈ P . The diagram (5) implies that the (now well-defined) map f ∶= f
is surjective, we prove now that it is injective. Since J operates transitively on Λ(F q ) and equivariantly under the map f it suffices to prove that the preimage of id ∈ Λ(F q ) under the map f equals { id } ∈ Λ(R I). So choose g ∈ Λ(R I) with f (g) = id. We have f j (id) = id ∈ Λ(A j ), which implies together with the above commutative diagram g mod p j ∈ Gl 2 (A j ⟦z⟧) for all j ∈ P . Since ⋂ j∈P p j = (0) = (0) in R I, we see that g ∈ M at 2 (R I⟦z⟧) and since the same is true for g −1 we see g ∈ Gl 2 (R I⟦z⟧), which proves g = id ∈ Λ(R I) and therefore the injectivity of f . We conlude that Λ(ι) is bijective, which ends the proof of the lemma. ◻ Now this lemma and the bijection (3) enable us to determine the R I-valued points of RZ b,µ . We have already computed
The stabilizer of id ∈ Λ(R I) is given by
Therefore, z i 0 0 z j i, j ∈ Z is a system of representatives of J Stab(id) and we get the following bijection
In particular for every arbitrary field k over F q it holds true that every k-valued point of RZ b,µ is already an F qvalued point. This implies that a formal scheme that ind-represents RZ b,µ must be 0-dimensional and therefore of the form ∐ (i,j)∈Z 2 Spf (A i,j ), with Spf A i,j consisting of one point and having Spec F q as reduced subscheme. For R connected, I ∶= (0) in R as before and pr ∶ R → R I we want to define bijective maps nat(R) as in the diagram.
Here x ij denotes the point R I⟦z⟧ 2 ,
. From the lower map we know that it is bijective, since Hom(Spec R I, Spf A i,j ) consists of exactly one element. This is because a morphism in this set factors uniquely through the reduced subscheme, which means Hom(Spec R I, Spf A i,j ) = Hom(Spec R I, Spec F q ). We set pr ∶ R → R I and define:
Now J operates transitively on RZ b,µ (Spec R I) and equivariantly under the maps RZ b,µ (pr). Therefore, we see that
The maps nat(R) have to make the above diagram commutative. Since RZ b,µ (pr)(W i,j (R)) = {x ij } and since x ij is also the image of the unique morphism f ∶ Spec R I → Spf A ij , this is only possible if nat(R) maps Hom(Spec R, Spf A ij ) bijectively to W i,j (R). The operation (4) of J and the bijection (3) show us that the isomorphism W 0,0 (R)
In particular, it follows that Hom(Spec R, Spf A 0,0 ) ≃ Hom(Spec R, Spf A i,j ) for all i, j ∈ Z, which means that all the adic rings A i,j are isomorphic. Before we are able to define the maps nat(R) we have to determine the sets RZ b,µ (Spec R). In fact we will now inductively determine the sets RZ b,µ (Spec R I q n ) and because of the above isomorphism, it suffices to determine W 0,0 (R I q n ). Let h ∈ I, then we define x n (h) to be the tripel:
We verify that
First of all the local shtuka is bounded by µ = (1, 0),
The reduction mod I gives
. Furthermore, we see that for h ≠h the points x n (h) and x n (h) are not isomorphic. This is
is not an element in Gl 2 (R I q n ⟦z⟧). We will now prove the following crucial lemma inductively.
Proof: The base clause n = 0 is clear since the set W 0,0 (R I) consists of only one point by the previous diagram.
). With the bijection (3) this corresponds exactly to the element η ∈ Λ(R I
) and it is sufficient to show that there exists a g ∈ Gl 2 (R⟦z⟧) with
for someh ∈ I. By the induction hypothesis we can assume
). Then we have:
The equation (9) shows τ M ≡ (
⟦z⟧. Since we want to find a matrix g with gη
we can assume without loss of generality that the lifts b, 1 +d lie in R⟦z⟧. We can therefore write 1 +d = 1 +∑
Replacing z by z − ζ + ζ shows that we can also write 1
Next we know also by the boundedness condition that det τ M ∈ (z − ζ)R I q n+1 ⟦z⟧ * . Thus, we can find a unit
and it follows that
Now we define g 1 ∈ Gl 2 (R⟦z⟧) to be the matrix on the left in the following equation and compute:
n . This is done in the same way as we chose a 0 and a 1 . We now define the desiredh ∈ I as:
The following equivalences then end with the definition of η 21 :
We define a second element g 2 ∈ Gl 2 (R⟦z⟧) as the left matrix in the following equation and do a final computation for the proof of the lemma:
This shows that g ∶= g 2 g 1 is the desired matrix since ηg
morphic to x n+1 h , which ends the proof of the lemma. ◻ Due to this lemma we now conclude that {x n (h) h ∈ I I q n } defines a system of representatives of W 0,0 (R I q n ).
Therefore, we get the following bijection:
Since Spec R is a noetherian scheme in N ilp Fq⟦ζ⟧ , we have I 
By the operation of J this defines also bijections Hom Spec R, Spf F q ⟦ζ, t⟧ → W i,j (R) and therefore a map
that makes the diagram (7) commutative. These maps define an isomorphism of functors, which shows that the functor RZ b,µ is ind-representable by the formal scheme RZ b,µ = ∐ i,j∈Z 2 Spf F q ⟦ζ, t⟧ and for the proof of the theorem it rests only to compute the universal ind-object.
The Universal Ind-Object
The functor RZ b,µ extends naturally to the category of ind-objects by defining RZ b,µ (S) ∶= lim ← n RZ b,µ (S n ) for an ind-object S = lim →n S n with S n ∈ N ilp Fq⟦ζ⟧ . Concretely this means that a point in RZ b,µ (S) is given by a family
It has the useful property that it defines the maps nat(S) ∶ Hom(S,
Let RZ b,µ = ∐ (i,j)∈Z 2 U ij with U ij ≃ Spf F q ⟦ζ, h⟧. It suffices to describe x univ Uij , so we fix (i, j) ∈ Z 2 and write A n = F q ⟦ζ, h⟧ (ζ, h) q n . Thus, we identify U ij with lim →n Spec A n . This identification comes with natural morphisms ι n ∶ Spec A n → U ij . They are induced by the projections F q ⟦ζ, h⟧ → A n . The definition of nat(R) at the end of the previous section shows that nat(A n ) is given by
Since we have
This proves the theorem. ◻
Remark on formal schemes locally formally of finite type
Recall that a formal F q ⟦z⟧-scheme is said to be locally formally of finite type if it is locally noetherian and if the induced morphism on the reduced subschemes S red → F q is locally of finite type. We denote the category of these schemes by fSch f lf t . For a formal scheme S ∈ fSch f lf t we denote by I S the maximal ideal of definition [GD71, p. 10.5.4] and by S n ∶= (S, O S I n S ) the corresponding closed subscheme in N ilp Fq⟦ζ⟧ so that we can write S = lim → S n . Since fSch f lf t is a full subcategory of the category of ind-schemes of N ilp Fq⟦ζ⟧ , we can extend RZ b,µ from N ilp Fq⟦ζ⟧ to fSch f lf t in the same way as above. We remark that the points (M n , τ Mn , η n ) n∈N ∈ RZ b,µ (S) correspond bijectively to pairs (M, τ M ) consisting of a locally free O S ⟦z⟧-module M together with an isomorphism
]. However, one has to be careful with the quasi-isogenies η n because it is not true that they define an isomorphism η ∶ M [
]. This can be seen for example from the universal object that we computed above. We will prove in lemma 3.5 that the assertion becomes true for (η n ) n∈N if we pass to the associated module over the rigid analytic space S rig .
z-Isocrystals with Hodge-Pink Structures
Let M be a fixed local shtuka of rank r over F q and (µ 1 , . . . , µ r ) ∈ Z r with µ 1 ⩾ . . . ⩾ µ r and RZ b,µ be the associated Rapoport-Zink functor. The main goal of this section is to associate with a point x ∈ RZ b,µ (S) a Hodge-Pink lattice on the z-isocrystal M Fq((z)) . The functor rig associates with every formal scheme S ∈ fSch f lf t over Spf F q ⟦z⟧ its "generic fibre" S rig , which is a rigid analytic space over F q ((z)). Bosch defines in his book [Bos14] the functor rig only for formal schemes that are locally topoloigically of finite type. Since the RapoportZink space RZ b,µ is not locally topologically of finite type, we need a more general construction by Berthelot that defines rig on fSch f lf t and which is described in [RZ96, p. 5.5]. Note that if an affine formal scheme S = Spf A is not topologically of finite type, the generic fibre S rig will not be an affinoid space any more. Nevertheless it is still a quasi-stein space, that is, there exists an open admissible covering by affinoid subspaces I is a defining ideal for A and f 1 , . . . , f r is a system of generators of I, then the covering U n is given by U n = Sp(B n ⊗ Fq⟦ζ⟧ F q ((ζ))), where B n are F q ⟦z⟧ algebras topologically of finte type [RZ96, p. 5.5] given by
For a rigid analytic space X over F q ((ζ)) we define similar as before O X ⟦z −ζ⟧ to be the sheaf of rings for the strong Grothendieck topology on X that associates with every admissible open subset U ⊆ X the ring O X (U )⟦z −ζ⟧. Note that in contrast to the sheaves O S ⟦z⟧ = O S ⟦z − ζ⟧ on some formal scheme S ∈ fSch f lf t , we cannot write O X ⟦z⟧ for the sheaf O X ⟦z − ζ⟧, because ζ is invertible in O X (U ). Furthermore, let O X ((z − ζ)) be the sheaf associated with the presheaf given by
There is a natural map of ringed spaces sp ∶ S rig → S, which induces a morphism of sheaves sp
O S ⟦z⟧-module. By abuse of notation we write ζ) ) for the respective tensor products. In the following subsection 3.1 we define z-isocrystals, Hodge-Pink lattices and their moduli spaces. In subsection 3.2 we then describe how one associates with a point x ∈ RZ b,µ (S) a Hodge-Pink lattice over S on M Fq((z)) .
Definition of z-Isocrystals with Hodge-Pink Structures and their Moduli Spaces
Let k be an arbitrary field over F q , later we will only be interested in the case k = F q .
The associated z-isocrystal of the local shtuka M over F q is given by ζ) ) satisfying the condition that there exists d, e ∈ Z such that A tripel (D, τ D , q) is called a z-isocrystal with Hodge-Pink lattice over
of two z-isocrystals with Hodge-Pink lattice over X is a morhpism 3 (compare [Sch14, p. 2.3]) . Let (D, τ D ) be a z-isocrystal of rank r and ω 1 , . . . , ω r ∈ Z with ω 1 ⩾ . . . ⩾ ω r . Then a Hodge-Pink lattice q over a k((ζ)) algebra R (resp. a rigid analytic k((ζ))-space) is said to be bounded by ω = (ω 1 , . . . , ω r ) if it satisfies 
Moduli Spaces for Hodge-Pink Structures
We fix a z-isocrystal D = (D, τ D ) of rank r over k and ω = (ω 1 , . . . , ω r ) ∈ Z r with ω 1 ⩾ . . . ⩾ ω r and define the following functor:
It is a result in the PhD thesis of Tim Schauch that this functor is locally representable by a projective k((ζ))-scheme [Sch14, Subsection 2.4]. The corresponding functor
which are bounded by ω is representable by the rigid analytic space Q rig D,⩽ω . Whenever D and ω are fixed, we will also write
2 and:
2 q is a Hodge-Pink lattice bounded by (0, −1)
We write p R = R⟦z −ζ⟧ 2 = e 1 R⟦z −ζ⟧+e 2 R⟦z −ζ⟧ with the standard vectors e 1 = ( 1 0 ) and e 2 = ( 0 1 ). The boundedness condition by µ means for i = 1 that
Because of the latter equality there are two elements (
and e 2 = (z − ζ)s 1 r 1 r 2 − (z − ζ)r 1 s 1 s 2 ∈ q and, consequently, p R ⊆ q. Furthermore, the equality condition for
R⟦z−ζ⟧ q = e 1 ∧ e 2 R⟦z − ζ⟧, which is a contradiction to the boundedness condition for i = 2. Thus, we can uniquely write q = (z − ζ) −1 N + R⟦z − ζ⟧ 2 with some R-module 0 ≠ N ⊊ R 2 . The condition that q is a Hodge-Pink lattice implies that N ≃ q p R ⊂ (z − ζ) −1 p R p R ≃ R 2 and (z − ζ) −1 p R q ≃ R 2 N are locally free R-modules and since we have 0 ≠ N ⊊ R 2 they are locally free of rank 1. Therefore, the functor Q D,≼ω is equivalent to the functor
This is the well-known Grassmannian functor Grass 1,2 which is representable by the projective space P 
Hodge-Pink Structures associated with Points in RZ b,µ (S)
Now we would like to associate with every point x in RZ b,µ (S) a Hodge-Pink lattice over S on the z-isocrystal M Fq((z)) . A point x is represented by a compatible family (M n , τ Mn , η n ) n∈N . We remarked at the end of the second section that this family provides a locally free O S ⟦z⟧-module M and an isomorphism τ M ∶ σ * M [
We saw that the family (η n ) of quasi-isognies does not generally define a morphism η ∶ M [
we will need and prove in proposition 3.6, that this becomes true after passing to the generic fibre. This means, we have a rigid analytic isomorphism
Before proving this proposition we need a lemma and the definition of the ring A⟦z, z We have v(a + b) ⩾ min{v(a), v(b)} and v(ab) ⩾ v(a) + v(b) and for a sequence (a n ) n∈N in A the condition lim n→∞ a n = 0 is equivalent to lim n→∞ v(a n ) = ∞. Now we define
Since F q ⟦ζ⟧ ↪ A we have an inclusion F q ⟦ζ⟧⟦z, z
}. There is a particular element l − ∈ F q ⟦ζ⟧⟦z, z −1 } which is defined by
This is indeed an element in F q ⟦ζ⟧⟦z, z
. We define the rings B n and the affinoid spaces U n with respect to A as defined on page 9. We have O S rig (U n ) = B n ⊗ Fq⟦z⟧ F q ((z)) and S rig = ∪ n∈N U n . Since for the open immersions 
The injective maps A ↪ B n ⊗ Fq⟦ζ⟧ F q ((ζ)) yield an injective map A ↪ B. Using this morphism, we can view
} as a subring of B⟦z − ζ⟧ by the morphism
One has to verify that each coefficient ζ
) for every n, but this is ensured by the condition that lim i→−∞ v(a i ) + ki = ∞ for all k > 0 and that B n is ζ-adically complete and separated.
Remark 1. We give some remarks on the element l − . First we have
i with l i ∈ F q ((z)) then the constant coefficient l 0 of σ(l − ) ∈ B⟦z − ζ⟧ is given by ∏ i∈N>0 1 − ζ q i −1 . We obtain it as the "evaluation" of σ(l − ) at z = ζ. Since ∏ i∈N>0 1 − ζ
The above equation
* and therefore we have an injection
by the universal property of the localization at the element l − and the fact that l − is not a zerodivisor (otherwise σ(l − ) would be a zerodivisor). Furthermore, we note that A⟦z, z 
The lemma is proven in [Har11, Lemma 2.3.1]. We explain the rough idea to make the proof of proposition 3.6 understandable. After choosing locally a basis we may assume S = Spf A, M ≃ A((z)) r as well as M ≃ A((z)) r . Then η n is given by a matrix in GL r (A I n ((z))) satisfying η n+1 ≡ η n mod I n . The limit η M ∶= lim ← n η n defines a matrix M at r (Ω), where
Then one uses in a clever and recursively way the equation
M to estimate the I-valuation of the coefficients of the power series arising in the matrix η M . A computation shows then that η M is a matrix in Gl r A⟦z, z
◻ Proposition 3.6. With the previous notation the isomorphism
Proof: From lemma 3.5 we get an induced isomorphism σ
gives an admissible open covering of S rig and we set B (i) = O S rig (U rig i ). In the proof of the previous lemma, we saw that η M U rig is given by a matrix in Gl r A i ⟦z, z −1
] . The fact that l − ∉ B (i) ⟦z − ζ⟧ from remark 1 on page 11 shows that the assertion can not generally be true for η M itself. But in remark 1 we also saw that σ(l − ) ∈ B (i) ⟦z − ζ⟧ * and hence A i ⟦z, z
⊆ Gl r B (i) ⟦z − ζ⟧ and thus it proves the proposition. ◻ Using the proposition we can now define the Hodge-Pink lattice associated with x. Here we write again τ M for the induced morphism τ
It is part of the following lemma, that the definition does not depend on the family (M n , τ Mn , η n ) n∈N representing the point x ∈ RZ b,µ (S).
Lemma 3.8. For every formal F q ⟦z⟧-scheme S locally formally of finite type, we get a well-defined map
, which are bounded by ω = (−µ r , . . . , −µ 1 )
Proof: Let (M n , τ Mn , η Mn ) n∈N and (N n , τ Nn , η Nn ) n∈N be two families representing the same point x ∈ RZ b,µ (S), which means that there is a family (g n ) n∈N of isomorphisms g n ∶ M n → N n with η Nn ○ g n = η Mn . In the limit, this defines an isomorphism M → N and g ∶ M S rig ⟦z − ζ⟧ → N S rig ⟦z − ζ⟧ with η N ○ g = η M which is seen from the construction of η M , η N and g. Therefore, we get the following commutative diagram:
Since RZ b,µ andQ are representable by RZ b,µ and Q rig the maps γ(S) from Lemma 3.8 define for every formal scheme S locally formally of finite type a map n(S) ∶ Hom(S, RZ b,µ ) → Hom(S rig , Q rig ) by the following diagram:
Definition 4.1.
We define the period morphism
The following lemma with its corollary shows that the period morphism has indeed the announced properties. Proof: This is the statement of the Yoneda lemma (see [ML98, 3.2 page 61]) applied to the above functors. It tells us that there is a bijection: 
The Carlitz Logarithm
We recall the definition of the Carlitz logarithm. Let δ be the morphism δ ∶ F q [t] → F q (ζ) t ↦ ζ. Moreover we fix the valuation − ∶ F q (ζ) → R + 0 with ζ = 1 q . Then F q ((ζ)) is the completion with respect to this valuation and we denote by C t = F q ((ζ)) alg the completion of its algebraic closure. In addition we write B(0, ρ) = {x ∈ C t x < ρ}. As usual, let F q (ζ){τ } (resp. F q (ζ){{τ }}) be the noncommutative polynomial ring (power series) with τ b = b q τ for b ∈ F q (ζ). The Carlitz module is defined as ϕ ∶ F q [t] → F q (ζ){τ } with t ↦ ζ + τ . We will write ϕ a instead of ϕ(a). Viewing τ as a morphism τ ∶ F q (ζ) → F q (ζ) with b ↦ b q , it defines a F q [t]-module structure on F q (ζ) by a ⋅ b = ϕ a (b) for a ∈ F q [t] and b ∈ F q (ζ). The previous remark yields D 0 ϕ a ⋅ log ϕ = log ϕ ⋅ϕ a and in particular ζ ⋅ log ϕ = log ϕ ⋅ϕ t . If we write log ϕ = ∑ ∈ F q (ζ) and for the absolute value of the coefficients we get c n = ζ −n and, therefore, r(log ϕ ) = (lim sup n→∞ q n c n ) −1 = 1. We conclude:
Lemma 4.6. The Carlitz logarithm log ϕ is given by
and has the radius of convergence 1.
The Period Morphism for the Moduli Problem in section 2
In the final part of this article we explicitly compute the period morphism for the Rapoport-Zink functor RZ b,µ associated with M = F q ⟦z⟧ 2 , ( z 0 0 1 ) and µ = (1, 0). However, throughout this article we have been building towards this explicit computation. We proved that RZ b,µ is representable by the formal F q ⟦z⟧-scheme RZ b,µ = ∐ (i,j)∈Z 2 Spf F q ⟦ζ, h⟧, we described the universal ind-object x univ ∈ RZ b,µ (RZ b,µ ), we computed the Hodge-Pink lattice q x univ = γ(RZ b,µ )(x univ ) and we showed that the functorQ =Q D,ω with D = F q ((z)) 2 , ( z 0 0 1 ) and ω = (0, −1) is represented by P 1,rig Fq((ζ)) = Grass rig 1,2 . The period morphism π was defined as n(RZ b,µ )(id RZ b,µ ) and it is also given as the image of q x univ under the lower map in diagram (17). It suffices again to compute π on each connected component U kl . In example 3.9 we computed q x univ U 
