We study the approximation properties of three dimensional beamlets. This is relevant for the analysis of three dimensional point clouds and pixel arrays containing filaments, which is of interest in Astrophysics for example.
Introduction
In Astrophysics, the study of the galaxy distribution involves finding filaments, sheets and blobs in galaxy catalogs. Most established tools such as the two-point correlation function are isotropic in nature and therefore not sensitive to the presence of anisotropic structures such as filaments and sheets. Consequently, there is substantial interest in developing new statistical methods for analyzing galaxy catalogs [18] .
Finding filaments is also important in Object Tracking, for example in spaceborne and IR (infrared) surveillance systems today when trying to detect weak moving targets at low signal-to-noise ratios. One of the widely used approaches [16, 24] is to view this problem as geometrical primitives detection in 3D with time-space coordinates.
Medical Imaging is another field of application where filaments are of interest, for example in the extraction of vascular networks [20] or in the analysis of cancer cells [17] .
In an effort to develop a method sensitive to the presence of filaments at various scales, [7] performed an analysis of galaxy catalogs based on the beamlet transform. The beamlet transform was first designed for detection of filaments in two-dimensional point clouds and pixel arrays [9] . Whether in dimension 2 or 3, the beamlet transform is based on the beamlet dictionary, a collection of dyadically organized line segments at various lengths, orientations and locations, called beamlets.
The paper [7] gives empirical evidence that beamlets are useful at characterizing various point processes, in fact cosmological models in dimension three. Beamlets are indeed well adapted at detecting filaments because of their approximation properties. If we model a filament as a differentiable curve, we can indeed use beamlets to approximate the curve locally by coming close to its tangent.
For that same reason, chains of beamlets may be used to approximate whole filaments -see [9, 8, 2] for two dimensional beamlets. Choosing which beamlets to chain together corresponds to defining a neighboring relationship between beamlets. The result of that is a beamlet graph, namely a graph whose nodes index the beamlets. Such a graph has been called a 'good continuation graph' (GCG) [9, 2] as a reminder that such neighboring relationship correspond to physically meaningful features (here, filaments).
In the context of Object Tracking, the work in progress [15] uses the same ability of the beamlet dictionary at approximating curves to track the time-space primitives more reliably and efficiently.
Computing the beamlet transform therefore allows to translate the point cloud or pixel array into a set of coefficients that are sensitive to the presence of filaments in the dataset. In the process, looking for filaments in the actual dataset becomes tantamount to looking for paths or connected components in the beamlet graph. The focus may then be shifted to computing relevant statistics in this graph, with access to well-established algorithms from Computer Science such as dynamic programming or depth-first search -see [9, 2] .
The contents are organized as follow. We first study the approximation properties of three-dimensional beamlets (in fact a related system), thus extending results available in dimension 2 in [8, 2] . This we present in Section 2.
In Section 3 we introduce similar, though not as groomed dictionaries designed to approximate other objects such as sheets in higher dimension. These dictionaries are organized into 'good continuation' graphs so that connected components in the graph are in direct correspondence with actual objects within the class of objects considered. Actually, Kolmogorov and Tikhomirov implicitly used a similar approach in their proofs related to ǫ-entropy of Hölder function classes [13] .
We illustrate the use of such 'good continuation' graphs with numerical experiments where the goal is to characterize the filamentarity content of a three-dimensional pixel array. For that purpose, we use the beamlet graph. This is done in Section 4.
Proofs of theoretical results are gathered in the Appendix.
Multiscale Approximation to 3D Filaments
We first define classes of curves that are reasonable models for filaments. For α ∈ (1, 2] and λ, κ > 0, let Γ(α, λ, κ) be the set of curves γ ⊂ [0, 1] 3 with length ℓ(γ) ≤ λ and parametrized by arclength with
The case α = 2 corresponds to curves that are differentiable everywhere and twice differentiable almost everywhere with curvature bounded pointwise by 2κ. We then design a multiscale family of graphs with good covering properties for the classes of curves defined above. Let B j denote the graph associated with scale j. We design those graphs so that, for every admissible (α, λ, κ) there is a particular scale j such that paths in B j are in correspondance with tubular regions in [0, 1] 3 that provide an accurate covering of Γ(α, λ, κ).
The construction formalizes the approximation properties of 3D beamlets, as defined in [10] , which are themselves an extension of 2D beamlets [9] . Beamlets are special line segments organized dyadically to allow for fast searches and computations, such as approximating the integral over a given line segment. Here, we present a theoretical viewpoint on how to define a graphical structure on 3D beamlets that integrates the spatial information present in the data that is otherwise lost if only histograms of beamlet coefficients are used [7, 21] . A similar analysis was carried out for 2D beamlets in [8, 3, 2] .
We first build a family of gridpoints, then join selected pairs of endpoints to form beams, which correspond to the vertices in B j . Selected pairs of beams with close location and orientation are made neighbors.
Let J = ⌈log n⌉ and fix j ∈ {0, . . . , J}. Throughout the paper, log denotes the logarithm in base 2. Define ∆ = 2 −j and δ = 2 j−J ; we assume that j ≤ J/2, so that ∆ is a integer multiple of δ -call it ν = ∆δ −1 . Planes with equation of the form x = ℓ∆, ℓ ∈ {0, . . . , ∆ −1 } are called x-planes. y-and z-planes are defined similarly. Such planes will be called ∆-planes. All together, these planes subdivide the unit square into squares of sidelength ∆, in fact dyadic squares at scale j.
Points of the form (m x δ, m y δ, m z δ), 0 ≤ m x , m y , m z ≤ δ −1 , with m x an integer multiple of ν, are called x-gridpoints; they correspond to regular grids on x-planes with spacing δ. yand z-gridpoints are defined similarly.
An x-beam is a line segment joining two x-gridpoints b 1 and b 2 belonging to different x-planes such that |b 1 − b 2 | ∞ ≤ ∆ + δ. Therefore, an x-beam makes an angle of about 45 degrees or less with the x-axis. We define y-and z-beams similarly.
An xy-beam is a line segment joining an x-gridpoint b 1 and a y-gridpoint b 2 such that |b 1 − b 2 | ∞ < ∆ and
Therefore, an xy-beam connects an x-plane and a y-plane, making angles of about 45 degrees at the intersection with those planes. The reason xy-beams are so restricted is that they are only used to connect x-beams and y-beams. We define yz-and zx-beams similarly. 
That is, if b We finally associate to each beam v its 2δ-neighborhood, denoted R(v). We extend this notation to paths, by defining R(π) = ∪ v∈π R(v) if π is a path in B j .
For a universal constant c implicitly defined in the proof of Lemma 2.1, consider the two following properties:
and
Lemma 2.1 Fix α ∈ (1, 2] and λ, κ > 0. Suppose j is such that (2) and (3) are satisfied. Then, for each curve γ ∈ Γ(α, λ, κ) there is a path π j (γ) in B j of length at most 3λ2 j + 2 such that the δ-neighborhood of γ is included in R(π j ).
The proof of Lemma 2.1 is in Appendix A.
We state without proof the following simple result.
Lemma 2.2
The graph B j contains order O(2 3J−5j ) nodes and each node has at most O(1) neighbors, were the implicit constants are universal.
For smoothness α, we only need to consider scales j ∼ J/(1 + α), for which |B j | = O(n (3α−2)/(1+α) ). Note that most of the nodes have 25 neighbors on each side. Using another norm instead of the supnorm might somewhat reduce that number.
Relation between beams and beamlets. Beamlets at scale j are the line segments with endpoints two gridpoints as defined above, but belonging to the same dyadic square, with the additional restriction that there be at least one face that contains one point but not the other. The neigboring relationships are defined similarly, linking beamlets in 'good continuation'. For technical reasons, covering properties of beams are simpler to establish than covering properties of beamlets.
In fact, using the beam graphs defined above we can define a different beamlet graph, where all nodes have a relatively small number of neighbors. is an x-(resp. y-, resp. z-) beam and b 2 is within δ distance from point of intersection of [b 1 , b 3 ] and the x-(resp. y-, resp. z-) plane b 2 belongs to.
Multiscale Approximation in Higher Dimensions
Though not as intrinsic, we consider Hölder smoothness classes as models for geometric objects. For a vector
f . Let α > 0 and β > 0; also, let r be the largest integer less than α, so that always r < α. Define H k (α, β) to be the class of functions
and, for all s ∈ N k with |s| = r,
In the last two expressions, |·| denotes the corresponding operator norm. Define
These are the classes of objects we consider. For example, in finding filaments and sheets in a 3D galaxy catalog such as provided by the Sloan Digital Sky Survey corresponds to the cases (d, k) = (3, 1) and (d, k) = (3, 2) respectively.
The coverings we define here were in fact implicitly used by Kolmogorov and Tikhomirov in proving their well-known results on ε-entropy of function spaces [13] . Our construction here is explicit. The idea is to divide [0, 1] k into hypercubes with side ∆ and in each hypercube provide a choice of approximations by discretized Taylor expansions. Since the functions we consider are uniformly smooth in [0, 1] k , approximations in nearby hypercubes should be close, which we formalized into a neighboring condition.
For i ∈ {1, . . . , d}, let e i denote the ith canonical vector in for some i ∈ {1, . . . , k} and ε ∈ {−1, +1}, and for all h ∈ {1, . . . , d} and s ∈ N k satisfying |s| ≤ r,
where the sum is over t ∈ N such that t + |s| ≤ r. Divide [0, 1] k into hypercubes of the form
where
where the sum is over s ∈ N k such that |s| ≤ r. For a subset of nodes π, define R(π) = ∪ v∈π R(v).
Consider the following property:
Lemma 3.1 Fix α > 1 and β > 0 and take j such that (6) is satisfied. Then, for each
The proof of Lemma 3.1 is in Appendix B.
nodes and each node has between k5 dc 1 and 2k6 dc 2 neighbors.
On the complexity of G j . The graphs G j presented in this section are relatively simple; however, they are also quite redundant. To see that, compare the construction given in this section for one-dimensional objects (filaments) with smoothness α ∈ (1, 2] in dimension 3 with the construction given in Section 2. For the relevant scales j
The graph |G j | is substantially more connected as well, with most vertices having at least 450 neighbors (and in the thousands for some vertices) compared to 50 neighbors for most vertices in |B j |.
Numerical Experiments
In Section 2, we developed some theory showing that the beamlet graph in dimension 3 enables efficient coverings of curves with certain smoothness. In Section 3, we defined other dictionaries organized as graphs that are well adapted to approximate objects belonging to specific smoothness classes. Once such a graphical struture is available, looking for a certain type of object in a point cloud or pixel array may be translated into finding certain patterns like connected components, paths or cliques within that graph -see [9, 2] for examples in dimension two.
Here we focus on analyzing the filamentary content of 3D pixel arrays using the beamlet graph. The theoretical properties presented in Lemma 2.1 provide a strong motivation for the development of efficient and powerful tools for filamentarity analysis based on the 'good continuation' graph (GCG) attributes. In particular, we show that using the spatial relationship between beamlets -information that the GCG carries, improves on using the histogram of beamlet coefficients only.
We consider three situations -see Figure 3 , where each column corresponds to a different case. Each time the goal is to distinguish between the two (top and bottom) situations. In (a), we compare a random point cloud (top) with a set of filaments of different lengths, orientations and curvatures (bottom).
In (b), we compare a set of filaments randomly distributed (top) with a set of filaments passing through a finite number of small regions or hubs (bottom). In (c), we compare a set of short filaments (top) with a set of long filaments (bottom), all filaments oriented in the direction of the first coordinate.
Each dataset is a pixel array of size 64 3 . In order to demonstrate the power of our analysis tools, each input pair of images are corrupted with additive white noise (see Figure 4) in such a way that the statistics based on beamlet coefficients without the use of the GCG [7] is powerless.
All filaments in these datasets were synthesized using oscillatory trigonometric functions with random range of amplitudes, frequencies, phase shifts and displacements in space.
The notion of 'filamentarity' may be reflected in many graph attributes such as node and edge cardinality or connected components counts, centrality measures or even more sophisticated statistics based on paths search in the graph. We present a few analysis methods in this section; they all consist of the following 4 stages: Our software is based upon the beamlet transform [4, 14] and graph algorithms from the LEDA library. 
Number of Edges as a Function of Number of Nodes
Our simplest algorithm looks at how the number of edges and the number of nodes vary together as functions of the threshold used.
Consider column (a) of Figure 3 , where we compare a random point cloud (top) with a set of filaments with different lengths, orientations and curvatures (bottom). In Figure  5 , the number of edges is plotted as a function of the number of nodes for both top and bottom datasets. As expected, the curve corresponding to the random filaments rests above the curve corresponding to the random point cloud, since the GCG is more connected in the former setting. From our simulation studies, we found that this statistic is not powerful at SNRs below 0.8 for the type of filaments chosen here. The data set with filaments (bottom) contains 20 filaments with random orientations and random lengths in range [10, 64] . 
Vertex Betweeness
Centrality attributes are well-known from network analysis [19] and used for example in social networks studies [23] . The betweeness of vertex v ∈ V is defined as
where ρ st is the number of longest paths from s to t, and ρ st (v) the number of longest paths 1 from s to t that pass through a vertex v. Consider column (b) in Figure 3 , where the top image is a set of randomly distributed filaments and the bottom image contains a finite number of hubs. The number of filaments and their properties are the same in both cases. In Figure 6 we plot the number of vertices with betweeness exceeding a given threshold for both datasets. As expected, the curve corresponding to the random filaments with hubs rests above the curve corresponding to the random filaments without hubs, since in the former case the hubs translate into vertices in the GCG with large betweeness. From our simulation studies, we also found this statistic not powerful at SNRs below 0.8 for the type of filaments chosen here. The data set without hubs (top) contains 20 filaments with horizontal orientations and random lengths in range [60, 63] . The data set with hubs contains 5 groups of 4 filaments with horizontal orientations and length 64, then all 4 filaments in the group have common filamentarity region of length 3 (hub). Now, consider a slightly different setting with just one large hub -see column (a) in Figure 7 . In column (b) of the Figure 7 we compare the maximal betweeness of both datasets for different noise levels. This parameter is significantly larger for the dataset with a hub. Again, we found that the maximal betweeness statistic is not effective when the voxel-level SNR is less than 0.8. The data set without hub (top) contains 18 filaments with horizontal orientations and random lengths in range [48, 64] . The data set with hub contains 18 filaments with horizontal orientations and length 64, then all filaments in the group have common filamentarity region of length 5(hub). 
Filamentarity Survival Index
Let G(V, E) be any general graph with positively weighted edges w(υ) ≥ 0, ∀υ ∈ V. The weight of a path p is simply the sum of the weight of each vertex belonging to p ω(p) = υ∈p ω(υ).
Lets P be the partitioning of G into disjoint paths defined recursively as follows
We define the Filamentarity Survival Index D(w * ) as the fraction of paths in P with total weight greater than w *
The computation of the piecewise constant function D(w * ) is iterative, where at each iteration the Longest Weighted Path (LWP) is found and removed from the graph. The algorithm terminates when the graph is empty. We next define the Filamentarity Survival Ratio (FSR) which compares the filamentary survival index of a given dataset I with the filamentary survival index a random point cloud with same energy, denotedĨ Consider column (c) in Figure 3 , where we compare a set of random short filaments (top) with a set of random long filaments (bottom), all filaments oriented in the direction of the first coordinate. Figure 8 presents the FSR curves for these two datasets. Additionally, this figure contains the FSR curve for the case of purely random points, as in the top image in column (a) in Figure 3 . As expected, the curve remains close to 1 for purely random dataset (black, dotted line). For the dataset containing long filaments, however, the FSR (blue, dashed line) is significantly higher than 1 for certain values of w * . The dataset containing short filaments induces FSR curve (red, solid line) that mostly occupies the region between these two curves. We found that the FSR statistic is powerless at distinguishing between short and long filaments (in this setting) for SNRs below 1. The data set with short filaments (top) contains 30 filaments with horizontal orientations and lengths 20. The data set with long filaments (bottom) contains 10 filaments with horizontal orientations and lengths 60.
Remarks
Comparison with statistics based on beamlet coefficients only. Using the spatial relationship between beamlets allows for the design of algorithms that have the ability to perform well even in the case of very low SNR where statistics based only on the beamlets coefficients fail. More precisely, we compared our different algorithms described above with the Log-Survival Index introduced in [7] -see Table 1 . The Log-Survival Index is defined as
where | b j > x | is the number of beamlet coefficients at the j-th scale that are bigger than x, and N j is the total number of beamlet coefficients at scale j. The numbers (resp. numbers in parentheses) in the last row correspond to the lowest SNR at which the statistic used for that particular case (resp. the Log-Survival Index statistic) is still powerful.
Computation of the Longest Weighted Paths. Since finding the LWP is an NP-Hard problem [12] , in the experiments described above we restricted ourself to acyclic graphs. We assume that the foreground signal consists of a set of curves of the form γ(s) = (s, γ y (s), γ z (s)). Therefore, it is possible to approximate such curves with beamlets oriented along the fist axis only, so their chaining will never induce a cycle. This rather artificial assumption was made only for computational reasons; for general datasets one would be forced to use approximations [1] or other strategies [11, 9] . We tried statistics based on connected components, which are computationally tractable, but were not able to improve on the Log-Survival Index.
Improving the selection of promising beamlets using sparse representation. Computing GCG attributes that are based on the entire beamlet dictionary is not practical due to memory and computational complexity; therefore only a relatively small subset of beamlets are kept.
In the experiments described above, this subset was chosen by applying a simple thresholding on the beamlet coefficients, which is easy but not optimal as the beamlet coefficients are highly correlated. Using tools for sparse representations of signals over overcomplete dictionaries [5, 6, 22] may help better select significant beamlets and further improve our results by generating compact and representative subsets of "promising" beamlets for the construction of the GCG graph.
Full multiscale analysis. We built a good continuation graph for each scale separately. Based on Lemma 2.1, this is fine if we expect filaments of a given smoothness. If we want to test for filaments of varying smoothness, building a single good continuation graph that includes neighboring relationships across scales may be more useful. Preliminary numerical experiments seem to confirm this speculation.
A Proof of Lemma 2.1
Fix α ∈ (1, 2] and λ, κ > 0, and let γ ∈ Γ(α, λ, κ). We choose a smooth parametrization by arc-length, also denoted γ(·). Let ℓ ≡ length(γ). Fix j ≥ j * , where we assume that n is large enough that j * ≤ J. The constant c in (2) is chosen as the maximum of all (universal) constants implicit in the various appearances of the expression O(κ∆ α ), so that we always (formally) have δ > O(κ∆ α ). We say that (u x , u y , u z ) ∈ R 3 is an x-vector if |u x | ≥ |u y | ∨ |u z |. y-and z-vectors are defined similarly. Without loss of generality, assume γ ′ (0) is an x-vector with γ ′ x (0) > 0. We may also assume that γ(0) belongs to an x-plane, for otherwise we work with an extension of γ that reaches an x-plane in the direction −γ ′ (0). We recursively define an increasing sequence of arclengths {s i : 0 ≤ i ≤ I}. First, let s 0 = 0. Suppose s i has been defined and assume, without loss of generality, that γ ′ (s i ) is an x-vector. Then, let
with the usual convention inf{∅} = ∞. We may also assume that s i+1 < ∞, for otherwise we work with an extension of γ that reaches an x-plane (in the case above) in the direction γ ′ (ℓ). If s i+1 = ℓ, then let I = i + 1 and stop the recursion. By construction, for all i = 0, . . . , I, γ(s i ) is either on an x-or a y-or a z-plane; if γ(s i ) is on an x-plane (say), let b i be a closest x-gridpoint to γ(s i ). There is one set of situations that are exceptions to this assignment rule. This is when both γ(s i−1 ) and γ(s i ) are within distance δ from the intersection of ∆-planes. As an example, suppose γ(s i−1 ) is on a y-plane Y (say) less than δ/2 from an x-plane X (say) and γ ′ (s i−1 ) is a x-vector pointing towards X. In that case, γ(s i ) is on X and b i−1 is at the intersection of Y and X. We then let b i = b i−1 . In the reverse situation, that is when γ(s i−1 ) is on a y-plane Y (say) more than δ/2 from an x-plane X (say), γ ′ (s i−1 ) is a x-vector pointing towards X and γ(s i ) is on X and less than δ/2 from Y . We then let b i be the closest x-gridpoint to γ(s i ) not belonging to Y .
• Claim 1.
• Claim 2. For i = 0, . . . , I − 1, v i ∈ V j .
• Claim 3. For i = 0, . . . , I − 2, v i and v i+1 are neighbors in B j .
• Claim 4.
Preliminaries.
• Uniformly for i = 0, . . . , I − 1, we have
Proof. Suppose without loss of generality that γ
and the triangle inequality imply
When (3) is satisfied, the left handside is negative for s − s i replaced by √ 3∆ + 9κ∆ α , and so we must have s i+1 − s i ≤ √ 3∆ + 9κ∆ α . Then, with (3) we have s i+1 − s i ≤ ( √ 3 + 9/17)∆.
• For i = 1, . . . , I, if γ ′ (s i ) is an x-vector (say) and γ ′ (s i−1 ) is a y-vector (say), then
Using Lemma A.1, this implies
• For i = 1, . . . , I,
Proof. Only the pathological cases are non-trivial. Therefore assume without loss of generality that γ(s i−1 ) is on a y-plane Y less than δ/2 from an x-plane X and γ ′ (s i−1 ) is an x-vector. In that case γ(s i ) belongs to X and b i = b i−1 is at the intersection of X and Y . We need to show that |γ y (s i ) − b i,y | and |γ z (s i ) − b i,z | are both bounded by δ/2 + o(δ). We focus on the y-coordinate.
Applying (1), we get
and following the proof of (7), we get
Moreover, applying (8) together with (7), we get |γ
Proof. Fix 0 ≤ s < t ≤ length(γ). The triangle inequality and (1) give
Proof of Claim 1. It suffices to show that, for i ≥ 1, s i+3 − s i ≥ ∆. By construction of the s i 's, we may assume without loss of generality that there exist i 1 and i 2 such that i ≤ i 1 < i 2 ≤ i + 3 and γ ′ (s i 1 −1 ) and γ ′ (s i 2 −1 ) are x-vectors, which in turn implies that γ(s i 1 ) and γ(s i 2 ) are on x-planes. Applying (1) and the fact that |γ
Because |γ x (s i 2 ) − γ x (s i 1 )| is a integer multiple of ∆ and the right handside above is strictly positive for 0
. Since γ is parametrized by arclength, the former also implies s i 2 − s i 1 ≥ ∆. Note the arguments above apply to show that s 1 − s 0 ≥ ∆.
Proof of Claim 2. We first prove that v 0 is a beam. Assume without loss of generality that γ(s 0 ) is on an x-plane and γ ′ (s 0 ) is a x-vector; we now show that v 0 is an x-beam. Applying (1) and the fact that |γ
Using (1) again, together with |γ x (s 1 ) − γ x (s 0 )| = ∆, we have
On the right handside, we use (7) to get κ(
This, together with the triangle inequality, shows that 
Together with (8) , this implies
Using (7), we conclude that
Hence, by the triangle inequality,
On the other hand we also get, using (1) and the fact that |γ
By (7), this implies
and so, by the triangle inequality, Therefore v i is an xy-beam.
Proof of Claim 3. Without loss of generality, we assume that γ ′ (s i+1 ) is an x-vector, so γ(s i+2 ) is on an x-plane. We first show that
¿From (1) Therefore, using the fact that |γ ′ x (s i+1 )| ≥ 1/ √ 3, we get
and also,
By (7), the left handside is O(κ∆ α ). We now perform the following computations:
The first inequality is based on (9) and the triangle inequality. The second inequality is based on the fact that γ ′ (s i+1 ) is an x-vector for the first term and on (10) for the second term. The last inequality is based on O(κ∆ α ) < δ, together with |b x,i+1 − b x,i | ≥ δ and |γ x (s i+1 ) − γ x (s i )| ≤ 2 |b x,i+1 − b x,i |. The former comes from γ ′ (s i+1 ) being an x-vector and how we treat pathological cases, which excludes the possibility that b x,i+1 = b x,i ; the latter comes from the former, the triangle inequality and (9).
Therefore Then apply the triangle inequality and conclude. 
