Frequency-domain Parameter Estimations for Binary Masked Signals by Zhang, Johan Xi et al.
   
 
Aalborg Universitet
Frequency-domain Parameter Estimations for Binary Masked Signals
Zhang, Johan Xi; Christensen, Mads Græsbøll; Dahl, Joachim; Jensen, Søren Holdt;
Moonen, Marc
Published in:
Proceedings of the International Conference on Spoken Language Processing
Publication date:
2008
Document Version
Publisher's PDF, also known as Version of record
Link to publication from Aalborg University
Citation for published version (APA):
Zhang, J. X., Christensen, M. G., Dahl, J., Jensen, S. H., & Moonen, M. (2008). Frequency-domain Parameter
Estimations for Binary Masked Signals. Proceedings of the International Conference on Spoken Language
Processing.
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            ? Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            ? You may not further distribute the material or use it for any profit-making activity or commercial gain
            ? You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.
Downloaded from vbn.aau.dk on: May 01, 2017
Frequency-domain Parameter Estimations for Binary Masked Signals
J. X. Zhang1 , M. G. Christensen2 , J. Dahl, S. H. Jensen and M. Moonen⊥
Department of Electronic Systems, Aalborg University, Aalborg, Denmark
jxz@es.aau.dk, mgc@es.aau.dk, joachim@es.aau.dk, shj@es.aau.dk
⊥Department of Electrical Engineering, Katholieke Universiteit Leuven, Leuven, Belgium
marc.moonen@esat.kuleuven.be
Abstract
We present an approach for the extraction of parameters of a
damped complex exponential model from a spectrogram mod-
ified by a binary mask. The parameters are estimated by a
frequency domain based methods using subspace techniques,
where the core algorithm is F-ESPRIT. The sub-band defined
by the binary mask provides a reduced number of DFT-samples
for the parameter extractions, which results in a computational
efficient scheme with high parameter estimation accuracy. The
proposed synthesis system has synthesis performance compa-
rable to the so-called LSEE-MSTFT. The estimated parameters
can be used in many applications such as audio/speech coding,
pitch estimation and pitch scale modification.
Index Terms: STFT, Binary masks, Complex exponentials,
Subspace techniques, Parameter estimation, F-ESPRIT
1. Introduction
The concepts of short-time Fourier analysis and synthesis are
important for describing quasi-stationary (slowly time-varying)
signals such as audio signals. Analysis/synthesis techniques
have found many applications such as speech enhancement,
speech or audio coding as well as source separation. In many
applications an arbitrary modification on the spectrogram is
used which leads to undefined STFT. This is because of the
overlapping regions between adjacent short-time segments can-
not have arbitrary variations. Historically, signal estimation
from the modified STFT has been performed by applying the
overlap-add (OLA) and filter-bank-summation (FBS) synthe-
sis methods on the time-frequency functions [1, 2]. The stan-
dard OLA will normally give distortions at the boundaries if
the spectrogram is modified arbitrarily. An improved synthesis
method termed “least-squares error estimation from the mod-
ified STFT(LSEE-MSTFT)” was developed to minimize the
synthesis distortions in [3], and this algorithm gives good esti-
mates with almost the same computational complexity as stan-
dard OLA.
Processing audio and speech signals using binary masks
have received considerable attention during the last decades in
areas such as audio/speech enhancement and under-determined
source separation. The binary mask is defined in the time-
frequency (TF) domain where each TF points assigns a value
either one or zero based on the signal in the region. In the mod-
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ified spectrum, the binary mask is multiplied with the noisy sig-
nal spectrum to achieve the desired signal. For further analysis
of the audio and speech signal a parametric modelling of the sig-
nal is required in applications such as coding, pitch estimation,
musical synthesis ect. Sinusoidal models has been shown to be
an accurate and flexible way to represent a large class of signals
including audio and speech signals. The extended sinusoidal
model which represents signal segments as sums of exponen-
tially damped sinusoids is able to model real recorded acoustic
signals more closely. A common problem with existing para-
metric extraction systems is the trade-off between parameter
accuracy and computational complexity. The high-resolution
estimation techniques based on subspace methods are normally
related with high computational complexity.
In this paper we will present a parametric estimation
scheme which estimates the parameters from the DFT sam-
ples of the masked sub-bands using a frequency-domain based
subspace estimation algorithm. The presented scheme com-
bines the binary mask with the extended version of Frequency-
Selected ESPRIT (F-ESPRIT) methods to create a computation-
ally efficient parametric estimation algorithm [4, 5, 6, 7]. An
example where the proposed method can be used is in various
coding applications; a noise corrupted signal is first enhanced
by using a binary mask, and afterward the parameters of the
signal are estimated using the samples from the DFT domain.
One computationally demanding operation used in many sub-
space based estimation methods is the singular value decompo-
sition (SVD) where the matrix is decomposed into subspaces.
Our idea is to solve the same problem by first reducing the data
amount by using binary mask and then perform SVD on smaller
matrices, which reduces the overall computational burden.
In Section 2 we describe the general STFT framework and
the binary mask, and the related equations and matrices will
be defined. Section 3 describes the proposed method, and in
Section 4 we apply the method to a recorded signal and demon-
strate how the synthesized signal using estimated parameters
can model the binary masked signal. Finally, discussions and
conclusions are given in Section 5 and 6, respectively.
2. Framework
The binary masked signal x(n) of length N is written in seg-
mented vector form as x′m. The vector capture the signal from
region n = 1+R(m−1), · · · , N+R(m−1) and the window
for the time-segment is sliding forward for every time-frame
index m. Moreover, R is the STFT sampling period and de-
fines the number of samples between two adjacent blocks. The
time-frame index is denoted bymwith values ranging from 1 to
the total number of possible frames η. All the data vectors are
Fourier transformed and collected together into a 2-dimensional
STFT matrix
X =
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where the transformed vector is formulated as xm = F{x′m}
and the symbol F denotes the DFT operation. Each elements
of the STFT matrix is denoted with the notation Xkm where
k denotes row elements of different DFT frequencies and m
denotes the column elements of the time-frame index.
The STFT can also be expressed as
X = |X| ⊙Ψ. (2)
Here |X| is the short-time magnitude spectrum, Ψ is the short-
time phase spectrum and operator ⊙ denotes element wise mul-
tiplication. The inverse-STFT using the OLA synthesis method
is described in [1, 3].
From an implementation point of view the STFT is com-
puted as a series of FFTs of windowed data frames, where the
window slides forward through the time. The inverse-STFT
synthesized using OLA can be implemented as the inverse of
the spectrogram and added together with the decimation R.
2.1. Binary Time-Frequency Mask
A binary TF mask is a binary matrix where one indicates that
the target signal is stronger than the interference within the cor-
responding TF region and zero indicates otherwise [8]. A mod-
ified spectrogram G is obtained as
G = H ⊙ X, (3)
where H is the binary mask. For every fixed value of m in H,
there are regions with consecutive ones and zeros. Those region
is defined as the frequency range for sub-bands. Consecutive
non-zero frequency-domain samples from G are grouped into
sub-bands, where every sub-band is feed into the proposed al-
gorithm for parameter estimations; we elaborate on this in the
following section. In this paper the binary mask is assumed to
be known. Otherwise, the binary mask can easily be estimated
from the modified spectrogram by grouping all non-zero ele-
ments into sub-bands.
3. Proposed Method
The model for the sum of all complex exponentials over all sub-
bands for a modified time-frame segment is denoted gm(n) and
modelled as (4). For notational simplicity gm(n) will be de-
noted as g(n) in the rest of the paper, i.e.,
g(n) =
p∑
i=1
(
Aie
λin + (Aie
λin)∗
)
+ v(t), (4)
where λi = jωi + γi, ωi and γi denotes respectively frequen-
cies and damping factors, ∗ is the complex conjugate, p is the
order and v(t) denotes white complex zero-mean noise. Due to
the symmetric properties of the estimated spectrogram on real
acoustic signals only complex exponentials from region 0 to pi
in the normalized frequency scale are estimated.
A frame of STFT from the modified signal is segmented
into different sub-bands defined by the binary mask. The DFT
samples in a specific sub-band is used to estimate the parameters
of complex exponential in that region and those DFT samples
can be written in the frequency selective matrix form,
Y =

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where W kN = e−j
2pik
N , Gk1m,..., GkMm are the DFT samples
on the transformed segment of g(n) in the frequency region de-
fined by the binary mask. The matrix Y have dimensions S×M ,
where M is the total number of DFT samples in the sub-band
and S is normally referred to as the user parameter of the F-
ESPRIT algorithm.
Following the definition from [4, 5], the measured fre-
quency selective data in (6) is decomposed into their sub-spaces
using the SVD,
YΠ⊥⋃ =
[
Zs Zn
] [ Σs 0
0 Σn
] [
VHs
VHn
]
, (6)
where Π⊥⋃ is referred to as a projection matrix defined by:
Π
⊥⋃ = I − UH(UUH)−1U. (7)
The matrix U in (7) is formed from a subset of discrete Fourier
transform bases.
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Zs contains signal subspace and Σs is the corresponding sin-
gular values. The dimension of signal subspaces p is estimated
using the method proposed in [5]. The user parameter S can be
selected in the range of S ∈ (
⌊
M
3
⌋
,
⌊
M
2
⌋
).
In some applications the number of complex exponentials
in the sub-band might be known, and a straightforward imple-
mentation without estimating the order can be applied [4]. The
minimum required amount of DFT samples for the F-ESPRIT is
M = 2p+ 1 and the user parameter is set to be S = M−1
2
[4],
where p is considered as known. In this paper, we only consider
applications where the order in the sub-bands is unknown.
The frequency is estimated from the state transition matrix
T using a technique known as shift-invariance estimation [9].
The shift-invariance relation is then
J1Zs1T = J2Zs2, (9)
where J1 =
[
Is−1 0
]
, J2 =
[
0 Is−1
]
.
For a given T, estimates of the λi parameters are found
from the eigenvalues of µi = [eig(T)]i, estimates of the
ωi =arg(µi) and γi =ln(|µi|).
In sub-bands without any harmonics, the order estimation
algorithm will still give an order estimation which is p ≥ 1.
The frequency estimation of such sub-bands will use leakage
signals in the sub-band to estimate their frequency parameters.
So all frequency parameters which fall outside the defined sub-
band should be discarded.
Once the frequencies and damping factors are known for
all sub-bands in the time segment, the calculation of ampli-
tudes and phases become a linear problem. The modified time-
domain segment of g(n) can be written in the vector form g,
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Figure 1: Power spectrogram of: (A) Mixed signal (B) Original
signal.
corresponding model for the segment is Qa, where a is the am-
plitude vector and Q is the complex exponential matrix. Each
column of Q is a realization of the complex exponential using
the estimated parameters. The values of the complex amplitudes
are calculated to minimize the quadratic error between the orig-
inal signal g and the synthetic sinusoidal signal stated in (10).
‖W(g − Qa)‖2 , (10)
where W =diag(w) and the diagonal vector w is the synthesis
window.
The least-square minimization gives the following solution
a = (QHWTWQ)−1QHWTWg (11)
For the weighting matrix estimated based on a standard win-
dow used in speech and audio processing such as Hamming
or Hanning window, the estimated amplitudes will more accu-
rately represent the amplitudes of harmonics in the center of the
time-segment g. The proposed method for estimation of model
parameters from the spectrogram is outlined as follows:
1. Extract Sub-bands defined by H for a fixed time-frame.
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Figure 2: Power spectrogram of the synthesized signal using
the:(A) Estimated parameters (B) Inverse-STFT
2. Estimate order, frequency and damping factor for all sub-
bands in the modified time-frame segment g.
3. Estimate the complex amplitudes.
4. Repeat the procedure until all time-frames are processed.
For verification purposes the reconstruction of the esti-
mated time-segment using extracted parameters is synthesized
together into the time-domain signal using the extended OLA
synthesis method described in [3], with the decimation used to
create the STFT matrix. The recommended synthesis window
w is either using a Hanning or Hamming window. From an im-
plementation point of view, the synthesis signal is reconstructed
from a series of time-domain estimation of the modified spec-
trogram, OLA, with the decimation R.
4. Numerical Examples
In the evaluations we investigate the estimated parameters from
real recorded signals. A number of simulation experiments
were conducted to study and evaluate the estimated parameters
of the proposed method. Different audio and speech signals
from [10] sampled at a frequency of 44.1 kHz were used in the
experiments. A fixed frame length of Nw=2048 was used. In
the case of analysis and synthesis, frames were extracted with
an overlap of 50% (R=1024). A Hanning window was used in
OLA. Mixed signals were created by adding two pre-recorded
signals; see in Fig. 1(A). The signal is a combination of a se-
quence of male speech and a melodious phrase of clarinet, one
of them is assumed to be the desired signal and the other is the
noise. In this example we selected the speech signal to be the
desired signal shown in Fig. 1(B).
The binary mask used for the signal enhancement is as-
sumed to be known and estimated based on the ideal-binary
mask criteria. Parameters extracted using the proposed method
are synthesized using the OLA on estimated time-segments to
create the time domain estimate of the desired signal. A power
spectrogram of the estimated signal is shown in Fig. 2(A). The
corresponding reference signal modified by the binary mask
synthesized using the standard method [3] is shown in Fig. 2(B).
Because of the high sample frequency of the signal, the en-
ergy of our desired signal is mainly concentrated in the lower
frequency region of the plotted power spectrogram. Therefore
only frequencies from 0 to 0.25pi are plotted in Fig. 1 and 2.
From informal listening test, we conclude that the proposed
method gives a very high quality of reconstruction on the syn-
thesized signal compared to synthesized signals based on tra-
ditional methods. The effect of good parametric reconstruction
can be seen in the spectrogram shown in Fig. 2(B); we see that
the spectrogram with parameters estimated using our proposed
scheme is almost identical to the spectrogram synthesized using
[3] except for regions with stochastic components.
5. Discussion
The proposed method has been tested under different merged
sound files, which gives an accurate parameter estimation in
most cases. The synthesized signal using estimated parame-
ters preserves high perceptual quality compared with the bi-
nary mask modified signal. There are mainly two main factors
which will affect the quality of the reconstructed signal using
estimated parameters.
First, there are regions where the model assumed in the al-
gorithm does not perfectly match the real recorded signals. The
signal model is defined as complex exponentials in white noise
which is a good model for voiced part of the speech and many
instrumental sounds. From the recorded signals, we can no
longer assume that the signal always contains harmonics em-
bedded in white noise. In fact, some recorded signals have a
colored background noise. To minimize disturbance due to the
colored noise, a common solution used in many adaptive filter-
ing applications is implemented where the total number of DFT
samples fed to the proposed algorithm is limited to increase
whiteness of the noise. Experiments have verified that the pro-
posed method becomes more robust against colored noise. The
trade off between increased robustness and limited amount of
data samples is the “slightly” reduced parameter estimation ac-
curacies. A balance should be selected depending on the esti-
mated signal characteristics.
The algorithm requires a certain number of consecutive
samples in the sub-band to estimate the parameters of the com-
plex exponentials. Blindly masking the signal spectrogram us-
ing the ideal binary-mask will not guarantee that all masked
sub-bands are satisfied by the algorithm. For increased robust-
ness, resolution of the sub-bands must be decreased so that the
minimum amount of masked data covered by the sub-band can
satisfy the sample number requirement. Interference will be
introduced according to the resolution of the sub-bands. The
trade-off between resolution and suppression should be bal-
anced based on the actual applications.
The proposed method gives high accuracy on the estimated
parameters for both synthetic and recorded signals. However,
in case of real recorded signals, the sub-bands which do not
perfectly match our defined model are unavoidable so that some
inaccuracies will still occur.
6. Conclusion
This paper presents a scheme for parameter extraction based
on frequency domain data samples which is computationally
cheaper than traditional time-domain ESPRIT. Informal listen-
ing test conclude that the quality of synthesized signals based
on the estimated parameters can be comparable to the modified
signal synthesized using [3]. The proposed method provides a
computationally cheaper method for parameter estimations on
the binary masked signals. The estimated parameters can be
used in many existing applications where the sinusoidal model
plays a vital part of the algorithms. Applications such as au-
dio/speech coding and speech modification are especially inter-
esting.
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