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Adaptive Shadow Detection Using
a Blackbody Radiator Model
Aliaksei Makarau, Rudolf Richter, Rupert Müller, and Peter Reinartz
Abstract—The application potential of remotely sensed optical
imagery is boosted through the increase in spatial resolution, and
new analysis, interpretation, classification, and change detection
methods are developed. Together with all the advantages, shadows
are more present in such images, particularly in urban areas.
This may lead to errors during data processing. The task of
automatic shadow detection is still a current research topic. Since
image acquisition is influenced by many factors such as sensor
type, sun elevation and acquisition time, geographical coordinates
of the scene, conditions and contents of the atmosphere, etc.,
the acquired imagery has highly varying intensity and spectral
characteristics. The variance of these characteristics often leads
to errors, using standard shadow detection methods. Moreover,
for some scenes, these methods are inapplicable. In this paper, we
present an alternative robust method for shadow detection. The
method is based on the physical properties of a blackbody radiator.
Instead of static methods, this method adaptively calculates the
parameters for a particular scene and allows one to work with
many different sensors and images obtained with different illumi-
nation conditions. Experimental assessment illustrates significant
improvement for shadow detection on typical multispectral sen-
sors in comparison to other shadow detection methods. Examples,
as well as quantitative assessment of the results, are presented for
Landsat-7 Enhanced Thematic Mapper Plus, IKONOS, World-
View-2, and the German Aerospace Center (DLR) 3K Camera
airborne system.
Index Terms—Blackbody radiator, multispectral image, Planck
equation, shadow detection.
I. INTRODUCTION
SHADOWING is one of the main and inevitable acquisitionartifacts in high-resolution optical data. The quality of data
processing may be significantly degraded by the appearance of
shadows, particularly in urban areas. Since images are obtained
in different areas of the Earth and with different conditions of
the atmosphere, the intensity and the spectral characteristics of
the imagery have high variations, and the task of an automatic
shadow detection becomes very complex. Prevention of errors
caused by this kind of artifacts is still a current topic and
discussed widely in remote sensing literature.
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The applied methods on shadow detection may be divided
into several broad groups of methods based on the following:
1) physical properties of light propagation/geometry [1];
2) color-invariant models (color space transformation) [2]–[4];
and 3) computational and statistical models [5]–[9].
Since the methods based on the physics of light propagation
and the sun–object–sensor geometry are designed for specific
applications, they are difficult to apply to real scenes [10].
Therefore, the methods based on the properties of shadowed
areas are preferred.
Tappen et al. [7] proposed a method that uses multiple cues
to recover shading from a single image. A classifier is trained
to recognize gray-scale patterns on an image derivative. Each
image derivative is classified as being caused by shading or
a change in the surface’s reflectance. The classifier gathers
local evidence about the surface form and color, which is then
propagated using the generalized belief propagation algorithm.
In the paper of Wu and Tang [9], the shadow extraction prob-
lem is analyzed and formulated using a Bayesian framework.
The method requires user’s input, and the supplied hints are
employed to effectively impose useful constraints for solving
the difficult and ill-posed shadow extraction problem from one
image.
The hierarchical algorithm proposed by Yao and Zhang [6]
consists of two levels of processing: the pixel level classi-
fication (achieved through modeling an image as a reliable
graph) and on maximization of the graph reliability using the
expectation–maximization algorithm. The region verification
is achieved through minimizing the Bayesian error by further
exploiting the domain knowledge.
Tsai [2] assesses the transformation of red, green, and blue
(RGB) color image into different invariant color spaces to
decouple chroma and luma components. Otsu method is used
to segment shadow. Chung et al. [3] presented a modification
of this method with local shadow thresholding. Transformation
into different color spaces can modify color invariance proper-
ties; therefore, such approaches can fail on complex scenes.
Salvador et al. [4] proposed another method of cast shadow
detection for still and moving images. This method exploits the
spectral and geometrical properties of the shadowing process.
A hypothesis is applied on the fact that cast shadows darken
the surface which they are cast upon, and color invariance
with geometric properties of shadows is used to verify detected
regions. The information integration stage confirms or rejects
the initial hypothesis.
Polidorio et al. [11] proposed a robust technique by thresh-
olding the difference image of the saturation and the intensity
component in a normalized hue, saturation, and intensity color
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space. Considering the atmospheric Rayleigh scattering effect,
this technique allows one to segment shadowed areas in color
images obtained by airborne and orbital sensors.
Tian et al. proposed a tricolor attenuation model for shadow
detection [10]. The parameters of the model are fixed by using
the spectral power distributions of daylight and skylight, which
are precalculated and fixed. Based on the model, a multistep
shadow detection algorithm is proposed to extract shadows.
The authors report that the weakness of this method is that
it will fail on detecting shadows in sunrise and sunset (the
correlated color temperatures during sunrise and sunset are very
different from the correlated color temperatures used in the
paper [10]). Since this method has static parameters, it can
fail on remotely sensed data obtained at different daytimes
with varying latitude/longitude (Lat/Lon) coordinates and at-
mospheric conditions.
In this paper, we propose an alternative method for shadow
detection using a blackbody radiator model. This approach is
fully motivated by the physical process of shadow formation.
Since all the parameters of the method are calculated directly
from the input data, this method is adaptive and performs
on all remotely sensed optical data (medium-resolution, high-
resolution, and very high resolution airborne and spaceborne
sensors). The numerical assessment using ground truth data
with several types of shadow situations illustrates the high
performance of the approach.
This paper is organized as follows: In Section II, the phys-
ical model of shadow formation is presented, together with
an application of the blackbody radiator model for shadow
detection. An automatic parameter set calculation by solution of
the equations is derived in Section III. A step-by-step algorithm
is presented in Section IV. Experiments on different data,
numerical evaluation using ground truth, and comparison with
other methods are shown in Section V, and the assessment of
the results and discussion are presented in Section VI.
II. MODEL OF SHADOW FORMATION
Illumination of an outdoor area is characterized by two
main light components: direct sunlight and the atmospheric
scattered light (diffuse skylight). The diffusion of sunlight in
the atmosphere is caused by Rayleigh and aerosol scatterings.
Obscuring objects from the direct sunlight causes the appear-
ance of shadows, and the objects in this area are illuminated
by the scattered light. We take the common assumption that
the nonshadowed parts of the scene are illuminated by direct
sunlight, but shadowed regions are illuminated only by the
scattered light [12] (Fig. 1).
Objects of the scene can have varying reflection character-
istics and can be illuminated by different types of illumination
(direct sunlight and/or scattered light). Therefore, besides the
different reflection of objects, the recorded intensities in the
image may have a very high variation. Instead of the recorded
image intensities to be used for shadow detection, the proper-
ties of the direct sunlight and the scattered-light illumination
sources are expected to provide a more stable and robust way
for shadow detection. Calculation of the illumination source
properties instead of using image intensities allows the separa-
Fig. 1. Shadowed area formation. The area under sunlight illumination is
characterized by daylight sun illumination spectra, while the shadowed area
is characterized primarily by the spectra of the scattered sunlight.
tion of two areas in the scene: the area illuminated by direct sun-
light and the shadowed area (i.e., illuminated by scattered light).
A. Image Acquisition
We assume a Lambertian surface reflection model for the
image-forming process. The intensity values recorded by a
digital camera (three spectral channels) can be described as
pk = τ
∫
ω
[T (λ)S(λ)E(λ)/π + Lp(λ)]Qk(λ) dλ (1)
where pk is the recorded intensity (digital number) in a color
channel k = R,G,B (RGB channel); τ is the gain factor that
is dependent on the camera aperture, electronics, and the inte-
gration time; T (λ) is the total ground-to-sensor transmittance;
S(λ) is the surface spectral reflectance; E(λ) is the spectral
irradiance at ground level; Qk(λ) is the sensitivity of the color
sensor; and Lp(λ) is the atmospheric path radiance.
For atmospherically corrected data, pk is already evaluated
at the ground
patmk = τ
∫
ω
[S(λ)E(λ)Qk(λ)/π] dλ. (2)
Then, several assumptions and approximations are taken. A
narrow camera model is assumed (narrow bandwidths) with
center wavelength λk for each channel [13], [14]. Under the
assumption of calibrated camera, S becomes constant for each
channel [13]. We can reasonably approximate (2) into
Ik = τSkEk, (Sk = S(λk), Ek = E(λk)) (3)
where Ik is the intensity in the image (approximated patmk )
and Ek includes the factor π for brevity. The intensities in the
acquired image can have a very high variation. To represent
color in an invariant way (instead of color triplets), many re-
searchers [13], [14] proposed to use color chromaticities. Color
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chromaticities are widely used in the literature on color science,
color constancy, and shadow detection and compensation.
The formation of recorded color chromaticity ik is repre-
sented by multiplication of surface and illumination chromatic-
ities sk and ek
ik = skek, (k = r, g). (4)
Moreover, color chromaticities in an image may be obtained
by the ratios of the R, G, or B values to the sum of the R, G,
and B values [15] or by the ratios of the R and G values to the
B value [13]. We use chromaticities as a ratio of the R and G
values to the B value
ir = IR/IB ig = IG/IB . (5)
The dependence of a material chromaticity on the recorded
intensity can be shown by substituting (3) into (5) (note that τ
is canceled out)
sr =SR/SB =
IREB
ERIB
sg =SG/SB =
IGEB
EGIB
. (6)
B. Illuminant Approximation by the Blackbody
Radiator Model
The next assumption is that illumination spectra can be
approximated by the model of a blackbody radiator [13]. Black-
body radiator model is found very useful for direct-sunlight
spectra modeling in the applications on color constancy
[13]–[15].
Planck’s formula for a blackbody emitting spectral radiance
is defined in the following way:
M(λ, T ) = c1λ
−5 [exp(c2/Tλ)− 1]−1 (7)
where M(λ, T ) is the spectral power of the blackbody radia-
tion, c1 and c2 are constants (c1 = 3.7418× 10−16 W · m2, and
c2 = 1.4388× 10−2 mK), λ is the wavelength m, and T is the
temperature in Kelvin [14].
The blackbody radiator model can be used to represent the
illuminant’s chromaticity
er(T ) =
M(λR, T )
M(λB , T )
eg(T ) =
M(λG, T )
M(λB , T )
(8)
or using (7)
er(T ) =
λ5B
[
exp
(
c2
TλB
)
− 1
]
λ5R
[
exp
(
c2
TλR
)
− 1
]
eg(T ) =
λ5B
[
exp
(
c2
TλB
)
− 1
]
λ5G
[
exp
(
c2
TλG
)
− 1
] . (9)
Fig. 2. Uniform material is illuminated by different sources of downwelling
light: Direct sunlight and scattered light. The constant chromaticity of the
material allows one to recover the chromaticities of the two illuminants and
to calculate the temperatures of blackbody radiators.
The characteristics of direct sunlight and scattered skylight
are dependent on the temperature of the blackbody radiator
(the temperatures for direct sunlight and scattered skylight).
Let us denote the temperature for direct sunlight as Tlight
and the temperature for the scattered light (shadowed area)
as Tshadow. It should be noted that Tshadow > Tlight, since
the spectra of scattered light are more bluish than the spectra
of direct sunlight. Recovery of the temperatures allows one
to identify the regions under sunlight illumination and scat-
tered light illumination (shadowed region) independently of the
scene.
III. SHADOW DETECTION USING THE
BLACKBODY RADIATOR MODEL
To calculate the temperatures Tshadow and Tlight, we can
use the fact that the same object in a scene can be under
direct sunlight and can be shadowed. This means that the
same material of the object is illuminated by the two different
illuminants (Fig. 2). To find the temperatures, we can use the
fact that the image chromaticities divided by the illuminant’s
chromaticity are identical to the surface chromaticity [14] (the
surface chromaticity is the same under both direct-sunlight and
scattered-light illuminants).
A. Illuminant Temperature Calculation
Using (4), (5), and (9), a set of equations can be established,
and the temperatures of the blackbody illuminants can be
calculated
ir,shadow
er,shadow
− ir,light
er,light
= 0 (10)
where ir,∗ and ig,∗ are calculated using (5) or
ig,shadow
eg,shadow
− ig,light
eg,light
= 0 (11)
where the indices “shadow” and “light” denote the chromatici-
ties of the shadowed and illuminated areas of the material. The
assumption for (10) and (11) is that the chromaticity of the
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material is constant. Components er,shadow, er,light, eg,shadow,
and eg,light are calculated by
er,shadow =
λ5B
λ5R
[
exp
(
c2
TshadowλB
)
− 1
]
[
exp
(
c2
TshadowλR
)
− 1
]
er,light =
λ5B
λ5R
[
exp
(
c2
TlightλB
)
− 1
]
[
exp
(
c2
TlightλR
)
− 1
] (12)
eg,shadow =
λ5B
λ5G
[
exp
(
c2
TshadowλB
)
− 1
]
[
exp
(
c2
TshadowλG
)
− 1
]
eg,light =
λ5B
λ5G
[
exp
(
c2
TlightλB
)
− 1
]
[
exp
(
c2
TlightλG
)
− 1
] . (13)
Since the chromaticities of the direct-sunlight and scattered-
light illuminants are different, it is possible to perform a
detection of shadow areas (the detection is dependent on the
temperatures of blackbody radiators Tlight and Tshadow)
(ir/er,shadow − ir/er,light) < threshr (14)
or
(ig/eg,shadow − ig/eg,light) < threshg (15)
where threshr and threshg are the threshold parameters for
shadow segmentation. Only one equation is necessary for the
shadowed-region detection. The detection of the shadowed
regions can be made using the er chromaticity (12) or using eg
chromaticity (13). The threshold value threshr (or threshg)
can be calculated automatically by the Otsu method [16], from
a functional dependence on two variables Tlight and Tshadow, or
manually. The nonparametric and unsupervised Otsu method
allows automatic threshold selection for image segmentation.
An optimal threshold is calculated according to the shape
of image histogram to separate the resultant classes in gray
levels with the between-class variance maximization and the
intraclass variance minimization. Manual parameter selection
can be used in an offline method to reach the best possible
quality of shadow detection.
B. Equation Solution
Since the functions of (10) and (11) describe an exponential
dependence, the direct minimization of the squared sum is
difficult to perform [14]. The authors in [14] propose to use
bracketing for the solution. In this paper, numerical Brent’s
method was used (IDL function zbrent.pro with modifications)
[17]. Brent’s method combines root bracketing, bisection, and
inverse quadratic interpolation to converge from the neighbor-
hood of a zero crossing. Using this method, convergence is
reached as long as the function is evaluated within the interval
known to contain a root.
The initial values are set to constrain the ranges to the
expected solution according to the prior knowledge of the
temperature range for a particular illuminant. The approximate
Fig. 3. Example of constant material (asphalt) partly shadowed and illumi-
nated by direct sunlight. Regions under different illuminants (sunlight and
scattered light) are outlined by rectangles.
temperature for the scattered light (blackbody radiator model)
is in the range 7000–7500 K, and that for direct sunlight
is from 5500 to 6500 K [18]. For example, the temperature
of sunrise/sunset illumination is in the range 2000–3000 K,
while the temperature of clear blue sky is between 10 000 and
20 000 K. The variation of the temperatures is possible due to
varying Sun elevation, geographical coordinates, etc. We set
extended ranges for the temperatures to include a wider range of
possible values: Tlight is in the range [5500, 7000], and Tshadow
is in the range [7000, 8500].
To calculate image chromaticities ir,shadow and ir,light (or
ig,shadow and ig,light), the R, G, and B pixel triplet values in
two regions (illuminated and shadowed) of the same material
have to be taken. An example of an object of uniform material
(asphalt) illuminated by direct sunlight and partly shadowed is
shown in Fig. 3.
The two regions are selected near a shadow border, at the
shadowed and illuminated sides. The shadow border can be
found in different ways (depending on the application of the
method): Automatic approaches are described in [19]–[21] or
manually. To make the calculation of the parameter set more
robust, several pairs of pixel triplets are randomly selected
from the two rectangular regions where the temperatures are
calculated and the mean values of the Tlight and Tshadow
temperatures are used for further calculations.
IV. SHADOW DETECTION ALGORITHM
The step-by-step shadow detection algorithm is executed as
follows.
1) Find the border of shadow irrespective of the location in
the scene or shadow type. This can be done manually or
automatically [19]–[21].
2) Locate shadowed and illuminated regions (see example in
Fig. 3). To make sure that the shadowed and illuminated
pixels are from the same object or material, pixels should
be taken near the shadow border (in the shadow and
illuminated parts).
3) Calculate chromaticities ir,shadow and ir,light (or
ig,shadow and ig,light) for the shadowed and illuminated
regions using (5).
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Fig. 4. Shadow detection on Landsat-7 ETM+ data (topographic shadows, mountain area, winter). (a) RGB band composition. (b) Tsai method [2]. (c) Shorter
method [24]. (d) Proposed method. Shadow masks are represented in “white.”
Fig. 5. Shadow detection on IKONOS data (cloud shadows, urban area, 4-m spatial resolution). (a) RGB band composition. (b) Tsai method [2]. (c) Shorter
method [24]. (d) Proposed method. Shadow masks are represented in “white.”
4) Calculate the parameters of the method Tlight and Tshadow
using (10) and (11) according to the temperature ranges
for direct-sunlight and scattered-light illuminants.
5) Calculate the chromaticities ir (or ig) for the image and
the values of er,shadow and er,light (or eg,shadow and
eg,light) using (12) and (13), respectively.
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6) Calculate the mask for the shadowed regions using (14)
or (15).
The adaptive part of the algorithm consists in the calculation
of the temperatures Tlight and Tshadow at step 4) (parameters of
the method) for the particular multispectral image.
V. PERFORMANCE EVALUATION
This section presents a description of the used multispectral
data, the metrics, and the results of numerical assessment
and comparison of the developed method. Medium, high,
and very high spatial resolution remotely sensed optical im-
ageries were used for the numerical assessment of the proposed
method.
Medium-resolution data sets included Landsat-7 Enhanced
Thematic Mapper Plus (ETM+) scenes, high-resolution data
sets comprised IKONOS scenes, and the very high resolu-
tion data sets were composed from the scenes acquired by
WorldView-2 and the German Aerospace Center (DLR) 3K
Camera system [22]. The spectral sensitivity ranges for the
channels are presented in tables. The channels employed for
shadow detection in the developed method are marked in
italic.
In order to illustrate the robustness of the shadow detection
method, different and commonly encountered shadowing situa-
tions and shadow types were used: 1) shadow caused by cloudi-
ness (medium- and high-resolution data: Landsat-7 ETM+ and
IKONOS); 2) shadow caused by buildings (very high resolution
data: WorldView-2 and DLR 3K Camera system); and 3) to-
pographic shadows (mountainous area and medium-resolution
data: Landsat-7 ETM+). High-resolution and very high res-
olution data allow one to assess the method with increased
accuracy.
To enable numerical evaluations of the developed method,
test regions with different shadow types were cropped from the
scenes. Manual interpretation of shadowed regions was made
in order to create ground truth of shadow regions (true shadow
masks). The true shadow masks were used in the evaluation of
the precision of the shadow detection methods.
The performance of shadow detection methods is usually
assessed by several metrics, among them the detection rate (DR)
and false-alarm rate (FAR). These metrics are appropriate for
an assessment of still shadow detection methods and depend
on the true positives (TPs; the number of shadow points
that are classified correctly), false negatives (FN ; the shadow
points classified as background), and false positives (FP ; the
background points are detected as shadows) [23]
DR =
TP
TP + FN
(16)
(TP rate, or recall), and
FAR =
FP
TP + FP
(17)
(corresponds to 1− p, where p is the so-called precision in the
classification theory). The DR is expected to increase up to a
value of one, while the FAR is expected to decrease to zero,
respectively.
TABLE I
LANDSAT-7 ETM+ BAND SPECTRAL AND SPATIAL RESOLUTIONS
In the following sections, we present several examples of
widely used spaceborne and airborne imageries with common
shadow situations, together with detection results. The scenes
were acquired during different seasons and times, as well as in
different geographical areas.
For comparison, two other recent and competitive methods
were selected: the Victor Tsai method [2] and the Nicholas
Shorter method [24]. Both methods show robust DRs for a
broad range of applications. The threshold parameters in both
methods were selected manually in such a way that the best
possible quality of shadow detection can be reached.
The ir chromaticity and threshr threshold parameter were
employed for shadow detection in the developed method. In
comparison to the ig chromaticity, the ir-chromaticity-based
shadow detection allows one to use wider value range of the
threshr parameter and to calculate the threshr value more
precisely.
The numerical assessment rates for all the detection methods
are presented in Table IV.
A. Landsat-7 ETM+
This example contains topographic shadows in a mountain
region [Switzerland, Fig. 4(a)]. The acquisition parameters are
as follows: Lat/Lon: N46.43◦/E11.13◦, date: January 26, 2000,
and time: UTC 09:45:00.
The threshold values are 135 and −0.35 for the Tsai and
Shorter methods, respectively.
The calculated values for the proposed method parameter
set are Tshadow = 8228 K, Tlight = 5519 K (λB = 0.4787 μm,
λG = 0.561 μm, and λR = 0.6614 μm), and threshr = 0.55
(Table I).
B. IKONOS
For IKONOS imagery, we present results on cloud
shadow detection [urban area, Athens, Greece, Figs. 5(a) and
6(a)]. The acquisition parameters are as follows: Lat/Lon:
N38.04◦/E23.67◦, date: July 27, 2004, and time: UTC 08:46:44.
The threshold values for the Tsai method are 45 [Fig. 5(b)]
and 135 [Fig. 6(b)]. The threshold values for the Shorter method
are −0.5 [Fig. 5(c)] and −0.37 [Fig. 6(c)].
The calculated values for the developed method parameter
set are Tshadow = 7765 K, Tlight = 5984 K (λB = 0.4805 μm,
λG = 0.5505 μm, and λR = 0.665 μm), and threshr = 0.45
(Table II).
C. WorldView-2
For WorldView-2 multispectral image, we present results
on the detection of the shadows from buildings (urban area,
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TABLE II
IKONOS BAND SPECTRAL AND SPATIAL RESOLUTIONS
Fig. 6. Shadow detection on IKONOS data (cloud shadows, urban area, 4-m
spatial resolution). (a) RGB band composition. (b) Tsai method [2]. (c) Shorter
method [24]. (d) Proposed method. Shadow masks are represented in “white.”
Munich, Germany, Fig. 7). The acquisition parameters are as
follows: Lat/Lon: N48.13◦/E11.57◦, date: February 25, 2010,
and time: UTC 10:22:06. The blue, green, and red bands were
used for shadow detection.
The threshold values are 130 and −0.6 for the Tsai and
Shorter methods, respectively.
The calculated values for the proposed method parameter
set are Tshadow = 7962 K, Tlight = 6035 K (λB = 0.4805 μm,
λG = 0.5505 μm, and λR = 0.665 μm), and threshr = 0.5
(Table III).
Fig. 7. Shadow detection on WorldView-2 data (urban area, 2-m spatial
resolution). (a) RGB band composition. (b) Tsai method [2]. (c) Shorter method
[24]. (d) Proposed method. Shadow masks are represented in “white.”
TABLE III
WORLDVIEW-2 BAND SPECTRAL AND SPATIAL RESOLUTIONS
D. DLR 3K Camera
For the DLR 3K Camera system, we evaluated the detection
of shadows from buildings. Two types of test scenes were
selected: shadows from low-rise buildings (residential area,
scene 1) and shadows from high-rise buildings (scene 2).
For scene 1 (low-rise buildings, residential area) Munich,
Germany [Fig. 8(a)], the acquisition parameters of the
DLR 3K Camera airplane system are as follows: Lat/Lon:
N48.12◦/E11.48◦, date: 30 April 2007, time: UTC 12:52:28,
aperture: F9.11, exposure time: 1/2 048 seconds, altitude:
2 466 m, spatial resolution: 0.292 m.
In Fig. 8, the threshold values are 135 and −0.37 for the
Tsai and Shorter methods, respectively. In Fig. 9, the threshold
values are 135 and −0.35 for the Tsai and Shorter methods,
respectively.
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Fig. 8. Shadow detection on DLR 3K Camera data (shadows from low-rise buildings, residential urban area). (a) RGB band composition. (b) Tsai method [2].
(c) Shorter method [24]. (d) Proposed method. (e) Manually interpreted shadow mask. Shadow masks are represented in “white.”
The calculated values for the proposed method parameter set
are Tshadow = 8260 K, Tlight = 5993 K, (λB = 0.4787 μm,
λG = 0.561 μm, and λR = 0.6614 μm were taken as for
Landsat-7 ETM+; see Section VI), and threshr = 0.55.
For scene 2 (high-rise buildings, residential area), Munich,
Germany [Fig. 9(a)], the acquisition parameters and the tem-
peratures are the same as those for scene 1.
VI. RESULTS ASSESSMENT AND DISCUSSION
The numerical evaluation of the method for scenes with
complex objects provides high precision for shadowed-region
detection (see Table IV). Examples of IKONOS test images
(Figs. 5 and 6) contain roads in shadowed region. Despite the
much higher intensity of the pixels of the roads, the shadowed
area was detected with the best quality, which is one of the
examples where other color transformation and segmentation
methods may fail (e.g., Tsai method).
Another example on cast shadow detection is shown in
Fig. 6. In this experiment, the illuminated and shadowed regions
were taken at the border of the shadow from a cloud, and
the values for the method parameter set were calculated. As
a result, all cast shadows were detected, and the self-shadow
(an object is shadowed by itself) of the mountain was also de-
tected [see Fig. 6(d)]. This practical example illustrates that the
shadowed regions can be detected irrespective of the shadow
type (i.e., all types of shadows are detected in the scene), and
the detection depends on the calculated temperatures of direct
sunlight and the scattered-light sources. The Tsai and Shorter
methods did not provide acceptable results and did not detect
self-shadows.
Fig. 7 shows an RGB image composed from the WorldView-
2 spectral channels (visible range), together with the corre-
sponding shadow masks. In this experiment, the illuminated
region of a roof and the shadowed part (i.e., self-shadow) at
the same roof were taken for the temperature calculations.
Cast shadows and self-shadows were detected in the scene
[Fig. 7(d)]. Shorter’s method results in an increased value of the
FAR score, caused by the wrong interpretation of buildings as
shadows.
For the DLR 3K Camera system, the central wavelengths
were taken as for Landsat-7 ETM+ (λB = 0.4787 μm, λG =
0.561 μm, and λR = 0.6614 μm). It was found that a small
change of the central wavelengths does not degrade the ac-
curacy of detection. All the methods provided little degrada-
tion of the DR and FAR (caused by moving cars, Figs. 8
and 9).
The DLR 3K Camera test sites illustrate the main drawbacks
of the Tsai and Shorter methods. The Tsai method detects roofs
of buildings as shadowed regions and is unable to deal with
bright objects under shadow (Fig. 8, road surface marking).
Shorter’s method mistakes vegetation (trees in Figs. 8 and 9)
for shadows and is unable to properly detect shadow over bright
objects (Fig. 8, concrete pavement).
Table IV illustrates the advantage of the proposed method
for all the examples having the highest DR and the lowest false
acceptance rate FAR. In Fig. 7(a), the Shorter method provided
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Fig. 9. Shadow detection on DLR 3K Camera data (shadows from medium-rise buildings, residential urban area). (a) RGB band composition. (b) Tsai method
[2]. (c) Shorter method [24]. (d) Proposed method. Shadow masks are represented in “white.”
TABLE IV
SHADOW DETECTION ACCURACY NUMERICAL ASSESSMENT (BEST SCORES ARE MARKED IN BOLD)
better detection of shadows but together with the very high
FAR value (FAR = 0.48); therefore, the presented method
is preferable. Another problem of shadow detection in very
high resolution data is moving objects. A high FAR score is
partly caused by a wrong assignment of moving objects as
shadow.
Many factors influencing image acquisition parameters also
influence the accuracy of shadow detection. The main factors
are as follows.
1) Daily and seasonal changes of solar illumination. The
change of the illumination spectra leads to a change of
the reflected spectra and, therefore, to a change of the
chromaticity of the objects. The detection of shadows
according to the acquired spectral or color properties of
the scene and comparison with prior expectations may
provide errors in the detection.
2) Geographic position, atmospheric composition (aerosol
optical thickness, water vapor column, etc.), and insola-
tion. Change of geographic position, as well as elevation,
leads to changes in direct-sunlight spectral distribution.
The Sun illumination spectra are influenced by the at-
mospheric composition. Moreover, the sunlight passing
through the atmosphere is attenuated.
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3) Content of the scene. For example, highly reflecting ob-
jects in a shadowed area can be interpreted as nonshadow
by the detection methods based on invariant color spaces.
Therefore, many of the methods with straightforward em-
ployment of invariant color spaces may fail because of high
variability of the image intensity in shadowed and illuminated
regions. The properties of the illumination sources, as well as
the properties of the illumination in shadow area, together with
the adaptive calculation of the method’s parameter set, can only
allow robust and stable detection of shadows.
In comparison to the tricolor attenuation model [10], our
method adaptively calculates all the parameter set values from
the input image and does not have restrictions on the lighting
conditions, i.e., there is no need to recalculate parameters or
extend to other lighting environments.
This method is easy for deployment as a procedure for a
system on remotely sensed image processing and interpretation.
The complexity of the method is dependent primarily on the
algorithm for shadow border search and on the method for the
temperature calculation. The selection of the proper method for
shadow border search, as well as automatic selection of the
initial parameters for the Brent’s method, allows one to run this
method with very low execution time.
Further application of this method has been performed for
reduction of errors in city digital elevation model update (wrong
boundaries of buildings can be detected due to the building
cast shadow and self-shadow), change detection (shadows from
clouds and buildings), and for classification of optical data
(specific classes among which a shadow class is outlined).
VII. CONCLUSION
An alternative method for shadow detection for remotely
sensed optical data has been developed. This method is based
on the physical properties of illumination source and employs
the blackbody radiator model for the description of the illu-
mination process. Robustness and high accuracy of shadow
detection are reached by the adaptive nature of the method. The
adaptiveness of the method consists in the calculation of the
parameter set values for a particular input image. This allows
one to extract all types of shadows from a single image.
High scores of statistical assessment rates were obtained on
different remotely sensed imageries influenced by the variations
of illumination, acquisition time, Lat/Lon coordinates, the Sun
elevation, atmospheric conditions, etc. High DRs were obtained
on the processed data sets of multispectral visible and near-
infrared images.
It should be noted that the application of the method is not
limited to remotely sensed data. The method can easily be
applied to other imagery from different sources and in the areas
of image recognition (object tracking, robot navigation, etc.).
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