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(b) comparing the mean-square error and the actual size and power of tests based on these estimators across a wide range of parameter values relative to the existing literature; and (c) assessing the performance of misspecification tests for bivariate probit models. The authors recommend two changes to common practices: bootstrapped confidence intervals for both estimators, and a score test to check goodness of fit for the bivariate probit model.
Introduction
This paper examines estimation issues in empirical models with binary regressors and outcome variables. A motivating example is the e¤ect of private schooling on graduation rates.
Here the "treatment"-attending a private school-and the "outcome"-whether or not the individual graduated-can take one of two potential values. Comparing mean graduation rates of children in public and private schools likely yields a biased estimate of the causal e¤ect of private schooling on graduation rates if omitted variables, such as ability, are correlated both with private school attendance and graduation rates.
There are two common approaches to estimating causal e¤ects in such models. One approach disregards the binary structure of the outcome and treatment variables and presents linear instrumental variables (IV) estimates of the treatment e¤ect; the second computes maximum-likelihood estimates of a bivariate probit (BP) model, which assumes that the outcome and treatment are each determined by latent linear index models with jointly normal error terms. Sometimes the two approaches can produce markedly di¤erent results. A persistent problem in the private schooling literature, for instance, is the large di¤erence between linear IV and BP estimates of the treatment e¤ect. In some cases, these di¤er by an order of magnitude with the linear IV estimates exhibiting larger coe¢ cients and standard errors (Altonji, Elder, and Taber 2005) .
Keeping aside the discussion on the relevance of reduced-form impacts versus structural parameters (Angrist 2001 , Mo¢ tt 2001 , the existing literature sometimes o¤ers con ‡icting advice on the best course of action in empirical problems of this sort. For instance, Angrist (1991, 2001) argues that the hard part of the empirical problem is …nding a good instrument and that the "di¢ culties with endogenous variables in nonlinear limited dependent variables models are usually more apparent than real." This argument is supported by a stress on causal e¤ects as opposed to structural parameters in these models and by Monte-Carlo simulations that argue for the robustness of the simpler linear estimator to the distribution of the error terms. On the other hand, Bhattacharya, Goldman, and McCa¤rey (2006) present simulations that suggest that BP is slightly more robust than IV to non-normality of the error terms. We show that both of these seemingly di¤erent viewpoints can be justi…ed depending on the structure of the problem. The reconciliation is based on (a) distinguishing carefully between the Local Average Treatment E¤ect (LATE) estimated under the linear IV with the Average Treatment E¤ect (ATE) estimated under the BP model and (b) extending the parameter values in Monte-Carlo simulations to cover a far wider range of model speci…cations relative to the existing literature.
We present asymptotic and …nite-sample Monte-Carlo simulation results for an extensive range of parameter values to help decide on a practical course of action when faced with a single dataset, a reliable instrument and (possibly) widely di¤ering estimates of the treatment e¤ect depending on the technique used. We focus on both the mean-square error of the estimators and on the size and power of hypothesis tests based on these estimators. We present simulations both with the BP model correctly speci…ed and with misspeci…cation due to non-normal error terms. Finally, we propose two straightforward additions to current practice that vastly improve the performance of the estimators and our con…dence in the normality assumptions of the BP model.
Our …rst set of results assumes that the BP model is correctly speci…ed. Under this assumption, when there are no covariates, BP tends to perform better than IV for smaller sample sizes (below 5000), with mixed results for larger samples. With a continuous covariate, the performance of BP dominates IV in all of our simulations, and BP performs especially well when the treatment probability is close to 0 or 1: For instance, when the treatment probability is 0:1, for all ranges of the outcome probabilities and even with sample sizes greater than 10,000 observations, the con…dence intervals of the IV estimate remain too large for any meaningful hypothesis testing; in contrast, BP con…dence intervals are much smaller.
1 Therefore, researchers should expect IV and BP coe¢ cients to di¤er quite substantially when treatment probabilities are low or when sample sizes are below 5000; linear IV estimates are particularly uninformative for hypothesis testing when treatment probabilities are low.
Further, as pointed out by Imbens and Angrist (1994) and others, the IV estimate is consistent for the local average treatment e¤ect (LATE) and not the overall average treatment e¤ect (ATE), which can be recovered from the maximum-likelihood BP estimate. That the estimators are estimating di¤erent e¤ects accounts for a …nding by Angrist (1991) that in some cases, the variance of the IV estimator is lower than that of the maximum-likelihood BP ATE estimator despite the well known e¢ ciency of maximum likelihood.
As expected, across most parameters of our simulations, the BP estimator is not robust to misspeci…cation of the BP model. Simulation results where the error terms exhibit excess skewness or excess kurtosis often lead to highly biased BP estimates, and tests based on BP estimates greatly overreject a true null hypothesis when the model is misspeci…ed. Tests based on IV estimates are more robust in terms of size, but they are also less powerful. The results presented in Bhattacharya, Goldman, and McCa¤rey (2006) on the robustness of the BP estimator to non-normal error terms arise only for speci…c combinations of the relevant parameters, as clari…ed by the extensive Monte-Carlo simulations considered here.
We propose two additional steps to recover better con…dence intervals and check for model misspeci…cation in BP estimators. For both BP and IV estimators, sample sizes have to exceed 10,000 before the coverage rates of the standard Wald-type con…dence intervals approach the nominal coverage rate. In general, IV con…dence intervals tend to be too conservative and BP con…dence intervals are not conservative enough. We show that using bootstrapped con…dence intervals (relative to analytical versions) improves the coverage rate of both IV and BP estimators for all parameter values. Second, we recommend running Murphy's (2007) score test to check the goodness-of-…t of the BP model; our simulations suggest that the score test is fairly good at picking up misspeci…cations arising from excess kurtosis or skewness in the error distributions.
The remainder of the paper is structured as follows. Section 2 reviews standard asymptotic results. Section 3 discusses the data generating process for the Monte-Carlo simulations and presents results. Section 4 concludes.
Asymptotic properties of IV and BP estimators
We …rst derive asymptotic results for the case of a single binary instrument and no covariates.
The section also details the relationship between two commonly used treatment e¤ects, the Average Treatment E¤ect (LATE) and the Local Average Treatment E¤ect (ATE).
Let T 2 f0; 1g be the endogenous treatment, and let Y 2 f0; 1g be the outcome of interest.
Let Y 1 be an individual's potential outcome had she received the treatment (T = 1), and let Y 0 be the individual's potential outcome had she not received the treatment (T = 0). Let Z 2 f0; 1g be an instrument for the treatment. Let T 1 be an individual's chosen treatment had she been given Z = 1, and let T 0 be an individual's chosen treatment had she been given
We follow Imbens and Angrist (1994) in de…ning an instrument Z as satisfying the following conditions:
and
We think of individuals as being sampled from the joint distribution of the random variables (Z; T 1 ; T 0 ; Y 1 ; Y 0 ). For each individual i, we actually observe (Z; T; Y ), where T = T Z and Y = Y T . Suppose that we have an i.i.d. sample of n individuals. We focus on three commonly estimated treatment e¤ects, de…ned as follows:
1. The average treatment e¤ect (ATE) over the entire population is given by
2. The average treatment e¤ect on the treated (ATT) is the average treatment e¤ect only over those individuals who actually received the treatment:
3. The probability limit of the IV estimator is what Imbens and Angrist (1994) called the local average treatment e¤ect (LATE):
Under the condition that T 1 T 0 for all individuals, Imbens and Angrist show that LAT E can be interpreted as the average treatment e¤ect for the subpopulation that complies with the instrument, i.e. the subpopulation for which T would be equal to Z regardless of
It is informative to compare these e¤ects to the result we would obtain if we ignore that T is endogenous and run an OLS regression of Y on T and a constant.
2
The probability limit of such a regression is
If E [Y 1 j T ] and E [Y 0 j T ] are invariant to T , so that there is no selection bias, then OLS = AT E = AT T . Note that this condition does not ensure that LAT E = AT E .
Bivariate probit model
Typically it is necessary to impose additional structure on the model in order to identify AT E and AT T . 3 One way to do this while still allowing the treatment to be endogenous is to assume a bivariate probit model, which is a linear index model with bivariate normal shocks (Heckman 1978) :
with (" 1 ; " 2 ) jointly distributed as standard bivariate normal with correlation and independent of Z. Note that assumption (1) above follows from this independence condition, and that 6 = 0 implies (2). When > 0, LAT E (5) has the interpretation given by Imbens and Angrist (1994) .
Let and be the standard normal distribution and density functions, respectively. Let B ( ; ; ) be the distribution function for the standard bivariate normal distribution with correlation . The ATE (3) is
3 Heckman and Vytlacil (1999) observe that if there exists a value z of the instrument such that E [T j Z = z] = 0, then AT T is nonparametrically identi…ed. If additionally there exists z 0 such that E [T j Z = z 0 ] = 1, then AT E is also identi…ed. This is a type of "identi…cation at in…nity" result since it typically requires extreme values of Z to be observed. However, with a binary Z as we have in our simulations, these conditions are rarely satis…ed.
A …rst-order Taylor approximation about = 0 is
The ATT (4) is given by
The LATE (5) can also be written as a function of the parameters in the bivariate probit model:
While all of the types of treatment e¤ects are equal when = 0, they can di¤er significantly for other values of ; in particular, the ordering of AT E , AT T , and LAT E varies across parameter values. In Appendix A.2, we derive a Taylor approximation for the ratio
Since the probability limit of the IV estimator^ IV is LAT E , (12) can be used to obtain a quick and intuitive approximation of the bias of^ IV for AT E . In general,^ IV is most biased relative to AT E when j j is large, and p T and p Y are far from 
Asymptotic variance of linear IV estimator
The asymptotic variance Avar[^ ] of an estimator^ is de…ned such that
The asymptotic variance of the IV estimator^ IV is 
The asymptotic variance of^ IV increases as p Y approaches 
where
Once we have estimates of the parameters, we can estimate most types of treatment e¤ects, because they are functions of ; by substituting the estimated parameters into the expressions (8) for the ATE, (10) for the ATT, and (11) The asymptotic variance of the ML estimator^ of is given by Avar[^ ] = I( ) 1 , the inverse information matrix evaluated at the true . There are two common ways to calculate I( ):
Using the delta method, we compute the asymptotic variance of any continuously di¤eren-tiable function f of as 
Comparing the asymptotic variances
Because linear IV only consistently estimates the LATE, the asymptotic variances of linear IV and maximum-likelihood BP are compared most fairly for estimation of the LATE. When the BP model (7) is correctly speci…ed, maximum likelihood BP is asymptotically e¢ cient for the LATE since it is asymptotically e¢ cient for any smooth function of the parameters . Using the formulas (13) and (18), we compared the asymptotic variances of^ IV and BP LAT E for the LATE in model (7) Table 1 compares the parameter ranges used in the di¤erent papers.
Our simulations Angrist ( 
Data-generating processes
Our data-generating processes (DGPs) are all based on the following latent-index model:
where T i and Y i are latent continuous variables; , , T , Y , T , and Y are parameters;
X i is an exogenous covariate; and Z i is an instrumental dummy variable that is zero with probability 1 2
and one with probability 
We consider two DGPs for X i :
1. In the …rst DGP, X i = 0 always, and hence we do not estimate T or Y .
2. In the second DGP, X i N (0; 1), and X i is independent of Z i .
The error terms " T i and " Y i are always jointly independent of (X i ; Z i ) and can be generated according to any of six possible processes:
1. " T and " Y are jointly bivariate standard normal with correlation taking on one of four possible values: 0; 0:3; 0:5; 0:7.
2. Generate (u T ; u Y ) as bivariate normal with correlation 0:32. Then transform For each of the 300 combinations of possible DGPs for X i , DGPs for (" T ; " Y ), and values of p T and p Y speci…ed above, we conduct Monte-Carlo simulations on samples of 400, 800, 1K, 2K, 3K, 5K, 8K, 10K, 15K, 20K, and 30K observations. We run 1000 simulations for each sample size. In each simulation we compute the IV estimate of the LATE and the maximum-likelihood BP estimates of the ATE. Greene (1998) observed that the endogeneity of T i does not a¤ect the form of the BP likelihood function (15), and hence BP estimates can be obtained directly from the bivariate probit routine available in many statistical software packages.
In the simulations with nonzero covariates X i , the ATE for the bivariate probit model is estimated as^
The true ATE and LATE always lie in the interval [ 1; 1]. While^ BP AT E will always fall in that interval,^ IV is sometimes outside this interval, especially when the sample size is small.
Results
Our simulation results are presented in Figures An overarching theme thus far is that the BP estimators are generally more e¢ cient than linear IV, especially when the model speci…cation includes additional covariates. However, the gain in e¢ ciency may be outweighed by the severe bias when the BP model is misspeci…ed. 6 For simulations with skewness or excess kurtosis of the error terms, the results are similar because the BP estimates are still consistent, despite the misspeci…cation. This is because with no covariates our misspeci…ed DGP is observationally equivalent to a correctly speci…ed bivariate probit model. Recall that (u T ; u Y ) are generated as bivariate normal with correlation , and then
Then a correctly speci…ed bivariate probit model with coe¢ cients~ T ,~ ,~ Y ,~ , produces the same distribution of observables as our DGP, and the values of all treatment e¤ects are the same in both models. It would have been possible for the BP estimators to be inconsistent if we had modi…ed the joint distribution of (" T ; " Y ) rather than modifying the marginal distributions individually. With a nonzero covariate X i , the assumption of normality will actually be restrictive because the transformation f 1 will be applied at more than two points and hence will no longer preserve linearity.
Coverage of con…dence intervals
Our …nal simulation results examine the validity of con…dence intervals generated by the various methods and the performance of goodness-of-…t tests for the BP model, which can help detect potential misspeci…cation in the BP model. Figure 6 compares the nominal 95% con…dence intervals based on^ IV and^ BP AT E in terms of coverage of AT E . The standard error used to construct the con…dence intervals for^ IV is obtained using the sample analogue of the asymptotic variance (13). Results are shown in Figure 6 for a correctly speci…ed model with X i N (0; 1) and = 0:3. As shown in the …gure, the IV coverage tends to be too high (greater than 95%) for small samples but slowly deteriorates towards zero as the sample size increases and^ IV converges to LAT E rather than AT E (the dashed curve in the …gure).
The most common way to compute standard errors for the BP parameters is by estimating the information matrix using the sample analogue of I 2 (^ ) (17). We would then apply the delta method as in (18) to obtain standard errors for^ BP AT E . BP con…dence intervals for AT E computed in this way display signi…cantly lower coverage than the nominal 95% for sample sizes below 5,000, even when the model is correctly speci…ed, but coverage improves toward 95% in samples larger than 10,000 observations (the solid curve in the …gure). Further investigation reveals that this undercoverage occurs because standard errors for the BP parameters are too small, and additional undercoverage is introduced in the delta-method step. 7 Alternatively, we tried estimating the information matrix using the sample analogue of I 1 (^ ) (16), or standard errors can be estimated using the Huber-White sandwich (robust)
1 . These methods result in similar undercoverage of AT E .
Fortunately, bootstrapped con…dence intervals appear to provide a simple …x for over and undercoverage in both the IV and BP models. In the bootstrap, we draw with replacement n observations from the data and estimate^ BP AT E and^ IV using the new sample. This is repeated many times, and the size-con…dence interval for AT E or LAT E is reported as the interval between the Because we ran thousands of simulations we used 39 bootstrap replications in each of our simulations to save time (each bootstrap replication took about 15 seconds at n = 30; 000), but we recommend at least 199 bootstrap replications in practice to reduce sampling noise. In addition, we simulated bootstrap results for only two sample sizes (n = 400 and n = 3; 000)
given the processing time involved.
The coverage rates of the bootstrapped BP con…dence intervals for AT E are close to 3.4 Goodness-of-…t tests for bivariate probit Figure 8 presents results of goodness-of-…t tests for the bivariate probit model. We compare the ability of two di¤erent goodness-of-…t tests to detect our non-normal data-generating processes. Our …rst test is an adaptation of the Hosmer and Lemeshow (1980) test to the bivariate probit model. This test divides the observations into subgroups and checks whether the frequencies of observed (y i ; t i ) match predicted frequencies given^ and the distribution 8 Our simulations indicate that these quantile-based con…dence intervals perform better than bootstrapping standard errors and then using a normal approximation to obtain con…dence intervals.
9 When the BP model is misspeci…ed, the coverage rates of BP con…dence intervals are severely a¤ected by the misspeci…cation when there are covariates X i . The misspeci…cation has a lesser impact on IV coverage rates, since IV standard errors tend to be larger and IV is generally not consistent even in the BP model. However, for the same reason, tests based on^ IV are generally less powerful than tests based on^ Murphy (2007) . 10 This test embeds the bivariate normal distribution within a larger family of distributions by adding more parameters to the model and checks whether the additional parameters are all zeros using the score for the additional parameters at the BP estimate. 11 We set both tests to reject at a 5% signi…cance level using asymptotic chisquare critical values. 12 In our simulations with a bivariate normal data generating process, both tests reject about 5% of the time, as expected. The score test performs much better than the Hosmer-Lemeshow test in detecting our non-normal data-generating processes, as shown in Figure 8 . The results of this comparison of the two tests agree with those of
Chiburis (2010) from simulations without an endogenous regressor.
Conclusion
We have derived asymptotic results and presented simulations comparing bivariate probit and linear IV estimators of the average treatment e¤ect of a binary treatment on a binary outcome. Our simulation results provide some practical guidance on the choice of speci…cation in practical problems with di¤erent parameter values and the presence/absence of covariates and can help explain widely di¤ering results depending on the speci…cation chosen. Our …ndings can be summarized as four main messages for practical applications in empirical models with binary regressors and binary outcome variables:
Researchers should expect IV and BP coe¢ cients to di¤er substantially when treatment probabilities are low or when sample sizes are below 5000. Linear IV estimates are particularly uninformative for hypothesis testing when treatment probabilities are low, 10 See Chiburis (2010) for corrections to several errors in Murphy (2007) and an alternative derivation of the test.
11 Since T i is endogenous, predicted probabilities of (y i ; t i ) used to calculate the test statistic are computed conditional on X i and Z i but not T i .
12 Murphy (2007) recommends bootstrapping the critical value of his test, but we …nd that the asymptotic critical values work well enough even at small sample sizes that the time-consuming bootstrap is not necessary. a problem that is accentuated when there are covariates in the model. Table A5 in the Appendix provides the ATE, the ratio of LATE to ATE and the root mean square error for di¤erent values of p T , p Y and for di¤erent sample sizes. These tables can be used as a guide for practical applications. One recommendation is to present both linear IV and BP estimates when there are covariates in the model, and for the ranges of p T and p Y where IV con…dence intervals are large.
The di¤erence between IV and BP estimates could also re ‡ect di¤erences between the LATE and ATE estimates recovered by the linear IV and BP procedures respectively. Again, Table A5 as well as our asymptotic ratio approximation provide a guide for the variance in these estimates.
Con…dence intervals recovered through bootstrapping are a must in these models when sample sizes are below 10,000 and should be preferred to analytical standard errors for all applications.
As is well known, researchers should be aware that for a broad range of parameter values, misspeci…cation of the BP model can lead to severe bias in BP estimates. This problem, however, does not arise in models with no covariates. In models with covariates, Murphy's goodness-of-…t score test (Murphy 2007 , Chiburis 2010 can help detect misspeci…cations of the BP model.
A Appendix

A.1 Stata commands
In this appendix we describe how to run our recommended BP and IV procedures for calculating treatment e¤ects in Stata. The Stata commands biprobittreat, scoregof, and bphltest are available for download at https://webspace.utexas.edu/rcc485/www/code.html Suppose we have a dataset with binary outcome Y, binary treatment T, instrument Z, and covariates X1, X2.
To compute^
IV along with bootstrapped con…dence intervals, type: 
A.2 Derivation of LAT E = AT E approximation (12)
Using (8) and (11), we compute a …rst-order Taylor approximation of LAT E AT E about ; ; = 0.
Although the ratio is unde…ned for = 0 or = 0, the limit lim ; ; !0
LAT E AT E
exists and is equal to 1, so we can still compute the Taylor expansion around this point. The terms involving the derivatives with respect to and are zero because 
+ lim
The limit is indeterminate, so we apply L'Hôpital's rule twice to obtain
In order to write this in terms of p T and p Y , at = = 0 we approximate
and Y 1 (p T ), yielding
A.3 Derivation of Avar[^ IV ] approximation (14)
We can write (13) as
is the probability limit of the coe¢ cient on Z in the …rst stage of the IV regression. A Taylor approximation of~ in terms of p T is 
to approximate
A.4 Adapted Hosmer-Lemeshow goodness-of-…t test for bivariate computed as E cyt = P i2cell c^ iyt , where^ iyt is the predicted probability of (Y; T ) = (y; t) given (X; Z) = (x i ; z i ), evaluated using the BP model at the estimated parameters^ . The Pearson test statistic is
When X and Z are discrete and the number of unique cells (x; z) is small relative to n, X 2 is approximately distributed as chi-square with 3C dim ( ) degrees of freedom under the null hypothesis that the true model is BP (Osius and Rojek 1992) . We recommend the use of the Pearson test statistic in such cases. However, when there are many unique values of (x; z) in the data, as is the case when X or Z is continuously distributed, Osius and Rojek (1992) show that this asymptotic approximation for X 2 breaks down. They compute a better asymptotic distribution of X 2 for the continuous case.
The method of Hosmer and Lemeshow (1980) and Fagerland, Hosmer, and Bo…n (2008) , which was originally developed for logistic models, is another way to modify the Pearson test for use with continuous X or Z. This test combines the observations into a smaller number of groups to ensure that the test statistic is well approximated by its asymptotic distribution.
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To adapt the Hosmer and Lemeshow (1980) test to the bivariate probit model, we choose two constants G 1 and G 2 . We …rst sort the observations into G 1 groups of roughly equal size based on Pr[T = 1 j^ ; X = x i ; Z = z i ]. Within each of these groups, we then sort the observations into G 2 subgroups based on
This results in a total of G = G 1 G 2 groups. For each of these groups g, let O gyt be the number of observations in group g with Y = y and T = t, and let E gyt = P i2group g^ iyt . The adapted Hosmer-Lemeshow test statistic is
Under the null hypothesis that BP is the correct model, we expect C to be distributed approximately chi-square with 3(G 2) degrees of freedom. This distribution was derived by Fagerland, Hosmer, and Bo…n (2008) based on simulations. In our simulations, the Hosmer-Lemeshow test statistic C is computed with G 1 = G 2 = 3.
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A.5 Simulation root-mean-square error tables
Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Table 2 : Root-mean-square error of^ BP AT E and^ IV for true ATE as a function of p T and p Y , in bivariate probit model simulations with no covariates and = 0. For most values of p T and p Y , the RMSE of BP is much smaller than the RMSE for IV in the sample sizes below 3000, but the di¤erence shrinks with larger sample sizes.
Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Table 3 : Root-mean-square error of^ BP AT E and^ IV for true ATE as a function of p T and p Y , in bivariate probit model simulations with no covariates and = 0:3.
Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Table 4 : Root-mean-square error of^ BP AT E and^ IV for true ATE as a function of p T and p Y , in bivariate probit model simulations with no covariates and = 0:5.
Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 Root-mean-square error n = 400 n = 1; 000 n = 3; 000 n = 10; 000 n = 30; 000 The area between the thin solid curves represents the range between the 5th and 95th percentiles of the BP estimator, and the area between the thin dashed curves represents the same range for the IV estimator. The thick solid curve is the mean BP estimate, the thick dashed curve is the mean IV estimate, and the dotted line is the true ATE. Figure 4: Spread of BP and IV estimates in simulations with covariate X and = 0:3. The area between the thin solid curves represents the range between the 5th and 95th percentiles of the BP estimator, and the area between the thin dashed curves represents the same range for the IV estimator. The thick solid curve is the mean BP estimate, the thick dashed curve is the mean IV estimate, and the dotted line is the true ATE. Figure 5: Spread of BP and IV estimates in simulations with covariate X and = 0:3 and skewed error terms. The area between the thin solid curves represents the range between the 5th and 95th percentiles of the BP estimator, and the area between the thin dashed curves represents the same range for the IV estimator. The thick solid curve is the mean BP estimate, the thick dashed curve is the mean IV estimate, and the dotted line is the true ATE. Figure 8: Power (rejection probability) of 5%-level Murphy score (solid curves) and adapted Hosmer-Lemeshow (dashed curves) goodness-of-…t tests for normality in simulations with covariate X and = 0:3 and skewed error terms.
