ABSTRACT Multiple measurement vectors (MMVs) are regarded as jointly sparse when their elements share a common sparsity pattern. Direction-of-arrival (DOA) estimation with a small number of noisy snapshots can be modeled as an MMV problem and solved by compressive sensing-based algorithms. However, all these algorithms have to search the potential DOAs or areas actually containing sources over the entire range of interest which requires a rather heavy computational cost. In this paper, we propose a new algorithm with a pre-estimation to reduce the dimensionality of the measurement matrix for DOA estimation with a small number of noisy snapshots. In the first stage, the range of interest is divided into a relatively low-resolution grid, and the conventional beam former is used to quickly identify the candidate or potential areas where true sources may exist. In the second stage, the candidate areas obtained in the first stage are divided into a denser sampling grid, and the 2,1 -norm penalty is used to solve the MMV problem. The uniform linear array case (1-D DOA) and uniform plane array case (2-D DOA) are considered in this paper. Simulation results demonstrate the effectiveness and efficiency of the proposed algorithm.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation is a major task for array signal processing in, e.g., smart antennas, radar detectiors, remote sensing, and mobile communication systems [1] - [5] . Many high-resolution DOA algorithms have been documented in the literature (see, e.g., [6] , [7] and the references therein), and most of these methods depend on the statical properties of the collected data, and thus require a sufficiently large number of snapshots for accurate estimation [6] - [10] . However, in many practical applications, due to various physical constraints, only a few snapshots or, in the worst case, a single snapshot can be used for DOA estimation [11] - [13] . For example, in automotive radar systems, adaptive cruise control (ACC) and/or emergency brake assist (EBA) require the real-time estimation of the distances and speeds with respect to other targets as well as the target DOAs. Due to the rapid change of the relative positions, the number of available snapshots is heavily restricted [11] .
Another example can be found in sonar processing where the physical constraints, such as sound speed, limit the number of available snapshots.
For DOA estimation problem in the worst case, i.e., under the assumption that only a single snapshot is available, the Bayesian framework and the maximum likelihood (ML) method have been investigated in [12] and [11] . In [13] , the single snapshot DOA estimation problem is formulated as a problem of finding a sparse representation (i.e., a vector having small number of nonzero entries) of Single Measurement Vector (SMV) [14] , [15] , and a new method based on compressive sensing (CS) [16] - [19] has been proposed, which has been shown more robust than the Bayesian framework and the ML method.
On the other hand, for the case having a few snapshots available, the DOA estimation problem can be formulated as a Multiple Measurement Vectors (MMV) problem in an over-complete dictionary, i.e., the problem of finding sparse representations (i.e., matrices having small number of rows that contain nonzero entries) of MMV (see, e.g., [7] , [15] ). Based on this framework, some CS-based algorithms have recently been proposed for DOA estimation with a few snapshots by essentially generalizing the methods for the SMV case to the MMV case [14] , [15] , [20] . In particular, the 1 -SVD algorithm [20] is recognized as a powerful sparse recovery algorithm for DOA estimation, which incorporates the singular value decomposition (SVD) step of the subspace algorithms into a sparse recovery method with l 1 -norm penalty so that closely spaced correlated sources can be dealt with effectively [7] . However, the 1 -SVD algorithm requires a priori knowledge of the number of sources to achieve an accurate estimation, and in the case where the actural number of sources is unknown, estimation performance will be obviously degraded [7] . To overcome this difficulty and to further improve the DOA resolution performance, the joint 2,0 approximation DOA (JLZA-DOA) algorithm has been proposed in [7] . Based on the concept of joint sparsity (i.e., a set of vectors is defined to be jointly sparse if the entries of these vectors share a common sparsity pattern), it has been clarified in [7] that the DOA estimation problem can be cast as a problem of finding a jointsparse representation of MMV and this problem can be solved by minimizing a mixed 2,0 norm approximation. It has also been demonstrated by numerical simulations that the JLZA-DOA algorithm can achieve high-resolution by using only a small number of snapshots, without requiring a good initialization and/or a priori knowledge of the actural number of sources [7] . Along the similar line, other kinds of extensions of the 1 -SDV algorithm have also been reported [21] , [22] . The Noise Subspace Weighted 1 -2 (NSW-1 -2 ) algorithm of [21] is established based on weighted 1 minimization, with the weights determined by utilizing the orthogonality between the noise subspace and the array manifold matrix. In [22] , the Capon spectrum is employed to design a weighted 1 -norm penalty to get a better 0 -norm approximation and further enforce the sparsity so that better DOA estimation performance can be achieved.
However, all these algorithms have to search the potential DOAs or areas actually containing sources over the entire range of interest by a convex optimization algorithm. To obtain a high resolution result, the entire range of interest should be divided into a dense sampling grid, which requires operation of a measurement matrix with very high dimension in every iteration and thus results in a rather heavy computational cost. To avoid the substantial increase in computation by considering a dense fine grid, the multi-resolution grid refinement method has been proposed in [20] . Instead of a universally fine grid, only the areas around the regions where the sources may exist are divided into a dense sampling grid. The knowledge of the regions where the sources may exist is achieved by a sparse recovery method with l 1 -norm penalty using a coarse sampling grid first. However, it is found that the effectiveness of using a coarse sampling grid together with a sparse recovery algorithm is rather limited. As will be shown later in Section II, this method often fails to achieve an estimated direction including or being close to a certain true source even when the sampling grid is not yet coarse enough to significantly reduce the computational cost. Therefore, the sampling grid should not be set too rough in order to avoid wrong estimation, and in general a 1 • or 2 • uniform sampling grid is often used [20] .
In order to overcome the above difficulty, we develop a new algorithm which searches the sources using much a coarser sampling grid than the multi-resolution grid refinement method in the first stage. Since the sampling grid become coarser, the number of potential DOAs becomes smaller. It results in a lower dimension of a measurement matrix and a lower computational cost. Instead of the sparse recovery method with l 1 -norm penalty, we use a low-resolution method called the conventional beam former (CBF) [23] to quickly identify the candidate or potential areas where true sources may exist. The CBF identifies the candidate or potential areas by checking the correlation between an estimation and a source. Even when the sampling grid is coarse and the closest potential DOA is away from the source, the correlation between the estimation on the source and the closest grid to the source is still high. While the correlations between the source and the estimations on the other potential DOAs are near to zero. Therefore, the CBF can identify the candidate or potential areas where true sources may exist for rather coarse sampling grid. Thus, the areas that obviously contain no sources (where the correlation is near to zero) can be removed, while those that possibly include true sources (where the correlation is relatively high) can be kept for further detailed searching. Specifically, the proposed algorithm consist of two stages:
• the pre-estimation stage: a relatively low-resolution grid division is applied to the range of interest, and CBF is used to quickly identify the candidate or potential areas where true sources may exist;
• the grid search stage: the candidate areas obtained in the first stage are divided into a denser sampling grid, and 2,1 -norm minimization is utilized to locate the sources with a high-resolution.
It should be noted that the 2,1 -norm penalty is a simple and effective method for exploiting the sparsity of an MMV signal when the elements of the vectors share a common sparsity pattern, and the multi-resolution grid refinement method can also be used here to further divide the obtained candidate regions into a denser sampling grid to get a higher resolution. Moreover, the proposed method will also be further extended to the case of two-dimensional DOA (2D-DOA) estimation.
The remainder of this paper is organized as follows. In Section II, the CS-based DOA model is described. In Section III, we introduce our algorithm and explain how to reduce the search range by the CBF. In Section IV, the proposed method is extended for 2D-DOA estimation by a uniform plane array. In Section V, numerical simulations are presented to show the effectiveness of the proposed algorithm. The conclusions are given in Section VI. 
II. SIGNAL MODEL
We now consider a uniform linear array (ULA) of M sensors, which is shown in Fig. 1 . The distance between adjacent sensors is equal to half the wavelength. Denote the signal coming from the k-th narrowband source at the direction θ k by s k (t) (k = 1, . . . , K ). The ULA observations at time t (t = 1, 2, . . . , L) can be described as [23] 
where
is the DOA vector containing the directions of arrival of individual signals.
T , and n(t) is the M × 1 additive white Gaussian noise (AWGN) vector. The elements of n(t) are random variables with a Gaussian distribution having zero mean and variance σ 2 n , i.e.,
In addition, the operator (·) T , (·) H and E{·} denote transpose, conjugate transpose and expectation, respectively. 0 and I denote a null matrix and an identity matrix of suitable dimension, respectively. The mapping θ → A(θ ) depends on the array geometry and the wave velocity, which are assumed to be known for any given θ . The number of sources K is unknown, and the DOA estimation problem, or the source localization problem, considered here can be stated as follows: Given the ULA observations x(t) and the mapping θ → A(θ ), find the unknown directions θ k for all k, and the number K . A(θ ) is unknown as it depends on the source directions θ which are to be found. An overcomplete representation of x(t), which is developed in [20] can be used to overcome the problem that A(θ ) is unknown. In this framework, considering the far-field scenario, the entire search range is divided into numerous distinct DOAs of potential source locations. Let {φ 1 , . . . , φ P } be the potential directions of all potential source locations. In general, the number of potential source locations P is much larger than the number of sources K or even the number of sensors M . Collect the steering vectors for each element of {φ 1 , . . . ,
is known and is independent of the true source directions. The observations x(t) can be formulated as a sparse representation problem in MMV form [20] .
Ideally, if φ p = θ k for some k, the p-th element ins(t) is nonzero and equal to s k (t), otherwisē s(t) = 0. If we can solve S from X using Eq. 3, the positions of the nonzero elements in S represent the true directions. When the true directions are time-invariant over the period of observation, the nonzero elements share K same rows corresponding to the true directions. Therefore, only K rows of S are nonzero. Such an S is called jointly K -sparse [25] . As a result, the task of DOA estimation with MMV can be changed to determining the positions of nonzero elements in S.
The jointly sparse matrix S can be exactly estimated by [21] :
where ε is a small constant, · F denotes the Frobenius norm and
ij denotes the 2,1 -norm [26] , [27] . The 2,1 -norm ensures that the number of the nonzero rows inS is the least. OnceS is computed using Eq. 4, the peaks of 2 -norm of each row inS provide the true directions.
In practice, equality φ p = θ k may not hold exactly for any k. Nevertheless, making the grid dense enough, one can ensure φ p ≈ θ k closely, and the remaining modeling error is absorbed in N [7] . However, we cannot make the grid very dense since this will increase the computation time. As a natural solution, the multi-resolution grid refinement method has been proposed in [20] . This method divides the range of interest into a coarse sampling grid first, and searches the potential DOAs where sources may exist by a sparse recovery method. Then the candidate grids obtained in the first stage are divided into a denser sampling grid and the same sparse recovery method is used again to search the sources.
In contrast, a coarse sampling grid results in a short computation time but low resolution estimation performance. In the worst case, the directions nearby the true sources cannot be obtained. An example for the results of different grid refinements solved by the sparse recovery algorithm is shown in Fig. 2 , where the true signals come from Fig. 2 (a) shows the ideal situation, where the interval between two sampling grids φ is set to 1 • .
FIGURE 2.
Results estimated by the CS-based algorithm for different φ.
We see that all true directions can be found. In Fig. 2 (b), when φ = 5 • , the some directions closest to the true directions can be estimated. Since the true directions are not on-grid, they cannot be achieved directly, but we see that the estimated directions are very close to these true directions. In Fig. 2 (c), when φ = 10 • , the estimated directions are quite different from the true directions. That is, the sparse recovery method fails to find the candidates for true sources. This fact motivates our research, and a new method will be proposed, which uses CBF (a low-resolution method) to quickly identify the candidate or potential areas even for the sampling grid coarser than the one in Fig. 2(c) .
III. DIMENSION-REDUCED DIRECTION-OF-ARRIVAL ESTIMATION BASED ON 2,1 -NORM PENALTY
In this section, a dimension-reduced DOA estimation based on CS is proposed. First, the CBF (a low-resolution method) [23] is used to quickly identify the candidate or potential areas where true sources may exist. Then, 2,1 -norm minimization (a high-resolution method) is used to locate the sources.
A. PRE-ESTIMATION
In this stage, a relatively low-resolution grid division is applied to the range of interest. In order to avoid the fail to find the candidate or potential regions and, at the same time, to reduce the computational cost more effectively, a lowresolution method called CBF is used to identify the potential DOA closest to the corresponding true sources.
Assume that there is a observed signal X = a(θ)S whose source comes from θ and a candidate signalX = a(φ j )S whose source comes from a candidate direction (φ j ). For convenience, we setS as 1 and θ = φ i . The output power W (φ j ) of the CBF whose inputs are the observed signal X and the candidate signalX is used to locate the sources. It is defined as:
where R ss = SS H . When X is given, the output power W (φ j ) is determined by the correlation between a(φ i ) and a(φ j ).
Only when φ i = φ j , the absolute value of the correlation is the largest (see Fig. 3 ).
Assume that φ i and φ j is the i-th and j-th elements of {φ 1 , . . . , φ P } respectively, namely, a(φ i ) and a(φ j ) are the i-column and j-column of respectively. The correlation between a(φ i ) and a(φ j ), i.e., the i-th and the j-th columns of is defined as [24] , [29] 
In view of that a source may come from any direction of interest, the measure of correlation between any two columns of is necessary. An intuitive measure is its mutual coherence defined as [24] , [29] 
Then, the absolute Gram matrix is defined as
The element in the i-th row and the j-th column of G can be written as G i,j = χ φ i , φ j , which represents the absolute value of the correlation between a(φ i ) and a(φ j ). A large G i,j denotes a high correlation, while a small G i,j denotes a low correlation. Fig. 3 (b) and (d), it can be found that the position of the closest null point to φ i is determined by the number of sensors M . A smaller M can yield less null points and a farther null point from φ i , thus resulting in a wide beam width. When φ j is in the area between two points which are the most closest to φ i , the correlation also can be used to determine whether the target exists. According to Appendix, the closest null point to φ i is φ j = arccos cos
In other words, the correlation between a(φ i ) and a(φ j ) is still high, although φ j is away from φ i . Hence, it is feasible to determine whether there is a source in one divided search area based on one φ j , which belongs to this search area. In addition, for a small-scale ULA, all the observations X can be used directly due to its low resolution. However, for a largescale ULA, the high resolution is not conducive to the search area division, as the correlation decreases rapidly when φ j is slightly away from φ i . Therefore, only the observations X measured by the firstM sensors are required. In this way, the resolution can be reduced artificially for area search. M can be determined by the number of search areas according to the absolute Gram matrix.
In the first stage, the search range is divided intoP (P < P) sampling grids φp coarsely, wherep = 1, 2, . . . ,P. Thus, = a(φ 1 ), . . . , a(φP) . The interval between two adjacent search areas is φ = φp +1 − φp. Then, the largest correlation can be found as follows:
where W = [W (φ 1 ) , . . . , W φp , . . . , W φP ] is a correlation filter used to output the correlation between a φp and the observations X. It can be defined as follows:
where R XX = XX H is the covariance matrix of the observations X. The index set of theK largest W φp can be found as follows:
The true signal directions are located in the index set with a high probability. In other words, K can be constructed as a new manifold matrix for the grid search.
B. GRID SEARCH WITH 2,1 -NORM PENALTY
The areas whose correlations are near to zero can be ignored after the first state. Only the candidate areas are applied in the second stage to achieve the true direction with a high resolution. To achieve a high resolution result, the K found in the first stage is divided into a denser sampling grid and construct a new matrix s = a(φ s1 ), . . . , a(φ sP s ) (M < P s P). Thus, the problem can be modeled as
In the same way stated for (3), we can estimate the signal directions by finding the nonzero values in S. This problem can be converted into the following 2,1 -norm minimization problem:
where ε is a small constant, which can be set as ε ≥ N F [28] , [29] . We can directly use a Matlab tool called CVX to solve the optimization problem in (13) [30] . Using the true signal s, the constraint in (13) can be reconstructed as follows:
Using the triangle inequality (
Considering the sign, we have
Since ε ≥ N F , the above inequality can be simplified as follows:
To achieve the max residual angle, we assume that there is only one nonzero value element in s and inS. This yields
where s(θ ) is the true signal from θ ands(φ) is the estimated signal from φ. According to (13) , the solution meets the condition that minimize f s(φ) where
where It follows that ∂f s (φ)
The relation between θ and φ can be achieved as
This equation can be solved as
Insertings(φ) of (23) into (18) yields
Thus, we can achieve
where ρ = a H (φ)a(θ) M = χ (φ, θ) denotes the correlation and υ = ε/ s(θ ) F ≥ n F s(θ ) F is related to the noise power required by the signal-to-noise ratio (SNR). The proposed method can be summarised as Algorithm 1.
Algorithm 1 Dimension-Reduced Direction-of-Arrival Estimation Based on 2,1 -Norm Penalty

Input:
The manifold matrix , The sampled signal X, The parameter ε = N F P , The number of possible search areasK , Initialization:
1. SetS 0 = 0, 2. Set K = ∅, Pre-estimation:
We use the JLZA-DOA algorithm [7] to make an example to explain how the pre-estimation can reduce the complexity. The complexity of the JLZA-DOA algorithm in each iteration is O(PM 2 + M 3 + PML), where P is the number of the potential DOAs. The pre-estimation let P s replace P (M < P s P) at the expense of calculations of CBF (O(L(M 2 + M ))). In the most real applications, the reduced complexity is often larger than the complexity of CBF (see Section V). Hence the calculating time of operation is effectively reduced. At last, the proposed method can also use the multi-resolution grid refinement method to further divide the regions where the sources may exist into a denser sampling grid to get a higher resolution. 
IV. EXTENSION FOR 2D-DOA
The proposed method can be extended for 2D-DOA estimation with a uniform plane array. Fig. 4 shows an example of a uniform plane array with N × M sensors. The signals come from θ x 1 , θ
where θ x k and θ y k (k = 1, . . . , K ) denote the azimuth angle and elevation angle of the k-th source, respectively. Thus, the wave path difference between the first sensor and the i-th sensor can be written as
where d x i and d y i denote the coordinates of the i-th sensor. The received signal can be written as
D n (A y ) denotes the diagonal matrix constructed by the n-th row of A y . It can be found that (27) is similar to (1). Our proposed method can be applied to 2D-DOA estimation in the following way. First, the search range is divided intoP ×Q sampling grid (ϕ x p , ϕ ȳ q ), as shown in Fig.5 , where a(p,q) = a y (ϕ
Then, the correlation between a(p,q) and x is calculated as
44438 VOLUME 6, 2018 The index set of theK largest W (p,q) can be found as follows:
The true signal directions are located in the index set with a high probability. Then, the new search areas are divided into denser sampling grids to construct the measurement matrix s . Finally, the nonzero values in s can be solved by (13) .
V. SIMULATION RESULTS
The performance of our proposed method is compared with the Capon [8] , MUSIC [10] the 1 -SVD [20] , JLZA-DOA [7] and NSW-L1-L2 [21] algorithms. The simulations are performed utilizing MATLAB R2017b with an Intel Xeon E3-1270 v5, 3.60 GHz processor and 16 GB of memory under Microsoft Windows 10 Professional (64 bit).
We consider a ULA with M = 10 sensors at L = 5 snapshots. The distance between the sensors is equal to half the wavelength. In the 1 -SVD, JLZA-DOA and NSW-L1-L2 algorithms, a sampling grid with a range of 0 • to 180 • and 1 • intervals is used. In our proposed method, a sampling grid with intervals of 10 • is used for pre-estimation in the first stage. Then, a denser sampling grid with an interval of 1 • are set around the estimated directions for the grid search.
In the first simulation, there are K = 3 uncorrelated signals originating from [40 • , 110 • , 120 • ]. The true signal directions are on the sampling grid. The SNR is set to 10 dB. Fig. 6 (a) and (b) show the DOA estimation results obtained by the MUSIC and Capon algorithms. Since the number of snapshots is too small, these two algorithms fail to achieve the sources at 40 • and 120 • . Fig. 6 (c) (d) and (e) show the CS-based DOA estimation results obtained by 1 -SVD, JLZA-DOA and NSW-L1-L2 algorithms. Fig. 6 (f) shows the W φ p in each search area in the first stage of our proposed method. The output of the correlation filter shows that the sources come from search area 1 (30 • ∼ 50 • ) and search area 2 (100 • ∼ 130 • ). Thus, the other search areas can be ignored in the subsequent search. Fig. 6 (g) shows the final result of our proposed method. Clearly, all the source directions can be found by the CS-based DOA estimation methods.
In the second simulation, there are K = 3 uncorrelated signals originating from [40.5 • , 110.8 • , 120.5 • ]. The true signal directions are not on the sampling grid. The other parameters are the same as those used in the first simulation. The results are shown in Fig. 7 . All the CS-based DOA estimation methods can locate three sources closest to the true signal directions, while the traditional methods are failed. Table 1 shows the calculation time of the 1 -SVD, JLZA-DOA, NSW-L1-L2 and our proposed method. The average times obtained after 100 Monte Carlo trials. The other parameters are the same as those used in the second simulation. It can be found that our proposed method is the fastest, because it ignores some search areas and focus on the most possible search areas.
In the third simulation, the relation between the frequency of detection and the number of snapshots is considered. The number of sensors is set to M = 10. The SNR is fixed at 10 dB. The frequency of detection is defined as the ratio between the number of the successful directions and the number of the total directions. The number of snapshots is set to L ∈ {1, 2, . . . , 10}. There are K = 3 uncorrelated signals originating from [40 • , 85 • , 95 • ]. The results are shown in Fig. 8 . When L ≤ 10, the MUSIC, Capon and 1 -SVD algorithms cannot obtain the true signal directions with a high frequency. 2,1 -norm, NSW-L1-L2 and our proposed method perform well and can achieve the true signal directions with a high probability. Particularly, our proposed method can obtain the true signal directions at a higher frequency compared to the NSW-L1-L2 algorithm. When L = 3, the frequency of direction of our proposed method is close to 98%, while the frequency of direction of the NSW-L1-L2 algorithm is close to 85%. Fig. 9 . When SNR ≤ 10 dB, the MUSIC, Capon 1 -SVD and JLZA-DOA algorithms cannot obtain the true signal directions with a high frequency. NSW-L1-L2 and our proposed method perform well and can obtain the true signal directions with a high probability. Particularly, our proposed method can obtain the true signal directions at a higher frequency compared to the NSW-L1-L2 algorithm. When SNR = 2 dB, the frequency of direction of our proposed method is close to 100%, while the frequency of direction of the NSW-L1-L2 algorithm is only 80%. When M > L = 10, the Capon algorithm fails because the covariance matrix of the received signal is not a full rank matrix, namely, the inverse of the covariance matrix of the received signal cannot be achieved. The MUSIC, 1 -SVD and JLZA-DOA algorithms also cannot obtain the true signal directions with a high frequency. Again, 2,1 -norm, NSW-L1-L2 and our proposed method perform well and can obtain the true signal directions with a high probability. Particularly, our proposed method can obtain the true signal directions at a higher frequency of detection compared to the NSW-L1-L2 algorithm. In the sixth simulation, the sensitivity toK is considered. In general, the number of true sources is usually unknown and needs to be estimated. Some source enumeration methods, such as the minimum description length (MDL) method [31] , the smoothed rand profile (SRP) method [32] , the gershgorin disks method [33] and the cross-correlation transformation (CCT) method [34] can be used to estimate the number of true signal sources. However, the performances of these methods worsens when the number of snapshots is small and the SNR is low. Thus, the sensitivity of our proposed method toK must be considered. The results are shown in Fig. 11 . There are 3 uncorrelated sources originating from [40 • , 85 • , 95 • ]. M = 10, L = 10 and SNR = 10 dB. It can be found that althoughK is set to a value larger than that of K , the estimated results are not affected. Hence, our proposed method is not very sensitive toK . However, the calculation time will increase asK increases, as shown in Table 2 .
Finally, the proposed method is applied for 2D-DOA estimation by a uniform plane array with 10 × 10 sensors and L = 10 snapshots. The distance between the sensors is set as It can be found that the area in which the true sources exist can be pre-estimated in the first stage. Thus, the dimensions of the measurement matrix are reduced, as only the selected areas are used for the grid search. In the second stage, the signal sources can be found. At last, the pre-estimation can be used before the 1 -SVD, JLZA-DOA and NSW-L1-L2 algorithms to quickly identify the candidate or potential areas where true sources may exist. The pre-estimation is able to reduce the calculating time without the performance degradation. The simulation results are shown in Fig. 13, Fig. 14 and Fig. 15 . We set K = 3 uncorrelated signals originating from [40.5 • , 95.0 • , 125.5 • ], L = 10 and SNR = 20 dB. Fig. 13 (a) shows the results solved by the NSW-L1-L2 algorithm without pre-estimation. We start with a sampling grid whose interval is 1 • and obtain an approximate source direction. Then we make the sampling grid finer (0.1 • interval) around the approximate source direction and refine the estimates. In each stage, the NSW-L1-L2 algorithm is used. Fig. 13 (b) shows the results solved by the NSW-L1-L2 algorithm with pre-estimation. We start with a sampling grid whose interval is 10 • and obtain an approximate source direction by CBF. Then we refine the sampling grid as 1 • interval in the second stage and 0.1 • interval in the third stage. The NSW-L1-L2 algorithm is only used in the last two stages. It can be found that both the two methods obtain the true source directions. Fig. 13 (c) shows the calculation time of these two methods. The NSW-L1-L2 algorithm without pre-estimation takes 8.8692s to obtain the true source direction. Especially, the first stage takes 7.3003s. The NSW-L1-L2 algorithm with pre-estimation only takes 3.3242s to obtain the true source direction. CBF takes 0.0020s to identify the source areas. It results in the decreasing of the calculation time to identify the source direction by 1 • grid resolution. Fig. 14 (a) shows the results solved by the JLZA-DOA algorithm without pre-estimation. As the same as the previous simulation, we search the true source directions using 1 • grid resolution first. Then 0.1 • grid resolution is used around the approximate source direction. In each stage, the JLZA-DOA algorithm is used. Fig. 14 (b) shows the results solved by the JLZA-DOA algorithm with pre-estimation. We start with 10 • grid resolution and obtain an approximate source direction by CBF. Then 1 • grid resolution is used around the approximate source direction in the second stage and 0.1 • grid resolution is used in the third stage. The JLZA-DOA algorithm is only used in the last two stages. It can be found that both the two methods obtain the true source directions. Fig. 14 (c) shows the calculation time of these two methods. The JLZA-DOA algorithm without pre-estimation takes 4.8531s to obtain the true source direction. Especially, the first stage takes 4.1933s. The JLZA-DOA algorithm with pre-estimation only takes 1.2425s to obtain the true source direction. CBF takes 0.0013s to identify the source areas. It results in the decreasing of the calculation time to identify the source direction by 1 • grid resolution. Fig. 15 (a) shows the results solved by the 1 -SVD algorithm without pre-estimation. As the same as the previous experiment, we search the true source directions using 1 • grid resolution first. Then 0.1 • grid resolution is used around the approximate source direction. In each stage, the 1 -SVD algorithm is used. Fig. 14 (b) shows the results solved by the 1 -SVD algorithm with pre-estimation. We start with 10 • grid resolution and obtain an approximate source direction by CBF. Then 1 • grid resolution is used around the approximate source direction in the second stage and 0.1 • grid resolution is used in the third stage. The 1 -SVD algorithm is only used in the last two stages. It can be found that both the two methods obtain the true source directions. Fig. 14(c) shows the calculation time of these two methods. The 1 -SVD algorithm without pre-estimation takes 5.7136s to obtain the true source direction. Especially, the first stage takes 4.1048s. The 1 -SVD algorithm with pre-estimation only takes 3.4813s to obtain the true source direction. CBF takes 0.0027s to identify the source areas. It results in the decreasing of the calculation time to identify the source direction by 1 • grid resolution.
VI. CONCLUSIONS
In this paper, we propose the dimension-reduced DOA estimation method for the case of a few snapshots based on CBF to focus on the most possible search areas. CBF is used to select the search areas in which the true signal directions exist for a coarse sampling grid because of its property of low-resolution. Then, it can decrease the calculation time for the grid search in the second stage. In addition, we extend our proposed method from 1D-DOA estimation to 2D-DOA estimation. The simulation results show that our proposed method has a higher frequency of direction and requires less calculation time compared to the existing DOA estimation algorithms. Furthermore, our proposed method is not sensitive to the parameterK . Hence, it can work even wheñ K is larger than the number of true sources. In addition, the simulation results verify the effectiveness of our proposed method for 2D-DOA estimation.
APPENDIX PROOF OF THE POSITION OF THE FIRST NULL POINT
In this appendix, we derive the position of the first null point. First, the null point has the following properties: The position of the first null point closet to θ is given as follows:
