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, [TsL9Oa] , [TsL9Ob] for related analyses) proposed a new approach to demonstrating the linear rate of convergence of iterative optimization algorithms, based on bounding the distance to the solution set from a point x near the solution set by the norm of the natural "residual" at x, namely x-[x-Vf(x)] + .
Such a local "error bound" does not hold in general, but can be shown to hold for a number of important problem classes, including quadratic programs and strongly convex programs. In this paper, we adapt the approach of Luo and Tseng to analyze the partially asynchronous gradient projection algorithm. In particular, we show that the algorithm attains a linear rate of convergence, assuming only that (i) the solution set is nonempty, (ii) f is bounded from below on X, (iii) Vf is Lipschitz continuous on X, (iv) the isocost surfaces of the objective function, restricted to the solution set, are "properly separated" from each other, and (v) the above error bound holds near the solution set. Thus, even in the sequential case, our rate of convergence result appears to be a significant improvement over existing ones. [Assumptions (i) to (iv), as we shall see, hold for most problems, so the key assumption is (v) .] This paper proceeds as follows: In Section 2 we describe the partially asychronous gradient projection algorithm and state our main convergence result for this algorithm. In Section 3 we prove the main result for the special case where the computations take place sequentially. In Section 4, we prove the main result, building on the ideas developed in Section 3. In Section 5 we discuss possible extensions of our work.
Algorithm Description and Convergence Results
We formally describe the partially asynchronous gradient projection algorithm below (also see [BeT89,  Sec. 7.5]). In this algorithm, X is decomposed into the Cartesian product of closed convex sets X 1 ,...Xn (n > 1), that is, X = X 1 x--x Xn.
(2.1) According to the above product structure of X, let the elements x of X be decomposed into blockcomponents, so x = (x 1 ,x 2 ,...,xn), with xi E Xi. Let Vif(x) denote the partial derivative of f(x) with respect to xi, and let [xi] + denote the orthogonal projection of xi onto Xi. Then, for a given fixed stepsize > 0, the algorithm generates a sequence of iterates {x(1), x(2), ...} in X according to the formula:
where L > 0 is the Lipschitz constant.
The following convergence result is due to Bertsekas and Tsitsiklis (see Proposition 5.3 in Sec. 7.5 of
Proposition 2.1. Under Assumption A, there exists a scalar y70 > 0 (depending on L, n and B only) such that if 0 < -y < 70, then any limit point of the sequence {x(t)} generated by the partially asynchronous gradient projection algorithm (2.2), (2.3) is an element of X*.
The above result is rather weak since it does not assert that {x(t)} has a limit point. To prove the convergence of {x(t)}, we need to make, in addition to Assumption A, the following assumptions on f and X.
Assumption B.
(a) There exists a scalar e > 0 such that x e X*, y E X*, f #() 0 f/y), lI x-Yll > e-(b) For every r there exist scalars 6 > 0 and r > 0 such that
for all x e X with f(x) < r7 and llx -[x -Vf(x)]+li < 6, where we let +(x) = minwEx. Ix -ill.
The main result of this paper is stated below. Its proof, which is quite involved, is given in Section 4.
Proposition 2.2. Under Assumptions A and B, there exists a scalar yi > 0, depending on L, n, B and x(O) only, such that if 0 < y < 'l, then the sequence {x(t)} generated by the partially asynchronous gradient projection algorithm (2.2)-(2.3) converges at least linearly to an element of X* with a B-step convergence ratio of 1 -cy, where c > 0 is some scalar constant.
A few words about Assumption B is in order. Part (a) of Assumption B is a technical assumption which states that the isocost surfaces of f, restricted to the solution set X*, are "properly separated" from each other. This assumption clearly holds if X* is a finite set. More generally, it can be seen to hold if f takes on only a finite number of values on X* or if the piecewise-smooth path connected components of X* are properly separated from each other. [We say a set is piecewise-smooth path connected if any two points in that set can be joined by a piecewise-smooth path lying entirely in that set.] Thus, it holds automatically when f is convex (since X* is then convex) or when X is polyhedral and f is quadratic (see Lemma 3.1 in 
for some k x m matrix E, some b E Rm and some strictly convex twice differentiable function g in Rk with V 2 g positive definite everywhere (see [LuT90] ). It also holds when X = 3R" and f is the dual functional associated with a certain strictly convex network flow problem (see [TsL90b] For B = 1, the partially asynchronous gradient projection algorithm (2.2)-(2.3) reduces to the sequential algorithm Lemma 3.1. For any x e X and any scalar y > 0,
We now state and prove the main result of this section. The proof is patterned after one given in Section 3 of [TsL90a] and is based on using the locally upper Lipschitzian condition (2.5) to show that {x(t)} tends toward X* [cf. (3.5)] and that, near X*, the difference in the f value of x(t + 1) and that of an element of X* nearest to x(t) is at most of the order llx(t + 1) -x(t)11 2 [see (3.9)].
Proposition 3.1. Under Assumptions A and B, if 0 < 7 < 2/L, then the sequence {x(t)} generated by the sequential gradient projection algorithm (3.1) converges at least linearly to an element of X* with a convergence ratio of 1 -cy, where c > 0 is some scalar constant.
Proof. It is well-known, by using (2.4) and (
(See, for example, [Gol64] or [LeP65] .) Since 0 < 7 < 2/L and, by Assumption A (a), f is bounded from below on X, then (3.2) implies
so (3.1) and Lemma 3.1 yields
this together with Assumption B (b) implies that there exist an index f and a scalar ic > 0 (depending on x(O)) such that, for all t > it, (2.5) holds with x = x(t), so
4)
7 where x(t) denotes an element of X* for which lix(t)-t(t)II = +(x(t)), the second inequality follows from Lemma 3.1, and the equality follows from (3.1). Combining (3.3) with (3.4) gives
implies that x(t) eventually settles down at some isocost surface of f, i.e., there exist an index t > t and a scalar v such that
We have from t(t) e X* and x(t) E X that (Vf(x(t)), x(t)-x(t)) > 0 and from the Mean Value Theorem that f(x(t)) -f(x(t)) = (Vf(;(t)), t(t) -x(t)), for some m-vector +)(t) lying on the line segment joining x(t) with x(t).
Upon summing these two relations and using (3.6), we obtain
where the last inequality follows from the Lipschitz condition (2.4) and lb(t)-i(t)ll < I1x(t)-x(t)ll. This together with (3.5) yields
Since x(t + 1) is obtained by projecting x(t)-yVf(x(t)) onto X [cf. (3.1)] and t(t) E X, we have
Also, by the Mean Value Theorem, for each t > i there exists some ((t) lying on the line segment joining x(t + 1) with t(t) such that
which, when combined with (3.6) and (3.8) yields
< (Vf(((t)) -Vf(x(t)) + -(x(t) -x(t + 1)), X(t + 1) -(t))
where the the third inequality follows from the Lipschitz condition (2.4), the fourth inequality follows from the fact that ((t) lies between x(t + 1) and t(t), and the last inequality follows from (3.4) with 77 being some scalar constant depending on L, c and 7 only.
Using (3.2) to bound the right hand side of (3.9) gives
where '2 is some positive scalar depending on L, K and 7 only. Upon rearranging terms in the above relation, we obtain
On the other hand, we have from (3.7) and the fact f(x(t)) is monotonically decreasing with t [cf. (3.2)] that f(x(t)) > v for all t, so the above relation implies that {f(z(t))} converges at least linearly to v. Since
2)], this implies that {x(t)} converges at least linearly. Since i(x(t)) -0 [cf. (3.5)], then the point to which {x(t)} converges is in X*. That the convergence ratio is of the form 1 -7yc can be seen by explicitly writing out 72 as a function of 7. ·
We remark that we need not have assumed , to be fixed or small in the above analysis, so long as 7y
. This is an important generalization since, in practice, 7 is typically not fixed but determined by some line search rule, such as the Armijo-like rule of Bertsekas [Ber76] , and, in this case, the above condition often does hold.
Convergence Proof for the General Case
In this section we extend the analysis in Section 3 to prove Proposition 2.2, the main result of this paper. Our argument is very similar in idea to the proof of Proposition 3.1, but, owing to the presence of asynchronism in computations, error quantities arise in many places and have to be carefully estimated. We
show that the errors caused by asynchronism are of second order in 7 and are negligible when y is small.
We assume throughout that Assumptions A and B hold. Let {x(t)} be a sequence of iterates generated by the partially asynchronous gradient projection algorithm (2.2)-(2.3). For the moment, the only restriction that we place on the stepsize y is that it be positive. We will, in the course of the proof, impose additional upper bounds on y.
For each t > 0, let 
For notational simplicity we will use E(7yk), for any integer k, to represent any continuous function g (0, oo) -X with the property lim g(7) = c for some scalar c > 0 depending on L, n, B and x(0) only. We will implicitly assume that 7 is always taken sufficiently small so that each g(7) encountered is positive.
First we have the following result analogous to (3.2):
Lemma 4.1.
Proof. For any i and any t E T i , since xi(t) + si(t) is the orthogonal projection of xi(t) --yVif(xi(t)) onto

Xi [cf. (4.3)] and xi(t) E Xi, we have from a well-known property of orthogonal projections that (Si(t),TVif(xi(t))) <-Iis,(t)112.
Combining this with (4.1)-(4.2) and using (2.4) and an argument analogous to that in [BeT89, pp.
529-530] gives fxt+1)-f(X(t + 1)) f(S(t)11
2
By using the identity a b < a 2 + b 2 , we can bound the right hand side of the above relation: Applying the above argument successively to t, t + 1, ..., t + B -1 and we obtain
f(x(t + B)) -f(x(t)) < 1-7L-S 7 LB/-i
I(r) +LBV/-
4+B-1
1-zL-zLB ~ lis(r)li~+ LBV E IIs(r-)ll 2. 
(x(t)) < f(x(O)) -( 7 -1 )
IIs(r)ll2. [cf. (4.1)], so, by using (2.4) and (4.3) and the partial asynchronism assumption, we can conclude that
x(t) -[x(t) -7Vf(x(t))] + --* O. (4.7)
(See [BeT89, pp. 530-531] for a more detailed argument.) Up to this point our analysis has followed closely the proof of Proposition 5.1 in [BeT89, Sec. 7.5], but it starts to diverge from here on.
Eq. (4.7) and Lemma 3.1 imply x(t)-[x(t)-Vf(x(t))]+ -+ 0, and since {f(x(t))} is bounded, then,
by Assumption B (b), there exists a threshold t > 0 and a scalar ic > 0 (depending on x(0) only) such that
q(x(t)) < llx(t) -[x(t) -Vf(x(t))]+ll, Vt > .
For each t, let x(t) be an element of X* satisfying ljx(t)-x(t)I1 = q(x(t)). Then, we have from the above relation and Lemma 3.1 that
IIx(t) -x(t)1 <_ Kmax{1, 1}IIx(t) -[x(t) -yVf(x(t))]+II, Vt > .
(4.8)
Combining (4.7) with (4.8) gives
so (4.6) yields t(t)-t(t + 1) --0. Then, Assumption B (a) implies that =(t) eventually settles down at some isocost surface of f, so there exist an index t > t and a scalar v such that
(4.10)
Then, an argument identical to the proof of (3.7), with (3.5) and (3.6) replaced by (4.9) and (4.10) respectively, gives lim inf f(x(t)) > V. 
Lemma 4.2. For all t > 0 there holds
t+B-1 t-1 IIx(t) -[x(t) -Vf(x(t))]+ 2 < 0(1) E Is(r)i2l + ((7) E Ils(r)i2.
si(t i ) = [xi(t i) -7 YVif(xi(ti))] -xi(ti).
(4.14)
Also, by part (a) of the partial asynchronism assumption, there holds t < t' < t + B -1. Combining (4.13) with (4.14) and we have
where the last inequality follows from the Lipschitz condition (2.4). By using the identity (a-7 b) 2 >
(1 -7)a 2 -y(1 + y)b 2 , we obtain from the above relation that ilisi(ti)ll IIx(t) -x(ti)I 2 < 2B E IIs(r)112.
r=t-B
Using the above to bound the right hand side of (4.15) then gives
Ils(r)112.
Since the choice of i was arbitrary, the above relation holds for all i E {1, ..., n}, which when summed over all i and using the "obvious" inequality [cf.
Taking 7 < 1 and rearranging terms in the above relation proves (4.12).
We next have a technical lemma on the behaviour of f over X. Its proof is given in Section 6.
Lemma 4.3. For any x and xl,..., x n in Rm and any x E X, there holds Let us apply Lemma 4.3 with x = x(t), x i = xi(t i ) for all i, and x = x(t). This then gives
where z is the m-vector whose i-th component zi is xi(t' + 1) [cf. (4.18)] and for convenience we have let r(t) = Ilx(t) -[x(t) -7Vf(x(t))]+jI 2 . By applying (4.8) and (4.10) to the above relation, we obtain the
where the equality follows from (2.3). Since (4.19) holds, then part (b) of the partial asynchronism assumption implies t-B + 1 < rj(ti) < t + B -1 for all i and all j, so the above relation together with (4.1) yields 
This combined with (4.20) and then using the definition of r(t) and (4.12) gives (4.17).
By using the bounds (4.4), (4.11) and (4.17), we can now prove the linear convergence of {x(t)}. To simplify the notation, let 
)a(t + B) < a(t) + (A 1 + A 2 )13(t).
Also, by substituting t -B for t in (4.21) and rearranging terms, we obtain 7 -yA/3(t
) < a(t -B) -a(t) +
A 2 L3(t -B), which when applied to bound the right hand side of the above relation yields
(1 + yAi/A 3 )a(t + B) < a(t) + 7(1 + A 2 /A 1 ) (a(t -B) -a(t) + A 2 /3(t -B)).
After rearranging terms, we obtain 
a(t + kB) < a(t) --lAl E/l(t + IB) + A 2 EZ (t + IB)
which upon rearranging terms gives 
f3(t + B) <A A (a(t)+ A 2 -T)).
where the second inequality follows from taking 7 < 1/(2c) and using the bound p-1 < 1 + 2cy [cf. (4.31)], the third inequality follows from (4.26) and y < 1/(2c) and by taking y < Al/(8A 3 A 4 c), and the last inequality follows by taking -y < 1. The above relation together with (4.28) and (4.31) yields (4.32).
Next we show that
Since (4.29) and (4.30) hold for all r from 0 up to k, we have from (4.25) that
By taking 7 sufficiently small so y(a/b + A 2 ) < (A 1 -7A 2 )(1 -7c), we obtain from (4.31) that (4.33) holds.
Since (4.32) and (4.33) hold, then (4.29) and (4.30) hold for r = k + 1.
Lemma 4.6 implies that {,3(t)} converges at least linearly with a B-step convergence ratio of 1 -7c.
Since IIx(t) -x(t -B)11
Extensions
For simplicity we have assumed that Vf is Lipschitz continuous everywhere on X [cf. (2.4)], but this need not be so. More generally, it suffices that f tends to oo at any boundary point of its effective domain and that Vf is Lipschitz continuous on each level set of f, intersected with X.
In [TsB86] (also see Section 7.6 of [BeT89] ) is discussed a distributed asynchronous routing algorithm.
This algorithm is based on the idea of gradient projection and, by making suitable modifications to our analysis, it is possible to show that, under conditions analogous to Assumptions A and B, this algorithm also attains a linear rate of convergence.
A drawback of our main result (Proposition 2.2) is that convergence requires the algorithm to take very small steps. Intuitively, if f is approximately separable with respect to the components xi (that is, f(x) , >i fi(xi) for some functions fi), then the algorithm should be able to take much larger steps. This notion can be made precise by incorporating the effect of second order quantities such as Of-(assuming that f is twice differentiable) into the convergence analysis.
Proof of Lemma 4.3
For each i, since zi is the orthogonal projection of xi -7Vif(xi) onto the closed convex set Xi and [cf.
x E X and (2.1)] ii E Xi, we have where the third inequality follows from the Lipschitz condition (2.4). Now we bound the right hand side of (6.1). Since ¢ is between z and x, we have lUI -xll < lz -ill + II -xll so that I11-xill < Ii1-x11 + IIx-xill < IIZ -xII + II1 -xll + IIx -x_ l where the last inquality follows from the Lipschitz condition (2.4).
