ABSTRACT Although the massive MIMO enabled heterogeneous networks (HetNets) can intensify the spectral efficiency benefits, the proper user association and resource allocation are both crucial to achieve desirable performance since the power consumption of base station (BS) scales with the large number of antennas. This paper aims to investigate joint design of user association and power allocation with loads constraint and transmit power constraint for the massive MIMO HetNets by considering proportional fairness about the spectral efficiency under imperfect channel state information. First, we derive a closed-form lower bound on the ergodic spectral efficiency with linear zero-forcing beamforming, based on which, a mixed-integer nonlinear programming problem is formulated. It is difficult to efficiently obtain an exact solution since it is non-convex and combinational. To solve this NP-hard problem, an effective algorithm with guaranteed convergence is proposed, where the original problem is decomposed into the corresponding subproblems, which can be solved by low complexity approaches, respectively. Numerical results show that how the number of antennas and the number of BSs affect the spectral efficiency, and our proposed algorithm outperforms other algorithms in terms of the spectral efficiency and load balancing.
I. INTRODUCTION
The goals of 5G are presumed to provide thousand-fold system capacity improvements for satisfying the exponential growth in wireless data traffic and the number of wireless devices in the near future. Both dense HetNets and massive MIMO are recognized as the promising 5G technologies for significantly enhancing spectral efficiency [1] . On one hand, dense-deployed small cells, including picocells, femtocells and relays, transmit at a low power and allow the off-loading of traffic from the macro BS (MBS), which will increase the network capacity and contribute to the green communication. On the other hand, massive MIMO, proposed in [2] , empowers base stations with a large scale number of antennas and achieves huge spectral efficiency gain by exploring a large number of extra degrees-of-freedom (DoF) and obtaining more 'favorable propagation' conditions [3] - [5] . Recently, massive MIMO enabled HetNets has caught substantial research attentions owing to the intensified spectral efficiency benefits [6] - [9] .
However, the user association and power allocation problems will be fundamentally different in massive MIMO enabled HetNets. On one hand, the distinct characteristics of massive MIMO inevitably make such a rudimentary user association rule ineffective, and combining massive MIMO and small cells could contribute to the improvement of the total power consumption. On the other hand, in HetNets, there is in need to consider simultaneously BSs assignment and transmit power allocation to assure desirable performance as a result of various channel conditions. Factually, since they interact with each other, the joint optimization can be proved to significantly improve the overall network performance [10] - [12] .
There are some existing works about the joint user association and power allocation problem. A novel hybrid power scheme by using noncooperative game theory is developed in [10] , which has superior performance and converges to a Nash equilibrium point (not guarantee to be unique or optimal). In [12] , an optimal user association and power control algorithm is proposed based on the idea of Benders' decomposition which is guaranteed to converge to the global optimal solution. Furthermore, some works focusing on the user association and/or power allocation in massive MIMO system have been studied in [13] - [17] . For instance, the authors in [14] derive the instantaneous rates and user throughput and present the user-BS association problem in massive MIMO wireless networks. The work in [15] studies the user association problem under the wireless backhaul constraint with the path-loss model in large-scale MIMO regime. Nevertheless, the aforementioned works do not involve imperfect CSI in the association problem and the jointly design with power allocation. In [18] , Chien et al. investigate the joint user association and power allocation problem with the aim of minimizing the total power consumption with non-coherent joint transmission. Despite the fact of the consideration about imperfect CSI, they do not consider the loads constraint and the proportional fairness among users in terms of spectral efficiency yet.
Conventionally, the maximum reference signal received power (maxRSRP) association rule results in unbalanced loads among BSs in massive MIMO enabled HetNets, where MBS will be heavily loaded and low-power small cells will be slightly loaded. This strongly motivates us to consider proportional fairness when designing the user association and power allocation schemes. The authors in [7] study how to use massive MIMO to jointly maximize the offloading gains and manage the interference when combining with small cells. The load balancing methods under proportional fairness are analyzed in [19] and [20] for HetNets and massive MIMO respectively. In [8] , a distributed user association algorithm based on the proportional fairness about energy efficiency in massive MIMO enabled HetNets is proposed, where the performance is related with number of antennas at MBS. However, the aforementioned studies related with proportional fairness only deal with the user association problem, rather than jointly design with power allocation problem. To the best of our knowledge, the issue about the joint optimization of user association and power allocation with proportional fairness in massive MIMO enabled HetNets has not been thoroughly studied. The authors in [9] have investigated the tradeoff between energy efficiency and spectral efficiency with proportional fairness in massive MIMO enabled HetNets and considered a multi-objective problem about user association and power coordination in perfect CSI. Whereas, from the practical point of view, perfect CSI is hard to implement, and thus the research on imperfect CSI has more practical significance.
The goal of this paper is to study the joint user association and power allocation problem for massive MIMO enabled HetNets from the perspective of the proportional fairness on the spectral efficiency utility when taking channel estimation into account. However, the difficulties of solving such joint optimization problem lie in the nonconvexity and combinatorial properties. Since the user association index variable is discrete, the joint optimization problem is usually a nonconvex MINLP problem. To tackle this NP-hard problem, we decompose the original problem into two subproblems, in which the association subproblem is solved optimally based on dual optimization and the power allocation subproblem is making use of Newton method in order to maximize the log utility. Numerical results provide some insights into the number of antennas and the number of BSs effects, and show that the proposed algorithm achieves comparable performance with guaranteed convergence on the geometric mean of spectral efficiency and the total spectral efficiency. To sum up, the main contributions of this work are as follows:
• The imperfect CSI is considered for a joint user association and power allocation problem for the first time from the perspective of the proportional fairness in massive MIMO HetNets, where the loads and transmit power constraints are also guaranteed simultaneously.
• Upon a new derived asymptotic ergodic rate expression over the imperfect channel, a suboptimal and effective algorithm is developed to solve the joint optimization problem, which performs much better in geometric mean of spectral efficiency and load balancing than other existing methods.
• Some interesting insights into the impacts of the number of antennas at BS and the number of BSs are extracted on the proposed algorithm for massive MIMO HetNets. The rest of this paper is organized as follows. Section II describes the system model and formulates the joint user association and power allocation problem. Section III addresses the joint optimization problem and presents the proposed effective solution. Section IV validates the performance results through numerical simulations, and Section V concludes the paper. All proofs are deferred to Appendix.
Notation: Matrices and column vectors are presented in bold capital letters A and bold lowercase letters a respectively, and scalars are symbolized by lowercase letters a. log(·) is the logarithm with base 10 and sup(·) represents the supremum of the function.
and Var(·) denote the expectation and variance of the item respectively. C a b denotes a combination of a elements taken from b different elements.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a downlink heterogeneous wireless network consisting of a single MBS and multiple pico BSs (PBSs) with the set B = {0, 1, . . . , B}. Without loss of generality, the index 0 indicates the MBS and {1, . . . , B} are PBSs. The MBS and PBSs differ in transmit power, size, density and the number It is assumed that the network is operating in time-division duplexing (TDD) mode with reciprocity-based channel state estimation [21] . Moreover, we assume a block-fading channel model, and the path-loss coefficients can be estimated perfectly and remain constant in each resource block (RB). Each BS can serve multiple UEs on a given RB, and let S j (1 ≤ S j ≤ M j ) denote the maximum number of downlink transmission streams which BS j can support on any given RB, i.e. the multiplexing gain of BS j. It's worth noting that the actual number of users associated with BS j on any RB may be different from the BS spatial multiplexing gain S j [14] . Hence, we assume that the actual total number of users is at most the maximum total load, and each UE is associated with exactly one BS at a time.
A. ERGODIC RATE
Due to the channel hardening effect introduced by massive MIMO, the channel fluctuations will be averaged. In addition, the user association is always assumed to be carried out in a very large time scale relative to the change of channel. Thus, in order to guarantee a uniform rate for any UE, we use the ergodic rate as the performance metric for both MBS and PBSs [22] . In the following, we will derive the ergodic rate with estimated CSI.
In our hypothesis, the transmit power is allocated equally per user-stream from each BS to its all serving UEs and the total transmit power of each BS is to be optimized. Then with LZFBF employed for eliminating the intra-cell interference, the received signal at UE k ∈ K when associated with BS j can be shown as
where L j,k and h j,k ∈ C M j ×1 denote the large-scale fading coefficient and small scale fading for UE k connected with BS j, respectively. q j,k is the information symbol transmitting from j-th BS to k-th UE. w j,k ∈ C M j ×1 is the beamforming vector used by BS j to its associated UE k. p j represents the transmit power from BS j. n j,k is the additive white Gaussian noise (AWGN) with zero mean and variance σ 2 . In (1), the first item is the useful signal when UE k is associated with BS j, while the second and third items denote the inter-cell interference and noise respectively. Next, we decompose the received signal y j,k based on the techniques provided in [23] and [24] as follows
is the known channel and the effective noise is defined as
In [25] , it shows that the worst case uncorrelated additive noise is independent Gaussian noise with same variance. Then similar with [23] , we could obtain the lower bound r j,k of ergodic achievable rate for UE (j, k) as shown at the top of next page.
In this paper, with the assumption of the imperfect CSI at BS side, the channel of the link between BS j and UE k can be modelled as follows when MMSE channel estimation is adopted:
whereĥ j,k and h j,k denote the estimated channel vector and the estimation error vector, respectively. We assume that the elements of h j,k are independent and identically distributed (i.i.d.) random variables with zero mean and unit variance. Note that, different from eq. (24) in [18] , we assume the largescale fading coefficient is known and the channel estimation only includes small-scale fading. We focus on the impacts of estimation error on downlink transmission, and hence we omit the uplink channel estimation process and let σ 2 e denote the variance of estimated channel error vector. Accordingly, the estimated channel and the estimation error are mutually independent and the elements of vectorsĥ j,k and h j,k are distributed as CN (0, 1 − σ 2 e ) and CN (0, σ 2 e ) respectively. Let us denote the channel
The following Proposition 1 shows the deterministic value of equation (4), as shown at the top of the next page, with LZFBF.
Proposition 1: With channel estimation error variance σ 2 e and LZFBF, when M j > S j for any given BS j, the downlink ergodic rate from BS j to UE k can be lower bounded by:
where
Proof 1: The proof is given in Appendix A. Remark 1: Proposition 1 manifests the ergodic capacity is related with not only the value of parameters M j and S j , but also the estimation error variance σ 2 e .
B. PROBLEM FORMULATION
Each active UE has its options to connect to either the MBS or one PBS. Accordingly, we define user association binary index variable x j,k between UE k and BS j as
Consequently, the lower bound of effective rate R j,k for UE k associated with BS j (j ∈ B) can be expressed as
where α j,k denotes the occupied fraction of resource for BS j serving UE k during the connection between BS j and UE k, subject to k α j,k = 1. The aim of this paper is to maximize the proportional fairness utility [26] of spectral efficiency by jointly designing the user association and power allocation under the loads and transmit power constraints for massive MIMO HetNets. To condense the notations, we define X = {x j,k } and p = {p j }. Suppose that each UE can associate with only one BS, and then the user rate R k for UE k can be represented as the sum of the products between the binary association index and the achievable link rate, i.e. j x j,k R j,k . In general, adopting the log utility function (i.e. proportional fairness) of R k , the optimization problem can be formulated as
The association constraints eq.(10b) and eq.(10c) reflect any given UE can only be associated with one BS. Eq.(10d)
represents the effective load cannot exceed the maximum load S j for BS j. Additionally, the transmit power at BS j cannot be larger than the maximum power constraint P j , as shown in eq.(10e). It has been proved in [19] that the optimal resource allocation for maximizing sum-rate problem with proportional fairness is equal allocation among the effective load of BS j, i.e.
The next section will present the proposed solution for solving the joint optimization problem efficiently.
III. PROPOSED JOINT USER ASSOCIATION AND POWER ALLOCATION SCHEME
In this section, we discuss proportional fairness among user effective rate while satisfying both loads constraint and transmit power constraint for each BS. Because of the difficulty about the non-convex and combinatorial logarithmic function of the logarithmic object, the global optimal solution is NP-hard and very difficult to obtain. In this paper, we put forward an efficient algorithm which decomposes the original problem into two subproblems. The main idea is to first associate UEs under fixed power for better load balance, and then allocate power under fixed association scheme to mitigate interference by multiple iterations.
Above all, since each UE could only connect to one BS, the object of problem (P0), i.e. (10a), becomes k j x j,k log (R j,k (X, p)). Then, the problem is a nonconvex MINLP optimization problem related with the user association and power allocation. We could decompose problem (P0) into two sub-problems (P1) and (P2), shown as follows
The solutions for the above two subproblems are analyzed respectively in the following subsections.
A. SOLVING USER ASSOCIATION SUBPROBLEM
With fixed power, the next target is to solve the user association subproblem with maximizing the log utility of user rate. Based on the log utility formulation of user rate, we can adopt VOLUME 5, 2017 the dual decomposition method [27] to solve the Lagrangian dual problem.
Given variable p, we introduce auxiliary variables y j = k x j,k and define y = {y j }, then we relax the constraints and consider problem (P1') as (P1') : max x,y k∈K j∈B
The Lagrangian function can be derived by
where µ = {µ j } are nonnegative Lagrangian multipliers. Therefore, the corresponding Lagrangian dual function is represented as
Hence, the dual problem with respect to µ can be written as
The solution of the dual problem can be acquired by updating x j,k as
Then UE k will associate with BS j, i.e. if j = j * , x j,k = 1, otherwise x j,k = 0. To proceed, we set ∂g y (µ)/∂y j = 0 and then have
Moreover, the nonnegative Lagrangian multiplier µ with sub-gradient approach [28] in t-th iteration is updated as:
The convergence of the sub-gradient solution to the dual problem is guaranteed with the appropriate choice of step size δ u (t) [28] , [29] . By alternatively updating the above variables until convergence, we can obtain the near-optimal solution for this subproblem [19] .
B. SOLVING POWER ALLOCATION SUBPROBLEM
In this subsection, our goal is to solve the power allocation problem (P2) with known association results. Now that the variable p has two-layer logarithmic function, it is hard to obtain the exact solution by conventional convex optimization techniques. However, the local optimality already could bring significant improvement. The possible local optimal approach is by virtue of Newton's method [29] to search the suboptimal points. Thus, we first need to derive the firstorder and the second-order partial derivatives to determine the searching direction. Since the problem in the case of σ e = 0 is simpler than the case of σ e > 0, we discuss respectively:
First we consider solving (P2) in perfect CSI case, i.e. σ e = 0. Let f (p) denote the objective function, thus we have the following first-order and the second-order partial derivatives respectively of ∂f (p) with respect to variable p j :
To solve the problem of maximizing the logarithmic utility, we consider a line search method [29] to compute a search direction and determine how far to move along the specified direction. The choice of a line search method depends on both the direction p j and the step length δ p (t). The general search iteration is given by
Herein, variable p is updated through Newton's method [29] . Then we choose the incremental updating direction Newton step in [30] and [31] as
where p j is an ascend direction. The ideal choice of the step size δ p (t) should be the global minimizer of the function of p
However, in order to achieve adequate reductions in objective function at minimal cost, we choose an inexact line search to identify the step length. In this paper, we apply the simple and popular back-tracking approach [29] to select the step length δ p (t).
Therefore, by seeking the step length and direction, we can suboptimally solve the power allocation subproblem in perfect CSI.
2) IMPERFECT CSI (σ e > 0)
When BSs estimate their channels with the error of variance σ 2 e (> 0), we adopt the same approach with perfect CSI. For simplicity, let us define two coefficient matrixes A and B, where the (j, k)-th elements of A and B denote respectively as
As well, the objective function is denoted by f (p), then we could obtain the first-order and the second-order partial derivatives. As a result of the variable p j existing in both the denominator and the nominator, the expression of SINR under the imperfect CSI case becomes more complicated. As a consequence, the first-order and the second-order partial derivatives expressions are more difficult to deal with. The first-order partial derivative ∂f /∂p j is given as follows and the expression about the second-order partial derivative ∂f 2 /∂p 2 j under imperfect CSI case is provided in Appendix B. Solve problem (P1) to obtain optimal X with p(t):
• Calculate X(t) by (19);
• Calculate y(t) by (20);
Solve problem (P2) with given X: update p(t + 1) with fixed X(t) using Newton's method by back-tracking line searching the step size until p converges. 5 :
In conclusion, a complete alternating iterative solution for joint user association and power allocation with proportional fairness is stated in Algorithm 1. In the original problem (P0), the two sub-problems (P1) and (P2) can be solved alternately until convergence.
In Algorithm 1, the user association stage is to compute optimal X with given p, while the power allocation stage is to calculate local optimal p with specific X. As long as both the goals of the two stages in each iteration are maximizing the same objective function, Algorithm 1 is guaranteed to converge [32] .
In the following, we provide the computational complexity analyses for the proposed solution. First, in the user association stage, the complexity of the proposed algorithm at each iteration is O(B 0 K ), where B 0 = B + 1. In comparison, the optimal load-based user association scheme by exhaustive searching has a complexity of O(
Since the proposed user association stage has a finite number of iterations, its computational complexity is significantly lower than the optimal exhaustive search. Second, in the power allocation stage, the computational complexity in Newton's method mainly focuses on computing the updating direction Newton step. According to the diagonal entries of Hessian matrix, i.e. eq. (25) , the complexity of the proposed power allocation stage is O(B 0 K ) at each iteration. The Newton's method makes the algorithm converge fast due to its quadratic convergence. Finally, the alternating outer iterations also converge fast generally, and hence the proposed Algorithm 1 is applicable with reasonable complexity.
IV. NUMERICAL RESULTS
In this section, we present numerical results to illustrate the effectiveness of the proposed joint user association and power allocation algorithm. In the simulations, we consider a twotier HetNets with one MBS and B PBSs. In a 0.5km×0.5km region, the MBS is fixed in the centre, and all PBSs and UEs are distributed randomly and uniformly. By default, the number of PBSs B is set to be 25 and the number of UEs K equals to 100. Fig.2 shows an example of the network layout based on the aforementioned distribution. Based on a wrap-around model, we assume the path-loss between the MBS and UE, PBS and UE are given by 1/(1 + ( In the simulations, the MBS with M 0 = 200 antennas could serve the UE set of size S 0 = 10, and each PBS j (j ∈ {1, . . . , B}) has the same number M j = 40 (denoted uniformly by M 1 ) of antennas and serves the UE set of the maximum size S j = 4 (denoted uniformly by S 1 ). Note that the number of UEs does not exceed the total maximum load so as to ensure that each user is associated. The maximum transmission power constraints for MBS and PBS are 40dBm and 36dBm, respectively. The noise power spectral density is −174dBm/Hz and the noise figure is 5dB. In Algorithm 1, the initial start points p j (0) and µ j (0) are set to be P j and 1 respectively. Besides, the initial step and the attenuation factor are set to be 1 and 0.5 respectively. The simulation results are obtained through 5000 Monte Carlo runs. To fairly compare with our proposed algorithm, we choose the naive maxRSRP algorithm with equal power and the joint optimization algorithm (minpower) which is adopted in [18] for comparison. Primarily, we evaluate and compare the geometric mean of spectral efficiency of the above three algorithms versus different numbers of antennas at BS, as shown in Fig.3 . We take the geometric mean as the performance metric since there exists a one-to-one mapping between the geometric mean and the logarithmic utility. Hence, the geometric mean of spectral efficiency could manifest the load balance performance about spectral efficiency. The first point to be observed from Fig.3(a) and Fig.3(b) is that the proposed algorithm outperforms the maxRSRP algorithm and the minpower algorithm no matter the number of antennas M 0 or M 1 grows large. Without the consideration of proportional fairness, the maxRSRP algorithm and the minpower algorithm lead to more UEs allocated to MBS because the number of antennas at MBS is much larger than the number of antennas at PBS, thus bringing the heavy load at MBS which will pull down the total geometric mean of spectral efficiency. This is also why larger M 0 brings the worse performance while larger M 1 contributes to the better performance for the maxRSRP algorithm and the minpower algorithm. Secondly, comparing Fig.3(a) with Fig.3(b) , we find that for the proposed algorithm, the number of antennas at MBS can result in a small improvement while the number of antennas at PBS brings significant increase in terms of the geometric mean of spectral efficiency performance. This reflects that if the number of antennas at PBS is properly increased, it will contribute to the improvement of the proportional fairness regarding the spectral efficiency.
The performance of the total spectral efficiency is also investigated with respect to the number of antennas at BS in Fig.4 . We can see that all algorithms give different levels of incremental improvement in the total spectral efficiency as the number of antennas increases at BS. For the proposed algorithm and the maxRSRP algorithm, the increase in the number of antennas at MBS yields less gain than the increase in the number of antennas at PBS. This is because the effective total spectral efficiency is influenced by not only the number of antennas at BS which contributes to enhancing SINR, but also the actual loads of each BS. In addition, combined Fig.3 and Fig.4 , it can be concluded that the estimated channel error variance σ 2 e indeed has impacts on the performance. There exists a significant gap between perfect CSI and imperfect CSI cases for all three algorithms. To sum up, it is obvious that the proposed algorithm can perform well in both geometric mean and total spectral efficiency performance by virtue of the large number of antennas at BS.
Besides the impacts of the number of antennas, the performance with respect to the number of PBSs B is also presented. First, Fig.5 and Fig.6 show the behaviour of the spectral efficiency against the number of PBSs with different number of UEs K = 80 and K = 100 respectively. On one hand, with more available PBSs, the proposed algorithm achieves better gains than the maxRSRP algorithm and the minpower algorithm. This is due to the fact that they will still allocate more UEs to MBS even if the number of PBSs increases. On the other hand, it is noteworthy that the geometric mean decreases as the number of users increases, while the total spectral efficiency is the opposite except the minpower algorithm. This can be interpreted by the fact that more UEs result in lower spectral efficiency for some UEs.
Loads situations, as another performance metric shown in Fig.7 , compare the loads balancing performance among different schemes for different total numbers of users, i.e. K = 80 and K = 100 respectively. From Fig.7 , we can see that the the maxRSRP algorithm and the minpower algorithm result in very unbalanced loads where the MBS serves far more UEs than the single PBS, since the transmit power and the number of antennas at MBS are much larger than any PBS. In comparison, the proposed algorithm allocates fewer UEs to the MBS, and hence achieves better load balancing.
V. CONCLUSION
This paper focuses on solving the joint user association and power allocation optimization problem for massive MIMO enabled HetNets under proportional fairness with loads con-VOLUME 5, 2017 straint and transmit power constraint. We derive the closed form expression about ergodic capacity under imperfect CSI and then propose an effective algorithm in order to maximize the log utility of spectral efficiency. Simulation results verify the effectiveness of the proposed algorithm, and provide some insights into the effects of the number of the antennas and the number of PBSs on the spectral efficiency and load balancing.
