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1. Introduction
Let Ω ⊂R3 be an inﬁnite slab
Ω = {x = (x1, x2, x3) ∈R3: 0< x3 < L}
with two boundary hyperplanes Γ1 and Γ2, where
Γ1 =
{
x ∈R3: x3 = L > 0
}
and Γ2 =
{
x ∈R3: x3 = 0
}
.
Consider the following Schrödinger equations with Yang–Mills potentials in a slab
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j=1
(
−i ∂
∂x j
+ A j(x)
)2
u + V (x)u − k2u = 0 in Ω, (1.1)
u(x) = f (x) on ∂Ω = Γ1 ∪ Γ2 (1.2)
where A j(x) ∈ W 1,∞(Ω) ( j = 1,2,3) and V (x) ∈ L∞(Ω) are m × m matrices with compact
supports in R3, and f (x)|Γs ∈ H1/2(Γs) has compact support in Γs (s = 1,2). Denote A(x) =
(A1(x), A2(x), A3(x)). Suppose that k > 0 is such that there exists a unique admissible solution
u(x) ∈ H1loc(Ω) of (1.1), (1.2). Note that H1loc(Ω) = {u ∈ H1(Ω ∩ D): for any bounded domain D ⊂R3}.
The admissible solutions are required to satisfy some decay conditions at inﬁnity. The deﬁnition of
the admissible solution and the restriction on k will be discussed in Appendix A, where we even
consider a more general case that the right-hand side of (1.1) is a function belonging to H−1(Ω)
with compact support in R3. We denote H1adm(Ω) the admissible solutions space. After discussing the
well-posedness of the direct problem, we then deﬁne the Dirichlet-to-Neumann operator Λ,
Λ f =
(
∂u
∂n
+ i(A · n)u
)∣∣∣∣
∂Ω
where n is the unit outer normal vector. The inverse problem consists of determining A(x) and V (x)
from the Dirichlet-to-Neumann operator Λ. We study the inverse problems with partial data, where
only partial information about Λ is known. We consider the case when Λ f is given only on one
boundary hyperplane for those f whose support is only on the other boundary hyperplane. More
precisely, we deﬁne the following boundary measurements. For an open set Γ˜2 on Γ2, we deﬁne the
Cauchy data
CD
A,V ,Γ˜2
:=
{(
u|Γ1 ,
(
∂u
∂n
+ i(A · n)u
)∣∣∣∣
Γ˜2
)}
where u satisﬁes (1.1), (1.2) with u|Γ2 = 0 and n is the unit outer normal vector. The superscript D
represents the data given in the different hyperplanes.
The inverse problem with partial data consists of determining A(x) and V (x) from the knowl-
edge of CD
A,V ,Γ˜2
. It is well known (see [9]) that inverse problems for the Schrödinger equations
with Yang–Mills potentials is not well-posed since two gauge equivalent potentials have the same
boundary data. One can only hope to determine the potentials uniquely up to a gauge equiva-
lence. We say that A(1)(x) = (A(1)1 (x), A(1)2 (x), A(1)3 (x)) and V (1)(x) are gauge equivalent to A(2)(x) =
(A(2)1 (x), A
(2)
2 (x), A
(2)
3 (x)) and V
(2)(x) if there exists a nondegenerate m×m matrix g(x) for all x ∈Rn ,
g(x)− I having compact support in R3, g(x) = I on ∂Ω such that
A(2)(x) = g(x)A(1)(x)g−1(x)+ i ∂ g(x)
∂x
g−1(x), (1.3)
V (2)(x) = g(x)V (1)(x)g−1(x). (1.4)
We shall prove the following theorem.
Theorem 1.1. Let A(s)(x) ∈ C6(Ω) and V (s)(x) ∈ L∞(Ω) (s = 1,2) be two potentials with compact supports
in R3 . Suppose that a bounded open set B contains all supports of A(s)(x) and V (s)(x) (s = 1,2), and Ω ∩ B
has smooth boundary. Let Γ˜2 be any open set on Γ2 such that B ∩ Γ2 ⊂ Γ˜2 . If C DA(1),V (1),Γ˜2 = C
D
A(2),V (2),Γ˜2
and
the following boundary conditions are satisﬁed
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∂a A(1)1 (x)
∂na
= ∂
a A(1)2 (x)
∂na
= 0 on Γ2, for a = 1,3,5, (1.6)
∂b A(1)3 (x)
∂nb
= 0 on Γ2, for b = 0,2,4,6, (1.7)
then A(1)(x) and V (1)(x) are gauge equivalent to A(2)(x) and V (2)(x).
Remark 1.2. The regularity of A(s)(x) ∈ C6(Ω) (s = 1,2) allows us to use Eskin’s method of [9].
This regularity requirement is for the inverse problem only. For the forward problem, we only need
A(s)(x) ∈ W 1,∞(Ω) for the solvability (see Appendix A).
Remark 1.3. The conditions (1.6), (1.7) guarantee the invariance of the Schrödinger equations with
Yang–Mills potentials under the reﬂection about Γ2. Due to the symmetry of A(1)(x) and A(2)(x), we
could also require A(2)(x) satisﬁes (1.6), (1.7) instead of A(1)(x). The advantage here is that we do not
need both of them satisfy these conditions.
Remark 1.4. If the supports of the potentials A(s)(x) and V (s)(x) (s = 1,2) are strictly contained in Ω ,
then B ∩ Γ2 = ∅. So Γ˜2 can be any arbitrarily small open set on Γ2.
Remark 1.5. The hypotheses on k are discussed in Appendix A.
The parameter determination problem by boundary measurements is a rather well-studied ﬁeld
(see Uhlmann’s recent survey [39]). Since Calderón’s pioneer contribution [5], a key method in inverse
boundary problems has been the construction of complex geometrical optics solutions with a large
parameter which was introduced by Sylvester and Uhlmann [37]. In recent years, inverse problems
with partial data, that is when the measurements are made on part of the boundary, have received
many attentions. Bukhgeim and Uhlmann [4] proved uniqueness for the potential in the Schrödinger
equation in a bounded domain in three or higher dimensions when the boundary measurements are
given by the Dirichlet data on the whole boundary but the Neumann data only on (roughly speaking)
half of the boundary. The inverse problems with partial data in this setting were also studied in [15,
23,38]. The results in [4] were improved signiﬁcantly by Kenig, Sjöstrand and Uhlmann [22]. They
showed the unique identiﬁability when the Dirichlet data is given on any (possible very small) open
subset of the boundary and the Neumann data is given on a slightly larger part of its complement.
A reconstruction method was obtained in [31]. The results in [22] were extended to the magnetic
Schrödinger operator in [8,24], and to magnetic Dirac operator in [35]. Isakov [21] proved uniqueness
results in dimension three or higher when the Dirichlet-to-Neumann operator is given on an arbitrary
part of the boundary assuming that the remaining part is an open subset of a plane or a sphere.
The results were also extended to Maxwell equations in [6]. In two dimensions Imanuvilov, Uhlmann
and Yamamoto [18,19] showed the unique recovery results if the Dirichlet-to-Neumann operator is
measured on any subset of the boundary with Dirichlet data supported in the same set.
We consider the inverse boundary value problem with partial data for Schrödinger equations with
Yang–Mills potentials in an inﬁnite slab in this paper. There are many unknown matrix-valued func-
tions of arbitrary forms in the underlying equations. The study of inverse problems for Schrödinger
equations with Yang–Mills potentials will be a prototype in the study of inverse problems for other
systems, such as elasticity system, Stokes equations, Dirac operators and Maxwell equations, since
many of them can be reduced to matrix-valued Schrödinger equations (see, for example, [1,14,26,32]).
On the other hand, the slab is an important geometry in wave guide and medical imaging (see, for
example, [3,13]). The partial data inverse problems for conductivity equation and Schrödinger equa-
tions in a slab were investigated by Li and Uhlmann [27]. We proved the unique determination of
the conductivity and the electric potential when the corresponding Dirichlet and Neumann data were
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A new phase function was constructed in [27] to ﬁt the reﬂection argument about one hyperplane,
and the Carleman estimate was used to control the boundary where no measurements were made.
Krupchyk, Lassas and Uhlmann [25] proved uniqueness results for the Schrödinger equation with
electro-magnetic potentials. In [25], to avoid the use of the Carleman estimate, the reﬂections of so-
lutions with respect to different boundary hyperplanes were investigated. The inverse problems in a
slab with various setting were also studied in [2,3,7,12,16,17,28,29,34].
In this paper we use the Carleman estimate and the reﬂection argument about one hyperplane
to determine the Yang–Mills potentials in a slab from partial boundary measurement. The advantage
of reﬂection along only one boundary hyperplane is that we only need extra conditions about the
potentials on one hyperplane (see (1.6), (1.7)). We do not require such conditions on both of hyper-
planes. The inverse problems for the matrix-valued Schrödinger equations in a bounded domain in
three or higher dimensions with full boundary measurements were studied by Eskin and Ralston in
[9,11]. We will follow their methods to our problems. Since we deal with partial data problem in a
slab, there are some new ingredients in our arguments. First, we derive a new Carleman estimate for
matrix-valued Schrödinger equations to control the solutions on the part of the boundary where no
information is given. Second, due to the reﬂection arguments on obtaining the solutions, we have to
carefully control the products of the phase functions and the leading terms of the solutions. Third, we
need a Runge type approximation for special solutions since our domain is unbounded. Fourth, the or-
der of the choice of the parameters is different from [9,11] in order to ﬁt the partial data information
and the new Carleman estimate. We track this order and pay more attention to their relationships.
This paper is organized as follows. In Section 2, we introduce some notations and Green’s formulas.
A key inequality involving unknown potentials will be obtained in Section 3. In Section 4, we construct
special solutions. The determination of potential A(x) and V (x) will be given in Sections 5 and 6,
respectively. In Appendix A, we will discuss the solvability of the direct problem.
2. Notations and Green’s formulas
In this section we introduce some notations and provide Green’s formulas for the Schrödinger
operator with Yang–Mills potentials. First we deﬁne some operators. Denote
Lu :=
3∑
j=1
(
−i ∂
∂x j
+ A j(x)
)2
u + V (x)u − k2u (2.1)
and A(x) = (A1(x), A2(x), A3(x)). The operator L can be written as
Lu = −u − 2i
3∑
j=1
A j(x)
∂u
∂x j
+ q(x)u
with
q(x) =
3∑
j=1
((
A j(x)
)2 − i ∂ A j(x)
∂x j
)
+ V (x)− k2. (2.2)
We denote the adjoint operator and transpose operator
L∗u :=
3∑
j=1
(
−i ∂
∂x j
+ A∗j (x)
)2
u + V ∗(x)u − k2u, (2.3)
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3∑
j=1
(
−i ∂
∂x j
− ATj (x)
)2
u + V T (x)u − k2u (2.4)
where for any matrix M we denote M∗ its adjoint matrix and MT its transpose matrix. Note the
coeﬃcients before ATj (x) are −1. Denote M the complex conjugate of M . We have
LT u = L∗u¯. (2.5)
For s = 1,2, we deﬁne L(s) , q(s)(x), L(s)∗ and L(s)T in the same way as in (2.1)–(2.4), where A(x) and
V (x) are replaced by A(s)(x) and V (s)(x) respectively.
Next we deﬁne the inner products. Let Q be a domain; for vector-valued functions u(x) and v(x)
deﬁned on Q , we denote
(u, v)Q =
∫
Q
v∗u dx, ‖u‖Q = (u,u)
1
2
Q ,
and for vector-valued functions f (x) and g(x) deﬁned on ∂Q , we denote
[ f , g]∂Q =
∫
∂Q
g∗ f ds, ‖ f ‖∂Q = [ f , f ]
1
2
∂Q .
Clearly,
(u, v)Q = (v,u)∗Q , [ f , g]∂Q = [g, f ]∗∂Q . (2.6)
Now we deﬁne some solution spaces. For s = 1,2, denote
Ws(Ω) :=
{
u ∈ H1adm(Ω): L
(s)u(x) = 0 inΩ, u = 0 on Γ2,
u|Γ1 has compact support in Γ1
}
,
Ws(Ω ∩ B) :=
{
u ∈ H1(Ω ∩ B): L(s)u(x) = 0 in Ω ∩ B, u = 0 on Γ2
}
,
Vs(Ω ∩ B) :=
{
u ∈ H1(Ω ∩ B): L(s)u(x) = 0 inΩ ∩ B},
V∗s (Ω ∩ B) :=
{
u ∈ H1(Ω ∩ B): L(s)∗u(x) = 0 in Ω ∩ B}.
We also have the following Green’s formulas.
Lemma 2.1.
(1) For any u ∈ H1(Ω ∩ B) and v ∈ H1(Ω ∩ B), we have
(Lu, v)Ω∩B −
(
u,L∗v)
Ω∩B
= −
[(
∂
∂n
+ i A · n
)
u, v
]
∂(Ω∩B)
+
[
u,
(
∂
∂n
+ i A∗ · n
)
v
]
∂(Ω∩B)
. (2.7)
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of LT , we have
(Lu, v)Ω −
(
u,L∗v)
Ω
= −
[(
∂
∂n
+ i A · n
)
u, v
]
∂Ω
+
[
u,
(
∂
∂n
+ i A∗ · n
)
v
]
∂Ω
. (2.8)
Proof. (1) We express the subscripts Ω ∩ B and ∂(Ω ∩ B). Integrating by parts, we have
∫
Ω∩B
v∗
3∑
j=1
(
−i ∂
∂x j
+ A j
)2
u dx
=
∫
Ω∩B
v∗
3∑
j=1
(
−i ∂
∂x j
+ A j
)(
−i ∂u
∂x j
+ A ju
)
dx
= −
∫
∂(Ω∩B)
v∗
(
∂
∂n
+ i A · n
)
u ds +
∫
Ω∩B
3∑
j=1
(
i
∂
∂x j
v∗ + v∗A j
)(
−i ∂u
∂x j
+ A ju
)
dx.
Hence
(Lu, v) = −
[(
∂
∂n
+ i A · n
)
u, v
]
+
3∑
j=1
(
−i ∂u
∂x j
+ A ju,−i ∂v
∂x j
+ A∗j v
)
+ (V u − k2u, v). (2.9)
Likewise,
(L∗v,u)= −[( ∂
∂n
+ i A∗ · n
)
v,u
]
+
3∑
j=1
(
−i ∂v
∂x j
+ A∗j v,−i
∂u
∂x j
+ A ju
)
+ (V ∗v − k2v,u). (2.10)
From (2.10), (2.6) we have
(
u,L∗v)= (L∗v,u)∗
= −
[(
∂
∂n
+ i A∗ · n
)
v,u
]∗
+
3∑
j=1
(
−i ∂v
∂x j
+ A∗j v,−i
∂u
∂x j
+ A ju
)∗
+ (V ∗v − k2v,u)∗
= −
[
u,
(
∂
∂n
+ i A∗ · n
)
v
]
+
3∑
j=1
(
−i ∂u
∂x j
+ A ju,−i ∂v
∂x j
+ A∗j v
)
+ (u, V ∗v − k2v). (2.11)
Then (2.7) follows from (2.9), (2.11) and(
u, V ∗v − k2v)= (u, V ∗v)− k2(u, v) = (V u, v)− k2(u, v) = (V u − k2u, v).
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Appendix A. The idea is as follows. Let Ω(r) = {x = (x′, x3) ∈ Ω: |x′| < r}. Using the same proof
as in part (1), we know that (2.7) holds for Ω(r). Denote Γr the lateral surface of Ω(r), that is
Γr = ∂Ω(r)∩Ω . Then for big r, ∂Ω(r) = Γr ∪ (∂Ω(r)∩ Γ1)∪ (∂Ω(r)∩ Γ2). Let
I(r) = −
[(
∂
∂n
+ i A · n
)
u, v
]
Γr
+
[
u,
(
∂
∂n
+ i A∗ · n
)
v
]
Γr
. (2.12)
So (2.8) holds if we can show that
I(r) → 0 as r → ∞. (2.13)
In fact (2.13) follows from the decaying properties of the admissible solutions. The details will be
provided in the end of Appendix A after discussing the admissible solutions. 
3. Key inequality
Suppose two potentials have the same Cauchy data. We give an inequality which involves both
potentials and has the information we need for the determination of these potentials. First, since we
only have partial data on the boundary, Green’s formula gives an identity, which contains not only
the unknown potentials and the corresponding solutions but also the boundary terms of the solutions.
We then need to prove a Carleman estimate to control the boundary terms and ﬁnally reach a key
inequality. The Runge type approximation is also discussed in order to use this inequality in the next
section on the construction of solutions.
3.1. Key identity
Suppose that two potentials (A(1), V (1)) and (A(2), V (2)) have the same Cauchy data. Let u1 ∈
W1(Ω), that is, u1(x) is the admissible solution of
L(1)u1(x) = 0 in Ω with u1(x) = 0 on Γ2.
Let v ∈W2(Ω) be the admissible solution of
L(2)v(x) = 0 in Ω with v(x) = u1(x) on ∂Ω = Γ1 ∪ Γ2.
The existence and uniqueness of admissible solutions u1 and v follow from Proposition A.2 and Re-
mark A.4 in Appendix A. We deﬁne w(x) = v(x) − u1(x). Also let u2∗ ∈ V∗2 (Ω ∩ B), that is, u2∗(x) is
the solution of
L(2)∗u2∗(x) = 0 in Ω ∩ B. (3.1)
Then we have the following identity.
Lemma 3.1. Under the above notations, we have
−2i
∫
Ω∩B
u∗2∗
(
A(1)(x)− A(2)(x)) · ∂u1
∂x
dx+
∫
Ω∩B
u∗2∗
(
q(1)(x)− q(2)(x))u1 dx
= −
∫
l1
u∗2∗
∂w
∂n
ds. (3.2)
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L(2)w(x) = −2i(A(1) − A(2)) · ∂u1
∂x
+ (q(1) − q(2))u1 inΩ, (3.3)
w(x) = 0 on ∂Ω. (3.4)
Since (A(1), V (1)) and (A(2), V (2)) have the same Cauchy data and u1(x) = v(x) on ∂Ω , we know(
∂
∂n
+ i(A(1) · n))u1 = ( ∂
∂n
+ i(A(2) · n))v on Γ˜2,
and hence (
∂
∂n
+ i(A(2) · n))w = i((A(1) − A(2)) · n)u1 on Γ˜2.
In view of w = 0 and u1 = 0 on Γ˜2, we get
∂w
∂n
= 0 on Γ˜2.
To get more information about w(x), we consider the region Ω \ B . Denote l1 = B ∩ Γ1, l2 = B ∩ Γ2
and l3 = ∂B ∩ Ω . Then ∂(Ω ∩ B) = l1 ∪ l2 ∪ l3. Since B contains supports of all potentials, we know
w(x) is a solution of
(−− k2)w(x) = 0 inΩ \ B, w(x) = ∂w(x)
∂n
= 0 on Γ˜2 \ l2.
By unique continuation, w(x) = 0 in Ω \ B . Particularly, w(x) = ∂w(x)
∂n = 0 on l3. Therefore
w(x) = 0 on ∂(Ω ∩ B) = l1 ∪ l2 ∪ l3, (3.5)(
∂
∂n
+ i(A(2) · n))w = ∂w(x)
∂n
= 0 on l2 ∪ l3. (3.6)
We apply the Green formula (2.7) in Lemma 2.1 for L(2) to w and u2∗ on Ω∩ B . In view of (3.5), (3.6),
(L(2)w,u2∗)Ω∩B − (w,L(2)∗u2∗)Ω∩B
= −
[(
∂
∂n
+ i A(2) · n
)
w,u2∗
]
∂(Ω∩B)
+
[
w,
(
∂
∂n
+ i(A(2)∗ · n))u2∗]
∂(Ω∩B)
= −
∫
l1
u∗2∗
∂w
∂n
ds. (3.7)
In view of (3.1), (3.3),
702 X. Li / J. Differential Equations 253 (2012) 694–726(L(2)w,u2∗)Ω∩B − (w,L(2)∗u2∗)Ω∩B
= (L(2)w,u2∗)Ω∩B
= −2i
∫
Ω∩B
u∗2∗
(
A(1) − A(2)) · ∂u1
∂x
dx+
∫
Ω∩B
u∗2∗
(
q(1) − q(2))u1 dx. (3.8)
Then (3.2) follows from (3.7) and (3.8). 
3.2. Carleman estimate
In this subsection we prove a Carleman estimate for Schrödinger operator with Yang–Mills poten-
tials on a bounded domain with smooth boundary. The limiting Carleman weight could be a nonlinear
function, though we only need linear Carleman weight in this paper. The Schrödinger equations with
Yang–Mills potentials involve the ﬁrst-order term, which is in the matrix form, in the usual Laplacian,
hence we need a new Carleman estimate to absorb the ﬁrst-order term without any smallness condi-
tion on its coeﬃcients. We improve the Carleman estimate (3.36) in [22], which is for Schrödinger
operator without ﬁrst-order term. The Carleman estimate for Schrödinger equations with electro-
magnetic potentials was studied in [8]. Our procedure here is somehow new.
Let Σ be a bounded domain with smooth boundary. Suppose the real-valued smooth function ϕ(x)
is a limiting Carleman weight (see [22]) on an open set Σ˜ where Σ ⊂ Σ˜ . Deﬁne
∂Σ+ =
{
x ∈ ∂Σ: ∂ϕ(x)
∂n
 0
}
, ∂Σ− =
{
x ∈ ∂Σ: ∂ϕ(x)
∂n
 0
}
.
Lemma 3.2. Let A1(x), A2(x) and A3(x) and q(x) be matrix-valued bounded functions on Σ . The following
Carleman estimate
− h
C1
[
∂ϕ
∂n
e
ϕ
h
∂u
∂n
, e
ϕ
h
∂u
∂n
]
∂Σ−
+ 1
C2
∥∥e ϕh u∥∥2
Σ
+ h
2
C3
∥∥e ϕh ∇u∥∥2
Σ
 h2
∥∥∥∥∥e ϕh
(
−u − 2i
n∑
j=1
A j(x)
∂u
∂x j
+ q(x)u
)∥∥∥∥∥
2
Σ
+ h
C4
[
∂ϕ
∂n
e
ϕ
h
∂u
∂n
, e
ϕ
h
∂u
∂n
]
∂Σ+
(3.9)
holds for all u ∈ H20(Σ) and small h > 0, where the positive constant C j ( j = 1,2,3,4) may depend on
A(x) = (A1(x), A2(x), A3(x)) and q(x).
Proof. We use the subscriptions to the generic constants to track the dependence of these constants
with respect to the coeﬃcients A(x) and q(x). The short notation ‖ · ‖ is understood as ‖ · ‖Σ in this
proof.
For 	 > 0, deﬁne ϕ	 = ϕ + 	g with g = ϕ22 . The following inequality was proved in [22] (see
Eq. (3.33) in [22])
−h
3
C5
[
∂ϕ	
∂n
e
ϕ	
h
∂u
∂n
, e
ϕ	
h
∂u
∂n
]
∂Σ	−
+ 	h
C6
∥∥e ϕ	h u∥∥2 + 	h
C7
∥∥e ϕ	h h∇u∥∥2

∥∥e ϕ	h (−h2u)∥∥2 + h3
C8
[
∂ϕ	
∂n
e
ϕ	
h
∂u
∂n
, e
ϕ	
h
∂u
∂n
]
(3.10)∂Σ	+
X. Li / J. Differential Equations 253 (2012) 694–726 703where
∂Σ	+ =
{
x ∈ ∂Σ: ∂ϕ	
∂n
 0
}
and ∂Σ	− =
{
x ∈ ∂Σ: ∂ϕ	
∂n
 0
}
.
This is our starting point. In [22], the notation uˆ := e ϕ	h u and vˆ := e ϕ	h (−h2u) was used. uˆ and vˆ
were translated into other quantities such as u˜ and v˜ in the proof of the Carleman estimate for the
operator − + V (x). We shall give a proof for Yang–Mills potentials. The new idea is to keep uˆ and
vˆ until the last step. In order to avoid the confusion about the notations, we use the long notations
e
ϕ	
h u and e
ϕ	
h (−h2u) in our proof. Obviously,
∥∥e ϕ	h (−h2u)∥∥2  C9
∥∥∥∥∥e ϕ	h
(
−h2u − 2h2i
n∑
j=1
A j(x)
∂u
∂x j
+ h2q(x)u
)∥∥∥∥∥
2
+ C10‖A‖2L∞(Σ)
∥∥e ϕ	h h2∇u∥∥2 + C11‖q‖2L∞(Σ)∥∥e ϕ	h h2u∥∥2 (3.11)
where ‖A‖L∞(Σ) = max1 j3 ‖A j‖L∞(Σ) .
We ﬁx a large number C˜ and take 	 = C˜h. Then the last two terms in the right-hand side of (3.11)
can be absorbed into the corresponding terms in the left-hand side of (3.10),
− h
3
C5
[
∂ϕ	
∂n
e
ϕ	
h
∂u
∂n
, e
ϕ	
h
∂u
∂n
]
∂Σ−
+
(
C˜
C6
− C11‖q‖2L∞(Σ)h2
)
h2
∥∥e ϕ	h u∥∥2
+
(
C˜
C7
− C10‖A‖2L∞(Σ)
)
h4
∥∥e ϕ	h ∇u∥∥2
 C9h4
∥∥∥∥∥e ϕ	h
(
−u − 2i
n∑
j=1
A j(x)
∂u
∂x j
+ q(x)u
)∥∥∥∥∥
2
+h
3
C8
[
∂ϕ	
∂n
e
ϕ	
h
∂u
∂n
, e
ϕ	
h
∂u
∂n
]
∂Σ+
.
For 0< h 1 we have C˜C6 −C11‖q‖2L∞(Σ)h2  C˜C6 −C11‖q‖2L∞(Σ) . So we choose C˜>max{C7C10‖A‖2L∞(Σ),
C6C11‖q‖2L∞(Σ)}, and then get
− h
3
C5
[
∂ϕ	
∂n
e
ϕ	
h
∂u
∂n
, e
ϕ	
h
∂u
∂n
]
∂Σ−
+ C12h2
∥∥e ϕ	h u∥∥2 + C13h4∥∥e ϕ	h ∇u∥∥2
 C9h4
∥∥∥∥∥e ϕ	h
(
−u − 2i
n∑
j=1
A j(x)
∂u
∂x j
+ q(x)u
)∥∥∥∥∥
2
+ h
3
C8
[
∂ϕ	
∂n
e
ϕ	
h
∂u
∂n
, e
ϕ	
h
∂u
∂n
]
∂Σ+
(3.12)
where C12 = C˜C6 − C11‖q‖2L∞(Σ) > 0 and C13 = C˜C7 − C10‖A‖2L∞(Σ) > 0.
Next we pass the inequality from ϕ	 to ϕ . Recall ϕ	 = ϕ + C˜hg with g = ϕ22 . Hence e
ϕ	
h = e ϕh eC˜ g .
From g = ϕ2/2 we know 1 eC˜ g  C14. That is
e
ϕ
h  e
ϕ	
h  C14e
ϕ
h in Σ. (3.13)
For the boundary terms, clearly
∂ϕ	 = ∂ϕ + C˜hϕ ∂ϕ = (1+ C˜hϕ)∂ϕ .
∂n ∂n ∂n ∂n
704 X. Li / J. Differential Equations 253 (2012) 694–726Hence for small enough h, we know ∂Σ	+ = ∂Σ+ and ∂Σ	− = ∂Σ− . Moreover,
C15
∂ϕ
∂n
 ∂ϕ	
∂n
 C16
∂ϕ
∂n
on ∂Σ	+ = ∂Σ+ (3.14)
and
C17
∂ϕ
∂n
 ∂ϕ	
∂n
 C18
∂ϕ
∂n
on ∂Σ	− = ∂Σ−. (3.15)
Then the Carleman estimate (3.9) follows directly from (3.12)–(3.15). 
3.3. Density spaces
In this subsection we show a density result for the solution spaces we deﬁned in Section 2. The
solution we will construct grows exponentially at inﬁnity. Hence we need a Runge type approxima-
tion.
Lemma 3.3.W1(Ω) is dense inW1(Ω ∩ B) with respect to L2(Ω ∩ B) norm.
Proof. If not, then by Hahn–Banach theorem there is g ∈ L2(Ω), g = 0 in Ω \ B , such that
(u, g)Ω = 0 for any u ∈W1(Ω),
but
(u0, g)Ω = 0 for some u0 ∈W1(Ω ∩ B). (3.16)
Let U be the admissible solution to the problem
L(1)T U (x) = g¯ in Ω, U (x) = 0 on ∂Ω = Γ1 ∪ Γ2.
The existence and uniqueness of the admissible solution U follow from Proposition A.3 and Re-
mark A.4 in Appendix A. In view of (2.5), U satisﬁes
L(1)∗U (x) = g inΩ.
For any u ∈ W1(Ω), using the Green formula (2.8) for L = L(1) and boundary conditions (3.5),
(3.6), we get
0 = −(u, g)Ω = −
(
u,L(1)∗U)
Ω
= (L(1)u,U)
Ω
− (u,L(1)∗U)
Ω
= −
[(
∂
∂n
+ i A(1) · n
)
u,U
]
∂Ω
+
[
u,
(
∂
∂n
+ i A(1)∗ · n
)
U
]
∂Ω
=
[
u,
(
∂
∂n
+ i A(1)∗ · n
)
U
]
∂Ω
=
[
u,
(
∂
∂n
+ i A(1)∗ · n
)
U
]
Γ1
.
Then we know ( ∂
∂n + i A(1)∗ · n)U = 0 on Γ1 since u can be arbitrary smooth function on Γ1. Using
U = 0 on boundary again, one gets ∂U
∂n = 0 on Γ1. Hence U is a solution to(−− k2)U (x) = 0 inΩ \ B, U (x) = ∂U = 0 on Γ1.∂n
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the Green formula (2.7) and boundary conditions, we have
−(u0, g)Ω = −(u0, g)Ω∩B = −
(
u0,L(1)∗U
)
Ω∩B
= −(u0,L(1)∗U)Ω∩B + (L(1)u0,U)Ω∩B
= −
[(
∂
∂n
+ i A(1) · n
)
u0,U
]
∂(Ω∩B)
+
[
u0,
(
∂
∂n
+ i A(1)∗ · n
)
U
]
∂(Ω∩B)
=
[
u0,
(
∂
∂n
+ i A(1)∗ · n
)
U
]
∂(Ω∩B)
= 0.
This contradicts to (3.16), and the proof is complete. 
3.4. Key inequality
Now we use the key identity, Carleman estimate and the density result to show the following key
inequality. Our determination of the potentials is mainly based on it.
Lemma 3.4. For any η = (η1, η2, η3) ∈R3 such that η3 > 0 and for any τ  0, if C DA(1),V (1),Γ˜2 = C
D
A(2),V (2),Γ˜2
,
then ∣∣∣∣−2i ∫
Ω∩B
u∗2∗
(
A(1)(x)− A(2)(x)) · ∂u1
∂x
dx+
∫
Ω∩B
u∗2∗
(
q(1)(x)− q(2)(x))u1 dx∣∣∣∣
 C√
η3τ
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣∣∣e−τ x·η(A(1)(x)− A(2)(x)) · ∂u1∂x
∣∣∣∣2 dx]
1
2
+ C√
η3τ
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣e−τ x·η(q(1)(x)− q(2)(x))u1∣∣2 dx] 12 (3.17)
for all u1 ∈W1(Ω ∩ B) and all u2∗ ∈ V∗2 (Ω ∩ B).
We start from (3.2). Since B contains the supports of A(1) and A(2) , we know (A(1) − A(2)) · n = 0
on l3. Together with (1.5) and u1 = 0 on l2, we get (A(1) − A(2)) · nu1 = 0 on ∂(Ω ∩ B) = l1 ∪ l2 ∪ l3.
Then from divergence theorem, we have
−2i
∫
Ω∩B
u∗2∗
(
A(1)(x)− A(2)(x)) · ∂u1
∂x
dx = 2i
∫
Ω∩B
[
∂
∂x
· (u∗2∗(A(1)(x)− A(2)(x)))]u1 dx. (3.18)
On the other hand, from trace theorem, the standard elliptic theory and (3.3), (3.5), we get∣∣∣∣−∫
l1
u∗2∗
∂w
∂n
ds
∣∣∣∣ ‖u2∗‖H 12 (l1)
∥∥∥∥∂w∂n
∥∥∥∥
H−
1
2 (l1)
 C˜1‖u2∗‖H1(Ω∩B)‖w‖H1(Ω∩B)
 C˜2‖u2∗‖H1(Ω∩B)
(‖u1‖L2(Ω∩B) + ‖w‖L2(Ω∩B)), (3.19)
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( j = 1,2). From (3.18), (3.19) and Lemma 3.3, we know (3.2) is also valid for u1 ∈ W1(Ω ∩ B) and
u2∗ ∈ V∗2 (Ω ∩ B).
Now we apply the Carleman estimate in Lemma 3.2 to our function w in the domain Σ = Ω ∩
B with A(x) = A(2)(x) and q(x) = q(2)(x). In view of (3.3), (3.5) and standard elliptic theory, w ∈
H20(Ω ∩ B). We use the linear Carleman weight function ϕ(x) = −x · η where η = (η1, η2, η3) with
η3 > 0. So
∂ϕ
∂n = −η · n. From (3.9) we get
− h
C1
∫
∂(Ω∩B)−
(−η · n)
∣∣∣∣e− x·ηh ∂w∂n
∣∣∣∣2 ds
 h2
∫
Ω∩B
∣∣e− x·ηh L(2)w∣∣2 dx+ h
C4
∫
∂(Ω∩B)+
(−η · n)
∣∣∣∣e− x·ηh ∂w∂n
∣∣∣∣2 ds. (3.20)
Note that −η · n = −η3 < 0 on l1, so l1 ⊂ ∂(Ω ∩ B)− . In view of ∂(Ω ∩ B) = l1 ∪ l2 ∪ l3, we have
∂(Ω ∩ B)+ ⊂ (l2 ∪ l3). From (3.6) we know ∂w∂n = 0 on ∂(Ω ∩ B)+ and then (3.20) reads
h
C1
∫
l1
η3
∣∣∣∣e− x·ηh ∂w∂n
∣∣∣∣2 ds h2 ∫
Ω∩B
∣∣e− x·ηh L(2)w∣∣2 dx.
Let τ = 1h  0, then ∫
l1
η3
∣∣∣∣e−τ x·η ∂w∂n
∣∣∣∣2 ds Cτ
∫
Ω∩B
∣∣e−τ x·ηL(2)w∣∣2 dx. (3.21)
From (3.2), (3.3), (3.21), we compute∣∣∣∣−2i ∫
Ω∩B
u∗2∗
(
A(1) − A(2)) · ∂u1
∂x
dx+
∫
Ω∩B
u∗2∗
(
q(1) − q(2))u1 dx∣∣∣∣
=
∣∣∣∣−∫
l1
u∗2∗
∂w
∂n
ds
∣∣∣∣
=
∣∣∣∣ ∫
l1
1√
η3
eτ x·ηu∗2∗
√
η3e
−τ x·η ∂w
∂n
ds
∣∣∣∣
 1√
η3
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
l1
η3
∣∣∣∣e−τ x·η ∂w∂n
∣∣∣∣2 ds]
1
2
 C√
η3τ
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣e−τ x·ηL(2)w∣∣2 dx] 12
= C√
η3τ
[ ∫
l
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣∣∣e−τ x·η[−2i(A(1) − A(2)) · ∂u1∂x + (q(1) − q(2))u1
]∣∣∣∣2 dx]
1
21
X. Li / J. Differential Equations 253 (2012) 694–726 707 C√
η3τ
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣∣∣e−τ x·η(A(1) − A(2)) · ∂u1∂x
∣∣∣∣2 dx]
1
2
+ C√
η3τ
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣e−τ x·η(q(1) − q(2))u1∣∣2 dx] 12 .
We ﬁnish the proof of the key inequality.
4. Construction of solutions
In this section, we construct special solutions. From Lemma 3.4 we only need to construct solutions
on Ω ∩ B instead of on Ω . First we do an odd extension about Γ2 = {x ∈R3: x3 = 0} for A(1)3 (x) and
an even extension about Γ2 for A
(1)
1 (x), A
(1)
2 (x) and V
(1)(x). That is, for −L < x3 < 0, we deﬁne
A(1)1 (x1, x2, x3) = A(1)1 (x1, x2,−x3), A(1)2 (x1, x2, x3) = A(1)2 (x1, x2,−x3),
A(1)3 (x1, x2, x3) = −A(1)3 (x1, x2,−x3), V (1)(x1, x2, x3) = V (1)(x1, x2,−x3).
Our assumptions (1.6), (1.7) guarantee that the extended potentials (A(1)(x), V (1)(x)) have the same
regularity as the original potentials. We use the same notations for the extended potentials. We also
extend all potentials to R3 such that A(s)(x) ∈ C6(R3), V (s)(x) ∈ L∞(R3) (for s = 1,2), and their sup-
ports are all contained in a large ball BR := {x ∈R3: |x| < R}.
Next, we introduce new coordinates. For any ξ = (ξ1, ξ2, ξ3) ∈ R3 with ξ1e =
√
ξ21 + ξ22 > 0, we
introduce
e(1) = 1
ξ1e
(ξ1, ξ2,0), e(3) = (0,0,1)
and e(2) such that e(1), e(2) and e(3) form an orthogonal normal basis in R3. We also denote the
coordinate of x ∈R3 in this basis by (x1e, x2e, x3e)e . A similar choice was done in [21]. We have
ξ = (ξ1e,0, ξ3)e.
We choose the phase
ρ1 =
(
1
2
ξ1e + iτξ3, |ξ |
√
τ 2 − 1
4
,
1
2
ξ3 − iτξ1e
)
e
,
ρ2 =
(
−1
2
ξ1e − iτξ3, |ξ |
√
τ 2 − 1
4
,−1
2
ξ3 + iτξ1e
)
e
.
A direct computation yields that
ρ1 · ρ1 = ρ2 · ρ2 = 0, ρ1 − ρ¯2 = (ξ1e,0, ξ3)e = ξ.
Deﬁne
αˆ = (0, |ξ |,0)e, βˆ = (ξ3,0,−ξ1e)e, α = αˆ , β = βˆ , θ = α + iβ, (4.1)|ξ | |ξ |
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|αˆ| = |βˆ| = |ξ |, |α| = |β| = 1, θ ⊥ ξ, θ¯ = α − iβ.
We know
lim
τ→∞
ρ1
τ
= (iξ3, |ξ |,−iξ1e)e = αˆ + iβˆ = |ξ |(α + iβ),
lim
τ→∞
ρ2
τ
= (−iξ3, |ξ |, iξ1e)e = αˆ − iβˆ = |ξ |(α − iβ),
lim
τ→∞
ρ¯2
τ
= αˆ + iβˆ = |ξ |(α + iβ).
We ﬁrst construct the solutions of
L(2)∗u2∗ =
3∑
j=1
(
−i ∂
∂x j
+ A(2)∗j (x)
)2
u2∗ + V (2)∗(x)u2∗ − k2u2∗ = 0 in Ω ∩ B.
We look for the exponential growth solutions u2∗ in the form
u2∗(x) = eix·ρ2 v2∗ = eix·ρ2
(
C2∗(x, θ¯ )p2∗(x · θ¯ )+ w2∗(τ )
)
(4.2)
where C2∗(x, θ¯ ) is an m×m invertible matrix satisfying
iθ¯ · ∂
∂x
C2∗(x, θ¯ ) = θ¯ · A(2)∗(x)C2∗(x, θ¯ )
and p2∗(z) is an m × 1 vector whose components are arbitrary polynomials in complex variables z.
Note that w2∗(τ ) also depends on x, ρ2 and θ¯ . We express the notations here.
From [9,10], we know
∥∥w2∗(τ )∥∥L2(Ω∩B)  Cτ
and both v2∗ and ∂v2∗∂x are bounded, and C2∗(x, θ¯ ) only depends on x and the two-dimensional plane
spanned by α and −β (we choose C2∗(x, zθ¯ ) = C2∗(x, θ¯ ) for any z ∈C \ 0). Denote
C3(x, θ) = C∗2∗(x, θ¯ ), p3(x · θ) = p∗2∗(x · θ¯ ),
then
−iθ · ∂
∂x
C3(x, θ) = C3(x, θ)θ · A(2)(x), (4.3)
and C3(x, zθ) = C3(x, θ) for any z ∈C \ 0.
Next we construct the solutions of
L(1)u1 =
3∑
j=1
(
−i ∂
∂x j
+ A(1)j (x)
)2
u1 + V (1)(x)u1 − k2u1 = 0 in Ω ∩ B,
u1(x) = 0 on Γ2.
Here we need to consider the boundary restriction u1(x) = 0 on Γ2.
X. Li / J. Differential Equations 253 (2012) 694–726 709Denote x# = (x1, x2,−x3) for any x = (x1, x2, x3) ∈ R3, and ρ# = (ρ1,ρ2,−ρ3) for any ρ =
(ρ1,ρ2,ρ3) ∈ C3. Deﬁne Ω# = {x#: x ∈ Ω}, and for any function f , deﬁne f #(x) = f (x#) =
f (x1, x2,−x3). We also denote Ω˜ B = (Ω ∩ B)∪ (Ω# ∩ B#)∪ (Γ2 ∩ B).
As above, from [9,10], we construct the exponential growth solution on Ω˜ B in the form
eix·ρ1 v1 = eix·ρ1
(
C1(x, θ)p1(x · θ)+ w1(τ )
)
where C1(x, θ) is an m×m invertible matrix satisfying
iθ · ∂
∂x
C1(x, θ) = θ · A(1)(x)C1(x, θ), (4.4)
∥∥w1(τ )∥∥L2(Ω˜ B )  Cτ
and p1(z) is an m×1 vector whose components are arbitrary polynomials in complex variables z. We
express the notations for w1 too. We also know v1 and
∂v1
∂x are bounded, and C1(x, θ) only depends
on x and the two-dimensional plane spanned by α and β (we choose C1(x, zθ) = C1(x, θ) for any
z ∈C \ 0).
Then, we look for u1(x) in the form
u1(x) = eix·ρ1 v1(x)− eix#·ρ1 v#1 (x)
= eix·ρ1(C1(x, θ)p1(x · θ)+ w1(τ ))− eix#·ρ1(C#1 (x, θ)p#1 (x · θ)+ w#1 (τ )). (4.5)
Obviously, u1(x) = 0 on Γ2. Recall that we do an odd extension about Γ2 for A(1)3 (x) and an even
extension about Γ2 for A
(1)
1 (x), A
(1)
2 (x) and V
(1)(x). Then, in view of the deﬁnition of the function
f #(x), we know C#1 (x, θ) satisﬁes the same equation as C1(x, θ), that is,
iθ · ∂
∂x
C#1 (x, θ) = θ · A(1)(x)C#1 (x, θ).
5. Determination of A(x)
In this section we prove the gauge equivalence (1.3) for A(1)(x) and A(2)(x). We plug in the special
solutions we constructed in last section to the key inequality (3.17) in Lemma 3.4 and study the limits
of both sides of (3.17) after dividing by τ as τ → ∞.
From (4.5) and x# · ρ1 = x · ρ#1 , direct computation yields
∂u1
∂x
= iρ1eix·ρ1 v1 + eix·ρ1 ∂v1
∂x
− iρ#1 eix
#·ρ1 v#1 − eix
#·ρ1 ∂v
#
1
∂x
. (5.1)
In view of (4.2), (4.5), (5.1), the left-hand side of (3.17) reads
∣∣∣∣−2i ∫ u∗2∗(A(1) − A(2)) · ∂u1∂x dx+
∫
u∗2∗
(
q(1) − q(2))u1 dx∣∣∣∣Ω∩B Ω∩B
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∣∣∣∣−2i ∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
A(1) − A(2)) · [iρ1eix·ρ1 v1 + eix·ρ1 ∂v1
∂x
− iρ#1 eix
#·ρ1 v#1 − eix
#·ρ1 ∂v
#
1
∂x
]
dx
+
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
q(1) − q(2))[eix·ρ1 v1 − eix#·ρ1 v#1 ]dx∣∣∣∣.
We divide the left-hand side of (3.17) by τ and ﬁnd the limits term by term. The following facts are
frequently used in computing the limits:
x# · ρ1 = x · ρ#1 , ρ1 − ρ¯2 = ξ, ρ#1 − ρ¯2 = ξ + (0,0,−ξ3 + 2iτξ1e),
ρ1
τ
→ |ξ |(α + iβ), ρ
#
1
τ
→ |ξ |(α + iβ)+ (0,0,2iξ1e),
e−2τ x3ξ1e → 0 as τ → ∞ (since x3 > 0 for x ∈ Ω and ξ1e > 0),
and that v1,
∂v1
∂x , v
#
1 ,
∂v#1
∂x , v
∗
2∗ and
∂v∗2∗
∂x are all bounded. We compute, as τ → ∞,
1
τ
(−2i)
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
A(1) − A(2)) · iρ1eix·ρ1 v1 dx
→ −2i
∫
Ω∩B
eix·ξ p3(x · θ)C3(x, θ)
(
A(1) − A(2)) · i|ξ |(α + iβ)C1(x, θ)p1(x · θ)dx,
1
τ
(−2i)
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
A(1) − A(2)) · eix·ρ1 ∂v1
∂x
dx
= 1
τ
(−2i)
∫
Ω∩B
eix·ξ v∗2∗
(
A(1) − A(2)) · ∂v1
∂x
dx → 0,
1
τ
(−2i)
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
A(1) − A(2)) · (−i)ρ#1 eix#·ρ1 v#1 dx
= (−2i)
∫
Ω∩B
eix·ξ e−ix3ξ3e−2τ x3ξ1e v∗2∗
(
A(1) − A(2)) · (−i)ρ#1
τ
v#1 dx
→ 0 (since e−2τ x3ξ1e → 0),
1
τ
(−2i)
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
A(1) − A(2)) · (−1)eix#·ρ1 ∂v#1
∂x
dx
= 1
τ
(−2i)
∫
Ω∩B
eix·ξe−ix3ξ3e−2τ x3ξ1e v∗2∗
(
A(1) − A(2)) · (−1) ∂v#1
∂x
dx → 0,
1
τ
∫
e−ix·ρ¯2 v∗2∗
(
q(1) − q(2))eix·ρ1 v1 dx = 1
τ
∫
eix·ξ v∗2∗
(
q(1) − q(2))v1 dx → 0,Ω∩B Ω∩B
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τ
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
q(1) − q(2))(−1)eix#·ρ1 v#1 dx
= 1
τ
∫
Ω∩B
eix·ξe−ix3ξ3e−2τ x3ξ1e v∗2∗
(
q(1) − q(2))(−1)v#1 dx → 0.
Therefore we have shown that as τ goes to inﬁnity, the limit of the left-hand side of (3.17) after
dividing by τ is∣∣∣∣−2i ∫
Ω∩B
eix·ξ p3(x · θ)C3(x, θ)
(
A(1)(x)− A(2)(x)) · i|ξ |(α + iβ)C1(x, θ)p1(x · θ)dx∣∣∣∣.
Next we choose a suitable η in Lemma 3.4. Denote ξ⊥ = (−ξ3,0, ξ1e)e . Note that the third compo-
nent of ξ⊥ is positive. Then η = ξ⊥ satisﬁes the condition in Lemma 3.4. We then study as τ goes to
inﬁnity the limit of the right-hand side of (3.17) after dividing by τ . For computational convenience
we separate the real part and imaginary part of ρ1 and ρ2. Denote
ξˆ =
(
1
2
ξ1e, |ξ |
√
τ 2 − 1
4
,
1
2
ξ3
)
e
,
then
ρ1 = ξˆ − iτξ⊥, ρ2 = (ξˆ − ξ)+ iτξ⊥.
We compute
( ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds) 12 = ( ∫
l1
∣∣eτ x·ξ⊥e−ix·ρ¯2 v∗2∗∣∣2 ds) 12 = ( ∫
l1
∣∣e−ix·(ξˆ−ξ)v∗2∗∣∣2 ds) 12
=
( ∫
l1
∣∣v∗2∗∣∣2 ds) 12 = ∥∥v∗2∗∥∥L2(l1)  C∥∥v∗2∗∥∥H1(Ω∩B)  C . (5.2)
In view of ∣∣e−τ x·ξ⊥eix·ρ1 ∣∣= ∣∣eix·ξˆ ∣∣= 1,∣∣e−τ x·ξ⊥eix#·ρ1 ∣∣= ∣∣e−τ x·ξ⊥eix·ρ#1 ∣∣= ∣∣eix·ξˆe−ix3ξ3e−2τ x3ξ1e ∣∣= e−2τ x3ξ1e → 0 as τ → ∞,
similarly as before, we have
( ∫
Ω∩B
∣∣∣∣e−τ x·η(A(1) − A(2)) · ∂u1∂x
∣∣∣∣2 dx)
1
2
=
( ∫
Ω∩B
∣∣∣∣e−τ x·ξ⊥(A(1) − A(2)) · [iρ1eix·ρ1 v1 + eix·ρ1 ∂v1∂x − iρ#1 eix#·ρ1 v#1 − eix#·ρ1 ∂v#1∂x
]∣∣∣∣2 dx)
1
2
and
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τ
( ∫
Ω∩B
∣∣∣∣e−τ x·η(A(1) − A(2)) · ∂u1∂x
∣∣∣∣2 dx)
1
2
→
( ∫
Ω∩B
∣∣(A(1) − A(2)) · i|ξ |θC1(x, θ)p1(x · θ)∣∣2 dx) 12 as τ → ∞.
So
1
τ
( ∫
Ω∩B
∣∣∣∣e−τ x·η(A(1) − A(2)) · ∂u1∂x
∣∣∣∣2 dx)
1
2
 C .
Direct computation also shows
( ∫
Ω∩B
∣∣e−τ x·η(q(1) − q(2))u1∣∣2 dx) 12
=
( ∫
Ω∩B
∣∣e−τ x·ξ⊥(q(1) − q(2))[eix·ρ1 v1 − eix#·ρ1 v#1 ]∣∣2 dx) 12

( ∫
Ω∩B
∣∣e−τ x·ξ⊥(q(1) − q(2))eix·ρ1 v1∣∣2 dx) 12 +( ∫
Ω∩B
∣∣e−τ x·ξ⊥(q(1) − q(2))eix#·ρ1 v#1 ∣∣2 dx) 12
=
( ∫
Ω∩B
∣∣(q(1) − q(2))v1∣∣2 dx) 12 +( ∫
Ω∩B
∣∣e−2τ x3ξ1e (q(1) − q(2))v#1 ∣∣2 dx) 12  C .
Noticing the extra factor 1√
τ
in the right-hand side of (3.17), we know that as τ goes to inﬁnity
the limit of the right-hand side of (3.17) after dividing by τ is 0. So we conclude
−2i
∫
Ω∩B
eix·ξ p3(x · θ)C3(x, θ)
(
A(1)(x)− A(2)(x)) · i|ξ |(α + iβ)C1(x, θ)p1(x · θ)dx = 0
or equivalently,∫
Ω∩B
eix·ξ p3(x · θ)C3(x, θ)
(
A(1)(x)− A(2)(x)) · iθC1(x, θ)p1(x · θ)dx = 0
for any ξ with ξ1e > 0.
Then from the continuity we know∫
eix·ξ p3(x · θ)C3(x, θ)
(
A(1)(x)− A(2)(x)) · iθC1(x, θ)p1(x · θ)dx = 0 for any ξ .Ω∩B
X. Li / J. Differential Equations 253 (2012) 694–726 713Next we take the advantage of the freedom of choosing vectors p3 and p1. Denote e j ( j =
1, . . . ,m) the standard basis in Rm . We take p3(x · θ) = e∗i and p1(x · θ) = e j , then the (i, j) com-
ponent of the m×m matrix∫
Ω∩B
eix·ξC3(x, θ)
(
A(1)(x)− A(2)(x)) · iθC1(x, θ)dx
equals 0. Letting i and j vary from 1 to m, we know each component of the above matrix equals 0,
that is, ∫
Ω∩B
eix·ξC3(x, θ)
(
A(1)(x)− A(2)(x)) · iθC1(x, θ)dx = 0 for any ξ . (5.3)
To make Eq. (5.3) useful, we further investigate the parameters. For any ξ , (5.3) holds for θ = α+ iβ
which depends on ξ as in (4.1) and is perpendicular to ξ . We denote θ = θ(ξ). θ describes a two-
dimensional plane spanned by α and β . This plane can be also described by zθ for any z ∈ C \ 0.
Recall that in the construction of solutions we choose
C1(x, zθ) = C1(x, θ), C3(x, zθ) = C3(x, θ)
for any z ∈C \0, so C1(x, θ) and C3(x, θ) only depend on the plane described by θ , not the parameter
θ itself. Therefore, for a ﬁxed non-zero vector ξ0 ∈ R3, we have a two-dimensional plane described
by θ0 = θ(ξ0) such that (5.3) holds. With the varying of ξ0, θ0 varies and can be any two-dimensional
plane. Now we ﬁx the two-dimensional plane θ0. For any non-zero vector ξ1 ∈R3 perpendicular to θ0,
we know ξ1 = λξ0 for some non-zero scalar λ. As before, for ξ1, we have a two-dimensional plane
described by θ1 = θ(ξ1) such that (5.3) holds. From the deﬁnition of θ in (4.1), we know that for any
non-zero scalar λ, θ(λξ) = θ(ξ). Hence
θ1 = θ(ξ1) = θ(λξ0) = θ(ξ0) = θ0.
So for a ﬁxed θ0, (5.3) holds for any ξ1 = 0 perpendicular to θ0. Then from the continuity, (5.3) holds
for any ξ1 perpendicular to θ0.
In summary, for any two-dimensional plane θ , the equation∫
Ω∩B
eix·ξC3(x, θ)
(
A(1)(x)− A(2)(x)) · iθC1(x, θ)dx = 0 (5.4)
holds for any ξ ∈R3 perpendicular to θ .
Next we ﬁnd gauge g(x) to connect A(1)(x) and A(2)(x). We follow [9]. From (4.3), (4.4), (5.4), we
know
0 =
∫
Ω∩B
eix·ξC3(x, θ)
(
A(1)(x)− A(2)(x)) · iθC1(x, θ)dx
=
∫
eix·ξ
[
C3(x, θ)iθ · A(1)(x)C1(x, θ)− C3(x, θ)iθ · A(2)(x)C1(x, θ)
]
dxΩ∩B
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∫
Ω∩B
eix·ξ
[
−C3(x, θ)θ · ∂C1(x, θ)
∂x
− θ · ∂C3(x, θ)
∂x
C1(x, θ)
]
dx
= −
∫
Ω∩B
eix·ξ θ · ∂
∂x
(
C3(x, θ)C1(x, θ)
)
dx. (5.5)
For any ﬁxed θ = α + iβ and any θ⊥ such that θ⊥ ⊥ θ , we denote
Ω B
θ,θ⊥ =
{
x ∈ Ω ∩ B: x = x′1α + x′2β + θ⊥
}
,
that is, Ω B
θ,θ⊥ is the intersection of Ω ∩ B with the two-dimensional plane x = x′1α+ x′2β + θ⊥ , where
x′1 and x′2 vary. Letting ξ = θ⊥ in (5.5) and taking the Fourier transform in θ⊥ we have∫
Ω B
θ,θ⊥
θ · ∂
∂x
(
C3(x, θ)C1(x, θ)
)
dx′1 dx′2 = 0. (5.6)
Denote
z = x′1 + ix′2,
∂
∂ z¯
= 1
2
(
∂
∂x′1
+ i ∂
∂x′2
)
,
then θ · ∂
∂x = 2 ∂∂ z¯ and (5.6) reads∫
Ω B
θ,θ⊥
∂
∂ z¯
(
C3(x, θ)C1(x, θ)
)
dz¯ ∧ dz = 0.
Hence ∫
∂(Ω B
θ,θ⊥ )
C3(x, θ)C1(x, θ)dz = 0.
Moreover, there exists an invertible holomorphic function F (x, θ) on Ω B
θ,θ⊥ , continuous on Ω
B
θ,θ⊥ ,
whose restriction to ∂(Ω B
θ,θ⊥ ) is equal to C3(x, θ)C1(x, θ). Now F (x, θ) is deﬁned for x ∈ Ω Bθ,θ⊥ . If we
let θ⊥ vary, then F (x, θ) is deﬁned for all x ∈ Ω ∩ B . In fact, any ﬁxed x ∈ Ω ∩ B can be written as
x = x′1α + x′2β + x⊥ . We let θ⊥ = x⊥ , then x ∈ Ω Bθ,x⊥ and F (x, θ) is deﬁned. F (x, θ) is holomorphic on
Ω B
θ,θ⊥ , so
θ · ∂
∂x
F (x, θ) = 2 ∂
∂ z¯
F = 0. (5.7)
Let
C4(x, θ) = C−13 (x, θ)F (x, θ).
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C4(x, θ) = C1(x, θ) on ∂
(
Ω B
θ,θ⊥
)
.
Then letting θ⊥ vary as before, we have
C4(x, θ) = C1(x, θ) for all x ∈ ∂(Ω ∩ B). (5.8)
The following lemma establishes the equations for C−11 (x, θ), C4(x, θ) and C
−1
4 (x, θ).
Lemma 5.1.
(1) C−11 (x, θ) satisﬁes the equation
−iθ · ∂
∂x
C−11 (x, θ) = C−11 (x, θ) θ · A(1)(x). (5.9)
(2) C4(x, θ) satisﬁes the equation
iθ · ∂
∂x
C4(x, θ) = θ · A(2)(x) C4(x, θ). (5.10)
(3) C−14 (x, θ) satisﬁes the equation
−iθ · ∂
∂x
C−14 (x, θ) = C−14 (x, θ) θ · A(2)(x). (5.11)
Proof. (1) (5.9) follows directly from (4.4) and the fact that C−11 (x, θ)C1(x, θ) = I .
(2) From (4.3) and C−13 (x, θ)C3(x, θ) = I , we know
iθ · ∂
∂x
C−13 (x, θ) = θ · A(2)(x) C−13 (x, θ).
In view of (5.7) we have
iθ · ∂
∂x
C4 = iθ · ∂
∂x
(
C−13 F
)= iθ · ∂C−13
∂x
F + iC−13 θ ·
∂ F
∂x
= θ · A(2)C−13 F = θ · A(2)C4.
(3) (5.11) follows directly from (5.10) and the fact that C−14 (x, θ)C4(x, θ) = I . 
Let ξ(t) be deﬁned as
ξ(t) =
(
1
2
(
t − 1
t
)
,
i
2
(
t + 1
t
)
,1
)T
, t ∈C \ {0}.
Note that ξ(t) · ξ(t) = 0 and Re(ξ(t)) = 0. We consider the two-dimensional planes described by
|Re(ξ(t))|−1ξ(t) (or equivalently, described by ξ(t)). Here t is the parameter of this family of planes.
Then (5.10) reads (replacing θ by ξ(t))
iξ(t) · ∂ C4
(
x, ξ(t)
)= ξ(t) · A(2)(x)C4(x, ξ(t)). (5.12)
∂x
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∂ t¯
= 0, taking the derivative with respect to t¯ we get
iξ(t) · ∂
∂x
C4t¯
(
x, ξ(t)
)= ξ(t) · A(2)(x)C4t¯(x, ξ(t)) (5.13)
where C4t¯(x, ξ(t)) is the notation for
∂C4(x,ξ(t))
∂ t¯
. Denote
M4(x, t) = C−14
(
x, ξ(t)
)
C4t¯
(
x, ξ(t)
)
, (5.14)
then (5.11) (replacing θ by ξ(t)) and (5.13) imply that
ξ(t) · ∂
∂x
M4(x, t) = 0. (5.15)
Similarly, we deﬁne
M1(x, t) = C−11
(
x, ξ(t)
)
C1t¯
(
x, ξ(t)
)
(5.16)
where C1t¯(x, ξ(t)) is the notation for
∂C1(x,ξ(t))
∂ t¯
, then
ξ(t) · ∂
∂x
M1(x, t) = 0. (5.17)
From (5.8) we know
C4t¯
(
x, ξ(t)
)= C1t¯(x, ξ(t)) for all x ∈ ∂(Ω ∩ B),
and using (5.8) again, we have
M4(x, t) = M1(x, t) for all x ∈ ∂(Ω ∩ B). (5.18)
(5.15) and (5.17) show that M4(x, t) and M1(x, t) are analytic in z = ξ(t) · x on Ω Bξ(t),ξ(t)⊥ , and (5.18)
implies that M4(x, t) = M1(x, t) for z ∈ ∂(Ω Bξ(t),ξ(t)⊥ ). Therefore
M4(x, t) = M1(x, t) onΩ Bξ(t),ξ(t)⊥ .
As before, letting ξ(t)⊥ vary, we have
M4(x, t) = M1(x, t) in Ω ∩ B. (5.19)
Deﬁne
g
(
x, ξ(t)
)= C4(x, ξ(t))C−11 (x, ξ(t)). (5.20)
In view of (5.8), we know g = I on ∂(Ω ∩ B). Next we show that g(x, ξ(t)) is independent of t . First,
from C1C
−1
1 = I , we know C1t¯ C−11 + C1C−11t¯ = 0, that is C−11t¯ = −C−11 C1t¯ C−11 . Then, from (5.14), (5.16),
(5.19), we get
∂
∂ t¯
g
(
x, ξ(t)
)= C4t¯ C−11 + C4C−11t¯ = C4t¯ C−11 − C4C−11 C1t¯ C−11
= C4M4C−11 − C4M1C−11 = 0.
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−1
1 (x, ξ(t)) are bounded, so is g(x, ξ(t)). From
Liouville theorem, g(x, ξ(t)) is a constant (for a ﬁxed x). Therefore g(x, ξ(t)) is independent of t and
we denote g(x) = g(x, ξ(t)). From (5.9), (5.10), (5.20), we compute
ξ(t) · ∂
∂x
g(x) = ξ(t) · ∂C4
∂x
C−11 + C4ξ(t) ·
∂C−11
∂x
= −iξ(t) · A(2)(x)C4C−11 + C4 iC−11 ξ(t) · A(1)(x)
= −iξ(t) · A(2)(x)g(x)+ ig(x)ξ(t) · A(1)(x).
Since g(x) is independent of t and from the varying of ξ(t), we have
∂
∂x
g(x) = −i A(2)(x)g(x)+ ig(x)A(1)(x) in Ω ∩ B,
or equivalently
A(2)(x) = g(x)A(1)(x)g−1(x)+ i ∂ g(x)
∂x
g−1(x) inΩ ∩ B.
Since both A(1)(x) and A(2)(x) vanish on Ω \ B , we extend g(x) as I to Ω \ B , and then
A(2)(x) = g(x)A(1)(x)g−1(x)+ i ∂ g(x)
∂x
g−1(x) in Ω.
6. Determination of V (x)
We prove the gauge equivalence (1.4) for V (1)(x) and V (2)(x) in this section. Denote
A˜(1)(x) = g(x)A(1)(x)g−1(x)+ i ∂ g(x)
∂x
g−1(x),
V˜ (1)(x) = g(x)V (1)(x)g−1(x).
It was showed in last section that A˜(1)(x) = A(2)(x). We shall prove V˜ (1)(x) = V (2)(x).
Recall that u2(x) is a solution of
3∑
j=1
(
−i ∂
∂x j
+ A(2)j (x)
)2
u2 + V (2)(x)u2 − k2u2 = 0,
and u1(x) is a solution of
3∑
j=1
(
−i ∂
∂x j
+ A(1)j (x)
)2
u1 + V (1)(x)u1 − k2u1 = 0.
Let u˜1(x) = g(x)u1(x), then direct computation shows that u˜1(x) is a solution of
3∑
j=1
(
−i ∂
∂x j
+ A˜(1)j (x)
)2
u˜1 + V˜ (1)(x)u˜1 − k2u˜1 = 0.
718 X. Li / J. Differential Equations 253 (2012) 694–726Since g(x) = 1 on ∂Ω , u˜1(x) and u1(x) have the same boundary data. Hence the potentials
(A(1), V (1)), ( A˜(1), V˜ (1)) and (A(2), V (2)) have the same Cauchy data. Therefore, if we want to show
V˜ (1)(x) = V (2)(x) after already getting A˜(1)(x) = A(2)(x), then it is equivalent to show V (1)(x) =
V (2)(x) after we ﬁxing the gauge g(x) such that A(1)(x) = A(2)(x).
From Lemma 3.4, if A(1)(x) = A(2)(x), then the key inequality (3.17) reduces to
∣∣∣∣ ∫
Ω∩B
u∗2∗
(
V (1)(x)− V (2)(x))u1 dx∣∣∣∣
 C√
η3τ
[ ∫
l1
∣∣eτ x·ηu∗2∗∣∣2 ds] 12 [ ∫
Ω∩B
∣∣e−τ x·η(V (1)(x)− V (2)(x))u1∣∣2 dx] 12 . (6.1)
Similarly as before, we know that as τ → ∞,
∫
Ω∩B
u∗2∗
(
V (1) − V (2))u1 dx
=
∫
Ω∩B
e−ix·ρ¯2 v∗2∗
(
V (1) − V (2))[eix·ρ1 v1 − eix#·ρ1 v#1 ]dx
=
∫
Ω∩B
eix·ξ v∗2∗
(
V (1) − V (2))v1 dx− ∫
Ω∩B
eix·ξe−ix3ξ3e−2τ x3ξ1e v∗2∗
(
V (1) − V (2))v#1 dx
→
∫
Ω∩B
eix·ξ p3(x · θ)C3(x, θ)
(
V (1) − V (2))C1(x, θ)p1(x · θ)dx,
and
( ∫
Ω∩B
∣∣e−τ x·η(V (1) − V (2))u1∣∣2 dx) 12
=
( ∫
Ω∩B
∣∣e−τ x·ξ⊥(V (1) − V (2))[eix·ρ1 v1 − eix#·ρ1 v#1 ]∣∣2 dx) 12

( ∫
Ω∩B
∣∣e−τ x·ξ⊥(V (1) − V (2))eix·ρ1 v1∣∣2 dx) 12
+
( ∫
Ω∩B
∣∣e−τ x·ξ⊥(V (1) − V (2))eix#·ρ1 v#1 ∣∣2 dx) 12
=
( ∫
Ω∩B
∣∣(V (1) − V (2))v1∣∣2 dx) 12 +( ∫
Ω∩B
∣∣e−2τ x3ξ1e (V (1) − V (2))v#1 ∣∣2 dx) 12
 C .
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Ω∩B
eix·ξ p3(x · θ)C3(x, θ)
(
V (1)(x)− V (2)(x))C1(x, θ)p1(x · θ)dx = 0. (6.2)
Now we do a new extension to make the above integral valid in R3. Recall both V (1)(x) and V (2)(x)
have compact supports in Ω ∩ B . We extend V (1)(x) and V (2)(x) by zero outside Ω ∩ B . So (6.2)
becomes ∫
R3
eix·ξ p3(x · θ)C3(x, θ)
(
V (1)(x)− V (2)(x))C1(x, θ)p1(x · θ)dx = 0. (6.3)
We shall take advantage of the freedom of choosing θ to show that V (1)(x) = V (2)(x). We follow
the argument in [9]. Recall that ξ(t) is deﬁned in last section
ξ(t) =
(
1
2
(
t − 1
t
)
,
i
2
(
t + 1
t
)
,1
)T
, t ∈C \ {0},
and θ is represented by θ = |Re(ξ(t))|−1ξ(t). We introduce the operator P (t) in R3 as follows:
P (t) f = 1
(2π)3
∫
R3
(F f )(η)eix·η
iη · ξ(t) dη
where F f is the Fourier transform of f , that is,
(F f )(η) =
∫
R3
f (x)e−ix·η dx.
Note that
ξ(t) · ∂
∂x
P f = f for any f ∈ L2(R3)with compact supports. (6.4)
Let (x′1, x′2, x⊥) be coordinates in R3, where x′1 = x · α, x′2 = x · β and x⊥ = x − x′1α − x′2β . We deﬁne
f1(x′1, x′2, x⊥) the function f (x) in the new coordinates, that is, f1(x′1, x′2, x⊥) := f (x′1α + x′2β + x⊥) =
f (x), then we have
(P f )1
(
x′1, x′2, x⊥
)= ∣∣Re(ξ(t))∣∣−1Π f1 (6.5)
where Π is the Cauchy operator
(Π f1)(z, x⊥) = 1
π
∫
R2
f1(y, x⊥)
z − y dy
′
1 dy
′
2, (6.6)
with z = x′1 + ix′2 and y = y′1 + iy′2. The ∂¯ equation for P is
∂
∂ t¯
P f = 1
2π
∫
(F f )1(0,0, η⊥)
1
4π i
(
η⊥ · ∂ξ¯ (t)
∂ t¯
)
eix⊥·η⊥ dη⊥. (6.7)R
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W (x, t) = P(C3(x, ξ(t))(V (1)(x)− V (2)(x))C1(x, ξ(t)))
and
W (x, t) = C−13
(
x, ξ(t)
)
W (x, t)C−11
(
x, ξ(t)
)
.
When x /∈ Ω ∩ B , V (1)(x) − V (2)(x) = 0. In view of (6.4), W (x, t) is analytic in z = ξ(t) · x. Using (6.5)
and (6.6) to compute the Laurent series of W (x, t), we know that all terms in the Laurent series are
zero since p1(z) and p3(z) are vectors whose components are arbitrary polynomials of z in (6.3). Thus
W (x, t) = 0 for x /∈ Ω ∩ B and then suppW (x, t) ⊂ Ω ∩ B . Taking the derivative with respect to t¯ of
W (x, t), from (6.7) and (6.3) we have
∂W (x, t)
∂ t¯
= 0 for any x ∈ Ω ∩ B.
We know |Re(ξ(t))| → ∞ when |t| → ∞ and when t → 0, then it follows from (6.5) that W (x, t)
tends to 0 when |t| → ∞ and when t → 0. By the generalized Liouville theorem, we must have
W (x, t) = 0. So W (x, t) = 0. Then from (6.4), we know
C3
(
x, ξ(t)
)(
V (1)(x)− V (2)(x))C1(x, ξ(t))= 0 in Ω,
and hence
V (1)(x)− V (2)(x) = 0 in Ω.
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Appendix A. The solvability of the Schrödinger equation with Yang–Mills potentials in an inﬁnite
slab
In this appendix we give the deﬁnition of the admissible solutions for the Schrödinger equation
with Yang–Mills potentials in an inﬁnite slab and discuss the existence and uniqueness results. The
restriction on k will also be studied in this appendix.
Consider the following Schrödinger equations with Yang–Mills potentials in a slab
Lu :=
3∑
j=1
(
−i ∂
∂x j
+ A j(x)
)2
u + V (x)u − k2u = F (x) in Ω ⊂R3, (A.1)
u(x) = f (x) on ∂Ω = Γ1 ∪ Γ2 (A.2)
where A j(x) ( j = 1,2,3), V (x) and F (x) have compact supports in R3, and f (x)|Γs has compact sup-
port in Γs (s = 1,2). We suppose that A j(x) ∈ W 1,∞(Ω), V (x) ∈ L∞(Ω), F (x) ∈ H−1(Ω) and f (x)|Γs ∈
H1/2(Γs). For x ∈R3 we denote x= (x′, x3) = (x1, x2, x3). We also denote A(x) = (A1(x), A2(x), A3(x)).
Let R0 > 0 be big enough, then we have
−u − k2u = 0 in Ω ∩ {x ∈R3: ∣∣x′∣∣> R0}, (A.3)
u(x) = 0 on ∂Ω ∩ {x ∈R3: ∣∣x′∣∣> R0}. (A.4)
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u
(
x′, x3
)= ∞∑
m=1
um
(
x′
)
sin
(
mπx3
L
)
,
where
um
(
x′
)= 2
L
L∫
0
u
(
x′, x3
)
sin
(
mπx3
L
)
dx3.
We know that um(x′) satisﬁes
−x′um +
(
m2π2
L2
− k2
)
um = 0 in
{
x′ ∈R2: ∣∣x′∣∣> R0} (A.5)
where x′ = ∂2∂x21 +
∂2
∂x22
.
We make the ﬁrst assumption on k.
(H1) k ∈K, whereK= {k > 0: k =m · πL for m = 1,2, . . .}.
Deﬁnition A.1. Let k ∈ K. We say that a weak solution u ∈ H1loc(Ω) to (A.1), (A.2) is an admissible
solution if
(1) um satisﬁes the radiation conditions
um
(
x′
)= O (r− 12 ), ( ∂
∂r
− ikm
)
um
(
x′
)= o(r− 12 ), as r = ∣∣x′∣∣→ ∞ (A.6)
for all m such that m
2π2
L2
− k2 < 0, where km =
√
k2 − m2π2
L2
and ∂
∂r = x
′
|x′| · ∂∂x′ ,
(2) um ∈ H1({x′ ∈R2: |x′| > R0}) for all m such that m2π2L2 − k2 > 0.
The radiation conditions are required for um rather than u, hence they are called partial radiation
conditions (see [36]). We also say that u is an admissible solution of the operator L. Denote the
admissible solution space H1adm(Ω). Similar discussions about the deﬁnition of admissible solutions
were given in [30,25].
Next we give suﬃcient conditions such that the forward problem is well-posed. We make the
second assumption on k.
(H2) There is only zero admissible solution to (A.1), (A.2) with F = 0 and f = 0.
Proposition A.2. Let the assumptions (H1) and (H2) be satisﬁed. Then there exists a unique admissible
solution to (A.1), (A.2) for any F (x) ∈ H−1(Ω) having compact support in R3 and any f (x) satisfying
f (x)|Γs ∈ H1/2(Γs) with compact support on Γs (s = 1,2).
The uniqueness follows from (H2). We will use the Lax–Phillips method (see, for example, [20]) to
prove the existence result. The procedure is similar to that for the special case when A = 0 and V is
a scalar function in [27]. Denote
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3∑
j=1
(
−i ∂
∂x j
+ A j(x)
)2
u + V (x)u = −u − 2i
3∑
j=1
A j(x)
∂u
∂x j
+ R(x)u
with
R(x) =
3∑
j=1
((
A j(x)
)2 − i ∂ A j(x)
∂x j
)
+ V (x).
By the trace formula, there exists a function fˆ ∈ H1(Ω) having compact support in R3 such that
fˆ |∂Ω = f . We look for u in the form u = fˆ + vˆ . Then vˆ satisﬁes(P − k2)vˆ(x) = F̂ in Ω,
vˆ(x) = 0 on ∂Ω
where F̂ = F − (P − k2) fˆ ∈ H−1(Ω) has compact support in R3.
Let a bounded open set B contain the supports of all potentials A j(x) ( j = 1,2,3) and V (x). We
choose an open set B0 containing B such that k2 is not a Dirichlet eigenvalue for both − and P in
B0 ∩ Ω . We also choose an open set B1 such that B ⊂ B1 ⊂ B1 ⊂ B0. Let ϕ be a cutoff C∞ function
that is 1 in B and 0 outside B1. We look for a solution of the form
vˆ = w − ϕ(w − W )
where w is an admissible solution of(−− k2)w(x) = F1 in Ω, w = 0 on ∂Ω, (A.7)
and W is a solution of(P − k2)W (x) = F1 in B0 ∩Ω, W = w on ∂(B0 ∩Ω). (A.8)
The function F1 ∈ H−1(Ω) with compact support in R3 will be determined later.
We ﬁrst discuss the solvability of w ∈ H1adm(Ω) to (A.7). The uniqueness was proved in [36,33].
The Green function for −− k2 in the slab Ω with vanishing condition on the boundary is
G(x, y) =
∞∑
m=1
−i
2L
sin
(
mπx3
L
)
sin
(
mπ y3
L
)
H10
(
km
∣∣x′ − y′∣∣)
where km =
√
k2 − m2π2
L2
for m < kLπ , km = i
√
m2π2
L2
− k2 for m > kLπ , and H10(·) is the Hankel function
of ﬁrst kind. We then have
w(x) =
∫
Ω
G(x, y)F1(y)dy.
The existence of W ∈ H1(B0 ∩ Ω) is from the uniqueness of the solution to (A.8) by Fredholm
alternative. The uniqueness is based on our choice of B0 such that k2 is not a Dirichlet eigenvalue for
P in B0 ∩Ω .
Obviously, vˆ = 0 on ∂Ω . Next we study F1. We have vˆ = W in B ∩Ω , so (P − k2)vˆ(x) = F1 there.
In Bc ∩Ω , we have A j(x) = 0 ( j = 1,2,3) and V (x) = 0, and hence
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= (−− k2)w + (ϕ)(w − W )+ 2∇ϕ · ∇(w − W )+ ϕ[(+ k2)w − (+ k2)W ]
= F1 + K F1 + ϕ(F1 − F1) = F1 + K F1
where we deﬁne K F1 = (ϕ)(w − W )+ 2∇ϕ · ∇(w − W ). We also deﬁne K F1 as zero in B ∩Ω . We
conclude that vˆ solves the original equation if and only of F1 solves the following equation
F̂ = F1 + K F1. (A.9)
We claim that the operator K is compact on H−1(B0 ∩Ω). The elliptic theory shows that (P − k2)−1
and (−−k2)−1 are continuous operators from H−1(B0∩Ω) to H1(B0∩Ω). Since K involves only the
ﬁrst-order derivative of w and W , K is then a continuous operator from H−1(B0 ∩Ω) to L2(B0 ∩Ω),
and therefore compact on H−1(B0 ∩ Ω) by the compact embedding theory. So Eq. (A.9) is Fredholm
and its solvability follows from the uniqueness of its solution.
We show the uniqueness. Let F̂ = 0. Then vˆ is an admissible solution to the homogeneous equa-
tion. From assumption (H2), we know that vˆ = 0 in Ω . In B ∩Ω , we have F1 = F̂ − K F1 = F̂ = 0 and
W = vˆ = 0. In Bc ∩ Ω , we have A j(x) = 0 ( j = 1,2,3) and V (x) = 0. Thus from the equations for w
and W , we know that(−− k2)(w − W ) = 0 in B0 ∩Ω, w − W = 0 on ∂(B0 ∩Ω).
Since we choose B0 such that k2 is not a Dirichlet eigenvalue for − in B0 ∩ Ω , we get w = W in
B0 ∩Ω . From the deﬁnition of K F1, we know that K F1 = 0 in Ω , and hence F1 = F̂ − K F1 = 0−0 = 0
in Ω . This proves the uniqueness of the solution to (A.9). Then from the Fredholm alternative, we
know the existence of the solution to (A.9). 
In the proof of the inverse problems, particularly, in the Green formula (Lemma 2.1) and the
density result (Lemma 3.3), we also need the solvability for the transpose operator. We study the
following Schrödinger equations in a slab
LT u :=
3∑
j=1
(
−i ∂
∂x j
− ATj (x)
)2
u + V T (x)u − k2u = F (x) inΩ ⊂R3, (A.10)
u(x) = f (x) on ∂Ω = Γ1 ∪ Γ2 (A.11)
where ATj (x) ( j = 1,2,3) and V T (x) are the transpose matrices of A j(x) ( j = 1,2,3) and V (x) in (A.1),
respectively. We make the third assumption on k.
(H3) There is only zero admissible solution to (A.10), (A.11) with F = 0 and f = 0.
Similarly, we have the following solvability result.
Proposition A.3. Let the assumptions (H1) and (H3) be satisﬁed. Then there exists a unique admissible solution
to (A.10), (A.11) for any F (x) ∈ H−1(Ω) having compact support in R3 and any f (x) satisfying f (x)|Γs ∈
H1/2(Γs) with compact support on Γs (s = 1,2).
Remark A.4. Throughout this paper we suppose k satisﬁes
(1) the hypothesis (H1), that is, k ∈K,
(2) the hypothesis (H2) for potentials (A(1)(x), V (1)(x)) and (A(2)(x), V (2)(x)),
(3) the hypothesis (H3) for potentials (A(1)(x), V (1)(x)),
where (A(1)(x), V (1)(x)) and (A(2)(x), V (2)(x)) are two potentials deﬁned in Theorem 1.1.
724 X. Li / J. Differential Equations 253 (2012) 694–726In the end of this appendix, we ﬁnish the proof of the Green formula (2.8). A Green formula for
electro-magnetic potential was proved in [25]. As discussed in Lemma 2.1, we only need to use the
decaying properties of the admissible solution to show (2.13) holds:
I(r) → 0 as r → ∞.
Since A(x) and A∗(x) have compact supports and ∂
∂n = ∂∂r on Γr , we conclude that for big r, (2.12)
reads
I(r) = −
[
∂u
∂r
, v
]
Γr
+
[
u,
∂v
∂r
]
Γr
. (A.12)
We write
u(x) =
∞∑
m=1
um
(
x′
)
sin
(
mπx3
L
)
= u−(x)+ u+(x)
where
u−(x) =
∑
{m∈N: m< kLπ }
um
(
x′
)
sin
(
mπx3
L
)
, u+(x) =
∑
{m∈N: m> kLπ }
um
(
x′
)
sin
(
mπx3
L
)
.
(A.5) implies that u+ together with its derivatives decays exponentially as |x′| → ∞ and we have
u+(x) = O
(
1
|x′|3
)
, ∇u+(x) = O
(
1
|x′|3
)
. (A.13)
We refer to [30] for a detailed discussion of (A.13). Similarly we write v(x) = v−(x)+ v+(x) where
v−(x) =
∑
{m∈N: m< kLπ }
vm
(
x′
)
sin
(
mπx3
L
)
, v+(x) =
∑
{m∈N: m> kLπ }
vm
(
x′
)
sin
(
mπx3
L
)
.
We also know
v+(x) = O
(
1
|x′|3
)
, ∇v+(x) = O
(
1
|x′|3
)
. (A.14)
From the fact that {
√
2
L sin(
mπx3
L )}∞m=1 form a basis in L2((0, L)), and
∂u(x)
∂r
=
∞∑
m=1
∂um(x′)
∂r
sin
(
mπx3
L
)
,
∂v(x)
∂r
=
∞∑
m=1
∂vm(x′)
∂r
sin
(
mπx3
L
)
,
we can rewrite (A.12) as I = I− + I+ where
I−(r) = −
[
∂u−
∂r
, v−
]
+
[
u−,
∂v−
∂r
]
, I+(r) = −
[
∂u+
∂r
, v+
]
+
[
u+,
∂v+
∂r
]
.Γr Γr Γr Γr
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∣∣I+(r)∣∣ ‖∇u+‖L2(Γr)‖v+‖L2(Γr) + ‖u+‖L2(Γr)‖∇v+‖L2(Γr) = O( 1r5
)
.
We use the partial radiation conditions (A.6) for u and v¯ to estimate I−(r), which only contains ﬁnite
number of terms. We have
I−(r) = −
[
∂u−
∂r
, v−
]
Γr
+
[
u−,
∂v−
∂r
]
Γr
= L
2
∑
{m∈N: m< kLπ }
∫
|x′|=r
(
−v∗m
(
x′
)∂um(x′)
∂r
+ ∂v
∗
m(x
′)
∂r
um
(
x′
))
dx′
= L
2
∑
{m∈N: m< kLπ }
∫
|x′|=r
(
−v¯ Tm
(
∂um
∂r
− ikmum
)
+
(
∂ v¯m
∂r
− ikm v¯m
)T
um
)
dx′
= o(1).
Therefore
I(r) = I−(r)+ I+(r) → 0 as r → ∞.
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