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Abstract
There aremany randomized “divide and conquer” algorithms, such as randomizedQuicksort, whose
operation involves partitioning a problem of size n uniformly at random into two subproblems of size
k and n − k that are solved recursively. We present a simple combinatorial method for analyzing the
expected running time of such algorithms, and prove that under very weak assumptions this expected
running timewill be asymptotically equivalent to the running time obtainedwhen problems are always
split evenly into two subproblems of size n/2.
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In this paper we study the expected running time analysis of randomized “divide and
conquer” algorithms that divide a problem of size n uniformly at random into two subprob-
lems of size k and n − k, recursively solve these subproblems, and then somehow combine
their solutions to obtain a solution to the original problem.Aprototypical example is random-
ized Quicksort [3]. Letting the random variable Tn denote the running time for a problem of
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size n, we can compute E[Tn] by solving the recurrence
E[Tn] = f (n) + 1
n − 1
n−1∑
k=1
(E[Tk] + E[Tn−k])
= f (n) + 2
n − 1
n−1∑
k=1
E[Tk], (1)
where f (n) is a nondecreasing function giving the running time spent in the partitioning
and recombining steps of the algorithm, and where T1 = f (1) = (1) as a base case.
Upon encountering this complicated recurrence for the ﬁrst time (usually when studying
about randomized Quicksort), students are often taught to “guess” a solution for E[Tn] by
assuming the best case where all subproblems are split evenly in half. This gives a much
simpler recurrence,
Sn =
{
f (n) + 2Sn/2 if n> 1,
(1) if n = 1, (2)
whose solution can usually be obtained on inspection, for example by using the “Master
Method” from the prominent algorithms textbook of Cormen et al. [1]. We prove that the
answer obtained by this technique is actually much more than just a reasonable guess:
Theorem 1. As long as f (n) changes by at most a constant factor when n is multiplied by
a constant factor (we call this the polynomial growth condition), then E[Tn] =(Sn).
To prove the theorem, we develop a simple combinatorial method for solving (1) that is
interesting in its own right. Slightly simpler approaches are known for solving the special
case of randomized Quicksort where f (n)=(n) [1, Section 7.4]. However, our technique
works with an arbitrary f (n) term and is much less complicated than other more powerful
techniques for obtaining bounds on general probabilistic recurrences (see, for example [4]).
The method: Let xk be a random variable whose value gives the total number of sub-
problems of size k generated over the entire course of the algorithm. We will shortly prove
that
E[xk] =
{1 if k = n,
2n
k(k + 1) if 1k <n.
(3)
In terms of the randomvariablesx1 . . . xn, we can nowexpress (1) in the following equivalent
form:
E[Tn] =
n∑
k=1
E[xk]f (k)
= f (n) + 2n
n−1∑
k=1
f (k)
k(k + 1) . (4)
This transforms the problem of computing E[Tn] into that of simply summing up an appro-
priate series. For example, if f (k) =(k) as with randomized Quicksort, we immediately
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ﬁnd that E[Tn] =(n log n). If f (k) happens to a random variable (e.g. if the partitioning
or recombining steps of our algorithm are somehow randomized), it sufﬁces to replace f (k)
with its expectation when evaluating (4), since f (k) and xk will be independent: xk depends
only on random choices made when solving subproblems of size larger than k, and f (k)
depends on random choices made when solving subproblems of size k.
Theorem 2. E[xk] = 2nk(k+1) for k <n.
Proof. It is easy to see that E[xn]=1 and E[xn−1]=2/(n−1). For k <n−1, consider all of
the subproblems of size k that arise during the execution of our algorithm, all of which are
created by randomly splitting up subproblems of size larger than k. Write xk as the sum of
two random variables yk and zk whose values respectively give the number of subproblems
of size k created by splitting subproblems of size k+1, and of size strictly larger than k+1.
We know that E[yk] = 2kE[xk+1], since precisely two of the k possible splitting points in a
problem of size k + 1 will result in a problem of size k (the base case k = 1 is an exception,
but we still have E[y1] = 2E[x2]). We argue that E[zk] = E[xk+1] as follows: consider any
sequence of successive subproblem splits, starting from the initial problem of size n, that
results in a subproblem of size k + 1. There is an analogous sequence of splits that occurs
with the same probability and that results in a subproblem of size k—this follows from the
fact that on the last split of the sequence, it is equally likely that we obtain a subproblem
of size k + 1 as it is that we obtain a subproblem of size k. In fact, we claim there is a
bijection between equal-probability “split sequences” yielding subproblems of size k + 1,
and those yielding subproblems of size k that do not include a subproblem of size k + 1 as
an intermediate step. We therefore have
E[xk] = E[yk] + E[zk] =
(
2
k
)
E[xk+1] + E[xk+1] =
(
k + 2
k
)
E[xk+1].
Hence,
E[xk] = E[xn−1]
(
n
n − 2
)(
n − 1
n − 3
)
· · ·
(
k + 4
k + 2
)(
k + 3
k + 1
)(
k + 2
k
)
=
(
2
n − 1
)(
n
n − 2
)(
n − 1
n − 3
)
· · ·
(
k + 4
k + 2
)(
k + 3
k + 1
)(
k + 2
k
)
= 2n
k(k + 1) . 
Proof of Theorem 1. Let k denote the largest power of two whose value is at most k,
and let k denote the smallest power of two whose value is at least k. Since f satisﬁes
the polynomial growth condition, f (k)=(f (k)). Assuming for the moment that n is
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a power of 2, we have
E[Tn] = f (n) + 2n
n−1∑
k=1
f (k)
k(k + 1)
= f (n) + n
(
n−1∑
k=1
f (k)
k2
)
= f (n) + n
⎛
⎝log2 n−1∑
j=0
f (2j )
(2j )2
2j
⎞
⎠
= f (n) +
⎛
⎝log2 n−1∑
j=0
f (2j )
n
2j
⎞
⎠
=
⎛
⎝log2 n∑
j=0
f (2j )
n
2j
⎞
⎠
=(Sn).
The last step follows from the fact that the penultimate expression gives the algebraic ex-
pansion of the recurrence (2). If n is not a power of two we bound E[Tn] between E[Tn]
and E[Tn]. From (1) we can argue straightforwardly that E[Tn] is monotonically nonde-
creasing if f is monotonically nondecreasing. Furthermore, the polynomial growth condition
implies that Sn =(Sn) =(Sn). Thus,
(Sn) =(Sn) = E[Tn]E[Tn]E[Tn] =(Sn) =(Sn). 
“One-sided” divide and conquer algorithms: We wish to remark brieﬂy on one other
common type of randomized divide and conquer algorithm, in which we partition a size-
n problem uniformly at random into two subproblems but recurse on only one of these.
Prominent examples of such “one-sided” divide and conquer algorithms include the natural
randomized generalization of binary search as well as Hoare’s “Quickselect” algorithm [2].
If we select a subproblem on which to recurse at random (with probability proportional
to the size of the subproblem), then one can apply analogous methods to those developed
above. In this case, one can show that E[xk] = 2/(k + 1) for k <n, giving us the following
analog of (4):
E[Tn] = f (n) + 2
n−1∑
k=1
f (k)
k + 1 . (5)
This formula gives us a simple proof that it takes (log n) expected time to perform a
randomized binary search for a random element in an n-element sorted array (here, f (k)=
(1)), and that it takes (n) expected time to select for a random order statistic in an n-
element array (f (k) =(k) in this case). Unfortunately, in practice one typically searches
for a particular non-random array element or order statistic. In this situation, the decision of
which subproblem to recursively solve is no longer a random event, and in order to obtain a
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bound onworst-case running timewemust conservatively assume that the algorithm always
recurses on the larger of its two subproblems. Here our methods break down, since there
no longer seems to be simple expression for E[xk].
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