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Abstract
We propose to generalize Benkart-Frenkel-Kang-Lee's adjoint crystals and describe their crystal structure for type A (1) n , C (1) n and D (2) n+1 .
Introduction
Let U ′ q (g) be a quantized affine algebra without the degree operator. Let g 0 be the underlying simple Lie algebra of finite type contained in the affine Lie algebra g and U q (g 0 ) the corresponding subalgebra of U ′ q (g). Let i be a node of the Dynkin diagram of g 0 and l a nonnegative integer. We denote by W i,l the Kirillov-Reshetikhin module for i and l, which is a finitedimensional irreducible module over U ′ q (g). They are important objects from the viewpoint of the crystal base theory as it is conjectured that all Kirillov-Reshetikhin modules have crystal bases.
We assume that g is not of type A (2) 2n for simplicity. We denote by V (λ) the finite-dimensional irreducible module with highest weight λ over U q (g 0 ) and B(λ) its crystal base. In [BFKL] , they study a U ′ q (g)-module V with the following properties.
• V decomposes as V (θ) ⊕ V (0) as a U q (g 0 )-module.
• V has a crystal base.
Here θ is given by θ =      ̟ 1 + ̟ n for type A (1) n , 2̟ 1 for type C
n , ̟ i 0 for other types, where ̟ i denotes the i-th fundamental weight of g 0 and i 0 denotes the node of the Dynkin diagram of g connected to the special node 0. If g is an untwisted affine algebra, then θ is the highest root of g 0 . Otherwise, namely if g is a twisted affine algebra, then θ is the highest short root of g 0 . The structure of the crystal base of V is determined by defining the action of the affine Kashiwara operatorf 0 on B(θ) ⊕ B(0) correctly for all quantized affine algebras in a uniform manner. We call them adjoint crystals here.
As a natural generalization of [BFKL] , we consider a family of U ′ q (g)-modules {V l } l∈Z ≥0 which has the following properties.
• V l decomposes as l k=0 V (kθ) as a U q (g 0 )-module.
• V l has a crystal base.
In fact, V l is given as follows:
n , W 1,2l for type C
n , W i 0 ,l for other types.
The decomposition of V l as a U q (g 0 )-module follows from results of [C] for untwisted cases and [Her] for twisted cases. Moreover we can easily see that V l satisfies the sufficient condition for the existence of a crystal base stated in [(KMN) 2 , Proposition 3. 4.5] . We denote by B l the crystal base of V l . Remark that the crystal B l has been studied for some cases. For example, the case of type C (1) n appears in [KKM] , D (1) n in [SS] , D (2) n+1 in [ (KMN) 2 ], G
2 in [Y] and D
4 in [KMOY] . Inspired by [BFKL] , we expect that (i) the crystal graph of B l−1 is a full subgraph of that of B l and (ii) there exists a simple rule for extending the action off 0 on B l−1 to that on B l . We consider in the present paper the case of A (1) n , C (1) n and D (2) n+1 to show that the above expectations (i) and (ii) are true in these cases.
Let us explain results of this paper for type A (1) n . Similar assertions also hold for type C (1) n and D (2) n+1 . By the decomposition of B l as a U q (g 0 )-crystal, we regard B(kθ) as a subset of B l . We define n + 1 maps Θ 1 , . . . , Θ n+1 from B l−1 to B l . Our results are summarized as follows. (ii) For j = 2, . . . , n + 1, the map Θ j and the Kashiwara operatorf 0 commute with each other.
and the space B l \ n+1 j=2 Im Θ j is weight multiplicity free.
j=2 Im Θ j . Then the elementf 0 b is uniquely determined by its weight.
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Preliminaries

Quantized universal enveloping algebras and crystal bases
We shall review on quantized universal enveloping algebras and the crystal base theory based on [Kas] . We also refer [HK] .
Suppose that the following data are given:
P : a free Z-module,
( · , · ): a Q-valued symmetric bilinear form on P .
These data are supposed to satisfy the following conditions:
for any i ∈ I and λ ∈ P .
We do not assume Π and Π ∨ to be linearly independent sets in general. Note that ( h i , α j ) i,j∈I is a symmetrizable generalized Cartan matrix. Let g be the associated Kac-Moody Lie algebra. Let γ be the minimal positive integer such that (α i , α i )/2 ∈ γ −1 Z for any i ∈ I. Let q be an indeterminate over Q and put q s = q 1/γ . We use the notation:
Definition 2.1. The quantized universal enveloping algebra U q (g) associated with (P, P ∨ , Π, Π ∨ ) is the unital associative algebra over the rational fraction field Q(q s ) generated by e i and f i for i ∈ I and q h for h ∈ γ −1 P ∨ with the following defining relations:
Here
We call P , P ∨ , α i and h i the weight lattice, the coweight lattice, a simple root and a simple coroot, respectively. We denote by P + the set of dominant weights, that is, P + = {λ ∈ P | h i , λ ≥ 0 for any i ∈ I}. We define the root lattice Q and its positive part Q + by Q = i∈I Zα i and
Let M be an integrable U q (g)-module and M = λ∈P M λ its weight space decomposition. According to the representation theory of U q (sl 2 ), M λ decomposes as 
We often regard B as a crystal base rather than (L, B). For a crystal base B, we define a colored oriented graph called the crystal graph as follows. The vertices of the graph are elements of B.
Let wt : B → P be the map such that wt b = λ for b ∈ B λ . For b ∈ B and i ∈ I, we set
The notion of crystals is a combinatorial generalization of crystal bases. We shall not review the theory of abstract crystals here since all crystals appearing in this article come from crystal bases. It can be found in [HK, Section 4.5] .
A bijection between two crystal bases is called an isomorphism of crystals if it commutes with Kashiwara operators and preserves weights.
Quantized affine algebras
Now we shall turn to affine situations. See [Kac, for a reference on affine Lie algebras. Let g be an affine Lie algebra with a Cartan matrix indexed by I. We assume that g is not of type A (2) 2n for simplicity. Let δ be the generator of imaginary roots, c the canonical central element and d the degree operator. Choose 0 ∈ I such that δ − α 0 ∈ i∈I,i =0 Zα i and set I 0 = I \ {0}. Let g 0 be the underlying simple Lie algebra of finite type. Let Λ i be the fundamental weight for i ∈ I and define the weight lattice P by P = i∈I ZΛ i ⊕ Zδ.
We normalize the symmetric invariant bilinear form on P so that (δ, λ) = c, λ for any λ ∈ P . Set P cl = P/Zδ and denote by the same letter the image of Λ i for each i. Then we have
We define the level zero fundamental weight ̟ i for i ∈ I 0 , which is an element of P cl , by
We set P 0 = P cl /ZΛ 0 and denote by the same letter the image of ̟ i for each i. Then we have
We identify P 0 with the weight lattice of g 0 and ̟ i its i-th fundamental weight. Then quantized algebras U q (g), U ′ q (g) and U q (g 0 ) are defined associated with weight lattices P , P cl and P 0 . Note that simple roots in P cl are linearly dependent while they are linearly independent in P and P 0 . However we use the same letters for simple roots in P cl and P 0 . For the coweight lattices, we have
Hence U ′ q (g) is the subalgebra of U q (g) generated by e i and f i for i ∈ I and q h for h ∈ γ −1 P ∨ cl and U q (g 0 ) is the subalgebra of U ′ q (g) generated by e i and f i for i ∈ I 0 and q h for h ∈ γ −1 P ∨ 0 . When we need to clarify in which weight lattice we work, write a
Since the definition of Kirillov-Reshetikhin modules is not used in this paper, we omit it and refer [OS, Section 3] . They are finite-dimensional irreducible U ′ q (g)-modules. We denote by W i,l the Kirillov-Reshetikhin module for i ∈ I 0 and a nonnegative integer l. For the quantized affine algebras of nonexceptional types, it is proved that any Kirillov-Reshetikhin module has a crystal base in [(KMN) 2 ] and [OS] . They are called Kirillov-Reshetikhin crystals and denoted by B i,l .
Some lemmas on weights
Assume that g 0 is either of type A n , C n or B n in this subsection. For λ ∈ P + 0 , we denote by B(λ) the crystal base of the finite-dimensional irreducible U q (g 0 )-module with highest weight λ. If g 0 is of type A n or C n , we denote by θ the highest root of g 0 . If g 0 is of type B n , denote by θ the highest short root of g 0 . We shall prove some lemmas on weights of B(kθ).
It is well known that
Here W is the Weyl group of g 0 . (See e.g. [Hum, 21.3 Proposition] .) Hence the following lemma is immediate.
We use the following standard notation for the finite root systems of type A n , C n and B n . In the case of type A n , simple roots and fundamental weights are defined by
Here we define the element ǫ j ∈ P 0 for j = 1, . . . , n + 1 by
otherwise.
Note that n+1 j=1 ǫ j = 0. The highest root θ is given by
In the case of type C n ,
where ǫ j ∈ P 0 for j = 1, . . . , n is defined by
The highest root θ is given by
In the case of type B n ,
0 otherwise for i = 1, . . . , n − 1 and
The highest short root θ is given by
Let µ ∈ P 0 . We denote by m j (µ) the coefficient of ǫ j in µ. For type A n , we normalize them so that n+1 j=1 m j (µ) = 0. For type A n , set
For type C n and B n , set
(ii) Let g 0 be of type C n . For µ ∈ P 0 , µ ∈ wt B(kθ) if and only if 2k −|µ| ∈ 2Z ≥0 . In particular, µ ∈ wt B(kθ) \ wt B((k − 1)θ) if and only if |µ| = 2k.
(iii) Let g 0 be of type B n . For µ ∈ P 0 , µ ∈ wt B(kθ) if and only if |µ| ≤ k.
In particular, µ ∈ wt B(kθ) \ wt B((k − 1)θ) if and only if |µ| = k.
Proof. We prove (i). For µ ∈ P 0 , the coefficient of α i in µ is given by i j=1 m j (µ). Therefore µ ∈ wt B(kθ) if and only if there exists an element τ of the symmetric group of degree n + 1 satisfying
We prove (ii). The coefficient of α i in µ is given by i j=1 m j (µ) for i = n and ( n j=1 m j (µ))/2 for i = n. Assume that µ is dominant, that is,
This condition is equivalent to
For general µ, µ is W -conjugate to a dominant weight with the above condition if and only if µ satisfies
We prove (iii). The coefficient of α i in µ is given by i j=1 m j (µ). Assume that µ is dominant, that is,
Then µ ∈ wt B(kθ) if and only if
Let µ ∈ wt B(kθ) \ wt B((k − 1)θ). Now we investigate the behavior of µ + θ. Let g 0 be of type A n . There are the following four cases:
Lemma 2.5. Let g 0 be of type A n and assume µ ∈ wt B(kθ)\wt B((k−1)θ). Then we have
kθ) if and only if µ satisfies (a).
(ii) µ + θ ∈ wt B(kθ) \ wt B((k − 1)θ) if and only if µ satisfies (b) or (c).
If (a) is satisfied, then
This implies µ + θ ∈ wt B((k + 1)θ) \ wt B(kθ) by Lemma 2.4 (i) .
Similar results for type C n and B n are verified as follows.
Lemma 2.6. Let g 0 be of type C n and assume µ ∈ wt B(kθ)\wt B((k−1)θ). Then we have
(ii) µ + θ ∈ wt B(kθ) \ wt B((k − 1)θ) if and only if m 1 (µ) = −1.
Proof. The assumption µ ∈ wt B(kθ) \ wt B((k − 1)θ) implies |µ| = 2k by Lemma 2.4 (ii) . Since θ = 2ǫ 1 , we have This completes the proof.
Lemma 2.7. Let g 0 be of type B n and assume µ ∈ wt B(kθ)\wt B((k−1)θ).
Then we have
Proof. By Lemma 2.4 (iii), |µ| = k. Since θ = ǫ 1 , we have This completes the proof.
3 The case of type A
We assume that g is the affine Lie algebra of type A
n in this section.
The crystal structure of B(λ)
We recall the structure of the U q (g 0 )-crystal B(λ) following [KN] . We identify the set of dominant weights P + 0 with the set of Young diagrams with depth at most n as follows. For the Young diagram corresponding to a partition (λ 1 , . . . , λ n ), associate λ = n i=1 (λ i − λ i+1 )̟ i ∈ P + 0 where λ n+1 = 0. We regard the crystal B(̟ 1 ) as the set consisting of letters 1, . . . , n + 1 with the following crystal structure:
Let λ ∈ P 
Kirillov-Reshetikhin crystals for type A
We recall the crystal structure of B i,l following [S] . Since W i,l is isomorphic to V (l̟ i ) as a U q (g 0 )-module, B i,l is isomorphic to B(l̟ i ) as a U q (g 0 )-crystal. For the description of the actions ofẽ 0 andf 0 , we use the promotion operator σ. The operator σ is a bijection from B i,l to B i,l which satisfy σẽ j =ẽ j+1 σ and σf j =f j+1 σ for each j modulo n + 1. This map corresponds to the automorphism of the Dynkin diagram of type A (1) n which takes j to j + 1 modulo n + 1. Using σ, we obtainẽ
We shall describe the action of σ explicitly only for B 1,l and B n,l , and omit the general definition. See [S, 3.3] for details.
For b ∈ B 1,l , we denote the number of entries j appearing in the tableau b by x j (b). The map which takes b ∈ B 1,l to (x j (b)) j=1,...,n+1 ∈ (Z ≥0 ) n+1 is injective. The action of the promotion operator is given by
for j = 2, . . . , n + 1. Hence the actions of Kashiwara operators are described as follows:
Here we define b = 0 if x j (b) < 0 for some j. Immediately we have
For j = 1, . . . , n + 1, we denote by C j the semistandard tableau consisting of one column with depth n which has no entry j. Each column in a semistandard tableau of shape (l n ) is C j for some j. These columns are arranged as, from left to right, some (maybe 0) C n+1 's, some C n 's, . . . , and some C 1 's. For b ∈ B n,l , we denote the number of columns C j in b by y j (b). The map which takes b ∈ B n,l to (y j (b)) j=1,...,n+1 ∈ (Z ≥0 ) n+1 is injective. The action of the promotion operator is given by
and y j (σ(b)) = y j−1 (b) for j = 2, . . . , n + 1. Hence the actions of Kashiwara operators are described as follows:
Here we define b = 0 if y j (b) < 0 for some j. Immediately we have
The crystal structure of B l
For a fixed nonnegative integer l, we set B l = B 1,l ⊗ B n,l . We shall describe the decomposition of the tensor product B(l̟ 1 ) ⊗ B(l̟ n ). Let b 1 be a semistandard tableau of shape (k) and b 2 that of shape (k n ), and assume Proof. It is obvious that α is bijective and preserves weights. Suppose
Since the element 1 ⊗ 2 ⊗ · · · ⊗ (n + 1) is annihilated by allẽ i andf i for i ∈ I 0 , α commutes with Kashiwara operators.
We write b ∈ B(kθ) ⊂ B l for b ∈ B l , if α(b) ∈ B(kθ). Here B l is identified with B(l̟ 1 ) ⊗ B(l̟ n ) as a set.
For j = 1, . . . , n+1, we define an injective map Θ j : B l−1 → B l as follows.
where b ′ 1 is the semistandard tableau of shape (l) which is obtained by adding an entry j to b 1 , and b ′ 2 is the semistandard tableau of shape (l n ) obtained by adding a column C j to b 2 . These maps preserve U q (g 0 )-weights by definition. (ii) For i ∈ I 0 , the map Θ 1 and the Kashiwara operatorf i commute with each other.
We have
. By the definition of Θ 1 , we have
. There are the following two cases:
by removing an entry n + 1 and adding an entry 1. We have
where (f 0 b 1 ) ′ is the tableau obtained fromf 0 b 1 by adding an entry 1. Hence the assertion is true since (f 0 b 1 ) ′ coincides withf 0 b ′ 1 : the semistandard tableau of shape (l) which is obtained from b 1 by removing one entry n + 1 and adding two 1's. Next we assumef
. In this case, we have
, is obtained from b 2 by removing one column C 1 , adding one C n+1 , and adding one C 1 in this order. It coincides with f 0 b ′ 2 whenever b 2 has at least one column
By Proposition 3.2, the crystal graph of B l−1 can be naturally regarded as a full subgraph of that of B l . Proposition 3.3. Let j = 2, . . . , n + 1.
(iii) The map Θ j and the Kashiwara operatorf 0 commute with each other.
Then (ii) and the casef 0 b = 0 of (iii) are obtained from the above formulas by arguments similar to that in the proof of Proposition 3.2 (iii). In the
Hence the action off 0 on the set n+1 j=2 Im Θ j ⊂ B l is completely determined if we know that on B l−1 .
Remark 3.4. For Proposition 3.2 and 3.3, the similar statements hold when we replacef i byẽ i for i ∈ I and ϕ 0 by ε 0 . We can prove them in a similar way.
From now on, we study the action off 0 on B l \ n+1 j=2 Im Θ j . Let µ ∈ P 0 . In Subsection 2.3, we defined m j (µ) as the coefficient of ǫ j in µ with n+1 j=1 m j (µ) = 0. The number of entries j in a semistandard tableau of shape kθ and weight µ is equal to
Then we can rewrite Lemma 2.4 (i) as follows.
Proof. Proposition 3.3 (i) implies that the right-hand side contains the left. Suppose b does not belong to the left-hand side and α(b) =b 1 ·b 2 ∈ B(kθ). Put µ = wt b. Let J be the set of the letters appearing inb 1 . Thenb 2 has no column C j if j ∈ J. This means the number of entries j inb 2 is equal to k if j ∈ J. Therefore J(µ) = J and j∈J m j (µ, k) = k|J| + k. We obtain µ ∈ wt B(kθ) \ wt B((k − 1)θ) by Lemma 3.5.
Although the following fact seems to be known, we give a proof. should have only elements of J(µ) with its entries and the number of entries j in b 2 should be equal to k for j ∈ J(µ). When the weight of b is given, the numbering of b is uniquely determined by that of b 1 . Hence b is uniquely determined by its weight.
The following proposition immediately follows from Proposition 3.6 and Lemma 3.7.
Let b ∈ B(kθ) ⊂ B l and b / ∈ n+1 j=2 Im Θ j . By Lemma 2.5, exactly one of the following occurs:
• wt b + θ ∈ wt B((k + 1)θ) \ wt B(kθ).
• wt b + θ ∈ wt B(kθ) \ wt B((k − 1)θ).
• (
Moreover, the elementf 0 b is uniquely determined by its weight in each case. 
and the number of entries n + 1 is
Hence we have m 1 (wt b) ≥ 0 and m n+1 (wt b) ≤ 0. By Lemma 2.5 (i), we obtain wt b + θ / ∈ wt B(lθ).
Im Θ j by Proposition 3.3 (iii) and Remark 3.4. By Proposition 3.8, f 0 b is uniquely determined by its weight wt b + θ. This proves the remaining assertions.
The case of C (1) n
Assume that g is of type C (1) n in this section. The crystal structure of B l = B 1,2l is given in [KKM] . We recall explicit formulas on the actions of Kashiwara operators in [O] . As sets,
and
For b = (x 1 , . . . ,x 1 ) ∈ B l , the U q (g 0 )-weight of b and the actions of Kashiwara operators are given as follows:
e n b = (x 1 , . . . , x n + 1,x n − 1, . . . ,x 1 ),
In each case, if the right-hand side does not belong to the set B l , regard it as zero. It is obvious that the crystal graph of B l−1 is a full subgraph of that of B l from the above formulas. For b ∈ B(kθ) ⊂ B l , we have
For j = 1, . . . , n, we define a map Φ j :
(iii) The map Φ j and the Kashiwara operatorf 0 commute with each other.
Proof. The assertion of (i) is obvious from the definition of Φ j . Suppose b = (x 1 , . . . ,x 1 ) and Φ j (b) = (y 1 , . . . ,ȳ 1 ). Then y i −ȳ i = x i −x i for i = 1, . . . , n. Hence (ii) and the casef 0 b = 0 of (iii) are immediate from the formulas on the actions of Kashiwara operators. Iff 0 b = 0, then b ∈ B((l − 1)θ) ⊂ B l−1 and x 1 ≥x 1 by the formula on ϕ 0 . Hence
Proof. Let b = (x 1 , . . . ,x 1 ) ∈ B(kθ). By Lemma 2.4 (ii), wt b ∈ wt B(kθ) \ wt B((k − 1)θ) if and only if x j = 0 orx j = 0 for each j = 1, . . . , n. This condition is equivalent to that b does not belong to the left-hand side. 
by Proposition 4.2. This means that b is uniquely determined by its weight. (
Moreover, the elementf 0 b is uniquely determined by its weight in each case.
Hence the assertions are immediate from the formula on the action off 0 , Lemma 2.6 and Lemma 4.3.
The case of D (2) n+1
Assume that g is of type D (2) n+1 in this section. Thus g 0 is of type B n . The crystal structure of B l = B 1,l is given in [ (KMN) 2 ]. Explicit formulas are available in [O] and we follow it. As sets, (ii) For k = 0, . . . , l − 1, Ψ n (B(kθ)) ⊂ B((k + 1)θ).
(iii) Let j = 1, . . . , n − 1 (resp. j = n) and i ∈ I 0 . If we take b ∈ B l−2 (resp. b ∈ B l−1 ) withf i b = 0, then Ψ j (f i b) =f i Ψ j (b).
(iv) For j = 1, . . . , n, the map Ψ j and the Kashiwara operatorf 0 commute with each other.
Proof. The assertions of (i) and (ii) are obvious. The assertions of (iii) and (iv) are immediate except for the commutativity of Ψ n andf n . We show that Ψ n (f n b) =f n Ψ n (b) whenf n b = 0. Let b = (x 1 , . . . ,x 1 ). First we assume x 0 = 0. Then Ψ n (f n b) = Ψ n (x 1 , . . . , x n − 1, x 0 + 1,x n , . . . ,x 1 ) = (x 1 , . . . , x n , x 0 ,x n + 1, . . . ,x 1 ).
On the other hand, f n Ψ n (b) =f n (x 1 , . . . , x n , x 0 + 1,x n , . . . ,x 1 ) = (x 1 , . . . , x n , x 0 ,x n + 1, . . . ,x 1 ).
Hence the assertion is true. Next assume x 0 = 1. Then we obtain Ψ n (f n b) = Ψ n (x 1 , . . . , x n , x 0 − 1,x n + 1, . . . ,x 1 ) = (x 1 , . . . , x n , x 0 ,x n + 1, . . . ,x 1 ) andf n Ψ n (b) =f n (x 1 , . . . , x n + 1, x 0 − 1,x n + 1, . . . ,x 1 ) = (x 1 , . . . , x n , x 0 ,x n + 1, . . . ,x 1 ). Moreover, the elementf 0 b is uniquely determined by its weight in each case.
Proof. The assertions are immediate from the formula on the action off 0 , Lemma 2.7 and Lemma 5.3.
