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Tomographic Cerebral Blood Flow Calculation
To the Editor: CBF measurement using 133Xe and emission tomography imaging is now used in many laboratories, based on the double-integral principles proposed by Kanno and Lassen (1979) , which were later tested and further developed by Celsis et al. (1981) and Smith et al. (1984) . In a recently pub-lished article, Stokely (1985) proposed a modifica tion of the method that allowed for an estimate of the tracer arrival time. Such an attempt is very useful, as it has been demonstrated that errors in delay time may lead to important errors in calcu lated flow. Unfortunately, the delay times as esti-mated from the patient studies were not presented. For the sake of simplicity, the proposed model did not include evaluation of the weighting factors, and the approach will therefore need further validation before it can be used. It should be mentioned that the weighting factor proposed by Stokely, i.e., the inverse of the observed normalized count rate, may not be optimal, as only the raw projection data can be considered to be Poisson distributed, whereas the reconstructed data have lost this property.
Stokely also describes the derivation of a first order estimate for the regional partition coefficient Ai' The calculated CBF values obtained by this method were compared to the result from the Kanno-Lassen (K-L) estimate as calculated by the algorithm of Celsis et al. (198 1) .
The article, in particular Fig. 4 , may give the fol lowing wrong impressions, which we would like to correct: (a) that the K-L estimator in general gives results that are very much in error, even in gray matter and in the absence of scatter; and (b) that scattered radiation has its major effect on the high flow regions, whereas the error in regions with low flow is completely dominated by the error in par tition coefficient A.
In the Results and Discussion, it is mentioned that "Parameters J and i... have relative values since they depend on the assumption that the selected gray matter region of interest has a A value of 0.8. Any error in this assumption will appear as a linear bias error in the estimate of J and i... " (Stokely et aI., 1985, p. 139 ). This sentence is equally valid to the results of the K-L estimate. Neverthele' ss, Stokely clearly fails to apply the final scaling of multiplying by 0.8 in the K-L estimate, a scaling that would completely eliminate the observed error for scatter fraction of 0 in the high flow regions and would reduce the error in the low flow region to about 15 instead of 44% (Fig. 1) . The rationale for this final scaling may easily be explained, but it is often misinterpreted as a pure ad hoc procedure. Essentially, the final part of the K-L estimator, the "early picture method, " is a uti lization of the bolus fractionating principle, as may be seen from Eq. 3 in the Stokely, 1985, paper:
If a sufficiently short time period were used, this count rate (also, when integrated) would simply be proportional to Ak, i.e., flow. In the actual imple mentation, where an integration time of2.0-2.5 min is used, corrections for outwash must be made by taking the exponential term into account. Errors due to variations in the partition coefficient enter through this correction only with the nature of a second-order correction not being proportional to A.
Consider, in the simple monoexponential model without scatter, a pixel in the high count rate set that is assumed to consist of gray matter with A = 0.80 mlig. As the scaling constant K of the picture is derived from such a set of pixels, the established table of count rate versus k forms a "true" outwash correction for this pixel. The method thus provides a "true" k value, and "true" flow is obtained by multiplication by 0.80. In pixels with A differing from 0.80 mlig, the table is no longer exact, but still, the final scaling by 0.80 yields flow values much closer to the true flow value, even in regions com posed of pure white matter. We think that part of the confusion probably derives from the fact that the values obtained from the early picture table look-up are designated as "k values." This desig nation has meaning only for the high count rate pixel set, i.e., gray matter.
The relative error, which occurs due to deviation in partition coefficient, is shown in Fig. 2 Considering the dependency of flow estimate on the scatter fraction ( Fig. 4, Stokely, 1985) , it should be realized that the absolute effects depend strongly on the properties of the phantom. In this zero-order model of uniform scattering, only the weighting factor between gray and white matter is important. U sing simple calculations on the presented figure of the flow phantom, we have estimated that this phantom has a gray/white matter distribution of 30/ 70. As we find a 60/40 distribution may give a much more reasonable approximation to the human brain at the observed levels (Blinkov and Glezer, 1968; Bolmsjo, 1984) , we have repeated the calculations using this distribution and assuming fg = 80 mIll 00 g/min and fw = 30 mllIOO g/min. Redrawing the figure with respect to our two points of criticism, it is seen (Fig. 3 ) that the error in white matter is now dominant and that scatter may be far more impor tant than the overestimation due to the "unknown" partition coefficient. If a value offw = 20 mlllOO g/ min is used, this tendency is further accentuated. These findings, however, will just add further sup port to the interpretation given by Stokely. In conclusion, we consider that the results re ported by Stokely may provide an alternative for calculation of CBF. The comparisons made with the K-L estimate were, however, unreasonable, as our results show that there are only smaller deviations between the calculated CBF values when a final scaling of the K-L estimate is performed. It is very interesting that calculation of CBF by the use of all four steps yields values quite equal to the early pic ture method. As also mentioned by Stokely, it should be emphasized that for regions with very low perfusion, � no longer may be considered as a true partition coefficient, but rather as a scaling constant that preserves the sensitivity of the method to isch emic areas. Results obtained from patient studies may allow one to determine the optimal method.
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The author replies: To the Editor: I would like to thank S¢ren Holm, Sissel Vorstrup, and Niels Lassen for their mean ingful comments and the presentation of additional data detailing the performance of the Kanno-Lassen type of perfusion algorithm when uncertainties exist in the regional partition coefficient, or when photon scatter contaminates the data. I agree in principle with most of their observations and would add the following.
The intent of the paper (Stokely, 1985) was not to misrepresent the accuracy of the Kanno-Lassen algorithm. In fact, the proposed algorithm is but a modification of the Kanno-Lassen technique, and it makes explicit use of the clever feature in the Kanno-Lassen method of separating curve shape from tracer quantity to yield two different measures J Cereb Blood Flow Metabol, Vol. 5, No.4. 1985 from the same data set. Figure 4 in Stokely (1985) assumed that the desired estimate is regional per fusion if = FIV, or flow per unit volume) and not perfusion coupled to partition coefficient (k = f/'II. , where 'II. is the partition coefficient). Holm and col leagues are correct in their assertion that multi plying all k values by the'll. value of the "high count" region used to estimate the scaling coeffi cient, K, will reduce the error of the perfusion es timate, J, for all perfusion values. However, the fol lowing points are to be considered.
(a) When using a global, correctly chosen, 'II. mul tiplier, the gray matter pixels will be exactly cor rected (assuming the "high count" region is, in fact, gray matter, see (b) below), but white matter ) values will be overestimated, as seen in Fig. 2 of the preceding letter from Holm and colleagues. In fact, when scatter is present, the white matter error for the 'II. -multiplied Kanno-Lassen method is more serious than that of the proposed technique, as can be seen from Figs. 1 and 3 of the letter from Holm and colleagues by comparing the solid and dashed curves for 30 mll100 g/min.
(b) If a constant'll. value is to be assigned to "high count" pixels, as suggested by Holm and col leagues, care must be taken to choose a region that does not contain aberrant count rates that would exist, e.g., in arteriovenous malformations or the effects of 133Xe in the nasal sinus. This quality con trol consideration is somewhat tedious to maintain, especially with the software provided with earlier machines (Tomomatic 64), which use thresholding methods rather than graphics pointing devices to select the "high count" region.
It should be emphasized that for no photon scatter, the proposed modified algorithm (Stokely, 1985) provides correct f values for both gray and white matter in an unbiased manner, regardless of the regional'll. value, again assuming the correct a priori gray matter 'II. value is used for the selected gray matter area. This is not true for the unmodified Kanno-Lassen method when the a priori global mul tiplier is used (see Figs. 1-3 , of the letter from Holm and colleagues).
Holm and colleagues may be correct in their as sertion that the simulation model of Smith et a1. (1984) has an incorrect gray-white matter ratio. However, their calculations support the findings of Stokely (1985) that photon scatter is a serious source of error for both algorithms. I would agree that scatter is a more serious source of error than the partition coefficient problem because of the sen sitivity of white matter perfusion to scatter from gray matter areas.
