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Abstract
Mapping properties of the Fourier transform between weighted Lebesgue and Lorentz
spaces are studied. These are generalizations to Hausdorff-Young and Pitt’s inequalities.
The boundedness of the Fourier transform on Rn as a map between Lorentz spaces leads
to weighted Lebesgue inequalities for the Fourier transform on Rn.
A major part of the work is on Fourier coefficients. Several different sufficient condi-
tions and necessary conditions for the boundedness of Fourier transform on T, viewed as
a map between Lorentz Λ and Γ spaces are established. For a large range of Lorentz in-
dices, necessary and sufficient conditions for boundedness are given. A number of known
inequalities for generalized quasi concave functions are generalized and improved as part
of the preparation for the proofs of the Fourier series results.
The Lorentz space results are used to obtain conditions that guarantee the continuity
of the Fourier coefficient map between weighted Lp spaces. Applications to L logL and
Lorentz-Zygmund spaces are also given.
Keywords: weighted inequalities, Fourier transform, Fourier series, Lorentz spaces,
weighted Lebesgue spaces, quasi concave functions, L logL, Lorentz-Zygmund space.
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Glossary of notations
(X,µ) 5 A general measure space equipped with a σ-finite measure µ.
Lµ(X) or Lµ 5 The collection of µ-measurable functions f : X → C.
L+µ 5 The collection of non-negative µ-measurable functions on X.
fn ↗ f 5 Denotes the pointwise convergence of the increasing sequence of functions fn.
Lp(µ) 5 The function space Lp over a measure space (X,µ).
Lp(w) 6 The weighted Lp space on Rn or T with weight w.
T 6 The unit circle.
m 6 The Lebesgue measure on Rn or T.
L+ 6 The collection of non-negative Lebesgue measurable functions on (0,∞)
f ↓ 6 Indicates the function f ∈ L+ is decreasing.
‖f‖p,w 6 The weighted Lp norm on (0,∞) with weight w.
A / B 6 Means A ≤ cB for some constants c > 0.
A ≈ B 6 Means c1A ≤ B ≤ c2A for some constants c1 and c2.
µf 6 The distribution function of f ∈ Lµ.
f ∗ 6 The decreasing rearrangement of f .
f~ 7 The increasing rearrangement of f , that is f~ = ((1/f)∗)−1.
f ∗∗ 8 The maximal function of f .
f ≺ g 8 Denotes f ∗∗ ≤ g∗∗.
Bp 11 A specific class of weight function on (0,∞).
RBp 12 A specific class of weight function on (0,∞).
F 12 The Fourier transform on Rn, T or Z.
fˆ 12 Fourier transform of a function f on Rn or T.
τy 12 The translation operator.
A 14 The collection of averaging operators on L+.
Iu 16 The integral of u defined as Iu(x) =
∫ x
0
u(t) dt.
u◦ 16 The level function of u with respect to Lebesgue measure.
Λp(w) 19 The Lorentz Λ space with weight w.
Γp(w) 20 The Lorentz Γ space with weight w.
Θp(w) 20 The Lorentz Θ space with weight w.
Lr,p 21 The Lorentz space Lr,p.
L logL 22 The Zygmund space.
Lr,p(logL)α 22 The Lorentz-Zygmund space.
Ωα,β 24 The cone of functions f with t
αf(t) increasing and t−βf(t) decreasing.
P rξ 25 The subclass of L
+ containing functions f such that f(x) = xr on (0, 1).
P 25 The subclass of L+ containing functions that are constant on (0, 1).
kα,βz 25 The function in L
+ defined as kα,βz (t) = min(z
−αtβ, zβt−α).
ωz(t) 26 The function in L
+ defined as ωz(t) = min(z
−2, t−2).
Kα,βξ 26 A specific positive integral operator with the kernel k
α,β
z .
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Introduction
Mapping properties of the Fourier transform are well-known in simple cases. The Fourier
transform maps integrable functions on Rn into the space of bounded functions. Plancherel’s
theorem asserts that F : L2 → L2 is an isometry and hence a bounded map. Thus, the
Fourier transform is of strong type (1,∞) and (2, 2). An application of the Riesz-Thorin
interpolation theorem yields the Hausdorff-Young inequality, that is, F : Lp → Lp′ is
bounded when 1 ≤ p ≤ 2 and p′ = p/(p− 1).
The Hausdorff-Young inequality, ‖fˆ‖p′ ≤ ‖f‖p, is sharp for the Fourier series, that
is, the best constant is 1. Its Fourier transform version is due to Titchmarsh [T].
However, the sharp version for the Fourier transform was unknown until 1961, when
Babenko in [Ba] proved ‖fˆ‖p′ ≤ Ap‖f‖p for even numbers p′, with the best constant
Ap = (p
n/2p)/(p′)n/2p
′
. The extension to 2 ≤ p′ ≤ ∞ was obtained by Beckner in [Be].
The first weighted Fourier inequality is probably the one formulated by Hardy and
Littlewood in [HL](1927). They showed that for 1 < p ≤ 2, there exists C > 0 such that(∫ 1
0
|f(x)|pxp−2 dx
)1/p
≤ C
( ∞∑
n=−∞
|fˆ(n)|p
)1/p
, ∀fˆ ∈ `p, (1)
and for p ≥ 2, there exists C > 0 such that( ∞∑
n=−∞
|fˆ(n)|p
)1/p
≤ C
(∫ 1
0
|f(x)|pxp−2 dx
)1/p
, ∀f ∈ Lp(xp−2). (2)
Hereafter, the constant C in weighted norm inequalities such as (1) and (2) is a positive
number that is independent of f but may depend on the exponents and weights involved.
Moreover, this constant varies from one inequality to another.
Pitt generalized this theorem in [Pi](1937). He proved that when 1 < p ≤ q < ∞,
0 ≤ a < 1/p′, and b = 1−a−1/p−1/q ≤ 0, the following inequalities hold for f ∈ L1(T).(∫ 1
0
|f(x)|qxbq dx
)1/q
≤ C
( ∞∑
n=−∞
|fˆ(n)|p|n|pa
)1/p
, and (3)
( ∞∑
n=−∞
|fˆ(n)|q|n|bq
)1/q
≤ C
(∫ 1
0
|f(x)|pxpa dx
)1/p
. (4)
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Observe that when q = p and a = 0, Inequality (3) reduces to (1). Similarly, when q = p
and a = (p−2)/p, Inequality (4) reduces to (2). Moreover, the Hausdorff-Young inequal-
ity, with a different constant, is recovered from (4) when 1 < p ≤ 2, q = p′, and a = b = 0.
The above inequalities deal with power weights only. The problem of obtaining
Fourier inequalities in Lebesgue spaces with general weights was posed by Muckenhoupt
in [Mu](1979). Specifically, the problem was to characterize those weights u,w for which
F : Lp(w)→ Lq(u) is bounded. This turns into the weighted Fourier inequality(∫
Rn
|fˆ(γ)|q u(γ) dγ
)1/q
≤ C
(∫
Rn
|f(x)|pw(x) dx
)1/p
. (5)
Benedetto and Heinig in [BH1] (1982) used a rearrangement estimate from Calderon
that characterizes the quasi-linear operators, T , that are of weak type (1,∞) and (2, 2).
For such an operator we have
(Tf)∗(t) ≤ c
(∫ 1/t
0
f ∗(x) dx+ t−1/2
∫ ∞
1/t
x−1/2f ∗(x) dx
)
,
where f ∗ denotes the decreasing rearrangement of f . Using this estimate, they obtained
the following sufficient condition for (5): For 1 < p ≤ q <∞, and even weight functions
u,w on R, where u is decreasing and w is increasing on (0,∞), the inequality(∫ ∞
−∞
|fˆ(γ)|q u(γ) dγ
)1/q
≤ C
(∫ ∞
−∞
|f(x)|pw(x) dx
)1/p
(6)
holds if
sup
x>0
(∫ 1/2x
0
u(t) dt
)1/q(∫ x/2
0
w(t)1−p
′
dt
)1/p′
<∞.
They also proved the converse to this result when 1 < p, q <∞.
Benedetto, Heinig and Johnson in [BHJ2](1987) generalized this result to arbitrary
weights on R. They obtained the following sufficient condition for (6) when 1 < p ≤ q <
∞,
sup
x>0
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t)1−p
′
dt
)1/p′
<∞. (7)
Here w~ is the increasing rearrangement of w.
Benedetto and Heinig in [BH2](2003), provided new approaches to obtain Fourier
inequalities. One approach is based on the following rearrangement estimate from Jodeit
and Torchinsky [JT]:∫ z
0
(fˆ)∗(t)2 dt ≤ D
∫ z
0
(∫ 1/t
0
f ∗
)2
dt, z > 0, f ∈ L1 + L2. (8)
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The above inequality holds for any sublinear operator of type (1,∞) and (2, 2). Using
this estimate together with the Hardy-Littlewood-Polya rearrangement inequality, Ben-
detto and Heinig proved the sufficient condition (7) for weights on Rn.
They also introduced the Lorentz space method to obtain Fourier inequalities in
weighted Lebesgue spaces. The key is to use the Hardy-Littlewood-Polya rearrangement
inequality to reduce (5) to(∫ ∞
0
fˆ ∗(t)q u∗(t) dt
)1/q
≤ C
(∫ ∞
0
f ∗(t)pw~(t) dt
)1/p
. (9)
Comparing this inequality to the definition of Lorentz Λ norm,
‖f‖Λp(w) =
(∫ ∞
0
f ∗(t)pw(t) dt
)1/p
,
shows that (9) is a Fourier inequality in Lorentz spaces, that is ‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w~).
This motivates the problem of finding relations between weights u,w that are sufficient
or necessary for ‖fˆ‖Λq(u) ≤ C‖f‖Λp(w). In other words, we are interested in characterizing
the boundedness of the Fourier transform viewed as F : Λp(w)→ Λq(u). Benedetto and
Heing obtained sufficient conditions for the case 1 ≤ p ≤ q and q ≥ 2, and for the case
2 ≤ q < p. They applied their results to weighted Lp spaces and provided sufficient
conditions for (5).
Sinnamon took a different approach and worked on inequalities of type ‖fˆ‖Λq(u) ≤
C‖f‖Γp(w). The Lorentz Γ space generalizes the Lorentz Λ space in that whenever Λp(w)
is a Banach function space, it coincides with Γp(w). However, for certain weights Λp(w)
is no longer a Banach function space while Γp(w) is.
In [Si4] (2003), Sinnamon used (8) to obtain sufficient conditions for ‖fˆ‖Λq(u) ≤
C‖f‖Γp(w) in the case 0 < p ≤ q and q ≥ 2, and the case 2 ≤ q < p. He also constructed
test functions that provide a necessary condition for ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w). That led to
a characterization of weights u,w for which the Fourier transform F : Γp(w) → Λ2(u)
is bounded when p ≤ 2. The relation between u and w is stated in terms of the level
function of the weight u.
In his subsequent work [Si5](2006), Sinnamon introduced the Lorentz space Θp(w),
which he used to formulate a necessary and sufficient condition for boundedness of
F : Γp(w)→ Λq(u) in the case 0 < p ≤ 2 ≤ q.
One of our objectives in this thesis is to unify and furthermore extend the work of
Benedetto, Heinig and Sinnamon. In the case p ≤ q, we use Sinnamon’s work to present
new proofs for results of Benedetto and Heinig. We also provide new sufficient and nec-
essary conditions for the boundedness of the Fourier transform between various Lorentz
3
spaces.
Research in Fourier inequalities has mostly focused on the Fourier transform on Rn,
while very little is known about the boundedness of Fourier coefficients viewed as a map
between weighted spaces. A major part of our work in this thesis is to provide Fourier
series inequalities in weighted Lorentz spaces and weighted Lebesgue spaces.
Organization of the thesis
Chapter 1 contains most of the mathematical prerequisites. We briefly discuss some
standard topics including Banach function spaces, the decreasing rearrangement, the
Fourier transform and some useful inequalities. We discuss the definition and proper-
ties of the level function, which proves to be useful in formulating our necessary and
sufficient conditions for Fourier inequalities. We also provide some details on different
types of Lorentz spaces with general weights, as well as the well-known Lorentz-Zygmund
spaces.
In Chapter 2, we introduce the cone of quasi concave functions as one of the main
tools in our work. We reproduce and generalize some known inequalities concerning gen-
eralized quasi concave functions. Some particular cases of our results are used in Chapter
4 to prove our sufficient conditions for Fourier series inequalities.
Norm inequalities for the Fourier transform on Rn are studied in Chapter 3. Based on
Sinnamon’s work, we obtain several conditions that are sufficient or necessary for conti-
nuity of the Fourier transform as a map between Lorentz spaces. A number of examples
are provided to illustrate and compare these results. We also improve, reproduce and
provide new proofs for results of Benedetto and Heinig on Fourier inequalities in Lorentz
spaces and weighted Lebesgue spaces.
Fourier series in Lorentz spaces are covered in Chapter 4. We adapt Sinnamon’s
approach and use our method from Chapter 3 to provide Lorentz norm inequalities for
Fourier series. First we start with sufficient conditions for continuity of the Fourier co-
efficient map, viewed as a map between Lorentz spaces. Then we give the details of
construction for the test functions that lead to our necessary conditions. Combining the
sufficient conditions and the necessary conditions, we provide several characterizations
of the boundedness of the Fourier coefficient map between Lorentz spaces.
In Chapter 5, we apply our results on Fourier series in Lorentz spaces to provide
weighted Lp norm inequalities for the Fourier series. We also apply our results to L logL
and Lorentz-Zygmund spaces as important instances of Lorentz Γ and Λ spaces. In
particular, we provide a converse to certain results obtained by Bennett and Rudnick.
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Chapter 1
Preliminaries
1.1 Basic concepts
1.1.1 The Lp spaces
Let (X,µ) be a σ-finite measure space. By Lµ(X) or simply Lµ we mean the collection of
all µ-measurable complex-valued functions onX. We write L+µ to denote the subcollection
of Lµ that consists of non-negative functions. If {fn} is a sequence of functions in L+µ ,
the notation fn ↗ f means {fn} is an increasing sequence and converges to f pointwise
µ-a.e. Assume 0 < p < ∞. The Lebesgue space Lp(µ) contains all functions in Lµ, for
which
‖f‖Lp(µ) =
(∫
X
|f(x)|p dµ(x)
)1/p
is finite. For p =∞ the above equation is replaced with
‖f‖L∞(µ) = ess sup
x∈X
|f(x)|.
As usual we consider two functions to be equal if they are equal almost everywhere with
respect to measure µ. A linear operator defined on a vector space containing Lp(µ) is
said to be of type (p, q) if T maps Lp(µ) into Lqν , that is if T : L
p(µ)→ Lq(ν) is bounded.
If 1 ≤ p ≤ ∞, we have the well-known Ho¨lder’s inequality,∫
X
|f ||g| dµ ≤ ‖f‖Lp(µ)‖g‖Lp′ (µ),
1
p
+
1
p′
= 1,
and Minkowski’s inequality,
‖f + g‖Lp(µ) ≤ ‖f‖Lp(µ) + ‖g‖Lp(µ).
We also require the Minkowski’s integral inequality,(∫ (∫
f(x, y) dν(y)
)p
dµ(x)
)1/p
≤
∫ (∫
f(x, y)p dµ(x)
)1/p
dν(y),
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for 1 ≤ p < ∞, where f ≥ 0 is a µ × ν-measurable function on (X × Y, µ × ν). For
0 < p < 1 the Minkowski’s inequalities hold in the reverse direction, That is,
‖f + g‖Lp(µ) ≥ ‖f‖Lp(µ) + ‖g‖Lp(µ),
and (∫ (∫
f(x, y) dν(y)
)p
dµ(x)
)1/p
≥
∫ (∫
f(x, y)p dµ(x)
)1/p
dν(y).
There are certain measure spaces that we frequently encounter in our Fourier inequal-
ities: Rn with Lebesgue measure, the unit circle T with normalized Lebesgue measure
(i.e. m(T) = 1), the integers Z with counting measure, and the half line [0,∞) with
Lebesgue measure.
By a weight function on either of these spaces, we mean a non-negative, locally
integrable function that is nonzero on a set of positive measure. If w(x) is a weight on
Rn, T or Z, the weighted Lebesgue space Lp(w) is defined by
‖f‖Lp(w) =
(∫
X
|f(x)|pw(x) dµ(x)
)1/p
,
where (X,µ) is either of the spaces Rn, T or Z with the standard measure.
We introduce more specific notation for non-negative measurable functions on [0,∞).
The collection of all these functions is denoted by L+. We sometimes write f ↓ to
state f ∈ L+ is decreasing. By “decreasing” we mean “non increasing”, thus a constant
function is decreasing in this sense. If w ∈ L+ is a weight on [0,∞), we write ‖f‖p,w for
the weighted Lp norm of f ∈ L+, that is
‖f‖p,w =
(∫ ∞
0
f(t)pw(t) dt
)1/p
, f ∈ L+.
For the unweighted case we drop “w” and simply write ‖f‖p.
We will use some standard notations for inequalities. If A and B are mathematical
expressions (usually depending on parameters or classes of functions), A / B means
there exists a constant c > 0 such that A ≤ cB. We say A and B are equivalent and
write A ≈ B if there exist positive constants c1, c2 such that c1A ≤ B ≤ c2A
1.1.2 The decreasing rearrangement
For f ∈ Lµ, the function
µf (λ) = µ{x ∈ X : |f(x)| > λ}
is called the distribution function of f . Notice that µf is a non-negative, decreasing
function on [0,∞). The decreasing rearrangement of f is defined as the generalized
inverse of µf and is denoted by f
∗. That is,
f ∗(t) = inf{α : µf (α) ≤ t},
with the convention inf ∅ =∞. The elementary properties of µf and f ∗ are gathered in
the following theorem.
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Proposition 1.1. Let f, fn, g ∈ Lµ, 0 6= a ∈ C and 0 < p <∞.
(i ) µf and f
∗ are non-negative, decreasing, right continuous functions on the half line.
(ii ) f ∗ = mµf and µf = mf∗, where m is Lebesgue measure on the real line.
(iii ) µaf (λ) = µf (
λ
|a|) and (af)
∗ = |a|f ∗.
(iv ) |f | ≤ |g|, µ-a.e. implies µf ≤ µg and f ∗ ≤ g∗.
(v ) |fn| ↗ |f | implies µfn ↗ µf and f ∗n ↗ f ∗.
(vi ) (fp)∗ = (f ∗)p for f ∈ L+.
(vii ) f ∗(µf (λ)) ≤ λ and µf (f ∗(t)) ≤ t, for t, λ ≥ 0.
Proof. See Propositions 2.1.3 and 2.1.6 in [BSh].
The Lp norm is invariant under rearrangements. More precisely:
Proposition 1.2. Let f ∈ Lµ and 0 < p <∞. Then∫
X
|f |p dµ = p
∫ ∞
0
λp−1µf (λ) dλ =
∫ ∞
0
f ∗(t)p dt,
and for p =∞,
ess sup
x∈X
|f | = inf{λ : µf (λ) = 0} = f ∗(0).
Proof. See Proposition 2.1.8 in [BSh].
This implies ‖f‖Lp = ‖f ∗‖p for 0 < p ≤ ∞.
Occasionally we will use the increasing rearrangement of a function.
Definition 1.3. Let f ∈ Lµ. The increasing rearrangement of f is defined by f~ =
((1/f)∗)−1.
Proposition 1.4. The Hardy-Littlewood-Polya inequality
For any functions f, g ∈ Lµ we have:∫
X
|fg| dµ ≤
∫ ∞
0
f ∗(t)g∗(t) dt, and (1.1)
∫
X
|fg| dµ ≥
∫ ∞
0
f ∗(t)g~(t) dt. (1.2)
Proof. See Theorem 4.2.2 in [BSh] for the proof of the first inequality. The second
inequality is proved in [H].
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1.1.3 The maximal function
Let f ∈ Lµ. The moving average
f ∗∗(t) =
1
t
∫ t
0
f ∗,
is called the maximal function of f . Notice that f ∗∗ is not the same as (f ∗)∗. The latter
is just equal to f ∗. The notation f ≺ g in the literature often means f ∗∗ ≤ g∗∗ and we
will use these two notations interchangeably.
The primary properties of the maximal function are described in the following.
Proposition 1.5. Let f, fn, g ∈ Lµ and 0 6= a ∈ C.
(i ) f ∗∗ is a non-negative, decreasing, continuous function on the half line.
(ii ) tf ∗∗ is increasing on the half line.
(iii ) f ∗∗(t) > 0 for all t ∈ (0,∞) unless f = 0 µ-a.e.
(iv ) f ∗ ≤ f ∗∗.
(v ) (af)∗∗ = |a|f ∗∗.
(vi ) |f | ≤ |g|µ-a.e. implies f ∗∗ ≤ g∗∗.
(vii ) |fn| ↗ |f | implies f ∗∗n ↗ f ∗∗.
(viii ) (f + g)∗∗ ≤ f ∗∗ + g∗∗.
Proof. See Proposition 2.3.2 and Theorem 2.3.4 in [BSh].
Observe that the last property does not hold for f ∗, that is (f + g)∗ 
 f ∗ + g∗ in
general. Take f = χ(0,1) and g = χ(1,2) as an example.
Proposition 1.6. Hardy’s lemma. Two functions f, g ∈ L+ satisfy∫ x
0
f(t) dt ≤
∫ x
0
g(t) dt, x > 0,
if and only if ∫ ∞
0
f(t)ϕ(t) dt ≤
∫ ∞
0
g(t)ϕ(t) dt
for all decreasing functions ϕ ∈ L+.
Proof. See Proposition 2.3.6 in [BSh] for a proof.
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1.1.4 Banach function spaces
The Fourier inequalities in this thesis are stated in terms of various norms on functions.
Before describing those norms and corresponding function spaces we present some general
definitions.
Definition 1.7. A function ρ : Lµ → [0,∞] is called a Banach function norm if for
f, g, fn ∈ Lµ and a ∈ C ∪ {∞},
(i) ρ(f) = 0 if and only if f = 0 µ-a.e.
(ii) ρ(af) = |a|ρ(f).
(iii) ρ(f + g) ≤ ρ(f) + ρ(g).
(iv) ρ(f) ≤ ρ(g) whenever |f | ≤ |g| µ-a.e. (Lattice property)
(v) ρ(fn)↗ ρ(f) whenever |fn| ↗ |f | µ-a.e. (Fatou property)
The Banach function space Lρ is the collection of all the functions f ∈ Lµ with
ρ(f) < ∞. The Fatou property guarantees that Lρ is a complete normed space. We
use ‖f‖X to denote the norm corresponding to the Banach function space X. Banach
function norms are often studied without assuming the Fatou property. We include it in
our definition for convenience in stating certain results.
Definition 1.8. Two functions f ∈ Lµ(X) and g ∈ Lν(Y ) are called equimeasurable if
they have the same distribution function, that is µf = νg.
A Banach function norm ρ on Lµ is said to be rearrangement invariant if equimea-
surable functions have the same norm. That is ρ(f) = ρ(g) whenever µf = µg.
In this case we say (X,µ, ρ) is a rearrangement invariant function space.
The first example of a rearrangement invariant space is Lp(µ) where 1 ≤ p ≤ ∞.
However, the weighted Lebesgue space Lp(w) on Rn is not a rearrangement invariant
space with respect to Lebesgue measure, provided w is not a.e. constant.
1.1.5 The associate space (Ko¨the dual)
Assume 1 < p <∞ and g is a function in Lp′(µ). The map
ϕg(f) =
∫
X
fg dµ
defines a continuous, linear functional on Lp(µ) by Ho¨lder’s inequality. Conversely, any
element of the dual space (Lp(µ))∗ is of the above form. The operator norm of ϕg :
Lp(µ)→ C is equal to ‖g‖Lp′ (µ), that is,
‖g‖Lp′ (µ) = sup
h∈Lp(µ)
∫
X
|hg| dµ
‖h‖Lp(µ) .
The Ko¨the dual generalizes this observation.
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Definition 1.9. For any function norm ρ its associate function norm ρ′ is defined as
ρ′(f) = sup
ρ(g)≤1
∫
|fg| dµ = sup
g∈Lρ
∫ |fg| dµ
ρ(g)
, f ∈ Lµ.
The second equality is easy to verify. One can prove that ρ′ itself is a Banach func-
tion norm. The space Lρ′ is called the associate space or the Ko¨the dual of Lρ. If the
underlying norm is clear, we simply write X ′ to denote the Ko¨the dual of X. By “dual”
of a space, we always mean the Ko¨the dual.
Example 1.10.
1. The Ko¨the dual of Lp(µ) is Lp
′
(µ) for 1 ≤ p ≤ ∞.
2. Let w be a weight function on Rn. The dual of weighted Lebesgue space Lp(w) is
Lp
′
(w1−p
′
).
The definition of associate space implies a general Ho¨lder’s inequality:∫
X
|fg| dµ ≤ ρ(f)ρ′(g), f ∈ Lρ, g ∈ Lρ′ .
The following theorem states that the second dual of a Banach function norm coincides
with the norm itself. This provides a useful tool to prove results in Banach function
spaces.
Theorem 1.11. If ρ is a Banach function norm, then Lρ′′ = Lρ and ρ
′′(f) = ρ(f) for
all f ∈ Lρ.
Proof. See Theorem 1.2.7 in [BSh] for a proof.
The dual space is sometimes used together with the dual or adjoint of an operator.
Definition 1.12. Let (X,µ) and (Y, ν) be measure spaces. A formal adjoint of a linear
operator A : L+ν → L+µ is a linear operator B : L+µ → L+ν such that∫
Y
Af(y)g(y) dµ(y) =
∫
X
f(x)Bg(x) dν(x)
for all f ∈ Lν and g ∈ Lµ. In case B = A, we call A a formally self adjoint operator.
1.1.6 The Hardy inequality
The Hardy inequality concerns the boundedness of the averaging operator
Hf(y) =
1
y
∫ y
0
f(t) dt, f ∈ L+,
between function spaces. There exist different versions of Hardy’s inequality. The sim-
plest case is the following:
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Theorem 1.13. Assume 1 < p ≤ ∞ and f ∈ L+. Then ‖Hf‖p ≤ p′‖f‖p, that is,(∫ ∞
0
(1
t
∫ t
0
f
)p
dt
)1/p
≤ p′
(∫ ∞
0
f(t)p dt
)1/p
, 1 < p <∞,
with the usual adjustment for p =∞.
Proof. See Corollary 6.21 in [F].
Corollary 1.14. Assume 1 < p <∞. Then for all f ∈ L+,(∫ x
0
(
1
t
∫ t
0
f
)p
dt
)1/p
≤ p′
(∫ x
0
f(t)p dt
)1/p
, x > 0.
Proof. This follows from Theorem 1.13 by replacing f with fχ[0,x).
The Hardy inequality in the weighted Lp setting is more complicated. We have the
following characterization of the weights u and w for which ‖Hf‖q,u ≤ C‖f‖p,w holds.
Theorem 1.15. Assume 1 < p ≤ q <∞ and let u and w be weight functions on (0,∞).
There exists C > 0 such that(∫ ∞
0
(1
t
∫ t
0
f
)q
u(t) dt
)1/q
≤ C
(∫ ∞
0
f(t)pw(t) dt
)1/p
holds for all f ∈ L+ if and only if
sup
x>0
(∫ ∞
x
u(t)
tq
dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
<∞.
Proof. See Theorem 1 in [Br].
The weighted Hardy inequality for decreasing functions arises in the study of Lorentz
spaces, which are defined in terms of f ∗ and f ∗∗. As a first motivation for this, observe
that H(f ∗) = f ∗∗. The case w = u and q = p is characterized by the so-called Bp weights.
Definition 1.16. Assume p > 0 and let w be a weight function on (0,∞). We say
w ∈ Bp if there exists bp > 0 so that∫ ∞
x
w(t)
tp
dt ≤ bp 1
xp
∫ x
0
w(t) dt (1.3)
for all x > 0.
Remark 1.17. If p > 1 and w is decreasing, then w ∈ Bp. That is because∫ ∞
x
w(t)
tp
dt ≤ w(x)
∫ ∞
x
1
tp
dt =
x−p
p− 1xw(x) ≤
1
p− 1
1
xp
∫ x
0
w(t) dt.
This statement may fail when p = 1. As a counterexample, let w(t) = 1 for t ∈ (0,∞).
Then for p = 1 the left-hand side of (1.3) is infinite for all x > 0, whereas the right-hand
side is constant. Therefore, w /∈ B1.
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Example 1.18. Let p > 0 and −1 < a < p − 1. Then the power weight w(t) = ta
satisfies the Bp condition. That is because∫ ∞
x
w(t)
tp
dt =
−1
a− p+ 1x
a−p+1 and
1
xp
∫ x
0
w(t) dt =
1
a+ 1
xa−p+1.
The Bp weights are closely tied to the weighted Hardy inequality as stated in the next
theorem.
Theorem 1.19. Assume 0 < p < ∞ and w ∈ L+. Then w ∈ Bp if and only if there
exists C ≥ 0 such that the weighted Hardy inequality holds for all decreasing functions
f ∈ L+. That is∫ ∞
0
(1
t
∫ t
0
f
)p
w(t) dt ≤ C
∫ ∞
0
f(t)pw(t) dt, 0 ≤ f ↓ . (1.4)
Proof. See Theorem 1.7 in [AM] for the case p ≥ 1. The case 0 < p < 1 is proved in
Theorem 3 in [St].
The following reverse Bp condition is sometimes useful in our Fourier inequalities.
Definition 1.20. Assume p > 0. A weight function w ∈ L+ is said to be of class RBp if
there exists b∗p > 0 so that ∫ ∞
x
w(t)
tp
dt ≥ b∗p
1
xp
∫ x
0
w(t) dt
for all x > 0.
Remark 1.21.
1. Let v and w be weight functions satisfying v(t) = tp−2w(1/t). Then w ∈ Bp if and
only if v ∈ RBp.
2. If w is increasing, then w ∈ RBp for p > 1. The computations are very similar to
those in Remark 1.17.
1.1.7 Fourier transform on Rn
The Fourier transform F on L1(Rn) is defined as
[F(f)](ω) = fˆ(ω) =
∫
Rn
f(x)e−2piiω·x dx. (1.5)
For future reference, we give some properties of the Fourier transform in the following
theorem. Here τyf denotes the translation of the function f by y, that is, τyf(x) =
f(x− y).
Theorem 1.22. Let f, g ∈ L1(Rn) and let fˆ , gˆ be their Fourier transforms. Assume
y, γ ∈ Rn. Then
12
(i ) ‖fˆ‖∞ ≤ ‖f‖1.
(ii ) ‖fˆ‖2 = ‖f‖2, if f ∈ L1(Rn) ∩ L2(Rn) (Plancherel’s theorem).
(iii ) [F(τyf(x))](ω) = e−2piiy.ωfˆ(ω).
(iv ) [F(e2piix.γf(x))](ω) = τγ fˆ(ω).
(v )
∫
Rn
fˆ(x)g(x) dx =
∫
Rn
f(y)gˆ(y) dy , for f ∈ L1(Rn) ∩ L2(Rn).
Notice that the integral formula (1.5) is valid for integrable functions. However since
F is an isometry on L1(Rn) ∩ L2(Rn) by property (ii) above, and L1(Rn) ∩ L2(Rn) is
dense in L2(Rn), there is a unique continuous extension of F to L2(Rn) which is in fact
an isometry. This defines the Fourier transform on L2(Rn) even though the equation
(1.5) is no longer valid.
Therefore, the Fourier transform is bounded as F : L1(Rn) → L∞(Rn) and F :
L2(Rn) → L2(Rn) which means it is of type (1,∞) and (2, 2). Notice that the operator
norm is equal to 1 in both cases.
This property of the Fourier transform plays an essential role in studying its map-
ping properties. In fact, many of the sufficient conditions for boundedness of the Fourier
transform, presented in this dissertation and other places, remain valid for any operator
of type (1,∞) and (2, 2).
The Fourier transform can be furthermore extended to L1(Rn) + L2(Rn). If f ∈
L1(Rn) + L2(Rn) then f = f1 + f2 for some f1 ∈ L1(Rn) and f2 ∈ L2(Rn). We define
fˆ = fˆ1 + fˆ2. To show that it is well-defined, assume f = g1 + g2 for some g1 ∈ L1(Rn)
and g2 ∈ L2(Rn). We have f1 + f2 = g1 + g2 which means f1 − g1 = g2 − f2. Taking the
Fourier transform of both sides, we get fˆ1 − gˆ1 = gˆ2 − fˆ2. Hence fˆ1 + fˆ2 = gˆ1 + gˆ2.
1.1.8 Fourier transform on T
Recall T denotes the unit circle equipped with normalized Lebesgue measure, that is,
m(T) = 1. The Fourier transform on L1(T) is defined as
[F(f)](n) = fˆ(n) =
∫ 1
0
f(x)e−2piinx dx.
The transformed function fˆ(n) is a function on Z. We will stick to this viewpoint rather
than considering fˆ as a sequence. In the occasional cases where we view fˆ as a sequence
we will use the notation fˆn instead of fˆ(n). Then the Fourier series of f may be written
as
f(x) =
∞∑
n=−∞
fˆne
2piinx.
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We sometimes use the term the Fourier coefficient map to refer to the Fourier transform
on T in order to distinguish it from the Fourier transform on Rn. Notice that the same
notation F is used both for Fourier transform on Rn and the Fourier coefficient map.
The meaning is clear from the context.
The next theorem states some properties of Fourier coefficient map that will be used
in our work. Recall that τyf(x) = f(x− y).
Theorem 1.23. Assume f, g ∈ L1(T) with Fourier coefficients fˆ(n) and gˆ(n). Let
y ∈ R/Z and k ∈ Z. Then
(i ) ‖fˆ‖∞ ≤ ‖f‖1.
(ii ) ‖fˆ‖2 = ‖f‖2.
(iii ) [F(τyf(x))](n) = e−2piinyfˆ(n).
(iv ) [F(e2piikxf(x))](n) = τkfˆ(n).
Notice that the finiteness of the measure on T implies L∞(T) ⊂ L2(T) ⊂ L1(T). So
the Fourier coefficient map is automatically defined on L2(T). The same is true for the
extension to L1(T) + L2(T) since L1(T) + L2(T) = L1(T). Observe that the Fourier
coefficient map is of type (1,∞) and (2, 2).
1.2 The level function
The level function was introduced by Halperin in [Ha] and was studied and generalized
by Sinnamon and Mastylo in [Si1], [Si2] and [MS]. It has applications to the formulation
of Fourier inequalities. To provide the definition and properties of the level function, we
introduce a certain type of averaging operator and define the least concave majorant of
a function.
1.2.1 A class of averaging operators
Let {(aj, bj) : j ∈ J} be a finite or countable collection of disjoint open intervals of finite
length in [0,∞). The averaging operator associated to this collection is defined by
Af(x) =

1
bj−aj
∫ bj
aj
f(t) dt, x ∈ (aj, bj),
f(x), x /∈ ∪j∈J(aj, bj),
where f ∈ L+. On each interval (aj, bj) the averaging operator A replaces the function
with its average on that interval. For points that are outside any interval the value of
function remains intact.
The collection of all averaging operators on L+ is denoted by A. For future reference,
we state the properties of averaging operators in the next proposition.
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Proposition 1.24. Let A ∈ A be associated to {(aj, bj) : j ∈ J} and assume f, g, fn ∈
L+.
(i ) If f is decreasing, so is Af .
(ii ) A is formally self adjoint, that is∫ ∞
0
(Af)(t) g(t) dt =
∫ ∞
0
f(t) (Ag)(t) dt.
(iii ) If fn ↗ f , then Afn ↗ Af .
(iv ) If 1 ≤ p <∞ then (Af)(t)p ≤ A(fp)(t) for t ≥ 0.
(v ) (Af)∗∗ ≤ f ∗∗.
Proof. Parts (i) and (ii) follow easily from the definition. Part (iii) is implied by the
monotone convergence theorem. To prove Part (iv), we invoke Ho¨lder’s inequality to
obtain: ∫ bj
aj
f ≤ (bj − aj)1/p′
(∫ bj
aj
fp
)1/p
, j ∈ J,
which implies (Af)(t)p ≤ A(fp)(t) for t ∈ (aj, bj). Since (Af)(t)p = f(t)p = (Af)(t)p for
t /∈ ⋃j∈J(aj, bj), the proof of (iv) is complete. For a proof of Part (v), see Theorem 2.3.7
in [BSh].
1.2.2 The least concave majorant
Let ϕ ∈ L+ and set
Cϕ = {G ∈ L+ : ϕ ≤ G,G is concave} and ϕ˜(x) = inf
G∈Cϕ
G(x).
Then ϕ˜ ∈ L+, ϕ ≤ ϕ˜ and ϕ˜ is concave. The concavity of ϕ˜ follows from:
ϕ˜(tx+ (1− t)y) = inf
G∈Cϕ
G(tx+ (1− t)y)
≥ inf
G∈Cϕ
tG(x) + (1− t)G(y)
≥ t inf
G∈Cϕ
G(x) + (1− t) inf
G∈Cϕ
G(y)
= tϕ˜(x) + (1− t)ϕ˜(y).
Observe that if F is another non-negative concave function on [0,∞) with ϕ ≤ F , then
ϕ˜ ≤ F . The function ϕ˜ is called the least concave majorant of ϕ.
Definition 1.25. The least concave majorant of a function ϕ ∈ L+, is the smallest
non-negative concave function which dominates ϕ.
The discussion above shows that the least concave majorant is uniquely defined.
However it may be infinite everywhere. As an example, consider ϕ(t) = t2 for t ≥ 0 and
observe that ϕ˜ ≡ ∞.
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1.2.3 The level function
For a function f ∈ L+ we adopt the notation If(x) = ∫ x
0
f(t) dt. Notice that for
decreasing functions f and g, the relations If ≤ Ig and f ∗∗ ≤ g∗∗ are equivalent.
Definition 1.26. Assume f ∈ L+ such that If(x) < ∞ for 0 < x < ∞. The level
function of f , denoted by f ◦, is a decreasing function in L+ such that If ≤ If ◦ and for
any decreasing function g ∈ L+ satisfying If ≤ Ig we have If ◦ ≤ Ig.
The two concepts, level function and least concave majorant are closely tied together.
In fact If ◦ is the least concave majorant of If . This suggest the way to construct the
level function. Given f ∈ L+ that is integrable near zero, first we compute the function
If , then we compute the least concave majorant of If which we call F and finally we take
the derivative of F to obtain the level function, that is f ◦ = F ′. Concavity of F implies
that F is absolutely continuous and therefore it is differentiable almost everywhere. So
f ◦ is defined almost everywhere on the half line. For a definition of f ◦ that remains valid
for all f ∈ L+, see Definition 2.3 and Proposition 5.1 of [Si2].
Example 1.27.
1. If u is decreasing and integrable near zero, then u◦ = u a.e. That is because Iu is
a concave function and hence its least concave majorant is Iu again.
2. Fix z > 0 and consider the following functions:
• u1(t) = aetχ(0,z) , a = z(ez − 1)−1,
• u2(t) = t(z2 − t2)−1/2χ(0,z). and
• u3(t) = ctrχ(0,z) , r ≥ 0 , c = z−r(r + 1).
Their integrals Iuj(x) =
∫ x
0
uj are computed as
Iu1(x) =
{
a(ex − 1), 0 < x ≤ z,
z, x > z,
Iu2(x) =
{
z − (z2 − x2)1/2, 0 < x ≤ z,
z, x > z, and
Iu3(x) =
{
z−rxr+1, 0 < x ≤ z,
z, x > z.
Examining the graphs, we see the functions Iuj have the same least concave majo-
rant given by
F (x) = Iu◦j =
{
x, 0 < x ≤ z,
z, x > z.
Finally u◦j is the derivative of F which exists at all points x ∈ (0,∞) except for
x = z. Therefore, the level function is u◦j(t) = χ(0,z) for j = 1, 2, 3.
16
The connection of the level function to averaging operators is stated in the next
proposition.
Proposition 1.28. Let f ∈ L+ be bounded and assume it has a compact support. There
exists an averaging operator A such that Af = f ◦.
Proof. See Proposition 2.1 in [Si2].
The next proposition gives an important property of the level function. It asserts
that the level function is well-behaved for an increasing sequence of functions.
Proposition 1.29. Let f, fn ∈ L+ and assume fn ↗ f . Then f ◦n ↗ f ◦.
Proof. See Proposition 5.1 in [Si2].
The two propositions above, together with properties of averaging operators, provide
the following functional description of the level function.
Theorem 1.30. Let h, u ∈ L+ with h decreasing. Then
sup
A∈A
∫ ∞
0
(Ah)u = sup
0≤ϕ↓,ϕ≺h
∫ ∞
0
ϕu =
∫ ∞
0
hu◦. (1.6)
Proof. We repeat the proof from Lemma 2.2 in [Si4]. First assume u is bounded and
compactly supported. For each A ∈ A, observe that Ah is decreasing and Ah ≺ h by
Proposition 1.24. Hence,
sup
A∈A
∫ ∞
0
(Ah)u ≤ sup
0≤ϕ↓,ϕ≺h
∫ ∞
0
ϕu. (1.7)
On the other hand assume ϕ is a decreasing function in L+ with ϕ ≺ h. This means
Iϕ ≤ Ih because both ϕ and h are decreasing. Recall Iu ≤ Iu◦ by definition. Now two
applications of Proposition 1.6 yields∫ ∞
0
ϕu ≤
∫ ∞
0
hu ≤
∫ ∞
0
hu◦. (1.8)
It follows from (1.7) and (1.8) that
sup
A∈A
∫ ∞
0
(Ah)u ≤ sup
0≤ϕ↓,ϕ≺h
∫ ∞
0
ϕu ≤
∫ ∞
0
hu◦. (1.9)
Now by Proposition 1.28 there exists A1 ∈ A such that A1u = u◦. We have∫ ∞
0
(A1h)u =
∫ ∞
0
h(A1u) =
∫ ∞
0
hu◦.
Therefore, the supremum in (1.9) is attained at A1 and equality holds.
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Now if u ∈ L+ is arbitrary, there exists an increasing sequence of bounded and
compactly supported functions {un} in L+ which converges to u pointwise. By the
monotone convergence theorem and Proposition 1.29 we have:
sup
A∈A
∫ ∞
0
(Ah)u = sup
A∈A
sup
n
∫ ∞
0
(Ah)un
= sup
n
sup
A∈A
∫ ∞
0
(Ah)un
= sup
n
∫ ∞
0
hu◦n
=
∫ ∞
0
hu◦.
We can use duality to generalize the first part of Theorem 1.30 to arbitrary Banach
function norms.
Corollary 1.31. Let h ∈ L+ be decreasing and ρ be a Banach function norm on L+.
Then
sup
0≤ϕ↓, ϕ≺h
ρ(ϕ) = sup
A∈A
ρ(Ah).
Proof. The proof is taken from Corollary 2.3 in [Si4]. By Theorem 1.11 for each ϕ ∈ L+
we have
ρ(ϕ) = ρ
′′
(ϕ) = sup
u∈L+, ρ′ (u)≤1
∫
ϕu.
Now
sup {ρ(ϕ) : 0 ≤ ϕ ↓, ϕ ≺ h} = sup
{∫ ∞
0
ϕu : 0 ≤ ϕ ↓, ϕ ≺ h, ρ′(u) ≤ 1
}
= sup
{∫ ∞
0
(Ah)u : A ∈ A, ρ′(u) ≤ 1
}
= sup {ρ(Ah) : A ∈ A} .
Although the second equality in (1.6) does not generalize to arbitrary function norms,
we have a coarse estimate for the weighted Lebesgue norm, which will be used in our
Fourier inequalities.
Corollary 1.32. Let 1 ≤ s <∞ and h, u ∈ L+ with h decreasing. Then
sup
0≤ϕ↓,ϕ≺h
‖ϕ‖s,u = sup
A∈A
‖Ah‖s,u ≤ ‖h‖s,u◦ .
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Proof. This is proved in Corollary 2.4 in [Si4], but we give a different proof here. The
equality is a special case of Corollary 1.31, since ‖.‖s,u is a Banach function norm. To
prove the inequality, observe that Proposition 1.24 implies
sup
A∈A
∫ ∞
0
(Ah)su ≤ sup
A∈A
∫ ∞
0
A(hs)u.
Note that h is decreasing, and so is hs. Thus, applying Theorem 1.30 to hs and u results
in:
sup
A∈A
∫ ∞
0
A(hs)u =
∫ ∞
0
hsu◦.
Finally
sup
A∈A
(∫ ∞
0
(Ah)su
)1/s
≤
(∫ ∞
0
hsu◦
)1/s
.
We finish this section by providing an equivalent expression for Iu◦, as a double
supremum involving Iu.
Proposition 1.33. Let f ∈ L+. Then for all x > 0
1
x
∫ x
0
u◦ ≤ sup
A∈A
∫ x
0
Au ≤ 2 sup
y≥x
1
y
∫ y
0
u ≤ 21
x
∫ x
0
u◦.
Proof. See Lemma 2.5 in [Si4] for a proof.
This proposition in particular implies
1
x
∫ x
0
u◦ ≈ sup
y≥x
1
y
∫ y
0
u.
1.3 Lorentz spaces
1.3.1 Lorentz Λ space
Let (X,µ) be a σ-finite measure space and w ∈ L+ be a weight function. The Lorentz Λ
space is defined by
‖f‖Λp(w) = ‖f ∗‖p,w =
(∫ ∞
0
f ∗(t)pw(t) dt
)1/p
, and
Λp(w) = {f ∈ Lµ : ‖f‖Λp(w) <∞}.
The space Λp(w) was first introduced by G. Lorentz in [L]. For p ≥ 1, it is a Banach
function space whenever w is decreasing. In particular the triangle inequality holds even
though (f + g)∗  f ∗ + g∗ in general. For p ≥ 1, if w is not decreasing the functional
‖f‖Λp(w) is not a norm. However it is equivalent to a Banach function norm if w satisfies
the Bp condition. See Theorem 1.34.
According to Proposition 1.2, the unweighted Lorentz Λ space reduces to the usual Lp
space. In other words, if w ≡ 1 then Λp(w) = Lp(µ).
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1.3.2 Lorentz Γ space
The space Γp(w) was studied in [Sa]. For p > 0 and weight w ∈ L+, it is defined by
‖f‖Γp(w) = ‖f ∗∗‖p,w =
(∫ ∞
0
f ∗∗(t)pw(t) dt
)1/p
, and
Γp(w) = {f ∈ Lµ : ‖f‖Γp(w) <∞}.
Since f ∗ ≤ f ∗∗ we have ‖f‖Λp(w) ≤ ‖f‖Γp(w) which means Γp(w) ↪→ Λp(w). Unlike Λp(w),
for p ≥ 1, the Lorentz Γ norm is a Banach function norm and we do not need w to be
decreasing. The next theorem shows that the Γ space is a generalization of Λ space. It
is an immediate corollary of the Hardy inequality for decreasing functions (1.4).
Theorem 1.34. Assume 0 < p <∞ and w ∈ Bp. Then ‖f‖Λp(w) ≈ ‖f‖Γp(w).
Proof. Since w satisfies the Bp condition and f
∗ is decreasing, Theorem 1.19 implies∫ ∞
0
(1
t
∫ t
0
f ∗
)p
w(t) dt ≤ C
∫ ∞
0
f ∗(t)pw(t) dt
for all f ∈ Lµ. This means ‖f‖Γp(w) ≤ C1/p‖f‖Λp(w). The proof is complete since
‖f‖Λp(w) ≤ ‖f‖Γp(w).
1.3.3 Lorentz Θ space
The Θ space is an intermediate space between Λp(w) and Γp(w). It was introduced and
used by Sinnamon in [Si5] to formulate Fourier inequalities. The norm is defined by
‖f‖Θp(w) = sup
h∈L+, h∗∗≤f∗∗
‖h∗‖p,w = sup
h∗∗≤f∗∗
(∫ ∞
0
h∗(t)pw(t) dt
)1/p
, and
Θp(w) = {f ∈ Lµ : ‖f‖Θp(w) <∞}.
When p ≥ 1 the expression ‖.‖Θp(w) is a function norm. See Theorem 3 in [Si5] for the
proof.
The Θ norm lies between the Λ norm and Γ norm. It is readily seen that
‖f‖Λp(w) ≤ ‖f‖Θp(w) ≤ ‖f‖Γp(w). (1.10)
This implies the embeddings,
Γp(w) ↪→ Θp(w) ↪→ Λp(w).
Sometimes an alternative form for ‖f‖Θp(w) is more useful. According to Corollary
1.31 we have
‖f‖Θp(w) = sup
0<h↓, h≺f
‖h‖p,w = sup
A∈A
‖A(f ∗)‖p,w, (1.11)
where h ∈ L+. In particular, if f ∈ L+ is decreasing,
‖f‖Θp(w) = sup
0<h↓, h≺f
‖h‖p,w = sup
A∈A
‖Af‖p,w. (1.12)
Notice that when w ∈ Bp, Inequalities (1.10) and Theorem 1.34 imply that Λp(w) =
Γp(w) = Θp(w).
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1.3.4 Lorentz space Lr,p
Assume 1 ≤ p < ∞ and 0 < r ≤ ∞. The Lorentz space Lr,p(T) consists of functions
f ∈ Lm(T) such that
‖f‖Lr,p(T) =
(∫ 1
0
[t1/rf ∗(t)]p
dt
t
)1/p
(1.13)
is finite. Hereafter, we will drop the “T” and agree that Lr,p = Lr,p(T). The Lorentz
space Lr,p is an extension of Lp spaces since Lp,p = Lp.
Observe that Lr,p is a Lorentz-Λ space with a power weight.
‖f‖Lr,p = ‖f‖Λp(w), w(t) = tp/r−1χ[0,1). (1.14)
The Lorentz norm ‖.‖Λp(w) is a function norm whenever w is decreasing. Thus (1.13)
defines a function norm when r ≥ p ≥ 1. By Example 1.18, w(t) = tp/r−1 is a Bp weight
if r > 1. Thus Theorem 1.34 asserts, for p ≥ 1 and r > 1, that the functional (1.13) is
equivalent to a Banach function norm.
For functions on Z, with counting measure, we adopt the notation `r,p, where
‖f‖`r,p =
( ∞∑
n=1
[n1/rf ∗n]
p 1
n
)1/p
, and (1.15)
`r,p = {f : Z→ C : ‖f‖`r,p <∞}.
Here, f ∗n is the decreasing rearrangement of fn viewed as a two-sided sequence. In our
treatment of the decreasing rearrangement, we consider f(n) = fn as a function on the
atomic measure space Z. Hence f ∗(t) is a decreasing, right continuous step function on
[0,∞) which is constant on each interval [n, n + 1), where n is a non-negative integer.
Notice that the value of f ∗(t) is determined by its value on non-negative integers. Now
the only difference between f ∗(n) and f ∗n is a shift, that is f
∗
n+1 = f
∗(n).
Now (1.15) turns into:
‖f‖`r,p =
( ∞∑
n=0
[(n+ 1)1/rf ∗(n)]p
1
n+ 1
)1/p
=
(∫ ∞
0
f ∗(t)pw(t) dt
)1/p
= ‖f‖Λp(w),
where the weight w(t) is
w(t) = (n+ 1)p/r−1, n ≤ t < n+ 1, 0 ≤ n ∈ Z. (1.16)
There exist well-known embeddings between Lorentz spaces of type Lr,p. The follow-
ing theorem states that Lr,p is increasing in p when r is fixed.
Theorem 1.35. Assume 0 < r ≤ ∞ and 0 < p ≤ q <∞. Then
(i ) Lr,p ↪→ Lr,q,
(ii ) `r,p ↪→ `r,q.
Proof. See Proposition 4.4.2 in [BSh] for the proof.
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1.3.5 Zygmund space L logL
The Zygmund space L logL consists of functions f ∈ Lm(T) such that∫
T
|f(x)| log+ |f(x)| dx <∞,
where log+ = max(log, 0). Lemma 4.6.2 in [BSh] shows that f ∈ L logL if and only if
the functional
‖f‖L logL =
∫ 1
0
f ∗(t) log(1/t) dt =
∫ 1
0
f ∗∗(t) dt
is finite. The equality follows from Tonelli’s theorem. This shows that L logL is a Lorentz
Γ space. We have
‖f‖L logL = ‖f‖Γ1(w), w = χ(0,1).
In particular L logL is a rearrangement invariant Banach function space. Theorem 4.6.5
in [BSh] shows that L logL is closer to L1(T) than any other Lp(T) space in the sense
that
L∞ ↪→ Lp ↪→ L logL ↪→ L1, p > 1
1.3.6 Lorentz-Zygmund space
The spaces Lr,p and L logL can be generalized to Lorentz-Zygmund space. Assume
0 < p <∞ , 0 < r ≤ ∞ and −∞ < α <∞. For f ∈ Lm(T) set:
‖f‖Lr,p(logL)α =
(∫ 1
0
[t1/r(1− log t)αf ∗(t)]p dt
t
)1/p
.
The Lorentz-Zygmund space Lr,p(log)α is a Lorentz Λ space since
‖f‖Lr,p(logL)α = ‖f‖Λp(w) where w(t) = tp/r−1(1− log t)pαχ[0,1). (1.17)
Note that for α = 0 we have Lr,p(logL)0 = Lr,p and for p = r = α = 1 one can show
that L1,1(logL)1 = L logL. In the case of counting measure on Z, the Lorentz-Zygmund
norm is defined by
‖f‖`r,p(log `)α =
( ∞∑
n=1
[n1/r(1 + log n)αf ∗n]
p 1
n
)1/p
.
Similar to Lorentz space `r,p we have
‖f‖`r,p(log `)α =
( ∞∑
n=0
[(n+ 1)1/r(1 + log(n+ 1))αf ∗(n)]p
1
n+ 1
)1/p
=
(∫ ∞
0
f ∗(t)pw(t) dt
)1/p
,
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where the weight w(t) is defined as
w(t) = (n+ 1)p/r−1(1 + log(n+ 1))pα when n ≤ t < n+ 1, 0 ≤ n ∈ Z. (1.18)
This means `s,q(log `)β = Λq(w).
The space Lr,p(logL)α is decreasing with respect to r. This is stated in the following
theorem.
Theorem 1.36. Assume 0 < r < s ≤ ∞, 0 < p, q < ∞ and −∞ < α, β < ∞. Then
Ls,q(logL)β ↪→ Lr,p(logL)α.
Proof. See Theorem 9.1 in [BR].
The behavior of Lr,p(logL)α when p changes is more subtle and depends on the value
of α as well.
Theorem 1.37. Assume 0 < r ≤ ∞ , 0 < p, q ≤ ∞ and −∞ < α, β < ∞. Then
Lr,p(logL)α ↪→ Lr,q(logL)β in the following cases.
(i ) p ≤ q and α ≥ β.
(ii ) p > q and α + 1/p > β + 1/q.
Proof. See Theorem 9.3 in [BR].
23
Chapter 2
Generalized quasi concave functions
In this chapter we provide inequalities concerning cones of functions with certain mono-
tonicity properties. We will use these results in formulating our sufficient conditions for
Fourier series inequalities. However the statements of the results are given in a very
general sense. Those are Theorems 2.9 and 2.10, in which we will extend, reproduce and
improve results of Maligranda in [Ma1] and [Ma2], and Sinnamon in [Si3] and [Si5].
2.1 Functions with two monotonicity conditions
A function f ∈ L+ is called quasi concave if it is increasing and 1
t
f(t) is decreasing. This
means the slope of the line passing through the origin and the point (t, f(t)) is decreasing.
It is easy to verify that a non-negative concave function on [0,∞), is also quasi
concave. On the other hand, any quasi concave function is equivalent to a concave
function in the following sense.
Proposition 2.1. Let ϕ be a quasi concave function and let ϕ˜ be its least concave ma-
jorant. Then 1
2
ϕ˜ ≤ ϕ ≤ ϕ˜.
Proof. We take the proof from Theorem 2.5.10 in [BSh]. The definition of the least
concave majorant implies ϕ ≤ ϕ˜. To prove the other inequality let x > 0. Since ϕ is a
quasi concave function, we have ϕ(t) ≤ ϕ(x) when 0 < t ≤ x, and ϕ(t)/t ≤ ϕ(x)/x when
t ≥ x. Therefore,
ϕ(t) ≤ ϕ(x) + t
x
ϕ(x) =
(
1 +
t
x
)
ϕ(x), t > 0.
Thus, ϕ(t) is dominated by the concave function ψ(t) = (1 + t/x)ϕ(x). This implies that
ϕ˜ ≤ ψ since ϕ˜ is the least concave majorant of ϕ. It follows that ϕ˜(t) ≤ (1 + t/x)ϕ(x)
for x, t > 0. Let x = t to obtain ϕ˜(t) ≤ 2ϕ(t) and the proof is complete.
A nonmepty subset of a vector space is called a cone if it is closed under vector ad-
dition and multiplication by non-negative scalars. The class of quasi concave functions
is therefore a cone in L+. This is a special case of the cone Ωα,β. For α + β > 0, the
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cone Ωα,β contains all functions f ∈ L+ such that tαf(t) is increasing and t−βf(t) is
decreasing. In the case α = 0 and β = 1, the definition implies that Ω0,1 is exactly the
class of quasi concave functions. Another interesting case is α = 2 and β = 0 which
arises naturally in our Fourier inequalities.
The quasi concave functions are not just an instance of Ωα,β. Most of the time, a
statement concerning functions in Ωα,β, is proved by reducing the problem to quasi con-
cave functions. This is possible since there are simple transformations to move between
different cones of type Ωα,β. For instance, if f(t) ∈ Ωα,β, then tcf(t) ∈ Ωα−c,β+c, and for
λ > 0 both f(t
λ
) and f(t)λ belong to Ωλα,λβ. Notice that all these transformations are
invertible. In particular we can transform functions in Ωα,β to quasi concave functions
and back.
Sinnamon used the cone Ω2,0 in [Si4] to formulate his sufficient condition for bound-
edness of Fourier transform between Lorentz spaces. See Theorem 3.2 in Chapter 3.
However, for the case of Fourier series we will frequently encounter functions that have
an additional property, namely being constant on the interval (0, 1). This happens due
to the finiteness of the measure on T. To deal with this, we introduce a subclass P rξ of L+.
Let ξ, r ≥ 0. We say f ∈ P rξ if there exists c ≥ 0 so that f(x) = cxr for 0 < x < ξ.
Notice that in the trivial case ξ = 0, we have P r0 = L
+. The case that we will use in
our Fourier inequalities is r = 0 and ξ = 1. In this case we write P instead of P 01 . Thus
f ∈ P means f is constant on the interval (0, 1).
Now we introduce a 1-parameter family of functions in P βξ ∩ Ωα,β, which plays an
essential role in the study of quasi concave functions. Fix ξ ≥ 0 and recall that α+β > 0.
Define
kα,βz (t) = min(z
−αtβ, zβt−α), z, t > 0.
Observe that, as a function of t,
tαkα,βz (t) = z
−α min(tα+β, zα+β)
is increasing and
t−βkα,βz (t) = z
β min(z−α−β, t−α−β)
is decreasing. This means kα,βz ∈ Ωα,β. Furthermore, if z > ξ then for t ∈ (0, ξ) we have
kα,βz (t) = z
−αtβ min(1, zα+βt−α−β) = z−αtβ.
Hence kα,βz ∈ P βξ whenever z > ξ. We conclude that kα,βz ∈ P βξ ∩ Ωα,β for all z > ξ.
The importance of functions kα,βz becomes clear in Theorems 2.9 and 2.10. Those the-
orems show that the collection {kα,βz : z > ξ} is a sufficiently large subcone of P βξ ∩ Ωα,β
in a certain sense.
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For our Fourier inequalities we use the special case k2,0z which we denote by ωz. That
is,
ωz(t) = min(z
−2, t−2).
In particular, ωz ∈ Ω2,0 for all z > 0. For Fourier inequalities on T we work with
z > ξ = 1. This means ωz(t) is constant on the interval (0, 1) whenever z > 1. So
ωz ∈ P ∩ Ω2,0 for z > 1.
2.2 Inequalities for quasi concave functions
In [Ma2], Maligranda proved the following.
Proposition 2.2. Suppose 1 ≤ p ≤ q <∞ and u, v ∈ L+. Then
sup
f∈Ωα,β
‖f‖q,u
‖f‖p,v ≈ supz>0
‖kα,βz ‖q,u
‖kα,βz ‖p,v
. (2.1)
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D ≤ C ≤ 2D.
Also, as part of the proof of Theorem 6 in [Si5], Sinnamon showed this.
Proposition 2.3. Let 0 < p ≤ 1 ≤ q <∞ and u, v ∈ L+ and assume A is an averaging
operator. Then
sup
f∈Ω2,0
‖Af‖q,u
‖f‖p,v ≈ supz>0
‖Aωz‖q,u
‖ωz‖p,v .
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D ≤ C ≤ 2D.
In Theorem 2.9 which is our main result in this chapter we will unify and generalize
the above theorems. The consequences are Corollaries 2.11 and 2.12 that are useful in
our inequalities for Fourier series. In addition, as a by-product, we improve the constant
in Proposition 2.2 and extend the range of exponents p, q. This is stated in Theorem 2.10.
A powerful tool to prove our results is the following positive integral operator on L+.
For α + β > 0 and ξ ≥ 0 set
Kα,βξ h(z) =
∫ ∞
ξ
min(z−αtβ, zβt−α)h(t) dt,
where h ∈ L+. The kernel of this operator is the function kα,βz introduced in the previous
section. Observe that zαKα,βξ h(z) is an increasing function of z and z
−βKα,βξ h(z) is
decreasing. Thus Kα,βξ h ∈ Ωα,β. Moreover, if ξ > 0 then for z ∈ (0, ξ) we have
Kα,βξ h(z) = z
β
∫ ∞
ξ
min(z−α−β, t−α−β) tβh(t) dt = zβ
∫ ∞
ξ
t−αh(t) dt.
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It follows that Kα,βξ h ∈ P βξ ∩ Ωα,β. We will show in Proposition 2.6 that any function of
class P βξ ∩ Ωα,β can be estimated from below and above by functions of form Kα,βξ h.
We start with the geometrically obvious fact that if a function is linear on some
interval, so is its least concave majorant.
Lemma 2.4. Assume g ∈ L+ satisfies g(x) = cx on (0, a) for some positive a and c. Let
g˜ be the least concave majorant of g. Then g˜(x) = λx on (0, a) where λ = g˜(a)/a.
Proof. Since g˜ is non-negative and concave, we have λx ≤ g˜(x) on (0, a] and λx ≥ g˜(x)
on [a,∞). The function h(x) = min(λx, g˜(x)) is a concave function in L+ since it is
the minimum of two concave functions in L+. We have h(x) = g˜(x) ≥ g(x) on [a,∞).
Moreover,
λ =
g˜(a)
a
= lim
x→a−
g˜(x)
x
≥ lim
x→a−
g(x)
x
= c,
which means h(x) ≥ g(x) on (0, a). So h is a concave majorant of g. Since h ≤ g˜ we
have h = g˜. In particular g˜(x) = λx on (0, a).
The next lemma extends Lemma 2.3 in [Si3] which concerns the case ξ = 0. The
proof here is adapted from [Si3] with a major adjustment in order to deal with the extra
condition g˜(x) = λx on (0, ξ).
Lemma 2.5. Assume ξ ≥ 0 and g˜ ∈ L+ is an increasing concave function satisfying
g˜(x) = λx for x ∈ (0, ξ). Then there exists a sequence of functions fn ∈ L+ such that
K0,1ξ fn increases to g˜ pointwise.
Proof. The concavity of g˜ implies that its right derivative D+g˜ is a right continuous
decreasing function defined on (0,∞). The derivative of g˜ exists almost everywhere
on (0,∞) and by absolute continuity we have g˜(x) = ∫ x
0
g˜′(t) dt + g˜(0+) which means
g˜(x) =
∫ x
0
D+g˜(t) dt+ g˜(0+).
Note that D+g˜ ∈ L+ since g˜ is increasing. Moreover D+g˜(x) = λ on (0, ξ). Let
b = limx→∞D+g˜(x) ≥ 0 and set ψ(x) = g˜(x)−bx. Observe that D+ψ(x) = D+g˜(x)−b is
a non-negative, decreasing, right continuous function on (0,∞) and limx→∞D+ψ(x) = 0.
Moreover, D+ψ(x) = λ− b on (0, ξ).
If ξ > 0 let a = ξ(λ − b −D+ψ(ξ)) = ψ(ξ) − ξD+ψ(ξ) and define η(x) = D+ψ(x) −
(a/ξ)χ(0,ξ)(x). We have
η(x) =

D+ψ(ξ), 0 < x < ξ,
D+ψ(x), x ≥ ξ,
where we used η(x) = D+ψ(x)− a/ξ = λ− b− a/ξ = D+ψ(ξ) for 0 < x < ξ.
If ξ = 0 set a = ψ(0+) = g˜(0+) and η(x) = D+ψ(x). In either case, the properties of
D+ψ(x) imply that η is a non-negative, decreasing, right continuous function on (0,∞)
with lim
x→∞
η(x) = 0.
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Now set ϕ(x) =
∫ x
0
η(t) dt and k(x) = a min(1, x/ξ). If ξ > 0 we have
ϕ(x) =
∫ x
0
D+g˜(t) dt−
∫ x
0
b dt− a
ξ
∫ x
0
χ(0,ξ) dt = g˜(x)− bx− k(x),
and if ξ = 0 we get
ϕ(x) =
∫ x
0
D+g˜(t) dt−
∫ x
0
b dt = g˜(x)− g˜(0+)− bx = g˜(x)− bx− k(x).
Thus g˜(x) = bx+ k(x) + ϕ(x). Set hn(t) = bχ(n,n+1)(t) and observe that
K0,1ξ hn(x) =
∫ ∞
ξ
bmin(x, t)χ(n,n+1)(t) dt
is the moving average of the increasing function bmin(x, t) for each x. Therefore,
K0,1ξ hn(x) is an increasing sequence and it is easily seen that it converges to bx.
Then consider the sequence of functions kn(t) = (a/t)nχ(ξ,ξ+1/n)(t). We have
K0,1ξ kn(x) =
∫ ∞
ξ
an
t
min(x, t)χ(ξ,ξ+1/n)(t) dt = a
∫ ξ+ 1
n
ξ
nmin(1, x/t) dt.
For each x > 0, this is a shrinking average of the decreasing function amin(1, x/t) over
the interval (ξ, ξ + 1/n). Thus K0,1ξ kn(x) increases to amin(1, x/ξ) = k(x).
It remains to find the corresponding sequence for ϕ(t). First we write min(x, t) =∫ min(x,t)
0
dy and use Tonelli’s theorem to get
K0,1ξ f(x) =
∫ ∞
ξ
min(x, t)f(t) dt =
∫ x
0
∫ ∞
max(y,ξ)
f(t) dtdy.
Now set
ϕn(t) =
η(t)− η((n+ 1)t/n)
t log((n+ 1)/n)
and Φn(y) =
∫ ∞
max(y,ξ)
ϕn(t) dt.
For y ≥ ξ we have
Φn(y) = lim
z→∞
∫ z
y
ϕn(t) dt
=
1
log((n+ 1)/n)
lim
z→∞
(∫ z
y
η(t)
t
dt−
∫ z
y
η(t(n+ 1)/n)
t
dt
)
=
1
log((n+ 1)/n)
lim
z→∞
(∫ z
y
η(t)
t
dt−
∫ n+1
n
z
n+1
n
y
η(t)
t
dt
)
=
1
log((n+ 1)/n)
lim
z→∞
(∫ n+1
n
y
y
η(t)
t
dt−
∫ n+1
n
z
z
η(t)
t
dt
)
.
28
Notice that limz→∞
∫ n+1
n
z
z
η(t)
t
dt = 0, since limt→∞ η(t) = 0. Hence,
Φn(y) = lim
z→∞
1
log((n+ 1)/n)
∫ n+1
n
y
y
η(t)
t
dt
=
1∫ n+1
n
y
y
dt
t
(∫ n+1
n
y
y
η(t)
dt
t
)
.
Notice that for a fixed y, the above expression is a shrinking average of the decreas-
ing function η(t) with respect to the measure
dt
t
over the interval
(
y, y(n + 1)/n
)
. So
Φn(y) forms an increasing sequence converging to η(y+) which is equal to η(y) by right
continuity of η. In particular, Φn(ξ) increases to η(ξ).
If ξ = 0 the above argument is complete. If ξ > 0 we finish the argument by observing
for 0 < y < ξ we have
Φn(y) = Φn(ξ)↗ η(ξ) = D+ψ(ξ) = η(y).
So we proved Φn(y) increases to η(y) for every y > 0. Hence for x ≥ 0, the monotone
convergence theorem gives
K0,1ξ ϕn(x) =
∫ x
0
Φn(y)dy ↗
∫ x
0
η(y) = ϕ(x).
The proof is complete if we set: fn = hn + kn + ϕn.
Now we use this lemma to show that an arbitrary function of class P βξ ∩ Ωα,β is
equivalent to a pointwise limit of functions of form Kα,βξ h. This is achieved by reducing
the problem to the quasi concave case. It is a generalization of Lemma 5 in [Si5].
Proposition 2.6. Assume f ∈ P βξ ∩ Ωα,β. Then there exists f˜ ∈ L+ and a sequence of
functions {hn} in L+ such that 12 f˜ ≤ f ≤ f˜ and Kα,βξ hn ↗ f˜ .
Proof. If ξ > 0 assume f(t) = ctβ for 0 < t < ξ. Since f ∈ Ωα,β the function g(t) =
tα/(α+β)f(t1/(α+β)) is increasing and t−1g(t) is decreasing. So g is a quasi concave function.
Moreover, in case ξ > 0 we have g(t) = ct for t ∈ (0, ξα+β). Let g˜ be the least concave
majorant of g. Lemma 2.4 asserts that g˜(t) = λt on (0, ξα+β) and by Lemma 2.5 there
exists a sequence of functions {gn} such that
K0,1
ξα+β
gn(z) =
∫ ∞
ξα+β
min(z, t) gn(t) dt =
∫ ∞
ξ
min(z, tα+β) (α + β)tα+β−1 gn(tα+β) dt
increases to g˜(z) for each z ≥ 0.
Set f˜(z) = z−αg˜(zα+β) and hn(t) = (α + β) t2α+β−1 gn(tα+β). We have
Kα,βξ hn(z) =
∫ ∞
ξ
min(z−αtβ, zβt−α) hn(t)dt
= z−α
∫ ∞
ξ
min(tα+β, zα+β) t−α hn(t)dt
= z−αK0,1
ξα+β
gn(z
α+β).
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Hence the sequence Kα,βξ hn(z) increases to z
−αg˜(zα+β) = f˜(z).
Finally, Proposition 2.1 implies that 1
2
g˜(t) ≤ g(t) ≤ g˜(t) for t > 0. Thus, for s > 0 we
have 1
2
s−αg˜(sα+β) ≤ s−αg(sα+β) ≤ s−αg˜(sα+β) which implies 1
2
f˜(s) ≤ f(s) ≤ f˜(s).
The following lemma is a modified version of Lemma 4 in [Si5] with a new proof. In
the new version the operator A is not necessarily an integral operator, but it has a formal
adjoint, thus making it possible to apply the lemma to averaging operators later on.
Lemma 2.7. Let 0 < p ≤ 1 ≤ q < ∞. Suppose (Y, µ), (X, ν) and (T, λ) are σ-finite
measure spaces, k(x, t) is a non-negative ν×λ-measurable function, and A : L+ν → L+µ has
a formal adjoint. Define K and kt by Kh(x) =
∫
T
k(x, t)h(t) dλ(t) and kt(x) = k(x, t).
Then
sup
h≥0
‖AKh‖Lq(µ)
‖Kh‖Lp(ν) ≤ ess supt∈T
‖Akt‖Lq(µ)
‖kt‖Lp(ν) .
Proof. Set
C = ess sup
t∈T
‖Akt‖Lq(µ)
‖kt‖Lp(ν) ,
and let B be a formal adjoint of A. For g ∈ L+ν and h ∈ L+λ we have∫
Y
AKh(y)g(y) dµ(y) =
∫
X
Kh(x)Bg(x) dν(x)
=
∫
X
∫
T
k(x, t)h(t) dλ(t)Bg(x) dν(x).
A change of the order of integration according to Tonelli’s theorem yields∫
X
∫
T
k(x, t)h(t) dλ(t)Bg(x) dν(x) =
∫
T
∫
X
kt(x)Bg(x) dν(x)h(t) dλ(t)
=
∫
T
∫
Y
Akt(y)g(y) dµ(y)h(t) dλ(t).
By Ho¨lder’s inequality we get∫
Y
Akt(y)g(y) dµ(y) ≤ ‖Akt‖Lq(µ)‖g‖Lq′ (µ) ≤ C‖kt‖Lp(ν)‖g‖Lq′ (µ).
for almost every t ∈ T . It follows that∫
Y
AKh(y)g(y) dµ(y) ≤
∫
T
∫
Y
Akt(y)g(y) dµ(y)h(t) dλ(t)
≤ C
∫
T
‖kt‖Lp(ν)h(t) dλ(t)‖g‖Lq′ (µ)
= C‖g‖Lq′ (µ)
∫
T
(∫
X
k(x, t)p dν(x)
)1/p
h(t) dλ(t).
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Now Minkowski’s inequality for 0 < p ≤ 1 asserts∫
T
(∫
X
k(x, t)p dν(x)
)1/p
h(t) dλ(t) ≤
(∫
X
(∫
T
k(x, t)h(t) dλ(t)
)p
dν(x)
)1/p
,
and therefore,∫
Y
AKh(y)g(y) dµ(y) ≤ C‖g‖Lq′ (µ)
(∫
X
(∫
T
k(x, t)h(t) dλ(t)
)p
dν(x)
)1/p
= C‖g‖Lq′ (µ)‖Kh‖Lp(ν).
The above inequality holds for all g ∈ L+ν and h ∈ L+λ . Hence the duality of Lq(µ) and
Lq
′
(µ) implies
‖AKh‖Lq(µ) = sup
g∈L+ν
∫
Y
AKh(y)g(y) dµ(y)
‖g‖Lq′ (µ)
≤ C‖Kh‖Lp(ν),
which completes the proof.
Recall that
kα,βz (t) = min(z
−αtβ, zβt−α) and Kα,βξ h(z) =
∫ ∞
ξ
min(z−αtβ, zβt−α)h(t) dt.
Corollary 2.8. Let 0 < p ≤ 1 ≤ q < ∞ and u, v ∈ L+and assume A is an averaging
operator. Then
sup
h≥0
‖AKα,βξ h‖q,u
‖Kα,βξ h‖p,v
≤ sup
z>ξ
‖Akα,βz ‖q,u
‖kα,βz ‖p,v
.
Proof. In Lemma 2.7 set X = Y = T = (0,∞) and define the measures µ, ν and λ as
dµ = u(t)dt, dν = v(t)dt, dλ = χ[ξ,∞)dt.
Note that the interval (0, ξ) has λ-measure zero. We have
Kα,βξ h(z) =
∫ ∞
ξ
kα,βz (t)h(t)dt =
∫
T
kα,βz (t)h(t)χ[ξ,∞)dt =
∫
T
kα,βz (t)h(t)dλ(t).
Now Lemma 2.7 implies
sup
h≥0
‖AKα,βξ h‖q,u
‖Kα,βξ h‖p,v
≤ ess sup
t∈T
‖Akα,βt ‖q,u
‖kα,βt ‖p,v
= sup
t>ξ
‖Akα,βt ‖q,u
‖kα,βt ‖p,v
.
In the last equality we used λ(0, ξ) = 0.
Now we have all the machinery to prove the main result of this chapter. It shows
that to compute the operator norm of A ∈ A, the set {kα,βz : z > ξ} is a sufficiently large
subset of the cone P βξ ∩ Ωα,β. Sinnamon proved and used a special case of this theorem
in [Si5] to provide some Fourier inequalities. See Theorem 3.3 in next chapter.
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Theorem 2.9. Let 0 < p ≤ 1 ≤ q < ∞ and u, v ∈ L+. Assume A is an averaging
operator. Then
sup
f∈Pβξ ∩Ωα,β
‖Af‖q,u
‖f‖p,v ≈ supz>ξ
‖Akα,βz ‖q,u
‖kα,βz ‖p,v
.
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D ≤ C ≤ 2D.
Proof. Suppose f ∈ P βξ ∩ Ωα,β and denote K = Kα,βξ , kz = kα,βz for simplicity. Choose
f˜ and hn such that
1
2
f˜ ≤ f ≤ f˜ and Khn ↗ f˜ according to Proposition 2.6. Note that
Khn ↑ f˜ implies AKhn ↗ Af˜ . So ‖Khn‖ ↗ ‖f˜‖ and ‖AKhn‖ ↗ ‖Af˜‖. Thus,
‖Af‖q,u
‖f‖p,v ≤ 2
‖Af˜‖q,u
‖f˜‖p,v
= 2 sup
n∈Z+
‖AKhn‖q,u
‖f˜‖p,v
≤ 2 sup
n∈Z+
‖AKhn‖q,u
‖Khn‖p,v ≤ 2 suph≥0
‖AKh‖q,u
‖Kh‖p,v .
Taking the supremum over all f ∈ P βξ ∩ Ωα,β and incorporating Corollary 2.8 yields,
sup
f∈Pβξ ∩Ωα,β
‖Af‖q,u
‖f‖p,v ≤ 2 suph≥0
‖AKh‖q,u
‖Kh‖p,v ≤ 2 supz>ξ
‖Akz‖q,u
‖kz‖p,v .
Finally,
sup
z>ξ
‖Akz‖q,u
‖kz‖p,v ≤ supf∈Pβξ ∩Ωα,β
‖Af‖q,u
‖f‖p,v ≤ 2 supz>ξ
‖Akz‖q,u
‖kz‖p,v
since kz lies in the class P
β
ξ ∩ Ωα,β when z > ξ.
A consequence of Theorem 2.9 is the following generalization of Proposition 2.2.
The proposition is stated and proved by Maligranda in [Ma2] for 1 ≤ p < q < ∞.
A restatement of the theorem in his subsequent paper, Theorem 3 in [Ma1], assumes
0 < p < q < ∞ which is most likely a typographical error. In fact a careful examina-
tion of Maligranda’s proof shows that it fails when p < 1. Our proof not only extends
the range of p but also improves the constant. Namely, D ≤ C ≤ 21/qD instead of
D ≤ C ≤ 2D.
Theorem 2.10. Suppose 0 < p ≤ q <∞ and u, v ∈ L+. Then
sup
f∈Pβξ ∩Ωα,β
‖f‖q,u
‖f‖p,v ≈ supz>ξ
‖kα,βz ‖q,u
‖kα,βz ‖p,v
. (2.2)
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D ≤ C ≤ 21/qD.
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Proof. The estimate D ≤ C is trivial since kα,βz ∈ Pξ ∩ Ωα,β for all z > ξ. To prove the
other inequality observe that
Cq =
 sup
f∈Pβξ ∩Ωα,β
‖f‖q,u
‖f‖p,v
q = sup
f∈Pβξ ∩Ωα,β
∫∞
0
f(t)q u(t) dt(∫∞
0
f(t)p v(t) dt
)q/p = sup
f∈Pβξ ∩Ωα,β
‖f q‖1,u
‖f q‖p/q,v .
It is easy to see that g(t) = f(t)q lies in the cone P qβξ ∩Ωqα,qβ if and only if f ∈ P βξ ∩Ωα,β.
Therefore,
Cq = sup
g∈P qβξ ∩Ωqα,qβ
‖g‖1,u
‖g‖p/q,v
Now we invoke Theorem 2.9 with A as the identity operator, p, q, α and β replaced with
p/q, 1, qα and qβ respectively. The theorem yields
Cq = sup
g∈P qβξ ∩Ωqα,qβ
‖g‖1,u
‖g‖p/q,v ≤ 2 supz>ξ
‖kqα,qβz ‖1,u
‖kqα,qβz ‖p/q,v
.
From
kqα,qβz (t) = min(z
−qαtqβ, zqβt−qα) = min(z−αtβ, zβt−α)q =
(
kα,βz (t)
)q
we obtain
sup
z>ξ
‖(kα,βz )q‖1,u
‖(kα,βz )q‖p/q,v
= sup
z>ξ
∫∞
0
(kα,βz )
q u(t) dt(∫∞
0
(kα,βz )p v(t) dt
)q/p = sup
z>ξ
(
‖kα,βz ‖q,u
‖kα,βz ‖p,v
)q
.
This implies
Cq ≤ 2 sup
z>ξ
(
‖kα,βz ‖q,u
‖kα,βz ‖p,v
)q
= 2Dq,
and the proof is complete.
We end this section with Corollaries 2.11 and 2.12 which will be used for our results
in inequalities for Fourier series. These correspond to Propositions 2.2 and 2.3 that were
used by Sinnamon for Fourier transform inequalities. These corollaries are just special
cases of Theorems 2.9 and 2.10. Recall the notations ωz(t) = min(z
−2, t−2) and P = P 01
Corollary 2.11. Let 0 < p ≤ 1 ≤ q < ∞, u, v ∈ L+, and assume A is an averaging
operator. Then
sup
f∈P∩Ω2,0
‖Af‖q,u
‖f‖p,v ≈ supz>1
‖Aωz‖q,u
‖ωz‖p,v .
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D ≤ C ≤ 2D.
Proof. In Theorem 2.9 set ξ = 1, α = 2, β = 0 and notice that ωz = k
2,0
z .
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Corollary 2.12. Let 0 < p ≤ q <∞ and u, v ∈ L+. Then
sup
f∈P∩Ω2,0
‖f‖q,u
‖f‖p,v ≈ supz>1
‖ωz‖q,u
‖ωz‖p,v .
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D ≤ C ≤ 21/qD.
Proof. In Theorem 2.10 set ξ = 1, α = 2, β = 0 and notice that ωz = k
2,0
z .
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Chapter 3
Fourier transform inequalities
As mentioned in the introduction, one challenging problem in Fourier inequalities is
to characterize those weights u,w, for which the weighted Lebesgue norm inequality
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w) holds. One approach taken by Benedetto and Heinig in [BH2] is to
find Fourier inequalities of type ‖fˆ‖Λq(u) ≤ C‖f‖Λp(w) and then use the Hardy-Littlewood-
Polya inequality to get the weighted Lebesgue inequality ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w).
In [BH2], Benedetto and Heinig gave a necessary and sufficient condition for ‖fˆ‖Λq(u) ≤
C‖f‖Λp(w) when p ≤ q, u is decreasing and w ∈ Bp. Using this result, they provided a
sufficient condition for weighted Lp inequalities. They also have another sufficient con-
dition for ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w), for which they gave a direct and rather lengthy proof.
One of our main results in this chapter is the missing Lorentz space inequality which
easily gives this weighted Lp sufficient condition. See Theorems 3.18 and 3.32.
Sinnamon worked on the Lorentz Γ space and obtained Fourier inequalities of type
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w) in [Si4]. In the case q = 2 the necessary and sufficient conditions co-
incide and provide a characterization of weights u,w which satisfy ‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w).
Subsequently, in [Si5], he obtained a characterization in terms of averaging operators
and the Lorentz Θ space in the case 0 < p ≤ 2. Our focus in this dissertation is on the
case p ≤ q. We will show in this chapter that the results in [BH2] can be deduced from
Sinnamon’s work.
We start this chapter with a review of Sinnamon’s results in [Si4] and [Si5]. In Section
3.2 we give various sufficient and necessary conditions for Fourier inequalities in Lorentz
spaces. We also provide examples on usage of these theorems. In Section 3.3 we present
the weighted Lp inequalities given in [BH2]. In particular we give a very short proof of
Theorem 3.32 based on a corresponding Lorentz space inequality.
Throughout this chapter F denotes the Fourier transform on Rn and fˆ = F(f).
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3.1 Previous work on Fourier inequalities
The sufficient conditions for Fourier inequalities in Lorentz or Lebesgue spaces are based
on the following rearrangement estimate due to Jodeit and Torchinsky [JT]. In fact it
characterizes all linear operators of type (1,∞) and (2, 2).
Proposition 3.1. Let (X,µ) and (Y, ν) be σ-finite measure spaces and assume T :
L1(µ) + L2(µ) → Lν(Y ) is a linear operator. Then T is of type (1,∞) and (2, 2) if
and only if there exists a constant D such that∫ z
0
(Tf)∗(t)2 dt ≤ D
∫ z
0
(∫ 1/t
0
f ∗
)2
dt, z > 0,
for all f ∈ L1(µ) + L2(µ).
Proof. See Theorem 4.6 in [JT] for the proof.
If the operator norms of maps T : L1(µ) −→ L∞(ν) and T : L2(µ) −→ L2(ν) are at
most 1, then D ≤ 4. In particular D ≤ 4 for the Fourier transform.
In [Si4], Sinnamon used this inequality to obtain sufficient conditions for(∫ ∞
0
(fˆ)∗(t)qu(t) dt
)1/q
≤ C
(∫ ∞
0
(∫ 1/t
0
f ∗
)p
v(t) dt
)1/p
.
If w(t) = tp−2v(1/t), we get the equivalent inequality,(∫ ∞
0
(fˆ)∗(t)qu(t) dt
)1/q
≤ C
(∫ ∞
0
f ∗∗(t)pw(t) dt
)1/p
,
which is a Fourier inequality in Lorentz spaces, that is: ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w).
Recall that Ω2,0 is a subcone of L
+ containing decreasing functions f(t) such that
t2f(t) is increasing. Also A is the collection of averaging operators on L+. The following
is a sufficient condition for ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w) .
Theorem 3.2. Suppose 0 < p <∞, 2 ≤ q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t).
If
sup
h∈Ω2,0, A∈A
‖Ah‖q/2,u
‖h‖p/2,v <∞,
then there exists C > 0 such that(∫ ∞
0
(fˆ)∗(t)qu(t)dt
)1/q
≤ C
(∫ ∞
0
(∫ 1/t
0
f ∗
)p
v(t)dt
)1/p
,
or equivalently
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn).
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Proof. See Theorem 3.1 and Corollary 3.2 in [Si4].
When 0 < p ≤ 2, there is a simpler expression in terms of the Θ space. Recall that
ωz(t) = min(z
−2, t−2).
Theorem 3.3. Let 0 < p ≤ 2 ≤ q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). If
sup
z>0
‖ωz‖Θq/2(u)
‖ωz‖p/2,v <∞,
then there exists C > 0 such that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn).
Proof. See Theorem 6 in [Si5].
Using the level function, one obtains a stronger but simpler sufficient condition.
Theorem 3.4. Suppose that 0 < p ≤ q < ∞ and 2 ≤ q , u, v, w ∈ L+ with v(t) =
tp−2w(1/t). If
sup
z>0
‖ωz‖q/2,u◦
‖ωz‖p/2,v <∞,
then there exists C > 0 such that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn).
Proof. See Theorem 3.4 in [Si4] for a proof.
To obtain a necessary condition, Sinnamon constructed the appropriate test functions
in [Si4] and proved the following result.
Theorem 3.5. Let n be a positive integer, z > 0 and A ∈ A. For each ε > 0 there exists
a function f : Rn −→ C such that
f ∗ ≤ χ[0,1/z) and (Aωz)1/2 ≤ cn(fˆ ∗ + ε),
where cn is a constant number depending only on n.
Proof. See Theorem 4.6 and Corollary 4.7 in [Si4] for a proof.
The following necessary condition is a consequence of Theorem 3.5.
Theorem 3.6. Suppose 0 < p < ∞, 0 < q < ∞, 0 < C, u, v, w ∈ L+ with v(t) =
tp−2w(1/t), satisfy
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn). Then
sup
A∈A, z>0
‖Aωz‖q/2,u
‖ωz‖p/2,v <∞.
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Proof. See Corollary 4.8 in [Si4].
This leads to following necessary and sufficient condition when 0 < p ≤ 2 ≤ q. This
is Theorem 8 in [Si5].
Theorem 3.7. Let 0 < p ≤ 2 ≤ q < ∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). Then
there exists C > 0 such that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(Rn) + L2(Rn) if and only if
sup
z>0
‖ωz‖Θq/2(u)
‖ωz‖p/2,v <∞.
Proof. This follows from Theorems 3.3 and 3.6.
When q = 2 this gives the following characterization in terms of the level function of
u(t).
Theorem 3.8. Suppose 0 < p ≤ 2 and u, v, w ∈ L+ with v(t) = tp−2w(1/t). Then there
exists C > 0 such that the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(Rn) + L2(Rn) if and only if
sup
z>0
‖ωz‖1.u◦
‖ωz‖p/2,v <∞.
Proof. See Theorem 5.1 in [Si4].
3.2 More sufficient and necessary conditions
The goal of this section is to provide somewhat simpler sufficient and necessary conditions
for inequalities of type ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w) and ‖fˆ‖Λq(u) ≤ C‖f‖Λp(w). We will also give
several examples to illustrate those results. As a byproduct we will deduce Theorem 2
in [BH2] from Sinnamon’s work. (See Theorem 3.13)
We start with an immediate corollary of the necessary condition in Theorem 3.6.
Corollary 3.9. Suppose 0 < p < ∞, 0 < q < ∞, C > 0, u, v, w ∈ L+ with v(t) =
tp−2w(1/t), satisfy
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn). Then
sup
z>0
‖ωz‖q/2,u
‖ωz‖p/2,v <∞.
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Proof. In Theorem 3.6 observe that the identity operator lies in A.
For a decreasing weight u we obtain the following characterization.
Proposition 3.10. Let 0 < p ≤ q <∞, q ≥ 2 and assume u and w are weight functions
on (0,∞) with v(t) = tp−2w(1/t). Suppose u is decreasing. Then there exists C > 0 so
that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(Rn) + L2(Rn) if and only if
sup
z>0
‖ωz‖q/2,u
‖ωz‖p/2,v <∞.
Proof. The necessary side is proved in Corollary 3.9. For the sufficient part, observe that
u◦ = u since u is decreasing. Hence Theorem 3.4 completes the proof.
The fraction
‖ωz‖q/2,u
‖ωz‖p/2,v appears frequently both in sufficient and necessary conditions.
Before proceeding we do some calculations. Set
Fq,u(z) =
(‖ωz‖q/2,u)1/2 , Gp,w(z) = (‖ωz‖p/2,v)1/2 and v(t) = tp−2w(1/t).
Notice that the conditions in Corollary 3.9 and Theorems 3.4 and 3.8 may be reformu-
lated as sup
z>0
Fq,u(z)
Gp,w(z)
<∞ with the appropriate weights and indices.
Observe that
Fq,u(z)
2 =
(∫ ∞
0
min(z−q, t−q)u(t) dt
)2/q
=
(
z−q
∫ z
0
u(t) dt+
∫ ∞
z
u(t)
tq
dt
)2/q
, (3.1)
which trivially leads to the following estimates:
Fq,u(z) ≥ z−1
(∫ z
0
u(t) dt
)1/q
, and (3.2)
Fq,u(z) ≥
(∫ ∞
z
u(t)
tq
dt
)1/q
. (3.3)
If u is decreasing and q > 1, then u ∈ Bq by Remark 1.17. So
Fq,u(z) ≤
(
z−q
∫ z
0
u(t) dt+
1
q − 1z
−q
∫ z
0
u(t) dt
)1/q
=
(
q
q − 1
)1/q
z−1
(∫ z
0
u(t) dt
)1/q
.
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Therefore, for decreasing u and q > 1 we have
Fq,u(z) ≈ z−1
(∫ z
0
u(t) dt
)1/q
. (3.4)
For Gp.w we have
Gp,w(z)
2 =
(
z−p
∫ z
0
v(t) dt+
∫ ∞
z
v(t)
tp
dt
)2/p
,
which, using v(t) = tp−2w(1/t), turns into
Gp,w(z)
2 =
(
z−p
∫ ∞
1/z
w(t)
tp
dt+
∫ 1/z
0
w(t) dt
)2/p
, (3.5)
and we obtain the following immediate estimates:
Gp,w(z) ≥ z−1
(∫ ∞
1/z
w(t)
tp
dt
)1/p
, and (3.6)
Gp,w(z) ≥
(∫ 1/z
0
w(t) dt
)1/p
. (3.7)
For weights in Bp or RBp we can get better estimates. If w ∈ Bp then
Gp,w(z) ≤
(
bp
∫ 1/z
0
w(t) dt+
∫ 1/z
0
w(t) dt
)1/p
= (1 + bp)
1/p
( ∫ 1/z
0
w(t) dt
)1/p
,
which implies
Gp,w(z) ≈
(∫ 1/z
0
w(t) dt
)1/p
. (3.8)
If w ∈ RBp then
Gp,w(z) ≤
(
z−p
∫ ∞
1/z
w(t)
tp
dt+ b∗pz
−p
∫ ∞
1/z
w(t)
tp
dt
)1/p
= (1+b∗p)
1/pz−1
(∫ ∞
1/z
w(t)
tp
dt
)1/p
,
which implies
Gp,w(z) ≈ z−1
(∫ ∞
1/z
w(t)
tp
dt
)1/p
. (3.9)
Theorem 3.11. Let 0 < p ≤ q < ∞ and 2 ≤ q. Assume u and w are weight functions
on (0,∞). If
sup
x>0
x
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞,
then there exists C > 0 such that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn).
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Proof. Using the equivalence (3.4), with u◦ replacing u, and the inequality (3.7) we get
sup
z>0
Fq,u◦(z)
Gp,w(z)
/ sup
z>0
z−1
(∫ z
0
u◦(t) dt
)1/q(∫ 1/z
0
w(t) dt
)−1/p
= sup
x>0
x
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞.
So the condition in Theorem 3.4 is satisfied.
Example 3.12. We provide an example to illustrate Theorem 3.11. Let w(t) = ta−1
where p/2 ≤ a < p. Assume 0 < p ≤ q ≤ p/(p − a) and q ≥ 2. Fix z > 0 and observe
that u = χ(0,z) is decreasing and therefore u
◦ = u. Let u1, u2, u3 be the functions defined
in Example 1.27, that is,
• u1(t) = aetχ(0,z) , a = z(ez − 1)−1,
• u2(t) = t(z2 − t2)−1/2χ(0,z), and
• u3(t) = ctrχ(0,z) , r ≥ 0 , c = z−r(r + 1).
We showed u◦1 = u
◦
2 = u
◦
3 = u
◦ = χ(0,z). Observe that
∫ 1/x
0
u◦(t) dt =

z, 0 < x ≤ 1/z
x−1, x > 1/z
and
∫ x
0
w(t) dt = (1/a)xa.
Now we have
sup
0<x≤1/z
x
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
= sup
0<x≤1/z
x(z)1/q((1/a)xa)−1/p,
which is finite since a < p. On the other hand,
sup
x>1/z
x
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
= sup
x>1/z
x(x−1)1/q((1/a)xa)−1/p
is finite since q ≤ p/(p− a).
So the condition in Theorem 3.11 is satisfied. Hence F : Γp(w)→ Λq(u) is bounded.
Since w ∈ Bp as we showed in Example 1.18, we have ‖.‖Γp(w) ≈ ‖.‖Λp(w). Therefore,
F : Λp(w) → Λq(u) is bounded. This statement is true for any weight function whose
level function is equal to u(t). In particular F : Λp(w)→ Λq(uj) is bounded for j = 1, 2, 3.
As a corollary of Theorems 3.11 and 3.5 we prove the following result on Fourier
inequalities in Lorentz Λ space from Benedetto and Heinig. That is, Theorem 2 in [BH2].
Theorem 3.13. Let u and w be weight functions on (0,∞).
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(i ) Let 1 < p ≤ q <∞, q ≥ 2, and assume u is decreasing and w ∈ Bp. If
sup
x>0
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞, (3.10)
then there exists C > 0 such that for all f ∈ L1(Rn) + L2(Rn) the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w)
holds.
(ii ) Conversely, assume p, q > 1 and u and w are arbitrary weight functions. If
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w) for all f ∈ L1(Rn) + L2(Rn), then (3.10) holds.
Proof. To prove (i), observe that u◦ = u since u is decreasing. Moreover ‖.‖Γp(w) ≈
‖.‖Λp(w) since w ∈ Bp. So the assertion is implied by Theorem 3.11.
To prove (ii), fix z > 0 and let cn be the constant in Theorem 3.5. Set ε = (2cnz)
−1
and let A be the identity operator. There exists f : Rn → C such that
f ∗ ≤ χ[0,1/z) and (ωz)1/2 ≤ cn(fˆ ∗ + ε).
For this f ,
‖f‖Λp(w) =
(∫ ∞
0
f ∗(t)pw(t) dt
)1/p
≤
(∫ 1/z
0
w(t) dt
)1/p
.
On the other hand for 0 < t < z we have
fˆ ∗(t) ≥ c−1n min(z−1, t−1)− ε ≥ 12c−1n z−1,
which implies
‖fˆ‖Λq(u) =
(∫ ∞
0
fˆ ∗(t)qu(t) dt
)1/q
≥ 1
2
c−1n z
−1
(∫ z
0
u(t) dt
)1/q
.
Finally
z−1
(∫ z
0
u(t) dt
)1/q(∫ 1/z
0
w(t) dt
)−1/p
≤ 2cn (‖fˆ‖Λq(u)) (‖f‖Λp(w))−1 ≤ 2cnC.
Since z > 0 is arbitrary, the proof is complete by taking x = z−1.
Example 3.14. A natural example to consider is the case of power weights. We take
this example from [BH2]. Assume 1 < p ≤ q < ∞ and q ≥ 2. Set u(t) = tb−1 and
w(t) = ta−1 where 0 < b ≤ 1 and 0 < a < p.
Obviously u is decreasing and by Example (1.18) we have w ∈ Bp. The supremum
sup
x>0
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
= sup
x>0
x
(
x−b
b
)1/q (
xa
a
)−1/p
≈ sup
x>0
x1−b/q−a/p
is finite exactly when 1− (b/q) + (a/p) = 0. So Theorem 3.13 implies that F : Λp(w)→
Λq(u) is bounded if and only if b/q + a/p = 1.
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Example 3.15. This is a modification of Example 3.12. Assume 1 < p ≤ q < ∞ and
q ≥ 2. Let u(t) = χ(0,z) and w(t) = ta−1 where 0 < a < p. Note that u is decreasing and
w ∈ Bp. Similar computations as in Example 3.12 assert that
sup
0<x≤1/z
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
= sup
0<x≤1/z
x(z)1/q((1/a)xa)−1/p
is finite since a < p, and
sup
x>1/z
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
= sup
x>1/z
x(x−1)1/q((1/a)xa)−1/p
is finite exactly when q ≤ p/(p− a). Now Theorem 3.13 implies that F : Λp(w)→ Λq(u)
is bounded when q ≤ p/(p− a) and is unbounded when q > p/(p− a).
Taking a similar approach as we did in Theorem 3.11, we obtain our second sufficient
condition.
Theorem 3.16. Let 0 < p ≤ q < ∞ and 2 ≤ q. Assume u and w are weight functions
on (0,∞). If
sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞,
then there exists C > 0 such that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn).
Proof. Using the equivalence (3.4), with u◦ replacing u, and the inequality (3.6) we get
sup
z>0
Fq,u◦(z)
Gp,w(z)
/ sup
z>0
z−1
(∫ z
0
u◦(t) dt
)1/q
z
(∫ ∞
1/z
w(t)
tp
dt
)−1/p
= sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞,
and the assertion is proved by Theorem 3.4
Example 3.17. Here is an example where F : Λp(w) → Λq(u) is unbounded, but the
restriction of F to the smaller space Γp(w) is bounded.
Assume p/2 ≤ a < p, 1 < p ≤ q ≤ p/(p−a) and q ≥ 2. Fix z > 0 and set u(t) = χ(0,z)
and w(t) = ta−1χ(1/z,∞). It is obvious that u◦ = u(t) and w /∈ Bp. We have
sup
0<x<1/z
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
= z1/q
(
zp−a
p− a
)−1/p
,
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which is constant, and
sup
x>1/z
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
= sup
x>1/z
(p− a)1/px−1/qx−(a−p)/p,
which is finite since q ≤ p/(p − a). Therefore, Theorem 3.16 implies that F : Γp(w) →
Λq(u) is continuous.
Now we show F : Λp(w) → Λq(u) is unbounded. Notice that w /∈ Bp means the
Lorentz spaces Λp(w) and Γp(w) do not coincide. Moreover,
∫ x
0
w = 0 whenever x < 1/z.
Hence,
sup
x>0
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
=∞.
Therefore, the necessary condition in Theorem 3.13 does not hold. This means F :
Λp(w) → Λq(u) is unbounded. We can also check this directly. Choose f(t) = χ(0,1/z).
Then ‖f‖Λp(w) = 0 whereas ‖fˆ‖Λq(u) 6= 0.
The next theorem is a sufficient condition for boundedness of F between Lorentz
Λ spaces. It is not only of interest in its own right but also leads to a new proof of
Theorem 1(i) in [BH2], which provides a sufficient condition for Fourier inequalities in
weighted Lp spaces. See Theorem 3.32 for our proof of the theorem.
Theorem 3.18. Let 1 < p ≤ q < ∞ and 2 ≤ q. Assume u and w are weight functions
on (0,∞). If
sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
<∞, (3.11)
then there exists C > 0 such that
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w)
for all f ∈ L1(Rn) + L2(Rn).
Proof. Since w(t) is a weight function and therefore locally integrable, it is finite a.e.
Thus, w(t)1−p
′
> 0 a.e., which means
∫ x
0
w(t)1−p
′
dt > 0 for all x > 0. Hence, (3.11)
implies that
∫ 1/x
0
u◦(t) dt < ∞ for x > 0. Since the concave function s 7→ ∫ s
0
u◦(t)dt is
absolutely continuous, it is differentiable almost everywhere. So we may set
σ(t) = tq−2u◦(1/t) = −tq d
dt
(∫ 1/t
0
u◦(t) dt
)
.
Then,
−
∫ x
a
σ(t)
tq
dt =
∫ 1/x
0
u◦(t) dt−
∫ 1/a
0
u◦(t) dt.
The second term on the right hand side vanishes as a→∞, so∫ ∞
x
σ(t)
tq
dt =
∫ 1/x
0
u◦(t) dt.
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which means
sup
x>0
(∫ 1/x
0
u◦(s) ds
)1/q (∫ ∞
x
σ(t)
tq
dt
)−1/q
= 1 <∞.
So the condition in Theorem 3.16 with w(t) and p replaced with σ(t) and q is satisfied.
It follows there exists C1 > so that
‖fˆ‖Λq(u) ≤ C1‖f‖Γq(σ)
for all f ∈ L1(Rn) + L2(Rn).
On the other hand, the hypothesis of the theorem and the relation between σ and u◦
implies:
sup
x>0
(∫ ∞
x
σ(t)
tq
dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
= sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
<∞.
Now by the weighted Hardy inequality (Theorem 1.15) there exists C2 > 0 such that(∫ ∞
0
(
1
t
∫ t
0
g
)q
σ(t) dt
)1/q
≤ C2
(∫ ∞
0
g(t)pw(t) dt
)1/p
for all g ∈ L+. Replacing g with f ∗ in the above inequality we get
‖f‖Γq(σ) ≤ C2‖f‖Λp(w)
for all f ∈ L1(Rn) + L2(Rn).
Finally we have ‖fˆ‖Λq(u) ≤ C1‖f‖Γq(σ) ≤ C1C2‖f‖Λp(w) for all f ∈ L1(Rn) + L2(Rn).
The proof is complete by taking C = C1C2.
Remark 3.19. We compare Theorem 3.13 with 3.18. In the above theorem, we do
not need u to be decreasing or w to be Bp. However the supremum condition (3.11)
is stronger than (3.10). In fact if (3.11) holds then F : Λp(w) → Λq(u) is bounded by
Theorem 3.18. Then the necessary part of Theorem 3.13 implies (3.10).
We may investigate this directly. We have∫ 1/x
0
u(t) dt ≤
∫ 1/x
0
u◦(t) dt.
On the other hand, Ho¨lder’s inequality shows
x =
∫ x
0
dt ≤
(∫ x
0
w(t) dt
)1/p(∫ x
0
w(t)1−p
′
dt
)1/p′
.
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It follows that
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
≤
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
.
So the left-hand side is finite whenever the right-hand side is.
Example 3.20. Here is an application of Theorem 3.18 where Theorems 3.11, 3.13 and
3.16 are inconclusive. Assume 1 < p ≤ q < ∞ and 2 ≤ q. Let u be an arbitrary weight
function in L1(0,∞) and w(t) = etχ(0,∞).
Note that by Proposition 1.33 we have u◦ ∈ L1 since u ∈ L1. Therefore,(∫ 1/x
0
u◦(t) dt
)1/q
≤
(∫ ∞
0
u◦(t) dt
)1/q
= M1 <∞.
Moreover,(∫ x
0
w(t)1−p
′
dt
)1/p′
=
(∫ x
0
e−t(p
′−1) dt
)1/p′
≤
(∫ ∞
0
e−t(p
′−1) dt
)1/p′
= M2 <∞.
It follows that
sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
≤M1M2 <∞.
Thus Theorem 3.18 asserts that F : Λp(w)→ Λq(u) is bounded.
Now observe that w /∈ Bp because∫ ∞
x
et
tp
dt =∞ but 1
xp
∫ x
0
et dt =
ex − 1
xp
, x > 0.
So Theorem 3.13 is inapplicable even for a decreasing u. We may use Theorem 3.11
to prove F : Γp(w) → Λq(u) is bounded. But this does not imply the boundedness of
F : Λp(w)→ Λq(u).
The next theorem provides a necessary condition comparable to that in Theorem 3.13.
We will use it in the following section, to provide a necessary condition for continuity of
Fourier transform between weighted Lebesgue spaces. (See Theorem 3.35.)
Proposition 3.21. Let 0 < p, q < ∞ and assume u and w are weight functions on
(0,∞). Suppose w ∈ Bp. If there exists C > 0 so that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn), then
sup
x>0
(
xq
∫ 1/x
0
u(t) dt+
∫ ∞
1/x
u(t)
tq
dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞. (3.12)
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Proof. Corollary 3.9 implies supz>0
Fq,u(z)
Gp,w(z)
<∞. Now Equations (3.1) and (3.8) assert
that
Fq,u(z) =
(
z−q
∫ z
0
u(t) dt+
∫ ∞
z
u(t)
tq
dt
)1/q
and Gp,w ≈
(∫ 1/z
0
w(t) dt
)1/p
.
Set x = 1/z, and the proof is complete.
Remark 3.22.
1. Within the range 1 < p < ∞, 0 < q < ∞, the condition (3.12) is a necessary
condition for ‖fˆ‖Λq(u) ≤ C‖f‖Λp(w), since w ∈ Bp implies ‖f‖Γp(w) ≈ ‖f‖Λp(w).
2. In comparison with the necessary condition in Theorem 3.13, the above theorem
assumes the a priori condition w ∈ Bp. However the supremum in (3.12) is greater
than the supremum in (3.10).
Proposition 3.23. Let 0 < p, q < ∞ and assume u and w are weight functions on
(0,∞). Suppose w ∈ RBp. If there exists C > 0 so that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(Rn) + L2(Rn), then
sup
x>0
x−1
(
xq
∫ 1/x
0
u(t) dt+
∫ ∞
1/x
u(t)
tq
dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞.
Proof. Corollary 3.9 implies supz>0
Fq,u(z)
Gp,w(z)
< ∞. Now equations (3.1) and (3.9) assert
that
Fq,u(z) =
(
z−q
∫ z
0
u(t) dt+
∫ ∞
z
u(t)
tq
dt
)1/q
and Gp,w ≈ z−1
(∫ ∞
1/z
w(t)
tp
dt
)1/p
.
Set x = 1/z, and the proof is complete.
The following characterization may be considered as an analogy to Theorem 3.13
where w ∈ RBp.
Theorem 3.24. Let 0 < p ≤ q < ∞ and q ≥ 2. Assume u and w are weight functions
on (0,∞) with u decreasing and w ∈ RBp. Then there exists C > 0 so that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(Rn) + L2(Rn) if and only if
sup
x>0
(∫ 1/x
0
u(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞.
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Proof. By Proposition 3.10 the inequality ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w) holds if and only if
supz>0
Fq,u(z)
Gp,w(z)
<∞. Now inequalities (3.4) and (3.9) assert that
Fq,u(z) ≈ z−1
(∫ z
0
u(t) dt
)1/q
and Gp,w ≈ z−1
(∫ ∞
1/z
w(t)
tp
dt
)1/p
.
The proof is complete by taking x = 1/z.
For the case q = 2 we are able to characterize the boundedness of F : Γp(w)→ Λq(u)
in terms of the level function. To do this, we invoke Theorem 3.8 in two separate cases
in which w is a Bp or RBp weight.
Theorem 3.25. Let 0 < p ≤ 2 and assume u and w are weight functions on (0,∞).
Suppose w ∈ Bp. Then there exists C > 0 so that the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(Rn) + L2(Rn) if and only if
sup
x>0
x
(∫ 1/x
0
u◦(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
<∞.
Proof. By Theorem 3.8 the inequality ‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w) holds if and only if
supz>0
F2,u◦(z)
Gp,w(z)
< ∞. Since the level function is decreasing, the estimate (3.4) is ap-
plicable. We can also use the estimate (3.8) since w ∈ Bp. It follows that
F2,u◦(z) ≈ z−1
(∫ z
0
u◦(t) dt
)1/q
and Gp,w ≈
(∫ 1/z
0
w(t) dt
)1/p
.
Taking x = 1/z completes the proof.
Theorem 3.26. Let 0 < p ≤ 2 and assume u and w are weight functions on (0,∞).
Suppose w ∈ RBp. Then there exists C > 0 so that the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(Rn) + L2(Rn) if and only if
sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/2(∫ ∞
x
w(t)
tp
dt
)−1/p
<∞.
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Proof. By Theorem 3.8 the inequality ‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w) holds if and only if
supz>0
F2,u◦(z)
Gp,w(z)
< ∞. Since the level function is decreasing, the estimate (3.4) is ap-
plicable. We can also use the estimate (3.9) since w ∈ RBp. It follows that
F2,u◦(z) ≈ z−1
(∫ z
0
u◦(t) dt
)1/q
and Gp,w ≈ z−1
(∫ ∞
1/z
w(t)
tp
dt
)1/p
.
Set x = 1/z, and the proof is complete.
Example 3.27. Here is an application of Theorem 3.25 where Theorem 3.13 is incon-
clusive. Let 1 ≤ p ≤ 2. Set u(t) = 4z−3t3χ(0,z) and w(t) = χ(0,1/z) where z > 0. In
Example 1.27 we showed that u◦(t) = χ(0,z). Moreover, w is decreasing so w ∈ Bp.
Observe that
sup
x>1/z
x
(∫ 1/x
0
u◦(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
= sup
x>1/z
x(x−1/2)z1/p ≈ sup
x>1/z
x1/2 =∞.
So the condition in Theorem 3.25 is violated which means F : Λp(w) → Λ2(u) is un-
bounded.
However, this can not be deduced from the necessary condition in Theorem 3.13.
That is because
sup
0<x<1/z
x
(∫ 1/x
0
u(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
= sup
0<x<1/z
x(z1/2)(x−1/p) = sup
0<x<1/z
x1−1/p <∞,
and
sup
x>1/z
x
(∫ 1/x
0
u(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
= sup
x>1/z
x(z−3x−4)1/2z1/p ≈ sup
x>1/z
x−1 <∞.
So the condition in Theorem 3.13 is satisfied.
3.3 Fourier inequalities on Lebesgue spaces
With the aid of Lorentz spaces, one may obtain Fourier inequalities in Lp spaces. The
technique is to replace the weight functions on Rn with their decreasing or increasing
rearrangements as illustrated in the following lemma.
Lemma 3.28. Let 0 < p, q < ∞ and suppose u and w are weight functions on Rn.
Assume ‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w~) where C > 0 and f is a measurable function on Rn.
Then ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w).
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Proof. Using the Hardy-Littlewood-Polya inequality (Proposition 1.4) and noting that
(|f |p)∗ = (f ∗)p we have
‖fˆ‖Lq(u) =
(∫
Rn
|fˆ(γ)|q u(γ) dγ
)1/q
≤
(∫ ∞
0
fˆ ∗(t)q u∗(t) dt
)1/q
≤ C
(∫ ∞
0
f ∗(x)pw~(t) dt
)1/p
≤ C
(∫
Rn
|f(x)|pw(x) dx
)1/p
= C‖f‖Lp(w).
Now we combine Lemma 3.28 with Theorem 3.13 to obtain a sufficient condition for
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w). This is what Benedetto and Heinig did in Theorem 4(i) of [BH2].
Theorem 3.29. Let 1 < p ≤ q < ∞, q ≥ 2 and assume u and w are weight functions
on Rn with w~ ∈ Bp. If
sup
x>0
x
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t) dt
)−1/p
<∞,
then there exists C > 0 such that(∫
Rn
fˆ(γ)q u(γ) dγ
)1/q
≤ C
(∫
Rn
f(x)pw(x) dx
)1/p
or, equivalently,
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w),
for all f ∈ L1(Rn) + L2(Rn).
Proof. Since w~ ∈ Bp and u∗ is decreasing the conditions of Theorem 3.13, with u and
w replaced with u∗ and w~, are satisfied. Thus, there exists C > 0 such that ‖fˆ‖Λq(u∗) ≤
C‖f‖Λp(w~) for all f ∈ L1(Rn) + L2(Rn). The proof is complete by Lemma 3.28.
It’s possible to obtain results for a different range of indices p and q using duality
properties of the Fourier transform. The idea is stated in the following lemma.
Lemma 3.30. Let ρ and σ be Banach function norms on Rn such that L1(Rn) ∩ Lσ is
dense in Lσ. Assume there exists C > 0 such that ρ(gˆ) ≤ Cσ(g) for all g ∈ L1(Rn)∩Lσ.
Then σ′(fˆ) ≤ Cρ′(f) for all f ∈ L1(Rn) ∩ Lρ′.
Proof. For f, g ∈ L1(Rn) we have ∫Rn |fˆ g| = ∫Rn |fgˆ|. Since L1(Rn) ∩ Lσ is dense in Lσ,
for each f ∈ L1(Rn) ∩ Lρ′ we have
σ′(fˆ) = sup
g∈L1(Rn)∩Lσ
∫
Rn |fˆ g|
σ(g)
≤ C sup
g∈L1(Rn)∩Lσ
∫
Rn |fˆ g|
ρ(gˆ)
= C sup
g∈L1(Rn)∩Lσ
∫
Rn |fgˆ|
ρ(gˆ)
≤ C sup
h∈Lρ
∫
Rn |fh|
ρ(h)
= Cρ′(f).
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Now we have the next theorem which deals with the case q < 2. The theorem was
stated in part (iii) of Theorem 4 of [BH2].
Theorem 3.31. Let 1 < p ≤ q < 2 and assume u and w are weight functions on Rn
with (u∗)1−q
′ ∈ Bq′. If
sup
x>0
1
x
(∫ 1/x
0
u∗(t)1−q
′
)−1/q′ (∫ x
0
w~(t)1−p
′
)1/p′
<∞,
then there exists C > 0 such that
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w)
for all f ∈ L1(Rn) + L2(Rn).
Proof. We repeat the proof of Theorem 4(iii) in [BH2] which uses a duality argument
and deduces the result from the case 1 < p ≤ q < ∞, q ≥ 2. Let P = q′, Q = p′,
U(t) = w(t)1−p
′
and W (t) = u(t)1−q
′
. Since 1 < p ≤ q < 2 we have 2 ≤ q′ ≤ p′ which
means 2 ≤ P ≤ Q. Observe that
W~ = ((1/W )∗)−1 = ((uq
′−1)∗)−1 = (u∗)1−q
′ ∈ Bq′ = BP , and
U∗ = (w1−p
′
)∗ = ((1/w)p
′−1)∗ = ((1/w)∗)p
′−1 = (w~)1−p
′
.
Now
sup
x>0
x
(∫ 1/x
0
U∗(t) dt
)1/Q(∫ x
0
W~(t) dt
)−1/P
= sup
x>0
1
x
(∫ x
0
w~(t)1−p
′
dt
)1/p′ (∫ 1/x
0
u∗(t)1−q
′
dt
)−1/q′
<∞.
Therefore, Theorem 3.29 guarantees the existence of C > 0 so that ‖fˆ‖LQ(U) ≤ C‖f‖LP (W )
which is the same as ‖fˆ‖Lp′ (w1−p′ ) ≤ C‖f‖Lq′ (u1−q′ ). It follows from Lemma 3.30 that
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w). Here we used the facts that Lp(w) and Lp′(w1−p′) are duals of
each other, and L1 ∩ Lq′(u1−q′) is dense in Lq′(u1−q′).
Theorems 3.29 and 3.31 are based on the sufficient condition for ‖fˆ‖Λq(u) ≤ C‖f‖Λp(w)
stated in Theorem 3.13. In the next theorem we use our other sufficient condition from
Theorem 3.18 to obtain results in Lebesgue spaces. This result is proved in [BH2],
Theorem 1(i), but our proof is considerably shorter.
Theorem 3.32. Let 1 < p ≤ q < ∞ and assume u and w are weight functions on Rn.
If
sup
x>0
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t)1−p
′
dt
)1/p′
<∞,
then there exists C > 0 such that
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w)
for all f ∈ L1(Rn) + L2(Rn).
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Proof. First consider the case q ≥ 2. We invoke Theorem 3.18, replacing u and w with
u∗ and w~ respectively. Thus there exists C > 0 such that ‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w~) for
all f ∈ L1(Rn) + L2(Rn). It follows from Lemma 3.28 that ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w).
Now assume q < 2. As in the proof of Theorem 3.31, we use the the case q ≥ 2 and
the duality argument. Let P = q′, Q = p′, U(t) = w(t)1−p
′
and W (t) = u(t)1−q
′
. Since
1 < p ≤ q < 2 we have 2 < q′ ≤ p′ which means 2 < P ≤ Q. Observe that
U∗ = (w(t)1−p
′
)∗ = ((1/w)p
′−1)∗ = ((1/w)∗)p
′−1 = (w~)1−p
′
,
and
W~ = ((1/w)∗)−1 = ((uq
′−1)∗)−1 = (u∗)1−q
′
,
which implies
(W~)
1−P ′
=
(
(u∗)1−q
′
)1−q
= u∗.
Now
sup
y>0
(∫ 1/y
0
U∗(t) dt
)1/Q(∫ y
0
W~(t)1−P
′
dt
)1/P ′
= sup
y>0
(∫ 1/y
0
w~(t)1−p
′
dt
)1/p′ (∫ y
0
u∗(t) dt
)1/q
= sup
x>0
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t)1−p
′
dt
)1/p′
,
which is finite by the hypothesis. Therefore, by the first part of proof, we have ‖fˆ‖LQ(U) ≤
C‖f‖LP (W ) which is the same as ‖fˆ‖Lp′ (w1−p′ ) ≤ C‖f‖Lq′ (u1−q′ ). It follows from Lemma 3.30
that ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w).
Example 3.33. We use Example 3.20 to illustrate Theorem 3.32 on R. Assume 1 < p ≤
q < ∞, q ≥ 2. Let w(t) = etχ(0,∞) and suppose u ∈ L1(R). Then w~ = etχ(0,∞). The
same calculations as in Example 3.11 shows that
sup
x>0
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t)1−p
′
dt
)1/p′
≤M1M2 <∞.
Hence, Theorem 3.32 implies that F : Lp(w)→ Lq(u) is continuous. Note that w~ /∈ Bp,
so Theorem 3.29 is inconclusive.
Similar to the way we proved the sufficient conditions, we can prove necessary condi-
tions for ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w) using necessary conditions in Lorentz spaces and Hardy-
Littlewood-Polya inequality. However, the necessary conditions are much different from
the sufficient conditions.
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Lemma 3.34. Assume 0 < p, q < ∞ and u,w are weight functions on Rn. Let f be a
measurable function on Rn. If ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w) for some C > 0, then ‖fˆ‖Λq(u~) ≤
C‖f‖Λp(w∗).
Proof. Using the Hardy-Littlewood-Polya inequality (Proposition 1.4) and noting that
(|f |p)∗ = (f ∗)p we have
‖fˆ‖Λq(u~) =
(∫ ∞
0
fˆ ∗(t)q u~(t) dt
)1/q
≤
(∫
Rn
|fˆ(γ)|q u(γ) dγ
)1/q
≤ C
(∫
Rn
|f(x)|pw(x) dx
)1/p
≤ C
(∫ ∞
0
f ∗(x)pw∗(t) dt
)1/p
= C‖f‖Λp(w∗).
Theorem 3.35. Suppose 1 < p < ∞, 1 < q < ∞ and let u and w be weight functions
on Rn. Assume there exists C > 0 such that
‖fˆ‖Lq(u) ≤ C‖f‖Lp(w)
for all f ∈ L1(Rn) + L2(Rn). Then
sup
x>0
(∫ ∞
1/x
u~(t)
tq
dt
)1/q (∫ x
0
w∗(t) dt
)−1/p
<∞. (3.13)
Proof. The hypothesis of the theorem together with Lemma 3.34 implies ‖fˆ‖Λq(u~) ≤
C‖f‖Λp(w∗) for all f ∈ L1(Rn) + L2(Rn). Since w∗ is decreasing it is a Bp weight and we
have ‖f‖Λp(w∗) ≈ ‖f‖Γp(w∗). We invoke Proposition 3.21 with u and w replaced with u~
and w∗ respectively, to obtain
sup
x>0
(
xq
∫ 1/x
0
u~(t) dt+
∫ ∞
1/x
u~(t)
tq
dt
)1/q (∫ x
0
w∗(t) dt
)−1/p
<∞.
This completes the proof since∫ ∞
1/x
u~(t)
tq
dt ≤ xq
∫ 1/x
0
u~(t) dt+
∫ ∞
1/x
u~(t)
tq
dt. (3.14)
Remark 3.36.
1. Note that the two sides of Inequality (3.14) are in fact equivalent. That is because
u~ is increasing and therefore satisfies the RBp condition by Remark 1.21. Hence,
xq
∫ 1/x
0
u~(t) dt+
∫ ∞
1/x
u~(t)
tq
dt ≤ (q − 1)
∫ ∞
1/x
u~(t)
tq
dt+
∫ ∞
1/x
u~(t)
tq
dt
= q
∫ ∞
1/x
u~(t)
tq
dt,
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which implies
xq
∫ 1/x
0
u~(t) dt+
∫ ∞
1/x
u~(t)
tq
dt ≈
∫ ∞
1/x
u~(t)
tq
dt.
2. We will get a weaker result if we use the necessary condition from Theorem 3.13.
That is,
sup
x>0
x
(∫ 1/x
0
u~(t) dt
)1/q (∫ x
0
w∗(t) dt
)−1/p
<∞ (3.15)
is also a necessary condition for ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w), but (3.13) always implies
(3.15).
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Chapter 4
Fourier series in Lorentz spaces
Many of the results in Fourier inequalities deal with the Fourier transform on Rn rather
than with Fourier series. In particular, there is not much known about boundedness of
the Fourier coefficient map between weighted Lebesgue spaces and Lorentz spaces. The
aim of this chapter is to provide results, analogous to those in Chapter 3, for the Fourier
coefficient map. This analogy is far from being trivial, despite the fact that the Fourier
transform on Rn and the Fourier coefficient map on T share many common properties.
That is because of the finite measure on T and the atomic measure on Z.
The finiteness of the measure on T imposes an extra condition on the class Ω2,0 that
was used in Theorem 3.2. The condition requires the functions in Ω2,0 to be constant on
interval (0, 1) as stated in Theorem 4.2. To pass from this theorem to the next results
we need the results on quasi concave functions. In fact this was the main motivation for
the material of Chapter 2.
The atomic measure on Z makes the estimates for the rearrangement of fˆ coarser.
This makes Lemma 4.13 fail for values of z close to 1. To overcome this issue we first
prove Theorem 4.17 for z ≥ 3 and then extend it to z > 1. As a consequence, the
constant c in Theorem 4.18 is quite large.
We start this chapter with sufficient conditions and provide results analogous to the
sufficient conditions in Chapter 3. However, we work with the more general inequality
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w). In Section 4.2 we introduce the collection of test functions that
lead to our necessary conditions in Section 4.3. Finally, we combine our results to obtain
necessary and sufficient conditions for boundedness of the Fourier coefficient map between
Lorentz spaces.
4.1 Sufficient conditions
We start with a slightly different version of Proposition 3.1, which provides a rearrange-
ment estimate for operators of type (1,∞) and (2, 2). Using this estimate, we will give
sufficient conditions for the inequality ‖fˆ‖Γq(u) ≤ C‖f‖Γp(w). Although the statement of
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the theorems in this section deal with the Fourier coefficient map, they remain true for
any operator of type (1,∞) and (2, 2).
Proposition 4.1. Assume (X,µ) and (Y, ν) are σ-finite measure spaces and Let T :
L1(µ) + L2(µ) → Lν(Y ) be a sublinear operator. Then T is of type (1,∞) and (2, 2) if
and only if there exists a constant D such that∫ z
0
(Tf)∗∗(t)2 dt ≤ D
∫ z
0
(∫ 1/t
0
f ∗(s) ds
)2
dt (4.1)
for all z > 0 and f ∈ L1(µ) + L2(µ).
Proof. By Proposition 3.1, T is of type (1,∞) and (2, 2) if and only if there exists D1 > 0
such that ∫ z
0
(Tf)∗(t)2 dt ≤ D1
∫ z
0
(∫ 1/t
0
f ∗(s) ds
)2
dt (4.2)
for all z > 0 and f ∈ L1(µ) + L2(µ).
First, observe that (4.1) implies (4.2) with D1 = D, since (Tf)
∗ ≤ (Tf)∗∗. Conversely,
assume (4.2) holds. Observe that for f ∈ Lµ the Hardy inequality (Corollary 1.14) implies∫ z
0
(Tf)∗∗(t)2 dt =
∫ z
0
(1
t
∫ t
0
(Tf)∗(s) ds
)2
dt ≤ 22
∫ z
0
(Tf)∗(t)2 dt.
Hence (4.1) holds with D = 4D1.
The constant D1 in (4.2) is not greater than than 4 when both operator norms (1,∞)
and (2, 2) are at most 1. This in particular meansD ≤ 16 for the Fourier transform. Using
the above proposition we get the following sufficient condition for ‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
with arbitrary exponents p, q. It serves as a platform to obtain our main results.
Theorem 4.2. Suppose 0 < p, q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). If
sup
h∈P∩Ω2,0
sup
0≤ϕ↓,ϕ≺h
‖ϕ‖q/2,u
‖h‖p/2,v <∞ (4.3)
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. Let C1 be the value of the supremum in the hypothesis. Fix f ∈ L1(T) and let
hf and ϕf be defined by
hf =
(∫ 1/t
0
f ∗(s) ds
)2
and ϕf =
1
16
(fˆ)∗∗(t)2.
It’s readily seen that hf is decreasing and t
2hf (t) = f
∗∗(1/t) is an increasing function.
So hf ∈ Ω2,0. In addition, f ∗ vanishes outside the interval (0, 1) since m(T) = 1. So
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hf (t) is constant on (0, 1) which means hf ∈ P ∩ Ω2,0. Notice that ϕf is also decreasing
and Proposition 4.1 implies that ϕf ≺ hf . Thus
‖ϕf‖q/2,u
‖hf‖p/2,v ≤ suph∈P∩Ω2,0
sup
0≤ϕ↓,ϕ≺h
‖ϕ‖q/2,u
‖h‖p/2,v = C1.
This implies (∫ ∞
0
ϕf (t)
q/2u(t) dt
)2/q
≤ C1
(∫ ∞
0
hf (t)
p/2v(t) dt
)2/p
,
or equivalently(∫ ∞
0
fˆ ∗∗(t)qu(t) dt
)2/q
≤ 16C1
(∫ ∞
0
(∫ 1/t
0
f ∗(s) ds
)p
v(t) dt
)2/p
.
Taking the square root of both sides, using v(t) = tp−2w(1/t), and making the change of
variable t→ 1/t we obtain(∫ ∞
0
fˆ ∗∗(t)qu(t) dt
)1/q
≤ 4
√
C1
(∫ ∞
0
f ∗∗(t)pw(t) dt
)1/p
,
which is the desired assertion with C = 4
√
C1.
It is possible to state the condition (4.3) in term of the Θ space norm.
Corollary 4.3. Suppose 0 < p, q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). If
sup
h∈P∩Ω2,0
‖h‖Θq/2(u)
‖h‖p/2,v <∞,
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. This follows from (1.11) where we defined the Θ space.
If we restrict ourselves to q ≥ 2 we can write the condition (4.3) in terms of averaging
operators.
Theorem 4.4. Suppose 0 < p <∞, q ≥ 2 and u, v, w ∈ L+ with v(t) = tp−2w(1/t). If
sup
h∈P∩Ω2,0
sup
A∈A
‖Ah‖q/2,u
‖h‖p/2,v <∞, (4.4)
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
57
Proof. Since each h ∈ P ∩ Ω2,0 is decreasing and q ≥ 2, Corollary 1.32 asserts that
sup
0≤ϕ↓,ϕ≺h
‖ϕ‖q/2,u = sup
A∈A
‖Ah‖q/2,u,
and the result follows from Theorem 4.2.
Now the results of Chapter 2 enable us to simplify the condition (4.4) as stated in
next theorem. Recall that ωz(t) = (z
−2, t−2).
Theorem 4.5. Let 0 < p ≤ 2 ≤ q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). If
sup
z>1,A∈A
‖Aωz‖q/2,u
‖ωz‖p/2,v <∞ (4.5)
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w) (4.6)
for all f ∈ L1(T).
Proof. Using Corollary 2.11 and taking the supremum over all A ∈ A we get
sup
A∈A
sup
f∈P∩Ω2,0
‖Af‖q/2,u
‖f‖p/2,v ≈ supz>1,A∈A
‖Aωz‖q/2,u
‖ωz‖p/2,v <∞.
So the existence of such C is guaranteed by Theorem 4.4.
Corollary 4.6. Let 0 < p ≤ 2 ≤ q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). If
sup
z>1
‖ωz‖Θq/2(u)
‖ωz‖p/2,v <∞
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. Since ωz is decreasing and q ≥ 2, we can use (1.12) to re-write the Θ space norm.
Then the assertion follows from Theorem 4.5
In the following theorem, we incorporate the level function of u to obtain a weaker
result. However the condition is much easier to verify because the supremum is taken
over a one parameter family of functions, namely z > 1. Thus standard calculus argu-
ments may be used to verify it. Moreover we will obtain important sufficient conditions
(Theorems 4.9 and 4.10) in the same way we did for the Fourier transform.
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Theorem 4.7. Suppose 0 < p ≤ q <∞, 2 ≤ q and u, v, w ∈ L+ with v(t) = tp−2w(1/t).
If
sup
z>1
‖ωz‖q/2,u◦
‖ωz‖p/2,v <∞
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. Corollaries 1.32 and 2.12 imply
sup
h∈P∩Ω2,0
sup
A∈A
‖Ah‖q/2,u
‖h‖p/2,v ≤ suph∈P∩Ω2,0
‖h‖q/2,u◦
‖h‖p/2,v ≈ supz>1
‖ωz‖q/2,u◦
‖ωz‖p/2,v <∞.
So the condition in Theorem 4.4 is satisfied and the proof is complete.
For our next results in this section we require some inequalities from Chapter 3. Recall
that
Fq,u(z) =
(‖ωz‖q/2,u)1/2 , Gp,w(z) = (‖ωz‖p/2,v)1/2 and v(t) = tp−2w(1/t).
In the theorem below, we replace the integral of the level function with an equivalent
expression that is sometimes more convenient.
Theorem 4.8. Suppose 0 < p ≤ q <∞, 2 ≤ q and u,w ∈ L+. If,
sup
z>1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/q( ∫ ∞
1/z
w(t)
tp
dt+ zp
∫ 1/z
0
w(t) dt
)−1/p
<∞
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. Observe, by estimate (3.4), that we have
Fq,u◦(z) ≈ z−1
(∫ z
0
u◦(t) dt
)1/q
,
which by Proposition 1.33, turns into
Fq,u◦(z) ≈ z−1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/q
.
On the other hand, Equation (3.5) asserts
Gp,w(z) =
(
z−p
∫ ∞
1/z
w(t)
tp
dt+
∫ 1/z
0
w(t) dt
)1/p
.
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Therefore,
sup
z>1
Fq,u◦(z)
Gp,w(z)
≈ sup
z>1
z−1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/q(
z−p
∫ ∞
1/z
w(t)
tp
dt+
∫ 1/z
0
w(t) dt
)−1/p
= sup
z>1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/q( ∫ ∞
1/z
w(t)
tp
dt+ zp
∫ 1/z
0
w(t) dt
)−1/p
,
which is finite by the hypothesis. This means supz>1
‖ωz‖q/2,u◦
‖ωz‖p/2,v is finite and the proof is
complete by Theorem 4.7.
Now we use Theorem 4.7 to obtain two more sufficient conditions. These conditions
are stronger but easier to use compared to Theorem 4.7.
Theorem 4.9. Let 0 < p ≤ q <∞ and 2 ≤ q. Assume u and w are weight functions on
(0,∞). If
sup
0<x<1
x
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞,
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. The proof is the same as in Theorem 3.11. Since u◦ is decreasing, (3.4) yields
(‖ωz‖q/2,u◦)1/2 = Fq,u◦(z) ≈ z−1(∫ z
0
u◦(t) dt
)1/q
.
Moreover, Inequality (3.7) implies
(‖ωz‖p/2,v)1/2 = Gp,w(z) ≥ (∫ 1/z
0
w(t) dt
)−1/p
.
The above estimates together with z = 1/x shows that
sup
z>1
Fq,u◦(z)
Gp,w(z)
≤ sup
z>1
z−1
(∫ z
0
u◦(t) dt
)1/q(∫ 1/z
0
w(t) dt
)−1/p
= sup
0<x<1
x
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
,
which is finite by hypothesis. Therefore, supz>1
‖ωz‖q/2,u◦
‖ωz‖p/2,v is finite and the proof is
complete by Theorem 4.7.
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Theorem 4.10. Let 0 < p ≤ q < ∞ and 2 ≤ q. Assume u and w are weight functions
on (0,∞). If
sup
0<x<1
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞,
then there exists C > 0 such that
‖fˆ‖Γq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T).
Proof. The proof is the same as in Theorem 3.16. Since u◦ is decreasing, (3.4) yields
(‖ωz‖q/2,u)1/2 = Fq,u(z) ≈ z−1(∫ z
0
u◦(t) dt
)1/q
.
Moreover, (3.6) implies
(‖ωz‖p/2,v)1/2 = Gp,w(z) ≥ z−1(∫ ∞
1/z
w(t)
tp
dt
)1/p
.
The above estimates, together with z = 1/x, show that
sup
z>1
Fq,u◦(z)
Gp,w(z)
≤ sup
z>1
z−1
(∫ z
0
u◦(t) dt
)1/q
.z
(∫ ∞
1/z
w(t)
tp
dt
)−1/p
= sup
0<x<1
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞,
which is finite by hypothesis. Therefore, supz>1
‖ωz‖q/2,u◦
‖ωz‖p/2,v is finite and the proof is
complete by Theorem 4.7.
Remark 4.11. Since ‖fˆ‖Λq(u) ≤ ‖fˆ‖Γq(u), Theorems 4.2 to 4.10 provide sufficient condi-
tions for ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w).
The next theorem gives a sufficient condition for boundedness of the Fourier coefficient
map F : Λp(w)→ Λq(u). We will use this theorem to generate Fourier series inequalities
with weighted Lebesgue norms in Chapter 5.
Theorem 4.12. Let 1 < p ≤ q < ∞ and 2 ≤ q. Assume u and w are weight functions
on (0,∞). If
sup
0<x<1
(∫ 1/x
0
u◦(t) dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
<∞, (4.7)
then there exists C > 0 such that
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w)
for all f ∈ L1(T).
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Proof. First, notice that w(t) is finite a.e. since it is a weight function and therefore
locally integrable. Thus, w(t)1−p
′
> 0 a.e., which means
∫ x
0
w(t)1−p
′
dt > 0 for all x > 0.
Hence, (4.7) implies that
∫ 1/x
0
u◦(t) dt < ∞ for x ∈ (0, 1). Set σ(t) = tq−2u◦(1/t) and
observe that
−
∫ x
a
σ(t)
tq
dt =
∫ 1/x
0
u◦(t) dt−
∫ 1/a
0
u◦(t) dt.
Let a→∞ to obtain ∫ ∞
x
σ(t)
tq
dt =
∫ 1/x
0
u◦(t) dt. (4.8)
This implies
sup
x>0
(∫ 1/x
0
u◦(t) dt
)1/q (∫ ∞
x
σ(t)
tq
dt
)−1/q
= 1 <∞.
So the condition in Theorem 4.10, with w(t) and p replaced with σ(t) and q, is satisfied.
It follows that there exists C1 > so that ‖fˆ‖Γq(u) ≤ C1‖f‖Γq(σ) for all f ∈ L1(T). From
‖fˆ‖Λq(u) ≤ ‖fˆ‖Γq(u) we have the inequality
‖fˆ‖Λq(u) ≤ C1‖f‖Γq(σ) (4.9)
for all f ∈ L1(T).
On the other hand, (4.7) and (4.8) show that
sup
0<x<1
(∫ ∞
x
σ(t)
tq
dt
)1/q (∫ x
0
w(t)1−p
′
dt
)1/p′
= M1 <∞. (4.10)
By continuity, (∫ ∞
1
σ(t)
tq
dt
)1/q (∫ 1
0
w(t)1−p
′
dt
)1/p′
≤M1.
Now define
w˜(t) =

w(t), 0 < t < 1,
t2/(p
′−1), t ≥ 1.
For x ≥ 1 we have(∫ x
0
w˜(t)1−p
′
dt
)1/p′
=
(∫ 1
0
w(t)1−p
′
dt+
∫ x
1
t−2 dt
)1/p′
≤
(∫ 1
0
w(t)1−p
′
dt
)1/p′
+ 1,
which implies(∫ ∞
x
σ(t)
tq
dt
)1/q (∫ x
0
w˜(t)1−p
′
dt
)1/p′
≤
(∫ ∞
1
σ(t)
tq
dt
)1/q ((∫ 1
0
w(t)1−p
′
dt
)1/p′
+ 1
)
≤M1 +
(∫ ∞
1
σ(t)
tq
dt
)1/q
.
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So we showed
sup
x≥1
(∫ ∞
x
σ(t)
tq
dt
)1/q (∫ x
0
w˜(t)1−p
′
dt
)1/p′
<∞. (4.11)
The definition of w˜ together with (4.10) and (4.11) imply
sup
x>0
(∫ ∞
x
σ(t)
tq
dt
)1/q (∫ x
0
w˜(t)1−p
′
dt
)1/p′
<∞.
So the condition for the weighted Hardy inequality (Theorem 1.15) holds. It follows that
there exists C2 > 0 such that(∫ ∞
0
(1
t
∫ t
0
g(s) ds
)q
σ(t) dt
)1/q
≤ C2
(∫ ∞
0
g(t)pw˜(t) dt
)1/p
for all g ∈ L+. Replacing g with f ∗ in the above inequality we get(∫ ∞
0
(1
t
∫ t
0
f ∗(s) ds
)q
σ(t) dt
)1/q
≤ C2
(∫ ∞
0
f ∗(t)pw˜(t) dt
)1/p
.
Notice that the function f ∗ is supported in [0, 1) since it is defined on T. Therefore, the
right hand side of the above inequality does not change if we replace w˜ with w. This
means
‖f‖Γq(σ) ≤ C2‖f‖Λp(w) (4.12)
for all f ∈ L+.
Finally (4.9) and (4.12) show that ‖fˆ‖Λq(u) ≤ C1‖f‖Γq(σ) ≤ C1C2‖f‖Λp(w) for all f ∈
L1(T). The proof is complete by taking C = C1C2
4.2 Construction of test functions
In this section we construct the collection of test functions that provides our necessary
condition for Fourier inequalities of type ‖fˆ‖Λq(u) ≤ C‖f‖Γp(w). As we will see for a
certain range of indices the necessary conditions coincides with our sufficient condition.
The approach to generate the test functions is inspired from Sinnamon’s work in [Si4].
However the details are substantially different because of the finite measure on T and
atomic measure on Z.
Throughout this section µ denotes counting measure on Z and for computations in T
we use T ∼= R/Z. We start with the following lemma, which corresponds to Lemma 4.1
and Corollary 4.2 in [Si4]. It provides a rearrangement estimate for Fourier coefficients of
the pulse function. We prove this lemma and its consequences for z ≥ 3 and in Theorem
4.18 we extend our result to z > 1. The particular choice of “3”, is to make the constant
c > 0 in Theorem 4.17 smaller.
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Lemma 4.13. Assume z ≥ 3 and let f(x) = χ(0,1/z)(x) for x ∈ T. Then fˆ ∗(y) ≥
1
3piy + 9piz
.
Proof. The Fourier coefficients of f are computed as:
fˆ(n) =

e−inpi/z
npi
sin
npi
z
, n 6= 0,
1
z
, n = 0.
To find an estimate for the rearrangement of fˆ we first need an estimate for the distri-
bution function µfˆ where µ is counting measure on Z. Assume α > 0. Then
µfˆ (α) = µ{k ∈ Z, |fˆ(k)| > α}
≥ µ{k ∈ Z \ {0}, |(1/kpi) sin(kpi/z)| > α}
≥ 2µ{0 < k ∈ Z : | sin(kpi/z)| > kpiα}
= 2
∞∑
n=1
µ{k ∈ Z, n− 1 < k/z ≤ n : | sin(kpi/z)| > kpiα}
≥ 2
∞∑
n=1
µ{k ∈ Z, n− 1 < k/z ≤ n : | sin(kpi/z)| > znpiα}
= 2
∞∑
n=1
µ(En)
where
En = {k ∈ Z, n− 1 < k/z ≤ n : | sin(kpi/z)| > znpiα}.
Let N be the (unique) integer satisfying 1/(zpiα)− 1 < N ≤ 1/(zpiα). Then n ≥ N + 1
implies znpiα > 1 which means En = ∅. Therefore,
µfˆ (α) ≥ 2
N∑
n=1
µ(En)
On each interval ((n− 1)pi , npi), the function x 7→ 1 − |(2/pi)x − (2n − 1)| consists of
two line segments. By the concavity of | sin(x)| on such intervals we have | sin(x)| ≥
1− |(2/pi)x− (2n− 1)|. Let x = kpi/z to obtain
µ(En) ≥ µ{k ∈ Z, n− 1 < k/z ≤ n : 1− |2k/z − (2n− 1)| > znpiα}
= µ{k ∈ Z, n− 1 < k/z ≤ n : n− 1 + znpiα/2 < k/z < n− znpiα/2}.
Since the interval (n− 1, n) contains the interval (n− 1 + znpiα/2, n− znpiα/2) we get
µ(En) ≥ µ{k ∈ Z, n− 1 + znpiα/2 < k
z
< n− znpiα/2}
= µ{k ∈ Z, nz − z + z2npiα/2 < k < nz − z2npiα/2}.
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Notice that in the above inequality, the quantity on the right-hand side is the number
of integers in the interval (nz − z + z2npiα/2, nz − z2npiα/2). In general the number of
integers in an interval of length L is equal to either L or L− 1. Hence,
µ(En) ≥ z − z2npiα− 1.
Now, taking the sum over n, we get
µfˆ (α) ≥ 2
N∑
n=1
(
z − z2npiα− 1)
= 2N(z − 1)− z2piαN(N + 1)
≥ 2(1/(zpiα)− 1)(z − 1)− z2piα(1/(zpiα))(1/(zpiα) + 1)
= 1/(piα)− 2/(zpiα)− 3z + 2
≥ (1/(piα))(1− 2/z)− 3z.
The hypothesis z ≥ 3 implies µfˆ (α) ≥ 1/(3piα)− 3z.
Finally for y > 0 let α = fˆ ∗(y) in the above inequality. By properties of rearrangement
we have µfˆ (fˆ
∗(y)) ≤ y. Thus
y ≥ 1
3pifˆ ∗(y)
− 3z,
which yields
fˆ ∗(y) ≥ 1
3piy + 9piz
.
The next lemma is analogous to Lemma 4.3 in [Si4] which was stated in a general sense.
That generality does not work here because of finiteness of measure on T. Therefore, we
restrict ourselves to those functions that we need later.
Lemma 4.14. Assume k is a positive integer and z > 1. Let f(x) = χ[0,1/(kz))(x). Then
for any ε > 0 there exists a function g ∈ L1(T) such that
g∗(s) = f ∗(s/k) and gˆ∗(y) ≥ fˆ ∗(y/k)− ε
for 0 ≤ s < 1 and y > 0.
Proof. We show that for a sufficiently large integer M ,
g(x) =
k−1∑
j=0
e2piijMxf
(
x− j/(kz))
would be the desired function.
First, notice that the supports of translations of f in the sum above don’t overlap. So
|g(x)| =
k−1∑
j=0
∣∣e2piijMxf(x− j/(kz))∣∣ = k−1∑
j=0
f(x− j/(kz)) = χ[0,1/z)(x).
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Therefore, g is well defined on T because 1/z < 1. Furthermore, |g(s)| and f(s) are both
decreasing functions for 0 ≤ s < 1. Hence,
g∗(s) = |g(s)| = χ[0,1/z)(s) = f(s/k) = f ∗(s/k).
Recall the translation properties of Fourier coefficients from Chapter 1. If h(x) is a
function on the unit circle, x, x0 ∈ [0, 1) and n, n0 ∈ Z, then
h1(x) = e
2piin0xf(x) and h2(x) = f(x− x0)
imply
hˆ1(n) = fˆ(n− n0) and hˆ2(n) = e−2piinx0 fˆ(n).
Making use of these two properties we get
gˆ(n) =
k−1∑
j=0
e−2pii(n−jM)j/(kz)fˆ(n− jM).
Choose M such that M > 2k/(piε). For all n satisfying |n| ≥M/2 we have
|fˆ(n)| =
∣∣∣∣einpi/kznpi sin(npi/z)
∣∣∣∣ ≤ 1/npi < ε/k.
Assume n ∈ (jM−M/2, jM+M/2) for some j ∈ {0, 1, . . . , k−1}. Then |n−lM | > M/2
for l 6= j, and we have
|gˆ(n) ≥ |fˆ(n− jM)| −
∣∣∣∣∣∑
l 6=j
e−2pii(n−lM)l/(kz)fˆ(n− lM)
∣∣∣∣∣
≥ |fˆ(n− jM)| − (k − 1)ε/k
≥ |fˆ(n− jM)| − ε.
Now we can estimate the distribution function of gˆ, with respect to the counting measure
µ. For α > 0,
µgˆ(α) = µ{n ∈ Z : |gˆ(n)| > α}
≥
k−1∑
j=0
µ{n ∈ (jM −M/2, jM +M/2) : |gˆ(n)| > α}
≥
k−1∑
j=0
µ{n ∈ (jM −M/2, jM +M/2) : |fˆ(n− jM)| − ε > α}
= kµ{n ∈ (−M/2,M/2) : |fˆ(n)| > α + ε}.
Note that n /∈ (−M/2,M/2) implies |fˆ(n)| < ε. Hence,
µgˆ(α) ≥ kµ{n ∈ Z : |fˆ(n)| > α + ε} = kµfˆ (α + ε).
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Finally, the properties of rearrangement and distribution functions imply µf (f
∗(y)) ≤ y
and f ∗(µf (α)) ≤ α. So for y > 0,
y ≥ µgˆ(gˆ∗(y)) ≥ kµfˆ (gˆ∗(y) + ε).
Since fˆ ∗ is a decreasing function, we have
fˆ ∗(y/k) ≤ fˆ ∗ (µf (gˆ(y) + ε)) ≤ gˆ∗(y) + ε.
Thus gˆ∗(y) ≥ fˆ ∗(y/k)− ε.
We combine the last two lemmas to obtain an estimate for the Fourier coefficients of
a family of functions equimeasurable with χ[0,1/z).
Corollary 4.15. For z ≥ 3, r > 0 and ε > 0 there exists g ∈ L1(T) such that
g∗ = χ[0,1/z) and gˆ∗(y) ≥ 1
3piy/r + 9pi(r + 1)z
− ε.
Proof. Let k be the integer satisfying r ≤ k < r + 1 and let f = χ[0,1/kz). Then by
Lemma 4.14 there exists g such that
g∗(s) = f ∗(s/k) = χ[0,1/z) and gˆ∗(y) ≥ fˆ ∗(y/k)− ε.
Lemma 4.13 yields
gˆ∗(y) ≥ 1
3piy/k + 9pikz
− ε ≥ 1
3piy/r + 9pi(r + 1)z
− ε.
The next lemma generalizes Lemma 4.14 to a possibly infinite number of functions.
However the estimate for gˆ∗ in Lemma 4.14 is sharper than the estimate in this more
general setting.
Lemma 4.16. Let {pj} be a sequence of non-negative real numbers satisfying
∑∞
j=1 pj =
p0 < 1. For each pj let fj = χ[0,pj). Then for any ε > 0 there exists g ∈ L1(T) such that
g∗ = χ[0,p0) and gˆ
∗(y) ≥ fˆ ∗j (y)− ε, j = 1, 2, . . . .
Proof. Let X1 = 0 and Xj =
∑j−1
l=1 pl for j ≥ 2. Define g as
g(x) =
∞∑
j=1
e2piiMjxfj(x−Xj),
where the Mj’s are to be chosen later. The numbers Xj were defined so that the supports
of the translated functions fj(x−Xj) don’t overlap. It is readily seen that
|g(x)| =
∞∑
j=1
|e2piiMjxfj(x−Xj)| = χ[0,p0).
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So g is well defined on S. In addition g∗ = χ[0,p0). The Fourier coefficients of g are given
by:
gˆ(n) =
∞∑
j=1
e−2pii(n−Mj)Xj fˆj(n−Mj).
Note that the series defining gˆ(n) converges for all n, since g ∈ L1(T).
For each j choose Rj such that Rj ≥ 2j/(piε). It follows that for all |n| ≥ Rj,
|fˆj(n)| = 1/(npi)| sin(npipj)| ≤ 1/(npi) < ε2−j.
Now set M1 = 0 and assume M1,M2, ...,Mj−1 are chosen positive integers. Then choose a
positive integer Mj such that the interval (Mj−Rj,Mj +Rj) does not intersect intervals
(Mi −Ri,Mi +Ri) for i = 1, 2, ..., j − 1. For each n ∈ (Mj −Rj,Mj +Rj) we have
|gˆ(n)| ≥ |fˆj(n−Mj)| −
∑
l 6=j
|fˆl(n−Ml)| ≥ |fˆj(n−Mj)| −
∑
l 6=j
ε2−j ≥ fˆj(n−Mj)− ε.
For α > 0,
µgˆ(α) = µ{n ∈ Z : |gˆ(n)| > α}
≥
∞∑
j=1
µ{n ∈ (Mj −Rj,Mj +Rj) : |gˆ(n)| > α}
≥
∞∑
j=1
µ{n ∈ (Mj −Rj,Mj +Rj) : |fˆj(n−Mj)| − ε > α}
=
∞∑
j=1
µ{n ∈ (−Rj, Rj) : |fˆj(n)| − ε > α}
≥ sup
j
µ{n ∈ (−Rj, Rj) : |fˆj(n)| − ε > α}
= sup
j
µ{n : |fˆj(n)| > α + ε}
= sup
j
µfj(α + ε).
Here we used the fact that |fˆj(n)| < ε for n /∈ (−Rj, Rj). Finally, a similar argument as
in Lemma 4.14 implies that gˆ∗(y) ≥ fˆj∗(y)− ε.
Now we are ready to prove the main result of this section which will be used in proving
our necessary conditions. First we get the result for z ≥ 3 and then we extend it to z > 1.
This theorem comparable to Theorem 4.6 in [Si4] which deals with the Fourier transform
on Rn.
Theorem 4.17. Let z ≥ 3 and A ∈ A. For each ε > 0 there exists f ∈ L1(T) such that
f ∗ ≤ χ[0,1/z) and (Aωz)1/2 ≤ c1(fˆ ∗ + ε),
with c1 = 320.
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Proof. Let {(ai, bi)} be the collection of intervals associated to A. Let (a0, b0) be the
interval containing z if there is one. If there is no such interval we set a0 = b0 = 1.
Choose y ≥ 0. There are 3 possible cases.
Case 1: y /∈ (a0, b0) and Aωz(y) ≤ 2ωz(y). Let f0 = χ[0,1/4z). Then f ∗0 = χ[0,1/4z) and
by Lemma 4.13 we have
f ∗0 (y) ≥ (3piy + 36piz)−1 ≥ (39pimax(z, y))−1 = (39pi)−1 min(z−1, y−1).
It follows that
Aωz(y)
1/2 ≤
√
2 min(z−1, y−1) ≤ 39
√
2pif ∗0 (y) ≤ c1f ∗0 (y).
So in this case
(Aωz)(y)
1/2 ≤ c1(fˆ0∗(y) + ε/2). (4.13)
Case 2: y ∈ (a0, b0). Note that this case does not occur if none of the intervals
associated to A contains z. Invoke Corollary 4.15 with r0 =
√
b0/8z and z0 = 8z/3.
There exists a function g0 such that g
∗
0 = χ[0,3/8z) and
gˆ0
∗(y) + ε/2 ≥ (3piy/r0 + 9pi(r0 + 1)z0)−1
=
(
3piy
√
8z/b0 + 9pi(
√
b0/8z + 1)(8z/3)
)−1
= (b0z)
−1/2
(
6pi
√
2(y/b0) + 6pi
√
2 + 24pi
√
z/b0
)−1
.
Since z and y lie in the interval (a0, b0) we conclude that both y/b0 and z/b0 are less than
one. Therefore,
gˆ0
∗(y) + ε/2 ≥ 1√
b0z
(
12
√
2pi + 24pi
)−1
.
On the other hand, since ωz is decreasing we get
Aωz(y)
1/2 =
(
1
b0 − a0
∫ b0
a0
ωz
)1/2
≤
(
1
b0
∫ b0
0
ωz
)1/2
≤
(
1
b0
∫ ∞
0
ωz
)1/2
=
√
2√
b0z
.
It follows that
Aωz(y)
1/2 ≤
√
2
(
12
√
2pi + 24pi
) 1√
b0z
(
12
√
2pi + 24pi
)−1
≤ c1gˆ0∗(y) + ε/2.
Hence, in this case we have
(Aωz)
1/2 ≤ c1(gˆ0∗ + ε/2). (4.14)
Case 3: y /∈ (a0, b0) and Aωz(y) > 2ωz(y). Observe that if y does not belong to any
interval (aj, bj), then Aωz(y) = ωz(y). The same is true if y lies in some interval (aj, bj)
contained in (0, z), because ωz is constant on such an interval. Therefore, in the third
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case, y lies in some interval (aj, bj) of A with bj ≥ z. Moreover y /∈ (a0, b0) implies a ≥ z.
Therefore, with z ≤ a < y < bj, we have:
Aωz(y) =
1
bj − aj
∫ bj
aj
min(z−2, t−2) dt =
1
bj − aj
∫ bj
aj
t−2 dt =
1
ajbj
.
On the other hand,
ωz(y) = min(z
−2, y−2) = y−2 > b−2j .
Now the condition Aωz(y) > 2ωz(y) implies 1/(ajbj) > 2/(b
2
j) which means aj < bj/2.
We distinguish all intervals (aj, bj) with this property by defining
J = {j : z ≤ aj < bj/2}.
This means in this case, y ∈ (aj, bj) for some j ∈ J .
Now for each j ∈ J , we again invoke Corollary 4.15, this time with rj =
√
bj/(16aj)
and zj = 16aj/3, to produce a function gj so that g
∗
j = χ[0,3/16aj) and
gˆj
∗(y) + ε/2 ≥ (3piy/rj + 9pi(rj + 1)zj)−1
=
(
3piy
√
16aj/bj + 9pi(
√
bj/(16aj) + 1)(16aj/3)
)−1
= (ajbj)
−1/2
(
12pi(y/bj) + 12pi + 24
√
2pi
√
2aj/bj
)−1
.
Since both y/bj and 2aj/bj are less than 1, we get
gˆj
∗(y) + ε/2 ≥ 1√
ajbj
(
24pi + 24
√
2pi
)−1
.
It follows that
Aωz(y)
1/2 =
1√
ajbj
≤
(
24pi + 24
√
2pi
)
(gˆj
∗(y) + ε/2) ≤ c1 (gˆj∗(y) + ε/2) .
Hence, in this case we get
(Aωz)
1/2 ≤ c1(gˆj∗ + ε/2). (4.15)
We are going to apply Lemma 4.16 to the collection of functions F = {f0, g0, gj : j ∈
J}. First we need to prove that the sum
p0 =
1
4z
+
3
8z
+
∑
j∈J
3
16aj
is less than 1. For each j ∈ J , let mj be the largest integer such that 2mjz ≤ aj. Note
that mj ≥ 0 since aj ≥ z. Now let j, k ∈ J be distinct and assume aj ≤ ak. Since the
intervals of A are disjoint, we have bj ≤ ak. This implies 2mjz ≤ aj < bj/2 ≤ ak/2 which
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means 2mj+1z < ak. It follows that mj + 1 ≤ mk and therefore mj < mk. We conclude
that all mj’s are different which implies∑
j∈J
1
aj
≤ 1
z
∑
j∈J
2−mj ≤ 1
z
∞∑
m=0
2−m =
2
z
.
Thus p0 ≤ 1
z
≤ 1
3
< 1.
Now Lemma 4.16 guarantees the existence of a function f so that f ∗ = χ[0,p0) ≤
χ[0,1/z), and
fˆ ∗(y) ≥ fˆ0∗(y)− ε/2,
fˆ ∗(y) ≥ gˆ0∗(y)− ε/2, and
fˆ ∗(y) ≥ gˆj∗(y)− ε/2, j ∈ J.
These inequalities together with Inequalities (4.13) , (4.14) and (4.15) yield
(Aωz)
1/2 ≤ c1(fˆ ∗ + ε).
Theorem 4.18. Let z > 1 and A ∈ A. For each ε > 0 there exists a function f ∈ L1(T)
such that
f ∗ ≤ χ[0,1/z) and (Aωz)1/2 ≤ c(fˆ ∗ + ε),
with c = 3c1 = 549
Proof. If z ≥ 3 then Theorem 4.17 implies existence of the desired function f . If 1 < z < 3
then we invoke Theorem 4.17 with z = 3 to produce a function f so that f ∗ ≤ χ[0, 1
3
)
and (Aω3)
1/2 ≤ c1(fˆ ∗ + ε). Obviously f ∗ ≤ χ[0,1/z). We also have ωz ≤ (9/z2)ω3 which
implies Aωz ≤ 9Aω3 and completes the proof.
4.3 Necessary conditions
Now we use the test functions from the previous section to give necessary conditions for
Fourier series inequalities in the Lorentz space setting. Our first theorem is a necessary
condition for the boundedness of F : Γp(w)→ Λq(u).
Theorem 4.19. Assume 0 < p < ∞ , 0 < q < ∞ and let u,w ∈ L+. Suppose C > 0
and (∫ ∞
0
fˆ ∗(t)q u(t) dt
)1/q
≤ C
(∫ ∞
0
f ∗∗(t)pw(t) dt
)1/p
,
for all functions f ∈ L1(T). Then
sup
z>1
sup
A∈A
‖Aωz‖q/2,u
‖ωz‖p/2,v ≤ c
2C2,
where c is the constant of Theorem 4.18 and v(t) = tp−2w(1/t).
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Proof. Fix A ∈ A, z > 1. Assume ε > 0 and let f be the corresponding function in
Theorem 4.18. We have∫ 1
t
0
f ∗(s) ds ≤
∫ 1
t
0
χ[0,1/z) ds = min(z
−1, t−1) = ωz(t)1/2,
which implies∫ ∞
0
f ∗∗(t)pw(t) dt =
∫ ∞
0
(∫ 1/t
0
f ∗(s) ds
)p
v(t) dt ≤
∫ ∞
0
ωz(t)
p/2 v(t) dt.
It follows that (∫ ∞
0
f ∗∗(t)pw(t) dt
)2/p
≤ ‖ωz‖p/2,v. (4.16)
Let gε(t) = max(c
−1Aωz(t)1/2−ε, 0) and observe that fˆ ∗ ≥ gε since (Aωz)1/2 ≤ c(fˆ ∗+ε).
Also notice that gε(t) increases to c
−1Aωz(t)1/2 as ε decreases to 0. Now,(∫ ∞
0
fˆ ∗(t)q u(t) dt
)2/q
≥
(∫ ∞
0
gε(t)
q u(t) dt
)2/q
.
The last two inequalities together with the hypothesis yield(∫ ∞
0
gε(t)
q u(t) dt
)2/q
≤ C2‖ωz‖p/2,v.
Finally let ε→ 0 and use the monotone convergence theorem to obtain(∫ ∞
0
[c−1Aωz(t)1/2]q u(t) dt
)2/q
≤ C2‖ωz‖p/2,v,
which asserts
‖Aωz‖q/2,u ≤ c2C2‖ωz‖p/2,v,
and the proof is complete.
The following useful corollary is immediate.
Corollary 4.20. Assume 0 < p < ∞ , 0 < q < ∞ and let u, v, w ∈ L+ with v(t) =
tp−2w(1/t). Suppose C > 0 and(∫ ∞
0
fˆ ∗(t)q u(t) dt
)1/q
≤ C
(∫ ∞
0
f ∗∗(t)pw(t) dt
)1/p
for all functions f ∈ L1(T). Then
sup
z>1
‖ωz‖q/2,u
‖ωz‖p/2,v <∞.
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Proof. In Theorem 4.19, observe that the identity operator is a particular averaging
operator.
When w satisfies the reverseBp condition, we obtain the following necessary condition.
Proposition 4.21. Let 0 < p, q < ∞ and assume u and w are weight functions on
(0,∞). Suppose w ∈ RBp. If there exists C > 0 so that
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
for all f ∈ L1(T), then
sup
0<x<1
(
xq
∫ 1/x
0
u(t) dt+
∫ ∞
1/x
u(t)
tq
dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞.
Proof. We repeat the proof of Proposition 3.23. Corollary 4.20 implies supz>0
Fq,u(z)
Gp,w(z)
<
∞. Now Equations (3.1) and (3.9) assert that
Fq,u(z) =
(
z−q
∫ z
0
u(t) dt+
∫ ∞
z
u(t)
tq
dt
)1/q
and Gp,w ≈
(∫ ∞
1/z
w(t)
tp
dt
)1/p
.
The proof is complete by taking x = 1/z.
It is possible obtain a similar necessary condition for w ∈ Bp, like Proposition 3.21.
But here, we first use the test functions introduced in Theorem 4.18 to get a general
necessary condition for boundedness of F : Λp(w) → Λq(u). Then we deduce the result
corresponding to Proposition 3.21 but with no restriction on w(t).
Theorem 4.22. Assume 0 < p <∞, 0 < q <∞ and let u,w ∈ L+. Suppose C > 0 and(∫ ∞
0
fˆ ∗(t)q u(t) dt
)1/q
≤ C
(∫ 1
0
f ∗(t)pw(t) dt
)1/p
for all functions f ∈ L1(T). Then
sup
z>1
sup
A∈A
‖Aωz‖q/2,u
(∫ 1/z
0
w(t) dt
)−2/p
≤ c2C2
where c is the constant of Theorem 4.18.
Proof. The proof is the same as the proof of Theorem 4.19 except for the estimate (4.16)
which is replaced with(∫ 1
0
f ∗(t)pw(t) dt
)2/p
≤
(∫ 1/z
0
w(t) dt
)2/p
.
We omit the details.
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Corollary 4.23. Assume 0 < p < ∞, 0 < q < ∞ and let u,w ∈ L+. Suppose C > 0
and
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w)
for all f ∈ L1(T). Then
sup
0<x<1
(
xq
∫ 1/x
0
u(t) dt+
∫ ∞
1/x
u(t)
tq
dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞.
Proof. Let A be the identity operator in Theorem 4.22. We have
sup
z>0
Fq,u(z)
(∫ 1/z
0
w(t) dt
)−1/p
<∞.
Now equation (3.1) asserts that
Fq,u(z) =
(
z−q
∫ z
0
u(t) dt+
∫ ∞
z
u(t)
tq
dt
)1/q
.
Set x = 1/z, and the proof is complete.
4.4 Necessary and sufficient conditions
We are now ready combine our sufficient conditions and necessary conditions to provide
various characterizations for boundedness of F : Γp(w) → Λq(u). We start with the
following theorem for the case p ≤ 2.
Theorem 4.24. Let 0 < p ≤ 2 ≤ q <∞ and u, v, w ∈ L+ with v(t) = tp−2w(1/t). Then
there exists C > 0 such that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w) (4.17)
holds for all f ∈ L1(T) if and only if
sup
z>1,A∈A
‖Aωz‖q/2,u
‖ωz‖p/2,v <∞. (4.18)
Proof. The sufficient part follows from Theorems 4.5 with the observation that ‖fˆ‖Λq(u) ≤
‖fˆ‖Γq(u). The necessary part is proved in Theorem 4.19.
Corollary 4.25. Let 0 < p ≤ 2 ≤ q <∞ and u, v, w ∈ L+ with w(t) = tp−2v(1/t). Then
there exists C > 0 such that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(T) if and only if
sup
z>1
‖ωz‖Θq/2(u)
‖ωz‖p/2,v <∞. (4.19)
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Proof. It follows from Theorem 4.24 and definition of the Lorentz Θ norm.
When u(t) is decreasing, we get the following readily verifiable characterization of the
boundedness of F : Γp(w)→ Λq(u).
Theorem 4.26. Let 0 < p ≤ q < ∞ , q ≥ 2 and assume u and w are weight functions
on (0,∞) with v(t) = tp−2w(1/t). Suppose u is decreasing. Then there exists C > 0 so
that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(T) if and only if
sup
z>1
‖ωz‖q/2,u
‖ωz‖p/2,v <∞.
Proof. Since u is decreasing we have u◦ = u. So we may invoke the sufficient condition
of Theorem 4.7. The necessity is stated in Corollary 4.20.
Another case where we get a simple necessary and sufficient condition, is q = 2. The
following theorem and its corollary characterize all weights u,w for which the Fourier
coefficient map F : Γp(w)→ Λ2(u) is bounded.
Theorem 4.27. Suppose 0 < p ≤ 2 and u, v, w ∈ L+ with v(t) = tp−2w(1/t). Then there
exists C > 0 such that the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w) (4.20)
holds for all functions f ∈ L1(T) if and only if
sup
z>1
‖ωz‖1,u◦
‖ωz‖p/2,v <∞. (4.21)
Proof. Theorem 4.7 with q = 2 asserts that (4.21) implies (4.20). Conversely, assume
(4.20) holds for some constant C. Since ωz is decreasing, Theorem 1.30 with h = ωz
implies
‖ωz‖1,u◦ =
∫ ∞
0
ωzu
◦ = sup
A∈A
∫ ∞
0
(Aωz)u = sup
A∈A
‖Aωz‖1,u. (4.22)
Then we use Theorem 4.19 with q = 2 to get
sup
z>1
‖ωz‖1,u◦
‖ωz‖p/2,v = supA∈A
z>1
‖Aωz‖1,u
‖ωz‖p/2,v ≤ c
2C2 <∞,
which proves (4.21).
Remark 4.28. This theorem is a special case of Corollary 4.25 with q = 2. In fact (4.22)
shows that ‖ωz‖1,u◦ = ‖ωz‖Θ1(u), and therefore the two conditions (4.21) and (4.19) are
identical.
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Corollary 4.29. Suppose 0 < p ≤ 2 and u,w ∈ L+. Then there exists C > 0 such that
the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w) (4.23)
holds for all functions f ∈ L1(T) if and only if
sup
z>1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/2( ∫ ∞
1/z
w(t)
tp
dt+ zp
∫ 1/z
0
w(t) dt
)−1/p
<∞.
Proof. The assertion follows from Theorem 4.27 and the following estimate we showed
in proof of Theorem 4.8.
sup
z>1
‖ωz‖1,u◦
‖ωz‖p/2,v ≈ supz>1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/2( ∫ ∞
1/z
w(t)
tp
dt+ zp
∫ 1/z
0
w(t) dt
)−1/p
.
Now we give the Fourier series version of Theorem 2 in [BH2]. We stated that theorem
in Theorem 3.13.
Theorem 4.30. Let u and w be weight functions on (0,∞).
(i ) Let 1 < p ≤ q <∞, q ≥ 2 and assume u is decreasing and w ∈ Bp. If
sup
0<x<1
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞ (4.24)
then there exists C > 0 such that for all f ∈ L1(T),
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w).
(ii ) Conversely, assume p, q > 1 and u and w are arbitrary weight functions. If
‖fˆ‖Λq(u) ≤ C‖f‖Λp(w) for all f ∈ L1(T), then (4.24) holds.
Proof. To prove (i), observe that u◦ = u since u is decreasing. Moreover ‖.‖Γp(w) ≈
‖.‖Λp(w) since w ∈ Bp. So the assertion is implied by Theorem 4.9.
To prove (ii), take A ∈ A to be the identity in Theorem 4.22. The theorem implies
sup
z>1
‖ωz‖q/2,u
(∫ 1/z
0
w(t) dt
)−2/p
<∞.
Recall Inequality (3.2) which asserts(‖ωz‖q/2,u)1/2 = Fq,u(z) ≥ z−1(∫ z
0
u(t) dt
)1/q
.
It follows that
sup
z>1
z−2
(∫ z
0
u(t) dt
)2/q(∫ 1/z
0
w(t) dt
)−2/p
<∞.
Taking the square root and setting x = 1/z completes the proof.
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A somewhat similar result holds for RBp weights. But the necessary condition is for a
restricted class of weights, compared to the above theorem.
Theorem 4.31. Let 0 < p ≤ q < ∞ and q ≥ 2. Assume u and w are weight functions
on (0,∞) with u decreasing and w ∈ RBp. Then there exists C > 0 so that the inequality
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w),
holds for all f ∈ L1(T) if and only if
sup
0<x<1
(∫ 1/x
0
u(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
<∞. (4.25)
Proof. By estimate (3.2) for a decreasing u, we have
(‖ωz‖q/2,u)1/2 = Fq,u(z) ≈ z−1(∫ z
0
u
)1/q
.
Let v(t) = tp−2w(1/t). Since w satisfies the RBp condition, the inequality (3.9) holds, so
(‖ωz‖p/2,v)1/2 = Gp,w(z) ≈ z−1(∫ ∞
1/z
w(t)
tp
dt
)1/p
.
Now (
sup
z>1
‖ωz‖q/2,u
‖ωz‖p/2,v
)1/2
≈ sup
z>1
(∫ z
0
u(t) dt
)1/q (∫ ∞
1/z
w(t)
tp
dt
)−1/p
= sup
0<x<1
(∫ 1/x
0
u(t) dt
)1/q (∫ ∞
x
w(t)
tp
dt
)−1/p
.
where we used x = 1/z. The above supremum is finite by hypothesis. Hence the proof is
complete by Theorem 4.26.
The last results in this chapter are necessary and sufficient conditions for the bound-
edness of F : Γp(w)→ Λq(u) in the case q = 2. We have two theorems corresponding to
the Bp and RBp conditions on w. But the weight u(t) need not be decreasing anymore.
Theorem 4.32. Let 0 < p ≤ 2 and assume u and w are weight functions on (0,∞).
Suppose w ∈ RBp. Then there exists C > 0 so that the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w)
holds for all f ∈ L1(T) if and only if
sup
0<x<1
(∫ 1/x
0
u◦(t) dt
)1/2(∫ ∞
x
w(t)
tp
dt
)−1/p
<∞.
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Proof. The proof is similar to proof of Theorem 4.31 with q = 2 and u replaced with u◦.
Let v(t) = tp−2w(1/t). Since u◦ is decreasing and w ∈ RBp we get(
sup
z>1
‖ωz‖1,u◦
‖ωz‖p/2,v
)1/2
≈ sup
z>1
(∫ z
0
u◦(t) dt
)1/2(∫ ∞
1/z
w(t)
tp
dt
)−1/p
= sup
0<x<1
(∫ 1/x
0
u◦(t) dt
)1/2(∫ ∞
x
w(t)
tp
dt
)−1/p
,
where we used x = 1/z. The proof is complete by Theorem 4.27.
Theorem 4.33. Let 0 < p ≤ 2 and assume u and w are weight functions on (0,∞).
Suppose w ∈ Bp. Then there exists C > 0 so that the inequality
‖fˆ‖Λ2(u) ≤ C‖f‖Λp(w)
holds for all f ∈ L1(T) if and only if
sup
0<x<1
x
(∫ 1/x
0
u◦(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
<∞.
Proof. Let v(t) = tp−2w(1/t). Since u◦ is decreasing and w ∈ Bp we get(
sup
z>1
‖ωz‖1,u◦
‖ωz‖p/2,v
)1/2
≈ sup
z>1
z−1
(∫ z
0
u◦(t) dt
)1/2(∫ 1/z
0
w(t) dt
)−2/p
= sup
0<x<1
x
(∫ 1/x
0
u◦(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
,
where we used x = 1/z. By Theorem 4.27 the above supremum is finite if and only if
‖fˆ‖Λ2(u) ≤ C‖f‖Γp(w) holds. The proof is complete since w ∈ Bp and therefore ‖f‖Γp(w) ≈
‖f‖Λp(w).
Remark 4.34. When using conditions like those in Theorem 4.33 we verify the function
Φu◦,w(x) = x
(∫ 1/x
0
u◦(t) dt
)1/2(∫ x
0
w(t) dt
)−1/p
is bounded on the interval (0, 1). We show that the condition w ∈ Bp implies
∫ x
0
w(t)dt >
0 for all x ∈ (0, 1). Recall that the Bp condition means for some bp > 0 we have∫ ∞
x
w(t)
tp
dt ≤ bp 1
xp
∫ x
0
w(t) dt, x > 0.
If
∫ y
0
w(t)dt = 0 for some y > 0, then
∫ x
0
w(t)dt = 0 for x ∈ (0, y) and therefore,∫ ∞
0
w(t)
tp
dt = 0,
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which is not possible since w is not identically zero. We conclude that the Bp condition for
w makes Φu◦,w(x) a continuous function. Therefore, Φu◦,w(x) is bounded on the interval
(0, 1) if and only if its limits as x→ 0 and x→ 1 are bounded. This observation is very
useful when we apply the general results to specific weight functions. See Theorem 5.11
as an example.
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Chapter 5
Applications to other function
spaces
In this chapter we apply our results from Chapter 4 to some important special cases.
In Section 1, we follow the method of Benedetto and Heinig from [BH2], to obtain
some sufficient and necessary conditions for the boundedness of the Fourier coefficient
map F : Lp(w) → `q(u). These are analogous to the results on the Fourier transform
discussed in Chapter 3. However, we don’t get those results that were obtained from
duality properties of the Fourier transform, because the Lorentz norm inequalities for
the Fourier transform on Z are unknown.
In Section 2, we consider well-known examples of weighted Lorentz spaces, and pro-
vide Fourier series inequalities in Lorentz space Lr,p, Zygmund space L logL, and Lorentz-
Zygmund space Lr,p(logL)α. We reproduce some of the sufficient conditions from Ben-
nett and Rudnick in [BR] and provide their converse as well. The consequence is a
characterization, for a large range of exponents, exactly when the Fourier coefficient map
F : Lr,q(logL)β −→ `s,q(log `)β is bounded.
5.1 Weighted Lebesgue inequalities
Similar to the approach used for the Fourier transform, we use our weighted Lorentz
inequalities to obtain weighted Lp inequalities for Fourier coefficients. The key is the
Hardy-Littlewood-Polya inequality, which implies the following lemma.
Lemma 5.1. Let 0 < p, q < ∞ and suppose u and w are weight functions on Z and
T respectively. Assume ‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w~) where C > 0 and f is a measurable
function on T. Then ‖fˆ‖`q(u) ≤ C‖f‖Lp(w).
Proof. Let m(x) and µ(k) denote normalized Lebesgue measure on T and counting mea-
sure on Z, respectively. Since (|f |p)∗ = (f ∗)p, the Hardy-Littlewood-Polya inequality
(1.1) yields
‖fˆ‖`q(u) =
(∫
Z
|fˆ(k)|q u(k) dµ(k)
)1/q
≤
(∫ ∞
0
fˆ ∗(t)q u∗(t) dt
)1/q
= ‖fˆ‖Λq(u∗).
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The hypothesis, together with (1.2), shows that
‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w~) = C
(∫ 1
0
f ∗(x)pw~(t) dt
)1/p
≤
(∫
T
|f(x)|pw(x) dm(x)
)1/p
,
which completes the proof.
Assume w(x) is a weight function defined on T. Then (1/w)∗ vanishes outside (0, 1).
So w~(t) =∞ on [1,∞). However the expression ‖f‖Λp(w~) remains valid, because for a
function f : T→ C the decreasing rearrangement is supported in (0, 1). In particular, if
w¯ = w~χ(0,1) then ‖f‖Λp(w~) = ‖f‖Λp(w¯). We will use this in the following theorem which
gives a sufficient condition for ‖fˆ‖`q(u) ≤ C‖f‖Lp(w).
Theorem 5.2. Let 1 < p ≤ q <∞, q ≥ 2 and suppose u and w are weight functions on
Rn. Set w¯ = w~χ(0,1) and assume w¯ ∈ Bp. If
sup
0<x<1
x
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t) dt
)−1/p
<∞,
then there exists C > 0 such that(∫
Z
|fˆ(k)|q u(k) dµ(k)
)1/q
≤ C
(∫
T
|f(x)|pw(x) dm(x)
)1/p
or, equivalently,
‖fˆ‖`q(u) ≤ C‖f‖Lp(w)
for all f ∈ L1(T).
Proof. Since x ∈ (0, 1) in the above supremum, we may replace w~ with w¯. Now w¯ ∈ Bp
and u∗ is decreasing. So the conditions of Theorem 4.30, with u and w replaced with
u∗ and w¯, are satisfied. Thus there exists C > 0 such that ‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w¯) =
C‖f‖Λp(w~) for all f ∈ L1(T). The proof is complete by Lemma 5.1.
Note that we can not get the Fourier series analogue of Theorem 3.31 which provides
a sufficient condition in the case q < 2. The proof of Theorem 3.31 is based on Theorem
3.29 and self duality of the Fourier transform on Rn.
Here, a substantial difference between the Fourier transform on Rn and the Fourier
transform on T arises. In order to use the duality argument we need the corresponding
result of Theorem 5.2 for the dual operator; this is the trigonometric series map defined
on `1 by [F((an)n∈Z)] (t) = ∑
n∈Z
ane
−2piint.
This provides a strong motivation to study the mapping properties of the trigonometric
series, in Lorentz spaces and weighted Lebesgue spaces.
Another sufficient condition is stated in the next theorem, which is analogous to
Theorem 3.32. Notice that the theorem holds for a smaller range of indices (q ≥ 2). The
reason is that we used a duality argument to prove the case 1 ≤ q < 2 in Theorem 3.32.
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Theorem 5.3. Let 1 < p ≤ q <∞, q ≥ 2 and assume u and w are weight functions on
Rn. If
sup
0<x<1
(∫ 1/x
0
u∗(t) dt
)1/q (∫ x
0
w~(t)1−p
′
dt
)1/p′
<∞,
then there exists C > 0 such that
‖fˆ‖`q(u) ≤ C‖f‖Lp(w)
for all f ∈ L1(T).
Proof. We invoke Theorem 4.12, replacing u and w with u∗ and w~, respectively. Thus
there exists C > 0 such that ‖fˆ‖Λq(u∗) ≤ C‖f‖Λp(w~) for all f ∈ L1(T). It follows from
Lemma 3.28 that ‖fˆ‖Lq(u) ≤ C‖f‖Lp(w).
The next lemma prepares us to give necessary conditions for the boundedness of the
Fourier coefficient map between weighted Lp spaces.
Lemma 5.4. Let 0 < p, q < ∞ and suppose u and w are weight functions on Z and T,
respectively. Assume ‖fˆ‖`q(u) ≤ C‖f‖Lp(w) where C > 0 and f is a measurable function
on T. Then ‖fˆ‖Λq(u~) ≤ C‖f‖Λp(w∗).
Proof. Let m(x) and µ(k) denote normalized Lebesgue measure on T and counting mea-
sure on Z, respectively. By hypothesis we have(∫
Z
|fˆ(k)|q u(k) dµ(k)
)1/q
≤ C
(∫
T
|f(x)|pw(x) dm(x)
)1/p
.
For the right hand side, the Hardy-Littlewood-Polya inequality (1.2) and (|fˆ |q)∗ = (fˆ ∗)q
imply
‖fˆ‖Λq(u~) =
(∫ ∞
0
fˆ ∗(t)q u~(t) dt
)1/q
≤
(∫
Z
|fˆ(k)|q u(k) dµ(k)
)1/q
.
For the left hand side, we invoke (1.1) together with (|f |p)∗ = (f ∗)p to get(∫
T
|f(x)|pw(x) dm(x)
)1/p
≤
(∫ ∞
0
f ∗(x)pw∗(t) dt
)1/p
= ‖f‖Λp(w∗).
It follows that ‖fˆ‖Λq(u~) ≤ C‖f‖Λp(w∗) which completes the proof.
Now we have the following necessary condition.
Theorem 5.5. Suppose 0 < p <∞ , 0 < q <∞ and let u and w be weight functions on
Z and T, respectively. Assume there exists C > 0 such that
‖fˆ‖`q(u) ≤ C‖f‖Lp(w)
for all f ∈ L1(T). Then
sup
0<x<1
(∫ ∞
1/x
u~(t)
tq
dt
)1/q (∫ x
0
w∗(t) dt
)−1/p
<∞. (5.1)
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Proof. The hypothesis of the theorem together with Lemma 5.4, implies ‖fˆ‖Λq(u~) ≤
C‖f‖Λp(w∗) for all f ∈ L1(T). Corollary 4.23 with u and w replaced with u~ and w∗,
respectively, yields
sup
0<x<1
(
xq
∫ 1/x
0
u~(t) dt+
∫ ∞
1/x
u~(t)
tq
dt
)1/q (∫ x
0
w∗(t) dt
)−1/p
<∞.
This completes the proof since∫ ∞
1/x
u~(t)
tq
dt ≤ xq
∫ 1/x
0
u~(t) dt+
∫ ∞
1/x
u~(t)
tq
dt.
5.2 Lorentz-Zygmund spaces
Now we apply our sufficient and necessary conditions for ‖fˆ‖Λq(u) ≤ C‖f‖Λp(w) and
‖fˆ‖Λq(u) ≤ C‖f‖Γp(w) to Lorentz spaces with power and logarithmic weights, namely
Lorentz space Lr,p, Zygmund space L logL and Lorentz-Zygmund space Lr,p(logL)α.
We start with L logL. Recall from Section 1.3 that L logL = Γ1(w) where w = χ(0,1).
Theorem 5.6. Assume q ≥ 2 and let u(t) be a weight function. If
sup
z>1
z
(1 + log z)q
(
sup
y>z
1
y
∫ y
0
u(t) dt
)
<∞,
then the Fourier coefficient map F : L logL −→ Λq(u) is bounded.
Proof. The proof is based on Theorem 4.8 with p = 1 and w = χ(0,1). For z > 1 we have∫ ∞
1/z
w(t)
t
dt+ z
∫ 1/z
0
w(t) dt =
∫ 1
1/z
1
t
dt+ z
∫ 1/z
0
dt = log z + 1. (5.2)
Hence, by Theorem 4.8 the inequality ‖fˆ‖Γq(u) ≤ C‖f‖Γ1(w) holds if
sup
z>1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/q
(log z + 1)−1 <∞.
Taking the qth power we get
sup
z>1
z
(1 + log z)q
(
sup
y>z
1
y
∫ y
0
u(t) dt
)
<∞,
which is true by the hypothesis. Therefore, F : Γ1(w)→ Γq(u) is bounded. The proof is
complete observing Γq(u) ↪→ Λq(u) and L logL = Γ1(w).
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For decreasing weights we get a much simpler condition.
Corollary 5.7. Assume q ≥ 2 and u is a decreasing weight function on (0,∞). If
sup
z>1
1
(1 + log z)q
∫ z
0
u(t) dt <∞,
then F : L logL −→ Λq(u) is bounded.
Proof. Since u is decreasing the moving average
1
y
∫ y
0
u(t) dt is also decreasing and there-
fore,
sup
y>z
1
y
∫ y
0
u(t) dt =
1
z
∫ z
0
u(t) dt. (5.3)
Now Theorem 5.6 implies the assertion.
When q = 2 the sufficient condition in Theorem 5.6 is also necessary and we have the
following characterization of weights u(t) for which ‖fˆ‖Λ2(u) ≤ C‖f‖L logL holds.
Theorem 5.8. Let u(t) be a weight function. Then F : L logL −→ Λ2(u) is bounded if
and only if
sup
z>1
z
(1 + log z)2
(
sup
y>z
1
y
∫ y
0
u(t) dt
)
<∞.
Proof. The proof is similar to proof of Theorem 5.6. Corollary 4.29 with p = 1 and
w = χ(0,1) together with equation (5.2), implies that ‖fˆ‖Λ2(u) ≤ C‖f‖Γ1(w) holds for all
f ∈ L1(T) if and only if
sup
z>1
(
sup
y≥z
z
y
∫ y
0
u(t) dt
)1/2
(log z + 1)−1 <∞.
The proof is complete by taking the square of the above supremum.
Corollary 5.9. Assume u is a decreasing weight on (0,∞). Then F : L logL −→ Λ2(u)
is bounded if and only if
sup
z>1
1
(1 + log z)2
∫ z
0
u(t) dt <∞.
Proof. This follows from Theorem 5.8 and Equation (5.3).
Now we turn to Lorentz-Zygmund spaces. Recall from Section 1.3 that Lr,p(logL)α =
Λp(w) with weight
w(t) = tp/r−1(1− log t)pαχ[0,1), (5.4)
and `s,q(log `)β = Λq(u) with weight
u(t) = (n+ 1)q/s−1(1 + log(n+ 1))qβ , n ≤ t < n+ 1, 0 ≤ n ∈ Z. (5.5)
The goal is to apply Theorem 4.30 to weight functions u and w to find relation among
p, q, r, s, α, β that are sufficient or necessary for inequality ‖fˆ‖`s,q(log `)β ≤ C‖f‖Lr,p(logL)α .
Before proceeding, we verify the Bp condition for w.
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Lemma 5.10. Assume 1 < p < ∞ and −∞ < α < ∞. The weight w(t) described in
(5.4) satisfies the Bp condition exactly when r > 1.
Proof. We need to show the existence of some constant bp such that∫ ∞
x
t−pw(t) dt ≤ bp 1
xp
∫ x
0
w(t) dt
holds for all x > 0. Since w(t) vanishes on [1,∞), the left hand side of this inequality is
zero for x ≥ 1. Therefore, it is enough to show the inequality holds for some constant bp
and x ∈ (0, 1). That is,∫ 1
x
tp/r−1−p(1− log t)pα dt ≤ bp 1
xp
∫ x
0
tp/r−1(1− log t)pα dt, 0 < x < 1,
for some bp > 0. Let
F (x) =
xp
∫ 1
x
tp/r−1−p(1− log t)pα dt∫ x
0
tp/r−1(1− log t)pα dt , 0 < x < 1,
and observe that the Bp condition is equivalent to sup
0<x<1
F (x) <∞.
Notice that F (x) is a continuous function. Therefore, F is bounded on (0, 1) exactly
when its limits are bounded at the end points x = 0 and x = 1. To compute the limit
as x→ 1 observe that tp/r−1−p(1− log t)pα is bounded on the interval [x, 1] when x > 0.
Therefore,
lim
x→1
∫ 1
x
tp/r−1−p(1− log t)pα dt = 0,
which implies that lim
x→1
F (x) = 0.
We conclude that w ∈ Bp if and only if lim
x→0
F (x) is finite. To compute lim
x→0
F (x),
first observe that
∫ 1
0
tp/r−1(1 − log t)pα dt is finite since p and r are positive and hence
p/r − 1 > −1. This implies
lim
x→0
∫ x
0
tp/r−1(1− log t)pα dt = 0.
Now we apply L’Hoˆspital rule to get
lim
x→0
∫ x
0
tp/r−1(1− log t)pα dt
xp/r(1− log x)pα = limx→0
xp/r−1(1− log x)pα
(p/r)xp/r−1(1− log x)pα − pαxp/r−1(1− log x)pα−1
= lim
x→0
1
p/r − pα(1− log x)−1
=
r
p
. (5.6)
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It follows that
lim
x→0
F (x) = lim
x→0
xp
∫ 1
x
tp/r−1−p(1− log t)pα dt
(r/p)xp/r(1− log x)pα = limx→0
∫ 1
x
tp/r−1−p(1− log t)pα dt
(r/p)xp/r−p(1− log x)pα .
This limit is infinite when r < 1, since in this case we have p/r− p > 0 and the denomi-
nator approaches zero.
If r = 1 we have
lim
x→0
F (x) = lim
x→0
∫ 1
x
t−1(1− log t)pα dt
(1/p)(1− log x)pα . (5.7)
Observe that
∫ 1
x
t−1(1− log t)pα dt =

1
pα + 1
(
(1− log x)pα+1 − 1), pα 6= −1,
log(1− log x), pα = −1.
When pα 6= 1 the limit (5.7) turns into
lim
x→0
F (x) = lim
x→0
(
1/(pα + 1)
)(
(1− log x)pα+1 − 1)
(1/p)(1− log x)pα =∞,
and when pα = −1 we get
lim
x→0
F (x) = lim
x→0
log(1− log x)
(1/p)(1− log x)−1 =∞.
It follows that lim
x→0
F (x) =∞ when r ≥ 1.
Finally assume r > 1. Since p/r − 1− p < −1 we have
lim
x→0
∫ 1
x
tp/r−1−p(1− log t)pα dt =∞.
The L’Hoˆspital rule yields
lim
x→0
∫ 1
x
tp/r−1−p(1− log t)pα dt
xp/r−p(1− log x)pα = limx→0
−1
(p/r − p)− pα(1− log x)−1
=
r
p(r − 1) . (5.8)
Therefore,
lim
x→0
F (x) = lim
x→0
∫ 1
x
tp/r−1−p(1− log t)pα dt
(r/p)xp/r−p(1− log x)pα =
( r
p(r−1))x
p/r−p(1− log x)pα
(r/p)xp/r−p(1− log x)pα =
1
r − 1 .
We conclude that limx→0 F (x) <∞ exactly when r > 1. This completes the proof.
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Theorem 5.11. Assume 1 < p ≤ q < ∞, 2 ≤ q < s , r > 1 and −∞ < α, β < ∞. If
either of the conditions,
(i )
1
s
+
1
r
< 1, or
(ii )
1
s
+
1
r
= 1 and β ≤ α,
holds then F : Lr,p(logL)α −→ `s,q(log `)β is bounded.
Conversely for 0 < p, q < ∞, 0 < r, s < ∞ and −∞ < α, β < ∞, if
F : Lr,p(logL)α −→ `s,q(log `)β is bounded then one of the conditions (i) or (ii) must
hold.
Proof. Recall `s,q(log `)β = Λq(u) and Lr,p(logL)α = Λp(w) where u and w are the weights
defined in (5.5) and (5.4). We are going to apply Theorem 4.30 to weights u and w. Since
r > 1, Lemma 5.10 asserts that w ∈ Bp. For computations involving u(t) we introduce
the following estimate. Define
g(t) = tq/s−1(1 + log t)qβ, t ≥ 1,
and observe that g(n+ 1) = u(n) for integers n ≥ 0. We have
g′(t) = tq/s−2(1 + log t)qβ−1 ((q/s− 1)(1 + log t)− qβ) .
Note that s > q implies that g′(t) is negative for large values of t. Hence there exists an
integer N ≥ 2 such that g(t) is decreasing on [N,∞). This allows us to replace u with
the decreasing function u1 defined by
u1(t) =

M, 0 ≤ t < N,
g(t), t ≥ N
, where M = max
1≤t≤N
g(t).
Obviously u1 is decreasing on [0,∞) and u(t) ≤ u1(t). Moreover g(t + 1) ≤ u(t) ≤ g(t)
for t > N .
To prove the sufficiency, assume either of the conditions (i) or (ii) holds. Observe that
u ≤ u1 implies ‖fˆ‖Λq(u) ≤ ‖fˆ‖Λq(u1), so it is enough to prove that F : Λp(w) → Λq(u1)
is bounded. Since u1 is deceasing and w ∈ Bp, we can use the sufficient condition in
Theorem 4.30. Thus it suffices to show the function
Φu1,w(x) = x
(∫ 1/x
0
u1(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
is bounded on the interval (0, 1).
As explained in Remark 4.34, Φu1,w(x) is continuous because w ∈ Bp. Hence it is
bounded on (0, 1) if and only if it has finite limits at the endpoints x = 0 and x = 1.
The limit at x = 1 is finite since
lim
x→1
Φu1,w(x) =
(∫ 1
0
u1(t) dt
)1/q (∫ 1
0
w(t) dt
)−1/p
= N1/q
(∫ 1
0
w(t) dt
)−1/p
.
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To show the finiteness of Φu1,w(0+), observe that for 0 < x <
1
N
we have
∫ 1/x
0
u1(t) dt = NM +
∫ 1/x
N
g(t) dt.
Hence,
lim
x→0
Φu1,w(x) = lim
x→0
x(NM +
∫ 1/x
N
g(t) dt)1/q
(
∫ x
0
tp/r−1(1− log t)pα dt)1/p .
The L’Hoˆspital’s rule asserts that
lim
x→0
NM +
∫ 1/x
N
g(t) dt
x−q/s(1− log x)qβ = limy→∞
NM +
∫ y
N
tq/s−1(1 + log t)qβ dt
yq/s(1 + log y)qβ
= lim
y→∞
yq/s−1(1 + log y)qβ
(q/s)yq/s−1(1 + log y)qβ + qβyq/s−1(1 + log y)qβ−1
= lim
y→∞
1
(q/s) + qβ(1 + log y)−1
=
s
q
. (5.9)
Now Equations (5.6) and (5.9) imply that
lim
x→0
Φu1,w(x) = lim
x→0
x((s/q)x−q/s(1− log x)qβ)1/q
((r/p)xp/r(1− log x)pα)1/p
=
(s
q
)1/q(p
r
)1/p
lim
x→0
x1−1/r−1/s(1− log x)β−α,
which is finite when either
1
s
+
1
r
< 1 or
1
s
+
1
r
= 1 with β ≤ α. These are exactly
conditions (i) and (ii) of the hypothesis.
To prove the necessity, assume F : Λp(w) → Λq(u) is bounded. By Part (ii) of
Theorem 4.30, we have
sup
0<x<1
Φu,w(x) = sup
0<x<1
x
(∫ 1/x
0
u(t) dt
)1/q (∫ x
0
w(t) dt
)−1/p
<∞.
This in particular implies lim
x→0
Φu,w(x) <∞. Now for 0 < x < 1/(N − 1) we have∫ 1/x
0
u(t) dt ≥
∫ 1/x
N−1
g(t+ 1) dt ≥
∫ 1/x
N
g(t) dt.
Using the same computations as in (5.9), we obtain
lim
x→0
∫ 1/x
N
g(t) dt
x−q/s(1− log x)qβ =
s
q
. (5.10)
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Now (5.6) and (5.10) yield
lim
x→0
Φu,w(x) ≥ lim
x→0
x(
∫ 1/x
N
g(t) dt)1/q
(
∫ x
0
tp/r−1(1− log t)pα dt)1/p
=
(s
q
)1/q(p
r
)1/p
x1−1/r−1/s(1− log x)β−α.
Since the above limit is finite we need to have either
1
s
+
1
r
− 1 < 0 or 1
s
+
1
r
− 1 = 0 and
β ≤ α. This completes the proof.
When α = β = 0, we obtain the following necessary and sufficient conditions for
Fourier inequalities with Lorentz Lr,p norm.
Corollary 5.12. Assume 1 < p ≤ q < ∞, 2 ≤ q < s and r > 1. If 1
s
+
1
r
≤ 1 then
F : Lr,p −→ `s,q is bounded.
Conversely for 0 < p, q < ∞ and 0 < r, s < ∞, if F : Lr,p −→ `s,q is bounded then
1
s
+
1
r
≤ 1.
Proof. It follows from Theorem 5.11 with α = β = 0.
The well-known Hausdorff-Young inequality asserts that F : Lp −→ `p′ is bounded
for 1 ≤ p ≤ 2. As a consequence of the necessary condition in Corollary 5.12, we show
the range space in the Hausdorff-Young inequality is optimal among Lp spaces.
Corollary 5.13. Let 0 < p, q <∞. If F : Lp −→ `q is bounded then q ≥ p′.
Proof. Since Lp,p = Lp the hypothesis implies F : Lp,p −→ `q,q. Now Corollary 5.12 with
r = p and s = q asserts that
1
q
+
1
p
≤ 1. This means 1
q
≤ 1
p′
which is the same as
q ≥ p′.
Now we compare Theorem 5.11 to some sufficient conditions obtained by Bennett and
Rudnick in [BR]. One of their results is the following theorem in interpolation theory.
We state the theorem in a slightly less general setting that is suitable for our work.
Theorem 5.14. Suppose 0 < q ≤ ∞ and −∞ < β < ∞. Assume 0 < p1 < p2 ≤ ∞
and 0 < q1, q2 ≤ ∞ with q1 6= q2. Let T be a linear operator of type (p1, q1) and (p2, q2).
Suppose 0 < θ < 1 and let
1
r
=
1− θ
p1
+
θ
p2
and
1
s
=
1− θ
q1
+
θ
q2
. (5.11)
Then
T : Lr,q(logL)β −→ `s,q(log `)β
is bounded.
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Proof. See the proof of Theorem B in [BR].
Remark 5.15. The above theorem is true for a larger class of operators, namely quasi
linear operators of weak type (p1, q1; p2, q2). See [BSh] for the definitions.
The Fourier transform is of type (1,∞) and (2, 2). So for 0 < θ < 1 the equations
(5.11) read as
1
r
= 1− θ
2
and
1
s
=
θ
2
,
which after eliminating θ, imply
1
r
+
1
s
= 1. Notice that the range of θ implies s > 2. So
Theorem 5.14 includes the following as special case.
Theorem 5.16. Suppose 0 < q ≤ ∞ and −∞ < β < ∞. Assume s > 2 and let
1
r
+
1
s
= 1. Then F : Lr,q(logL)β −→ `s,q(log `)β is bounded.
The scope of this theorem can be extended using the inclusion relations between
Lorentz-Zygmund spaces. The results are stated in the next two corollaries.
Corollary 5.17. Suppose 0 < p, q ≤ ∞ and −∞ < α, β <∞. Assume s > 2, r > 1 and
1
r
+
1
s
< 1. Then F : Lr,p(logL)α −→ `s,q(log `)β is bounded.
Proof. Define s′ by
1
s′
+
1
s
= 1 and observe that the relation between r and s implies
r > s′. By Theorem 1.36, the space Lr,p(logL)α is embedded into Ls
′,q(logL)β. The
proof is complete since F : Ls′,q(logL)β −→ `s,q(log `)β is bounded by Theorem 5.16.
Corollary 5.18. Suppose 0 < p, q ≤ ∞ and −∞ < α, β < ∞. Assume s > 2 and let
1
r
+
1
s
= 1. Then F : Lr,p(logL)α −→ `s,q(log `)β is bounded in the following cases:
(i ) p ≤ q and β ≤ α.
(ii ) p > q and α +
1
p
> β +
1
q
.
Proof. By Theorem 1.37, either of the above conditions implies that Lr,p(logL)α is em-
bedded into Lr,q(logL)β. The proof is complete since F : Ls′,q(logL)β −→ `s,q(log `)β is
bounded by Theorem 5.16.
Notice that our sufficient condition in Theorem 5.11 holds for a smaller range of
p, q, s compared to Corollaries 5.17 and 5.18. However, we can combine our necessary
condition in Theorem 5.11 with Corollaries 5.17 and 5.18 to characterize the boundedness
of F between Lorentz-Zygmund spaces for a broad range of indices.
Theorem 5.19. Suppose 0 < p ≤ q < ∞ and −∞ < α, β < ∞. Assume s > 2 and
r > 1. Then F : Lr,p(logL)α −→ `s,q(log `)β is bounded if and only if one of the following
conditions holds:
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(i )
1
s
+
1
r
< 1.
(ii )
1
s
+
1
r
= 1 and β ≤ α.
Note that in comparison to Theorem 5.11 the conditions q ≥ 2, s > q and p > 1 are
relaxed.
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