This series of papers is concerned with a probabilistic algorithm for finding small prime factors of an integer. While the algorithm is not practical, it yields an improvement over previous complexity results. The algorithm uses the jacobian varieties of curves of genus 2 in the same way th at the elliptic curve method uses elliptic curves. In this first paper in the series a new density theorem is presented for smooth numbers in short intervals. It is a key ingredient of the analysis of the algorithm.
Introduction
In this series of papers we present a probabilistic algorithm for finding small prime factors of an integer. It may be used to detect and factor smooth numbers. We call our algorithm the hyperelliptic curve method, as it uses the jacobian varieties of curves of genus 2 over finite fields in the same way th at the elliptic curve method (Lenstra 1987) uses elliptic curves over finite fields.
For real numbers a, b and x with Lx[a, 6] = exp (6(log x)a (log log x)1-").
Theorem 1.1. There are effectively computable positive constants c0, n0 with the following property. Given an integer n ^ n0 that is not a prime power, the hyperelliptic curve method obtains a non-trivial divisor of n in expected time at most
Lp[|, c0](logn)2,
where p is the least prime divisor of n.
The run time is measured in bit operations. Our definitions of probabilistic algorithm and expected time are as given by Lenstra & Pomerance (1992) .
factors ^
vo f a number n. It remains the best deterministic algorithm for purpose, running in time 0{^v{\ogv)2\ogn log log n log log log n).
Their method is based on fast multiplication techniques; if these are used in the hyperelliptic curve method, then the factor (log in Theorem 1.1 may be replaced by (log w)1+0(1), for n^-co.
If v is very small as a function of n, then the algorithm of Pollard and Strassen remains faster than the hyperelliptic curve method. At the other extreme, if v is relatively large, it is better to use a factoring algorithm th at is insensitive to the size of the factors. Specifically, the class group relations method (see Lenstra & Pomerance 1992 ) is faster than the hyperelliptic curve method if v is of order at least Ln[\,2coV V 3 + o(1)] for n^co.
Conjecturally, the hyperelliptic curve method is not as good as the elliptic curve method. Under a reasonable hypothesis concerning the distribution of smooth numbers in short intervals, the expected run time of the elliptic curve method is at most
where n is the number being factored, p i ts le p-+ oo. Under a similar hypothesis, the expected run time of the hyperelliptic curve method, with optimal choice of parameters, is actually at most Lr{\, 2 + o(l)] (log nf, with n, p and o(l) as above.
The algorithm of Corollary 1.2 may be used to recognize, with high probability, numbers th a t are v-smooth, i.e. built up from prime factors less than or equal to v. Smooth numbers play an im portant role in many algorithms th at have been proposed for the discrete logarithm problem and for factoring integers (see Lenstra & Lenstra 1990 ). Our results may contribute to the run time analysis of such algorithms. So far it has sufficed to use the elliptic curve method for this purpose: while it has not been proved to recognize all smooth numbers, it does recognize many of them (see Pomerance 1987; Lenstra & Pomerance 1992) .
The relationship between the elliptic and the hyperelliptic methods has an antecedent in primality testing. The random curve primality test of Goldwasser & Kilian (1986) proceeds by choosing a random elliptic curve E over Z/pZ, where p is the number being tested. They prove th at their method runs in 'random polynomial tim e' for most primes p. The same result for all primes is conditional on a standard conjecture regarding the density of primes in short intervals, specifically of the form [x, x + c \/x ]; the order of the group E(Z/pZ) of rational points of E over Z /p Z belongs to such an interval, with x k p ,i f test of Adleman & Huang (1987 , 1992 , the elliptic curve is replaced by the jacobian J of a curve of genus 2, which is a two-dimensional abelian variety. If is prime, the order of J(Z/pZ) belongs to an interval of the form [x,x + cx*], with « an analysis depends on the density of primes in intervals of th at form. Such intervals are not so short: a known density theorem enables Adleman & Huang to prove unconditionally th at all prime numbers can be recognized in random polynomial time.
The idea of using jacobians of curves of genus 2 in place of elliptic curves in the present context of factoring was inspired by the work just mentioned of Adleman & H. W. Lenstra Jr, J. Huang. Now the analysis hinges on the density of smooth numbers -as opposed to prime numbers -in intervals of the same form. For the elliptic curve method, no adequate density result is available; for the hyperelliptic curve method we are able to supply one.
Theorem 1.3. Let cx = (1980000)i
There is an effectively c that if x x3, z = Lx [ §, cx] , and x * interval [
x,x-\-y] is at least y exp ( -(log x) s (log log a;)3).
This first paper in the series is devoted to the proof of Theorem 1.3. Our proof will follow the same general lines as th a t of Harman (1991) , who showed th a t if 0 is arbitrary and 2 = exp ((log ;r)s+e), y = x*+e, then there in the interval [x,x + y] once x is sufficiently large depending on the choice of e. H arm an's proof is in turn a refinement of an argument of Balog (1987) who showed the same result but with 2 = xe. Friedlander & Granville (this volume) obtain an in the interval [x, y] when
In §2 we state a result more general than Theorem 1.3 and give a few lemmas. In §3 we use a combinatorial argument to reduce the proof to the estimation of a certain weighted sum. In §4 this estimation is carried out by an analytic argument. The proof th a t Theorem 1.3 follows from the more general result stated in §2 is given at the end of §4.
Smooth numbers in short intervals
A hyperelliptic smoothness test. I asymptotic result for the number of 2-smooth intege y = x^z2+e and 2 ^ exp ((log x)^+e).
If x, 2 are real numbers, let \jr{x, z) denote the number of positive 2-smooth integers ^ x. If e ^ 2 ^ x, let u = u(x,z) = (loga;)/log2, a = = (log log2)/log logx.
It is known (see Canfield et al. 1983 ) th at if exp((log x)e) ^ 2 ^ x1_e, then fr(x,2) = ;z-exp ( -w(log w + log log 1))).
(In fact an asymptotic formula is known in this range.) Thus if the 2-smooth numbers ^ x are not too wildly distributed, then we might expect, for numbers y with y/ x ^ y ^ x, th a t i/r(x + y,z) -fr(x,z) = ?/-exp ( -w(log log log w + 0 £( 1))).
The following theorem is a step in this direction.
Theorem 2.1. There are effectively computable positive constants x0, cx, c2, c3 and c4, such that in the range
we have i/r(x + y,z) -i/r(x,z) ^ y e x p ( -w(log w + log log w + c3)); (2.3) in the range we have
\fr(x + y,z)-x j r { x^ y e x p (|l+ 4 8 3 -4 a \ 3a -2/ u log u 18 3a -2 u log log u ; (2.5) and in th range 400 H. W. Lenstra Jr, J . Pila and C. Pomerance
we let ft be such that z = exp ((log xf (log log x)p) and we have fr{x + y,z)-ift(x,z) ^ y-exp ( -21w(log w)4_3^(log log w)_1).
Furthermore, the expression a? exp (c4 uz log u) does not exceed a? if (2.6) holds.
We shall only be applying the range (2.6) to the analysis of the algorithm, and then only in the case 2 = La. [|,c1] . However, it is little extra work to prove the full Theorem 2.1.
In our proof below, the constants implied by the notation 0 and the notation shall always be absolute. If J Fi s a finite set of positive intege number, we denote by jF{s) the Dirichlet polynomial 2inejrn~s.
We now state some lemmas. For a complex number s, we denote by a the real part of s and by t the imaginary part. Harman (1991) . Namely, a trivial estimate is used for |£| ^ L ,an estimate of van der Corput type is L19, and the remaining range follows from estimates of Korobov and Vinogradov. We may take 1/60000 as a value for c6 in Lemma 2.8. This number is stated as a valid choice for c6 in Harman (1991) Let be the set of integers l satisfying conditions (i) and (ii). Let P denote the product of the primes below w = log L/log log L. Then
Note th a t P = exp (0(log LI log log L)) = We sup P s; L 1,2° and L /P Js We have from (2.11) and Lemma 2.8 th a t
|22g(«)| sS c, S
+ exp -(log (£/<?) )3 \ 6 (log (2 + KI))2/ \1 + W < c7L w (-i -+ e x p f -|c 6-^logZ^3-)) 2 d_1 U + I*l *A 5 6 (log(2 + | * | ) )^f / * c» l 1 _ " ( i T m + e x P ( -^> g (2 g + S ) ) 2) ) l 0 « l o « £ <2 -1 2 > for some absolute positive constant c9. Let ££[ denote the set of leJ% for which condition (iii) fails. T
\J?(s)\ = \ { s ) -\J%(s)\ + m s ) l
We now estim ate \S^{s)\. We have for any real number v ^ 1, (2.13)
if x2 is sufficiently large. Letting v = A/ { 2 log logL), (2.14) and our hypothesis we have
and Lemma 2.10 now follows from (2.12) and (2.13). □
A combinatorial beginning
In this section we begin the proof of Theorem 2.1. Suppose x is a large number (how large will be determined as we proceed) and suppose 2 is a number in the range Lx[% , 1] ^ 2 ^ exp (log z/log log x). We thus have the numbers u, c l determined by the equations 2 = xllu = exp ((log x)a). Let , be given as follows:
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where c6 is the constant introduced in Lemma 2.8. We shall choose the constant c2 in (2.2) so that c2 = (6/c6)* which implies that = 1 for 2 in the range (2.2). We shall choose y so that y = X/M = x*L<fc+1)/2. (3.2)
In addition, we shall choose the constant c4 in (2.4), (2.6) so that c4 = 9/c6. Note that if k ^ 2, then , 72 w3 log u k+ 1 < -•-s C6 log 2 so that luc+d/ 2< exp ((18/c6) u3 log u) = exp (2c4 uz log u ) .A lso not range (2.6), we have 7 7 25 3 log u k + t c6 log 2 for x sufficiently large, so that L (fc+1)/2 < exp (c4 uz log u). Thus the value of y given by (3.2) is slightly smaller than the lower bound specified for y in (2.4) and (2.6) and is exactly equal to the lower bound for y in (2.2). Proving the theorem for y given by (3.2) is thus sufficient to establish the theorem in general. We shall choose the constant c4 in (2.6) so th at cx = (33/c6)i A simple calculation shows that for all sufficiently large x and z ^ which is one of the assertions of Theorem 2. We now give three definitions of a set SP of integers depending on the three ranges for 2 in Theorem 2.1. If 2 is in the range specified in (2.2), we let JP be the set of integers l with L < l eL. If z is in the range specified in (2.4), we let of integers described in Lemma 2.10 where A satisfies A log Finally if z is in the range specified in (2.6), we let Jzf be the set of integers described in Lemma 2.10 where A satisfies A log A = |c6 (log log x)2. (3.7)
Let £A(x, z) denote the set of ordered (k+ 3)-tu lx,... ,lke SP,r is a prime or prime power and mnrlp--lk < x + y. Since by (3.1)
x + y ^ x + y V ^ mnlp--lk^ M2Lk^ JUPL* 2L, the product N of the entries of any element of is a 2-smooth integer. For any integer N, let RXZ(N) denote the num ber of with Nmnrlx"-lk. For any positive integer N there is a unique factorization = NX N2, where each prime factor of Nx exceeds eL and each prime factor ofiV2 is a t mos (m,n,r,lv ...,lk)eS^(x,z) and N = mnrlp--lk, then Nx conclude th a t RXZ(N) is a t most the num ber of ordered factorizations o product of two positive integers times the num ber of ordered factorizations of as a product of a prime or prime power times the product of k positive integers. Further, in the ranges (2.4) and (2.6), each of these k positive integers has a t most A prime factors. T h at is,
where d^w) is the num ber of ordered factorizations of the positive integer w into positive integers (so th a t d2 is the well-known divisor function primes and prime powers and where the dash indicates th a t there is no restriction on Q(NJr) when 2 is in the range (2.2). Since d^w) ^ j 0(w), we have from (3.8) and the fact th a t k = 1 in the range (2.2) th a t In addition we have Q(N2) ^ log2iV2 = 0(log x) = uow .
In the range (2.2) we have by (3.9)-(3.11) th a t RXJ N ) =5 e°« for any integer N.
Suppose now th a t 2 is in the range (2.4). From (3.1) we have (3.10) (3.11) ( 3. 12)
k log k^ -•-lQg-(3 log C6 1° § Z From (3.6) we have th a t log log A is small compared with log A when x is large, so th a t A < c6 log 2 ;w2(log log 2 -2 log u) for all large x. Thus using log u = (1 -a ) log log x and log log ^ , 3 log ^ -log log 2 + log log w+ 0(1) kA log k a 48m log M log log 2 -2 log M 48 ulog u (3 -4a) log log x + log log + 0( 1) (3a -2) log log x sc 48 I -^ ul og u + ---u log log U + O 3a -2 3a -2 u \ ,3a -2/ 404 H. W. Lenstra J . and C. Pomerance
Hence from (3.9)-(3.11) we have for any integer / 3 _4a \ R x,z(N ) < exp (48-^ _ 2 u log u + log log for all large x. Suppose finally 2 is in the range (2.6). Writing 2 as exp ((log a?)*(log log we have from (3.1) and (3.7) that kA l og k ^ j|(log #)5(log log ;r)4_4/?(log log log x)_1 ^ 19w(log w)4~3/J(log log for all large x. Hence from (3.9)-(3.11) we have for any integer N and all sufficiently large x that RXZ{N) ^ exp (20w(log w)4_3/?(log log w)_1).
Let -P% % ~~ x we have R X , Z m axnRx z(N). We conclude from (3.12)-(3.14) that for sufficiently large Using that k = 1 in the range (2.2), k u/logu in the range (2.4), and, fo x, k < \ u in the range (2.6) (cf. (3.4)), Theorem 2.1 will follow from (3.15)-(3.17).
An analytic conclusion
In this section we conclude the proof of Theorem 2.1 and give a proof of Theorem 1.3.
As we saw in §3, Theorem 2.1 follows from (3.17). To show (3.17), it is sufficient to show that ' aH-y/S S(w)dw ^ y2 • exp ( -(u + 3k (log log log
For both w and w-\-\y not integers, we have 
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This is the Perron formula and it corresponds to display (2.9) in H arm an (1991). Let and where T = exp (|c6(log 2)3/(log x) 2), a = 1/log T. W curve ^ to be upwards. If x is sufficiently large the only singularity of the integrand in (4.2) encountered when moving the path of integration to <€ is the simple pole of -£'/£ a t 5 = 1 with residue 1. This follows from the zero-free region 1 -1 /log |*| ^ a of £(s) for |f| sufficiently large. We thus have from (4.2) th a t From Lemmas 2.8 and 2.10 we have x \&{\+it)\ < T~l log log x = e x p ( -Jc6(log 2) log log x T^t^x/y so th a t as w ith E2 we get E3 y2 exp ( -The integral on %. We use Lemmas 2.8 and 2.10 to get th a t < £ { a+ \T) 4, L1-* T~x log log T = exp ( -±c6(log z)/ 2) log log for a such th a t 1 -1/log T = 1 -â cr ^ 1. We \M{<j + i/?7)| Thus from (4.5) and (4.6) we havê y2 log Te xp ( -|&c6(log z)/u2 + 0 ( J c log log log x ) )f J l -a By (3.1) we have log T f m l-a)M2(l-a) xcr-l L^1 1, J l-a a Jl-a so th a t E4 y2 exp ( -2 ul og u).
The integral on # 6. From Lemmas 2.8 and 2.10 we have
\& ( \-a + it)\ <

