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SPECTRAL ASYMPTOTICS FOR NONSMOOTH
SINGULAR GREEN OPERATORS
Gerd Grubb
With an appendix by Helmut Abels
Abstract. Singular Green operators G appear typically as boundary correction terms in
resolvents for elliptic boundary value problems on a domain Ω ⊂ Rn, and more generally they
appear in the calculus of pseudodifferential boundary problems. In particular, the boundary
term in a Krein resolvent formula is a singular Green operator. It is well-known in smooth
cases that when G is of negative order −t on a bounded domain, its eigenvalues or s-numbers
have the behavior (*) sj(G) ∼ cj
−t/(n−1) for j → ∞, governed by the boundary dimension
n− 1. In some nonsmooth cases, upper estimates (**) sj(G) ≤ Cj
−t/(n−1) are known.
We show that (*) holds when G is a general selfadjoint nonnegative singular Green op-
erator with symbol merely Ho¨lder continuous in x. We also show (*) with t = 2 for the
boundary term in the Krein resolvent formula comparing the Dirichlet and a Neumann-type
problem for a strongly elliptic second-order differential operator (not necessarily selfadjoint)
with coefficients in W 1q (Ω) for some q > n.
Introduction
Singular Green operators arise typically as boundary correction terms in solution for-
mulas for elliptic boundary value problems. For example, if A is a strongly elliptic second-
order differential operator with smooth coefficients on Rn, with inverse Q, and Ω ⊂ Rn
is smooth bounded, then the solution operator for the Dirichlet problem Au = f on Ω,
u|∂Ω = 0, has the form
(i) A−1γ = Q+ +Gγ ,
where Q+ is the truncation of the pseudodifferential operator (ψdo) Q to Ω and Gγ is a
singular Green operator. Another typical singular Green operator is the difference between
the solution operators for two different boundary value problems for A,
(ii) G = A˜−1 −A−1γ .
In the study of the spectral behavior it is found that whereas the eigenvalues or singular
values (s-numbers) of A˜−1 and A−1γ have the behavior sj(A˜
−1) ∼ cAj
−2/n, the s-numbers
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of Gγ and G behave like sj(G) ∼ cGj
−2/(n−1) (cf. e.g. Grubb [G74], [G84], Birman-
Solomyak [BS80]). Here the boundary dimension n − 1 enters since these operators have
their essential effect near the boundary.
This spectral behavior of G is well-known for operators A with smooth coefficients,
whereas in cases with nonsmooth coefficients, generally only upper estimates sj(G) ≤
Cj−2/(n−1) are known (from Birman [B62], when coefficients are continuous with bounded
first derivatives and the boundary is C2).
We shall here address the question of showing asymptotic estimates for singular Green
operators in cases with nonsmooth coefficients. The main tool will be the calculus of non-
smooth pseudodifferential boundary operators (ψdbo’s) developed by Abels [A05], [A05a]
(as a generalization of the smooth ψdbo’s, Boutet de Monvel [B71], Grubb [G84], [G96]).
Our results will deal both with general selfadjoint nonnegative singular Green operators
with Cτ -smoothness in the x-variable, and with the special, not necessarily selfadjoint
operators in (i), (ii), with W 1q -smoothness of the coefficients of A (q > n), building on the
resolvent construction in Abels-Grubb-Wood [AGW12].
Contents. In Section 1 we recall the Krein resolvent formula in the smooth setting
and show a precise spectral asymptotic estimate in the selfadjoint case. Section 2 deals
with spectral asymptotic results for nonsmooth ψdo’s, recalling an early result of Birman
and Solomyak, and proving a result for Cτ -smooth ψdo’s of negative order (any τ > 0),
based on the calculus for such ψdo’s by Marschall. In Section 3 we recall the theory of
nonsmooth ψdbo’s by Abels, with some supplements. Section 4 gives the proof of spectral
asymptotic estimates for nonsmooth selfadjoint singular Green operators of negative order
and class 0, defined on Rn+ or on a smooth bounded set Ω ⊂ R
n. In Section 5, similar
results are obtained for the singular Green term in the Dirichlet resolvent (i), and for the
singular Green term in the Krein formula (ii), by a different method based on work of
Abels, Grubb and Wood; here nonselfadjointness is allowed. In Section 6, the results of
Section 5 are extended to the case of domains Ω with B
3
2
p,2-boundary; this includes C
3
2+ε-
domains. Finally, the Appendix written by Abels gives the proof of one of the theorems
used in Section 3.
1. Results in the smooth case
1.1 Some notation.
For x ∈ Rn we denote x′ = (x1, . . . , xn−1), so that x = (x
′, xn), and we denote R
n
± =
{x | xn ≷ 0}. Moreover, 〈x〉 = (1 + |x|
2)
1
2 .
When Ω is a smooth open subset of Rn with boundary ∂Ω = Σ, we use the stan-
dard L2-Sobolev spaces, with the following notation: H
s(Rn) (s ∈ R) has the norm
‖v‖s = ‖F
−1(〈ξ〉sFv)‖L2(Rn); here F is the Fourier transform and 〈ξ〉 = (1+ |ξ|
2)
1
2 . Next,
Hs(Ω) = rΩH
s(Rn) where rΩ restricts to Ω, provided with the norm ‖u‖s = inf{‖v‖s | v ∈
Hs(Rn), u = rΩv}. Moreover, we denote by H
s
0(Ω) the space {u ∈ H
s(Rn) | supp u ⊂ Ω};
it is a closed subspace of Hs(Rn), and there is an identification of the antidual space of
Hs(Ω) (the space of antilinear, i.e., conjugate linear, functionals), with H−s0 (Ω) for any
s ∈ R, with a duality consistent with the L2(Ω) scalar product. Spaces over the bound-
ary, Hs(Σ), are defined by local coordinates from Hs(Rn−1), s ∈ R. Here there is an
identification of H−s(Σ) with the antidual space of Hs(Σ).
Occasionally we shall also refer to some Lq-based Sobolev spaces, 1 < q < ∞, namely
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the Bessel-potential spaces Hsq (Ω); for s = k ∈ N0 they are also denoted W
k
q (Ω). They
are defined in a similar way as above from Hsq (R
n), provided with the norm ‖v‖s,p =
‖F−1(〈ξ〉sFv)‖Lq(Rn). One has for k ∈ N0 that H
k
q (Ω) = W
k
q (Ω) = {u ∈ Lq(Ω) | D
αu ∈
Lq(Ω) for |α| ≤ k} (allowing also q =∞).
For τ ≥ 0, we denote by Cr(Ω) the space of continuous functions f(x) such that when
[τ ] is the largest integer ≤ τ ,
(1.1) ‖f‖Cτ ≡
∑
|β|≤[τ ]
sup
x
|Dβf(x)|+
∑
|β|=[τ ]
sup
x6=y
|Dβf(x)−Dβf(y)|
|x− y|τ−[τ ]
<∞.
For τ = k ∈ N0, they are also denoted C
k
b (Ω); when τ = k + σ with k ∈ N0 and σ ∈ ]0, 1[ ,
they are the Ho¨lder spaces Ck,σ(Ω). We denote
⋂
τ≥0 C
τ = C∞b .
1.2 The Krein resolvent formula.
As a point of departure, consider the Krein resolvent formula comparing the resolvents
of the Dirichlet realization Aγ and a Neumann-type realization A˜. The operators are
defined from a second-order strongly elliptic operator A with smooth coefficients on a
smooth bounded or exterior domain Ω with boundary Σ (cf. Section 5) by the boundary
conditions, assumed elliptic,
γ0u = 0, resp. χu = Cγ0u, on Σ,
with a first-order tangential differential operator C; here γ0u = u|Σ and χu is the conormal
derivative (5.12). Then one has when 0 ∈ ̺(Aγ) ∩ ̺(A˜) (the resolvent sets) that
(1.2) A˜−1 − A−1γ = KγL
−1(K ′γ)
∗,
where Kγ and K
′
γ are the Poisson operators for the Dirichlet problem for A resp. A
′,
L is the realization of the first-order elliptic ψdo C − Pγ,χ with D(L) = H
3
2 (Σ), and
Pγ,χ = χKγ , the Dirichlet-to-Neumann operator. Cf. Grubb [G68], [G74], and formulas
(2.10), (2.15), (3.45) in Brown-Grubb-Wood [BGW09] (based on [G68], [G74]); see also e.g.
[G08]. Abstract versions have been known for many years and various concrete applications
to elliptic PDE given recently, cf. e.g. Malamud [M10], Gesztesy-Mitrea [GM11], and their
listings of other contributions.
Consider for precision in this introductory section the case where the operators Aγ
and A˜ are selfadjoint; then so is L, as an operator from H−
1
2 (Σ) to H
1
2 (Σ). Then also
Kγ = K
′
γ. (Nonselfadjoint cases, where principal estimates of s-numbers can be obtained,
are treated in [G12], Sect. 10.)
The operator G = KγL
−1K∗γ is a singular Green operator of order −2, and its spectral
asymptotic behavior can be found in the following way: Denote the positive resp. negative
eigenvalues by µ±j , monotonely ordered and repeated according to multiplicity (one of the
sequences may be finite and then needs no treatment, we leave this aspect out of the
explanation). Then we have, since µ±j (B1B2) = µ
±
j (B2B1):
(1.3) µ±j (G) = µ
±
j (L
−1K∗γKγ) = µ
±
j (L
−1P1),
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where P1 = K
∗
γKγ is a selfadjoint positive ψdo on Σ of order −1 (it is also used in [G11]
Th. 3.4, which gives more information). Let P2 = P
1
2
1 , positive selfadjoint of order −
1
2 ,
then we have furthermore:
(1.4) µ±j (G) = µ
±
j (L
−1P 22 ) = µ
±
j (P2L
−1P2) = µ
±
j (P3), P3 = P2L
−1P2.
Estimates of the eigenvalues µ±j are connected in a known way with estimates of the
corresponding counting functions N ′±(t;G) = N ′±(t;P3); here N
′±(t;S) indicates the
number of positive, resp. negative eigenvalues of S outside the interval ]− 1/t, 1/t[ .
For the counting functions we apply the results of Ho¨rmander [H68] and Ivrii [I82] to
the selfadjoint elliptic ψdo P−13 of order 2. This gives:
Theorem 1.1. In the smooth selfadjoint case one has for the operator A˜−1 − A−1γ =
KγL
−1K∗γ = G that the eigenvalues satisfy
(1.5) N ′±(t; A˜−1 − A−1γ ) = C
±t(n−1)/2 +O(t(n−2)/2) for t→∞,
where C± are determined from the principal symbol p03(x
′, ξ′) of P3 (defined through (1.3)–
(1.4)). Moreover, if (p03)
−1 satifies Ivrii’s condition from [I82] (the bicharacteristics through
points of T ∗(Σ) \ 0 are nonperiodic except for a set of measure zero), there are constants
C±1 such that
(1.6) N ′±(t; A˜−1 −A−1γ ) = C
±t(n−1)/2 + C±1 t
(n−2)/2 + o(t(n−2)/2) for t→∞.
The estimate (1.5) follows from Ho¨rmander [H68] in the scalar case, Ivrii allows abitrary
elliptic systems and has the precision in (1.6). (The result does not seem to have been
formulated with this precision before.)
Note that in the scalar case, if Σ is connected, the selfadjointness and ellipticity prevents
the principal symbol of L from changing between positive and negative values, since it must
be real. So in that case only one of the sequences µ+j or µ
−
j is infinite.
In rough cases, we do not expect to get the fine remainder estimates, but will aim
for principal asymptotic (Weyl-type) estimates, as obtained in [G84] for general singular
Green operators in the smooth case.
2. Spectral estimates for nonsmooth pseudodifferential operators
2.1 Weak Schatten classes.
As in [G84] we denote by Cp(H,H1) the p-th Schatten class consisting of the compact
operators B from a Hilbert space H to another H1 such that (sj(B))j∈N ∈ ℓp(N). Here
sj(B) = µj(B
∗B)
1
2 , where µj(B
∗B) denotes the j-th positive eigenvalue of B∗B, arranged
nonincreasingly and repeated according to multiplicities. The so-called weak Schatten
class consists of the compact operators B such that
(2.1) sj(B) ≤ Cj
−1/p for all j; we set Np(B) = sup
j∈N
sj(B)j
1/p;
the notation S(p)(H,H1) was used in [G84] for this space. (The indication (H,H1) is
replaced by (H) if H = H1; it can be omitted when it is clear from the context.) Different
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notation is used in some other works; Cp is sometimes calledSp, and S(p) is also sometimes
called Σp, Sp or Sp,∞. To avoid confusion, we shall in the present paper use the notation
Sp,∞ for the p-th weak Schatten class.
We recall (cf. e.g. [G84] for details and references) that Np(B) is a quasinorm on Sp,∞,
satisfying
(2.2)
Np(
k0∑
k=1
Bk) ≤ Cp,γ
k0∑
k=1
Np(Bk)k
γ ,
with γ = 0 if p > 1, γ > p−1 − 1 if p ≤ 1;
here Cp,γ is independent of k0. Recall also that
(2.3) Sp,∞ ·Sq,∞ ⊂ Sr,∞, where r
−1 = p−1 + q−1,
and
(2.4) sj(B
∗) = sj(B), sj(EBF ) ≤ ‖E‖sj(B)‖F‖,
when E:H2 → H and F :H1 → H3 are bounded linear maps between Hilbert spaces.
Moreover, we recall that when Ξ is a bounded open subset of Rm and reasonably regular,
then the injection Ht(Ξ) →֒ L2(Ξ) is in Sm/t,∞ when t > 0. It follows that when B is a
linear operator in L2(Ξ) that is bounded from L2(Ξ) to H
t(Ξ), then B ∈ Sm/t,∞, with
(2.5) Nm/t(B) ≤ C‖B‖L(L2(Ξ),Ht(Ξ)).
2.2 Results of Birman and Solomyak.
We shall study pseudodifferential operators with Cτ -smoothness in the x-variable fur-
ther below, but let us first consider some results of Birman and Solomyak [BS77]. They
show an asymptotic result under weak smoothness hypotheses both in the x- and the
ξ-variable:
Theorem 2.1. [BS77] On a closed manifold Ξ of dimension m, let P be defined in local
coordinates from symbols p(x, ξ) that are homogeneous in ξ of degree −t < 0. Denote
m/t = µ.
1◦ One has that P ∈ Sµ,∞ (i.e., sj(P ) is O(j
−t/m)) under the following hypotheses on
the symbol in local coordinates:
If µ ≤ 1 (i.e., t ≥ m), assume that the symbols restricted to ξ ∈ Sm−1 = {|ξ| = 1} are
in L∞(S
m−1
ξ , C
ε
x) for some ε > 0.
If µ > 1 (i.e., t < m) assume that the symbols at ξ ∈ Sm−1 are in L∞(S
m−1,W lp),
where
(2.6) p ≥ 2, pl > m, 1/p > 1/2− 1/q1,
for some 2 < q1, q2 ≤ ∞ with q
−1
1 + q
−1
2 = µ
−1, l ∈ R+.
2◦ There is an asymptotic estimate
(2.7) sj(P )j
t/m → c,
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when the properties under 1◦ hold with L∞ replaced by C
0.
The constant c is the same as described further below in Theorem 2.5.
It is particularly interesting here that these estimates allow nonsmoothness in ξ, namely
just boundedness or continuity, with no requirement on ξ-derivatives.
Also some nonsmoothness in x is allowed, best in low dimensions. Let us see what it
means for t = 2.
Here 1◦ applies when when µ ≤ 1, i.e., m ≤ 2, so only Cε-smoothness in x is needed
then.
When 2 < m ≤ 4, so that 1 < µ ≤ 2, 1/2 ≤ 1/µ < 1, we can in 2◦ take 1/q1 = 1/2− δ
with a small positive δ (hereby q1 > 2) and 1/q2 = 1/µ − 1/q1 = 1/µ − 1/2 + δ (which
is < 1/2 for δ < 1− 1/µ, hereby q2 > 2). Then the requirement 1/p > 1/2− 1/q1 allows
taking 1/p arbitrarily close to 0. Now pl > m can be fulfilled for arbitrarily small l by
taking p sufficiently large, so W lp can be taken to contain C
ε, for a given small ε.
When m > 4, the inequalities will put a positive lower limit on the possible l that can
enter in (2.6). For example, for m = 5, µ = 5/2 and 1/µ = 2/5, then we can at best take
q1 = 5/2 and q2 =∞, which restricts p by
1/p > 1/2− 1/q = 1/2− 2/5 = 1/10,
so that p < 10. Then pl > m is at best obtained with l > 1/2.
So already for m = 5, hence for the boundary of a set of dimension 6, the Birman-
Solomyak result will not give asymptotic estimates for the most general situation in
[AGW12] where the symbols are only Cτ in x with a τ < 1/2.
It should be noted that our symbol classes have a high degree of smoothness in ξ in
contrast to those of Birman and Solomyak; we do not need their generality for the present
purposes, and have to find another point of view.
2.3 Approximation of ψdo’s by operators with smooth symbols.
We now turn to the symbol classes with Ho¨lder smoothness in x and full smoothness in
ξ, as defined in Kumano-go and Nagase [KN78], Marschall [M87], Taylor [T91] and other
places:
Definition 2.2. Let d ∈ R, τ > 0, m ∈ N, N ∈ N0. The space C
τSd1,0(R
m × Rm, N)
consists of the functions p(x, ξ) of x, ξ ∈ Rm such that
(2.8) ‖Dαξ p(x, ξ)‖Cτ is O(〈ξ〉
d−|α|) for |α| ≤ N.
We denote
⋂
N∈N0
CτSd1,0(R
m × Rm, N) = CτSd1,0(R
m × Rm).
The symbol p(x, ξ) is said to be polyhomogeneous (with step 1), when there is an
asymptotic expansion in symbols pd−j(x, ξ) homogeneous of order d − j in ξ for |ξ| ≥ 1,
in the sense that each pd−j ∈ C
τSd−j1,0 (R
m × Rm, N), and for all J , p −
∑
j<J pd−j is in
CτSd−J1,0 (R
m×Rm, N). For the subspaces of polyhomogeneous symbols we use the notation
CτSd instead of CτSd1,0.
Our convention for the Fourier transform is: Fx→ξu =
∫
Rm
e−ix·ξu(x) dx; then F−1ξ→xf =∫
Rm
eix·ξf(ξ) d–ξ, with d–ξ = (2π)−ndξ.
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A symbol in CτSd1,0(R
m × Rm) defines a ψdo P by
(2.9) Pu = OP(p(x, ξ))u =
∫
ei(x−y)·ξp(x, ξ)u(y) dyd–ξ, also called p(x,Dx)u,
with a suitable interpretation of the integral (as an oscillatory integral). We recall in
passing that one can also define operators “in y-form” resp. “in (x, y)-form” by formulas
(2.10)
OP(p(y, ξ))u =
∫
ei(x−y)·ξp(y, ξ)u(y) dyd–ξ, resp.
OP(p(x, y, ξ))u =
∫
ei(x−y)·ξp(x, y, ξ)u(y) dyd–ξ;
the latter is in some texts said to be defined from a double symbol. We say that (2.9) is
“in x-form”.
It is well-known that P in (2.9) satisfies
(2.11) P :Hd(Rm)→ L2(R
m) and hence P ∗:L2(R
m)→ H−d(Rm).
(More information is given below in Theorem 2.3.) Hence when d is a negative number
−t, and P is defined on a compact m-dimensional manifold from such symbols in local
coordinates, P ∈ Sm/t,∞ in view of (2.5).
This gives upper spectral estimates, and we shall obtain the asymptotic spectral es-
timates by approximation of the ψdo symbols by smooth polyhomogeneous symbols for
which the estimates are known. The so-called symbol smoothing, where p is written as
p♯ + p♭, p♯ ∈ Sm1,δ and p
♭ of lower order, is not useful here, since the polyhomogeneity
is lost in this decomposition. What we do is in fact simpler, namely approximation by
convolution in the x-variable with an approximate unit.
There is one small obstacle here, namely that C∞-functions are not dense in Cτ when
τ is not integer. For example, if one compares a C∞-function u(t) on [−1, 1] with the
function |t|τ ∈ Cτ ([−1, 1]) for some τ ∈ ]0, 1[ , one finds that
sup
t6=s
|(u(t)− |t|τ )− (u(s)− |s|τ )|
|t− s|τ
≥ sup
t6=0
|u(t)− u(0)− |t|τ |
|t|τ
≥ 1.
However, it is well-known (cf. e.g. Lunardi [L95] Ch. 1) that the so-called little-Ho¨lder
space hτ (Rm), consisting of functions u(x) ∈ Cτ (Rm) such that
(2.12) lim
h→0
sup
0<|x−y|≤h
|u(x)− u(y)|
|x− y|τ
= 0,
is a closed subspace of Cτ (Rm) for 0 < τ < 1 that equals the closure of C∞b (R
m) in the
Cτ -norm. Here, when ̺k is an approximate unit, i.e., ̺k(x) = k
m̺(kx) for k ∈ N, for some
̺ ∈ C∞0 (R
m) with ‖̺‖L1(Rm) = 1, one can check that if u ∈ h
τ (Rm), then ̺k ∗ u → u in
hτ (Rm) for k →∞.
Now for 0 < τ < τ1 < 1,
(2.13) Cτ1(Rm) →֒ hτ (Rm) →֒ Cτ (Rm),
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so a function u ∈ Cτ1(Rm) is approximated in Cτ -norm by ̺k ∗ u for k →∞.
Similarly, one can check that when p(x, ξ) is a symbol in CτSd1,0(R
m × Rm, N), then
(2.14) ̺k(x) ∗ p(x, ξ)→ p(x, ξ) in C
τ ′Sd1,0(R
m × Rm, N), when 0 < τ ′ < τ < 1;
here ̺k ∗ p ∈ C
∞
b S
d
1,0(R
m × Rm, N).
There are analogous definitions of symbol spaces where Cτ is replaced by Hrq -spaces
(Bessel-potential spaces), that we shall refer to in Section 5 below; ψdo’s defined from
such symbols were studied by Marschall in [M88]. When p(x, ξ) ∈ HrqS
d
1,0(R
m × Rm, N),
then ̺k ∗ p ∈ C
∞
b S
d
1,0(R
m × Rm, N), and
(2.15) ̺k(x) ∗ p(x, ξ)→ p(x, ξ) in H
r
qS
d
1,0(R
m × Rm, N).
One can also define symbols valued in Banach spaces. Let X be a Banach space, then
CτSd1,0(R
m×Rm, N ;X) consists of the functions p(x, ξ) from (x, ξ) ∈ Rm×Rm to X such
that
(2.16) ‖Dαξ p(x, ξ)‖Cτ(Rmx ,X) is O(〈ξ〉
d−|α|) for |α| ≤ N,
where Cτ (Rmx , X) is provided with the norm in (1.1) with absolute values replaced by
X-norms. X can in particular be a space of bounded linear operators X = L(X0, X1)
between Banach spaces X0, X1. The use of special Fre´chet spaces such as S+ in the place
of X is discussed below in Section 3.
The following result was shown (in a greater generality) in Marschall [M87] Th. 2.1:
Theorem 2.3. For d ∈ R, |s| < τ , one has that when p(x, ξ) ∈ CτSd1,0(R
m×Rm, N) with
N > m/2 + 1, then OP(p) is continuous:
(2.17) ‖OP(p)‖L(Hs+d(Rm),Hs(Rm)) <∞.
In other words, the linear map OP from the Banach space CτSd1,0(R
m ×Rm, N) to the
Banach space L(Hs+d(Rm), Hs(Rm)) is bounded for each |s| < τ , when N > m/2 + 1.
Then also
(2.18) ‖OP(p)−OP(pk)‖L(Hs+d(Rm),Hs(Rm)) → 0 for k →∞, when pk = ̺k ∗ p.
This holds for each |s| < τ , since there is room for a τ ′ ∈ ]0, τ [ such that |s| < τ ′, and the
symbol convergence holds in Cτ
′
Sd1,0.
To show spectral asymptotic estimates, we shall use what is known in smooth cases and
extend it to nonsmooth cases by use of suitable perturbation results for s-numbers:
Lemma 2.4.
1◦ If sj(B)j
1/p → C0 and sj(B
′)j1/p → 0 for j → ∞, then sj(B + B
′)j1/p → C0 for
j →∞.
2◦ If B = BM + B
′
M for each M ∈ N, where sj(BM )j
1/p → CM for j → ∞ and
sj(B
′
M)j
1/p ≤ cM for j ∈ N, with CM → C0 and cM → 0 for M →∞, then sj(B)j
1/p →
C0 for j →∞.
The statement in 1◦ is the Weyl-Ky Fan theorem (cf. e.g. [GK69] Th. II 2.3), and 2◦ is
a refinement shown in [G84] Lemma 4.2.2◦.
We have the following result for nonsmooth ψdo’s on closed smooth manifolds.
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Theorem 2.5. Let E be anM -dimensional smooth vector bundle E over a smooth compact
boundaryless m-dimensional manifold Ξ. Let t > 0 and 0 < τ < 1, and let P be a Cτ -
smooth ψdo acting in E, with symbol defined in local trivializations from symbols p(x, ξ)
in CτS−t(Rm × Rm)⊗ L(CM ). Then the s-numbers of P satisfy the asymptotic estimate
(2.19) sj(P )j
t/m → c(p0)t/m for j →∞,
where
(2.20) c(p0) = 1m(2π)m
∫
Ξ
∫
|ξ|=1
tr
(
(p0(x, ξ)∗p0(x, ξ))m/2t
)
dωdx.
Proof. Using the approximation (2.14) in localizations, we can approximate P by a se-
quence of operators Pk with polyhomogeneous C
∞-symbols (locally in C∞S−t), converg-
ing in the topology of symbols in Cτ
′
S−t for 0 < τ ′ < τ . Then the norm of P − Pk in
L(H−t(Ξ), L2(Ξ)) goes to 0 for k → ∞. The statement of the theorem holds for the Pk,
as a corollary to Seeley [S67], cf. [G84], Lemma 4.5ff. Moreover, since (P − Pk)
∗ → 0 in
L(L2(Ξ), H
t(Ξ)),
sup
j
sj(P − Pk)j
t/m → 0 for k →∞,
cf. (2.5). We also have that c(p0k)→ c(p
0) for k →∞, since the symbol sequence converges
in Cτ
′
. Then the conclusion follows for P by Lemma 2.4 2◦. 
3. Nonsmooth pseudodifferential boundary operators
3.1 Boundary symbols with Ho¨lder smoothness.
We want to generalize the results of [G84] on singular Green operators to nonsmooth
symbols. This takes a larger effort, since the continuity from H−t(Ω) to L2(Ω), when G
is of order −t and class 0 on the manifold Ω with boundary, only implies G ∈ Sn/t,∞, not
G ∈ S(n−1)/t,∞ as is known in the smooth case.
We denote by S± = S(R±) the space of restrictions r
± to R± of functions in S(R), and
by S++ = S(R
2
++) the space of restrictions to R
2
++ = R+×R+ of functions in S(R
2); here
S(Rn) is the Schwartz space of rapidly decreasing C∞-functions.
Singular Green operators of class 0 are defined in the smooth case on R
n
+ from functions
g˜(x′, xn, yn, ξ
′) ∈ Sd1,0(R
n−1 × Rn−1,S++) by
Gu =
∫
Rn−1
eix
′·ξ′
∫ ∞
0
g˜(x′, xn, yn, ξ
′)Fy′→ξ′u(y
′, yn) dynd
–ξ′.
The tool that we shall use to invoke the effect of the boundary dimension is a decomposition
of the spaces S+ and S++ in terms of (a variant of) Laguerre functions, using expansions
in such functions not only for the symbols but also on the operator level (Section 3.3).
Let us briefly recall the Laguerre expansions (introduced in [B71], their role being further
explained in [G84], [G96], [G09]). Define
when k ≥ 0, ϕk(xn, σ) =
{
(2σ)
1
2 (σ − ∂xn)
k(xkne
−xnσ)/k! for xn ≥ 0,
0 for xn < 0;
when k < 0, ϕk(xn, σ) = ϕ−k−1(−xn, σ).
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Here σ can be any positive number. In the considerations of symbols, we shall take it as
(3.1) σ(ξ′) = [ξ′], a smooth positive function of ξ′ that equals |ξ′| for |ξ′| ≥ 1.
The functions form an orthonormal basis of L2(R); those with k ≥ 0 span L2(R+), and
those with k < 0 span L2(R−). Their Fourier transforms are
(3.2) ϕˆk(ξn, σ) = (2σ)
1
2
(σ − iξn)
k
(σ + iξn)k+1
, where we denote ϕˆ′k(ξn, σ) =
(σ − iξn)
k
(σ + iξn)k+1
,
forming orthogonal bases of L2(R).
The point is that the ϕk(xn, σ), k ≥ 0, belong to S+ and span its elements in rapidly
decreasing series, in the sense that the following two systems of seminorms on the Fre´chet
space S+ are equivalent:
(3.3)
‖xlnD
l′
xn
u(xn)‖L2(R+), l, l
′ ∈ N0, resp.
‖{〈j〉Mbj}‖ℓ2(N0), M ∈ N0, where u(xn) =
∑
j∈N0
bjϕj(xn, σ);
cf. e.g. [G96], Lemma 2.2.1, or [G09], Lemma 10.14. This holds in such a way that an
estimate in one of the systems is dominated by a fixed finite set of estimates in the other
system. (A sequence {bj} is called rapidly decreasing, when supj〈j〉
M |bj| <∞ for all M .)
Similarly, the products ϕj(xn, σ)ϕk(yn, σ) belong to S++, and here there is equivalence
of the systems of seminorms
(3.4)
‖xlnD
l′
xn
ymn D
m′
yn
u(xn, yn)‖L2(R2++), l, l
′, m,m′ ∈ N0, resp.
‖{〈j〉M 〈k〉M
′
cjk}‖ℓ2(N0×N0), M,M
′ ∈ N0, where u(xn, yn) =
∑
j,k∈N0
cjkϕj(xn, σ)ϕk(yn, σ),
again with finite interdependence.
There are the following rules for differentiations in ξ′ and ξn, when σ is as in (3.1) (then
∂ξjσ = ξjσ
−1 for |ξ′| ≥ 1):
(3.5)
∂ξj ϕˆk(ξn, σ) =
(
kϕˆk−1 − ϕˆk − (k + 1)ϕˆk+1
)
(2σ)−1∂ξjσ, j < n,
∂ξn ϕˆk(ξn, σ) = −i
(
kϕˆk−1 + (2k + 1)ϕˆk + (k + 1)ϕˆk+1
)
(2σ)−1.
Let us also recall that, with e± denoting extension by zero for xn ≶ 0, Fourier transfor-
mation gives the spaceH+ = Fxn→ξn(e
+S+); its conjugate space isH
−
−1 = Fxn→ξn(e
−S−);
and both are contained in H = H++˙H−−1+˙C[t], where C[t] consists of the polynomials on
R. The projections of H to the components H+ resp. H−−1 are denoted h
+ resp. h−−1.
We refer to the indicated books for more information; this complex notation will not be
important in the present paper.
We are now ready to give the technical definitions of the nonsmooth symbol spaces (that
may be taken lightly in a first reading). Boundary operator symbols with Cτ -smoothness
are defined as in Abels [A05], and we in addition formulate the estimates in terms of
Laguerre expansions.
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Definition 3.1. Let d ∈ R and τ > 0. The space CτSd1,0(R
n−1 × Rn−1;S+) consists of
the functions f˜(x′, xn, ξ
′) of x′, ξ′ ∈ Rn−1, xn ∈ R+, such that
(3.6)
‖xlnD
l′
xn
Dαξ′ f˜(x
′, xn, ξ
′)‖Cτ (Rn−1,L2(R+)) is O(〈ξ
′〉d+
1
2−l+l
′−|α|) for l, l′ ∈ N0, α ∈ N
n−1
0 .
Equivalently, with f = Fxn→ξn(e
+f˜),
‖h+ξl
′
nD
l′
ξn
Dαξ′f(x
′, ξ′, ξn)‖Cτ (Rn−1,L2(R)) is O(〈ξ
′〉d+
1
2−l+l
′−|α|) for l, l′ ∈ N0, α ∈ N
n−1
0 .
Likewise equivalently, with f˜(x′, xn, ξ
′) =
∑
k∈N0
bk(x
′, ξ′)ϕk(xn, σ(ξ
′)),
(3.7) ‖{〈k〉MDαξ′bk(x
′, ξ′)}‖Cτ (Rn−1,ℓ2(N0)) is O(〈ξ
′〉d+
1
2−|α|) for M ∈ N0, α ∈ N
n−1
0 ,
i.e., the coefficient sequence {bk(x
′, ξ′)}k∈N0 is rapidly decreasing in C
τS
d+ 12
1,0 (R
n−1×Rn−1).
Introduce also for N ∈ N0 the notation C
τSd1,0(R
n−1 × Rn−1, N ;S+) for the space
of functions f˜(x′, xn, ξ
′) satisfying the estimates (3.6) for l, l′ ∈ N0, |α| ≤ N ; then
CτSd1,0(R
n−1 × Rn−1;S+) =
⋂
N∈N0
CτSd1,0(R
n−1 × Rn−1, N ;S+).
The functions f˜ and f are said be polyhomogeneous, when there moreover is an
asymptotic expansion of f in functions fd−j(x
′, ξ) homogeneous of degree d− j in (ξ′, ξn)
for |ξ′| ≥ 1, in a similar way as in Definition 2.2. For the subspaces of polyhomogeneous
symbols we use the notation CτSd instead of CτSd1,0.
The functions f˜ and f serve as symbol-kernels resp. symbols of Poisson operators of
order d + 1, here they are usually denoted k˜ resp. k. First there is the definition of an
operator with respect to the xn-variable:
(3.8) OPKn(k˜)v = k˜(x
′, xn, ξ
′) · v, also denoted k(x′, ξ′, Dn)v,
going from C to S+ for each (x
′, ξ′); this is the boundary symbol operator. Then the full
operator is defined for v ∈ S(Rn−1) by using the pseudodifferential definition with respect
to (x′, ξ′) (denoted OP′):
(3.9) OPK(k˜)v = OP′OPKn(k˜)v =
∫
R2n−2
ei(x
′−y′)·ξ′ k˜(x′, xn, ξ
′)v(y′) dy′d–ξ′.
(One also writes OPK(k˜) as OPK(k), and OPKn(k˜) as OPKn(k).)
The same classes of functions f˜ serve as symbol-kernels for trace operators of order d
and class zero; here they are usually denoted t˜. The associated symbol t is the conjugate
Fourier transform of e+t˜ in xn, t(x
′, ξ′, ξn) =
∫∞
0
eixnξn t˜(x′, xn, ξ
′) dxn = Fxn→ξne
+ t˜. The
definition of an operator with respect to the xn-variable is, for u ∈ S+:
(3.10) OPTn(t˜)u =
∫ ∞
0
t˜(x′, xn, ξ
′)u(xn) dxn, also denoted t(x
′, ξ′, Dn)u,
going from S+ to C for each (x
′, ξ′); the boundary symbol operator. Then the full operator
is defined for u ∈ S(R
n
+) = S(R
n)|
R
n
+
by:
(3.11) OPT(t˜)u = OP′OPTn(t˜)u =
∫
R2n−2
∫ ∞
0
ei(x
′−y′)·ξ′ t˜(x′, yn, ξ
′)u(y′, yn) dyndy
′d–ξ′.
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Definition 3.2. Let d ∈ R and τ > 0. The space CτSd1,0(R
n−1 × Rn−1;S++) consists of
the functions g˜(x′, xn, yn, ξ
′) of x′, ξ′ ∈ Rn−1, xn, yn ∈ R+, such that
(3.12) ‖xlnD
l′
xn
ymn D
m′
yn
Dαξ′ g˜(x
′, xn, yn, ξ
′)‖Cτ (Rn−1,L2(R2++)) is O(〈ξ
′〉d+1−l+l
′−m+m′−|α|)
for l, l′, m,m′ ∈ N0, α ∈ N
n−1
0 .
Equivalently, with g = Fxn→ξnFyn→ηn(e
+
xn
e+yn g˜),
‖h+ξnh
−
−1,ηn
ξl
′
nD
l
ξn
ηm
′
n D
m
ηn
Dαξ′g(x
′, ξ′, ξn, ηn)‖Cτ (Rn−1,L2(R2)) is O(〈ξ
′〉d+1−l+l
′−m+m′−|α|),
for l, l′, m,m′ ∈ N0, α ∈ N
n−1
0 .
Likewise equivalenty, with g˜(x′, xn, yn, ξ
′) =
∑
j,k∈N0
cjk(x
′, ξ′)ϕj(xn, σ)ϕk(yn, σ),
(3.13) ‖{〈j〉M〈k〉M
′
Dαξ′cjk(x
′, ξ′)}‖Cτ (Rn−1,ℓ2(N0×N0)) is O(〈ξ
′〉d+1−|α|),
for M,M ′ ∈ N0, α ∈ N
n−1
0 , i.e., the coefficient sequence {cjk(x
′, ξ′)}j,k∈N0 is rapidly de-
creasing in CτSd+11,0 (R
n−1 × Rn−1).
Introduce also the notation CτSd1,0(R
n−1 × Rn−1, N ;S++) for the space of functions
g˜(x′, xn, yn, ξ
′) satisfying (3.12) for l, l′, m,m′ ∈ N0, |α| ≤ N .
The functions g˜ and g are said be polyhomogeneous, when there moreover is an
asymptotic expansion of g in functions gd−j(x
′, ξ′, ξn, ηn) homogeneous of degree d− j in
(ξ′, ξn, ηn) for |ξ
′| ≥ 1, in a similar way as in Definition 2.2.
The functions g˜ and g serve as symbol-kernels resp. symbols of singular Green oper-
ators of order d+ 1 and class zero. The definition of an operator with respect to the
xn-variable is
(3.14) OPGn(g˜)u =
∫ ∞
0
g˜(x′, xn, yn, ξ
′)u(yn) dyn, also denoted g(x
′, ξ′, Dn)u,
acting in S+ for each (x
′, ξ′); the boundary symbol operator. Then the full operator is
defined for u ∈ S(R
n
+) by:
(3.15)
OPG(g˜)u = OP′OPGn(g˜)u =
∫
R2n−2
ei(x
′−y′)·ξ′
∫ ∞
0
g˜(x′, xn, yn, ξ
′)u(y′, yn) dyndy
′d–ξ′.
The operators defined as in (3.9), (3.15) can for precision be said to be in x′-form, to
distinguish this from the case where the functions k˜, t˜, g˜ in the integrals depend on y′ in
the place of x′. Such cases also define Poisson, trace and singular Green operators; the
operators are said to be in y′-form, denoted OPK(k˜(y′, xn, ξ
′)), etc. Also (x′, y′)-forms
can occur. The adjoint of the Poisson operator OPK(f˜(x′, xn, ξ
′)) is the trace operator
OPT(f˜(y′, xn, ξ
′)).
In the following we often leave out Rn−1×Rn−1 from the notation for the symbol spaces.
For the consideration of the full operators as operator-valued ψdo’s, the following prop-
erties of the boundary symbol operators will be very useful:
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Lemma 3.3. Let k˜ ∈ CτSd−11,0 (R
n−1 ×Rn−1;S+), t˜ ∈ C
τSd1,0(R
n−1 ×Rn−1;S+), and g˜ ∈
CτSd−11,0 (R
n−1×Rn−1;S++). Then the boundary symbol operators k(x
′, ξ′, Dn), t(x
′, ξ′, Dn)
and g(x′, ξ′, Dn) (cf. (3.8), (3.10), (3.14)) satisfy, for s
′, s′′ ≥ 0:
(3.16)
k(x′, ξ′, Dn) ∈ C
τS
d− 12+s
′
1,0 (R
n−1 × Rn−1;L(C, Hs
′
(R+)),
t(x′, ξ′, Dn) ∈ C
τS
d+ 12+s
′
1,0 (R
n−1 × Rn−1;L(H−s
′
0 (R+),C)),
g(x′, ξ′, Dn) ∈ C
τSd+s
′+s′′
1,0 (R
n−1 × Rn−1;L(H−s
′
0 (R+), H
s′′(R+)).
Here, when M ∈ N0, the Poisson boundary symbol operator seminorms
(3.17) sup
ξ′
〈ξ′〉−d+
1
2+|α|−s
′
‖Dαξ′k(x
′, ξ′, Dn)‖Cτ (Rn−1,L(C,Hs′ (R+))), |α| ≤ N, s
′ ≤M,
are dominated by the system of symbol seminorms
(3.18) sup
ξ′
〈ξ′〉−d+
1
2+|α|−l‖DlxnD
α
ξ′ k˜(x
′, xn, ξ
′)‖Cτ (Rn−1,L2(R+)), |α| ≤ N, l ≤M.
They are also dominated by the system of seminorms in terms of Laguerre expansions
k˜(x′, xn, ξ
′) =
∑
j∈N0
bj(x
′, ξ′)ϕj(xn, σ(ξ
′)):
(3.19) sup
ξ′
〈ξ′〉−d+
1
2+|α|‖{〈j〉M+1Dαξ′bj(x
′, ξ′)}j∈N0‖Cτ (Rn−1,ℓ2(N0)), |α| ≤ N.
Likewise, the trace and singular Green boundary symbol operator seminorms
(3.20)
sup
ξ′
〈ξ′〉−d−
1
2+|α|−s
′
‖Dαξ′ t(x
′, ξ′, Dn)‖Cτ (Rn−1,L(H−s′0 (R+),C))
, |α| ≤ N, s′ ≤M, resp.
sup
ξ′
〈ξ′〉−d+|α|−s
′−s′′‖Dαξ′g(x
′, ξ′, Dn)‖Cτ (Rn−1,L(H−s′0 R+,Hs
′′
(R+)))
, |α| ≤ N, s′ ≤M,
are dominated by the systems of symbol seminorms
(3.21)
sup
ξ′
〈ξ′〉−d−
1
2+|α|−l‖DlxnD
α
ξ′ t˜(x
′, xn, ξ
′)‖Cτ (Rn−1,L2(R+)), |α| ≤ N, l ≤M, or
sup
ξ′
〈ξ′〉−d−
1
2+|α|‖{〈j〉M+1Dαξ′bj(x
′, ξ′)}j∈N0‖Cτ (Rn−1,ℓ2(N0)), |α| ≤ N, resp.
sup
ξ′
〈ξ′〉−d+|α|−l‖DlxnD
m
yn
Dαξ′ g˜(x
′, xn, yn, ξ
′)‖Cτ (Rn−1,L2(R2++)), |α| ≤ N, l,m ≤M, or
sup
ξ′
〈ξ′〉−d+|α|‖{〈(j, k)〉2M+1Dαξ′cjk(x
′, ξ′)}j,k∈N0‖Cτ (Rn−1,ℓ2(N20)), |α| ≤ N.
Here t˜ =
∑
j∈N0
bjϕj(xn, σ) and g˜ =
∑
j,k∈N0
cjkϕj(xn, σ)ϕk(yn, σ).
Proof. This is a variant of a result shown (in more generality including Lp-spaces and
weighted norms) in Abels [A05], Lemma 4.6, as a generalization of [GK93], Th. 3.7.
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The present L2-version is straightforward to show. Consider k˜. The estimates
〈ξ′〉−d+
1
2−l‖Dlxn k˜(x
′, xn, ξ
′)‖Cτ (Rn−1,L2(R+)) = O(1), l ≤M,
imply
〈ξ′〉−d+
1
2−M‖k˜(x′, xn, ξ
′)‖Cτ (Rn−1,HM (R+)) = O(1),
so since k(x′, ξ′, Dn) is multiplication by k˜, the finiteness of (3.17) follows for α = 0,
s′ =M . A similar treatment of Dαξ′ k˜ includes general α. Noninteger values s
′ ∈ [0,M ] are
included by interpolation, since Hs
′
interpolates between H0 and HM ; here the symbol
seminorms for l ≤ M suffice for the estimates. This shows the statement on domination
of the seminorms (3.17) by those in (3.18).
The second statement on domination follows from the fact that by [G96], (2.2.20),
〈ξ′〉−d+
1
2−l‖Dlxn k˜(x
′, xn, ξ
′)‖L2(R+) ≤ c‖{〈j〉
l+εbj(x
′, ξ′)}j∈N0‖ℓ2(N0).
The proofs for the other types of operators are similar (for t˜ one can simply note that
t(x′, ξ′, Dn) is the adjoint of the Poisson operator v 7→ t˜(x
′, xn, ξ
′)v, and H−s
′
0 (R+) is the
dual space of Hs
′
(R+)). 
One of the consequences derived in [A05] is that the operators of order d have the
Sobolev space continuities:
(3.22)
OPK(k˜):Hs+d−
1
2 (Rn−1)→ Hs(Rn+) for |s| < τ,
OPT(t˜):Hs+d(Rn+)→ H
s− 12 (Rn−1) for |s− 1
2
| < τ, s+ d > −1
2
,
OPG(g˜):Hs+d(Rn+)→ H
s(Rn+) for |s| < τ, s+ d > −
1
2 ;
when k˜, t˜ and g˜ are as in Lemma 3.3. We return to the proof below in Theorem 3.8.
Remark 3.4. The special case where the operators map from Hs-space to Hs-space for
|s| < τ , is particularly convenient in composition rules:
(3.23)
OPK(k˜):Hs(Rn−1)→ Hs(Rn+) for |s| < τ, when d =
1
2 ,
OPT(t˜):Hs(Rn+)→ H
s(Rn−1) for |s| < τ, s > −12 , when d = −
1
2 ,
OPG(g˜):Hs(Rn+)→ H
s(Rn+) for |s| < τ, s > −
1
2 , when d = 0;
here k˜ and t˜ ∈ CτS
− 12
1,0 (S+), g˜ ∈ C
τS−11,0(S++). (For the statement on OPT(t˜) we replaced
s− 1
2
in (3.22) by s.) We say that these operators are of neutral order.
The order conventions, introduced originally by Boutet de Monvel in [B71], may seem a
little confusing. They respect the principle that a composition of two operators of orders
d1 resp. d2 is of order d1 + d2, but the order is not preserved when one passes from a
Poisson operator of order d to its adjoint, which is a trace operator of order d − 1 and
class 0. To compensate for this phenomenon, one might think of redefining the orders by
adding or subtracting 12 , but this is not really helpful, since in considerations of mappings
between Lp-based Sobolev spaces, the role of
1
2
is taken over by 1
p
and 1
p′
.
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3.2 Rules of calculus.
Let us now recall some composition rules. We here let a(x′, ξ′, Dn) play the role of any
of the boundary symbol operators introduced above, such that the resulting full operator
can be written as A = OP′ a(x′, ξ′, Dn). We also include functions s(x
′, ξ′) that are
symbols of ψdo’s on Rn−1, and on the boundary symbol level simply act as multiplications.
The composition of two boundary symbol operators a1 and a2 is denoted a1 ◦n a2. The
compositions can of course only be applied when A1 is defined on the range of A2 (which
can be a Sobolev space over Rn−1 or Rn+). The notation a˜1 ◦n a˜2 = a˜3 is sometimes also
used with the a˜i denoting the corresponding symbol-kernels. Full details are found in [G96,
G09] or [A05]; some examples are:
(3.24)
k˜ ◦n t˜ = k˜(x
′, xn, ξ
′)t˜(x′, yn, ξ
′),
t˜ ◦n k˜ =
∫ ∞
0
t˜(x′, xn, ξ
′)k˜(x′, xn, ξ
′) dxn,
g˜ ◦n k˜ =
∫ ∞
0
g˜(x′, xn, yn, ξ
′)k˜(x′, yn, ξ
′) dyn,
t˜ ◦n g˜ =
∫ ∞
0
t˜(x′, xn, ξ
′)g˜(x′, xn, yn, ξ
′) dxn,
g˜ ◦n g˜
′ =
∫ ∞
0
g˜(x′, xn, zn, ξ
′)g˜′(x′, zn, yn, ξ
′) dzn,
k˜ ◦n s = k˜(x
′, xn, ξ
′)s(x′, ξ′),
s ◦n t˜ = s(x
′, ξ′)t˜(x′, xn, ξ
′).
As usual, OP′(a1 ◦ a1) is a good approximation to A1A2; the following theorem gives
more information on this for the Ho¨lder-smooth symbol classes.
Theorem 3.5. For i = 1, 2, let k˜i(x
′, xn, ξ
′) be Poisson symbol-kernels of order dj +
1
2
,
let t˜i(x
′, xn, ξ
′) be trace symbol-kernels of order di −
1
2
and class 0, let g˜i(x
′, xn, yn, ξ
′) be
singular Green symbol-kernels of order di and class 0, and let si(x
′, ξ′) be ψdo symbols
on Rn−1 of orders di, with τi-smoothness, respectively, defining operators Ki, Ti, Gi, Si.
Let d = d1 + d2 and τ = min{τ1, τ2}, and let θ ∈ ]0, 1[ with θ < τ . Then the composed
operators satisfy
(3.25)
A1A2 −OP
′(a1 ◦n a2):H
s+d−θ → Hs,
when |s| < τ, s > θ − τ2, θ − τ2 < s+ d1 < τ2;
in addition the class condition s+ d− θ > −12 must be satisfied if A2 is a trace or singular
Green operator. (The Ht stand for Sobolev spaces over Rn−1 or Rn+ depending on the
context where they are used.)
The rule in the case where a1 and a2 are ψdo’s on R
n−1 is known from Taylor [T91],
Prop. I 2.1D. The other rules (on ψdbo’s) are proved in Abels [A05], Th. 4.13, by use
of an extension of Taylor’s result to vector-valued operators, cf. also [A05a]. The above
statement differs from the formulation in [A05] by referring to orders di ±
1
2 for Poisson
and trace operators; this allows a unified formulation. One can also describe rules where
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a trace operator or singular Green operator contains standard traces γj (i.e., has positive
class); they can be deduced from the above by combination with mapping properties of
the γj.
We moreover need rules for compositions with ψdo’s P on Rn satisfying the transmission
condition at xn = 0, and truncated to R
n
+ as P+ = r
+Pe+ (where r± denotes restriction
to Rn±, e
± stands for extension by zero on Rn \Rn±). Here the composition rules are more
complicated, already on the symbol level. Moreover, the symbol p(x, ξ) of P is in general
xn-dependent, whereas the boundary symbol operator p(x
′, ξ′, Dn)+ is defined from the
symbol at xn = 0. When one of the factors Ai in a composition is of the form P+, it is the
true operator that enters as Ai and the xn-independent boundary symbol operator that
enters as ai. It is proved in Section 5 of [A05] that the statement in Theorem 3.5 is valid
also for these cases:
Theorem 3.6. The conclusion of Theorem 3.5 holds also when G1 or G2 is replaced by a
Cτi-smooth ψdo Pi,+ of order di satisfying the transmission condition at xn = 0.
We here view the truncated ψdo’s as being of class 0. There is a refinement allowing
operators of negative class, but we shall not need it here and refer to the quoted works for
details on this.
For a composition of two truncated ψdo’s P1,+ and P2,+ one uses the formula
(3.26) P1,+P2,+ = (P1P2)+ − L(P1, P2),
where the composition P1P2 follows a rule as for S1S2 in Theorem 3.5, and the singular
Green term L(P1, P2) is treated by use of other rules in Theorem 3.5, supplied with con-
siderations of standard trace operators γj . The outcome is essentially as in (3.25) (more
details are given in [A05], Sect. 5.3).
For the purpose of spectral estimates we need a sharpening of the information in (3.22),
(3.23), taking into account how many symbol seminorm estimates are needed for the oper-
ator norm estimates. This uses the following generalization of Marschall’s result Theorem
2.3:
Theorem 3.7. Let H0 and H1 be Hilbert spaces, and consider operator-valued symbols
p ∈ CτSd1,0(R
m × Rm, N ;L(H0, H1)), where the symbol seminorms (2.8) are taken in
Cτ (Rm,L(H0, H1)). For N ≥ m+ 1, OP(p) is continuous
OP(p):Hs+d(Rm, H0)→ H
s(Rm, H1) for |s| < τ.
The proof is given in the Appendix (written by Helmut Abels). We use the theorem to
show that a fixed finite set of symbol seminorms suffices for estimates of operator norms.
Theorem 3.8. Let τ ∈ ]0, 1[ . Let k˜, t˜ and g˜ be as in Lemma 3.3.
1◦ For each |s| < τ , the norm of OPK(k˜) in (3.22) is bounded by a finite system of
seminorms:
(3.27)
‖OPK(k˜)‖
L(Hs+d−
1
2 (Rn−1),Hs(Rn+))
≤ Cs sup
ξ′
〈ξ′〉|α|−d+
1
2 ‖DlxnD
α
ξ′ k˜‖Cτ (Rn−1,L2(R+)), l = 0, 1, |α| ≤ n.
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The symbol seminorms in (3.27) are estimated by the following Laguerre symbol seminorms,
where k˜(x′, xn, ξ
′) =
∑
k∈N0
bk(x
′, ξ′)ϕk(xn, σ(ξ
′)),
(3.28) sup
ξ′
〈ξ′〉|α|−d+
1
2 ‖{〈k〉2Dαξ′bk}‖Cr(Rn−1,ℓ2(N0)), |α| ≤ n.
2◦ For each |s′ − 12 | < τ , resp. |s| < τ , the norms of OPT(t˜) and OPG(g˜) in (3.22) are
bounded by finite systems of seminorms:
(3.29)
‖OPT(t˜)‖
L(Hs
′+d(Rn+),H
s′− 1
2 (Rn+))
≤ Cs′ sup
ξ′
〈ξ′〉|α|−d−
1
2 ‖DlxnD
α
ξ′ t˜‖Cτ (Rn−1,L2(R+)), l = 0, 1, |α| ≤ n,
‖OPG(g˜)‖L(Hs+d(Rn+),Hs(Rn+))
≤ Cs sup
ξ′
〈ξ′〉|α|−d‖DlxnD
m
yn
Dαξ′ g˜‖Cτ (Rn−1,L2(R2++)), l, m = 0, 1, |α| ≤ n.
The operator norms can also be estimated in terms of finite systems of Laguerre seminorms,
as in Lemma 3.3.
Proof. The proof follows that of [A05], Th. 4.8 in a simplified version, but taking the
dependence on specific finite seminorm systems into account.
Consider K = OPK(k˜) = OP′(k(x′, ξ′, Dn)). By Lemma 3.3, k(x
′, ξ′, Dn) is in
CτS
d− 12+s
′
1,0 (R
n−1 × Rn−1;L(C, Hs
′
(R+)) for all s
′ ≥ 0. Applying Theorem 3.7 with
N = (n− 1) + 1 = n, we see that K is continuous
(3.30) K:Hs+d−
1
2+s
′
(Rn−1)→ Hs(Rn−1, Hs
′
(R+))
for |s| < τ , s′ ≥ 0. Here we let s′ ∈ [0, 1], then the operator norm is estimated by (3.18)
or (3.19) with N = n and M = 1. If s ∈ [0, τ [ , observe that
(3.31) Hs(Rn+) = H
s(Rn−1, H0(R+)) ∩H
0(Rn−1, Hs(R+)) for s ≥ 0,
and apply this to (3.30) with (s, s′) of the form (s, 0) and of the form (0, s); then we find
that
(3.32) K:Hs+d−
1
2 (Rn−1)→ Hs(R+)
holds for s ≥ 0. If s ∈ ]− τ, 0], we obtain (3.32) by taking s′ = 0 in (3.30) and using that
(3.33) Hs(Rn−1, H0(R+)) →֒ H
s(Rn+) if s ≤ 0.
Since s′ ∈ [0, 1], the operator norm is estimated as asserted in the theorem.
The proofs for T and G are adapted from [A05] Th. 4.8 in a similar way. 
Also rules in Theorems 3.4 and 3.5 may be sharpened to a dependence on only finitely
many symbol seminorms, by an extension of results of Marschall [M87] to vector-valued
operators, but since we do not need them in the present paper, we shall not pursue this
here.
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Remark 3.9. Let us mention one more rule, namely that the difference between operators
defined in x′-form resp. y′-form from the same symbol is of lower order; it is not included
in [A05, A05a]. Since the result is not essential for the present work, we only indicate
some ingredients in a proof: A special case of Corollary 4.6 of [M87] is: If a(x, ξ) ∈
CτSd1,0(R
m × Rm, N ;L(H0, H1)), with H0 = H1 = C, then
(3.34) OP(a(x, ξ))−OP(a(y, ξ)):Hs+d−θ(Rm, H0)→ H
s(Rm, H1)
is bounded, provided that N > 32m+2, θ ∈ [0, 1], τ > θ, |s| < τ and |s+ d− θ| < τ . (This
allows d and s+ d to run in a small interval around 0.)
One needs a generalization of the statement to general Hilbert spaces H0, H1, and
then one can prove by use of Lemma 3.3 that when K = OPK(k˜(x′, xn, ξ
′)) and K ′ =
OPK(k˜(y′, xn, ξ
′)) are Poisson operators defined in x′-form resp. y′-form from a symbol
k˜(x′, xn, ξ
′) ∈ CτS
− 12
1,0 (R
n−1 × Rn−1;S+), τ < 1, then
(3.35) K −K ′:Hs−θ(Rn−1)→ Hs(Rn+) for − τ + θ < s < τ.
There are similar statements for trace and singular Green operators.
3.3 Laguerre boundary operators.
Let us introduce a notation for the special Poisson and trace operators on Rn+ — La-
guerre boundary operators — defined from Laguerre functions with k ≥ 0 (as in Grubb
and Schrohe [GS04]):
(3.36) Φk = OPK(ϕk(xn, σ(ξ
′))), Φ∗k = OPT(ϕk(xn, σ(ξ
′)));
here Φk is a Poisson operator of order
1
2 , and the adjoint Φ
∗
k is a trace operator of order −
1
2
and class 0 (note that they are of neutral order as defined in Remark 3.4). The operator
Φk maps L2(R
n−1) continuously, in fact isometrically, into L2(R
n
+). Moreover, because of
the orthonormality and completeness of the ϕk,
(3.37) Φ∗jΦk = δjkIRn−1 ,
∑
k∈N0
ΦkΦ
∗
k = IRn+ ,
where IRn−1 resp. IRn+ stands for the identity operator on functions on R
n−1 resp. Rn+.
Denoting by Hj the range of Φj in L2(R
n
+), we have that the Hj are mutually orthogonal
closed subspaces, and that
(3.38) L2(R
n
+) =
⊕
j∈N0
Hj ; with isometries Φj :L2(R
n−1)
∼
→ Hj , Φ
∗
j :Hj
∼
→ L2(R
n−1),
the latter acting as an inverse of Φj .
Lemma 3.10. When G is a singular Green operator on Rn+ of order d and class 0, defined
from a symbol-kernel g˜(x′, ξ′, xn, yn) ∈ C
τSd−11,0 (R
n
+ ×R
n−1;S++), it can be written in the
form
(3.39) G =
∑
k∈N0
KkΦ
∗
k, Kk = OPK(k˜k(x
′, xn, ξ
′)),
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with Poisson operators Kk of order d+
1
2 , their symbol-kernels (k˜k)k∈N0 forming a rapidly
decreasing sequence in CτS
d− 12
1,0 (R
n−1 × Rn−1;S+). Here
(3.40) k˜k(x
′, xn, ξ
′) =
∫ ∞
0
g˜(x′, xn, yn, ξ
′)ϕk(yn, σ(ξ
′)) dyn, Kk = GΦk.
Proof. The symbol-kernel g˜ of G has a Laguerre expansion:
(3.41) g(x′, xn, yn, ξ
′) =
∑
j,k∈N0
cjk(x
′, ξ′)ϕj(xn, σ(ξ
′))ϕk(yn, σ(ξ
′)),
with (cjk)j,k∈N0 rapidly decreasing in C
τSd1,0, i.e., the relevant symbol seminorms on
〈k〉M 〈j〉M
′
cjk are bounded in j, k for any M,M
′ ∈ N0. Set
k˜k(x
′, xn, ξ
′) =
∑
j∈N0
cjk(x
′, ξ′)ϕj(xn, σ).
It is a rapidly decreasing sequence of symbols in CτS
d− 12
1,0 (R
n−1 × Rn−1;S+), in view of
the estimates of the cjk and the (x
′-independent) ϕj . Then
G =
∑
k∈N0
OPK
(
k˜k(x
′, xn, ξ
′)
)
◦OPT
(
ϕk(xn, σ)
)
=
∑
k∈N0
KkΦ
∗
k,
where Kk = OPK(k˜k). The Poisson operators Kk and their symbols satisfy (3.40) in view
of the orthonormality of the ϕk and (3.37).
This shows the assertion. 
4. Spectral estimates for nonsmooth singular Green operators
4.1 Upper estimates.
We now turn to eigenvalue estimates for s.g.o.s. First we establish upper spectral
estimates. (Both here and in the proof of Theorem 4.3 below, the ideas from Ch. 4 of
[G84] are used wherever convenient.) Let ψ and ψ1 be functions in C
∞
0 (R
n), supported in
a ball BR. Denote BR ∩ R
n
+ = BR,+, BR ∩ (R
n−1 × {0}) = B′R.
Theorem 4.1. Let G be as in Lemma 3.10, of negative order d = −t. Then ψGψ1 ∈
S(n−1)/t,∞. Moreover, when G is written as a series
∑
k∈N0
KkΦ
∗
k,
(4.1) N(n−1)/t(ψGψ1) ≤ C
∑
k∈N0
kγN(n−1)/t(ψKkΦ
∗
kψ1) <∞,
where γ = 0 if t < n− 1, γ > t/(n− 1)− 1 if t ≥ n− 1.
Proof. The crucial step is to show that each ψKkΦ
∗
kψ1 is compact as an operator in
L2(BR,+), with the desired estimate of s-numbers. To see this, note that Kk is bounded
from H−t(Rn−1) to L2(R
n
+), where ψKk maps into functions supported in BR,+, with a
bound depending on the symbol estimates and ψ. Then the adjoint K∗kψ is bounded from
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L2(BR,+) to H
t(Rn−1). But we cannot conclude from this that ψKk and K
∗
kψ would be
in S(n−1)/t,∞, since there is no support restriction in R
n−1.
Instead we take ψ1 into the picture, and moreover insert a cutoff function ζ ∈ C
∞
0 (R
n−1)
that is 1 on B′R, to the right of Kk. Write
(4.2) ψKkΦ
∗
kψ1 = ψKkζΦ
∗
kψ1 + ψKk(1− ζ)Φ
∗
kψ1.
The first term will have the S(n−1)/t,∞-property, since ψKkζ has it and the Φ
∗
k are
bounded from L2(R
n
+) to L2(R
n−1) with norm 1. For the second term, we focus instead on
(1− ζ)Φ∗kψ1. As shown in [G84], proof of Prop. 4.7, it is of order −∞ in such a way that
for its estimates as a mapping of a fixed low order, the symbol seminorms that enter have a
polynomial growth in k (in view of the formulas (3.5)). Then for a fixed large a, the norm
of (1−ζ)Φ∗kψ1 from H
−a
0 (R
n
+) to H
−t(Rn−1) grows at most polynomially with k. Let B˜ be
a smooth bounded open subset of Rn+ containing BR,+. The operator ψKk(1− ζ)Φ
∗
kψ1 is
bounded from H−a0 (B˜) to L2(B˜), and its adjoint is bounded from L2(B˜) to H
a(B˜), hence
belongs to Sn/a,∞. We can take a so large that n/a ≤ (n − 1)/t, then we can conclude
that ψKkΦ
∗
kψ1 ∈ S(n−1)/t,∞.
We have shown in Theorem 3.8 that the norm on operators Kk from a fixed Sobolev
space to another can be estimated in terms of a specific finite subset of the symbol semi-
norms. Then since the symbol seminorms of the Kk go to zero rapidly for k →∞, and the
estimates of the operators (1 − ζ)Φ∗kψ1 grow at most polynomially in k, the quasinorms
N(n−1)/t(ψKkΦ
∗
kψ1) go to zero rapidly for k → ∞, so the series in (4.1) is convergent.
This completes the proof. 
Corollary 4.2. When G is a Cτ -smooth singular Green operator of negative order −t and
class 0 on a bounded smooth subset Ω of Rn with boundary Σ, then G ∈ S(n−1)/t,∞.
Proof. Let {̺1, . . . , ̺J0} be a partition of unity subordinate to a relatively open cover
{U1, . . . , UI1} of Ω, with coordinate maps κi:Ui → Vi to relatively open subsets Vi of R
n
+,
such that any two ̺j1 , ̺j2 have support in some Ui, i = i(j1, j2). (More on partitions of
unity subordinate to covers e.g. in [G09], Lemma 8.4.) We can then write
(4.3) G =
∑
j1,j2≤J0
̺j1G̺j2 ,
where each piece ̺j1G̺j2 carries over to an s.g.o. ̺j1
G̺
j2
on Rn+ of the type considered
in Theorem 4.1, by the coordinate change for Ui. We apply Theorem 4.1 to the localized
pieces. Since the coordinate change gives rise to L2-bounded mappings (for compact
subsets of Ui resp. Vi containing supp ̺j1∪supp ̺j2 resp. supp ̺j1
∪supp ̺
j2
), we see in view
of (2.4) that ̺j1G̺j2 ∈ Sp,∞ if and only if ̺j1
G̺
j2
∈ Sp,∞, with equivalent quasinorms
Np. It follows that the operators ̺j1G̺j2 are in S(n−1)/t,∞, then so is their sum by (2.2),
and the quasinorm can be estimated in terms of the quasinorms of the localized pieces. 
4.2 Asymptotic estimates in selfadjoint cases.
Next, we shall show Weyl-type spectral estimates in polyhomogeneous selfadjoint cases.
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Theorem 4.3. Let G be a Cτ -smooth polyhomogeneous singular Green operator on Rn+
of order −t < 0 and class 0, selfadjoint and ≥ 0, and let ψ(x) = ψ0(x
′)ψn(xn), where
ψ0 ∈ C
∞
0 (R
n−1,R), and ψn ∈ C
∞
0 (R,R) equals 1 on a neighborhood of 0. Then the
eigenvalues of ψGψ satisfy the asymptotic estimate
(4.4) µj(ψGψ)j
t/(n−1) → c(ψ20g
0)t/(n−1) for j →∞,
where
(4.5) c(ψ20g
0) = 1
(n−1)(2π)(n−1)
∫
Rn−1
∫
|ξ′|=1
tr((ψ0(x
′)2g0(x′, ξ′, Dn))
(n−1)/t) dωdx′.
Proof. In addition to the decomposition of G as in Lemma 3.10 using Laguerre operators
to the right, we can decompose by Laguerre operators to the left, writing G in the form
(4.6) G =
∑
l,m∈N0
ΦlClmΦ
∗
m, by defining Clm = Φ
∗
lGΦm = ΦlKm,
for each l,m. For with this definition,∑
l,m∈N0
ΦlClmΦ
∗
m =
∑
l,m∈N0
ΦlΦ
∗
lGΦmΦ
∗
m = G,
in view of (3.37). Note that
C∗lm = ΦmG
∗Φ∗l = Cml,
since G = G∗.
Each Clm is an operator of pseudodifferential type on R
n−1, of the form ΦlKm with
Km as defined in Lemma 3.10; here since we compose with Φl to the left, we get from the
composition rules that
Clm = C
0
lm + C
′
lm, C
0
lm = OP
′(clm(x
′, ξ′)) with
clm = ϕl(xn, σ) ◦n km(x
′, ξ′, Dn) ∈ C
τS−t(Rn−1 × Rn−1),
C′lm:H
s−t−θ(Rn−1)→ Hs(Rn−1) for |s| < τ,−τ + θ < s < τ.
The symbol clm(x
′, ξ′) is a polyhomogeneous Cτ -smooth ψdo symbol on Rn−1 of order −t.
We shall also consider finite sums
GM =
∑
l,m<M
ΦlClmΦ
∗
m.
Defining
(4.7) KM = (Φ0 Φ1 · · · ΦM−1 ) , CM =
(
Clm
)
l,m=0,...,M−1
,
a row matrix of Poisson operators, resp. an M ×M -matrix of ψdo-type operators, we can
write
GM = KMCMK
∗
M ,
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it ranges in
⊕
j<M Hj and vanishes on
(⊕
j<M Hj
)⊥
, cf. (3.37)-(3.38). Since
GM = KMK
∗
MGKMK
∗
M ,
the nonnegativity of G implies that of GM ; CM is likewise ≥ 0.
Denote
G−GM = G
†
M , G
†
M =
∑
l or m≥M
ΦlClmΦ
∗
m.
The first thing we show is that the contribution from ψG†Mψ to the spectral asymptotics
of ψGψ comes from a contributing term where the constant goes to 0 for M →∞, plus a
term in a better weak Schatten class. Write
∑
l or m≥M =
∑
l∈N0,m≥M
+
∑
l≥M,m<M , and
note that ∑
l∈N0,m≥M
ΦlClmΦ
∗
m =
∑
m≥M
KmΦ
∗
m,
and, since C∗lm = Cml,
(
∑
l≥M,m<M
ΦlClmΦ
∗
m)
∗ =
∑
l≥M,m<M
ΦmC
∗
lmΦ
∗
l =
∑
m<M,l≥M
ΦmΦ
∗
mKlΦ
∗
l = ΨM
∑
l≥M
KlΦ
∗
l ,
with ΨM =
∑
m<M ΦmΦ
∗
m = KMK
∗
M a selfadjoint projection singular Green operator in
L2(R
n
+). Thus
G†M =
∑
l or m≥M
ΦlClmΦ
∗
m =
∑
m≥M
KmΦ
∗
m + (ΨM
∑
m≥M
KmΦ
∗
m)
∗.
By the calculations in the proof of Theorem 4.1,
N(n−1)/t(ψ
∑
m≥M
KmΦ
∗
mψ) ≤ C
∑
m≥M
mγN(n−1)/t(ψKmΦ
∗
mψ)→ 0 for M →∞.
This takes care of the first term in ψG†Mψ, and for the last term we insert a cutoff function
η, equal to 1 on a ball containing suppψ, leading to:
ψΨMKmΦ
∗
mψ = ψΨMηKmΦ
∗
mϕ+ ηψΨM (1− η)KmΦ
∗
mψ.
Here the first term defines a sequence that is rapidly decreasing in m with respect to the
N(n−1)/t-quasinorm, since ψΨM has bounded L2-norm independent ofM . So theN(n−1)/t-
quasinorm of the sum over m ≥M goes to 0 forM →∞. In the second term, ψΨM (1−η)
is of order −∞ and the norm estimates from H−a to L2 are at most polynomially growing
in M for each fixed a, so the summation in m is in Sp,∞ for all p > 0. Thus
(4.8) ψG†Mψ = G
†
M,1,ψ +G
†
M,2,ψ,
where N(n−1)/t(G
†
M,1,ψ) → 0 for M → ∞, and G
†
M,2,ψ ∈
⋂
p>0Sp,∞ for all M . We view
the operators as perturbations of ψGMψ, where Lemma 2.4 1
◦ can be used for GM,2,ψ,
and Lemma 2.4 2◦ will later be used for GM,1,ψ.
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Now consider ψGMψ. Let B
′
R be a ball containing suppψ0, and let ζ ∈ C
∞
0 (R
n−1) be
such that ζ(x′) = 1 on B′R. Then since ψ0 = ζψ0,
ψGMψ =
∑
l,m<M
ψΦlζClmΦ
∗
mψ +
∑
l,m<M
ψΦl(1− ζ)ClmΦ
∗
mψ.
Here each ψΦl(1− ζ) is of order −∞, so ψΦl(1− ζ)ClmΦ
∗
mψ is continuous from H
−t(Rn+)
to Ha(Rn+) for any a ∈ R, hence is in Sp,∞ for all p > 0 (note the compactly supported
factor ψ to the right). Similarly, we can insert ζ between Clm and Φ
∗
m, making an error
in
⋂
p>0Sp,∞, and this leaves us with having to show the asymptotic estimate for∑
l,m<M
ψΦlζClmζΦ
∗
mψ.
As a next step, we observe that
(1− ψn(xn))ψ
′(x′)ΦlζClmζΦ
∗
mψ
has the factor (1 − ψn)Φl which is also of order −∞, so that the operator it enters in,
contributes with a term in
⋂
p>0Sp,∞. Then ψn can be omitted from the operator we
have to study. The same holds to the right. In both cases we use that a factor ζ inside
the expression assures that the composed map passes via a compact set.
Now the problem is reduced to studying a sum of terms
ψ0ΦlζClmζΦ
∗
mψ0.
Here we note that
ψ0ΦlζClmζΦ
∗
mψ0 = [ψ0,Φl]ζClmζΦ
∗
mψ0 +Φlψ0ClmζΦ
∗
mψ0
since ψ0ζ = ψ0; here the commutator [ψ0,Φl] is of 1 step lower order than Φl, so the
operator is in S(n−1)/(t+1),∞ and will not contribute to the asymptotic formula. Doing a
similar commutation to the right, we end up with having to study
GM,ψ0 =
∑
l,m<M
Φlψ0Clmψ0Φ
∗
m.
With the notation (4.7),
GM,ψ0 = KMCM,ψ0K
∗
M , where CM,ψ0 =
(
ψ0Clmψ0
)
l,m=0,...,M−1
.
The operator is selfadjoint ≥ 0, so we can use that eigenvalues are preserved under com-
mutation, to calculate:
(4.9) sj(GM,ψ0) = µj(GM,ψ0) = µj(KMCM,ψ′K
∗
M ) =
µj(CM,ψ0K
∗
MKM ) = µj(CM,ψ′) = sj(CM,ψ0),
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since K∗MKM equals the identity matrix in view of (3.37).
We have now arrived at the consideration of the operator of ψdo-type CM,ψ0 . It is of
the form
CM,ψ0 = OP
′(cM,ψ0) +R, cM,ψ0 = (ψ0(x
′)2clm(x
′, ξ′))l,m<M ,
where R:H−t−θ(Rn−1)→ H0(B′R), hence is inS(n−1)/(t+θ),∞ (for some θ > 0). A spectral
asymptotics formula is obtained for OP′(cM,ψ0) by application of Theorem 2.5, and it
extends to CM,ψ0 by Lemma 2.4 1
◦, giving:
(4.10) sj(CM,ψ0)j
t/(n−1) → c(c0M,ψ0)
t/(n−1) for j →∞,
where the constant is defined as in (2.20) and c0M,ψ0 is the principal part of cM,ψ0 . Hence
sj(GM,ψ0) likewise has this behavior (cf. (4.9)), and so has sj(ψGMψ), since GM,ψ0 −
ψGMψ was shown above to be in S(n−1)/(t+ε),∞ for some ε > 0.
Since tr c0M,ψ0(x
′, ξ′) =
∑
m<M ψ
2
0c
0
mm(x
′, ξ′) = trψ20g
0(x′, ξ′, Dn) (since these symbols
are related in a similar way as the operators), and a similar rule holds for traces of powers
of these nonnegative selfadjoint operators, we have that
c(c0M,ψ0) = c(ψ
2
0g
0
M )
defined as in (4.5) from the symbol of ψ0GMψ0. So we can now write
(4.11) sj(ψGMψ)j
t/(n−1) → c(ψ20g
0
M )
t/(n−1) for j →∞.
Finally we combine this with the information we have on G†M . It gives that
ψGψ = ψGMψ +G
†
M,1,ψ0
+G†M,2,ψ0 ,
where N(n−1)/t(G
†
M,1,ψ)→ 0 forM →∞, and G
†
M,2,ψ ∈
⋂
p>0Sp,∞ for allM . By Lemma
2.4 1◦, ψGMψ +G
†
M,2,ψ′ likewise has the spectral asymptotic behavior (4.11). Moreover,
c(ψ20g
0
M ) → c(ψ
2
0g
0) for M → ∞ (using that g0M → g
0 in the appropriate symbol norms).
Then since supj sj(G
†
M,1,ψ0
)jt/(n−1) → 0 for M → ∞, an application of Lemma 2.4 2◦
gives (4.4) with (4.5). 
We have a similar result in the curved domain situation:
Theorem 4.4. Let G be a selfadjoint nonnegative Cτ -smooth polyhomogeneous singular
Green operator of negative order −t and class 0 on a bounded smooth subset Ω of Rn with
boundary Σ. Then the positive eigenvalues of G satify an asymptotic estimate
(4.12) µj(G)j
t/(n−1) → c(g0)t/(n−1) for j →∞,
where
(4.13) c(g0) = 1
(n−1)(2π)(n−1)
∫
Σ
∫
|ξ′|=1
tr(g0(x′, ξ′, Dn)
(n−1)/t) dωdx′.
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Proof. On a tubular neighborhood of Σ we can construct a family of C∞-smooth Poisson
operators Φ˜l, l ∈ N0, such that their symbol-kernels at Σ in local coordinates have principal
part equal to ϕ(xn, σ(ξ
′)) at each x′ ∈ Σ.
Define
(4.14)
C˜lm = Φ˜
∗
lGΦ˜m for l,m ∈ N0,
G˜M =
∑
l,m<M
Φ˜lC˜lmΦ˜
∗
m,
G˜†M = G− G˜M .
Note that C˜∗lm = C˜ml, since G is selfadjoint. We shall show that these operators act in a
similar way as in the case studied in Theorem 4.3.
First consider G˜M . Defining
(4.15) K˜M =
(
Φ˜0 Φ˜1 · · · Φ˜M−1
)
, C˜M =
(
C˜lm
)
l,m=0,...,M−1
,
a row matrix of Poisson operators, resp. an M ×M -matrix of ψdo-type operators, we can
write
G˜M = K˜M C˜M K˜
∗
M ,
Then since it is selfadjoint ≥ 0:
sj(G˜M ) = µj(GM ) = µj(K˜M C˜M K˜
∗
M ) = µj(C˜M K˜
∗
M K˜M ).
Here C˜M is selfadjoint nonnegative, since for u = (u0, . . . , uM−1) ∈ L2(Σ)
M ,
(C˜Mu, u)L2(Σ)M =
∑
l,m<M
(C˜lmum, ul)L2(Σ) =
∑
l,m<M
(GΦ˜∗mum, Φ˜
∗
l ul)L2(Ω) ≥ 0.
Moreover, K˜∗M K˜M a selfadjoint nonnegative M × M -matrix of C
∞-smooth ψdo’s with
principal part IM (the identity matrix). Since it is elliptic nonnegative, its square root PM
is well-defined (Seeley [S67]). Then we can continue the spectral calculation as follows:
µj(C˜M K˜
∗
M K˜M ) = µj(C˜MP
2
M ) = µj(PM C˜MPM ) = µj(C˜M +R) = sj(C˜M +R),
where R is selfadjoint of the form R = C˜M (PM − IM ) + (PM − IM )C˜MPM . Since C˜M ∈
S(n−1)/t,∞, PM − IM ∈ S(n−1),∞ and PM is bounded, R ∈ S(n−1)/(t+1),∞ by (2.3), (2.4).
To C˜M we can apply Theorem 2.4 getting a spectral asymptotics formula, and to C˜M +R
we can apply the perturbation rule Lemma 2.4 1◦ for s-numbers. This gives, in view of
the above identifications of eigenvalues:
(4.16) sj(G˜M )j
t/(n−1) → c(c0M )
t/(n−1) for j →∞,
where the constant is defined as in (2.20) and c0M denotes the principal symbol of C˜M .
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Now we turn to the study of G˜†M . Here we use a localization as in the proof of Corollary
4.2, leading to the study of finitely many localized pieces
G˜†M,i,j = ̺i(G−
∑
l,m<M
Φ˜lC˜ lmΦ˜
∗
m)̺j ,
acting in Rn+. Consider one of these pieces. We can assume that G is defined on all of R
n
+
although it only enters with cut-off functions around it. Write
G =
∑
l,m∈N0
ΦlClmΦ
∗
m, G
†
M =
∑
l or m≥M
ΦlC lmΦ
∗
m,
as in the proof of Theorem 4.3, then
G˜†M,i,j = ̺i(
∑
l,m∈N0
ΦlC lmΦ
∗
m −
∑
l,m<M
Φ˜lC˜lmΦ˜
∗
m)̺j
= ̺
i
(G†M +
∑
l,m<M
(ΦlClmΦ
∗
m − Φ˜lC˜ lmΦ˜
∗
m))̺j .
Here
̺
i
(ΦlC lmΦ
∗
m − Φ˜lC˜lmΦ˜
∗
m)̺j = ̺i((Φl − Φ˜l)ClmΦ
∗
m + Φ˜l(Clm − C˜lm)Φ
∗
m
Φ˜lC˜ lm(Φ
∗
m − Φ˜
∗
m))̺j ,
which is in S(n−1)/(t+θ),∞ with θ > 0. This is seen by inspecting each term, e.g.,
̺
i
(Φl − Φ˜l)ClmΦ
∗
m̺j = ̺i(Φl − Φ˜l)ζClmΦ
∗
m̺j + ̺i(Φl − Φ˜l)(1− ζ)ClmΦ
∗
m̺j ,
with ζ ∈ C∞0 (R
n−1) equal to 1 on B′R, BR ⊃ supp ̺i, where the first term is composed
of operators in Sn−1,∞ and S(n−1)/t,∞, and the second term goes from H
−t(Rn+) to
Ha(BR,+), any a > 0. We also use that C lm − C˜ lm is of order −t − 1, since the two
operators have the same principal symbol.
Finally, ̺
i
G†M̺j is of the type already analyzed in the proof of Theorem 4.3;
̺
i
G†M̺j = ̺iG
†
M,1̺j + ̺iG
†
M,2̺j ,
where ̺
i
G†M,2̺j ∈ S(n−1)/(t+θ),∞ andN(n−1)/t(̺iG
†
M,1̺j) goes to 0 forM →∞. Carrying
the operators back to Ω and summing over i, j, we find that
G˜†M = G˜
†
M,1 + G˜
†
M,2
with similar properties. The proof can now be completed in the same way as the proof of
Theorem 4.3. 
For a nonselfadjoint singular Green operator G one gets the result of Theorem 4.3 when
G∗G can be brought on the form G1 + R with G1 as in Theorem 4.3 and R of order
< −tn/(n − 1). This holds for τ large, in particular when G is C∞-smooth, and hereby
provides another proof of Theorem 4.10 in [G84].
SPECTRAL ASYMPTOTICS FOR NONSMOOTH SINGULAR GREEN OPERATORS 27
5. Results for boundary terms arising from resolvents
5.1 The Dirichlet resolvent.
As we saw in Section 4, a severe difficulty in the discussion of spectral asymptotics for-
mulas for Cτ -smooth singular Green operators of order −t is that although the remainders
in compositions are of lower order, say −t − θ, they only gain an Sn/(t+θ),∞-estimate,
which is generally not better than the estimate in S(n−1)/t,∞ one is aiming for.
In the treatment of singular Green terms coming from resolvents of differential boundary
problems, we shall use another strategy that is based on the special product form of the
s.g.o.-terms. This will even allow nonselfadjointness.
Consider a second-order strongly elliptic differential operator A in divergence form
(5.1) A = −
n∑
j,k=1
∂jajk(x)∂k +
n∑
j=1
aj(x)∂j + a0(x),
where the ajk and aj are functions in H
1
q (Ω) = {u ∈ Lq(Ω) | Du ∈ Lq(Ω)
n} and a0 ∈
Lq(Ω), for some q > n. Let τ ∈ ]0, 1− n/q]; recall that H
1
q (Ω) →֒ C
τ (Ω).
In the present section we consider a smooth Ω; this will be relaxed in Section 6 where
there are additional bounds on τ adapted to the boundary regularity as in [AGW12].
It follows from [AGW12] that the solution operator for the nonhomogeneous Dirichlet
problem for A (which exists uniquely, by a variational construction, when a sufficiently
large constant has been added to A) maps as follows:
(5.2)
A =
(
A
γ0
)
has the inverse B = (Rγ Kγ ) :
Hs(Ω)
×
Hs+
3
2 (Σ)
→ Hs+2(Ω), for − τ < s ≤ 0,
belonging to the nonsmooth ψdbo calculus in the sense that Rγ and Kγ have the form of
Cτ -smooth ψdbo’s composed with order-reducing operators, plus lower-order remainders.
Moreover, Kγ extends to a bounded mapping from H
s′− 12 (Σ) to Hs
′
(Ω) for s′ ∈ [0, 2],
belonging to the calculus in a suitable sense.
Furthermore, when A is extended to a uniformly strongly elliptic operator on Rn with
positive lower bound, the inverse Q there is the sum of a Cτ -smooth ψdo composed with
an order-reducing operator, plus a remainder of lower order. Let Q+ be the truncation to
Ω, i.e., Q+ = rΩQeΩ, where rΩ restricts to Ω and eΩ extends by zero. Then the resolvent
can be written
(5.3) Rγ = Q+ +Gγ , Gγ = −Kγγ0Q+.
Here the product structure of Gγ , passing via the (n− 1)-dimensional manifold Σ, will
be useful in Schatten class considerations.
The choice of the space H1q for the coefficients in (5.1) is governed by the fact that a
result of Marschall in [M88] shows that this allows a comparison with the x-form operator
A× = −
∑n
j,k=1 ajk(x)∂j∂k, assuring that A−A
× is continuous from Hs+2−θ(Ω) to Hs(Ω)
for −τ + θ < s ≤ 0.
Our strategy will be to approximate Gγ by a composition of C
∞-coefficient operators,
obtained by approximation the original boundary value problem by C∞-coefficient prob-
lems, where the desired estimates are well-known.
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Proposition 5.1. There is a sequence of C∞-smooth invertible ψdbo systems Ak =(
Ak
γ0
)
, with inverses A−1k = Qk on R
n, A−1k = Bk = (Rγ,k Kγ,k ) on Ω, such that
the symbol seminorms of A−Ak converge to 0 in H
1
qS
2(Rn×Rn), and in Cτ
′
S2(Rn×Rn)
for all τ ′ ∈ ]0, τ [ , and when k →∞,
(5.4)
‖A− Ak‖L(Hs+2(Rn),Hs(Rn)) → 0 for each |s| < τ,
‖A − Ak‖
L(Hs+2(Ω),Hs(Ω)×Hs+
3
2 (Σ))
→ 0 for each |s| < τ,
‖Q−Qk‖L(Hs(Rn),Hs+2(Rn)) → 0 for each s ∈ ]− τ, 0],
‖B − Bk‖
L(Hs(Ω)×Hs+
3
2 (Σ),Hs+2(Ω))
→ 0 for each s ∈ ]− τ, 0],
‖Kγ −Kγ,k‖
L(Hs
′
−
1
2 (Σ),Hs
′
(Ω))
→ 0 for each s′ ∈ [0, 2].
Proof. As accounted for in Section 2, Ak = ̺k ∗ A converges to A in H
1
qS
2 and in Cτ
′
S2
for any τ ′ ∈ ]0, τ [ . Starting with a sufficiently large k and relabelling, we can assure that
the operators Ak are uniformly strongly elliptic on R
n, uniformly in k. (Note that the Ak
are differential operators and only their coefficients are modified by convolution with ̺k.)
We can assume that a sufficiently large constant has been added to A such that all the
operators have a lower bound greater than a positive constant.
By Theorem 2.3 ff., the first two lines in (5.4) are valid. For the second line we note
that for differential operators, the restriction to functions on Ω is tacitly understood, and
that γ0 cancels out.
The other statements will be obtained by following each step of the construction in
[AGW12]. First there is the construction in Sect. 4.2 there, where parametrices are con-
structed from the principal symbols in a localized situation. The principal interior symbol
and boundary symbol are determined pointwise in x or x′ by the standard theory; when
Cτ
′
-dependence is taken into account, one similarly gets the Cτ
′
-dependence for the in-
verted symbols. Then the convergence of the principal symbol of Ak to that of A in C
τ ′
implies a convergence in Cτ
′
of the inverse principal symbol and boundary symbol. By
Theorem 2.3 ff. and Theorem 3.8, the resulting operator families converge in the asserted
Sobolev norms; note also that the Sobolev operator norms are bounded uniformly in k.
Next, we go to the λ-dependent construction in Sect. 4.3 of [AGW12], applied to the
operators on Ω. Here the remainder in the calculation of Ak(λ)B
0
k(λ) − I will have not
only lower order, but also a small operator-norm in terms of λ, uniformly in k.
It is found that for sufficiently large λ in a sector around R− the exact inverses are
determined by Neumann series arguments and have the form of the sum of a parametrix
coming from the calculus and a lower-order term. The convergence in the third and
fourth lines of (5.4) follows from the estimates, for the values of s allowed in the inverse
construction for the nonsmooth problem, namely for s ∈ ]− τ, 0].
For the last statement in (5.4) we use the additional information worked out in Sect.
5.2 of [AGW12], again examined with a view to the approximation in Cτ
′
for k →∞. 
Theorem 5.2.
1◦ The ψdo term Q+ in (5.3) has the spectral behavior
(5.5) sj(Q+)j
2/n → c(q0+)
2/n for j →∞,
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where the constant is defined from the principal symbol q0 (or a0 = (q0)−1):
(5.6)
c(q0+) =
1
n(2π)n
∫
Ω
∫
|ξ|=1
(q0∗(x, ξ)q0(x, ξ))n/4 dωdx = 1n(2π)n
∫
Ω
∫
|ξ|=1
(a0∗a0)−n/4 dωdx.
2◦ The singular Green term Gγ = −Kγγ0Q+ (cf. (5.3)) in the solution operator to the
Dirichlet problem for A has the spectral behavior
(5.7) sj(Gγ)j
2/(n−1) → c(g0)2/(n−1) for j →∞,
where the constant is defined from the principal symbol g0 of Gγ :
(5.8) c(g0) = 1
(n−1)(2π)(n−1)
∫
Σ
∫
|ξ′|=1
tr((g0∗(x′, ξ′, Dn)g
0(x′, ξ′, Dn))
(n−1)/4) dωdx′,
cf. also (5.11) below.
Proof. We approximate Q and Kγ by the sequences Qk and Kγ,k as in Proposition 5.1. It
is known in the C∞-case that the exact solution operators Qk, Bk = (Rγ,k Kγ,k ) belong
to the ψdbo calculus (cf. e.g. [G96] or the recent account in [G09], Sect. 11.3).
1◦. The statements (5.5)–(5.6) are well-known for Qk,+, see e.g. [G96] Proposition 4.5.3.
It follows from the third line in (5.4) that Q+−Qk,+ → 0 in the norm of L(H
0(Ω), H2(Ω)),
hence in the quasinorm of Sn/2,∞(L2(Ω)). Then the result follows by an application of
Lemms 2.4 2◦.
2◦. The statements (5.7)–(5.8) for Gγ,k = −Kγ,kγ0Qk,+ are known for these operators
from [G84].
Now we have
Gγ −Gγ,k = (−Kγ +Kγ,k)γ0Q+ −Kγ,k(γ0Q+ − γ0Qk,+).
Here γ0Q+ is bounded from H
0(Ω) to H
3
2 (Σ). Writing it as Λ
− 32
0 Λ
3
2
0 γ0Q+, where the
Λr0 are homeomorphisms from H
s(Σ) to Hs−r(Σ) for all s, with (Λr0)
−1 = Λ−r0 , we see
that γ0Q+ belongs to S(n−1)/(3/2),∞(L2(Ω), L2(Σ)), as the composition of the operator
Λ
− 32
0 ∈ S(n−1)/(3/2),∞(L2(Σ)) and the bounded operator Λ
3
2
0 γ0Q+ from L2(Ω) to L2(Σ).
Similarly, since Kγ − Kγ,k = (Kγ − Kγ,k)Λ
1
2
0 Λ
− 12
0 , where Λ
− 12
0 ∈ S(n−1)/(1/2),∞(L2(Σ)),
and the norm of (Kγ −Kγ,k)Λ
1
2
0 from L2(Σ) to L2(Ω) goes to 0 in view of (5.4),
(5.9) N(n−1)/(1/2)(Kγ −Kγ,k)→ 0 for k →∞.
It follows by (2.3) that
N(n−1)/2((Kγ −Kγ,k)γ0Q+)→ 0 for k →∞.
For the other term, note that N(n−1)/(1/2)(Kγ,k) is bounded in k, and
N(n−1)/(3/2)(γ0Q+ − γ0Qk,+)→ 0 for k →∞ by (5.4), so also
N(n−1)/2(Kγ,k(γ0Q+ − γ0Qk,+))→ 0 for k →∞.
Together these statements show that
N(n−1)/2(Gγ −Gγ,k)→ 0 for k →∞.
We can then apply Lemma 2.4 2◦ to the decompositionGγ = Gγ,k+(Gγ−Gγ,k), concluding
the assertion in the theorem, since g0k → g
0 for k →∞. 
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Remark 5.3. Because of the special structure of Gγ it is easy to determine the constant,
in the following way: When all operators are smooth we have, denoting γ0Q+ = T :
sj(Gγ)
2 = µj(G
∗
γGγ) = µj(T
∗K∗γKγT ) = µj(K
∗
γKγTT
∗) = µj(P1P
′
1) = µj(P2(P
′
2)
2P2),
where P1 = K
∗
γKγ , P
′
1 = TT
∗ are selfadjoint nonnegative elliptic operators with square
roots P2 resp. P
′
2. Then
sj(Gγ) = sj(P
′
2P2).
To calculate the principal symbols at a point x′ ∈ Σ we consider the principal symbol of
A in local coordinates for |ξ′| ≥ 1:
a0(x′, ξ′, ξn) = s0(x
′)(ξn − λ
+(x′, ξ′))(ξn − λ
−(x′, ξ′))
= s0(x
′)(iξn + κ
+(x′, ξ′))(−iξn + κ
−(x′, ξ′)),
where Imλ± ≷ 0, and κ+ = −iλ+, κ− = iλ− have positive real part. Then Q has principal
symbol
q0 =
1
a0
=
1
s0(κ+ + κ−)
( 1
κ+ + iξn
+
1
κ− − iξn
)
,
and it follows from the rules of calculus for ψdbo’s that T and Kγ have principal symbols
(5.10) t0 =
1
s0(κ+ + κ−)(κ− − iξn)
, k0 =
1
κ+ + iξn
.
Then P ′1 = TT
∗ and P1 = K
∗
γKγ have principal symbols
p′01 =
1
|s0(κ+ + κ−)|22Reκ−
, p01 =
1
2Reκ+
,
and (cf. Theorem 2.5)
(5.11)
c(g0) = c(p′02 p
0
2) =
1
(n−1)(2π)(n−1)
∫
Σ
∫
|ξ′|=1
(4|s0(κ
+ + κ−)|2Re κ−Reκ+)−(n−1)/4 dωdx′.
The formula carries over to the nonsmooth case since the symbols converge in Cτ
′
(τ ′ < τ)
for k →∞.
5.2 Resolvent differences.
Next, we consider the difference between the Dirichlet resolvent and the resolvent of a
Neumann problem for A defined by a boundary condition χu − Cγ0u = 0 as studied in
[AGW12], Sect. 7. Here χu is the conormal derivative,
(5.12) χu =
n∑
j,k=1
njγ0ajk∂ku,
where ~n = (n1, . . . , nn) is the interior unit normal on Σ. Moreover, C is a first-order
tangential differential operator C = c · Dτ + c0, where c = (c1, . . . , cn), all cj ∈ H
1
q (Σ)
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(Dτ = −i∂τ as defined in [AGW12], Sect. 2.4). To assure invertibility, let us assume that
the sesquilinear form
(5.13) aχ,C(u, v) =
n∑
j,k=1
(ajk∂ku, ∂jv)L2(Ω)+(
n∑
j=1
aj∂ju+a0u, v)L2(Ω)+(Cγ0u, γ0v)L2(Σ)
satisfies Re aχ,C(u, u) ≥ c0‖u‖
2
H1(Ω)−k‖u‖
2
L2(Ω)
for u ∈ H1(Ω); then we can add a constant
(absorbed in a0) such that the realization Aχ,C in L2(Ω) defined from aχ,C by variational
theory has its spectrum in a sector in {Re z > 0}. As shown in [AGW12] there holds a
Krein-type resolvent formula
(5.14) A−1χ,C −A
−1
γ = KγL
−1(K ′γ)
∗;
here L acts like C−Pγ,χ, where Pγ,χ is the Dirichlet-to-Neumann operator. The boundary
value problem is elliptic, hence so is L = C − Pγ,χ, so D(L) = H
3
2 (Σ) (cf. [AGW12] Th.
7.2), mapping this space homeomorphically onto H
1
2 (Σ).
It is shown in Sect. 5 of [AGW12] that
Pγ,χ:H
s− 12 (Σ)→ Hs−
3
2 (Σ)
is continuous for s ∈ [0, 2], and since multiplication by the coefficients cj in C preserves
Hs(Σ) for |s| ≤ 1 (cf. [AGW12] (2.29)), C has this mapping property for s ∈ [ 1
2
, 2]. So L
extends to a continuous map of this kind for s ∈ [ 12 , 2].
When we now also approximate C by smoothed out operators Ck, and Pγ,χ is approxi-
mated by smooth ψdo’s Pγ,χ,k as a result of the earlier mentioned smoothing of A, we get
a sequence Lk = Ck − Pγ,χ,k such that
‖L− Lk‖
L(Hs−
1
2 (Σ),Hs−
3
2 (Σ))
→ 0 for k →∞, all s ∈ [ 1
2
, 2].
Since L is an invertible operator from H
3
2 (Σ) to H
1
2 (Σ), Lk is likewise so for large k,
say k ≥ k0, by a Neumann series argument. Moreover, the inverses L
−1
k are estimated
uniformly in k ≥ k0, and
‖L−1 − L−1k ‖L(H
1
2 ,H
3
2 )
= ‖L−1(Lk − L)L
−1
k ‖L(H
1
2 ,H
3
2 )
→ 0 for k →∞.
We can then show:
Theorem 5.4. The singular Green term GC = KγL
−1(K ′γ)
∗ in the Krein resolvent for-
mula (5.14) has the spectral behavior
(5.15) sj(GC)j
2/(n−1) → c(g0C)
2/(n−1) for j →∞,
where the constant is defined from the principal symbol g0C of GC by formula (5.8), cf. also
(5.17) below.
Proof. Define GC,k = Kγ,kL
−1
k (K
′
γ,k)
∗, and write
(5.16)
GC−GC,k = (Kγ−Kγ,k)L
−1(K ′γ)
∗+Kγ,k(L
−1−L−1k )(K
′
γ)
∗+Kγ,kL
−1
k ((K
′
γ)
∗−(K ′γ,k)
∗).
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We shall show that all three terms have N(n−1)/2-quasinorms going to 0 for k →∞. Then
since the statements in the theorem are well-known for GC,k, the result follows for GC by
application of Lemma 2.4 2◦.
Since K ′γ is of the same kind as Kγ , its adjoint satifies for all s
′ ∈ [0, 2] that (K ′γ)
∗ ∈
L(H−s
′
0 (Ω), H
−s′+ 12 (Σ)), and (K ′γ)
∗ − (K ′γ,k)
∗ goes to zero in these operator norms for
k →∞.
In the first term in (5.16), the boundedness of (K ′γ)
∗ from H0(Ω) to H
1
2 (Σ) and that
of L−1 from H
1
2 (Σ) to H
3
2 (Σ) imply that L−1(K ′γ)
∗ ∈ L(H0(Ω), H
3
2 (Σ)); hence it lies in
S(n−1)/(3/2),∞ (by an argumentation as in the proof of Theorem 5.2). Together with (5.9)
this implies that the composed operator goes to 0 in S(n−1)/2,∞ for k →∞.
For the second term, we use that the norm of (L−1 − L−1k )(K
′
γ)
∗ in L(H0(Ω), H
3
2 (Σ))
goes to zero, and for the last term we use that the norm of L−1k ((K
′
γ)
∗ − (K ′γ,k)
∗) in
L(H0(Ω), H
3
2 (Σ)) goes to zero; both are combined with the fact that Kγ ∈ S(n−1)/(1/2),∞.
This completes the proof. 
Remark 5.5. Also here, the constant can be determined from a formula with ψdo’s on
Σ. In local coordinates, Kγ has the principal symbol (5.11), and since A
′ has the principal
symbol a0, K ′γ has the principal symbol (κ
− + iξn)
−1, and that of (K ′γ)
∗ is (κ− − iξn)
−1.
Let P ′′1 = (K
′
γ)
∗K ′γ , with square root P
′′
2 ; here p
′′0
2 = (2Reκ
−)−1/2. Then, with notation
from Remark 5.3 (recall p02 = (2Reκ
+)−1/2), one has in case of smooth operators:
sj(GC)
2 = µj(K
′
γ(L
∗)−1K∗γKγL
−1(K ′γ)
∗) = µj((L
∗)−1P 22L
−1(P ′′2 )
2) = sj(P2L
−1P ′′2 )
2,
and hence, with l0 denoting the principal symbol of L,
(5.17) c(g0C) =
1
(n−1)(2π)(n−1)
∫
Σ
∫
|ξ′|=1
(4(l0)2Reκ+Re κ−)−(n−1)/4 dωdx′.
The formula extends to nonsmooth cases by the approximation used in Theorem 5.4.
Corollary 5.6. The operators A−1γ and A
−1
χ,C have the same spectral asymptotic behavior
as Q+ in Theorem 5.2.
Proof. The statement for A−1γ is found by application of Lemma 2.4 1
◦ and Theorem 5.2
to (5.3). Next, the statement for Aχ,C follows similarly from (5.14) and Theorem 5.4. 
Remark 5.7. The estimates extend to differences between resolvents at arbitrary points
of ̺(Aγ) ∩ ̺(Aχ,C) in the same way as in [G11], using (3.7) there.
6. Nonsmooth boundaries
In [AGW12] also open sets with nonsmooth boundaries were allowed. While the coef-
ficients ajk, aj were taken in H
1
q (Ω) (a0 ∈ Lq(Ω)) as above, the domain Ω was taken to
be B
3
2
p,2 (meaning that the boundary is locally the graph of a function in B
3
2
p,2(R
n−1)),
possibly with different choices of p and q. More precisely it was required that p, q > 2,
p <∞, with
(6.1) 1− n
q
≥ 1
2
− n−1
p
≡ τ0 > 0;
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then τ was taken as τ0. This domain regularity includes C
3
2+ε for small ε, and is included
in C1+τ0 .
The interest of the Besov space B
3
2
p,2 is that it hits the differentiability index
3
2
in an
exact way, better that C
3
2+ε. It comes in as the boundary value space (trace space) for
the anisotropic Sobolev space
(6.2) W 2(2,p)(R
n
+) = {f | D
αf ∈ L2(R+;Lp(R
n−1)), |α| ≤ 2}.
Proposition 6.1. 1◦ Let 0 < δ < δ1 < 1. When Ω is a bounded C
1+δ1 -domain, there
exists a sequence of bounded C∞-domains Ωl with C
1+δ-diffeomorphisms λl: Ω
∼
→ Ωl (send-
ing ∂Ω = Σ onto ∂Ωl = Σl), such that λl → Id in C
1+δ on a neighborhood Ω′ of Ω, and
in this sense Ωl → Ω, for l→∞.
2◦ When Ω is a bounded domain with B
3
2
p,2-boundary, it is C
1+τ0-smooth, and there
exists a sequence of bounded C∞-domains Ωl with C
1+τ0-diffeomorphisms λl: Ω
∼
→ Ωl
(associated to the B
3
2
p,2-boundary structure as in [AGW12]) such that λl → Id in C
1+τ0 on
a neighborhood Ω′ of Ω, and in this sense Ωl → Ω, for l → ∞. Moreover, the estimates
for the associated operators studied in [AGW12] for second-order problems hold boundedly
in l.
Proof. 1◦. The C1+δ1 -structure is defined by a family of C1+δ1 -charts κj :Vj → Uj , j =
1, . . . , N , where Vj and Uj are open subsets of R
n and κj is a C
1+δ1 -diffeomorphism from
Vj to Uj , sending Vj,+ = Vj ∩ R
n
+ resp. Vj,0 = Vj ∩ (R
n−1 × {0}) onto Uj,+ = Uj ∩Ω resp.
Uj,0 = Uj ∩ ∂Ω, and where U ≡
⋃
j≤N Uj ⊃ Ω. We can choose bounded open subsets
V ′j , V
′′
j , mapped onto U
′
j , U
′′
j , such that V
′′
j ⊂ V
′
j ⊂ V
′
j ⊂ Vj , U
′′
j ⊂ U
′
j ⊂ U
′
j ⊂ Uj ,
with U ′′ ≡
⋃
j≤N U
′′
j ⊃ Ω, and there is a smooth partition of unity {ψj}j≤N for U
′′
with
suppψj ⊂ U
′
j , ψj ≥ cj > 0 on U
′′
j for each j. With ̺l denoting an approximative unit with
supp ̺l ⊂ B1/l, the convolution ̺l∗κj is well-defined on Vj,l = {x ∈ Vj | dist(x, ∂Vj) > 1/l},
and
̺l ∗ κj → κj in C
1+δ(V ′j ) for l →∞, l ≥ l0,
with l0 so large that V
′
j ⊂ Vj,l0 for all j ≤ N . Then define the mapping λl on the
neighborhood U =
⋃
Uj of Ω by
(6.3) λl =
∑
j≤N
(̺l ∗ κj) ◦ (ψjκ
−1
j );
it converges to the identity on U
′′
, in the C1+δ-norm.
Let Ωl = λl(Ω); for large l it is contained in a small neighborhood of Ω. The mappings
̺l ∗κj from V
′
j to neighborhoods of U
′
j are C
∞ and are bijective from the sets V ′′j to their
images U˜j,l in the neighborhoods of U
′′
j , for l sufficiently large. Note that they are C
∞
from the subset V ′′j,+ (with the flat boundary piece V
′′
j,0 ⊂ R
n−1×{0}) to U˜j,l ∩Ωl, so they
provide a system of C∞-charts for Ωl. This is then indeed a C
∞-smooth subset of Rn.
Since λl → Id on U
′′
, it is a C1+δ-diffeomorphism from U ′′ to λl(U
′′) for l sufficiently
large. In particular, it then defines a C1+δ-diffeomorphism from Ω to Ωl, converging to
the identity for l→∞; in this sense Ωl → Ω for l→∞.
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2◦. In the case of a domain with B
3
2
p,2-boundary, one can likewise approximate with
C∞-domains. It is shown in [AGW12] that such domains are C1+τ0 , so one can use 1◦ to
do a C1+τ -approximation for any τ < τ0. One can also do a more precise construction
adapted to the structure explained in [AGW12]:
We refer to the notation there, see in particular Lemma 2.2, Prop. 2.7 and Remark 2.9
there. Recall that Ω is covered by patches U0, . . . , UJ , where U0 ⊂ Ω, and the other Uj ,
together covering Σ, are such that Uj∩Ω is of the form Uj∩{x | xn > γj(x
′)} for a function
γj ∈ B
3
2
p,2(R
n−1) (after a rotation of coordinates). From γj one constructs (in Prop. 2.7 of
[AGW12]) a C1+τ0-diffeomorphism Fj on R
n mapping Rn+ to {x | xn > γj(x
′)}. For each
of these Uj , we can smoothen out the boundary defining function γj(x
′) by convolution
with an approximate identity ̺l(x
′); then ̺l ∗ γj converges to γj in B
3
2
p,2-norm for l→∞.
The associated diffeomorphisms Fj,l constructed as in Prop. 2.7 are C
∞ (since the lifting
used in Lemma 2.2 of [AGW12] lifts C∞ to C∞), and converge to Fj in C
1+τ0 . For U0
we simply use the identity diffeomorphism for all l. As under 1◦, the approximations can
be pieced together by a suitably chosen partition of unity, leading to an approximation of
Ω by C∞-domains Ωl, such that the boundary converges in B
3
2
p,2 and the diffeomorphisms
converge in C1+τ0 . Moreover, the various other constructions in [AGW12] can be followed
through these coordinate changes. 
For C1-domains it is not hard to prove that 1◦ holds with approximation in C1.
Let Ωl = Ω be one of the approximating domains, with a C
1+τ -diffeomorphism λ: Ω→
Ω. When u is a function on Ω, denote by u the function on Ω defined by
(6.4) u(y) = u(λ−1(y)) for y ∈ Ω, also denoted u ◦ λ−1 or (λ−1)∗u.
An operator B in L2(Ω) carries over to the operator B in L2(Ω) by
(6.5) B u = (Bu), also written as (λ−1)∗Bλ∗u.
We have by the rules for coordinate changes:
(Bu, v)L2(Ω) =
∫
Ω
Bu(x)v¯(x) dx =
∫
Ω
B u(y)v¯(y)J(y) dy = (B u, Jv¯)L2(Ω),
where J denotes the Jacobian | det(∂(λ−1)j/∂yk)j,k=1,...,n|; it is a positive C
τ -function on
Ω. Denote J(y)
1
2 = η(y), then moreover,
(6.6) (Bu, v)L2(Ω) = (B u, η
2v¯)L2(Ω) = (ηBη
−1ηu, ηv)L2(Ω);
in particular one gets for B = I that ‖u‖L2(Ω) = ‖ηu‖L2(Ω).
Thus the mapping Φ : u 7→ ηu = η(λ−1)∗u is an isometry of L2(Ω) onto L2(Ω), i.e.,
a unitary operator Φ = η(λ−1)∗, and by use of this mapping, B is carried over to the
operator on L2(Ω)
(6.7) B˜ = ηB η−1 = ΦBΦ−1.
The analysis of the spectrum of B can then be performed as an analysis of the spectrum
of B˜. In particular, when B is compact, sj(B) = sj(B˜) for all j.
We shall now show that the results of Section 5 extend to the general case of [AGW12],
where also the boundary is nonsmooth.
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Theorem 6.2. Theorems 5.2 and 5.4 (with corollaries and remarks) extend to the situa-
tion where Ω is a bounded open set in Rn with B
3
2
p,2-boundary, satisfying (6.1).
Proof. Consider the Dirichlet and Neumann-type problems for A on Ω, as defined in
[AGW12]. For each l, apply the diffeomorphism λl of Proposition 6.1 2
◦ to carry the oper-
ators over to Ω = Ωl; as shown in [AGW12] this gives operators Al, Cl of the kind treated
in Section 5. For the resulting ψdo Ql,+ and singular Green terms Gγ,l = −Kγ,lγ0Ql,+
and GCl = Kγ,lL
−1
l (K
′
γ,l)
∗ from the solution operators, the spectral asymptotics results
of Section 5 are valid.
Consider, for example, B = GC on Ω, carried over to Bl = GCl on Ωl (the operators
Q+ and Gγ are treated similarly). Theorem 5.4 and Remark 5.5 applied to Bl give that
(6.8)
sj(Bl)j
2/(n−1) → c(g0Cl)
2/(n−1) for j →∞, where
c(g0Cl) =
1
(n−1)(2π)(n−1)
∫
Σl
∫
|ξ′|=1
(4(l0l )
2Re κ+l Reκ
−
l )
−(n−1)/4 dωdx′.
To obtain similar results for B we define as in (6.7):
(6.9) B˜l = ηlBlη
−1
l ;
here the s-numbers satisfy for all j, l,
(6.10) sj(B) = sj(B˜l).
The results of Section 5 will not be applied directly to the operator ηlBlη
−1
l , since the
multiplication by the Cτ0 -functions ηl, η
−1
l does not fit easily into the calculus. Instead
we shall use their properties for l → ∞. Since λl converges to the identity in C
1+τ0 for
l→∞ on a neighborhood Ω′ of Ω, the Jacobian Jl converges to 1 in C
τ0(Ω′), and so does
its square root ηl as well as the inverse function η
−1
l .
Now by (2.4), noting also that Bl = η
−1
l B˜lηl,
‖ηl‖L∞sj(Bl)‖η
−1
l ‖L∞ ≥ sj(B˜l) ≥
1
‖η−1l ‖L∞
sj(Bl)
1
‖ηl‖L∞
,
for all j, l (norms in L∞(Ω
′)). Hence, in view of (6.10),
(6.11)
lim supj→∞sj(B)j
2/(n−1) ≤ ‖ηl‖L∞‖η
−1
l ‖L∞c(g
0
Cl
)2/(n−1),
lim infj→∞sj(B)j
2/(n−1) ≥
1
‖ηl‖L∞‖η
−1
l ‖L∞
c(g0Cl)
2/(n−1),
for all l. Since ‖ηl‖L∞ and ‖η
−1
l ‖L∞ converge to 1 and c(g
0
Cl
)2/(n−1) → c(g0C)
2/(n−1) for
l→∞, we conclude that
(6.12) limj→∞sj(B)j
2/(n−1) = c(g0C)
2/(n−1),
as was to be shown. 
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Appendix. Proof of Theorem 3.7
By Helmut Abels
For the following let (ϕj(ξ))j∈N0 be a smooth partition of unity on R
n such that
supp{ϕ0} ⊆ B2(0), supp{ϕ0} ⊆ {ξ ∈ R
n : 2j−1 ≤ |ξ| ≤ 2j+1} for j ∈ N
satisfying ϕj(−ξ) = ϕj(ξ) for all ξ ∈ R
n, j ∈ N0 and
|∂αξ ϕj(ξ)| ≤ Cα2
−j|α| for all j ∈ N0
for arbitrary α ∈ Nn0 . This implies
(A.1) |∂αξ ϕj(ξ)| ≤ Cα〈ξ〉
−|α| uniformly in j ∈ N0
for all α ∈ Nn0 , since 2
j−1 ≤ |ξ| ≤ 2j+1 on suppϕj if j ≥ 1 and the estimate for j = 0 is
trivial.
Lemma A.1. Let Z be a Banach space, N ∈ N0, and let g:R
n → Z be an N -times
continuously differentiable function, N ∈ N0, with compact support. Then
(A.2) ‖F−1[g](x)‖Z ≤ CN | supp g||x|
−N sup
|β|=N
‖∂βξ g‖L∞(Rn;Z),
uniformly in x 6= 0 and g.
Proof. See e.g. Lemma 5.10 in Abels [A12]. 
Lemma A.2. Let X0, X1 be Banach spaces, let p ∈ C
τSm1,0(R
n × Rn, N ;L(X0, X1)),
m ∈ R, N ∈ N, τ > 0, and let pj(x, ξ) = p(x, ξ)ϕj(ξ), j ∈ N0. Then for all α ∈ N
n
0 ,M ∈
{0, . . . , N} there is a constant Cα,M such that
(A.3) ‖∂αz kj(x, z)‖L(X0,X1) ≤ Cα,M |z|
−M2j(n+m+|α|−M)
uniformly in j ∈ N0, z 6= 0, where
kj(x, z) := F
−1
ξ 7→z [pj(x, ξ)] for all x, z ∈ R
n.
Proof. The lemma follows from Lemma A.1 applied to gx(ξ) = (iξ)
αpj(x, ξ), where x ∈ R
n
is considered as a fixed parameter, cf. Lemma 5.14 in Abels [A12]. Since some of the
arguments will be modified below, we include the details. Because of (A.1) and the Leibniz
formula, it is easy to show that for all α ∈ Nn0 with |α| ≤ N ,
‖∂αξ pj(x, ξ)‖L(X0,X1) ≤ Cα〈ξ〉
m−|α|
uniformly in x, ξ ∈ Rn and j ∈ N0. Moreover, this implies that for all α, γ ∈ N
n
0 with
|γ| ≤ N , ∥∥∂γξ ((iξ)αpj(x, ξ))∥∥L(X0,X1) ≤ Cα〈ξ〉m+|α|−|γ|
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uniformly in x, ξ ∈ Rn and j ∈ N0, by another use of the Leibniz formula. Therefore
Lemma A.1 yields
‖∂αz kj(x, z)‖L(X0,X1) ≤ CN | supp pj(x, ·)||z|
−M sup
|γ|=M
∥∥∂γξ ((iξ)αpj(x, ξ))∥∥L(X0,X1)
≤ Cα,β,M |z|
−M2j(n+m+|α|−M),
since | supp pj(x, .)| ≤ C2
jn independently of x ∈ Rn. 
Note that for the last lemma no smoothness in x is needed; in fact boundedness in x
would suffice.
Recall the notation p(x,Dx) = OP(p(x, ξ)), cf. (2.9).
Lemma A.3. Let X0, X1 be Banach spaces and let p ∈ C
τSm1,0(R
n×Rn, n+1;L(X0, X1)),
m ∈ R, τ > 0, and let pj(x,Dx) = p(x,Dx)ϕj(Dx). Then for any 1 ≤ q <∞,
(A.4) ‖pj(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1)) ≤ C2
jm for all j ∈ N0,
where C does not depend on j.
Proof. The proof is variant of the proof of Lemma 6.20 in Abels [A12]. We include the
details for the convenience of the reader and since some of its arguments will be modified
below.
First of all
pj(x,Dx)f =
∫
Rn
kj(x, x− y)f(y)dy for all f ∈ S(R
n;X0),
where kj satisfies (A.3). According to these estimates
∫
Rn
‖kj(x, z)‖L(X0,X1)dz ≤ C
(∫
|z|≤2−j
2j(n+m)dz +
∫
|z|>2−j
|z|−n−12j(m−1)dz
)
.
The first comes from (A.3) for M = 0 and the second comes from the choice M = n + 1.
Hence we get by a simple calculation
∫
Rn
‖kj(x, z)‖L(X0,X1)dz ≤ C2
jm,
which proves (A.4), since
∥∥∥∥
∫
Rn
kj(x, x− y)f(y)dy
∥∥∥∥
Lq(Rn;X1)
≤ sup
x∈Rn
∫
Rn
‖kj(x, z)‖L(X0,X1)dz‖f‖Lq(Rn;X0)
for all f ∈ S(Rn;X0) because of Young’s inequality for convolution integrals. 
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Lemma A.4. Let X0, X1 be Banach spaces and let p ∈ C
τSm1,0(R
n×Rn, n+1;L(X0, X1)),
m ∈ R, τ > 0, and let pj,k(x, ξ) = ϕk(Dx)p(x, ξ)ϕj(ξ) for alle j, k ∈ N0. Then for any
1 ≤ q <∞,
(A.5) ‖pj,k(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1)) ≤ C2
−τk2jm for all j, k ∈ N0,
where C does not depend on j, k.
Proof. First of all we have that
sup
x∈Rn
‖∂αξ ϕk(Dx)p(x, ξ)‖L(X0,X1)
≤ C2−τk‖∂αξ p(·, ξ)‖Cτ(Rn;L(X0,X1)) ≤ C
′〈ξ〉m−|α|2−τk,
since Cτ (Rn;Z) ⊆ Bτ∞,∞(R
n;Z) with continuous embedding, for a general Banach space
Z. If Z = C, then the statement follows e.g. from Theorem 6.2.5 in [BL76]. For a general
Banach space Z the proof directly carries over. Hence by the Leibniz formula
‖∂βξ
(
ϕk(Dx)p(x, ξ)ϕj(ξ)
)
‖L(X0,X1)
≤ C2−τk‖∂βξ
(
p(·, ξ)ϕj(ξ)
)
‖Cτ (Rn;L(X0,X1)) ≤ C
′〈ξ〉m−|α|2−τk
uniformly in j, k ∈ N0, ξ ∈ R
n. Now, if kj,k(x, z) = F
−1
ξ 7→z[pj,k(x, ξ)], then
pj,k(x,Dx)f =
∫
Rn
kj,k(x, x− y)f(y)dy for all f ∈ S(R
n;X0).
Hence as in the proof of Lemma A.2 one shows that
‖∂αz kj,k(x, z)‖L(X0,X1) ≤ Cα,M |z|
−M2j(n+m+|α|−M)2−τk
uniformly in j, k ∈ N0, z 6= 0, for all |α| = M ∈ {0, . . . , n + 1}. Therefore the same
estimates as in the proof of Lemma A.3 (with an additional factor 2−τk) prove (A.5). 
Lemma A.5. Let X0, X1 be Banach spaces, let p ∈ C
τS01,0(R
n × Rn, n + 1;L(X0, X1)),
and let pj(x, ξ) = p(x, ξ)ϕj(ξ). Then for any 1 ≤ q <∞, there is a constant C such that
(A.6) ‖ϕi(Dx)pj(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1)) ≤


C2−iτ if i ≥ j + 4,
C if j − 3 ≤ i ≤ j + 3,
C2−jτ if j ≥ i+ 4,
uniformly in i, j ∈ N0.
Proof. First of all, if j − 3 ≤ i ≤ j+3, then the estimate follows from (A.4). To prove the
other cases, we use that
ϕi(Dx)pj(x,Dx) =
∞∑
k=0
ϕi(Dx)pj,k(x,Dx),
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where pj,k(x, ξ) = ϕk(Dx)pj(x, ξ). Moreover,∫
Rn
pj,k(x,Dx)f(x)g(x)dx =
∫
R2n
eix·ξϕk(Dx)pj(x, ξ)fˆ(ξ)g(x)d
–ξdx
=
∫
R2n
pj(x, ξ)fˆ(ξ)ϕk(Dx)e−ix·ξg(x)d
–ξdx
=
∫
R3n
e−iη·xpj(x, ξ)fˆ(ξ)ϕk(η)gˆ(ξ + η) d
–ξd–ηdx
=
∫
R3n
ei(ξ−ξ
′)·xp(x, ξ)ϕj(ξ)fˆ(ξ)ϕk(ξ
′ − ξ)gˆ(ξ′) d–ξd–ξ′dx
for all f ∈ S(Rn;X1), g ∈ S(R
n). Here for every x ∈ Rn the support of∫
Rn
ei(ξ−ξ
′)·xp(x, ξ)ϕj(ξ)fˆ(ξ)ϕk(ξ
′ − ξ)gˆ(ξ′)d–ξ
with respect to ξ′ is contained in
{2k−1 ≤ |ξ| ≤ 2k+1}+ {2j−1 ≤ |ξ| ≤ 2j+1}
⊆


{2k−2 ≤ |ξ| ≤ 2k+2} if k ≥ j + 3,
{2j−2 ≤ |ξ| ≤ 2j+2} if j ≥ k + 3,
{|ξ| ≤ 2j+2} if j ≥ k,
{|ξ| ≤ 2k+2} if k ≥ j.
Now let us consider first the case i ≥ j + 4. Then∫
Rn
ϕi(Dx)pj,k(x,Dx)f(x)g(x)dx
=
∫
R3n
ei(ξ−ξ
′)·xp(x, ξ)ϕj(ξ)fˆ(ξ)ϕk(ξ
′ − ξ)ϕi(ξ′)gˆ(ξ′)d
–ξd–ξ′dx = 0
for all f ∈ S(Rn;X1), g ∈ S(R
n), if |k − i| ≥ 4, since
{2k−2 ≤ |ξ| ≤ 2k+2} ∩ {2i−1 ≤ |ξ| ≤ 2i+1} = ∅ if k ≥ i+ 4,
{|ξ| ≤ 2k+2} ∩ {2i−1 ≤ |ξ| ≤ 2i+1} = ∅ if j ≤ k ≤ i− 4,
{|ξ| ≤ 2j+2} ∩ {2i−1 ≤ |ξ| ≤ 2i+1} = ∅ if k < j.
Therefore
ϕi(Dx)pj(x,Dx) =
i+3∑
k=i−3
ϕi(Dx)pj,k(x,Dx),
which implies
‖ϕi(Dx)pj(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1))
≤
i+3∑
k=i−3
‖ϕi(Dx)pj,k(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1)) ≤ C2
−τi
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due to (A.5).
Finally, we consider the case j ≥ i+ 4.∫
Rn
ϕi(Dx)pj,k(x,Dx)f(x)g(x)dx
=
∫
R3n
ei(ξ−ξ
′)·xp(x, ξ)ϕj(ξ)fˆ(ξ)ϕk(ξ
′ − ξ)ϕi(ξ′)gˆ(ξ′) d
–ξd–ξ′dx = 0
for all f ∈ S(Rn;X1), g ∈ S(R
n) if |k − j| ≥ 4, since
{2k−2 ≤ |ξ| ≤ 2k+2} ∩ {2i−1 ≤ |ξ| ≤ 2i+1} = ∅ if k ≥ j + 4,
{2j−2 ≤ |ξ| ≤ 2j+2} ∩ {2i−1 ≤ |ξ| ≤ 2i+1} = ∅ if k ≤ j − 4.
Therefore
ϕi(Dx)pj(x,Dx) =
i+3∑
k=i−3
ϕi(Dx)pj,k(x,Dx),
which implies
‖ϕi(Dx)pj(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1))
≤
j+3∑
k=j−3
‖ϕi(Dx)pj,k(x,Dx)‖L(Lq(Rn;X0),Lq(Rn;X1)) ≤ C2
−τj
due to (A.5) again. 
Proof of Theorem 3.7. First of all, by a composition from the right with 〈Dx〉
−m we can
always reduce to the case m = 0, which we consider in the following.
We use that f =
∑∞
j=0 fj , where fj = ϕj(Dx)f , f ∈ S(R
n;H0). Since suppϕj ∩
suppϕk = ∅ if |j − k| > 1,
p(x,Dx)f =
∞∑
j=0
pj(x,Dx)f =
∞∑
k=0
pj(x,Dx)(fj−1 + fj + fj+1)
=
∞∑
j=0
pj(x,Dx)f˜j,
where f˜j = fj−1 + fj + fj+1 and we have set f−1 = 0. Moreover, we use that ‖f‖Hs(Rn;H)
is equivalent to
‖f‖Bs2,2(Rn;H) := ‖(2
sjfj)j∈N0‖ℓ2(N0,L2(Rn;H))
if H is a Hilbert space. This follows easily from Plancherel’s theorem and the fact that
〈ξ〉s is equivalent to 2js on suppϕj .
If f ∈ S(Rn;H0), then
‖(2sj f˜j)j∈N0‖ℓ2(N0,L2(Rn;H0)) = ‖(2
sj(fj−1 + fj + fj+1))k∈N0‖ℓ2(N0,L2(Rn;H0))
≤ C
∥∥(2sjϕj(Dx)f)j∈N0∥∥ℓ2(N0,L2(Rn;H0)) = C‖f‖Bs2,2(Rn;H0).
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Now using
2is‖ϕi(Dx)pj(x,Dx)f˜j‖L2(Rn;H1)
≤


C2−(τ−s)i−js2js‖f˜j‖L2(Rn;H0) if i ≥ j + 4,
C2js‖f˜j‖L2(Rn;H0) if j − 3 ≤ i ≤ j + 3,
C2(i−j)s−τj2js‖f˜j‖L2(Rn;H0) if j ≥ i+ 4,
≤ C2−(τ−|s|)|i−j|2js‖f˜j‖L2(Rn;H0)
Now let aj = 2
−(τ−|s|)|j|, bj = 2
sj‖f˜j‖L2(Rn;H0) for j ∈ N0 and aj = bj = 0 for j ∈ Z \ N0.
Then
‖p(x,Dx)f‖Bs2,2(Rn;H1)
≤ C
∥∥(aj)j∈Z ∗ (bj)j∈Z∥∥ℓ2(Z) ≤ C‖(aj)j∈Z‖ℓ1(Z)‖(bj)j∈Z‖ℓ2(Z)
= C‖(2sj f˜j)j∈N0‖ℓ2(N0,L2(Rn;H0))) ≤ C‖f‖Bs2,2(Rn;H0),
where the sequence (cj)j∈Z = (aj)j∈Z ∗ (bj)j∈Z is the convolution of (aj)j∈Z and (bj)j∈Z.
(Recall that Bs2,2 = H
s.) Since S(Rn;H0) is dense in H
s(Rn;H0), the theorem follows. 
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