In this paper, we propose a data-driven method to classify mammograms according to breast density in BI-RADS standard. About 2000 mammographic exams have been collected from the "Azienda Ospedaliero-Universitaria Pisana" (AOUP, Pisa, IT). The dataset has been classified according to breast density in the BI-RADS standard. Once the dataset has been labeled by a radiologist, we proceeded by building a Residual Neural Network in order to classify breast density in two ways. First, we classified mammograms using two "super-classes" that are dense and non-dense breast. Second, we trained the residual neural network to classify mammograms according to the four classes of the BI-RADS standard. We evaluated the performance in terms of the accuracy and we obtained very good results compared to other works on similar classification tasks. In the near future, we are going to improve the results by increasing the computing power, by improving the quality of the ground truth and by increasing the number of samples in the dataset.
INTRODUCTION
Breast cancer is one of the most diagnosed and fatal cancer all over the world (International Agency for Research on Cancer, 2018). The strongest weapons we have against it are prevention and early diagnosis. It has been evaluated that one woman in eight is going to develop a breast cancer in her life (Loberg et al., 2015) . It is also widely accepted that early diagnosis is one of the most powerful instrument we have in fighting this cancer (Loberg et al., 2015) . Full Field Digital Mammography (FFDM) is a noninvasive high sensitive method for early stage breast cancer detection and diagnosis, and represents the reference imaging technique to explore the breast in a complete way (D. R. Dance et al., 2014) . Since mammography is a 2D x-ray imaging technique, it suffers from some intrinsic problems: a) breast structures overlapping, b) malignant masses absorb x-rays similarly to the benignant ones and c) the sensitivity of the detection is lower for masses or microcalcification cluster in denser breasts. Breast density is the amount of fibroglandular tissue with respect to fat tissue as seen on a mammographic exam (Krishnan et al., 2017) . A mammogram with a very high percentage of fibro-glandular tissue is less readable because dense tissue presents an x-ray absorption coefficient similar to cancer one. Furthermore, to have a sufficient sensitivity in dense breast, a higher dose has to be delivered to the subject (Miglioretti et al., 2016) . Moreover, breast density is an intrinsic risk factor in developing cancer (McCormack, 2006) . In order to have an early diagnosis, screening programs are performed on asymptomatic women at risk in a range between 45 and 74 years. Since a lot of healthy women are exposed to ionizing radiation, dose delivering should be carefully controlled and personalized with respect to the imaging systems, measurement conditions and breast structures. Furthermore, the European Directive 59/2013/EURATOM (Euratom, 2013) states that subjects have to be well informed about the amount of received radiation dose. For these reasons, the RADIOMA project ("RADiazioni IOnizzanti in MAmmografia", funded by "Fondazione Pisa", partners: "Dipartimento di Fisica" of University of Pisa, "Istituto Nazionale di Fisica Nucleare" (INFN), "Fisica sanitaria" of "Azienda Ospedaliero-Universitaria Pisana" (AOUP) and "Dipartimento di Ricerca Traslazionale e delle Nuove Tecnologie in Medicina e Chirurgia" of University of Pisa) was born with the aim of developing a personalized and reliable dosimetric quantitative index for mammographic examination (Traino et al., 2017) (Sottocornola et al., 2018) . Since breast dense tissue is radio-sensitive, a new personalized dosimetric index should consider breast density. For all these reasons, we decided to build a breast density classifier based on a residual convolutional neural network. The breast density standard we chose is reported on the Fifth Edition of the BI-RADS Atlas (Breast Imaging-Reporting And Data System) (Sickles et al., 2013) . The BI-RADS standard consists in four qualitative classes, defined by textual description (Figure 1 ): almost entirely fatty ("A"), scattered areas of fibroglandular density ("B"), heterogeneously dense ("C") and extremely dense ("D").
The assessment of breast density is a very important issue since a woman with a dense breast should be directed towards more in-depth screening paths. As radiologist breast density assessment suffers from a not-negligible intra and inter-observer variability (Ciatto et al., 2005) , computer methods have been developed. The most known is called Cumulus (Alonzo-Proulx et al., 2015) which is a software that works with radiologist manual input and allows to segment fibroglandular tissue. In the last years, fully automated methods have been developed in order to reduce the breast density assessment variability as much as possible (Alonzo-Proulx et al., 2015) . Other works applied deep learning techniques to solve this kind of problem. Wu et al. (Wu et al., 2017) trained a deep convolutional neural network in order to produce both BI-RADS and two super-class classification. Fonseca et al. (Fonseca et al., 2017) used a HT-L3 Network to extract features to be fed to Support Vector Machine. In this paper, we propose a residual convolutional neural network to perform BI-RADS classification.
MATERIALS AND METHODS

Data Collection
In order to have a sufficient number of digital mammographic exams, the "Azienda Ospedaliero-Universitaria Pisana" collected 1962 mammographic exams (7848 images/single projections) from the Senology Department. The dataset has been collected and classified by a radiologist, specialized in mammography, with the support of a radiology technician. The chosen selection criteria are: • All exam reports were negative. Where possible, the later mammographic exam in medical records has been examined to verify the current health state of the woman. • Badly exposed X-ray mammograms have not been collected. • Only women with all the four projections usually kept in mammography (craniocaudal and mediolateral oblique of left and right breast) have been chosen. Moreover, the mammographic imaging systems used were GIOTTO IMAGE SDL, SELE-NIA DIMENSIONS, GE Senograph DS VER-SION ADS 54.11 and GE Senograph DS VERSION ADS 53.40 (Table 1) . The mammographic exams were provided in DI-COM image format. Each exam includes the four standard mammographic projections.
Network Model
In order to train, fit and evaluate the CNNs, Keras (Chollet, 2018) has been used. Keras is an API written in Python with Tensorflow in backend. In order to make these exams readable to Keras, they have been converted in the Portable Network Graphics (PNG) format in 8 bits, maintaining the original size. Even if the exams have been acquired in 12 bits, they had to be converted in 8 bits because Keras does not support 12 or 16 bits images. All the PNG images has been controlled one by one and automatically divided according to the density class and the mammographic projections. We present a model based on a very deep residual convolutional neural network (He et al., 2015) . The architecture is the same for both two super-classes classification and BI-RADS classification. The architecture was made of 41 convolutional layers, organized in residual blocks, and it had about 2 millions learnable parameters. The input block consists of a convolutional layer, a batch normalization layer (Ioffe and Szegedy, 2015) , a leakyReLU as activation function and a 2D-max pooling. The output of this block has been fed into a series of four blocks, each made of 3 residual modules. In Figure 2 , the architecture of one of the four block is shown.
The input of each of the four blocks is shared by two branches: in the first, it passes through several convolutional, batch normalization, activation and max pooling layers while in the other branch it passes through a convolutional layer and a batch normalization only. The outputs of these two branches are then added together to constitute the residual block previously proposed by He et al. (He et al., 2015) . The sum goes through a non-linear activation function and the result passes through two identical modules. The architecture of the left branch of these last modules is the same of the first one. In the right branch, instead, no operation is performed. At the exit of the module, the two branches are summed together. At the end of the network, the output of the last block is fed to a global average pooling and to a fullyconnected layer with a softmax as activation function. For both the problems, the optimizer is a Stochastic Gradient Descent (SGD), all the activation functions are leakyReLU (α = 0.2), the loss function is a categorical cross-entropy and the performance measure is the accuracy. The accuracy measures the capability of the network to predict the right label on test mammograms and it is defined as:
where TP is the number of true positive, TN the number of true negative, FP the number of false positive and FN the number of false negative. The training has been performed in mini-batches of 8 images. In Table 2 , the optimized hyperparameters that are equal for all the network are reported. The CNN has been trained for 100 epochs and the reported results refer to the epoch with the best validation accuracy. In order to consider all the four projections related to a subject, four CNNs have been separately trained. The final breast density assessment has been produced by an overall evaluation of the four mammographic projections related to a subject. The number of samples per class in the dataset has been rescaled in order to respect the distribution of classes reported on the BI-RADS Atlas (Figure 3 ) (Sickles et al., 2013) .
Two Super-classes Classification
In BI-RADS standard, the discrimination between dense and non-dense breast means to classify two "super-classes", the one made of mammograms belonging to A and B classes and the other made of C and D classes. This problem has a clinical relevance since a woman with a dense breast should be examined more carefully. The AOUP dataset has been randomly divided in training set (1356 exams), validation set (120 exams) and test set (120 exams). Four CNNs have been trained on the four different mammographic projections. The classification scores of the last layers of each CNN have been averaged in order to produce a label that takes into account all the images related to a single subject. Furthermore, different input image sizes have been explored in order to understand whether there is a dependence of accuracy on the image input size. So, seven different CNNs per projection have been trained with images with dimensions ranging from 250x250 pixels to 850x850 pixels.
BI-RADS Classification
The dataset has been randomly divided in training set (1170 exams), validation set (150 exams) and test set (150 exams). Since breast density is an overall evaluation of the projections, if a density asymmetry occurs between the left and right breast, the radiologist assigns the higher class of that subject. To reproduce such behaviour, the classification scores have been averaged separately for right and left breast and, if asymmetry occured, the higher class has been assigned to the woman.
Computing Power
The hardware has been made available by INFN and consists in:
• CPUs: 2x 10 cores Intel Xeon E5-2640v4 @2.40 GHz; • RAM: 64 GB;
• GPUs: 4x nVidia Tesla K80, with 2x GPUs Tesla GK210, 24 GB RAM and 2496 CUDA cores each;
RESULTS
The results for the CNN trained on the dense/nondense problem are reported in Table 3 . The best test accuracy over all the four projections is reached by 650x650 pixel images and it is equal to 89.4% (chance level for a two-class classification problem equal to 50%). Furthermore, there are no evidence of remarkable accuracy trend over input image size.
In Table 4 , the results of the training on the four BI-RADS classes are reported. The values of the accuracy refer to the label assigned with the rule explained above. The maximum accuracy is obtained for images of 650x650 pixels size and it is equal to 78.0% (chance level for a two-class classification problem equal to 25%). As above, there is not a clear trend of the accuracy over input image size.
DISCUSSION
Regarding the dense/non-dense problem, the convolutional neural network trained on 650x650 pixels images predicts the right label with an accuracy equal to 89.4%, which is the best test accuracy obtained in this task to our knowledge. Compared to the previous work of Wu et al. (Wu et al., 2017) , the performance on the two "super-class" problem is comparable. In fact, Wu et al. reached a test accuracy equal to 86.5% with their whole dataset, which consisted in about 200000 exams. Since Wu et al. (Wu et al., 2017) studied how the accuracy changed over the number of samples in the training set, we can compare our results with theirs obtained on the 1% of their dataset. In that case they obtained a test accuracy equal to 84.9% which is lower than the one reached in this work. Regarding the BIRADS classification, we obtained a test accuracy on 650x650 pixel images equal to 78.0%. This result is comparable with respect to the one achieved by previous works. Fonseca et al. (Fonseca et al., 2017) reached an accuracy of (Wu et al., 2017) reached an accuracy equal to 76.7%, by using their whole dataset.
We are aware that a correct comparison can only be made using the same dataset. However, a validated and shared mammographic dataset is not available yet. The test accuracy of our approach can be further increased by implementing some technological and methodological improvements. First, the considered ground truth is represented by the density assessment made by one radiologist only. Since the intra-observer and inter-observer variabilities are quite high in BI-RADS classification (Ekpo et al., 2016) , we could produce a ground truth using the maximum agreement between more than one radiologist. In fact, especially for mammograms belonging to B and C classes, the assessment produced by only one physician can be considered as a confusing factor. Second, we are going to increase the size of our dataset by collecting a huge number of screening mammographic exams from "Azienda USL Nord-Ovest Toscana" (ATNO). Third, we are going to use more powerful GPUs, which will allow us to improve the size of the images used as input of the CNNs and study whether and how the accuracy changes. Furthermore, we are aware that relevant information may be lost in the conversion from 12 to 8 bits. For this reason we are going to work directly with Tensorflow and use images at full depth. Moreover, a way to improve accuracy may be the possibility to build a model able to take as input the four mammographic projections, related to one subject, that would be merged together into the CNN architecture. Finally, a cross-validation process could be done to validate this classifier and to estimate the performance variability and the stability of the parameters.
CONCLUSIONS
In this paper, a residual convolutional neural network to classify mammograms density has been presented. First, the AOUP collected a dataset of 1962 mammographic exams from the Senology Department. Further, a CNN has been trained in order to discriminate between non-dense and dense breasts, represented respectively by exams belonging to A and B classes, and exams belonging to C and D classes. The highest test accuracy is equal to 89.4%. This result is very good compared to the one achieved by Wu et al. (Wu et al., 2017) . Finally, a residual convolutional neural network has been trained in order to classify mammograms in the four BI-RADS standard classes. The best test accuracy is equal to 78.0%, which is comparable with respect to the one achieved by previous works. This work demonstrates that breast density can be successfully analyzed with residual convolutional neural networks and opens several perspectives on this research field. Indeed, new techniques of image processing can be explored in order to obtain higher accuracy and to include more samples in the dataset. Futhermore, it can help in the evaluation of biomarkers to predict breast cancer, being able to analyze the huge amount of data that can be collected from screening programs. We are going to collect, in fact, a high number of mammographic exams from Tuscany screening program along with information gathered through a questionnaire on known risk factors of breast cancer.
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