Abstract. In this paper a reduced-order strategy is applied to solve a multiobjective optimal control problem governed by semilinear parabolic partial differential equations. These problems often arise in practical applications, where the quality of the system behavior has to be measured by more than one criterium. The weighted sum method is exploited for defining scalar-valued nonlinear optimal control problems built by introducing additional optimization parameters. The optimal controls corresponding to specific choices of the optimization parameters are efficiently computed by the reduced-order method. The accuracy is guaranteed by an a-posteriori error estimate.
Introduction
In real applications, optimization problems are often described by introducing several objective functions conflicting with each other. This leads to multiobjective or multicriterial optimization problems; see, e.g., [1] . Finding the optimal control that represents a good compromise is the main issue in these problems. For that reason the concept of Pareto optimal or efficient points is developed. In contrast to scalar-valued optimization problems, the computation of a set of Pareto optimal points is required. Consequently, many scalar-valued constrained optimization problems have to be solved.
When dealing with control functions instead of parameters, a multiobjective optimal control problem (MOCP) needs to be solved. In this paper we apply the weighted sum method [14, 1] in order to transform the MOCP into a sequence of scalar optimal control problems and to solve them using well known optimal control techniques [12] . Preliminary results combining reduced-order modeling and multiobjective PDE-constrained optimization are recently derived [4, 9] . The main focus of the present work lies in the extension of [4] to nonlinear, control constrained optimal control problems governed by evolution problems.
The paper is organized as follows. In Section 2 the multiobjective optimal control problem is formulated and transformed into a scalar-valued problem that is considered in Section 3. The numerical strategy and results are discussed in Section 4.
Problem formulation and Pareto optimality
Let
, be an open and bounded domain with Lipschitz continuous boundary Γ = ∂Ω. For given T > 0 we set Q = (0, T ) × Ω and Σ = (0, T )×Γ . Then we consider the following class of multiobjective optimal control problems governed by semilinear parabolic equations:
subject to the semilinear parabolic differential problem
and to the bilateral control constraints
By ' ' we denote the transpose of a vector or matrix. Furthermore, we suppose that
Recall that the state equation (1b) has a unique (weak) solution y = y(u) for every u ∈ U ad ; see, e.g., [12] . Hence, we can introduce the reduced objective byĴ (u) = J (y(u), u) for u ∈ U ad . Instead of (1) we consider now
Problem (2) involves the minimization of a vector-valued objective. This is done by using the concepts of order relation and Pareto optimality [1] . In R 3 we make use of the following order relation: For all z 1 , z 2 ∈ R 3 we have
Definition 1 (Pareto optimal). Let Z =Ĵ (U ad ) ⊂ R 3 be the image set of U ad under the cost functionalĴ . We call a pointz ∈ Z globally (strictly) efficient with respect to the order relation ≤, if there exists no z ∈ Z\{z} with z ≤z. Ifz is efficient andū ∈ U ad satisfiesz =Ĵ (ū), we callū (strictly) Pareto optimal. Letū ∈ U ad hold. If there exists a neighborhood N(ū) ⊂ U ad ofū so thatz =Ĵ (ū) is (strictly) efficient for the (local) image setĴ (N(ū)) ⊂ Z, the pointū is called locally (strictly) Pareto optimal. Moreover,z is said to be locally efficient. Now, the multiobjective optimal control problem (2) is understood as follows: Find Pareto optimal points in U ad for the vector-valued reduced objectiveĴ .
First-order necessary optimality conditions for Pareto optimality are presented in the next theorem which is proved in [1, Theorem 3.21 and Corollary 3.23]. The proof is based on the result of Kuhn-Tucker [6] .
Theorem 2. Suppose thatū ∈ U ad is Pareto optimal. Then, there exists a parameter vector µ = (μ 1 ,μ 2 ,μ 3 ) ∈ R 3 satisfying the Karush-Kuhn-Tucker conditions
Motivated by Theorem 2, let us choose 0 µ lb < 1 and set
The condition µ 3 ≥ µ lb is necessary for the well-posedness of the scalarvalued optimal problem (P µ ) introduced below. For any µ ∈ D ad we define the parameter-dependent, scalar-valued objective asĴ(u; µ) = µ Ĵ (u) for u ∈ U ad . Then, (3) are the first-order necessary optimality conditions for a local solutionū =ū(µ) to the parameter-dependent optimization problem minĴ(u; µ) subject to u ∈ U ad (P µ )
for the parameter µ =μ. In the weighted sum method Pareto optimal points are computed by solving (P µ ) for various µ ∈ D ad ; see [14] and [1, Chapter 3] .
Remark 3. To solve (P µ ) we apply a globalized Newton-CG method [7] . ♦ 3 The scalar-valued optimal control problem Suppose thatū = u(µ) ∈ U ad is an optimal solution to (P µ ) for given µ ∈ D ad . Letȳ = y(ū; µ) denote the associated optimal state satisfying (1b) for u =ū. Following [12] first-order necessary optimality conditions for (P µ ) ensure the existence of a unique adjointp = p(ū; µ) solving
with y =ȳ. Moreover, for any µ ∈ D ad the gradient of the reduced cost functionalĴ(· ; µ) at a given u ∈ U ad is given bŷ
where p solves (4) and y is the solution to (1b). Since (P µ ) is a non-convex problem, we make use of the hessianĴ (u; µ) ∈ R m×m in order to ensure sufficient optimality conditions. Letū =ū(µ) be locally optimal for (P µ ) satisfying the second-order sufficient optimality con-
with a µ-independent lower bound κ > 0 for the smallest eigenvalue of the hessian. Then, for anyκ ∈ (0, κ) there exists a radiusρ = ρ(κ) > 0 such that 
Ifũ ∈ U ad satisfies (5) we can estimate the error betweenū andũ as [5] |ū
where ζ = ζ(ũ) ∈ R m is given by
p solves (4) with y =ỹ andỹ solves (1b) with u =ũ. In (7) we denote by [s] − = − min(0, s) and [s] + = max(0, s) the negative and positive part function, respectively. Hence, given a (suboptimal)ũ ∈ U ad , the errorū −ũ can be estimated by the right-hand side in (5) provided the lower boundκ for the symmetric matrixĴ (ũ; µ) is known. We proceed as follows: From J(ũ; µ) = µ Ĵ (ũ) we find
It follows from Theorem of Courant-Fischer [10, Corollary 4.7] that a lower bound λ LB min for the smallest eigenvalue λ min ofĴ (ũ; µ) is given by
where λ min (A) denotes the smallest eigenvalue of a symmetric matrix A.
Numerical solution strategy
To solve (1) we apply the weighted sum method. Thus, the set of Pareto optimal points is approximated by solutionsū(µ) to (P µ ) for various parameters µ ∈ D ad . Consequently, many constrained nonlinear optimization problems have to be solved numerically, which is computationally expensive. For this reason model-order reduction (MOR) is applied to reduce significantly the required computational resources. Our MOR approach is based on a Galerkintype approximation to (P µ ) using MOR basis functions, where for certain weighting parameters µ ∈ D ad the MOR basis functions contain information from optimal statesȳ(µ) and adjointsp(µ) associated with optimal controls u(µ). The MOR basis functions are determined in an offline phase. In the online phase the weighted sum method is applied, where numerical solutions to (P µ ) are computed rapidly by a MOR Galerkin discretization [11] .
Offline phase I: eigenvalue computation on control grid. Suppose the discrete (regular) control grid Ξ grid = {u k } K k=1 in the set U ad of admissible controls. In an offline phase we compute and store the µ-independent smallest eigenvalues λ min (Ĵ i (u k )) at any grid node u k ∈ Ξ grid for i = 1 and 2. Sincê J 3 (u k ) is the identity, we have λ min (Ĵ 3 (u k )) = 1. Now, (8) yields a numerically efficient computation of the approximative lower bound λ LB app (ũ; µ) in the online phase at any (suboptimal) controlũ ∈ U ad by convex combination of the stored smallest eigenvalues λ min (Ĵ i (u k )) for k = 1, . . . , K:
In (6) we utilize λ i app (ũ) instead ofκ.
Remark 4. The computation of the λ min (Ĵ i (u k )) can be realized in parallel computing with respect to k ∈ {1, . . . , K}. ♦ Offline phase II: MOR basis computation. Estimate (6) can be suitably used as ingredient to apply a MOR strategy for the solution of nonlinear multiobjective problems. In order to use a MOR technique for its solution, we propose to use the POD-greedy algorithm based on [3] and [2, 8] . As an input the POD-greedy algorithm requires a discrete parameter training set S train ⊂ D ad , as well as he smallest eigenvalues λ min (Ĵ i (u k )) for i = 1, 2, 3 on the control grid Ξ grid and the corresponding precomputed grid node data D grid , both needed for the smallest eigenvalue approximation in the a-posteriori error estimation.
Online phase: multiobjective optimal control As regards the original multiobjective problem, we are interested in the solution of the parametric optimal control problem for a large number of parameter values, since we want to identify a set of optimal control solutions that does not a-priorily penalize any cost functional. In other words, we are interested in identifying the Pareto optimal front of the multiobjective problem, that consists in a large set of cost functionals evaluation corresponding to the solution of a large number of optimal control problems (obtained in correspondence of several parameter values, at the randomly chosen). In order to identify the Pareto front we need to evaluate several times the parametric optimal control problem. For this purpose, the proposed model order reduction strategy can be efficiently reduce the required computational times.
Numerical example
We consider (1) with spatial domain Ω = (0, 1) × (0, 1) ⊂ R 2 , final time T = 1, desired states y Ω = 0, y Q (t, x) = 100t cos(2πx 1 ) cos(2πx 2 ), initial condition y • (x) = 0 and inhomogeneity f (t, x) = 10tx 1 . Furthermore, for m = 4 each shape function b i (x), i = 1, . . . , 4, has the support in a quarter of the domain Ω and u d = (0.5, −4, −0.5, 4) ∈ R 4 . The high fidelity spatial approximations of the problem solution, used for the basis computations and the error comparisons is computed by a finite element (FE) model with a Newton method that uses P 1 elements, it has 729 degrees of freedom in 1352 elements. For the temporal discretization the implicit Euler method is applied with equidistant step size ∆t = 0.01 steps. Figure 1 shows optimal statesȳ = y(ū; µ) for solutionsū(µ) to (P µ ) corresponding to two values of the parameter µ.In the left plot of Figure 2 we plot error comparisons obtained by solving (P µ ). In particular, we compare the errors between the optimal controls computed by the model order reduction (MOR) method and the one by the FE method. We show its minimum, maximum and average values (over a range of 1000 parameter values) by varying the number of basis functions used in the MOR scheme. In the right plot of Figure 2 we present the Pareto front obtained by solving (P µ ) with the MOR technique for different parameter values µ. In order to show the correctness of the Pareto front, we also include the values of the cost functionalsĴ 1 (u), J 2 (u) andĴ 3 (u) obtained for 1000 control values randomly chosen as follows: controls). In Figure 3 we show the optimal controlsū(µ) corresponding to 1000 randomly chosen parameter values and to the parameter values selected for the bases computations during the POD-greedy algorithm. Regarding the computational performances the online evaluation time required for solving problem (P µ ) for each parameter value by using 10 basis functions is about 0.7 seconds; while the evaluation of the FE solution requires about 7.3 seconds. We conclude that the gained speedup allows a much faster optimal solution evaluation and an efficient identification of the Pareto front, for which several repeated solutions have to be computed. 
