Fracture detection plays an important role in oil and gas exploration. Azimuth-dependent amplitude anisotropy is a key indicator for fracture characterization. In order to not only retain the azimuthal information but also preserve the genuine amplitude relationships in the common image gathers, an accurate anisotropic migration algorithm is required. A further complication arises when the migrated seismic data are inverted to determine the fracture properties, specifically the challenge posed by the stability of the Rüger equations. In this paper, we derive a fourth-order travel time equation for orthorhombic media that performs the anisotropic migration in the local angle domain. By introducing a new shaping regulator to the conventional fracture inverse problem, we improved the accuracy and convergence of the algorithm. The proposed migration and inversion approaches have been validated with a synthetic and a real dataset from the Tarim basin. The results of this validation suggest that the proposed workflow leads to better preservation of the azimuthal and anisotropic information in the migrated seismic data. A subsequent inversion of the migrated seismic data results in a higher resolution of the fracture density compared to the conventional singular value decomposition approach.
Introduction
Fractures are commonly found in clastic and carbonate reservoirs across the globe. They play an important role in improving reservoir quality by providing space for fluids and connecting the pathways between reservoir compartments. Therefore, fracture detection is of increasing importance in oil and gas exploration. Seismic azimuthal anisotropy has been proven to have a physical correlation to fracture density and orientation in many studies. The key to successful fracture detection is the effective preservation and recovery of the azimuthal anisotropy in the seismic processing workflow. In practice, the identification of fractures from pre-stack seismic data can be achieved using pre-stack anisotropic migration (Qu, Huang and Li 2017) and pre-stack anisotropic inversion . In addition, non-uniform variable grids (Qu et al 2014; Huang et al 2015; Qu, Huang and Li 2017) are often applied to simulate seismic wave propagation in media with narrow fractures, where fine grids are used in the fracture regions. In order to preserve the anisotropic effect caused by reservoir fractures, anisotropic migration needs to accurately recover the subsurface reflectivity at every common image point (CIP), while taking into account the correct azimuthal effect. This is a prerequisite for the successful implementation of an anisotropic inversion, which requires high-fidelity input from the migration process.
Considerable efforts have been expended in both industry and academia to improve the migration methods. Commonly used migration algorithms include those based on ray tracing, wave equations, surface and subsurface, the surface offset domain (SOD) and local angle domain (LAD), and with isotropic and anisotropic media. Currently, reflection angle domain migration is the focus of rapid development and is aimed at the accurate calculation of reflection events at the CIPs while overcoming the multi-wave arrival imaging issue (Bleistein and Gray 2001) . Koren and Ravve (2011) described the concept of the local reflection angle domain and demonstrated that local reflection angle domain anisotropic migration can effectively preserve the fracturerelated reservoir anisotropy during the imaging process, resulting in reliable fracture characterization. Cheng et al (2012) proposed a local reflection angle domain migration based on an anisotropic medium and showed that the new method worked well with both vertical transversely isotropic (VTI) and horizontal transversely isotropic (HTI) media. Sun (2014, 2015) applied the local reflection angle migration workflow to the tilted transversely isotropic (TTI) medium for the purpose of fracture detection. Wang et al (2013) demonstrated a complete case study for calibrating the seismic anisotropy at common azimuthal imaging points. Fan, Jin and Johnson (2010 , 2012a , 2012b , 2014 ) described a multiphysics model to investigate collinear micro-cracks driven by excess pressure induced by the conversion of oil to gas in a petroleum source rock under continuous burial, and help us to distinguish material property (e.g. shale) and azimuthal anisotropy. The method was developed based on inverting the anisotropic travel-time function using azimuthal stacks extracted from a migration using an isotropic velocity assumption.
Fracture detection using pre-stack seismic data takes advantage of the amplitude and velocity variations experienced by the seismic wave as it propagates through the anisotropic subsurface. Specifically, when the seismic wave propagates through tilted fractures, the P-velocity will vary with the shot-receiver azimuth. The application of azimuthal anisotropy in fracture detection has been widely studied. Qu et al (2001) proposed a full-azimuthal P-wave fracture detection method and applied it in the Luojia district. The results showed that the stability of the solution and resolution were high regardless of the conditions. Sicking et al (2007) used an initial set of anisotropic parameters to carry out the migration and then determined the optimum anisotropic parameters by determining the peaks in the stacking spectrum. The chosen anisotropic parameters were then used for fracture characterization. The relationship between the P-wave reflectivity and the migration offsets and azimuths was discussed by Rüger and Tsvankin (1997) ; this defines the basic theory for amplitude-variation-with-offset (AVO) inversion in fractured media. Similarly, Gray (2008) used azimuth-dependent variations in the AVO to allow fracture delineation. Wang et al (2006) and Zelewski et al (2009) attempted to predict the presence of fractures by utilizing wide azimuth seismic data. Dong and Davidson (2003) discussed seismic acquisition design and its impact on the prediction of fracture density and orientation. Liu et al (2011) proposed a pre-processing workflow dedicated to amplitude versus incident and azimuthal angle (AVAZ) inversion, while simultaneously addressing the imaging issues caused by the shallow surface overburden complexity and acquisition footprints. Liu et al (2015) used the equivalent medium theory to simulate a fracture and provided a strategy for solving the inversion problem. Wang (2015) used azimuthal anisotropy to detect the various geological layers.
In order to improve the fracture orientation and density prediction, in this study, we introduce shape regularization to solve the inverse problem. Regularization is a common approach to stabilize inverse problems in geophysics and is widely used to solve inversion problems such as travel-time seismography and spectral decomposition. Fomel (2008) suggested a new regularization approach based on the Tikhonov regularization by taking into account a shaping operator. The shaping operator imposes constraints on the inversion by explicit mapping of the estimated model into the space of the admissible models. Fomel's approach can be easily implemented by using a smooth Gaussian or band-pass filter as the regulator (shaping operator) in the recursive inversion process, which significantly improves the computation efficiency and accuracy. Xue et al (2014; 2016) introduced this regularization into a least-squares reverse-time migration to suppress the migration artifacts and use a structure-oriented smoothing operator as a shaping operator. and Chen (2015) introduced this method for signal processing.
In this paper, we derive a fourth-order travel-time equation for orthorhombic media, while introducing a local reflection angle domain migration to allow us to extract highquality CIP gathers (CIGs). To successfully implement the LAD migration for orthorhombic materials, we optimize the residual time using a weighted semblance analysis to determine the optimum anisotropic parameters. Additionally, we introduce shaping regularization for the inversion of a secondorder Rüger equation, which practically solves fracture properties.
We have tested the proposed method on both synthetic and real datasets. The synthetic results show that the local reflection angle domain migration preserves the reflection amplitude in the extracted azimuthal gathers arising from complex geological settings. The subsequent application of fracture inversion with the accompanying shaping regularization can recover the true properties of the fractures. Nevertheless, the real data application results in better amplitude preservation in the azimuthal gathers and the inversion of the migrated data to solve the fracture density, and the orientation provides a good match with the well logs.
LAD orthorhombic migration for fracture inversion
Subsurface anisotropy results in many migration issues, including reduced resolution, misfocused CIGs, and a relatively unbalanced trace for tracing the amplitudes. As discussed above, the migration velocity varies with the azimuth due to subsurface anisotropy, which is a sensitive parameter in the migration travel-time equation. Hence, a popular processing strategy is to embed the anisotropic parameters into the high-resolution travel-time equation, which is then integrated with the migration algorithm for anisotropic migration.
2.1. Anisotropic travel-time equation 2.1.1. Travel-time equation for HTI media. In conventional seismic data processing, the travel-time equation is normally associated with a fourth-order offset term and a hyperbolic NMO velocity function.
According to Taner and Koehler (1969) , the Taylor expansion of the non-hyperbolic travel-time equation can be expressed as: 
where , e d are Thomsen anisotropy parameters. When the migration offset is greater than twice the vertical depth of the target imaging point, the three-term Taylor series expansion becomes inaccurate. Therefore, Tsvankin and Thomsen (1994) 
A detailed derivation of this equation can be found in the appendix. 
in which V nmo a ( ) is the azimuth-dependent P-wave NMO velocity, A 4 is an azimuth-dependent anisotropy parameter set, and A is the horizontal velocity coefficient, where: 
In a VTI material, A 4 and A are a function of both V nmo and a non-ellipse coefficient , h with which equation (5) becomes applicable during seismic processing. When the axial panel of the orthorhombic material [x1, x3] is perpendicular to the horizontal panel, the wave propagation through it can be considered to be the same as in a VTI material. This means we can extend the application of equation (4) to the non-symmetric coordinate system by considering V nmo and , h where the travel-time equation in the horizontal orthorhombic anisotropic material can be expressed as: 
for which, V nmo a ( ) is defined in equation (9) and h is defined as: 
Strictly speaking, equation (12) is only valid for nonsymmetric VTI media with weak anisotropic assumptions; however, following extensive numerical simulation tests, equation (11), which is jointly defined by equations (9) and (12), shows reasonable accuracy for strongly anisotropic materials. Nevertheless, the directional [x1, x3] can be rather difficult to estimate prior to an NMO correction; this requires that the additional azimuthal information j is included in V nmo a ( ) and h a ( ) as:
To further simplify equation ( h h h ( ) ( ) ( ) can be solved to fully describe the wave propagation in orthotropic anisotropic media.
Inverting the anisotropic travel-time equation
The migrated CIGs consist of multiple offset groups and each group is associated with different azimuths. For a single common imaging point, assuming there are m offset groups and n 
equation (20) can be rewritten as:
The left-hand side of equation (21) is known and is shown in equation (14). Once j is determined, equation (21) can be solved in the same way as for the TTI media. We scan through the azimuths for j to determine , h a ( ) The optimum solutions for the anisotropic parameters in equation (14) can be then calculated using the damped least squares method. 
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LAD anisotropic migration
The anisotropic migration in the SOD benefits from the full utilization of the offset and the azimuthal information when performing accurate fracture detection. However, the calculation of the common imaging gathers and their reflection points relies entirely on the static acquisition geometry. This assumption contradicts the dynamic nature of wave propagation in the subsurface, which results in non-unique solutions for the wave paths and the position of the reflecting features. This problem becomes more severe when the subsurface geology is complicated because the reflection points, the incident rays, and the reflection amplitudes are all subject to large uncertainties. Most of the anisotropic migration methods are constrained by this limitation, and this has led researchers to propose the use of the local reflection angle domain migration to the industry as a solution (Bleistein and Gray 2001; Claerbout 1971) . As demonstrated in figure 2 , the LAD employs two pairs of angles to describe the incident and reflection rays at an imaging point: (1) the angle r 1 and azimuth r 2 between the incident slowness vector P S and the reflected slowness vector P r describe the reflected rays; (2) the dip angle 1 u and azimuth 2 u of vector P m (vector sum of the incident slowness and reflection slowness) describe the seismic scattering. Therefore, the fourth-order travel-time equation, including these four parameters, can be re-written as: n n ( )in the azimuthal domain,
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These factors can be solved in a reasonable time frame (and therefore computing cost) while providing unique insights into the geology of the subsurface; the reflection domain anisotropy migration provides more accurate information on the incident angles and azimuths while the dip angles extracted from the azimuthal domain are sensitive to subsurface heterogeneities.
More specifically, the common imaging gathers in the reflection domain are functions of γ 1 and γ 2 , and are defined as: 
where H 2 is the dip correction and K M, , ,
n n g g g (
)and the integral kernel in the reflection domain is defined as: n n g g n n g g n n g g
where W r is the seismic illumination function and L r is the weighted seismic data.
Fracture detection based on shaping regularization
Most of the kinematic fracture detection methods are based on the Rüger equation (Rüger 1997) , which solves for subsurface fracture density and orientation: 
/ / /
where P is the P-wave incident reflectivity, Biso is the isotropic gradient and Bani is the anisotropic gradient.
Assuming the fold at the common reflection point is N, and
4 are four unknown parameters, the above equation can be simplified to AX B. = However, the simultaneous equations are overdetermined and conventional singular value decomposition (SVD) methods cannot solve them with accuracy and smoothness, especially when the data is noisy. Identifying fractures can be regarded as an inverse problem and we decided to introduce the shaping regularization method to stabilize this poorly constrained problem. If d is the seismic data, m is the model parameters, L is the operator, then we have:
in which D is the regularization operator. If we replace it with a shaping regulator S I D D ,
where I is the unit matrix. This means that m can be solved using the conjugate gradient method. In this study, we use a Gaussian operator as the shaping regulator and the fracture density and orientation are the model parameters that can be inverted accurately.
Synthetic example
We introduce a physical HTI model. This physical model has three layers. The top layer and the bottom layer are isotropic while the middle layer is an HTI layer containing vertical fractures. In order to test our method, we converted this model into a numerical model. In order to obtain an orthorhombic layer, we first built a VTI layer, and inserted vertical fractures into the VTI layer. Then the second layer turned into an orthorhombic layer (Li et al (2015) ). The other model parameters are shown in figure 3 and are described in Sun and Sun (2015) . The offset of this model ranges from 200 m-2200 m and the interval is 400 m. The azimuth angle ranges from 0°-180°and the interval is 30°. Clearly, the orthorhombic migration is good at suppressing the azimuth anisotropic effects and flattening the events. The orthorhombic migration is effective for obtaining good CIGs not only for near or middle offsets but also large offsets such as 2000 m. The advantages of the CIGs generated by the orthorhombic migration in the LAD can be further explored for fracture prediction.
In order to verify the fidelity and validity of the anisotropic azimuthal gathers extracted by the proposed method, we used the AVOZ method to obtain the fracture prediction result, which can be identified by a few variations in intensity and orientation.
Figures 6 and 7 show the results of the fracture prediction. The root mean square amplitude attributes are extracted from the bottom of the fracture upward and downward for each 20 ms and the fracture density information is normalized. Different migration methods lead to different fracture prediction results. The fracture prediction result in figure 7 shows far fewer structural influences compared to figure 6. In particular, in the yellow zone, the CIGs derived from the anisotropic migration in the LAD have fewer geological impacts.
We then inverted the synthetic gathers for the fracture anisotropy using the proposed shaping regularization operator. The results are compared with the conventional SVD solver and are shown in figures 8. It can be seen from figure 8 that the greater the migration offset is, the less accurate the SVD and shaping regularization methods are. Nevertheless, the shaping regularization results in a closer match to the true fracture density with smoother variations over the offsets. Figure 9 shows the inversion results while solving the fracture orientation with 10% noise added to the data. Conventional SVD results exhibit larger errors at the near offsets with overall less stability, while the shaping regularization method improves the prediction accuracy significantly and the solution is much smoother. At the far offsets, the shaping regularization method results are very close to the true fracture azimuth values.
Application to a fractured carbonate dataset
We apply the proposed LAD anisotropic migration and fracture inversion method to a real deep carbonate reservoir.
The field of interest is located in the Tarim Basin in Northwest China. The reservoir rock is Ordovician carbonate with vugs and natural fractures, which serve as the main pore space for hydrocarbon accommodation. Due to the reservoir depth, the seismic data is acquired with full azimuths and high density folds up to 500 m. The maximum migration offset is 7446 m, as shown in figure 10 .
The focus of this study was to evaluate the CIGs after application of the proposed anisotropic migration workflow, followed by further fracture prediction based on inverting the resulting migrated dataset using the proposed fracture inversion method. Figure 11 shows one common depth point gather of the NMO data, in which the red dots represent the residual pickups from the weighted semblance spectrum correction, while the green curves are the orthorhombic travel-time equation predictions. In general, the proposed traveltime equation accurately models the wave propagation in the anisotropic subsurface at all offsets. The match with the pickups indicates a reasonable estimation of the anisotropic parameters used in the migration.
Figures 12 and 13 compare the migrated images in the shallow zone and the deeper reservoir target. In figures 12(a) and 13(a), the image gathers are migrated without using anisotropic velocity. Figures 12(b) and 13(b) are the equivalent results derived from the application of the orthorhombic migration; the reflection event alignment is much improved and the amplitudes are more coherent at the far offsets; this indicates more effective handling of the anisotropy and betterpreserved amplitudes. As we can see from figure 12, especially in the red cycle, the orthorhombic migration has little amplitude inconsistency across the azimuths, especially at the far offsets. The events are smoother in the orthorhombic migration than the isotropic migration, as the red line shows in figure 12 . Also, the red lines and arrows indicate that the orthorhombic migration has better amplitude preservation. Figure 14 shows the fracture detection result in the target layer of well W. Well W has FMI information, which provides important evidence for evaluating the results of fracture prediction. Compared with isotropic migration, the main improvement of the orthorhombic migration is that the azimuthal sampling is enhanced and the quality of the CIGs is improved. The results of the fracture prediction do not agree well with the FMI in figure 14(a) . The orthorhombic migration is an effective approach to reduce these misfits. Figure 14 (b) exhibits better characterizations of the fracture intensity than the isotropic migration. More importantly, the predicted results based on the orthorhombic migration agree better with the FMI than the isotropic migration. The reason for this phenomenon can be concluded as follows. Reservoir fractures will result in azimuthal anisotropy. The CRP gathers processed with the isotropic migration show poor preservation to amplitude and anisotropic characteristics in the resultant seismic data, which cannot be used for proper fracture prediction. In contrast, the method proposed in this paper pays adequate attention to the fracture-induced anisotropy in the processing workflow, which results in better azimuthal anisotropic content. The prediction of reservoir fractures from the new processing workflow shows a better match with the FMI data as well. However, figure 14 is extracted from a plane attribute graph, which is the root mean square amplitude attribute of the upper and lower 5 ms of the target layer. The map serves as a weighted estimation of the fracture attribute, so some discrepancy is expected compared to the FMI (finer scale reservoir measurement). Then we obtained the drilling mud loss data from the oil company. When drilling to a well depth of 6363.5 m, drilling mud loss occurs. The relative density of the drilling fluid is 1.18 and the drilling mud loss volume is 17.4 m 3 . According to the drilling fluid loss, we can reaffirm the correctness of our method. In the Tarim basin, the average fracture size is 50 m, so we think the resolution is at a level of 50 m.
Nevertheless, what we want to emphasize is that the bedding planes can cause anisotropy as well. The bedding planes are two or more surfaces formed by sedimentation in the continuous rock stratum, and their resistivity is high. It is hard to distinguish bedding planes and fractures in the anisotropic characteristics. In our actual production, we usually need to combine the core drilling to distinguish whether the anisotropy is caused by bedding planes and cracks. At the same time, due to the difference of the filling material between the bedding planes and the fractures, the resistivity logging can also distinguish these two things.
However, this paper focuses on filling the effective fractures in oil, gas, water and other fluids. It is difficult to distinguish the difference between closed fractures and opening fractures.
The inversion is then applied to the above dataset to solve fracture density and orientation. According to the FMI data at well W, high-angle (average 77°) fractures are found along the well at the reservoir level, which suggests that this layer is highly anisotropic. Figure 15 shows the fracture inversion results using a conventional SVD fracture inversion technique for comparison with the results from our proposed shaping regularization shown in figure 16 . The warmer colors represent a stronger development of fracture anisotropy. It can be seen that the proposed method has a higher resolution, the presence of fractures is associated with clearer boundaries, and the observed extents are more consistent with the FMI. In addition, the proposed method predicts more fractures at the bottom of the well and below the total depth, indicating a better preservation of the azimuthal amplitudes and the reflection energy during the migration process. 
Conclusion
Fracture prediction requires high-quality azimuthal seismic input, which is a challenge for the industry. We propose a new approach involving the migration of the seismic data in the LAD to take into account the impact of anisotropy. This new approach improves the amplitude preservation in the azimuthal gathers, which is the key to successful fracture detection via the inversion of seismic data containing real fracture-related anisotropy. In addition, we introduce a new shaping regularization operator for use in the conventional fracture inversion method, which results in more accurate fracture prediction in both synthetic seismic case studies and when applied to a real dataset from a carbonate reservoir in the Tarim basin.
The isotropic time migration equation usually has larger errors in the far offsets, which led us to derive a orthorhombic travel time equation that takes advantage of the mid to far offsets. The new equation-based migration preserves the amplitudes and includes anisotropic parameters, which makes anisotropic inversion possible. Due to the fact that SOD does not reflect the reality of the ground, so it is not accurate to obtain CIGs and the fracture inversion result. According to the real situation underground, we parameterize from the LAD, which utilizes the complete azimuthal information, resulting in improved seismic input for fracture prediction.
Furthermore, since the inversion of fracture anisotropy is an overdetermined problem where the conventional SVD method is unstable and inaccurate, we added a new shaping regulator to the inverse problem, which improves the convergence and smoothness of the results. The application to synthetic models and real datasets shows a closer correlation to the field measurements of fracture density and orientation.
The three-term Taylor expansion provides better traveltime approximations when compared to the conventional hyperbolic equation, but when the ratio between the migration offset and imaging depth is greater than 2, the accuracy drops. To improve this, Tsvankin and Thomsen (1994) V hor is the horizontal group velocity of the wave, and V nmo can be obtained using an NMO ellipse analysis. To solve equation (A.4), we need to know V , nmo A 4 and A . Nevertheless, due to azimuthal anisotropy, the calculation of A 4 can be very complicated. Therefore, Alkhalifah and Tsvankin (1995) simplified equation (4) so that only two calibration parameters (V nmo and h) are required to describe the P-wave propagation in VTI media: Equations (A.1), (A.4), and (A.5) are all fourth-order non-hyperbolic travel-time equations. However, they are subject to different accuracies. In general, the simplified Alkhaliah equation works best in anisotropic media.
The travel time of seismic waves in VTI media does not vary with the azimuths. However, this is not the case for anisotropic media where the travel-time equation needs to include azimuthal information. Therefore, based on the Taylor equation (A.1), the coefficients A 2 and A 4 are redefined as
according to Grechka and Tsvankin (1998) : 
Pech et al (2003) introduced the non-ellipse parameter h and function to the TTI media (as shown in figure A1 ) and the coefficient A 4 is A t V F 2 , , A.7 where t P0 is the two-way travel time at zero offset, a represents the azimuthal angle between the line of the source and receiver and north, f is the formation dipping angle at the reflection point, n is the fracture dip, and function F , , a f n ( ) is expressed as: is a function of the non-ellipse constants, the dip angle at the reflection point, the fracture dip, and the acquisition azimuth. To facilitate its calculation, there are two options: (1) simplifying the model assumptions, or (2) reducing the parameters.
To simplify the model assumptions, we can assume that the reflecting interface is horizontal, 0 , f =  and equation 
Q t V 4 3 4 cos 2 cos 4 . Figure A1 . Illustration of the angles in a TTI media.
Combining equations (A.12) and (A.7), the fourth-order travel-time equation in weak anisotropic TTI media is shown to be: 
