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Abstract
Bipartite edge frustration of a graph is deﬁned as the smallest number of edges that have to be deleted from the graph to obtain
a bipartite spanning subgraph. We show that for fullerene graphs this quantity can be computed in polynomial time and obtain
explicit formulas for the icosahedral fullerenes. We also report some computational results and discuss a potential application of
this invariant in the context of fullerene stability.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Bipartite edge frustration; Fullerene graph; Icosahedral fullerene; Fullerene stability; Bipartite spanning subgraph
1. Introduction
The question of fullerene stability has been amajor driving force behind the study of graphs that serve asmathematical
models of fullerene molecules. The main idea of this approach is to ﬁnd a graph-theoretic invariant whose values will
be minimized or maximized for the most stable isomer(s).As a consequence, quite a few invariants have been examined
for their stability predicting potential. A recent addition to this repertoire of invariants, considered in [5], is an invariant
that measures how close a given graph comes to being bipartite. Another such measure, maybe the most natural and
intuitive one, is the main subject of the present paper. It is deﬁned as the smallest cardinality of a set of edges that must
be deleted from a graph to make it bipartite. This measure was introduced and considered in the context of complex
networks [15]. Here we show that, unlike in the general case, for fullerene graphs this invariant can be efﬁciently
computed.
The paper is organized as follows. In the next section we give mathematical preliminaries. Section 3 contains the
main results, while in Section 4 we present some explicit formulas and discuss some numerical results and possible
applications for predicting fullerene stability.
2. Mathematical preliminaries
All graphs considered in this paper will be ﬁnite and simple. For the graph-theoretical terms and concepts not deﬁned
here we refer the reader to any of several standard monographs, such as [14] or [20].
A graph G with the vertex set V and the edge set E is bipartite if V can be partitioned into two subsets V1 and V2
such that all edges have one endpoint in V1 and the other in V2.
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It is well known that the bipartite graphs are characterized by the absence of cycles of odd length. Hence, the cycles
of odd length can be considered as obstacles for bipartivity. It is intuitively clear that a graph with many odd cycles is
more non-bipartite than a graph containing just a few of them. A measure of (non)-bipartivity based on counting odd
cycles was introduced in [15], and another one, relying on counting closed walks, was introduced in [6].
Another approach to quantifying non-bipartivity is based on counting the edges that violate the deﬁning property
of bipartite graphs, i.e., that have both endpoints in the same class of a bipartition of V. An edge e ∈ E is frustrated
with respect to a given bipartition (V1, V2) of V if both endpoints of e belong to the same class of the bipartition.
Bipartite edge frustration of a graph G, denoted by (G), is the minimum number of frustrated edges over all possible
bipartitions of V. Alternatively, (G) is the smallest cardinality of a set of edges of G that need to be deleted to obtain
a bipartite spanning subgraph.
A measure of bipartivity based on the bipartite edge frustration, b1(G)=1−((G)/|E|), was introduced and studied
in [15]. The term “frustrated edge” comes from the antiferromagnetic Ising model used in that reference.
Lemma 1. Let G be a simple ﬁnite graph. Then 0(G) |E|/2.
Proof. Obviously, (G)=0 for bipartite graphs, and (G)> 0 for non-bipartite graphs. Suppose (G)> (|E|/2) and
the minimizing bipartition is (V1, V2). Then there must be a vertex v in, say, V1, such that more than half of edges
incident with v are frustrated. By reassigning v toV2 the number of frustrated edges decreases, and this is a contradiction
to the assumption that (V1, V2) is a minimizing bipartition. 
The quantity (G) is, in general, difﬁcult to compute; it is NP-hard for general graphs. However, it can be easily
computed for certain classes of graphs, among them for fullerene graphs.
A fullerene graph is a planar, 3-regular and 3-connected graph, 12 of whose faces are pentagons, and any remaining
faces are hexagons. For more information on fullerene graphs we refer the reader to the monograph [10]. Various
structural properties of fullerene graphs have been discussed in [3]. The best known fullerene is buckminsterfullerene,
an icosahedral isomer on 60 atoms [18,19].
Of particular interest are the fullerene graphs without adjacent pentagons. We call them IP fullerenes, where IP
stands for “isolated pentagons”. Fullerene graphs are not bipartite; hence (G)> 0 for all fullerene graphs. Because
in the boundary of every odd face at least one edge must be removed and at most two odd faces can be destroyed by a
removal of one edge, we have the following lower bounds.
Lemma 2. Let G be a fullerene graph. Then (G)6. If G has IP, then (G)12.
A different way to bipartize a fullerene graph was considered by Fajtlowicz in [7]. There he considered the smallest
number of vertices that must be deleted from a fullerene graph to make it bipartite, and proved that this number, the
bipartite vertex frustration, is at most n/4 + 1 for a fullerene graph on n vertices. He also argued that it should behave
asymptotically as O(log n).
3. Algorithm for computing the bipartite edge frustration
We start from the following simple observation, valid for all planar graphs.
Lemma 3. Let G be a planar graph and G′ its dual. Then (G) is equal to the smallest number of edges of G′ that
have to be deleted in order to get a spanning subgraph with no vertices of odd degree.
The main idea here is to consider the dual of a given fullerene graph and mark certain subset of edges in the dual,
so that the unmarked edges induce a spanning subgraph with all its vertices of even degree. Let H be a set of edges
in G′ such that all vertices of G′ − H are of even degree. The set H is called an obstacle. Let H0 be an obstacle set
of smallest cardinality. It is clear that each obstacle in G′ corresponds to a set of edges in G that is an obstacle to the
bipartivity of G, and that the cardinality of each minimal obstacle in G′ is exactly (G).
It turns out that for fullerene graphs the minimal obstacles in their duals have very special structure. This is due to
the fact that the fullerene duals are biregular planar triangulations [4].
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Fig. 1. With the proof of Proposition 4. The edges of G′ are shown with dashed lines.
Proposition 4. Let G be a fullerene graph, G′ its dual, and G′[H0] a subgraph of G′ induced by a minimal obstacle
H0. Let v ∈ V (G′) be also a vertex of G′[H0]. Then dG′[H0](v) = dG′(v) − 4.
Proof. Let us consider a vertex v of G′[H0] whose degree in G′ is equal to 5. This vertex must be incident to an odd
number of edges from H0, hence its degree in G′[H0] must be 1, 3, or 5. Let us suppose that this degree is equal to 3.
Then at least two of the neighbors of v in G′[H0], say u′ and u′′, must be adjacent in G′ (see Fig. 1). But then, the set
H1 =H0 − {u′, v} − {u′′, v} ∪ {u′, u′′} is an obstacle in G′, and |H1|< |H0|, a contradiction with the minimality of the
obstacle H0. The case dG′[H0](v) = 5 is treated in the same manner. Hence, the degree of v in G′[H0] is 1.
If dG′(v) = 6 for a vertex v of G′[H0], then the degree of v in G′[H0] must be even. If this degree is equal to 4 or 6,
we arrive to a contradiction in the same way as in the odd case. Hence, dG′[H0](v) = 2, and the claim follows. 
Corollary 5. Let G be a fullerene graph. Then the subgraph G′[H0] induced in G′ by a minimal obstacle H0 is a union
of six disjoint paths connecting pairwise the vertices of degree 5 in G′.
An immediate consequence is the following property of fullerene graphs.
Corollary 6. Every fullerene graph has a 2-connected bipartite spanning subgraph.
To each fullerene graph G we assign a weighted complete graph K12(G) on 12 vertices, such that the vertices of
K12(G) are indexed by the pentagons of G, and the edge {i, j} is assigned a weight equal to the length of the shortest
path between the corresponding vertices of degree 5 in G′. Such a complete graph is called the pentagon distance graph
of G.
Now we can formulate our main result.
Theorem 7. Let G be a fullerene graph and K12(G) its pentagon distance graph. Then the bipartite edge frustration
of G is equal to the weight of a minimum weight perfect matching in K12(G).
Proof. Let us ﬁrst recall that a matching in a graph is a set of edges such that no two edges from the matching have a
vertex in common. A matching is perfect if every vertex of the graph is incident to some edge from the matching. A
weight of a perfect matching is the sum of weights of all edges of that matching.
Now, every minimal obstacle H0 in G′ is mapped on a perfect matching in K12(G) since the paths that make H0 are
always disjoint, and the minimality of the corresponding weight follows from the minimality of the obstacle H0. 
Corollary 8. Let G be a fullerene graph. The bipartite edge frustration of G can be computed in polynomial time.
Proof. The main computational effort in computing (G) consists of calculating the weights of edges in K12(G). This
can be effected in linear time by using the breadth-ﬁrst search [17] to compute the distances between all vertices of
degree 5 in G′. Because in planar graphs the number of edges is O(n), and the number of pentagons in a fullerene is
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Fig. 2. The patches from the Grünbaum and Motzkin construction.
O(1), the time complexity of this step is O(n). The remaining task of ﬁnding a minimum weight perfect matching in
K12(G) can be performed in a constant time. (A remark is in order here. A minimum weight perfect matching in a
weighted complete graph Kp can be solved in polynomial time in p, more precisely in O(p3) [11]. Since all fullerenes
have the same number of pentagons, the time required for ﬁnding a minimum weight perfect matching in their pentagon
distance graphs does not depend on their number of vertices, and it simply adds a constant overhead on the O(n) main
computation.) 
4. Explicit formulas and possible applications
In this section we discuss some consequences of Theorem 7 and some potential applications of (G). First we note
the following property of fullerene graphs. It follows from the fact that the edges of a minimal obstacle inG′ correspond
to non-adjacent edges in G.
Corollary 9. Every fullerene graph can be bipartized by deleting a matching.
Further, the lower bounds of Lemma 2 are sharp.
Corollary 10. If there is a fullerene graph on n vertices, then there is a fullerene graph Cn on n vertices such that
(Cn) = 6. If there is an IP fullerene graph on n vertices, then there is a fullerene graph Cn on n vertices with IP such
that (Cn) = 12.
Proof. We follow here the approach of Grünbaum and Motzkin from Ref. [13]. They showed there that for any even
n24 a fullerene graph on n vertices can be constructed by connecting two of the patches from Fig. 2 by a required
number of 12-vertex rings, respecting 3-regularity and 3-connectivity. The patches, that become the “caps” of a tubular
fullerene polyhedron, are selected so that the sum of the number of their vertices is congruent to n (mod 12).As each of
the caps from Fig. 2 can be bipartized by deleting exactly three edges, and each tubular 12-vertex ring adds six hexagons
to the graph, which does not affect bipartite edge frustration, the claim follows for all even n24. The remaining case
n = 20 is easily veriﬁed directly.
For the fullerenes with IP, Klein and Liu gave a constructive proof [16] that such a fullerene on n vertices exists
for all n70 and for n = 60. They considered four patches with IP and showed that all big enough fullerenes can
be constructed by connecting two of those patches by a required number of 12-vertex rings. Here big enough means
n = 72, 78, or n82. Again, for a given n the two patches are selected so that the total number of their vertices is
congruent to n (mod 12). For our purpose it sufﬁces to observe that each of Klein and Liu caps can be bipartized by
deleting exactly six edges. The claim now follows by direct veriﬁcation of the exceptional cases n = 60, 70, 74, 76,
and 80. We refer the reader to [16] for the graphical representations of the caps and of the exceptional cases. 
An interesting consequence of Theorem 7 and Corollary 10 is that (G) cannot discriminate between IP and non-IP
fullerene isomers on the same number of vertices. Let us consider a tetrahedral fullerene Tn with four patches of three
abutting pentagons, as shown in Fig. 3. In each of the four patches two odd faces will be destroyed by deleting the
edge between them, but in order to destroy the remaining four pentagons one has to remove the edges between the
hexagons that pairwise connect them along the edges of the master tetrahedron. Obviously, for big enough tetrahedron
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Fig. 3. A tetrahedral fullerene with abutting pentagons and big (G).
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Fig. 4. Examples of patches from the Coxeter construction.
this number will exceed eight, and the total bipartite edge frustration of Tn will exceed 12. (In fact, (Tn)= 12 already
for n = 100, as shown in Fig. 3). We refer the reader to [9] for a more formal treatment of the existence of tetrahedral
and some other classes of fullerenes.Another consequence of Corollary 10 is that even within the same symmetry class
of fullerenes there is no monotonicity of (G).
There is, however, one class of fullerene graphs such that (Cn) increases (at least weakly) with n—the class of
icosahedral fullerenes.
According to [10, pp. 19–21], an icosahedral fullerene on n vertices can be constructed using the Coxeter construction
for each n satisfying n = 20(i2 + ij + j2), where i and j are integers, ij0 and i > 0. Here each distinct pair (i, j)
gives rise to a distinct isomer. The fullerene is assembled from 20 equilateral triangular patches, such as shown in Fig. 4.
The geometric meaning of the parameters i and j is given by the distances between the pentagons in two directions on
the hexagonal lattice. The patches shown in Fig. 4 have i = 2 and j = 0, 1, and 2, from left to right, and correspond
to the icosahedral fullerenes on 80, 140, and 240 vertices, respectively. When j = 0 or j = i, the fullerenes have the
full icosahedral symmetry Ih, while for 0<j < i their symmetry group is the rotational subgroup I. It is clear from the
construction that all icosahedral fullerenes except the smallest one (C20, generated by i = 1, j = 0) have IP. We refer
the reader to Fig. 3 of Ref. [9] for an illustration of the Coxeter construction on the dual graph that could be helpful in
explaining the formula n = 20(i2 + ij + j2).
For the icosahedral fullerenes we obtain the following explicit formulas.
Proposition 11. Let Cn be an icosahedral fullerene on n = 20(i2 + ij + j2) vertices. Then (Cn) = 6(i + j).
Proof. From the Coxeter construction it is clear that the shortest distance between two pentagon in a triangular patch
is given by i + j . The claim now follows from the symmetry and from the fact that the icosahedron has a perfect
matching. 
The result of Proposition 11 can be also stated as(Cn)=(3/
√
5)
√
n + 20ij . For the fullereneswith full Ih symmetry
group, (Cn) can be neatly expressed in terms of n alone by considering the cases j = 0 and j = i.
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Corollary 12. Let Cn be a fullerene on n vertices with the symmetry group Ih. Then (Cn)= (3/
√
5)
√
n for n= 20i2,
and (Cn) = 2(
√
3/
√
5)
√
n for n = 60i2.
Hence, (Cn) behaves asymptotically at least as O(
√
n) for fullerene graphs. It is our feeling that it behaves
no worse than this. For a general icosahedral fullerene Cn on n = 20(i2 + ij + j2) vertices we consider the for-
mula (Cn) = (3/
√
5)
√
n + 20ij . Since 20ij cannot exceed n/3, but can come quite close to it when j = i −
1, the quantity 2(
√
3/
√
5)
√
n is a good upper bound for (Cn), and we are tempted to advance the following
conjecture.
Conjecture 13. Let (Cn) be a fullerene on n vertices. Then (Cn)
√
12
5 n.
In other words, the icosahedral fullerenes have the maximum bipartite edge frustration among all fullerenes. The
conjecture is motivated by our remarks about the monotonicity and supported by computational results. Before com-
menting those results in more detail, we just mention that the method of Proposition 4 can be applied on a wider class
of plane graphs.
Proposition 14. Let G be a cubic planar graph with no faces of size greater than 6. Then (G) can be computed in
polynomial time.
Proof. By the same reasoning as in Proposition 4, it can be shown that any minimal obstacle in G′ must induce a set of
disjoint paths pairwise connecting the vertices of odd degree in G′. The claim now follows by considering a weighted
complete graph analogous to K12(G) and applying the reasoning of Theorem 7 and Corollary 8. 
Let us now come back to the fullerenes. The question of relationship between the chemical stability of fullerenes
and the degree of (non)-bipartivity of the corresponding graphs was for the ﬁrst time raised by Fajtlowicz in [7], where
he claimed that the fullerene stability is connected with the number of vertices/edges that need to be deleted to make
a fullerene graph bipartite. Computational results from [5] seem to conﬁrm a connection between the bipartivity and
stability, since the bipartivity measure (G) considered there performed well on the test space of eight experimentally
veriﬁed isomers, compared with the other candidates for stability predictors [8]. Hence, it is natural to ask how useful
the bipartite edge frustration might be for predicting the stable fullerene isomers. Although we are unable to give a
decisive answer to this question, it is worth to discuss it in more detail.
First of all, although both invariants (G) and (G) are intended to quantify the same property of the graph
G, they do it in very different ways. While (G) is, conceivably, the most simple and natural measure of non-
bipartivity, starting from the ﬁrst principles, (G), deﬁned by (G) = (∑nj=1 cosh j )/(
∑n
j=1 exp j ), where j ,
1jn are the eigenvalues of G, is a highly derived spectral invariant, where non-bipartivity enters via count-
ing closed walks of odd lengths [6]. Consequently, there is no strong correlation between (G) and (G) on the
space of all fullerene isomers with 60 and 70 atoms. In both cases the unique IP isomer is clearly singled out by
both invariants.
The ranges of values of both invariants are rather narrow, in particular for the IP isomers. Being an integer invariant,
(G) seems to suffer more from this disadvantage. For example, on the set of all IP isomers with at most 92 atoms,
that contains all experimentally veriﬁed species, (G) offers no further insight: (G) = 12, for all IP isomers with
at most 92 atoms. Furthermore, the maximal values of (Cn) increase rather slowly with n; even if Conjecture 13 is
not true, (Cn) cannot increase faster than linearly, while the number of isomers, even the IP ones, increases much
faster. Hence, the range of values will be inevitably getting crowded. However, the distribution of the values offers a
reason for cautious optimism, since it seems that the extremal (i.e. maximum) values are attained for small number of
isomers. For example, the maximum bipartite edge frustration of 14 is attained for only one out of 450 IP isomers of
C100, and (G) = 15 for only three out of 10 774 IP isomers of C120. Hence, the real potential of application of (G)
to predicting fullerene stability might be in the range of the number of atoms where, as yet, there are no conﬁrmed
stable isomers. If this turns out to be the case, (G) should have an edge over the spectral predictors due to the fact
that all computations are performed exactly.
Regarding the possible application of (G) to the lower-end fullerene isomers, we have computed (G) for all 40
isomers of C40. The maximum value of eight is attained for two of the 40 isomers; one of those isomers is ranked ﬁrst
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Table 1
Maximal values of (Cn), the number of maximizing isomers as the fraction of the total number of isomers, and the average value of (Cn) for
some higher IP fullerenes
n max(Cn) #(max)/#(total) (Cn)
94 13 3/134 12.022
96 13 3/187 12.016
98 13 6/259 12.023
100 14 1/450 12.073
102 13 68/616 12.110
104 14 1/823 12.106
106 14 2/1233 12.197
108 14 13/1799 12.260
110 14 13/2355 12.328
112 14 25/3342 12.361
114 14 67/4468 12.488
116 15 1/6063 12.523
118 14 246/8148 12.589
120 15 3/10 744 12.639
140 18 1/121 354 13.299
180 18 275/4 071 832 14.584
by (G) in [5], and second by the energy computations reported in [1]. However, the range of values of (G) is too
narrow to allow for a conclusive answer.
Our computational results for the IP fullerene isomers with at most 120 vertices, as well as for n= 140 and 180, are
summarized in Table 1. As already mentioned, (Cn)= 12 for all 60n92, and those isomers are omitted. For each
n94 we report the maximal value of (Cn), the number of maximizing isomers as the fraction of the total number of
isomers, and the average value of (Cn). It would be interesting to extend Table 1 by computing the values of (Cn)
for some higher values of n that admit icosahedral isomers in order to shed more light on Conjecture 13, but already
the smallest such n = 240 is beyond the reach of our computer equipment.
It might be also worthwhile to compare (G) and the independence number (G) for higher IP fullerenes, since
(G) has a signiﬁcant stability predicting potential, but is much more difﬁcult to compute. By combining our results
from Proposition 11 and Corollary 12 with the recently obtained explicit formulas from Ref. [12] one can see that (G)
is a quadratic function of (G) for a fullerene G with full Ih symmetry group.
Fullerene graphs used in this paper were generated using the program FULLGEN by Brinkmann
(http://www.mathematik.uni-bielefeld.de/∼CaGe/fullerenes.html) based on Ref. [2]. Minimum weight perfect match-
ings were computed using WMATCH, a C + + implementation of Gabow’s O(n3) algorithm written by Ed Rothberg
and available electronically at http://elib.zib.de/pub/Packages/mathprog/matching/weighted.
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