Abstract-The human visual system pays attention to salient regions while perceiving an image. When viewing a stereoscopic 3-D (S3D) image, we hypothesize that while most of the contribution to saliency is provided by the 2-D image, a small but significant contribution is provided by the depth component. Further, we claim that only a subset of image edges contribute to depth perception while viewing an S3D image. In this paper, we propose a systematic approach for depth saliency estimation, called salient edges with respect to depth perception (SED) which localizes the depth-salient edges in an S3D image. We demonstrate the utility of SED in full reference stereoscopic image quality assessment. We consider gradient magnitude and inter-gradient maps for predicting structural similarity. A coarse quality map is estimated first by comparing the 2-D saliency and gradient maps of reference and test stereo pairs. We average this quality map to estimate luminance quality and refine this quality map using SED maps for evaluating depth quality. Finally, we combine this luminance and depth quality to obtain an overall stereo image quality. We perform a comprehensive evaluation of our metric on seven publicly available S3D IQA databases. The proposed metric shows competitive performance on all seven databases with state-of-the-art performance on three of them.
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I. INTRODUCTION
T HE long history of stereoscopic 3D (S3D) images can be traced to the beginning of photography itself. In 1844, David Brewster invented the stereo camera. S3D acquisition and rendering technology has since become very sophisticated leading to very realistic depth renderings [1] . S3D technology has had a major impact on the movie industry with the first recorded S3D movie dating back to 1922! The technology continues to be very popular to this day as evidenced by box office and S3D screen numbers [2] . After the movie industry brought S3D imaging to the mainstream, the gaming industry got on board too, pushing the advancement of virtual reality technology [3] . The advent of S3D capable mobile devices has further contributed to its popularity and ubiquity.
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Like with 2D content, objective quality assessment plays a crucial role in the management of 3D content too. While subjective quality assessment is very effective and accurate, it suffers from cost and time issues. These drawbacks provide the motivation for the design of good objective quality assessment algorithms. There are three types of objective quality assessment algorithms based on the availability of reference (pristine or distortionless) S3D content: (i) Full Reference (FR) (ii) Reduced Reference (RR) and (iii) No Reference (NR) that correspond respectively to full, reduced and no use of the reference S3D content for the quality assessment task. We restrict our focus to FR S3D IQA (FRSIQA) in this work. Traditional approaches to FRSIQA include weighted averaging of the 2D IQA scores of left and right images (with and without explicit depth information use), cyclopean image based methods, statistical model based techniques, to name a few.
We propose a novel FRSIQA algorithm that relies on edges that contribute to depth saliency in S3D images. Towards this end, we first propose an approach for estimating depth salient edges that we call Salient Edges with respect to Depth perception (SED). These depth-salient edges are then used to refine the image quality estimates obtained from gradient features of the component 2D images. We demonstrate competitive performance over a large set of S3D IQA databases.
The paper is organized as follows. Section II discusses relevant literature on FRSIQA methods. Section III discusses image and depth saliency while Section IV describes the proposed SED algorithm. Section V describes the proposed FRSIQA approach. Section VI discusses the performance of the algorithm and Section VII concludes the paper.
II. BACKGROUND
S3D image quality assessment (SIQA) is inspired by 2D image quality assessment (2D IQA). Early works simply pooled the 2D IQA scores of the left and right image [4] - [6] . The use of disparity for SIQA resulted in improved performance. The various approaches taken to address the challenge of FRSIQA can be classified into four broad categories: (i) cyclopean, (ii) statistical, (iii) sparsity and (iv) saliency. We briefly discuss each of these categories next.
Maalouf and Larabi [7] first proposed the cyclopean paradigm where they obtained the cyclopean view of reference and test stereo pairs. Based on the properties of human visual system (HVS), they compute the sensitivity coefficients of the cyclopean views and finally, quality is computed by comparing these coefficients. Chen et al. [8] proposed a binocular rivalry based cyclopean approach. Using Gabor filters they compute the convex weights and use these weights to compute cyclopean images of reference and test stereo pairs. The quality score is computed by applying the MS-SSIM [9] index to the reference and test cyclopean images. Fezza and Larabi [10] proposed a similar approach to [8] , except that they used local entropy for the weighting factors and MS-SSIM index map was weighted with distorted disparity map. Lin et al. [11] proposed the use of cyclopean phase and cyclopean amplitude maps. They compare these maps for reference and test stereo pairs and predict the quality by pooling these maps using a binocular spatial modulation function.
Wang et al. [12] proposed a statistical approach to RRSIQA in the contourlet domain for image and disparity maps. They observed that each subband, after divisive normalization, can be modeled by a Gaussian distribution. They consider the standard deviation of fitted Gaussian as the feature parameter and compute the quality score based on this feature variation. We have proposed a statistical approach for both FRSIQA [13] and NRSIQA [14] . We apply a steerable pyramid decomposition [15] , [16] to image and disparity maps and model the subband coefficients using a generalized Gaussian distribution (GGD). The GGD parameters serve as features for computing the quality of stereo pairs. A similar work was also proposed by Ma et al. [17] . They carried out the steerable pyramid decomposition on spatial and gradient domain and estimate the GGD parameters which serves as features for quality prediction. The statistical approach was also successfully applied to NRSIQA [14] and [18] .
Shao et al. [19] proposed a sparsity based FRSIQA using binocular receptive field properties. By learning multi-scale dictionaries they compute sparse feature similarity and global luminance similarity and the final score is computed by using binocular combination based on sparse energy and sparse complexity. Qi et al. [20] proposed a RRSIQA method where they applied information theoretic measures to sparse coefficients of reference and test stereo pairs. In [21] we build separate dictionaries for image and disparity maps. With slightly different constraints on image and disparity maps we compute FRSIQA by measuring the change in sparsity of reference and test stereo pairs and disparity maps. Recently. Geng et al. [22] proposed independent component analysis (ICA) and binocular combination based FRSIQA. They model the receptive fields of simple cells using ICA-based feature detector. They compute image feature similarity and local luminance consistency to measure the structure and luminance distortions and fuse the left and right features to obtain the overall quality score.
Jiang et al. [23] proposed a 3D visual attention model for FRSIQA where they consider 2D saliency, center bias, depth cues and applied various combination models for computing the quality score. Chu et al. [24] proposed a saliency based FRSIQA where they use graph-based visual saliency. They also used texture sensitivity for computing the quality score. Yang et al. [25] proposed a cyclopean saliency for FRSIQA. They generate cyclopean views from image and its corresponding saliency map and compare these reference and test cyclopean views for final quality score. Liu et al. [26] approach is based on both stereo-saliency and cyclopean paradigm. For stereo-saliency they used discrete cosine transform (DCT) coefficients of image and disparity maps. Gangyi et al. [27] proposed non-negative matrix factorization (NMF) based FRSIQA. A feature detector is designed by learning a feature basis matrix using NMF. This feature detector is used to extract local information at visually salient regions. They also compute cyclopean features and using support vector regression, they simulate the features to compute the quality score. Yao et al. [28] proposed an FRSIQA algorithm based on visual saliency and gradient magnitude. Though our proposed approach is similar to this work we bring out the fundamental differences in the following description. Based on our review of the literature, we conclude that the role of depth perception (via disparity) in quality assessment is not very well understood. We attempt to address this shortcoming in our work.
III. IMAGE AND DEPTH SALIENCY
Salient regions draw much attention from the HVS while viewing a scene. Our FRSIQA algorithm depends upon 2D and 3D features. With the application to FRSIQA, we hypothesize that S3D image saliency can be separated and studied as two components: (i) image saliency and (ii) depth saliency. When viewing an S3D image, it is hypothesized that the final impression formed in the brain, called a cyclopean image, is in the spatial form. So, we believe that in computing overall FRSIQA, a major contribution comes from image saliency and a small but significant contribution comes from depth saliency. This small contribution is made by the edges of S3D image. We claim that the notion of depth perception can be observed at a subset of image edges and propose a method to identify them.
A. Image Saliency
Image saliency detection is the process of assigning a label to every pixel in an image such that pixels with the same label share certain perceptual characteristics. Image saliency plays a major role in 2D IQA ( [29] - [34] and [35] ). Most of these methods compute quality scores by combining the gradient magnitude (GM) maps and saliency maps. In this paper, we subscribe to the same principle. However, the saliency algorithms used in the past 2D IQA methods except [32] , enhances only the region of interest with poorly defined object boundary. This may lead to poor quality assessment performance. Indeed, while there are several saliency detection algorithms in the literature, we choose to use the SDSP method [36] which was also used in [32] . This method shows full resolution salient maps by preserving the boundaries of salient object. Moreover, for better SIQA performance, we customize the parameters of the SDSP algorithm according to the image size. 
B. Depth Saliency
In most of the methods in the literature, S3D visual saliency is proposed by combining 2D saliency with depth cues [37] - [41] . The salient regions may include objects and surface areas in addition to depth information. In this paper, we propose a systematic approach for depth saliency, where we localize our depth salient region as edges. We claim that when viewing an S3D image, only a subset of image edges contribute to depth perception. We describe those edges as Salient Edges with respect to Depth perception (SED). Our claim is scientifically supported by [42] - [47] . In [42] , Gillam et al. conducted subjective studies and concluded that change in disparity values (i.e., disparity edges) as the primary stimulus for stereopsis (i.e., depth perception). In [43] , Gillam et al. again conducted subjective studies and prove that the presence of unmatched regions (i.e., occlusions) actually facilitates initiation of stereopsis rather than retardation. These unmatched regions are only found at depth discontinuities (disparity edges). In the ongoing discussion we show that disparity edge locations are a subset of image edge locations. Also it is found that cells in area V2 respond selectively to these depth salient edges [44] , [46] , [48] , and [49] . Hence to understand the depth perception, it is sufficient to look at the edges of an S3D image, of which only a subset of edges contribute to the depth perception. Therefore, our depth saliency is determined as the salient edges of an S3D image with respect to depth perception. We describe our depth saliency algorithm in Section IV using the left color image and its associated maps (like edge and disparity) but the same is also applicable to the right color image.
IV. SALIENT EDGES WITH RESPECT TO DEPTH PERCEPTION (SED)
As motivated in the previous section, depth perception can be understood by observing the correspondence between left and right images at the edges. Moreover, only a subset of edges contributes to depth perception. For example, at edges located at foreground-background (FG-BG) boundaries, the local regions are dissimilar. These dissimilarities will lead to local binocular rivalry (LBR) which in turn leads to depth perception. Hence it is appropriate to look at the subset of edges of an image for understanding depth perception.
A. Determination of Depth-Salient Edges
Let I l be the left image of a stereo pair and E l be its 
B. Issues With Disparity Maps
Based on the preceding discussion we can consider the salient edges with respect to depth perception as the edge map of the GT Dmap. However, the GT Dmap is not always available. Hence we need to work with the Est Dmap. Inspired from [8] , we use color SSIM based stereo matching algorithm to compute the estimated disparity map (denoted Est Dmap) with maximal pixel disparity value denoted as 2mpd + 1 (−mpd to mpd). The Est Dmap of the left image and its edge map are shown in Fig. 2e and 2f respectively. It is clear that the precision of matching of edge positions of the Est Dmap with the edges of image is not as good as that of GT Dmap. Therefore, relying on the edges of the Est Dmap will not suffice for identifying edges contributing to depth perception. 
C. Estimating Salient Edges
To overcome with the problems of Est Dmaps we start with the edge map of the image and propose a methodology to converge to the salient edges. Our ongoing analysis is based on the belief that, though our proposed disparity estimation algorithm poorly corresponds at some smooth places but we observed that it strongly corresponds the edges of the S3D image. We analyze the Est Dmap only at edge positions of S3D image. Further, we do not eliminate the passive edges, but rather boost the salient edges by enhancing them. Also within the salient edges we vary its saliency with respect to depth perception. Therefore, our objective map is not binary but rather has gray scale values at the edge locations of the image. Our proposed methodology involves the computation of the following maps.
1) Relative Positional Difference of Edge Locations:
Objects located close to the camera have high disparity values compared to objects located away from the camera. This leads to a positional difference between different objects in an S3D image due to parallax, which in turn aids in depth perception. For example, consider Figs. 3a and 3b, which are cropped from a portion of a stereo pair (whose left image is shown in Fig. 2a) . In Fig. 3a , the positional difference between two successive edge points A and B is 16 pixels where as in Fig. 3b , it is 10 pixels. This difference will converge in the HVS and contribute to depth perception. To leverage this positional difference in edge locations, we use the derivative of the disparity map along the rows at the successive edge locations given by E l . To amplify the effect of the edge positional difference, we rely on the second order derivative.
We denote the i th row of the left Est Dmap and edge map of left image as Dmap i l and E i l respectively. Let N i l be the number of non-zeros in E i l (i.e., number of edge locations
where 
The primary advantage of (2) is that it enhances the edges having high disparity values more than the edges with low disparity values. The responses are stored at the edge positions of the i th row. The overall positional difference map is denoted by Pd r l . Here the superscript r indicates the response measuring along the row. Since both horizontal and vertical edges contribute to depth perception, the second derivative is applied along both directions and the overall response at an edge location (i, j ) is
where Pd r l and Pd c l corresponds to row-wise and column wise response respectively. One advantage of this procedure is that intermediate edges, other than object boundaries which lie on the same plane, will diminish where there is weak or no depth perception.
2) Occlusion Quantification: As mentioned in [43] , occlusions that are usually present at FG-BG separation also contribute to depth perception, and we quantify this occlusion next. Once again, consider Figs. 3a and 3b in the regions surrounded by the red box. The area occluded by the head over the stand is less in Fig. 3a when compared to the area in Fig. 3b . When viewed stereoscopically, these occlusions produce an LBR across those edges that contribute to depth perception. Consider p l at an edge location (i, j ) on the left image and its correspondence p r on the right image. With respect to p l and p r , the occlusion occurs at the left side of the head edge. The corresponding regions on left and right images across the occlusion are dissimilar. This dissimilarity can be quantified along the edges of the occlusion boundaries. We can separately compare both sides of the corresponding edge of the stereo pair to compute occlusion at that edge. For each edge we assign a value based on dissimilarity such that the edges lying at FG-BG separation, where occlusion occurs, will have higher value than other edges.
Centered at p l and p r we consider an n × n × 3 block as shown by red boxes in Figs. 3a and 3b corresponding to a patch size of n × n and 3 color planes. We divide each block into three sub-blocks (B1 i j : n× n−1 Fig. 4 . Here i j refers to the blocks associated with the edge location (i, j ). These volume blocks are vectorize. We denote the corresponding vectorize blocks as b1 i j , b2 i j and b3 i j . We consider only b1 i j and b3 i j for further analysis since they help compare the change in structural content. We denote b1 i j and b3 i j on left and right images as b1l i j , b3l i j , b1r i j and b3r i j respectively. We first measure the similarity between these blocks. We use the structural similarity (SSIM) index [50] for comparing b1l i j -b1r i j and b3l i j -b3r i j from which we compute the dissimilarity as The occlusion at an edge position (i, j ) is computed as
where
From this definition, it is clear that image locations that are not occluded will have a low value of O(i, j ) since D min (i, j )
and D max (i, j ) would have similar values. Similarly, it can be inferred that occluded regions would have a higher value due to differences in structural information caused by occlusion. The ratio of D min and D max is squared so that edges around occluded regions will be enhanced and much separable from non-occluded edges.
3) SED Map:
The salient edges of the left image, based on depth perception, is computed as
where (i, j ) ∈ {Edge positions of I l }. The subtraction of Dmap l with its minimum value is to avoid negative values of Dmap l in the case of unrectified stereo pairs. It should be noted that the value of S E D l at positions other than edges of I l is zero. The S E D l map is shown in Fig. 5a which is very tough to visualize. For better visualization, we enhance its local neighborhood by convolving S E D l with a Gaussian filter H of size t × t and take the log transformation. We call it as the Log-enhanced SED map (LeSED) and is given by
The LeS E D l map of left image is shown in Fig. 5b . Similarly, we can also find S E D r maps for right images. As we claim that edges of the GT Dmap are the ideal salient edges with respect to depth perception, we can compare our SED with edge map of GT Dmap. But SED is not a binary map. So instead of comparing SED with edge map of GT Dmap, we compare LeSED with the GM of GT Dmap as shown in Fig. 5c . Further we also show the GM of Est Dmap in Fig. 5d . Perceptually it is evident that, when compared to GM of Est Dmap, LeSED is more similar to GM of GT Dmap.
V. PROPOSED FRSIQA ALGORITHM
We evaluate the quality of the stereo image pair (2D) and the depth pair individually and pool these scores to arrive at the overall score. The flowchart of the proposed algorithm is shown in Fig. 6 and described in detail in the following.
A. Image Quality Assessment
Let I r l , I r r , I t l and I t r denote the reference and test stereo pairs respectively. The superscripts r and t refer to reference and test respectively, and the subscripts l and r refers to left and right respectively. We compute the saliency maps of reference and test stereo pairs and normalize them with respect to their absolute maximum value to aid our analysis. Let SM r l , SM r r , SM t l and SM t r be the normalized saliency maps of reference and test stereo pairs respectively. Also, we compute the directional gradients of reference and test stereo pairs along x and y directions using Canny gradient [51] . These directional gradient maps are also normalized with a value which is maximum among the absolute values of x and y directions. Let 
j ∈ {r, t} and i ∈ {l, r }. 
The GM maps of reference and test image, which is shown in Figs. 1a and 1c , and the IG map are shown in Figs. 7a, 7b and 7c respectively. A coarse quality map is estimated by measuring the change in saliency and GM between reference and test stereo pairs as
where K 1 and K 2 are stabilizing constants. The quality of the left and right test images are obtained as
where M × N is the size of the image.
B. Depth Quality Assessment
In Section IV, though we present LeSED for visualization, our main objective is SED. Based on our hypothesis that SED maps serve as reliable 3D features, depth quality can be measured by comparing the reference and test stereo pairs at the locations specified by the SED maps. As the quality maps in Eq. 11 compares the entire region, we evaluate these maps at the edge positions guided by SED maps. Further, we compute the convex sum of the values of those positions in Map l and Map r to obtain the depth quality. The convex weights are obtained by normalizing the SED maps with respect to the total sum. The depth quality scores is evaluated as
C. Stereo Quality Assessment
A commonly used strategy to consolidate the score is to average the left and right scores. This may be good enough for symmetric distortions but fails for asymmetric distortions. To address this drawback, we consolidate the left and right scores using a weighted geometric combination. The choice of a weighted combination over average is justified in Table II . These weights are derived in the similar manner as we found for test stereo pairs in [52] , except that, before computing weights we down sample the image by a factor of d.
Let w l and w r be the geometric weights such that w l + w r = 1. Then the consolidated scores of image and depth qualities are
The final stereo quality score is the product of image and depth qualities, i.e,
VI. EXPERIMENTAL RESULTS AND DISCUSSION
We now present the results of the proposed SED and FRSIQA algorithms.
A. Analysis of SED and LeSED Maps
We demonstrate the efficiency of SED maps and its application to FRSIQA. Fig. 8 shows our SED results over the Middlebury stereo database [72] . In this context, the usage of LeSED maps is for better visualization and perceptual comparison with ground truth maps while SED maps were used for FRSIQA. The first row shows left view images, the second row is the GM maps of GT Dmaps, the third row shows the GM maps the of Est Dmaps and the fourth row corresponds to the LeSED maps of left images. The LeSED maps show that wherever the edge values (and its local neighborhood) are bright, their contribution to depth perception is high. To further demonstrate the strength of SED maps over edge maps of Est Dmap, we compare the LeSED map and GM map of Est Dmaps with GM map of the corresponding GT Dmaps. We use two metrics for this comparison: (i) Pearson Linear Correlation Coefficient (PLCC) and (ii) the SSIM index. These comparisons for the images shown in Fig. 8 are listed in Table I . In this table, P1 corresponds to the comparison between GM of GT Dmap and Table I , it is evident that the choice of SED over edges of Est Dmap is more reliable because the edges of GT Dmap are synchronous with image edges and therefore, with the edges of SED as well.
B. FRSIQA Performance Uing SED
Our image quality metric is inspired from [32] and [34] where they perform 2D FRIQA using saliency maps and GM maps of reference and test images. They observed that visual saliency varies with the quality of the image which helps in FRIQA. Similar to [32] , we use SDSP method [36] where it uniformly highlights the salient objects and also preserves the shape and boundary of the objects. This facilitates a better evaluation of the exact change in the saliency. The Canny gradient function is adapted from Canny edge detector [51] and customize the parameters according to the resolution of the image.
We evaluate our FRSIQA algorithm on seven publicly available databases that we describe next. The IRCCYN S3D database [59] consists of 6 pristine stereo pairs and 90 symmetrically distorted stereo pairs with distortions namely Gaussian filter, JPEG, JPEG2000, and Downscale-Upscale. However, we are not considering the Downscale-Upscale because it introduces spatial shift in the image. Excluding this distortion will result in 82 test stereo pairs. The MICT S3D database [61] consists of 10 pristine stereo pairs with each pristine pair having 48 corresponding distorted test stereo pairs. This database considers only JPEG compression. Among the 480 distorted stereo pairs, 60 are symmetrically compressed and 420 are asymmetrically compressed. The LIVE Phase-I S3D database [64] consists of 20 pristine stereo pairs and 365 symmetrically distorted stereo pairs. The LIVE Phase-II S3D database [8] consists of 8 pristine stereo pairs and 360 distorted stereo pairs. In both LIVE Phase-I and II databases each pristine has five different distortions namely white noise, JPEG2000, JPEG, blur and fast fading. However, in Phase-I each distortion type has at most four stereo distortion levels whereas in Phase-II it has nine stereo distortion levels. Also, Phase-II consists of 120 symmetric and 240 asymmetric distorted stereo pairs. The MCL S3D database [69] consists of 9 stereoscopic views. These stereoscopic views are rendered using depth image-based rendering (DIBR) using 2D-image-plus-depth format recorded at a view point. Each pristine stereoscopic view has 6 types of distortions namely additive white Gaussian noise, Gaussian blur, JPEG2000, JPEG, sampling blur and transmission loss. With these distortion each pristine S3D image has 72 symmetric distortions, resulting in a total of 648 symmetric distortions. The Waterloo-IVC Phase-I S3D database [71] consists of 6 pristine stereo pairs with 330 distorted stereo pairs. The Waterloo-IVC Phase-II S3D database [68] consists of 10 pristine stereo pairs with 460 distorted stereo pairs. In both Phase I and II of Waterloo-IVC database, each single view is altered with white Gaussian noise, Gaussian blur and JPEG compression and each distortion type has four distortion levels. They use a complex combination of all these distortions to form asymmetric We compare the objective score with the subjective scores in the databases. The subjective scores of all the databases except MCL were reported in terms of DMOS whereas the MCL database reports MOS. The performance analysis was carried out using standard measures namely PLCC, Spearman rank order correlation coefficient (SROCC). We perform a non-linear mapping between objective and subjective scores, as recommended by Video Quality Experts Group [73] using five parameter logistic fitting. Fig. 9 shows the scatter plots of the proposed approach. First and second row shows the scatter plot of the proposed approach on all the databases. The last row shows the performance on databases for asymmetric distortion. As we mentioned earlier that only MCL databases had MOS scores, therefore the slope of scatter plot is opposite to other databases. Table II shows the results across the above mentioned database. Also we mention the results if the objective score is only either S Lum , S Dis or average of S l and S r . As we see most of them shows drop in the performance when compared to Q. This brings down the importance of considering combination of S Lum and S Dis . Table III and Table IV shows the PLCC and SROCC performance of proposed approach on different distortions across the databases. Table V shows the performance of proposed approach on asymmetric distortions. Table VI compares our approach with others on each database separately. These tables suggest that the proposed algorithm is competitive with the state-of-the-art methods on several databases in addition to demonstrating superior performance on the Waterloo Phase-I and Phase-II databases which are of full HD resolution. It also performs particularly well on asymmetric distortions. To the best of our knowledge, this is most comprehensive performance evaluation of an FRSIQA algorithm reported in the literature. Table VII shows the time complexity of our proposed algorithm, with system specifications mentioned in Table VIII . It is worthwhile to note that, as our metric is FR, the Dmap and SED are one time computation and cannot be The strong performance of the proposed FRSIQA algorithm on full HD databases indicates that objective quality assessment algorithms stand to gain by tuning their parameters to the image resolution. Further, these results also demonstrate the efficacy of the proposed SED maps for image quality assessment (as illustrated in Table II ). We believe that the SED maps have several applications ranging from stereoscopic image compression to segmentation. Lastly, while the proposed method is similar in philosophy to the work in [28] , our approach is significantly different in that we put forth a methodology for identifying edges that are depth salient as opposed to directly using 2D saliency methods.
VII. CONCLUSION
We presented an approach for identifying the depth-salient edges in an image that we called Salient Edges with respect to Depth perception (SED). We demonstrated the advantages of the SED maps over using estimated disparity maps. Further, we proposed an FRSIQA algorithm that showcases the utility of the proposed SED method. In our FRSIQA algorithm, we proposed that S3D image quality can be assessed as a combination of image saliency and depth saliency. For image saliency we used a conventional 2D salient technique but for depth saliency we relied on SED maps. The image and depth quality scores were combined to give our overall FRSIQA score. We evaluated the performance of our algorithm on seven S3D image databases and showed that the proposed method has consistent performance on all of them. Additionally, our method delivers state-of-the-art performance on three of the seven databases of which two were full HD databases. We believe that SED maps have utility in a wide range of applications including image compression, FR stereo video quality assessment (FRSVQA) etc. As future work, we plan to address the problem of FRVSQA.
APPENDIX PARAMETERS
We observed that the following parameters performs better with the values mentioned as
where sz = min(size(I l )) and [.] is the nearest integer function.
