⎯ Network reliability modeling and calculation is a very important study domain in reliability engineering. It is also a popular index for validating and measuring the performance of real-world multi-state flow networks (MFNs), e.g., the applications in internet of things, social networks, clouding computing, and 5G. The d-MC is a vector, the maximum flow of whose related network is d, and any vector less than the d-MC is not a d-MC in MFNs. The MFN reliability can be calculated in terms of d-MCs. Hence, the d-MC is one of the most popular tools for evaluating the MFN reliability. The method to find all d-MCs is through the mathematical programming whose solutions are called d-MC candidates, and all d-MCs are selected from these candidates. In this study, a novel and simple algorithm is proposed to filter out d-MCs from these d-MC candidates after removing duplicates. The time complexity of the proposed algorithm is analyzed along with the demonstration using an example. An experiment with 200 random networks is outlined to compare the proposed, traditional, and best-known algorithms used for verifying d-MC candidates.
MFN
: Multistate Flow Network.
Notations:
|•| : the number of elements in •.
Pr(•): the probability of event •.
V: V={1, 2,…, n} is the node set.
E: E={1, 2,…, m} is the arc set.
W: W=(w1, w2,…, wm} is the weight vector and wk is an non-negative integer for k =1, 2, …, m.
G(V, E, W): a connected multi-state flow network with V, E, and W = (3, 2, 2, 2, 2, 3), where 1 and n are the specified source node and sink node, respectively. For example, Fig. 1 is a connected multi-state flow network with W = (3, 2, 2, 2, 2, 3). Rd: the MFN reliability with level d and it is the success probability that at least d unit of flows is able to be sent from nodes 1 to n.
Nomenclature:
d-MC candidate: a system-state vector X is a d-MC candidate if and only if X satisfied the following equations [1] [2] [3] :
(2) C(a)≤W(a), for all a∈C
(3) C(a)=W(a), for all a∉C
where C is a MC.
d-MC: a system-state vector X is a d-MC if and only if [1] [2] [3] (1) F(X)=d;
(2) F(X+oj)>d, where oj(ai)=0 and oj(aj)=1 for all i and each a j ∈E with X(aj)<W(aj). 1) All nodes are 100% perfect.
2) The state of each arc is a non-negative integer in relation to a given distribution.
3) The states of different arcs are statistically independent.
4) The conservation law is obeyed.
INTRODUCTION
A multistate flow network (MFN) is a special graph with multistate components representing different performance levels. It is possible to model various practical systems using MFNs, e.g., the internet of things [4] , grid and cloud computing [5, 6] , wireless sensor networks [7, 8] , transportation systems [1] , oil/gas production systems [1] , power transmission and distribution systems [9] [10] [11] , and Data Mining [12] .This is important in the planning, design, and control of systems [13, 14] .
For example, a simple electric power transmission and distribution system is modeled as an MFN, as illustrated in Fig. 1 inclusion-exclusion method [50, 51] , and the sum-of-disjoint product method [18, 48, 49] .
The four stages above have been studied extensively and are all NP-Hard problems [37, [40] [41] [42] 45] . However, in stage 3, there is still room to improve the efficiency of filtering out the real [37, [40] [41] [42] 45] . This is a characteristic of the NP-hard problem. Hence, the run time will increase up to 2 δ times if the total number of d-MC candidates and duplicates is δ. Therefore, the purpose of this study is to develop a more intuitive, efficient, and novel algorithm than the current, best-known d-MC algorithm for filtering out the real d-MC from d-MC candidates and to remove all duplicate d-MCs.
The rest of the paper is organized as follows. Section 2 provides a summary of the existing d-MC algorithms including the best-known algorithm, integration of the unsaturated arc test and the
d-MC-to-MC comparison method, and the traditional candidate-to-candidate comparison method. Section 7 provides the concluding remarks. 1) A state vector less than any d-MC is already included in the intersection of d-MCs, as shown in Eq. (8) . Hence, it is unnecessary to find vectors that are less than any d-MC.
CURRENT ALGORITHMS FOR THE d-MC PROBLEM
2) If state vector X is larger than any d-MC, of which the maximum flow is equal to d, its maximum flow F(X) is larger than d in G(V, E, X * ), and therefore it is unnecessary to identify this kind of vector. After removing these 3-MC candidates Xi,j with F(Xi,j)<d, the candidate-to-candidate comparison method is implemented on the remaining candidates in the column under "C2C" of Table 2 . For example, Xi,j<X1,1 in the row for i = 3 and j = 1 means that X3,1<X1,1 and Xi,j is not a real 3-MC. 
(0, 2, 2, 1, 2, 2) 2 9
(0, 2, 2, 0, 2, 3) 2 1 The candidate-to-candidate comparison method. 2 The unsaturated arc test and any one item in UArc is not held, the related d-MC candidate is not a real d-MC.
Unsaturated Arc Test Method with the d-MC-to-MC Comparison Method
The unsaturated arc test method first proposed by Yeh in [40] remains the best-known algorithm for filtering out real d-MCs from d-MC candidates. To illustrate this method, we assume [40, 41] . From the above, the time complexity of the unsaturated arc test method and the d-MC-to-MC comparison method [40, 41] . This is less time than that of the traditional candidate-to-candidate comparison test given |C| << |d # (C)|.
NOVEL d-MCV AND NEW DUPLICATE REMOVER
A new concept called the d-MCV, extended from the MCV proposed in [44] , is proposed to remove duplicates among d-MCs and to reduce run time.
Novel d-MCV
This section explains how the new d-MCV is calculated. 
from C and vice versa and also d-MCV S(X) via X. However, we cannot find X from d-MCV S(X), and this is different to the MCV.
New d-MC Duplicate Remover
The Referring to the same example discussed in Section 3.1, the real 3-MC X = (0, 2, 1, 2, 2, 2) was generated from two different MCs C1 = {a1, a3, a6} and C2 = {a1, a2, a3} in Fig. 4 . However, only the one generated from C2 was retained, and the one generated from C1 was discarded because in R(V, E, X) to decide whether X is a duplicate d-MC candidate by checking S(X) = V(C).
NOVEL SATURATED BOUNDARY AND NEW d-MC FILTER
Another novel concept, called the saturated boundary, is discussed to filter out d-MCs from d-MC candidates and to increase the efficiency of the proposed algorithm.
Novel Saturated Boundary
The saturated boundary is a boundary in the residual network, and all its arcs reach their maximum states in the network related to the d-MC candidate. This is illustrated as follows.
After removing MC C, we have i∈V(C), and j∉V(C) for all ei,j∈C. Let X be a d-MC candidate.
Similarly, the residual network R(V, E, X) is separated into at least two connected subgraphs, formed by S(X) ={ v ∈ V | there is a direct path from nodes 1 to v} and T(X) ={ v ∈ V | there is a direct path from nodes v to n}. The other subgraphs cannot go to node n nor are they reachable
Let B(X) be the arc subset, i.e., the boundary, such that any arc ei,j ∈ B(X) belongs to only one of the following situations: 1). {i, j} ∩ [S(X)∪T(X)] = ∅, where i and j are subgraphs without nodes 1 and n in G(V, E, X−Fd(X));
2). i ∈ S(X) and j ∉ S(X), where j is in another subgraph without node 1 in G(V, E, X−Fd(X));
3). j ∈ T(X) and i ∉ T(X), where j is in another subgraph without node n in G(V, E, X−Fd(X)).
Let U(X) be the arc subset of which each arc, say a, is with X(a) ≤ W(a), and B(X, i) ⊆ B(X) is the boundary of the subgraph including node i in G(V, E, X−Fd(X)).
As shown in Fig. 5(c) , when X = (0, 2, 1, 2, 2, 2) of Fig. 4 , we have U(X) = {a1, a3} ( Fig. 5(a) and U(X) ⊆ C2. Note that a4 is not in B(X), C1, or C2 because it is an arc from one node in the subgraph included node t, which is not listed in the above situations of B(X).
The following lemma discusses the relationship among U(X), Ci, and B(X), where MC Ci generates d-MC candidate X for all i∈I.
Proof.
From the definitions of the d-MC candidates and the d-MCs, we have U(X)⊆Ci and The saturated boundary is the core to filter out real d-MCs. This is discussed in more detail in Section 4.2.
New d-MC Filter
The new d-MC filter can be explained in terms of the concept of the saturated boundary as follows.
From the definition of the d-MC, a d-MC candidate X generated from MC C with F(X) = d is
where oj(ai) = 0 and oj(aj) = 1 for all i and each a j ∈E with X(aj) < W(aj).
From the definition of the d-MC candidate, X is generated from an MC, say C, and C(a) ≤ W(a) for all a∈C, and C(a) = W(a) for all a∉C. Hence, in the definition of the d-MC, "a j ∈ E" can be simplified to "a j ∈ C" as only the states of these arcs in C are less than or equal to their maximal states.
Also, in the definition of the d-MC, say X, F(X+oj) > d is equivalent to the direct path from nodes 1 to n in R(V, E, X+oj) via aj for all a j ∈C with X(aj) < W(aj). The state of arcs in MC C generated X are all zeros in R(V, E, X). Hence, F(X+oj) > d is also identical to the direct path from nodes 1 to n, after increasing the state of only arc (say a j ∈ C with X(aj) < W(aj)) from zero to one in R(V, E, X). Thus, we have the following equivalent statements shown in Lemma 3.
Lemma 3.
Let X be a d-MC candidate generated from MC C with F(X) = d and U(X) = { a j | for all a j ∈ C with X(aj) < W(aj)}. X is a real d-MC if any of the following statements are true for all a j ∈ U(X):
2) there is a direct path from nodes 1 to n in R(V, E, X+oj) via aj;
3) there is a direct path from nodes 1 to n after increasing the state of one arc in U(X) from zero to one in R(V, E, X).
The following lemma discusses a special case in R(V, E, X). The following lemma implements the d-MCV concept together with Lemma 4 in the proposed algorithm.
Lemma 4 is extended further below so that there are more than two connected subgraphs in R(V, E, X). 2, B(X, 3) is a saturated boundary and X is a real 3-MC from Lemma 5.
Note that a4 ∉ B(X) as discussed in Section 4.1.
For another example, the 3-MC candidate X3,1 = (3, 2, 1, 2, 0, 3) is generated from MC C3 = {a2, a3, a5} in Fig. 1 . In the residual network of X3,1 shown in Fig 7(b) , we have S(X3,1) = {1}, T(X3,1) = {3, 4}, and |S(X3,1) ∪ T(X3,1)| < |V| = 4. Also, B (X3,1, 2) ={a1, a2, a3} is not a saturated boundary as X3,1(a3) = 1 < W(a2) = 2. Hence, increasing the state of a3 from 0 to 1 in Fig. 7(b) only identifies a path from nodes 2 to 3, but not from nodes 1 to 4. Thus, X3,1 is not a real 3-MC.
(a) X3,1=(3, 2, 1, 2, 0, 3) (b) R(V, E, X3,1) Figure 7. R(V, E, X3,1) .
Lemma 6 takes only O(n) to scan R(V, E, X) to verify whether the d-MC candidate X is a real d-MC based on the proposed saturated boundary.
PROPOSED ALGORITHM
The pseudo code of the proposed algorithm is outlined here. The new duplicate remover is based on the d-MCV and on the proposed d-MC filter according to the saturated boundary, which is designated in the following procedure and will filter out real d-MCs, without duplicates, from (Xi,j, k) is a saturated boundary for all k∉[S(Xi,j)∪T (Xi,j) ], X is a real d-MC without duplicate. Otherwise, go to STEP 6.
STEP 5. Let Cd = Cd ∪ {Xi,j}. STEP 6. If j < |d # (Ci)|, let j = j + 1 and go to STEP 1. Table 3 . Note that O(m)=O(n 2 ). 
The proposed algorithm. 2 The unsaturated arc test and the d-MC-to-MC comparison method. 3 The candidate-to-candidate comparison method. Thus, the time complexity of the proposed algorithm is faster than the existing ones. It is faster for verifying a d-MC candidate and/or all d-MC candidates with and/or without considering the duplications, as shown in Table 3 .
STEP-BY-STEP EXAMPLE AND COMPUTATIONAL EXPERIMENTS
The proposed d-MC candidate filter checks S(X) ∪ T(X) given in Lemma 6 and it is demonstrated by a step-by-step example together with its performance test in this section.
6.1
Step-by-step example in verifying d-MC candidates For convenience and ease of understanding the proposed algorithm, the example network is shown in Figure 4 Because B(X4,3, 2) is not a saturated boundary, there is no F3 (X4,1) , X4,1 is not a real 3-MC and go to STEP 4, where X4,1 = (3, 2, 2, 0, 2, 0) generated from C4 = {a1, a4, a6}. STEP 1. Because F(X4,2) = d =3, go to STEP 2. STEP 6. Because j = |d # (C3)| = 7, go to STEP 7. Table 4 : After using the inclusion-exclusion method [50, 51] and the arc states provided in Table 2 , we have R4=1 − Pr(c1∪c2∪…∪c9) = 1 -0.5488750109 = 0.451124989.
Computational experiments
From the time complexity discussed in Section 4, the proposed algorithm is more efficient than the existing algorithms in verifying d-MC candidates. The performance of the proposed algorithm was further tested on 200 distinctive MFNs to demonstrate that it is faster.
Each network structure of the 200 MFNs was generated randomly from n = 10, 20, 30, …, 100, and the number of arcs was also generated randomly in the experiments. Furthermore, d = W(a) = (the minimum of the degree of nodes 1 and n) for all arcs a was generated randomly and tested 20 times, i.e., 200 MFNs.
When verifying d-MC candidates, the proposed algorithm (named Alg), the existing bestknown algorithm (named UArc) [40, 41] , and the traditional d-MC to d-MC pairwise comparison algorithm (named C2C) [40] , were implemented in C/C++ programming language with the time limit is 5 hours. For a fair comparison, these three algorithms were coded, tested, and run on an Intel Core i7 3.07 GHz PC with 32 GB memory. [1, 40, 41] .
Alg is the fastest algorithm and C2C is the slowest, which was expected from the theoretical results based on time complexity. Both Alg and UArc can verify whether a d-MC candidate is a real d-MC based on its own vector without needing to compare with others, which is the basis of the candidate-to-candidate comparison method. Hence, these two methods are more efficient than C2C.
Also, Alg can remove duplicates based on its own vector (residual network); however, UArc can only achieve that by comparing all found d-MCs with all MCs. Thus, Alg is much faster than UArc.
The program is forced to terminate for C2C and UArc if n ≥ 40 and n ≥80, respectively. The ∏ }=δi and |Ci|<<δi [40, 41] . Thus, the proposed algorithm, Alg, outperforms the traditional algorithms, UArc and C2C, for all n. Note that the explanation can also be observed from the time complexity.
CONCLUSIONS
Various innovative and important technologies, such as the internet, 5G, clouding/edge/fog computing, and block chain, are all built on network models. Network reliability is a general tool for authenticating, designing, and evaluating the performance of network models. Hence, it is always important to improve its efficiency when calculating the networks. From an extensive experimental study on 200 benchmark networks, the proposed algorithm clearly outperformed the best-known unsaturated arc test and the conventional candidate-tocandidate comparison method. Hence, the proposed d-MC filter is very useful in improving the efficiency of verifying d-MC candidates from both theoretical and practical aspects.
