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The application of group theoretical methods relating to the band 
structure of solids is reviewed and discussed. Particular emphasis 
is given to the reduction of space groups possessing screw axes; the 
reduction of such groups presents special difficulties, and methods 
for obtaining their irreducible representations are discussed. Time 
reversal symmetry and the spin double group are treated. The proper 
linear combinations of wave functions (appropriate to different 
irreducible representations) are obtained using an idempotent operator 
method. Application to the LC.40 method is discussed. 
INTRODUCTION 
The theoretical background for much of our present understanding 
of solid state physics is based on our understanding of crystallographic 
symmetry. In the following discussion, we shall examine in a systematic 
way some of the common areas of interest which tie together, so to speak, 
these fields: crystallography, group theory, quantum mechanics, solid 
state physics (and chemistry). Although our present discussion relates 
itself primarily to the so-called one electron problem of solid state physics, 
it should be remarked that these methods have considerable generality 
and may be applied with equal profit to such problems as molecular 
vibrations, symmetrical waveguide junctions, etc. 
These problems are characterized by the appearance of a characteristic 
secular determinantial equation (frequently of high order) which demands 
solution. This secular equation usually admits simplification ; upon 
invoking the proper symmetry arguments, the secular equation often 
can be broken up into a number of equations of a lower degree. It is 
ultimately to this problem that the present discussion addresses itself. 
* Portions of this paper were written while the author was at the University 
of Pennsylvania and the Westinghouse Research Laboratories. The work at the 
University of Pennsylvania was sponsored in part by the Office of Naval Research. 
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For a crystalline solid, Bloc11 11, in 1 If%, was able to deduce from 
considerations of translational symmetry alone that the quantum 
mechanical wave function for an electron in the solid must be of the 
general form : 
eik.r x(k, P). (14 
A few years later Seitz 1.21 carried the discussion further to consider the 
transformation of wave functions under the full space group of a crystal 
and indicated how, in principle, the reduction of the space group is to be 
carried out. In particular, Seitz showed that the reduction of a space 
group may be effected in terms of the reduction of a specially chosen 
subgroup, the so-called group of the wave vector. 
It is frequently this subgroup which is of principal physical interest, 
rather than the full space group. The importance of this subgroup for 
the group theoretical analysis of the Brillouin Zone was discussed by BSN 
and Herring [3, 41. Similar considerations arise in the matter of obtaining 
the proper wave functions appropriate for a given crystal symmetry 
(lattice harmonics) and have been discussed by D. Bell [5]. 
If the space group contains screw operations, this gives rise to frac- 
tional (nonprimitive) translations, which usually complicate the reduc- 
tion problem. The early papers usually avoided such discussions altogether, 
and it was Herring (61 who first indicated specifically how to take screw 
operations into account within the framework of the Seitz method. 
Subsequent discussions, which deal with the problem of the screw axis 
(or of the glide plane), are given by Winston and Halford, Antoncik and 
Trlifjaic, Doring and Zehler [‘i], Bell [5j, and the present author [i 1. 
Most of these papers are aimed at the derivation of character tables 
of particular space groups and have dealt with the following lattices 
esclusively ; hexagonal close-packed, diamond type, and tellurium type. 
In the following, we present a discussion of certain aspects of the reduction 
problem for the space groups in general. Subsequently, we discuss the 
spin double group (Section II), time reversal symmetry (Section III), 
and the LCAO method (Section 11~‘). 
B. Symmetry Operations 
A crystal is characterized by the fact that it will remain invariant 
under some group of symmetry operations. Analytically, these symmetry 
operations may be considered as transformations in coordinate space. 
This group of transformations, consisting of translations and rotations, 
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both proper and improper, constitutes the space group of the crystal. 
Consider the following linear inhomogeneous transformation 
9’ = ax + t, (1.2) 
where x’ and x are column matrices (vectors), M is a three by three 
orthogonal matrix (rigid rotation), and t is a column matrix representing 
a pure translation. 
Symbolically, we represent the transformation (1.2) by 
x’ = (a, t)x, (1.3) 
where (a, t) is the linear operator which carries x into x’ in the manner 
prescribed by (1.2), i.e., the rotation a followed by the translation t. 
The effect of two successive transformations is the product 
(a, a)(P, b) = (aP, ab + a). P.4 
From this, one easily verifies that the inverse of (a, t) is (a-l, - a-l t). 
The set of all such operations (a, t) under which the crystal is invariant 
constitutes a group g’, called the space group of the crystal. In crystallo- 
graphy there are 230 space groups; the number of underlying point 
groups is 32 (corresponding to the 32 so-called crystal classes); the 
number of distinct translational subgroups is 14 (which generate the 
14 corresponding Bravis lattices). Of the 230 various space groups, well 
over half of them, 157 in number, involve screw axes or glide planes, 
i.e., symmetry operations of the form 
(a, t) screw axis, 
(i, t) glide plane, 
where a is a (proper) rotation, i denotes the inversion, and t is a non- 
primitive (or fractional) translation which can not be taken to be zero. 
C. The Translation Groufi 
Consider translations of the form 
R, = fyi + n2a2 + n3a3, (1.5) 
where the n’s are integers and the ai form the vector basis for a unit cel1. 
Equation (1.5) characterizes a discrete, three-parameter group under 
which the crystal lattice remains invariant. This is the group of primitive 
translations or, more briefly, the translation group and will be denoted 
by r. Now there may be space groups of higher order which leave the 
crystal lattice invariant ; the translation group F is then an invariant 
subgroup of the larger space group. 
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With 1’ as an invariant subgroup of Y, we may always effect the 
following decomposition of 3 into a finite number of cosets: 
9 = (E, o)I’ + (a, a)/’ + (/I, b)l’ + etc. (1.6) 
The collection 
(E, o)l: (y., a)C (p, b)F, etc. (1J) 
is called the factor group of 22 relative to I’ and is designated by the 
symbol 3/r. The elements of the factor group are actually complexes, 
and the translation group I’ formally constitutes the unit element. 
The elements which occur in (1.7) may be considered as elements of an 
algebra with congruence .F, viz., 
(-6 01, (a, 4, M b), etc. mod (r). (1.9) 
The factor group is often specified by giving the subset 
E o), (a, a), (P, b), etc. ; (1.10) 
i.e., same as (1.9) except that mod I’is replaced by mod E. The elements 
of (1.10) are called typical elements or coset representatives. It must 
be emphasized that, whereas (1.9) constitutes a group, the subset (1.10) 
need not be a group, since it need not be closed with respect to mul- 
tiplication. 
E. The Site Group 
A site is defined as a point which is left invariant by some operations 
of the space group. These operations may be shown to form a group 
called the site group. Every point is thus a site having at least the trivial 
site group E; in practice, the site is usually taken as an occupied atomic 
site. A site group is necessarily isomorphic to some subgroup of the 
factor group 3/r and will involve only point symmetry operations. The 
definition of the site group is due to Halford [9]. 
F. The Underlying Point Grozlp 
That particular subset, 
(Et 01, (a, 01, (P, o), etc., (1.11) 
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obtained by arbitrarily setting all the fractional translations equal to 
zero is called the accociated or underlying point group and is denoted by 
G,. It is clear that the factor group 9/r is simply isomorphic to the 
underlying point group G,. The group G, must not be confused with 
the site group of maximum order. That site group will be a subgroup 
of G,; only in the absence of fractional translations are the two groups 
identical. 
G. The Reduction Problem 
Following the work of Seitz [a], we discuss below how the irreducible 
representations of a space group 99 may be built up from the irreducible 
representations of some invariant subgroup, usually the translation 
group r. Accordingly, the irreducible representations of the translation 
group can be used to label the irreducible representations of the entire 
space group 2? [lo]. However, any irreducible representation of the 
space group 29 is associated not with a single irreducible of r but with 
several irreducible representations of r. Nevertheless, there exist 
subgroups of $9 such that their irreducible representations are associated 
with only a single irreducible representation of r. These subgroups, 
denoted Gk, were introduced by Bouchaert, Smoluchowski, and Wigner [3], 
and are called the “groups of the wave vector.” Thus, it developes that, 
corresponding to a particular irreducible representation of the transla- 
tional subgroup, there is a (sometimes larger) subgroup Gk, which is of 
pivotal importance in the complete reduction of 9. If the irreducible 
representations of Gk are known for all k, it is a simple matter, in principle, 
to obtain the irreducible representations of $9. Knowledge of the irreduc- 
ible representations of 9 k, however, is usually all that is required for 
most applications. 
Various other aspects of this reduction method (which are related 
to but considered apart from group theory) have been considered in the 
past. Thus, we have the achievements of Wedderburn [ll] (linear 
associative algebra) and Krull [la] (theory of ideals). The significance 
of the Wedderburn Reduction Theorem for the enveloping group algebra 
was recognized by Weyl [13]. 
H. Prdiminary Remarks 
Intuitively, we usually think of a symmetry operation as one in 
which the crystal is physically moved with respect to some fixed coordinate 
system. For many purposes, however, it is more convenient to consider 
the crystal as having a permanently fixed orientation in space. A sym- 
metry operation may then be described by some linear transformation ZZZ 
of the coordinate frame, the crystal being regarded as fixed. 
Accordingly, any functions i(x) which are not “dragged along” with 
the coordinate frame wil1 undergo the change j(x) --• /(A?-’ x). This 
mav be represented bv the operator P(,cY) in the following manner: 
P(d),/(x) - f(..d-1 x), (1.12) 
The operator P(.nl) has the following significance: it represents the 
induced transformation corresponding to the coordinate transformation 
L&‘. If the functions f(x) happen to be wave functions, then P(,M’) will 
be some unitary transformation. 
Let 
P(d) = P(a, t) (1.13) 
be the transformation induced by (o(, t). For simplicity, pure rotations 
such as P(cc, 0) will subsequently be denoted simply by P(a) and, similarly, 
pure translations P(E, t) by P(t#). Here, E is the unit matrix. It can 
easily be verified that P(A)P(H) = P(AH). 
I. The Basis Tkeovem 
If a wave function $fO is given, which can be subjected to all the 
operations of the group 9, it is possible to generate a linear manifold 
of functions invariant under 9. The most general function of this man- 
ifold [14] is representable as 
where C, are ordinary constants, the subscript indicating that a different 
constant is associated with each element s of 9’. 
Those functions Y(S)+, that are linearly independent span the linear 
manifold LB?, which will then serve as the representation space for the 
group 9. 
For a crystal whose translation group is I’, the dimensionality of ti 
will be the order of the factor group g/r. This is easily established from 
the following consideration. Corresponding to the coset decomposition 
of 9 relative to r, we have 
where the J&S are of the form (CI, t). 
We may write 
Iz 
$ = z’c, P(h) 2 CT P(T)& 
(1.14) 
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where 
$Jk = \‘c, P(T)& 
(0 
and is called a Btoch function. In anticipation of a later development, 
we have affixed the subscript k to the quantity on the left; here k is 
simply a label that labels the irreducible representations of the transla- 
tional subgroup (it turns out that the constants CT depend on the partic- 
ular irreducible representation of S which is used). The sum over r goes 
over all the N,N,N, translational elements of the group r. 
Our representation space 9 is then n-dimensional with the basis 
(1.15) 
We shall assume for the moment that the set {&} is linearly independent 
(this need not always be the case). 
J. The Decompositiopz of W 
According to the basis theorem, we will have for our 9 space as 
many wave functions as the factor group 9/r has cosets. 
Specifically, the effect of operating on a Bloch wave function whose 
wave vector is k with the coset representative P(d) = P(cK, f) is to 
generate a new wave function whose wave vector is CI k. 
where (k/ak) is the permutation operator which indicates that k is to be 
replaced everywhere in what follows by xk. However, the set of n values 
of ctk generated in this way need not necessarily be completely distinct. 
To emphasize this, let 3?(k) be that subspace of 92 which is spanned by 
a subset of I wave functions, each with the same (or an equivalent) wave 
vector k; i.e., associated with each distinct k vector there is at least one 
wave function $(k), which spans a subspace $2(k). The entire space is 
then represented by 
9 = 3(k,) + %‘(k,) + . . . W(k,). (1.17) 
Here ?lz < n, the inequality arising, as stated, from the circumstance 
that 1 otherwise different wave functions may happen to have the same 
wave vector k. 
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The m subspaces will be seen to be linearly independent. Furthermore, 
it is easily established that all the subspaces have the same dimensional- 
ity Z. Note that Zm =ILT 72. 
Associated with each of the m subspaces of 9 there is one char- 
acteristic k vector, each such k vector being distinct and nonequivalent 
from the others. Furthermore, given any one of these nonequivalent 
vectors, all the others may be generated from the given one by the opera- 
tions of the underlying point group (i.e., by the operation of the rota- 
tional parts only of the coset representatives). The set of these m distinct 
k vectors is called the “star” (cf., Ref. 3). It should be remarked that 
the word “nonequivalent” as used here means “not differing by a vector 
of the reciprocal lattice”; the word is not to be thought of in its 
crystallographic connotation. 
We see then that the star is merely a convenient way of characterizing 
the decomposition of the 6%’ space into m subspaces. The star will have 
m distinct “arms,” each arm consisting of I equivalent members. If 
I > 1, the star is said to be degenerate, and I is called the index (or 
multiplicity) of the star. Consequently, associated with each arm of the 
star there are I wave functions (basis functions) which span one of the 
m subspaces. 
L. The Group of the Wave Vector 
Let us examine in greater detail these m subspaces. We note that 
each of these subspaces will be invariant under the operations of the 
translation group r. This is merely a statement of the Bloch Theorem 
couched in the language of subspaces. But more, it may be that each 
9(k) is invariant under some subgroup which is larger than r. This 
will happen whenever the star is degenerate; i.e., whenever E >- 1 for 
then, in addition to r, there will be L other symmetry operations that 
leave unchanged the wave vector of the I wave functions spanning each 
I’- 
It should be pointed out that for a given star there are actually m 
such subgroups, viz., one for each arm of the star 
Gkl, Gk,, . . . , Gkm. (1.18) 
They are, however, all simply isomorphic (for it can be shown that they 
are all conjugate subgroups with respect to 9), and it is enough to 
consider any one of them. With this understanding, we now define Gk 
as that subgroup of whose underlying point group leaves invariant the 
wave vector k. We frequently supress the subscript of k; and simply 
write k for some particdar wave vector. 
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It must be emphasized that Gk, since it is a subgroup of the space 
group, may itself be a space group (and as such involve fractional transla- 
tions). Some confusion frequently arises because, in order to avoid a 
cumbersome use of words, we usually speak of Gk simply as the group 
that leaves the k vector invariant; it is always to be understood that the 
group operators act in the 2 space and that it is the corresponding 
underlying-point-group that induces transformations in the k space. 
Stated more precisely then: Gki is that subgroup of 9 which transforms 
among themselves the I wave functions in each (invariant) subspace &!?(kJ 
and whose induced transformations map the entire k space upon itself. 
Note that Gk is a space group which will always contain the translation 
group as an invariant subgroup (either proper or improper) and that the 
factor group G”/T is of order 1. 
M. Form of the Matrices 
We will discuss the general form of the representing matrices for 
the coset representatives in the representation space 9’. In this section, 
we follow rather closely the paper of Clifford [lo], having recast it slightly 
for our own purposes. Let s = (s, t) be any one of the n coset represent- 
atives of the factor group S/T We have 
D,,(S) . . I h(s) i; 
D(s) = , 
Ii 
; (1.19) 
~ &$1(S) . . . awn(4 ~  ’ 
where Dii is the submatrix formed with respect to the base vectors of 
B(kJ and d?(kj). 
More explicitly, let e1 = (41,&, . . . ,&} represent the basis of the 
first subspace S?(k). A basis for the other m - 1 subspace is generated 
in accordance with the basis theorem by operating on e, successively 
with y2,r3,. . . r,, the latter being certain elements of 3 which are 
discussed below. Then a basis for the total .9T space is given by 
1 e,, e2, . . . , 0,) = {e,, r2q, I . An@J. 
Introducing the Dirac notation for the matrix components, we may write 
(1.20) 
\Ve are now in a position to discuss a general symmetry operator 
as belonging to one of the following two characteristic types. 
Tyfie (i) induces a transformation that leaves at least one subspace 
g(kJ invariant; i.e., a vector belonging to a particular subspace &‘(kJ 
is transformed into another vector which again belongs to the same sub- 
space. For these particular subspaces, the off-diagonal submatrices 
are all zero; i.e., Dji(s) = 0 (i f j). All the elements of Gk clearly belong 
to Type (i). In particular, for translational elements we have 
Dii(t) := i&5- (E .I_ unit matrix), (1.21) 
where A,(t) = gzki‘ ’ (Rloch Theorem), i.e., the translational matrices are 
diagonal; they are not, however, scalar matrices in the complete 92 space. 
Type (ii) effects a transformation that bodily permutes al1 subspaces 
L%‘(kJ among themselves. Since Gk is a subgroup (not necessarily invariant) 
of 22, we may write 
Y=Gk+rBGk+ . . . +r,G”, (1.22) 
where the elements r2,. . . , r, belong to Type (ii). Here subspaces are 
permuted and there will be m submatrices off the diagonal so arranged 
that there is only one nonzero (ii) entry in any given row or column. 
We shall now resume our general discussion and as before, let s be 
any general element of the space group 9’. Then, in the representation 
w% 
D&J = (eilslei) = (.yi e,(s(rj el). (1.23) 
Since Ye is representable as a unitary operator, this may be written 
D&) =-(e,/ri- L s+,) = D&- 1 STJ. (1.24) 
If ri- ’ SY~ does not belong to Gk, then its representation in the first subspace 
S(k) is, by definition, the null matrix and we have 
D&) = 
J Dll(ra- l SY~) provided that Y, ‘- 1 SY~ occurs in Gk 
1 null otherwise. 
(1.25) 
In the event that s is taken to be a translational element, it should be 
carefully noted that it does not necessarily commute with Y? since transla- 
tions are not represented by scalar matrices (i.e., are not multiples of 
the unit matrix) in the @ space. 
From the way in which the subspaces were generated, we see that 
in the absence of fractional translations, those elements of Type (i) 
which are pure rotations will have the form 
D,,(a) I 
I 
qa,q =’ ;“‘- Ii. 
: D&) 
,I 
(1.2c;) 
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Pure translations are represented by 
14(t) : 
D(E, t) = &(t) ’ , 
ibE(i) I 
(1.27) 
where 
As(t) = ii+- l t) = eiki,t E. 
Here, E is an I-dimensional unit matrix. If fractional translations are 
present, we have 
It is, of course, possible to write D;i(a, f) = &(f)DJa, 0) or more generally 
that Dij(a, f) = &(f)Dij(a, 0) ; however, it should be recognized that, 
in general, the Ai for a fractional translation need no longer be simply 
a scalar matrix in the ith subspace. This, of course, comes about from 
the following circumstance : although {a, f) is a symmetry operator of 
the crystal, the rotation (cc, 0) taken by itself is not; and by the same 
token, the fractional translation (E, f) is not a symmetry operation of 
the crystal, and it may not be proper to treat it in the same way as if 
it were a primitive translation. Furthermdre, it is important to realize 
that, in general, the very presence of fractional translations in the space 
group of the crystal will complicate the matrices for the pure translations 
also, for the existence of a screw or glide operation indicates that there is 
more than one atom in the primitive unit cell of the crystal. Consequently, 
even a point operation (rotation) about one atomic site will invoke 
fractional translations for the other sites, We will discuss these matters 
more fully later on. 
There is one extremely interesting characteristic of the group G” 
that has not been touched upon as yet, viz., that the matrices of Gk and 
of the translational subgroup commute in the subspace of B?(k). In 
general, the coset representatives of the spacegroup B will not commute 
with the translations; in fact, it is generally true that even simple rota- 
tions and translations fail to commute (except for special cases), However, 
the representations of Gk, which are induced by a specific irreducible 
representation of r, are such that their representing matrices commute. 
III actualit>-, the translations and the coset representatives may indeed 
not commute (as regards their multiplication table); it is just that their 
representations beha\ve as if they did commute. This is a consequence 
of the manncl- in which the group Gk is defined. 
\iZ:e now indicate how the reduction of $!? proceeds from that of Gk. 
In this connection, it must be emphasized that whereas the m subspaces 
are each invariant under Gk, they are not invariant subspaces with respect 
to the total space group 9. Now CY can be represented as 
9 =: Ck + y2 Gk + , . , + Y, Gk, (1.29) 
where the elements y2, . . .,rm are such that r+%(k,) = 8(kJ. The most 
that can be said about the subspaces is that they constitute a system of 
imprimitivity [15]. The representation D{S!S} obtained above is called 
the imprimiti\Te representation. 
We must first perform a reduction (with respect to Gk) of the m 
subspaces ; then by a subsequent regrouping of these reduced subspaces 
we will be able to construct subspaces which are invariant under the 
full space group 9’. 
Let the individual subspaces be completely reduced with respect 
to Gk. We indicate this by writing 
Wk,) = a,(k,) + a,(&) + . . . m&Jr (1.30) 
where h < 1 and similarly for the other m - 1 subspaces. We now gather 
together those spaces belonging to corresponding irreducible representa- 
tions of the isomorphic groups Gkl, . . .Gkm and denote the resulting 
subspace by Z. If each irreducible representation of Gk appears only 
once, then 
J“ = o,(k,) + O1(k,) + . . . L + o‘&wL 
“’ = a,(k,) + u2(k2) + . . . A + q&A, (1.31) 
2‘jL = crh(kJ i- m(k,) + . . . + m&J 
and we are finished ; the 2” are the sought-after invariant subspaces 
of the total space group 3. We note that 
a=Jy+12”+...+~“. (1.32) 
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However, in the event that in the decomposition of Gk an irreducible 
representation should appear more than once, each must be treated as 
being distinct. For the further discussion of this point, we refer the reader 
to the original paper of Seitz. 
0. Theorems and Lemmas 
For the sake of completeness, we present some theorems and lemmas 
of Seitz [Z] and Clifford [lOI that summarize some of the more important 
points of the foregoing discussion. 
SEITZ'S THEOREM I. If each of the subsfiaces 9(ki) (i = 1,2,. . . ,m) 
of $2 belongs to a different representation of r, then 92 is irreducible under 
9/r. If all of th e ye 9 resentations are equivalent, then 68 is reducible to 
m irreducible subsfiaces of equal dimensionality. 
SEITZ'S LEMMA I. The E basis functions of 99 zlhich belong to a given 
representation F (kl) of the translation group are sent into functions which 
belong to a representation S(ka) by any element of 8. r(‘a) may OY may 
not be equivalent to I’(‘,). 
SEITZ'S LEMMA II. The operators which send any subspace 9(ki) into 
itself constitute a group Gki, which contailzs the entire translation group. 
SEITZ'S LEMMA III. If each of the subspaces 9f(ki) is completely reduced 
into h subspaces aJk;> (f = 1,2,. . . ,h) for the group Gki, which leaves 
each invariant, then all elewteats of 9’ not in Gki send each af(kj) i&o space 
or(ki), which is equivalent with regard to Gki. 
SEITZ'S THEOREM II. If w(kJ is one-dimensional, Z’“) is irreducible. 
CLIFFORD'S THEOREM I. If {9} is any irreducible representation of 
a space group $9 and r is an invariant subgroup of 9, then the representa- 
tion (r} of r induced by {3} is either itself irreducible OY is fully reducible 
into irreducible components all of the same degree. If rtk) is any irreducible 
component of {r), th en all the other iweducibEe components of (r) aye 
conjugates of r ck) relative to $9, and every such conjugate of rck) must occw 
in the decom$osition of fr>. 
CLIFFORD'S THEOREM II. The subspaces B(k,), B’(k,), . . . , d(k,) aye 
permuted bodily among themselves by any operatiolz in (9). Each of the 
components rckJ of {P) OCCUYS in %‘(kJ the same number of times. If this 
number is 1 and if the degree of each rCkb) is N, then the degree of {9’} is 1mN. 
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For many physical probIems, knowIedgc of tile irreducible representa- 
tions of the entire space group is superfluous, ant1 it is only the irreducible 
representations of G” that we 1.ecluire. Furtlicrmore, it ‘is actually only 
those irreducible representations of G” induced 1,~‘ some @~ticulav 
irreducible representations of the tr;lnslational subgronp l' which are of 
physical interest. 
Actually, we consider here only the characters of the irreducible 
representations, rather than the explicit form of the representing matrices, 
We shall pay particular attention to the case in which Gk involves frac- 
tional translations caused by the presence of screw axes and glide planes. 
For such cases, Herring [6] has shown that it suffices to consider the 
irreducible representations of Gk/7”‘, where T-k is that subgroup of 1’ 
whose elements are such that elk.’ = unity. This is clearly sufficient, 
because any two operators differing from each other only by virtue of a 
translation belonging to Tk mill be represented by the same matrix. 
The cases to be considered are: 
(i) Interior of the HrilLo& %ofte 
(a) k = 0. At the origin of the Brillouin Zone the star is completely 
degenerate, consisting only of the null vector k == 0; Tk then coincides 
with r, and Gk/Tk is simply isomorphic to the full underlying point 
group G,, the characters of which are all well known (masimum factoring 
of the secular determinant). 
(b) General k. For a general k terminating in the interior of the 
Rrillouin Zone, the star is nondegenerate; Tk =: E and Gk == r. The 
irreducible representations are all one dimensional (no factoring of 
secular determinant). 
(c) Points of higher symmetry. For those (interior) points of the 
Brillouin Zone lying on lines or planes of symmetry, the star will be at 
least partly degenerate. The representations at points of lower symmetry 
can be obtained from those of higher symmetry (including boundary 
points) with the aid of the BSW Theorem, which is discussed below. 
Alternatively, the characters may be obtained directly from the U’inston- 
Halford Formula (cf., next section) (some factoring of determinant). 
(ii) Surface of the Brillouin Zone 
As Herring has pointed out, on the surface it is useful to consider 
the coset representatives of C”/I’ as being embedded in a larger group 
which is denoted by Gk/Tk (in group theoretical language Tk is called 
the kernel of Gk). Furthermore, it is sometimes possible to express Gk/Tk 
as the direct product 
Gk/Tk = (Gk/r) x (I’/Tk). (1.33) 
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(ienerally, the order of the factor group Gk/Tk will exceed n, the 
order of the factor group Gk/r. The elements of Gk/Tk will consist of 
the z coset representatives of Gk/r augmented by those translational 
elements (E, 1‘) = exp (- ik * T) which are not already contained in Tk. 
In this way, we arrive at an augmented group whose elements are the 
sought-after coset representatives (mod Tk). Since Tk is represented 
by unit matrices, the coset representatives will be closed with respect 
to multiplication. Consequently, Gk/Tk may now be regarded as an 
abstract group with a known multiplication table [16]. 
The irreducible character system for such a group may always be 
obtained by a well-known algebraic method [17j. In practice, however, 
this method is quite tedious and should be avoided whenever possible. 
It may be that Gk/Tk can be identified as being isomorphic to some 
familiar group. Otherwise, by trial and error with a little judicious 
guessing, the character system can usually be found quite readily. 
Kot all representations obtained from the reduction of the abstract 
group will be consistent with the multiplication table of Gk. We desire 
only those irreducible representations of Gk which are induced by the 
translational subgroup r; other representations must be discarded as 
spurious. 
Furthermore, it will often be convenient to discard those elements 
of Gk/Tk which do not appear in the coset decomposition of Gk with 
respect to r. Although the remaining coset representatives do not of 
themselves form a group, nevertheless, the character system obtained 
for them will obey the usual orthogonality relations. Of course, the 
completeness relation, viz., that the number of distinct irreducible 
representations is equal to the number of classes, no longer holds, 
There is one additional remark that may perhaps help to give further 
insight into this reduction method. Consider the multiplication table 
of the coset representatives of Gk/Tk; as before, this multiplication 
table is not closed. However, as regards the multiplication of the rep- 
resenting matrices, the multiplication table behaves as if it were closed, 
Such a system of matrices, which is closed with respect to multiplication 
(omitting other usual group requirement), is known as a semigroup. The 
semigroup has certain properties in common with a group, among these 
being irreducibility [ 151. 
Q. The Winston-Halford Formula [7] 
Every space group 3 may be embedded in a larger group, which we 
shall take to be the direct product group G,, x H. Here, G, = 9/r is 
simply isomorphic to the full underlying point group of 2?, and H is 
a hypothetical translation group which is arrived at in the following way: 
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The primitive translations of I’ are shortened so that all fractional 
translations of $9 now become primitive translations in H. Note that P 
will be a subgroup of H. 
The corresponding hypothetical Brillouin Zone (HBZ) will be larger 
than the true Brillouin Zone (BZ); i.e., the HBZ contains the BZ as a 
subspace (except possibly for boundary points). Consequently, if we 
restrict ourselves to k vectors terminating in the interior of the BZ such 
k vectors will be characterized by the same star in both the BZ and 
HBZ, since the underlying point group is the same for both in this region. 
The irreducible representations of % will coincide with those of G,, x H, 
and the result of Winston and Halford [7] states that the characters are 
given by 
Xj(k+Y., t) = 2’ eyp)(tC) d&;k, (1.34) 
star 
Less general than the above result, we first consider that we know 
the character system for the factor group Gk/I’. We are now interested 
in the character system for G k. Then, if X/~)(K) is the character in Gk/I’ 
corresponding to the coset representative (01, o), the character ;c~(~)(Q, t) 
in Gk corresponding to the element (E, t) is simply 
x~(~)(cc, t) = ei“.t Xi(W(a)b 
The general content of (1.35) was first proposed by Herring [B] essentially 
from considerations of analytic continuity. 
A proof of irreducibility has been given by Winston and Halford; 
their proof is in general valid only for the interior of the BZ. At the 
surface of the BZ, the irreducible representations must usually be obtained 
by other means. Sometimes, however, the Winston-Halford method is 
still useful at the surface, provided that it is suitably implemented. This 
is discussed below. 
R. The Modified Wilzston-H&ford Method [18] 
A point on the surface of the BZ will generally be a point of high 
symmetry (star highly degenerate). However, when regarded as being 
embedded in the larger HBZ, it is no longer a surface point with respect 
to the HBZ and as such will usually have a lower symmetry (star less 
degenerate). 
Let the star with respect to the HBZ be called the associate star. 
Then, some of the equivalent k vectors of the true star will be non- 
equivalent for the associate star; i.e., the true star will have a higher 
multiplicity and consequently fewer arms than the associate star. The 
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associated nonequivalent k vectors that arise from any one arm of the 
true star in this way shall be called the associate subset. 
The characters of Gk proposed by Winston [IS] are 
Xjtk)(a, t) = 2 eikvt Xjck)(a) &k,k, (1.36) 
associate 
subset 
It is not certain that such a representation will necessarily be irreducible 
(in fact it will not be irreducible in general); however, Winston has 
pointed out that it may just happen to be irreducible for certain special 
and physically interesting cases. Consequently, the character system 
obtained in this way must always be tested for irreducibility using the 
usual orthogonality relations. 
S. The BSW Theorem [a] 
This is based on analytic continuation and the remark that all those 
wave functions which have the same wave vector k will transform among 
themselves under any irreducible representation of the group Gk. 
Consider that we select a curve in k space, the locus of k vectors 
for which 9(k) has a constant dimensionality; i.e., the order of the 
star is constant along this curve. Then, for a given branch of the energy 
versus k hypersurfaces, all the k’s along the locus referred to above 
correspond to irreducible representation of Gk of the same dimensionality; 
and, in fact, the irreducible representation of Gk’ can be obtained from 
Gk merely by the continuous substitution k + k’. 
For a general point in the BZ, Gk = r and the representations are 
all one dimensional. But if, for a particular choice of wave vector k, 
an irreducible representation of Gk is s-dimensional, this will correspond 
to a sticking together of s BZ; i.e., a point of contact of s energy ve&us k 
curves. 
Consider now any two points k and k’ of a BZ; here k’ is arbitrarily 
assumed to have a higher symmetry; i.e., L’> 1. 
The group Gk need not necessarily be a subgroup of Gk’. Their 
intersection will, however, always be a subgroup, either proper or improper 
of both Gk and Gk’. But now as k -P k’, Gk will become a subgroup of 
Gk’, and some of the irreducible representations of the subgroup will 
always be found embedded in one or another of the irreducible representa- 
tions of the group Gk’. Each irreducible representation of Gk which is 
embedded in Gk’ corresponds to an energy curve going smoothly from 
k to k’. It follows that if an irreducible representation Ek is s-dimensional, 
then this corresponds to a point of contact of s energy surfaces. The 
energies associated with the two corresponding irreducible representations 
at k and k’ are said to be compatible. Those irreducible representations 
of Gk which are not contained in ;I given irreducible representation of 
Gk’ are said to be energeticallv incompatible. This is the content of the 
R SW Theorem. 
The KS\+’ Theort~m burnishes us with some general and very useful 
information, since it enables us to say, merely from an inspection of 
the character tables, which energy versus k curves may touch and which 
may not. 
II. SPIN AND THE DOUBLE GROUP 
With the introduction of electron spin, our original representation 
space 8 becomes augmented and we must now work in the product 
space = 9 x (spin space); the representations we must deal with are the 
Kronecker (direct) product representations 
Here 53 is the original representation and SQL is the double-valued spin 
representation [ 191. The product representation is decomposable with 
respect to the irreducible representations of the double group, and the 
number of such representations which appear indicates the degree of the 
spin-orbit splitting. The irreducible representations of the double group, 
however, are not usually known in advance. 
The product representation will have the form D(a)o(a); i.e., for 
every rotation C, = D(N), a = 2~~1% of the original group we now have 
the two elements 
c, = D(a)a(a) 
c, = D(a)a(a + 2n), 
where 
c~(cr) belongs to ~3~~~ 
and 
a(a + 27c) = - o(a), 
o(a + 476) = u(a). 
This leads us immediately to the concept of the double group which 
was introduced by Bethe [20] and was examined more carefully and in 
greater detail by Opechowski [21]. The extension to space groups is not 
difficult as Elliott [22] has shown. 
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The inclusion of spin formally doubles the dimensionality of the 
single group (the group without spin). The character system for the 
double group can be shown to have the following simple structure: 
X x 
9 9 
9’ - 9’ 
The original representations of the single group, collectively denoted here 
by 9, are extended in such a way that the two elements X and X both 
have the same character. In addition, there will also be certain new or 
“extra” representations, which we denote by 59’ and - 9’; for these 
representations, the characters of X and x will differ merely in sign. 
To properly specify the rotational operators, we require the three 
Euler angles 4, 8, and I/, which describe the ordered set of rotations 
D(#, 8,4) = D(#, O,O)D(O, 0, ww, 0, $1 
with a similar expression for CJ(#,~,C$). It should be remembered that 
o and D always commute with each other. The identity element of the 
double group is given by 
E = D(O)a(O), 
whereas 
E = D(O)a(Bn), 
where 4274 = a(2n,O,O) = a(0,27c,O) = a(0,0,27z). The character of 
the spin part; i.e., the character of 0(#,0,#) in the representation 9$2, 
is 2 cos w/2, where [23] cos cu/2 = cos (e/2) cos (9 + #)/2. 
III. TIME REVERSAL SYMMETRY [24,4] 
Quite apart from the usual spatial symmetry considerations, one 
must consider the effect of time reversal symmetry. This is of practical 
importance because it may bring about extra degeneracies. The effect of 
time reversal is to cause the previously obtained representations to be 
replaced by the complex conjugate of these representations. The question 
now arises: Is the complex conjugate (i.e., the time reversed) representa- 
tion equivalent to the old representation ? The problem falls into one of 
three categories accordingly as 
(a) D = D*. 
(b) D # D*. 
(c) D # D*, but 11 is isomorphic to D*, where D is the collection 
of matrices belonging to the irreducible representation D of the group %. 
For these cases Wiper 12%; has shown that (for the one electron problem) : 
{a) In the absence of spin, there is no extra degeneracy. Inclusion 
of spin introduces a doubie degeneracy (with respect to spin). 
(b) There is extra degeneracy both with and without spin. 
(c) In the absence of spin, there is extra degeneracy. 
Inclusion of spin completely removes this degeneracy. 
The relation of the representation D to D* has been investigated by 
Frobenius and Schur who give a general test for distinguishing among 
the cases (a), (b), and (c). Based on their considerations, Herring [4] has 
devised the following extremely important criteria for distinguishing 
among the three cases: 
Obtain the set of operators (Q} such that 
(0 Q=% 
(ii) Q2fGk 
and whose rotational part Q,, sends the wave vector k into - k; i.e., 
(iii) QOk= -k. 
Here, 9 is the spatial symmetry group. Note that Q need not belong to Gk. 
If the set {Q> is empty, then D and D* have different stars and the 
entire question of extra degeneracies does not arise. 
If the set {Q] is not empty, from the irreducible representations, one 
forms the sum 
z~(Q2) = n, o or -n 
IQ1 
n = positive integer. 
where the sum runs over the set {Q}. 
Accordingly, as this sum equals n, o, or - n one obtains case a), b), 
or c), respectively. 
IV. SYMMETRY AND THE WAVE FUNCTIONS 
A, Iuttrodwctiout 
In the following, we shall confine our attention to the “Linear Com- 
bination of Atomic Orbitals” (LCAO) method. Furthermore, in the 
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interest of simplicity, we shall assume that we are dealing with a crystal 
whose atoms are all of the same chemical spacies. 
In any one-electron approximation, the wave functions will serve 
as a basis for the irreducible representations of the space group of the 
crystal. Then, using group theoretical methods, we can effect a partial 
factoring of the secular equation for certain points of symmetry of the 
Brillouin Zone. Idempotent operators may be constructed which act as 
projection operators to yield the proper linear combinations of wave 
functions which bring about the simplication. The idempotent operator 
method is essentially equivalent to the use of lattice harmonics [5]. 
An interesting application of this method to graphite has been made by 
Lomer [25]. 
B. The Bloch Functions 
In the usual form of the LCAO method, one works with linear com- 
binations of the form 
#k(r) = 2 et’(r) It)“, 
a, t 
(44 
where it)” is a Bloch sum of (atomic) wave functions centered upon t 
sites : 
lt>a= 2 eik.(R+t) #p(r - R - t). 
R 
(44 
Here t is a typical site in the first unit cell and R denotes a lattice 
translation. The superscript a labels the atomic wave functions from 
which such a Bloch sum can be built. Commonly the cc will represent 
the set of quantum numbers of the atomic wave functions, such as n, 1, r)2 
of atomic spectral notation. Here F specifies the particular representation 
of the group Gk to which the functions belong. The Cta are the constants 
of the linear combination which are determined by the secular equation. 
It should, however, be recognized that it is not essential that the 
4(r) be atomic wave functions. We may use other kinds of localized wave 
functions which maintain the proper translational symmetry 
9P - RI = $69 (4.3) 
and which are expressible as a linear combination of the atomic functions. 
We shall frequently refer to expressions of the form given above 
as a Bloch sum. 
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C. Transjormation of the Wave Functions 
It will be necessary in the course of our work to know the effect 
of the symmetry operation Y(x, f) upon a Bloch-sum wave function. 
Here, f represents the basic fractional translation. As always, P(E, f) 
will be taken to be an element of Gk. Consider the particular Bloch sum 
built up from localized wave functions 4(r), which are taken to be eigen- 
functions of the operators which represent the angular momentum and 
the z-component of angular momentum. The corresponding quantum 
numbers are I and fi, respecti\rely. We write 
This may be written as 
lt),z = e(k)(eik.t $pz(r - t)), (4.5) 
where eCk) = xn eik.R P(X) is the Bloch-sum operator. 
We will now consider the effect of the operator P(ct, f) upon the 
wave function ’ It), . It is shown in the Appendix that the operator P(N, f) 
commutes with the operator eck). Then 
P(cc, f) lt),l = P(a, f) .9(k) {eik.t 4P(r - 4)) 
= P(a, f) e(k)(eik.t P(t)+,l(r)) 
= e(k){eik.t P(a, f)P(t)+,I (r)} 
= eck){eak.’ P(at + f)P(a)+,L(r)} 
_ e;k.(t--r)e(k)(,ik.iP(t)P(a)~,‘(r)) 
= eik. (t-%eW}eik-ig,,J(r - t)], 
(4.6) 
where at + f = t and g,(r) = P(a)&(r). 
It will be observed that the right-hand side of the last equation, 
apart from a phase factor, is essentially It>:, but with this difference: 
the wave functions which go to make it up have experienced a point 
rotation by P(E). The effect of P(a) on the wave functions is given by 
P(a)+,:(r) = 2 &~(a)&(r) = gi(r), (4.7) 
where D,,+x) are the matrix elements of the well-known 21 + 1 dimen- 
sional representation of the rotation group. Note carefully that it is the 
transposed matrix elements DPtIf = D,/, which appear here. 
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Let us now introduce the permutation operator (t/i}, which replaces t 
everywhere by t. We can now write (4.7) as 
which is permissible since (tit) commutes with the matrix elements DPPt, 
the latter merely being numerical constants. Symbolically, we may 
write the last equation 
i 
tl - P(a, f)lt) = f3ik.(t-iJ ,jD(a)it>, (4.9) 
where D(a) belongs to the well-known matrix representation of the 
underlying point group introduced above; i.e., D(a) is the rotational 
matrix whose elements are DLI’t (E = 0,1,2, etc); the tilde denotes the 
transposed matrix. 
This result may be expressed completely in matrix form. Let It> 
denote the column matrix (ItI>, It,), Ita), etc.}. Then, P(a, f) can be 
represented by a matrix having only one nonzero component in any 
given row or column such as to properly permute the [tl>, lt2), it&, etc. 
among themselves. The only nonvanishing components of the matrix 
representing P(a, f) are the submatrices 
{eik.(t - “;D(a)}t,i. (4.10) 
D. The Idem@!ent Method 
Once the irreducible representations have been completely determined, 
there exists a general group theoretic.al method for obtaining the basis 
functions belonging to a given irreducible representation. Essentially, 
the method is based upon the construction of a set of idempotent 
operators which “project out” the appropriate basis functions when 
applied to a given set of wave functions. The method also provides for 
the construction of a supplementary set of nilpotent operators, which 
are frequently useful in implementing the idempotent operators. 
The general content of the method has been discussed by Wigner [19], 
and its application discussed by Neilson and Berryman [27] (symmetry 
coordinates), Kerns [ZS] ( y s mmetrical waveguide junctions), Lomer [25] 
(energy band theory), and Melvin [29] (symmetry-adapted eigenfunc- 
tions). The general method includes as a special case the less powerful, 
but more widely known, method of Eyring, Walter, and Kimball [26]. 
For each irreducible representation of the group that we are interested 
in, construct in y the following group theoretical operator: 
where X is a symmetry operator of the group and the sum goes over all 
the operations of the group in question ; Zk denotes the dimensionality of 
the (k)-th irreducible representation, and n is the order of the group; 
{X(k)}aT is the complex conjugate of the ij matrix element of the matrix 
which represents the symmetry operator X in the (k)-th irreducible 
representation. 
The successive application of the operator t$) to the wave functions 
which occur in the problem at hand produces the proper linear combina- 
tion of wave functions, which are the basis functions appropriate to the 
(k)-th irreducible representation. More explicitly, if dnt is the m-th basis 
function in the (k)-th irreducibIe representation, then 
(4.12) 
Those operators for which i = i are idempotent (or projection) 
operators ; operators for which i # j are nilpotent; i.e., 
{Eit}2 - 2;; i = i idempotent 
(eijj2 = zero i # j nilpotent. 
Furthermore, the projection operators 6, have the very admirable 
property that they form a complete set; i.e., 
2 P = unit matrix 6% 
(k) 
and the sum goes over all the irreducible representations which are 
involved. In this manner, basis functions can be obtained by a successive 
application of all the projection operators. Alternatively, once a basis 
function has been obtained by any one of the projection operators (or any 
other method) the remaining basis functions for that particular subspace 
can be obtained by application of the nilpotent operators to the first 
basis function. 
It should be pointed out that the idempotent and nilpotent operators, 
as we have defined them above, involve (Z&S) as a group theoretical 
normalization factor. However, the linear combinations of wave func- 
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tions produced by these operators will, in any event, require a separate 
normalization. Consequently, in any practical application, the group 
theoretical normalization factor is actually superfluous and may be 
omited altogether. 
As a simple example of the idempotent method, let us consider the 
problem under translational symmetry alone. In this case, one forms 
the operator 
e(k) zz z -T eik.R P(R), (4.13) 
It 
where the summation goes over all the operations R of the translation 
group r. Applying this operator to the localized wave function $(P), 
we obtain 
Ed = 2 & i.R +(r - R), (4.14) 
R 
where P(R)$(r) = #r - R) are wave functions centered upon the sites R. 
In this way, we arrive at the well-known result that a Bloch sum of 
localized wave functions provides a suitable basis for the reduction of 
the translation group I? Then, if we formulate the problem using such 
Bloch sums at the very outset, it follows that the summation in (4.11) 
will go over only those elements of Gk that appear in the coset decomposi- 
tion of Gk with respect to the translation group I7 
E. The Symmetry Basis 
The matrix elements of P(E, f) between different Bloch sums can 
be easily obtained using (4.8). These matrices provide a reducible 
representation of the group Gk. The character system of this reducible 
representation can be decomposed in terms of the characters of the 
irreducible representations of Gk: 
where the ni are integers. Such a decomposition will display the frequency 
with which any irreducible representation occurs in the representation 
provided by the wave functions. Furthermore, the integers ni indicate 
the order of the secular equation, which must be solved in the symmetry 
basis, i.e., using the proper linear combinations of wave functions which 
reduce Gk. 
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APPENDIX 
Let us examine the effect of the operator P(M, f) on the operator etk). 
We shall show that these two operators commute. We have 
p(a, f) .dk) = P(a, f) 2 6ik.R J’(R) 
R 
= 2 eik.R P(a, f)P(R) 
R 
= 2 eck.R P(a R)P(a, f) 
R 
= 2 eiak.aRP(a R)P(a, f) 
R 
= 2 eiakeR’ P(R’)P(a, f) 
R’ 
= dak) P(a, f), (A-4 
since for any Bravis lattice it can be shown that aR = R’ is an acceptable 
lattice translation. We shall be interested here only in those operators 
P(a, f) that belong to the group Gk (which leaves the wave vector 
unchanged), so that 
and 
e(k) = &4 3 
P(a, f) dk) = dk) P(a, f). (A-2) 
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