We prove that the eventual growth in time of the Sobolev norms of the solutions of the KP-II equation is at most polynomial.
Introduction
In this note we consider the initial value problem (IVP) for the KadomtsevPetviashvili-II (KP-II) equation in R 
S(t − t )(u(t )u x (t )) dt , (1.3)
where S(t) = exp(−t* 3 x ) is the unitary group defining the free evolution. Similarly, the KP-II equation can be rewritten as
W (t − t )(u(t )u x (t )) dt ,
( 1.4) where W (t) = exp(−t (* 3 x + * −1
x * 2 y )) defines the free KP-II evolution. When we apply the Picard iteration scheme for (1.3) with data in H s (R) , the crucial step is to bound the second iteration, i.e., to get the estimate t 0 (R) .
S(t − t ) S(t )(u 0 ) S(t )(* x u 0 ) dt H s (R)
(1.5)
It turns out that (1.5) holds for s > − 3 4 (cf. [8] ). Because of the anisotropic structure of Eq. (1.1), it is natural to study the well-posedness of (1.1) in the anisotropic Sobolev spaces
with s 1 ∈ R and s 2 ∈ R. Here S (R 2 ) is the space of tempered distributions in R 2 , u 0 ( , ) is the Fourier transform of u 0 with the frequencies and corresponding to x and y, respectively, and, for ∈ R, we set :
In the context of (1.4), it is known (cf. [6, 10] 
. (1.6)
As it was observed in [12, 6, 10] , it appears that the KP-II equation enjoys a remarkable smoothing effect. Let us state a variant of this smoothing effect that was not written explicitly in [12, 6, 10] . 
. (1.7)
We will give the proof of Theorem 1 in the next section. Interestingly, the result corresponding to Theorem 1 fails in the context of the KdV equation.
Theorem 2.
Let T > 0 and r > 0. Then there is no constant C > 0 such that for every u 0 ∈ H −r (R),
(1.8)
Estimates (1.6) and (1.7), together with the Fourier transform restriction method of Bourgain give well-posedness results for the KP-II equation in low regularity Sobolev spaces. It was proved in [6, 10] It may happen that a large time control on Sobolev norms is provided by conserved quantities related to the equation in hand. It turns out to be the case for the KP-I equation
(cf. [13, 9] ). For example, the energy associated to (1.9)
provides a control on the H 1,0 norm. The KP-II equation also has conserved quantities but the only one useful to give bounds on the Sobolev norms seems to be the L 2 conservation law. For example, the energy of the KP-II equation
does not give a control on the H 1,0 norm of the solution.
It turns out that estimate (1.7) can be used to obtain that if the H s,0 norms of the global solutions of the KP-II equation established in [7] grow, then it is at most polynomially. Let us refer to [2, 11] for earlier closely related papers. Here is the precise statement of our main result. 
Let us notice that Theorem 3 is an improvement on the exponential bounds which can be obtained as a basic byproduct of the well-posedness analysis (and the Gronwall lemma).
Let us remark that Theorem 3 implies that if in addition u 0 is such that E(u 0 ) is finite, then each term in the energy functional (1.10) grows at most polynomially with the time.
The rest of this paper is organized as follows. In Section 2, we prove Theorem 1. Next, in Section 3, we prove Theorem 2. The last section is devoted to the growth of the Sobolev norms of the solutions of the KP-II equation (Theorem 3).
Notation: Throughout this article the notation x ∼ y for variable quantities x and y will mean the existence of positive constants C 1 and C 2 such that C 1 |x| |y| C 2 |x|. When we affirm that a statement is valid for = a + , where a ∈ R, we mean that there is > 0 such that the statement is true for ∈ (a, a + ). The notation = a − must be interpreted in a similar manner.
A smoothing effect for the KP-II equation
In this section, we prove Theorem 1. Let us introduce the Bourgain spaces
where u is the Fourier transform in the space-time variables, with and as above and is the frequency corresponding to the time variable t,
is the symbol of the linear part of the equation, and, Fix T > 0. Let ∈ C ∞ 0 (R) which is equal to one on [0, T ] and let ∈ C ∞ 0 (R) be equal to one on the support of .
Set u(t) := W (t)u 0 and v(t) := (t)u(t). Then for b > 1 2 , the left-hand side of (1.7) is bounded by
Expression (2.1) can be bounded by (cf. e.g. [6, 7] )
In [6, 12] , it is proved that for
one has the bilinear estimate,
Using (2.3), we obtain that (2.2) is bounded by
This completes the proof of Theorem 1.
A negative result for the KdV equation
In this section, we prove Theorem 2. We can clearly assume that 0 < r < with 0 < T < 1, to be chosen later. Next, we define u N via its Fourier transform by
Observe that for 0 < r < 3 2 ,
where
We next observe that
and we can therefore write
From the definition of u N it is clear that supp v N (t) is contained in the disjoint union of the next three sets
In this manner:
From the symmetry of the integrand in the integral with respect to 1 it follows that
Let us choose 0 > 0 such that if |z| < 0 then Re
For ∈ I , 1 ∈ I 1 , − 1 ∈ I 2 , we have that
Therefore, fixing T := 0 2CT , it follows that for t ∈ [
Taking into account that u N ( 1 ) u N ( − 1 ) = 1 for ∈Ĩ := [N, N + N 2r ], 1 ∈Ĩ 1 , and − 1 ∈Ĩ 2 , we have that
Let us set
Then for ∈ J ,
Hence for t ∈ [
In this way, for t ∈ [
Consequently, if (1.8) holds then we would have that for all N,
which is a contradiction for r > 0 and N 1. This completes the proof of Theorem 2. We complete this section by noticing that a slight modification of the above argument shows that u N can be chosen real valued.
Growth of the Sobolev norms for the global solutions of the KP-II equation
In this section, we prove Theorem 3. We start by defining the restrictions on time intervals of the spaces X s 1 Recall that our concept of solution for problem (1.1) comes from the Duhamel's formula 
where G T is an operator associated to the integral part of Duhamel's formula given by
Here
] and ≡ − m( ).
We observe that for 0 t min{T , 1}, G T (f )(t) coincides with the integral part of Duhamel's formula.
By a procedure similar to that used in [5] it can be seen that Therefore,
that is
This completes the proof of Lemma 1. Proof. By a density argument and the theorem of continuous dependence on the initial data it suffices to establish (4.1) for solutions u corresponding to initial data u 0 in
with * −1
Here F −1 denotes the inverse Fourier transform.
These solutions satisfy both Duhamel's formula and the differential equation in (1.1), and besides, they have enough smoothness to perform a priori estimates in this equation
From an a priori estimate in the equation and considering the extension w of u obtained in Lemma 1, we have that
From Lemma 3 in [7] the term on the right-hand side of the last inequality does not exceed To estimate II we take into account that
where := ( , , ), 1 := ( 1 , 1 , 1 ), 2 := − 1 , and 2 := − 1 .
From estimate (2.3), it follows that we may bound this last expression by 
, and therefore Collecting the above estimates, and, bearing in mind Lemma 1, we obtain that Therefore, from Proposition 1, it follows that
Since N t T + 1, from the former inequality we conclude that
(ii) When − From these definitions it is easily verified that for ∈ (0, 1) This completes the proof of Theorem 3.
