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Résumé
Nous développons la théorie constructive des anneaux de Prüfer et de Dedekind. Les résultats
de base de cette théorie sont reformulés de manière algorithmique. Les preuves que nous obtenons
sont souvent plus simples et plus générales que celles que l’on trouve dans la littérature classique.
Pour réaliser ces objectifs, de nombreuses définitions classiques doivent être reformulées de façon
constructive. Nous ne faisons en général pas d’hypothèse d’intégrité, d’où l’importance accordée aux
anneaux arithmétiques, aux anneaux de Prüfer (anneaux arithmétiques réduits) et anneaux de Prüfer
cohérents (souvent appelés anneaux semi-héréditaires). Nous nous situons dans un cadre, naturel
pour les applications concrètes, où l’on ne prétend pas disposer d’un algorithme de factorisation
complète pour les idéaux inversibles d’un anneau de Dedekind. La factorisation complète d’un idéal
inversible (qui n’existe pas toujours d’un point de vue constructif) est remplacée par l’existence de
bases de factorisation partielle pour les familles finies d’idéaux inversibles. De nombreux résultats
sont en outre démontrés dans le cadre moins restrictif des anneaux de Prüfer cohérents ou dans celui
des anneaux de Prüfer cohérents de dimension inférieure ou égale à 1.
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We give a basic constructive theory for Prüfer rings and Dedekind rings. All results are given in a
direct algorithmic way. Our proofs are often more simple and more general than the ones we found
in classical literature. Many definitions have to be reformulated in an equivalent but constructive
way. We do not assume in general to deal with domains, whence the importance given to arithmetical
rings, Prüfer rings (arithmetical reduced rings) and Prüfer coherent rings (semi-hereditary rings). Our
general setting for Dedekind rings does not include complete factorisation of invertible ideals. We
prefer to use partial factorisation bases for finite families of invertible ideals, since they always do
exist constructively. Moreover, many important results are obtained in the weaker setting of Prüfer
coherent rings or of dimension one Prüfer coherent rings.
 2004 Elsevier Inc. All rights reserved.
Introduction
Motivations générales
Les définitions usuelles d’anneau de Dedekind se prêtent mal à un traitement algorith-
mique.
Premièrement, la notion de noethériannité est délicate (du point de vue algorithmique).
Deuxièmement les questions de factorisation réclament en général des hypothèses extrê-
mement fortes. Par exemple, même si K est un corps tout à fait explicite, il n’y a pas de
méthode générale (valable sur tous les corps) pour factoriser les polynômes de K[X].
Ainsi un aspect essentiel de la théorie des anneaux de Dedekind, à savoir que la clôture
intégrale d’un anneau de Dedekind dans une extension finie de son corps de fractions reste
un anneau de Dedekind, ne fonctionne plus en toute généralité (d’un point de vue algorith-
mique) si on exige la factorisation complète des idéaux (voir par exemple le traitement de
cette question dans le livre d’algèbre constructive de Mines, Richman et Ruitenburg [23]).
Par ailleurs, même si une factorisation complète est en théorie faisable (dans les anneaux
d’entiers des corps de nombres par exemple), on se heurte très rapidement à des problèmes
d’une complexité rédhibitoire comme celui de factoriser le discriminant (tâche en pratique
impossible si celui-ci a plusieurs centaines de chiffres). Aussi Lenstra et Buchmann [3]
ont-ils proposé de travailler dans les anneaux d’entiers sans disposer d’une Z-base. Un fait
algorithmique important est qu’il est toujours facile d’obtenir une factorisation partielle
pour une famille d’entiers naturels, c’est-à-dire une décomposition de chacun de ces entiers
en produits de facteurs pris dans une famille d’entiers deux à deux étrangers (cf. [1] voir
aussi [2]).
Le but de ce travail est de montrer la validité générale d’un tel point de vue et de donner
des outils performants dans ce cadre. Nous montrons en particulier que la possibilité de
calculer des factorisations partielles se conserve par extensions algébriques, à condition
bien sûr de passer aux idéaux.
Un rôle crucial et simplificateur est joué par les anneaux arithmétiques (conformément
à une intuition de Gian Carlo Rota [26]), qui sont les anneaux dans lesquels le treillis des
idéaux est distributif, et par les matrices de localisation principale, qui sont les matrices
qui explicitent la machinerie calculatoire des idéaux de type fini localement principaux.
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riennes nous a également guidé dans la voie d’une solution algorithmique de certains des
problèmes les plus importants dans un cadre plus simple et moins rigide que celui des
anneaux de Dedekind. C’est le cadre des anneaux qui ont les deux propriétés suivantes :
– les idéaux de type fini sont projectifs (ceci caractérise ce que nous appelons un anneau
de Prüfer cohérent et qui est souvent désigné par le vocable peu suggestif de « anneau
semi-héréditaire ») ;
– la dimension de Krull est inférieure ou égale à 1 (concept que nous manipulons dans
une version totalement algorithmique).
Dans le cas local ce sont les anneaux de valuation dont le groupe de valuation est de
rang 1 (c’est-à-dire isomorphe à un sous-groupe de R). Depuis [7,20] on dispose d’une
caractérisation constructive de la dimension de Krull. Cela permet d’obtenir des versions
algorithmiques pour les théorèmes qui traitent des anneaux de dimension inférieure ou
égale à 1, comme par exemple le célèbre théorème « un et demi ». Nous obtenons aussi
le théorème de structure pour les modules projectifs de type fini sur un anneau de Prüfer
cohérent de dimension inférieure ou égale à 1 (Théorème 4.4). Les théorèmes que nous
démontrons pour les anneaux de dimension inférieure ou égale à 1 étaient auparavant in-
connus dans leur version constructive.
De même, nous avons été amenés à étudier les anneaux de Prüfer cohérents « à facto-
risation partielle » (dans le cas local, ce sont les anneaux de valuation dont le groupe de
valuation est isomorphe à un sous-groupe de Q). Nous pensons que ces anneaux constituent
le cadre de travail naturel suggéré par [3].
Enfin pour ce qui concerne les anneaux de Dedekind, nous nous sommes libérés de
l’hypothèse usuelle d’intégrité (car elle se conserve difficilement d’un point de vue algo-
rithmique par extension algébrique) et nous avons abandonné la factorisation totale des
idéaux de type fini (pour la même raison) au profit du seul caractère noethérien. Cette
condition implique la factorisation partielle des idéaux de type fini, qui elle-même im-
plique la dimension 1 sous forme constructive.
L’article que vous lisez fait suite à [19] et [27] et présente des simplifications et amélio-
rations substantielles par rapport à ces deux travaux.
Dans un article à venir certains des auteurs développeront l’aspect proprement « Calcul
Formel » de ce travail. Il est en effet désormais possible de répondre à nombre de questions
que l’on se pose usuellement au sujet des anneaux d’entiers de corps de nombres de ma-
nière « paresseuse » c’est-à-dire sans chercher à factoriser le discriminant ni à calculer une
base d’entiers.
Mathématiques classiques et mathématiques constructives
Dans la mesure où nous voulons un traitement réellement algorithmique de la théorie
des anneaux de Dedekind nous ne pouvons pas utiliser toutes les facilités que donnent
l’usage systématique du lemme de Zorn et du principe du tiers exclu en mathématiques
classiques.
Sans doute le lecteur ou la lectrice comprend bien qu’il est difficile d’implémenter le
lemme de Zorn en calcul formel.
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de notre part qu’une constatation pratique. Si dans une preuve classique vous trouvez un
raisonnement qui conduit à un calcul du type : « si x est inversible, faire ceci, sinon faire
cela », il est bien clair que cela ne se traduit directement sous forme d’un algorithme que
dans le cas où on dispose d’un test d’inversibilité dans l’anneau en question.
C’est pour insister sur cette difficulté, que nous devons contourner en permanence, que
nous sommes amenés à parler souvent des deux points de vue, classique et constructif, sur
un même sujet.
Pour ce qui concerne les définitions nous donnons en premier une variante constructive,
quitte à montrer en mathématiques classiques l’équivalence avec la définition usuelle.
1. Préliminaires
1.1. Quelques définitions constructives
Dans le but de développer une version algorithmique de théorèmes classiques, nous
aurons souvent besoin de définitions qui sont d’une part équivalentes aux définitions clas-
siques du point de vue des mathématiques classiques et d’autre part directement utilisables
dans les algorithmes.
Par exemple la définition classique d’un anneau local est un anneau qui possède un seul
idéal maximal. De même le radical de Jacobson est défini comme intersection des idéaux
maximaux. Ces définitions sont inopérantes d’un point de vue algorithmique.
Voici des définitions équivalentes (en mathématiques classiques) et directement utili-
sables dans les algorithmes.
On notera UA le groupe des unités de l’anneau commutatif A. Le radical de Jacobson
de A, est l’idéal Rad(A) défini par :
Rad(A) = {x ∈ A | 1 + xA ⊆ UA}.
L’axiome constructif des anneaux locaux est
∀x ∈ A x ∈ UA ou (1 + x) ∈ UA
dans lequel le « ou » doit avoir sa signification constructive (il doit être explicite). Tout
quotient et tout localisé d’un anneau local est un anneau local.
L’anneau A/Rad(A) est le corps résiduel de l’anneau local. C’est un anneau local dont
le radical de Jacobson est réduit à zéro. Voici une définition qui ne prend son sens qu’en
mathématiques constructives : un anneau local A est dit résiduellement discret lorsque l’on
a de manière explicite ∀x ∈ A x ∈ Rad(A) ∨ x ∈ UA (en mathématiques classiques, tout
anneau local est résiduellement discret).
Un élément x d’un anneau A est dit régulier ou non diviseur de zéro s’il vérifie : ∀y ∈ A
(xy = 0 ⇒ y = 0). Voici maintenant une nouvelle nuance inconnue en mathématiques
classiques. Un anneau est dit sans diviseur de zéro s’il vérifie : ∀x, y ∈ A (xy = 0 ⇒
x = 0 ∨ y = 0). Un anneau sans diviseur de zéro est dit intègre si on dispose d’un test
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La notion d’anneau intègre est souvent problématique du point de vue algorithmique parce
qu’elle se comporte mal par localisation (contrairement à la notion d’anneau sans diviseur
de zéro).
1.2. Localisations en des monoïdes comaximaux
Définition 1.1.
(1) On appelle monoïde d’un anneau A une partie de A contenant 1 et stable pour la
multiplication (un monoïde peut éventuellement contenir 0).
(2) Des monoïdes S1, . . . , Sn sont dits comaximaux, si et seulement si :
∀s1 ∈ S1, . . . ,∀sn ∈ Sn, ∃a1, . . . , an ∈ A,
n∑
i=1
aisi = 1.
(3) Des éléments s1, . . . , sn sont dits comaximaux si et seulement si 〈s1, . . . , sn〉 = A, ce
qui revient à dire que les monoïdes qu’ils engendrent sont comaximaux.
Théorème 1.2 (Principe local–global pour la résolution des systèmes linéaires). Soit
S1, . . . , Sn des monoïdes comaximaux de A, soit B une matrice ∈ Am×p et C un vecteur
colonne ∈ Am×1. Alors les trois points suivants sont équivalents :
(1) Le système linéaire BX = C admet une solution dans Ap ;
(2) ∀i ∈ {1, . . . , n} le système linéaire BX = C admet une solution dans ApSi ;
(3) Pour tout idéal maximal m ⊂ A, l’équation BX = C admet une solution dans Apm.
Preuve. Il est clair que (1) implique (2) et (3).
Montrons que (2) implique (1). Pour chaque i on a Yi ∈ ApSi et si ∈ Si tels que
BYi/si = C dans AmSi , c’est-à-dire on a ti ∈ Si tel que tiBYi = si tiC dans Am. Si∑
i aisi ti = 1 on a donc la solution X =
∑
i ai tiYi .
Montrons que (3) implique (1) (en mathématiques classiques). Pour chaque idéal maxi-
mal m on a, en notant Sm le complémentaire de m dans A, Ym ∈ Apm, sm, tm ∈ Sm tels
que tm BYm = smtm C dans A. L’idéal engendré par les smtm ne coupe aucun idéal maxi-
mal et donc il contient (1). Cela donne (de manière pas du tout explicite) une somme finie∑
i ami smi tmi = 1 et on termine comme précédemment. 
La preuve du lemme suivant est facile.
Lemme 1.3. Soient a1, . . . , ak, u1, . . . , u ∈ A. On note S(a1, . . . , ak;u1, . . . , u) le mo-
noïde formé des éléments de la forme un11 · · ·un +
∑
i xiai . Alors les monoïdes S1 =
S(0;a1), S2 = S(a1;a2), S3 = S(a1, a2;a3), . . . , Sk = S(a1, . . . , ak−1;ak) et Sk+1 =
S(a1, . . . , ak;1) sont comaximaux.
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est l’intersection de tous les A \ p pour les idéaux premiers p qui contiennent a1, . . . , ak
mais ne contiennent pas u.
Notez que a1, . . . , ak ∈ Rad(S−1A) si S = S(a1, . . . , ak;u1, . . . , u). Le lemme précé-
dent est utile lorsqu’on veut décrypter une preuve en mathématiques classiques qui utilise
un principe local global lorsque la preuve classique se fait selon les lignes suivantes : on a
a1, . . . , ak ∈ A et on localise en un idéal maximal m, si a1 /∈ m un certain calcul marche, si
a1 ∈ m et a2 /∈ m un autre calcul fonctionne, si a1, a2 ∈ m et a3 /∈ m un autre calcul fonc-
tionne encore, etc. En général, le premier calcul fonctionne alors dans S−11 A, le second
dans S−12 A, le troisième dans S
−1
3 A, etc. D’autres systèmes de monoïdes comaximaux
peuvent s’avérer utiles pour décrypter des preuves classiques qui utilisent des arbres de
calcul plus compliqués. Pour plus de détails sur ce sujet on consultera [19,21].
Les applications du principe local–global de base sont nombreuses. Par exemple :
Corollaire 1.4. Soient i et j deux idéaux d’un anneau commutatif A et S1, . . . , Sn des
monoïdes comaximaux.
(1) On a i ⊆ j dans A si et seulement si iSi ⊆ jSi dans chaque ASi .
(2) Si j est de type fini, alors il y a équivalence entre les trois propriétés suivantes :
– il existe un idéal de type fini l de A tel que li = j ;
– (j : i)i = j ;
– pour chaque i il existe un idéal de type fini li de ASi tel que li iSi = jSi dans ASi .
Corollaire 1.5. Soit A un anneau commutatif. Les propriétés suivantes sont équivalentes :
(1) ∀x, y ∈ A (xy = 0 ⇒ Annx + Anny = A).
(2) ∀x, y ∈ A, Annxy = Annx + Anny .
(3) Si xy = 0 il existe des monoïdes comaximaux Si tels que dans chacun des localisés
ASi , x ou y devient nul.
(4) Les localisés Am de A en tous les idéaux maximaux m sont intègres.
Preuve. On peut réécrire comme suit la propriété numéro (1) :
∀x, y ∈ A (xy = 0 ⇒ ∃u,v ∈ A, ux = vy = u+ v − 1 = 0). (1)
Il est clair que (2) ⇒ (1) ⇒ (3).
Si on a (1) et si zxy = 0 on a u,v tels que uzx = vy = u+ v − 1 = 0 donc z = zu+ zv
avec zu ∈ Annx et zv ∈ Anny . Donc (1) ⇒ (2).
On obtient (3) implique (1) par le principe local–global appliqué au système linéaire
ux = vy = u+ v − 1 = 0 avec u et v pour inconnues.
Il est clair que la propriété (1) est stable par localisation. Pour montrer que (4) implique
(1) par le principe local–global (en mathématiques classiques), il suffit donc de vérifier
qu’un anneau local qui vérifie (1) est intègre. Plus précisément on a constructivement :
si xy = 0 alors x ou y est nul. En effet ux = vy = 0 avec u ou v inversible puisque
u+ v = 1. 
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Définition 1.6. Un anneau A est dit localement sans diviseur de zéro s’il vérifie l’implica-
tion (1) du Corollaire 1.5 de manière explicite.
De manière équivalente : tout idéal principal est plat. Un anneau sans diviseur de zéro
est localement sans diviseur de zéro. Un localisé d’un anneau localement sans diviseur de
zéro est encore localement sans diviseur de zéro. Un anneau localement sans diviseur de
zéro est réduit.
Propriété 1.7. Dans un anneau localement sans diviseur de zéro, l’annulateur d’un élément
est un idéal idempotent.
Preuve. Soit y ∈ Ann(x). Alors il existe u tel que (1 − u)y = ux = 0. On voit clairement
que u ∈ Ann(x) et y = uy ∈ Ann(x)2, d’où Ann(x)= Ann(x)2. 
Lemme 1.8. Soit A un anneau localement sans diviseur de zéro, V ∈ An et x ∈ A tel que
xV = 0. Alors il existe s ∈ A tel que sV = 0 et (1 − s)x = 0.
Preuve. Pour chaque composante vi de V on écrit uix = sivi = 0 avec ui + si = 1. On
pose s =∏i si de sorte que sV = 0. En développant le produit∏i (ui + si ) = u+ s = 1 on
voit que, dans la somme égale à u, chacun des 2n −1 termes annule x , et donc ux = 0. 
1.3. Dimension de Krull
La preuve du Théorème 1.13 ci-dessous est une simplification de celles données dans
[20] et [6]. Ce théorème ainsi que les Lemmes 1.9, 1.10, 1.12 sont des théorèmes de ma-
thématiques classiques. Le Lemme 1.9 est parfois appelé « théorème de Krull ».
Lemme 1.9. Dans un anneau commutatif A, on considère un idéal i et un monoïde multi-
plicatif S. Si i ∩ S = ∅, alors il existe un idéal premier p tel que i ⊂ p ⊂ A \ S.
Preuve. Considérer un idéal maximal de l’anneau non trivial S−1A/S−1i. 
Lemme 1.10. Dans un anneau commutatif A, on considère un monoïde multiplicatif S′,
un idéal i et un élément x ∈ A. On construit le monoïde S = xN(S′ + Ax). Si i ∩ S = ∅,
alors il existe un idéal premier p ⊃ i tel que x /∈ p et S′ ∩ (p+ Ax) = ∅.
Preuve. Il suffit en effet que i ⊂ p ⊂ A \ S. 
Définition 1.11 (cf. [20]). Soit une suite x = x1, . . . , x (de longueur ) dans un anneau A.
On considère le monoïde multiplicatif S0 défini par
S = {1} et Si = xN (Si+1 + Axi+1) pour 0 i < .i+1
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a1, . . . , a ∈ A, m1, . . . ,m ∈ N, tels que :
x
m1
1
(
x
m2
2
(· · · (xm (1 + ax) + · · ·)+ a2x2)+ a1x1)= 0. (2)
Elle est dite pseudo-régulière lorsqu’il est absurde qu’elle soit pseudo-singulière.
Noter qu’une égalité (2) du style ci-dessus avec certaines valeurs pour les exposants mi
en fournit d’autres pour n’importe quelles valeurs supérieures des exposants.
Lemme 1.12. On considère une suite x1, . . . , x d’un anneau commutatif A. Les propriétés
suivantes sont équivalentes :
(1) La suite est pseudo-régulière, i.e., 0 /∈ S0.
(2) Il existe des idéaux premiers p0 ⊂ p1 ⊂ · · · ⊂ p tels que xi ∈ pi \ pi−1 pour 1 i  .
Preuve. Supposons qu’il existe des idéaux premiers p0 ⊂ p1 ⊂ · · · ⊂ p tels que xi ∈ pi \
pi−1 pour 1 i  . Alors on voit de proche en proche pour k = , . . . ,0 que pk ∩Sk = ∅.
En particulier S0 ne contient pas 0.
Supposons la suite pseudo-régulière. Posons x0 = 0, i0 = (0) et appliquons le
Lemme 1.10 avec i = i0, S′ = S1 et x = x1. Alors S = S0 et on a bien i ∩ S = ∅ : il
existe un idéal premier p0 contenant i0 mais pas x1 et tel que S1 ∩ (p0 + Ax1) = ∅.
Si on a construit p0 ⊂ p1 ⊂ · · · ⊂ pk (k <  − 1) tels que xi ∈ pi , xi+1 /∈ pi et Si+1 ∩
(pi + Axi+1) = ∅ pour 1 i  k, on applique le Lemme 1.10 avec i = ik+1 = pk + Axk+1,
S′ = Sk+2 et x = xk+2. Alors S = Sk+1 et on a bien i ∩ S = ∅ : il existe un idéal premier
pk+1 contenant ik+1 (donc pk et xk+1) mais pas xk+2 et tel que Sk+2 ∩ (pk+1 +Axk+2) = ∅.
À la dernière étape on a p−1 avec x /∈ p−1 et 1 /∈ p−1 + Ax. Il existe donc un idéal
premier p contenant p−1 + Ax. 
Une conséquence immédiate est la caractérisation constructive suivante de la dimension
de Krull.
Théorème 1.13. Soit A un anneau commutatif. Les propositions suivantes sont équiva-
lentes :
(1) La dimension de Krull (longueur maximale des chaînes strictement croissantes
d’idéaux premiers) est inférieure ou égale à d ;
(2) Toute suite d’éléments de A de longueur d + 1 est pseudo-singulière.
Le fait suivant, qui résulte du principe local–global de base, affirme que l’on a bien mis
à jour une propriété de nature locale.
Fait 1.14. Soient S1, . . . , Sn des monoïdes comaximaux de A et x = x1, . . . , xk une suite
finie d’éléments de A. Alors x est pseudo-singulière dans A si et seulement si elle est
pseudo-singulière dans chacun des ASi .
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Définition 1.15. Un anneau A est de dimension (de Krull) inférieure ou égale à d ∈ N
si et seulement si toute suite d’éléments de A de longueur d + 1 est pseudo-singulière.
Autrement dit pour tous x0, . . . , xd ∈ A il existe n ∈ N tel que :
(x0 · · ·xd)n ∈ xn+10 (x1 · · ·xd)nA + xn+11 (x2 · · ·xd)nA + · · · + xn+1d A. (3)
L’anneau est dit de dimension −1 s’il est trivial, c’est-à-dire si 1 = 0.
Fait 1.16.
(1) Si N est le nilradical de A. Alors A est de dimension de Krull inférieure ou égale à d
si et seulement si A/N est de dimension de Krull inférieure ou égale à d .
(2) Soient S1, . . . , Sn des monoïdes comaximaux de A. Alors A est de dimension de Krull
inférieure ou égale à d si et seulement si chacun des ASi est de dimension de Krull
inférieure ou égale à d .
Le lemme suivant est immédiat. Il était également immédiat avec la définition usuelle
de la dimension de Krull en mathématiques classiques, mais maintenant il a un contenu
algorithmique précis. Remarquer aussi que la convention pour la dimension −1 est bien
pertinente.
Lemme 1.17. Soit d ∈ N et x régulier dans A. Si A est de dimension inférieure ou égale
à d alors A/〈x〉 est de dimension inférieure ou égale à d − 1.
Plus généralement, la Définition 1.15 a la conséquence suivante.
Lemme 1.18. Soit d  0. Pour x ∈ A, notons SAx = Sx = xN(1 + xA) et A{x} = S−1x A.
Alors A est de dimension inférieure ou égale à d si et seulement si pour tout x ∈ A A{x}
est de dimension inférieure ou égale à d − 1.
Notez que la propriété précédente pourrait servir de définition récursive pour la dimen-
sion de Krull, avec l’« initialisation » : dim(A) = −1 ⇔ 1 =A 0.
En fait on peut encore raffiner le critère ci-dessus en tenant compte du principe local–
global donné dans le Fait 1.14.
Lemme 1.19. Soit d  0. Pour montrer que A est de dimension inférieure ou égale à d il
suffit de trouver pour tout x ∈ A des monoïdes comaximaux Sx,1, Sx,2, . . . , Sx,nx tels que,
en posant Ax,i = S−1x,i A on ait chacun des Ax,i {x} de dimension inférieure ou égale à d −1.
1.3.1. Anneaux zéro-dimensionnels
On dira anneau zéro-dimensionnel pour anneau de dimension inférieure ou égale à 0.
Il s’agit d’un léger abus de langage car affirmer que la dimension est inférieure ou égale
à 0 laisse ouverte la possibilité de dimension égale à −1, ce qui signifie que l’anneau est
trivial.
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(1) A est zéro-dimensionnel.
(2) ∀x ∈ A ∃a ∈ A ∃d ∈ N tels que xd = axd+1.
(3) ∀x ∈ A ∃s ∈ A ∃d ∈ N tels que xdA = sA et s idempotent.
(4) Pour tout idéal de type fini i de A, il existe d ∈ N∗ tel que id = sA où s est un idempo-
tent, et en particulier Ann(id) = (1 − s)A et ie = id pour e d .
Preuve. (2) est une simple réécriture de (1).
Montrons que (2) implique (3) Pour tout élément x ∈ A, il existe a ∈ A et d ∈ N tels
que xd = axd+1. En multipliant d fois par ax , on obtient xd = axd+1 = a2xd+2 = · · · =
adx2d . On voit alors que adxd = s est un idempotent et xd = sxd , donc xdA = sA et
Ann(xd) = 〈1 − s〉.
Montrons que (3) implique (2). Si s = axd et xds = xd , alors xd = ax2d = (axd−1)xd+1.
Montrons que (3) implique (4). Si i = x1A + · · · + xnA, alors il existe des idempotents
s1, . . . , sn ∈ A et des entiers d1, . . . , dn  1 tels que xdii A = siA. Soit d  d1 + · · · + dn −
(n − 1) et s = 1 − (1 − s1) · · · (1 − sn) de sorte que sA = s1A + · · · + snA. Il est clair que
l’idempotent s appartient à i, donc à toutes les puissances de i. D’autre part,
id ⊂ xd11 A + · · · + xdnn A = s1A + · · · + snA = sA.
Conclusion : id = sA.
Enfin, (4) implique clairement (3). 
Noter que dans un anneau zéro-dimensionnel, tout élément régulier est inversible.
Lemme 1.21 (Anneaux zéro-dimensionnels réduits, ou absolument plats). Les propriétés
suivantes sont équivalentes :
(1) A est zéro-dimensionnel réduit ;
(2) ∀x ∈ A ∃a ∈ A tel que x(1 − ax)= 0 ;
(3) ∀x ∈ A ∃s ∈ A tel que s2 = s et 〈x〉 = 〈s〉, en particulier Ann(x) = 〈1 − s〉 ;
(4) tout idéal de type fini i est engendré par un idempotent s, en particulier Ann(i) =
〈1 − s〉 ;
(5) pour tout idéal i (de type fini ou non), on a i2 = i.
2. Idéaux localement principaux, projectifs, inversibles
2.1. Idéaux localement principaux
La définition suivante sera justifiée du point de vue des mathématiques classiques par le
Corollaire 2.5.
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des monoïdes comaximaux S1, . . . , Sn de A tels que chaque iSj est principal dans ASj .
Dans la suite l’expression « idéal localement principal » signifiera toujours idéal de type
fini localement principal.
En particulier, un idéal localement principal i reste localement principal si on remplace
A par un localisé ou un quotient de A.
2.1.1. Matrices de localisation principale
Définition 2.2. Soit x1, . . . , xn des éléments de A. On appelle matrice de localisation
principale (dans A) pour (x1, . . . , xn) une matrice A = (aij )1i,jn d’éléments de A qui
vérifie : {
(α)
∑
aii = 1,
(β) ajxi = aixj , ∀i, j,  ∈ {1, . . . , n}. (4)
Remarques.
(1) L’idéal i = 〈x1, . . . , xn〉 devient principal, égal à 〈xi〉, après localisation en aii .
(2) La condition (β) signifie que les lignes de la matrice A sont « proportionnelles » à
(x1, . . . , xn).
(3) Si l’anneau est local, l’un des aii est inversible et l’idéal i est engendré par l’un des xi .
Lemme 2.3. Soit un idéal de type fini i = 〈x1, . . . , xn〉. Si i est principal, alors (x1, . . . , xn)
admet une matrice de localisation principale.
Preuve. Si i = 〈g〉, on a g =∑ni=1 uixi et xi = gyi . Posons bij = uiyj , alors pour tous
i, j,  ∈ {1, . . . , n} on a bjxi = ugyiyj = bixj . En outre
g =
n∑
i=1
uixi =
n∑
i=1
uiyig =
(
n∑
i=1
bii
)
g.
Donc (
1 −
n∑
i=1
bii
)
g = 0, et 1 −
n∑
i=1
bii ∈ Ann(xk) pour tout k.
Prenons aij = uiyj pour (i, j) = (n,n) et ann = unyn + (1 −∑nk=1 ukyk) , alors (aij )
est bien une matrice de localisation principale pour (x1, . . . , xn). 
Proposition 2.4. Soit i = 〈x1, . . . , xn〉 un idéal de type fini. L’idéal i est localement princi-
pal si et seulement si (x1, . . . , xn) admet une matrice de localisation principale. Si l’anneau
est local, i est localement principal si et seulement s’il est engendré par l’un des xi .
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tème linéaire (4) qui définit la matrice de localisation principale a une solution localement,
donc aussi globalement (principe local–global de base).
Voyons enfin le cas local. Dans les équations (4) l’un des aii est inversible donc
i = 〈xi〉. 
Ceci donne en mathématiques classiques.
Corollaire 2.5. Un idéal de type fini i est localement principal si et seulement s’il devient
principal dans tout localisé Am par un idéal maximal m.
Preuve. A l’instar de la démonstration précédente, si le système d’équations (4) admet
une solution en les (aij ) dans tous les localisés Am, alors il en admet une globalement
dans A. 
Proposition 2.6. Soit i = 〈x1, . . . , xn〉 un idéal localement principal de A et A = (aij )
une matrice de localisation principale pour (x1, . . . , xn). Alors nous avons les résultats
suivants :
(1) (x1, . . . , xn)A = (x1, . . . , xn).
(2) xi annule tout mineur d’ordre 2 de A, et xi(A2 − A) = 0 pour tout i , donc
〈x1, . . . , xn〉(A2 −A) = 0.
(3) Si Ai = A[1/aii] est le localisé obtenu en rendant aii inversible, on a iAi = 〈xi〉Ai .
(4) 〈x1, . . . , xn〉〈a1j , . . . , anj 〉 = 〈xj 〉.
(5) Plus généralement, si a =∑αixi et t (y1, . . . , yn) = At(α1, . . . , αn) alors
〈x1, . . . , xn〉〈y1, . . . , yn〉 = 〈a〉.
En outre si Ann(i) = 0 la matrice tA est une matrice de localisation principale pour
(y1, . . . , yn).
(6) En particulier si ∑αixi = 0 et t (y1, . . . , yn) = At(α1, . . . , αn), alors
〈x1, . . . , xn〉〈y1, . . . , yn〉 = 0.
(7) On considère x : (αi) → ∑i αixi la forme linéaire associée à (x1, . . . , xn), N =
Ann〈x1, . . . , xn〉 et N(n) le produit cartésien {(ν1, . . . , νn) | &i (νi ∈ N)} ⊂ An, alors
Ker x = Im(In −A)+N(n).
(8) Pour tout i = 1, . . . , n − 1 l’intersection 〈x1, . . . , xi〉 ∩ 〈xi+1, . . . , xn〉 est l’idéal de
type fini engendré par les n coordonnées de (x1, . . . , xi,0, . . .0)(In −A).
Preuve. Le (3) est clair, le (4) et le (6) sont des cas particuliers du (5).
(1) Le j -ème élément de (x1, . . . , xn)A s’écrit :
n∑
aij xi =
n∑
aiixj = xj .i=1 i=1
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xi(ajakh − ajhak) = ajixakh − ajixhak = ajiakxh − ajixhak = 0.
Posons A2 = (bij ), avec bij =∑nk=1 aikakj . Alors xh(bij −aij ) =∑nk=1 aikakj xh −aij xh.
Or xhaikakj = xhaij akk , donc
xh(bij − aij ) = xhaij
(
n∑
k=1
akk
)
− aij xh = 0.
(5) Notons que aiia = ∑j αj xjaii = ∑j αjxiaij = (∑j αjaij )xi = yixi donc a =∑
yixi , et a ∈ 〈x1, . . . , xn〉〈y1, . . . , yn〉. D’autre part,
xiyj = xi
∑
k
αkajk =
∑
k
αkajixk =
(∑
k
αkxk
)
aji = ajia
donc xiyj ∈ 〈a〉.
Montrons enfin que tA est une matrice de localisation principale pour (y1, . . . , yn) si
Ann(i) = 0. En effet d’une part la trace est égale à 1 et d’autre part, puisque xh annule tout
mineur d’ordre 2 de A on obtient
xhajiyk =
∑
k
xhajiakα =
∑
k
xhakiajα = xhaki
∑
k
ajα = xhakiyj .
(7) L’inclusion Ker x ⊆ Im(In − A) + N(n) résulte du (6) et l’inclusion réciproque
de (1).
(8) Résulte du (7) en remarquant que se donner un élément a de j = 〈x1, . . . , xi〉 ∩
〈xi+1, . . . , xn〉 revient à se donner un élément (α1, . . . , αn) de Kerx : a = α1x1 +
· · ·+ αixi = −αi+1xi+1 − · · ·− αnxn. Ainsi j est engendré par les coordonnées du vecteur
(z1, . . . , zn) = (x1, . . . , xi,0, . . . ,0)(In −A). 
2.1.2. Produit de deux idéaux localement principaux
Proposition 2.7. Soit i et j deux idéaux localement principaux engendrés respectivement
par n et m éléments. Alors ij est localement principal engendré par n + m − 1 éléments.
Plus précisément, si g et h sont les polynômes dont les coefficients sont des générateurs de
i et j, alors ij est engendré par les coefficients du polynôme f = gh.
Preuve. Si i = 〈x1, . . . , xn〉, j = 〈y1, . . . , ym〉, si (aij ) est une matrice de localisation
principale pour (x1, . . . , xn) et (bk) est une matrice de localisation principale pour
(y1, . . . , ym) alors la matrice des c(ij)(k) = aij bk est une matrice de localisation prin-
cipale pour les xjy. En effet :
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i,j
c(ii)(jj) =
∑
i,j
aiibjj =
(
n∑
i=1
aii
)(
m∑
j=1
bjj
)
= 1.
Donc ij est localement principal.
Soit (z1, . . . , zp) le vecteur des coefficients de f . On veut montrer que ij = 〈z1, . . . , zp〉.
Si les Si (respectivement les S′k) sont des monoïdes comaximaux tels que iSi = 〈xi〉Si
(respectivement jS ′k = 〈yk〉S ′k ), alors les SiS′k sont des monoïdes comaximaux et on a
(ij)SiS ′k = 〈xiyk〉SiS ′k . Dans un tel localisé on a g = xigi , h = ykhk , avec les polynômes
gi et hk qui ont un coefficient égal à 1. Un lemme classique2 dit alors que l’idéal des
coefficients de gihk est égal à 〈1〉. Donc l’idéal des coefficients de gh est égal à 〈xiyk〉,
c’est-à-dire à (ij)SiS ′k . L’égalité ij = 〈z1, . . . , zp〉 a donc été prouvée dans tous les localisés
et elle est vraie globalement. 
2.1.3. Puissances d’un idéal localement principal
Lemme 2.8. Si i = 〈x1, . . . , xk〉 est localement principal, alors in = 〈xn1 , . . . , xnk 〉.
Preuve. On raisonne comme pour la Proposition 2.7. L’égalité est vraie localement donc
aussi globalement.
En fait si une matrice de localisation principale pour (x1, . . . , xk) est (aij ) alors une
matrice de localisation principale pour (xn1 , . . . , x
n
k ) peut être obtenue comme suit. On
pose D  k(n− 1)+ 1. On peut trouver des ci tels que
1 = (a11 + · · · + akk)D = c1an11 + · · · + ckankk.
On pose bi = cani . Il vient b11 + · · · + bkk = 1 et bixnj = c(aixj )n = c(ajxi)n =
bjx
n
i donc (bij ) est une matrice de localisation principale pour (x
n
1 , . . . , x
n
k ).
En outre on peut donner une expression de xn11 · · ·xnkk en fonction des xni lorsque n =
n1 + · · · + nk :
x
n1
1 · · ·xnkk =
n∑
i=1
biix
n1
1 · · ·xnkk =
n∑
i=1
ci(aiix1)
n1 · · · (aiixk)nk
=
n∑
i=1
ci(ai1xi)
n1 · · · (aikxi)nk =
n∑
i=1
[
cia
n1
i1 · · ·ankik
]
xni . 
2.1.4. « Quotient » d’un idéal par un idéal localement principal qui le contient
Proposition 2.9. Soit i et j deux idéaux tels que i ⊂ j et j localement principal (respective-
ment i de type fini). Alors il existe un idéal l (respectivement de type fini) tel que i = jl.
2 Voir [24] : pour deux polynômes F,G à une indéterminée, à coefficients dans un anneau commutatif, et
d  deg(G), on a : c(F )d+1c(G) = c(F )dc(FG) où c(F ), c(G) et c(FG) désignent respectivement les idéaux
engendrés par les coefficients de F , G et FG.
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sition 2.6, item (5). Ensuite l est la somme des lyi pour une famille (yi) qui engendre i.
2.1.5. Intersection de deux idéaux de type fini dont la somme est un idéal localement
principal
Lemme 2.10. Soit i et j deux idéaux de type fini avec i + j localement principal. L’inter-
section i ∩ j est un idéal de type fini qui vérifie
(i ∩ j)(i + j) = ij.
Si de plus i et j sont localement principaux alors i ∩ j est localement principal.
Preuve. Soit i = 〈x1, . . . , xn〉 et j = 〈y1, . . . , ym〉. L’idéal i ∩ j est de type fini d’après la
Proposition 2.6, point (8). Considérons une localisation où i+ j est, par exemple, engendré
par x1. Alors jS ⊂ 〈x1〉 = iS , (i∩ j)S = jS et (i+ j)S = iS . Ainsi l’égalité (i∩ j)(i+ j)= ij est
une égalité qui est vérifiée localement en des monoïdes comaximaux, donc globalement.
Enfin, avec le même raisonnement, si de plus i et j sont localement principaux, on voit
que i ∩ j est localement principal.
Remarque. Si A est une matrice de localisation principale pour (x1, x2) on a 〈x1〉∩ 〈x2〉 =
〈y1, y2〉 avec t (y1, y2) = At(x2,0) = At(0, x1), et on vérifie que tA est une matrice de
localisation principale pour (y1, y2).
2.1.6. Transporteurs3 : quelques égalités
Propriété 2.11. Soit i, j deux idéaux de type fini dans un anneau commutatif. Si i + j est
localement principal alors (j : i)+ (i : j) = 〈1〉.
Démonstration. Voir la démonstration du Lemme 2.10 : si i + j est localement principal
alors (j : i)+ (i : j) = 〈1〉 car il s’agit là d’un système linéaire que l’on résout en appliquant
le principe local–global de base.
Proposition 2.12. Soit A un anneau commutatif et i, j, l trois idéaux (de type fini ou non).
On a i : (j + l) = (i : j) ∩ (i : l) et (j ∩ l) : i = (j : i) ∩ (l : i). Si (j : l) + (l : j) = 〈1〉 (en
particulier si j + l est localement principal) alors on a :
(0) ∀j, k ∈ N, jj .lk ⊂ jj+k + lj+k et ∀n ∈ N, (j + l)n = jn + ln,
(1) (j + l) : i = (j : i)+ (l : i),
(2) i : (j ∩ l) = (i : j)+ (i : l),
(3) (j + l)(j ∩ l) = jl,
(4) i(j ∩ l) = ij ∩ il,
(5) i + (j ∩ l) = (i + j)∩ (i + l),
(6) i ∩ (j + l) = (i ∩ j)+ (i ∩ l).
3 On note classiquement j : i l’idéal transporteur {x ∈ A | xi ⊂ j}.
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(0) −→ j ∩ l δ−→ j × l σ−→ j + l −→ (0)
où δ(x)= (x,−x) et σ(y, z) = y + z.
Preuve. Nous laissons à la lectrice le soin de prouver les deux premières égalités de la
proposition et les inclusions universelles suivantes où t = (j : l)+ (l : j).
(0) ((j : l)k + (l : j)j )jj .lk ⊂ jj+k + lj+k .
(1) t((j + l) : i) ⊂ (j : i)+ (l : i) ⊂ (j + l) : i.
(2) (i : (j ∩ l))t ⊂ (i : j) + (i : l) ⊂ i : (j ∩ l).
(3) tjl ⊂ (j + l)(j ∩ l) ⊂ jl.
(4) t(ij ∩ il) ⊂ i(j ∩ l) ⊂ ij ∩ il.
(5) t((i + j)∩ (i + l)) ⊂ i + (j ∩ l) ⊂ (i + j) ∩ (i + l).
(6) t(i ∩ (j + l)) ⊂ (i ∩ j) + (i ∩ l) ⊂ i ∩ (j + l).
Enfin, comme (j : l)+ (l : j) = 〈1〉, un scindage de σ est donné par :{
j + l −→ j × l,
x −→ (jx, kx)
avec j ∈ (j : l), k ∈ (l : j), j + k = 1. 
2.2. Idéaux projectifs de type fini
Rappelons sans démonstrations quelques points clés de la théorie constructive des mo-
dules projectifs de type fini (voir par exemple [22]).
– Un A-module M est projectif de type fini s’il est isomorphe à un facteur direct dans
un A-module libre An, autrement dit s’il est isomorphe à l’image d’une matrice de
projection P ∈ An×n. D’autres caractérisations sont les suivantes :
(1) M est un module de type fini et pour tout homomorphisme surjectif ϕ : M ′ → M ,
Kerϕ est facteur direct dans M ′.
(2) M est un module de présentation finie et plat.
– Le polynôme RM(X) =∑i riXi défini par det(In + XP) = RM(1 + X) ne dépend
que de M et c’est un polynôme multiplicatif : il vérifie RM(XY) = RM(X)RM(Y ) et
RM(1) = 1. Cela signifie que les ri forment un système fondamental d’idempotents
orthogonaux (sfio). On a r0 = det(In − P) et l’idéal 〈r0〉 est l’annulateur de M .
– Le fait pour un module M d’être projectif de type fini se conserve par changement
d’anneau de base, même chose pour le polynôme RM .
– Le module est dit de rang k si RM(X) = Xk . Il est dit de rang inférieur ou égal à
k si rk+1 = · · · = rn = 0 c’est-à-dire encore si tous les mineurs d’ordre k + 1 de la
matrice P sont nuls. S’il a un rang k le module M est dit de rang constant. Quand il
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pas trivial.
– Le localisé Ark = A[1/rk] est isomorphe à A/〈1 − rk〉. Le localisé Mrk est isomorphe
au sous-module rkM . Il est de rang k en tant que Ark -module. Le module M est somme
directe des « composantes » rkM (k > 0).
– Si N est un sous-module projectif de type fini de M et si M est de rang inférieur ou
égal à k alors N est de rang inférieur ou égal à k.
– Si ϕ : M → M ′ est un homomorphisme surjectif entre deux modules projectifs tels
que RM = RM ′ , c’est un isomorphisme. C’est en particulier le cas si M et M ′ sont
tous deux de rang k.
Lemme 2.13. Soit M un A-module engendré par x1, . . . , xn. Notons x : (ai)i →∑n
i=1 aixi : An → M . Alors M est projectif de rang inférieur ou égal à 1 si et seulement
s’il existe une matrice P = (pij ) ∈ An×n vérifiant :
(1) P 2 = P et tout mineur d’ordre 2 de P est nul (donc le polynôme RImP est égal à
(1 − r1)+ r1X avec r1 = tr(P )) ;
(2) pour tous i, j,  ∈ {1, . . . , n} on a pixj = pjxi ;
(3) l’annulateur de M est engendré par l’idempotent 1 − tr(P ) = det(In − P).
Une telle matrice est appelée une matrice de projection pour (x1, . . . , xn). Dans ce cas
on a KerP = Kerx et x induit (par restriction) un isomorphisme de ImP sur M (cet
isomorphisme associe la j -ème colonne de P à xj ).
Lemme 2.14. Soit x : (ai)i →∑ni=1 aixi une forme linéaire An → A. On suppose que
i = 〈x1, . . . , xn〉 est localement principal et que Ann i = 〈r〉 avec r idempotent. Soit A une
matrice de localisation principale pour (x1, . . . , xn), s = 1 − r et P = sA. Alors KerP =
Kerx et P est une matrice de projection pour (x1, . . . , xn). En particulier, i est projectif
(de rang inférieur ou égal à 1).
Preuve. Le point (2) de la Proposition 2.6 montre que A2 − A est à coefficients dans
Ann i = 〈r〉, d’où (sA)2 = sA2 = sA, donc P est bien une matrice de projection.
Le point (1) de la Proposition 2.6 et les égalités sxi = xi montrent KerP ⊂ Kerx . L’in-
clusion inverse provient du point (6) de la Proposition 2.6 : soit α ∈ Kerx et y = Aα, alors
y est à coefficients dans Ann i, donc sy = 0 et α ∈ KerP .
Pour montrer que P = sA est une matrice de projection pour (x1, . . . , xn), on utilise
d’une part la Définition 2.2 et d’autre part le point (2) de la Proposition 2.6 : les mineurs
d’ordre 2 de sA appartiennent à Ann i = 〈1 − s〉, donc sont nuls. 
Corollaire 2.15.
(1) Un idéal de type fini i est un module projectif si et seulement s’il est localement prin-
cipal et son annulateur est engendré par un idempotent.
(2) Plus précisément les rapports entre une matrice de localisation principale A et une
matrice de projection A′ pour un vecteur (x1, . . . , xn) sont les suivants :
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A′ = (1 − r)A ;
– si la matrice A′ est connue, alors Ann〈x1, . . . , xn〉 = 〈r〉 avec r = 1 − tr(A′) =
det(In −A′) et une matrice de localisation principale A est obtenue en ajoutant r à
l’un quelconque des coefficients diagonaux de A′.
(3) Un idéal de type fini i est un module projectif de rang 1 si et seulement s’il est locale-
ment principal et son annulateur est réduit à 〈0〉.
Remarque. Il n’y a pas de différence entre une matrice de localisation principale et une
matrice de projection pour un système générateur fini d’un idéal projectif de rang 1.
Lemme 2.16. Si i et j sont des idéaux projectifs de type fini d’un anneau A, alors leur
produit ij l’est également, et il est isomorphe à i ⊗A j.
Preuve. Voyons d’abord le cas où i et j sont de rang 1. On sait que ij est localement princi-
pal (Proposition 2.7) et il est clair que son annulateur est réduit à {0}, donc c’est un projectif
de rang 1. L’homomorphisme i ⊗A j → ij : x ⊗ y → xy est alors un homomorphisme sur-
jectif entre modules projectifs de type fini de même rang. C’est donc un isomorphisme. Le
cas général se ramène au cas précédent en localisant successivement par les idempotents
du sfio {ab, (1 − a)b, a(1 − b), (1 − a)(1 − b)} où Ann i = 〈a〉 et Ann j = 〈b〉. 
2.2.1. Le lemme de simplification
Lemme 2.17 (Lemme de simplification). Si i est un idéal projectif de rang 1, et j et j′ sont
deux idéaux tels que ij ⊂ ij′ (respectivement ij = ij′) alors j ⊂ j′ (respectivement j = j′).
Preuve. C’est un « déterminant trick ». Soit en effet i = 〈x1, . . . , xn〉, le vecteur X =
t (x1, . . . , xn), A une matrice de localisation principale pour (x1, . . . , xn), P = In − A et
a ∈ j. Puisque ai ⊆ ij′, il existe une matrice M à coefficients dans j′ telle que aX = MX.
L’image de aIn − tM annule la forme linéaire associée à (x1, . . . , xn) donc P(aIn − tM) =
aIn − tM , aA = a(In − P) = (In − P) tM est une matrice à coefficients dans j′. Enfin
a = tr(aA) ∈ j′. 
Proposition 2.18. Soit k idéaux stricts i1, . . . , ik de A deux à deux comaximaux. On définit
une application
φ:
{
Nk −→ {idéaux de A},
α −→ iα11 · · · iαkk .
Alors on a :
φ(α + β) = φ(α).φ(β), φ(sup(α,β))= φ(α) ∩ φ(β),
φ
(
inf(α,β)
)= φ(α) + φ(β).
Si, de plus, les idéaux i1, . . . , ik sont projectifs de rang 1, alors φ est injective.
622 L. Ducos et al. / Journal of Algebra 281 (2004) 604–650Preuve. Pour trois idéaux quelconques i, j, l ⊂ A, on a ij + il = i(j + l). Soit m,n,p ∈ N.
Si i + j = A alors im + j = A, ij = i ∩ j, j + il = j + l. Si i + j = i + l = A alors i + jl =
i + (j ∩ l) = A et
inj ∩ ip l = (in ∩ j)∩ (ip ∩ l)= imax(n,p) ∩ (j ∩ l) = imax(n,p)(j ∩ l),
inj + ipl = imin(n,p)(in−min(n,p)j + ip−min(n,p)l)= imin(n,p)(j + l).
Ces dernières lignes prouvent (à l’aide d’une récurrence) les égalités de la propriété.
Enfin, pour démontrer le caractère injectif de φ, on utilise (dans une récurrence) le
Lemme 2.17. 
Proposition 2.19 (« Quotient » d’un idéal par un idéal projectif). Soit i et j deux idéaux tels
que i ⊂ j et j projectif de type fini. Soit r l’idempotent annulateur de j. Si r = 0, c’est-à-dire
si j est de rang 1, il existe un idéal unique l tel que i = jl. Plus généralement, il existe un
idéal unique l tel que i = jl et rl = 0. On notera alors l = i ÷ j.
Preuve. L’existence de l provient de la Proposition 2.9 (il existe l′ tel que i = jl′ et on pose
l = (1 − r)l′) et l’unicité du Lemme 2.17. 
Remarque. Les idéaux l′ vérifiant jl′ = i sont tous les idéaux contenant l = i÷ j et contenus
dans le transporteur i : j = {x ∈ A | xj ⊂ i} = l + Ann(j).
2.3. Idéaux inversibles
Définition 2.20. Un idéal i d’un anneau A est dit inversible s’il existe un idéal j de A et
un élément régulier a tels que ij = 〈a〉.
NB. Si a est fixé, j est unique car ij = ij1 = 〈a〉 implique ijj1 = aj = aj1 et donc j = j1
(a régulier). Par ailleurs, a = a1b1 + · · · + akbk avec a1, . . . , ak ∈ i, b1, . . . , bk ∈ j. Posons
i′ = 〈a1, . . . , ak〉 ⊂ i et j′ = 〈b1, . . . , bk〉 ⊂ j. Alors 〈a〉 ⊂ i′j′ ⊂ ij = 〈a〉. Donc i′j′ = ij =
ij′ = i′j ce qui implique i = i′ et j = j′. En particulier tout idéal inversible est de type fini.
Proposition 2.21. Un idéal i est inversible si et seulement s’il est localement principal et
contient un élément régulier. Un idéal inversible est un module projectif de rang 1.
Preuve.
• Si i est de type fini, localement principal, et contient un régulier a, alors il est inversible
d’après le point (5) de la Proposition 2.6. C’est un module projectif de rang 1 d’après
le Corollaire 2.15.
• Supposons i inversible. On a vu juste avant que i est de type fini. Reprenons les
mêmes notations et montrons que i = 〈a1, . . . , ak〉 est localement principal : on a
ajb = cja et on vérifie immédiatement que la matrice (cij ) est une matrice de lo-
calisation principale pour (a1, . . . , ak), car les égalités que l’on doit vérifier sont vraies
après multiplication par a. 
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tels que i ⊂ j avec i localement principal et j inversible, engendrés respectivement par n et
m éléments, alors i ÷ j est engendré par n+m− 1 éléments.
Preuve. Il existe un élément régulier a ∈ j, et j1 ⊂ A tels que jj1 = 〈a〉 (j1 est engendré
par m éléments, cf. Proposition 2.6, point (5)). Or i = jl, donc ij1 = jlj1 = al. Mais ij1 est
engendré par n + m − 1 éléments (Proposition 2.7). Écrivons ij1 = 〈z1, . . . , zk〉 avec k =
n+m− 1. On a ij1 ⊂ 〈a〉. Pour tout i ∈ {1, . . . , k}, il existe un élément bi tel que zi = bia.
On a alors a〈b1, . . . , bk〉 = ij1 = al, donc l = 〈b1, . . . , bk〉 puisque a est régulier. 
2.3.1. Comportement des idéaux projectifs ou inversibles par changement d’anneau de
base
Un idéal localement principal i = 〈x1, . . . , xn〉 ⊂ A reste localement principal par chan-
gement d’anneau de base ϕ : A → B puisqu’une matrice de localisation principale est
transformée en une matrice de localisation principale. Par contre les choses sont plus
délicates avec les idéaux projectifs ou inversibles. Cela tient à ce que le nouvel idéal
iϕ = ϕ(i)B = 〈ϕ(x1), . . . , ϕ(xn)〉 ⊂ B n’est pas nécessairement isomorphe au module
i ⊗A B. Par exemple un idéal principal inversible reste principal mais son annulateur peut
a priori devenir « n’importe quoi ».
Néanmoins, l’isomorphisme iϕ  i ⊗A B est assuré si i est de présentation finie et si
l’extension est plate (i.e., B est un A-module plat). Cela comprend en particulier les cas où
B est un localisé de A et celui où il est libre sur A.
Fait 2.23. Soit i = 〈x1, . . . , xn〉 un idéal de type fini de A et ϕ : A → B une extension
plate. Si i est projectif ou inversible alors il en va de même pour iϕ .
2.3.2. Un exemple d’idéaux maximaux inversibles
Définition 2.24.
(1) Une partie S d’un ensemble E est dite détachable si on a un test pour « x ∈ S ? »
lorsque x ∈ E.
(2) Un anneau est dit fortement discret si les idéaux de type fini sont détachables.
(3) Un A-module est dit fortement discret si les sous-modules de type fini sont déta-
chables.
(4) Dans un anneau, on dit que la relation de divisibilité est explicite lorsque les idéaux
principaux sont détachables.
NB. La définition précédente doit être lue constructivement. Dans le premier point par
exemple le test doit décider si x ∈ S ou pas, et apporter la preuve constructive du fait
correspondant. En particulier dans le dernier point le test décide si un élément x (arbitraire)
divise un autre élément y , et en cas de réponse positive, il donne un élément c tel que
xc = y .
Par exemple toute algèbre de présentation finie sur Z (ou sur un corps qui possède un
test d’égalité à 0) est un anneau fortement discret (ce résultat n’est pas trivial, voir [23]).
624 L. Ducos et al. / Journal of Algebra 281 (2004) 604–650Concernant les idéaux premiers, nous les supposerons toujours détachables pour sim-
plifier les énoncés. Ceci donne les définitions constructives suivantes :
Un idéal premier détachable est un idéal p tel que l’anneau quotient A/p soit intègre, il
est minimal si le localisé Ap est zéro-dimensionnel. L’idéal p est maximal détachable si
A/p est un corps possédant un test d’égalité à 0.
En mathématiques classiques, tout anneau est fortement discret, tout idéal est détachable
en vertu du principe du tiers exclu, qui donne en particulier : «∀x ∈ A, x ∈ i ∨ x /∈ i ».
Donc en mathématiques classiques, la proposition suivante se lit en oubliant partout
« détachable » : la preuve constructive vaut aussi, comme toujours, en mathématiques clas-
siques.
Proposition 2.25. Soit A un anneau intègre, p un idéal maximal inversible détachable,
K le corps de fractions de A et f (X) ∈ A[X] un polynôme irréductible unitaire de K[X].
On suppose que sur le corps résiduel Fp = A/p, le polynôme f se factorise en un pro-
duit de polynômes unitaires deux à deux étrangers : f (X) =∏i gi(X). Soit B = A[x] =
A[X]/〈f (X)〉. Alors dans B l’idéal pB est égal au produit des idéaux 〈gi(x),p〉 = qi . Ces
idéaux sont inversibles et détachables. En outre gi est irréductible si et seulement si qi est
maximal.
Preuve. L’idéal qi est détachable en vertu de l’isomorphisme canonique B/qi  Fp[X]/
〈gi(X)〉. On constate facilement que les qi sont deux à deux comaximaux. Donc ∏i qi =⋂
i qi . Par ailleurs, en tant que treillis, le treillis des idéaux contenant pB est isomorphe au
treillis des idéaux de B/pB  Fp[X]/〈f (X)〉, donc ⋂i qi = pB. Enfin pB (et donc chaque
facteur de pB) est inversible d’après le Fait 2.23 puisque B est un A-module libre.
2.3.3. Factorisation en produit d’idéaux maximaux inversibles
Lemme 2.26. Soit A un anneau commutatif, p1, . . . ,pk , q1, . . . ,qk′ des idéaux maximaux
inversibles détachables avec pi = pj et qi = qj si i = j . Si ∏ki=1 pnii =∏k′i=1 qmii , alors
k = k′ et il existe σ ∈ Sk tel que pi = qσ(i) et ni = mσ(i) pour tout i .
Preuve. En effet, p1 (premier) contient
∏k′
i=1 q
mi
i , donc il contient l’un des qj (maximal),
donc p1 = qj . On simplifie par l’idéal inversible p1 = qj et on termine par induction.
Autre preuve : puisqu’on a un test d’égalité pour les idéaux de type fini on se ramène
au cas d’une égalité
∏
i=1 p
ni
i =
∏
i=1 p
mi
i (avec mi,ni  0) et on conclut par la Proposi-
tion 2.18. 
Proposition 2.27. Soit i,p1, . . . ,pn des idéaux de type fini d’un anneau fortement dis-
cret A, les pi étant maximaux inversibles, et des entiers positifs mi . Supposons
∏
i p
mi
i ⊂ i.
Alors il existe des entiers ni mi tels que i =∏i pnii . En particulier, i est inversible.
Preuve. Si i = A, le résultat est clair. Si ce n’est pas le cas, alors i ne peut pas être comaxi-
mal à tous les pi , donc i est inclus dans l’un des pi , par exemple, dans p1. On considère
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∏
i>1 p
mi
i . On termine par
induction. 
Remarque. En mathématiques classiques, il n’est pas nécessaire de supposer i de type fini,
et tout anneau est fortement discret.
Proposition 2.28. Soit Z[x]  Z[X]/〈f (X)〉 avec f un polynôme irréductible unitaire.
Si pour tout nombre premier p qui divise le discriminant de f et tout g ∈ Z[x] unitaire,
facteur irréductible de f dans Fp[X], l’idéal 〈p,g(x)〉 est inversible dans Z[x], alors tout
idéal de type fini non nul est inversible et, s’il est distinct de 〈1〉, il se décompose en produit
d’idéaux maximaux inversibles.
Preuve. Un idéal de type fini non nul de Z[x] ou bien est égal à 〈1〉, ou bien contient un
entier > 1. Un tel entier se factorise en produit d’entiers premiers. En appliquant la Pro-
position 2.27, il suffit de montrer que tout nombre premier p engendre un idéal contenant
un produit d’idéaux maximaux inversibles. Les idéaux maximaux de Z[x] sont les idéaux
〈p,g(x)〉 où g ∈ Z[X] est facteur irréductible de f dans Fp[X] (cf. la Proposition 2.25). Le
cas où f n’a pas de facteur carré modulo p, c’est-à-dire lorsque p ne divise pas le discri-
minant de f , a déjà été traité dans la Proposition 2.25. Dans le cas restant, supposons que
f (X) =∏i gnii (X) modulo p. Alors on voit que ∏i〈gi(x),p〉ni ⊂∏i〈gnii (x),p〉 ⊂ 〈p〉.
Ceci termine la preuve car les idéaux maximaux 〈gi(x),p〉 sont inversibles par hypo-
thèse. 
Remarque. Dans le « cas restant », avec la Proposition 2.27, on obtient 〈p〉 =∏i〈gi(x),
p〉mi (mi  ni ). Ceci implique ∏i gmii (x) = 0 modp, donc f (X) divise ∏i gi (X)mi mo-
dulo p, et enfin mi = ni . Conclusion : 〈p〉 =∏i〈gi(x),p〉ni .
2.4. Le théorème un et demi
Définition 2.29. Un anneau est dit quasi intègre si l’annulateur de tout élément est engen-
dré par un idempotent.
La terminologie anglaise est pp-ring (principal idéals are projective). une autre termi-
nologie française est « anneau faiblement de Baer ».
Lemme 2.30. On considère x1, . . . , xn des vecteurs d’un module sur un anneau commu-
tatif. Si on a Ann(xi) = 〈ri〉 où ri est un idempotent pour 1  i  n, alors il existe des
idempotents orthogonaux t2, . . . , tn tels que l’élément x = x1 + t2x2 + · · · + tnxn vérifie
Ann(x1, . . . , xn) = Ann(x) = 〈r1 · · · rn〉.
En particulier dans un anneau quasi intègre tout idéal de type fini i a pour un annulateur
un idéal 〈r〉 avec r idempotent, et il contient un élément x ayant le même annulateur.
Preuve. Soit si tel que si + ri = 1, on a :
1 = s1 + r1 = s1 + r1(s2 + r2) = s1 + r1s2 + r1r2(s3 + r3)
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Posons t1 = s1, t2 = r1s2, t3 = r1r2s3, . . . , tn+1 = r1r2 · · · rn (t1, . . . , tn+1 est un sfio) et x =
t1x1 + t2x2 + · · · + tnxn. Il est clair que 〈tn+1〉 ⊂ Ann(x1, . . . , xn) ⊂ Ann(x). Inversement,
soit z ∈ Ann(x). Alors zx = 0, donc ztixi = ztix = 0 pour 1 i  n, donc zti ∈ Ann(xi) =
〈ri〉, donc zti = zti ri = 0. Mais z =∑n+1i=1 zti , donc z = ztn+1 ∈ 〈tn+1〉.
Enfin, on remarque que t1x1 = s1x1 = x1 donc x = 1.x1 + t2x2 + · · · + tnxn. 
Lemme 2.31. Tout module projectif de rang 1 sur un anneau zéro-dimensionnel est libre.4
Preuve. Soit P une matrice de projection dont l’image est le module projectif. Appelons
Pj la j -ème colonne de P = (pij ). Par le Lemme 1.20, pour chaque pii , il existe un
entier di  0 et un idempotent si tels que 〈si〉 = 〈pdiii 〉 = 〈pdi+1ii 〉. Comme tr(P ) = 1, on
a 〈pd1+111 , . . . , pdn+1nn 〉 = A donc Ann〈pd1+111 , . . . , pdn+1nn 〉 = 〈0〉. Notons ri = 1 − si : on a
alors 〈ri〉 = Ann(pdi+1ii ). D’après le Lemme 2.30, il existe un sfio, précisément t1 = s1, t2 =
r1s2, t3 = r1r2s3, . . . , tn+1 = r1r2 · · · rn, et x = t1pd1+111 + · · · + tnpdn+1nn dont l’annulateur
est nul (remarquer que tn+1 = 0). Donc x est régulier, donc inversible (dimension nulle).
On en déduit que le vecteur V = t1P1 + · · · + tnPn = t (v1, . . . , vn) est unimodulaire :
t1p
d1
11v1 + · · · + tnpdnnnvn = x car tivi = tipii . Conclusion : {V } est une base de ImP . 
Théorème 2.32 (Théorème un et demi). Soit A un anneau commutatif de dimension in-
férieure ou égale à 1 et i un idéal inversible. Soit x ∈ i un élément régulier. Alors il existe
y ∈ i tel que pour tout n 1, i = xni + yA. En particulier i = 〈xn, y〉.
Preuve. Comme x est régulier, l’anneau A/xA est zéro-dimensionnel. Le module i ⊗A
A/xA  i/xi est projectif de rang 1, si bien qu’il est libre sur A/xA (Lemme 2.31), donc
engendré par un élément. Il existe donc y ∈ i tel que i/xi = (yA + xi)/xi. Ceci implique
i = xi + yA, et par suite i = x(xi + yA)+ yA = x2i + yA + · · · . 
La preuve que nous avons présentée ici est nettement plus simple et plus générale que
celle que l’on trouve usuellement dans le cadre des anneaux de Dedekind. Elle nous a
été inspirée par la lecture de [28], avec un résultat et une technique de preuve légèrement
différentes. Elle est totalement constructive car elle est basée sur une définition constructive
de la dimension de Krull.
Le théorème un et demi admet une extension remarquable due à O. Forster [10] dans
le cas noethérien et à R. Heitmann [12,13] dans le cas général : un idéal inversible sur
un anneau de dimension inférieure ou égale à d peut toujours être engendré par d + 1
éléments. Plus généralement un module de type fini qui peut être engendré localement par
r éléments est engendré par r + d éléments. Pour une preuve constructive voir [8].
Le théorème suivant qui est un corollaire du théorème un et demi, aura une application
intéressante pour les anneaux de Prüfer cohérents.
4 Cas particulier du résultat suivant : si A/Rad(A) est zéro-dimensionnel tout A-module projectif de rang
constant est libre (voir par exemple [22]).
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Jacobson Rad(A) contient un élément régulier, et i un idéal inversible. Alors i est principal.
Preuve. Soient y ∈ Rad(A) et x ∈ i tous deux réguliers. Alors i ∩ Rad(A) contient a =
xy qui est régulier. Par le théorème un et demi, il existe z ∈ i tel que i = 〈a2, z〉. Donc
a = ua2 + vz ce qui donne a(1 − ua) = vz et puisque a est dans le radical a ∈ 〈z〉 donc
i = 〈z〉. 
2.5. Pour n 3, SLn(A) = En(A)
Théorème 2.34. Soit n 3 et (x1, . . . , xn) un vecteur unimodulaire sur un anneau quasi
intègre A de dimension inférieure ou égale à 1. Ce vecteur est la première colonne d’une
matrice de En(A). En particulier SLn(A) = En(A) pour n 3. Et pour n 2 tout vecteur
unimodulaire est la première colonne d’une matrice de SLn(A).
Preuve. L’annulateur de 〈x1, . . . , xn〉 est nul, donc on peut par manipulations élémen-
taires transformer le vecteur (colonne) v = (x1, . . . , xn) en (y1, x2, . . . , xn) unimodulaire
où y1 est régulier (cf. Lemme 2.30). Considérons l’anneau B = A/〈y1〉. Cet anneau est
zéro-dimensionnel et le vecteur v est transformé en (0, x2, . . . , xn) toujours unimodulaire.
Puisque n 3, on peut transformer dans B par manipulations élémentaires (x2, . . . , xn) en
(1,0, . . . ,0). Regardons dans A ce que l’on obtient alors : (y1,1 + ay1, z3, . . . , zn), d’où
ensuite, toujours par manipulations élémentaires (y1,1, z3, . . . , zn), puis (1,0, . . . ,0). 
Ce théorème admet une généralisation importante, due à H. Bass dans le cas noethérien
et à R. Heitmann [13] dans le cas général : la conclusion est valable si n  2 + dim(A)
pour n’importe quel anneau commutatif. En outre on peut utiliser une meilleure notion de
dimension, introduite par Heitmann (en généralisation de la dimension du j -spectrum, qui
ne fonctionne que pour le cas noethérien). Pour une preuve constructive voir [8].
3. Anneaux arithmétiques et anneaux de Prüfer
3.1. Anneaux arithmétiques
Définition 3.1. Un anneau A est appelé anneau arithmétique si pour tous x1, x2 dans A, il
existe u,v,w ∈ A tels que : {ux2 = vx1,
wx2 = (1 − u)x1. (5)
D’après la Proposition 2.4 cela revient à demander que tout idéal i = 〈x1, x2〉 soit locale-
ment principal (les éléments u,v,w,1 − u sont les coefficients d’une matrice de localisa-
tion principale pour (x1, x2)).
Fait 3.2. La définition implique que 〈x1, x2〉〈u,w〉 = 〈x1〉. Inversement si on a un idéal j
tel que 〈x1, x2〉j = 〈x1〉 on en déduit facilement des éléments u, v, w convenables.
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tiques, en particulier le fait que les idéaux (ou encore les idéaux de type fini) forment un
treillis distributif : voir [15,18,19].
Fait 3.3.
– Tout quotient et tout localisé d’un anneau arithmétique est un anneau arithmétique.
– Un anneau est arithmétique si et seulement s’il a la même propriété après localisation
en des monoïdes comaximaux.
– Un idéal de type fini contenant un élément régulier dans un anneau arithmétique est un
idéal inversible.
Lemme 3.4 (Anneaux arithmétiques locaux).
(1) Un anneau A est local et arithmétique si et seulement si pour tous a, b ∈ A, a ∈ bA ou
b ∈ aA. De manière équivalente, tout idéal de type fini est principal et l’ensemble des
idéaux de type fini est totalement ordonné pour l’inclusion.
(2) Soit A un anneau arithmétique local. Pour deux idéaux arbitraires, i ⊂ j implique
j ⊂ i. Donc en mathématiques classiques, l’ensemble de tous les idéaux est totalement
ordonné pour l’inclusion.
Preuve. (1) Dans un anneau local un idéal localement principal i = 〈x1, . . . , xn〉 est en-
gendré par l’un des xi (Proposition 2.4). Ceci donne l’implication directe. Voyons la
réciproque. Tout d’abord tout idéal de type fini est clairement principal donc localement
principal. Ensuite l’anneau est local : soit x ∈ A, si x divise 1 + x , 1 + x = xy et x est
inversible, si 1 + x divise x , x = (1 + x)− 1 = (1 + x)y et 1 + x est inversible.
(2) Si i ⊂ j, soit x ∈ i et x /∈ j. Pour tout y ∈ j, on a nécessairement y ∈ xA, donc
j ⊂ xA ⊂ i. 
Ces anneaux sont les « valuation rings » de Kaplansky [17]. Nous prendrons cependant
nos « anneaux de valuation » (voir la Définition 3.11) sans diviseur de zéro conformément
à la terminologie de Bourbaki.
3.1.1. Construction de la matrice de localisation principale
Proposition 3.5. Dans un anneau arithmétique A, tout idéal de type fini est localement
principal. Plus précisément pour tout (x1, . . . , xn) ∈ A1×n, il existe une matrice de locali-
sation principale A= (aij ).
Preuve. Par définition la proposition est vraie pour n = 2. Admettons qu’elle est vraie a
l’ordre n − 1. Il existe donc une matrice B = (bij )1i,jn−1 telle que :
bjxi = bixj (i, j, = 1, . . . , n− 1) et
n−1∑
bii = 1.
i=1
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(ui, vi ,wi, ti ) pour chaque i tels que :{uixn = vixi,
wixn = tixi,
ui + ti = 1.
• Nous avons
1 =
n−1∑
i=1
si =
n−1∑
i=1
si (ui + ti ) =
n−1∑
i=1
siui +
n−1∑
i=1
si ti .
Posons aii = siui = Si et ann = Sn =∑n−1i=1 si ti , de sorte que∑ni=1 Si = 1.
• D’autre part, pour i = j ∈ {1, . . . , n− 1},
Sixj = aiixj = siuixj = ui(sixj ) = uibij xi .
On prend donc aij = uibij .
• On a aussi pour i = 1, . . . , n− 1,
Snxi = annxi =
n−1∑
j=1
sj tj xi =
n−1∑
j=1
tj bjj xi =
n−1∑
j=1
tj bjixj =
n−1∑
j=1
wjbjixn.
On pose donc ani =∑n−1j=1 bjiwj .
• Enfin on a pour i = 1, . . . , n − 1 :
Sixn = aiixn = siuixn = sivixi
et on pose ain = sivi .
En résumé, la matrice (aij ) ainsi définie vérifie la relation aij xi = aiixj .
Montrons que de façon générale on a : akj xi = akixj . Supposons la propriété vraie a
l’ordre n − 1, montrons qu’elle est vraie pour n. On peut supposer i, j, k distincts et
on a trois cas à examiner :
• Si i, j, k ∈ {1, . . . , n − 1}, alors
akj xi = (ukbkj )xi = uk(bkixj ) = (ukbki)xj = akixj .
• Pour i = n et j, k ∈ {1, . . . , n− 1}, on a
akjxn = (ukbkj )xn = (vkxk)bkj = vk(bkkxj ) = aknxj .
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anjxi =
(
n−1∑
=1
bjw
)
xi =
(
n−1∑
=1
bixj
)
w =
(
n−1∑
=1
biw
)
xj = anixj . 
Propriété 3.6. Dans un anneau arithmétique, les idéaux de type fini vérifient les relations
de la Proposition 2.12.
3.1.2. Anneaux de Bezout
Définition 3.7. Un anneau de Bezout est un anneau dans lequel les idéaux de type fini sont
principaux.
Par exemple, tout anneau arithmétique local et donc tout localisé d’un anneau arithmé-
tique par un idéal premier5 est un anneau de Bezout.
Le Lemme 2.3 donne immédiatement.
Proposition 3.8. Tout anneau de Bezout est un anneau arithmétique.
3.1.3. Test d’appartenance à un idéal de type fini
Dans un anneau fortement discret, la relation de divisibilité est explicite. On a la réci-
proque (remarquable) pour les anneaux arithmétiques.
Proposition 3.9. Un anneau arithmétique est fortement discret si et seulement si la relation
de divisibilité est explicite. Autrement dit, lorsque la relation de divisibilité est explicite,
on sait résoudre une équation linéaire LX = c avec L = (b1, . . . , bn) : soit A = (aij )
une matrice de localisation principale pour (b1, . . . , bn), l’équation LX = c admet une
solution si et seulement si pour tout i on peut trouver ci tel que aiic = bici , et alors une
solution est X = t (c1, . . . , cn). En particulier on a 1 ∈ 〈b1, . . . , bn〉 si et seulement si pour
tout i , bi divise aii .
3.1.4. Idéaux premiers projectifs de rang 1
Proposition 3.10. Dans un anneau arithmétique, un idéal premier détachable projectif de
rang 1 est maximal.
Preuve. Soit p un idéal premier projectif de rang 1 et y /∈ p. Alors p ⊂ p + 〈y〉. Comme
l’anneau est arithmétique, il existe un idéal j tel que j · (p+〈y〉) = p. Mais p est premier et
y /∈ p, donc j ⊂ p. En multipliant par p+〈y〉, on obtient p ⊂ p · (p+〈y〉). Grâce au Lemme
de simplification 2.17, on a 〈1〉 ⊂ p + 〈y〉. Conclusion : y est inversible dans A/p. 
5 Pour qu’un localisé Ap soit local au sens constructif la localisation en l’idéal p doit être définie via le
monoïde complémentaire S , qui doit vérifier de manière explicite : ∀x ∈ A x ∈ S ∨ (1 + x) ∈ S . Ceci est vérifié
dans le cas des idéaux premiers détachables.
L. Ducos et al. / Journal of Algebra 281 (2004) 604–650 6313.2. Anneaux de Prüfer et anneaux cohérents
Définition 3.11. Un anneau arithmétique A est appelé anneau de Prüfer s’il est réduit, ou
de manière équivalente, s’il est localement sans diviseur de zéro.
On dit que A est un anneau de valuation s’il est un anneau de Prüfer local, ou de manière
équivalente, s’il est un anneau sans diviseur de zéro vérifiant ∀a, b, a ∈ bA ou b ∈ aA (voir
le Lemme 3.4).
Justification.
– Pour tous x, y ∈ A, il existe u ∈ A tel que uy ∈ Ax et (1 − u)x ∈ Ay (A arithmé-
tique), si bien que l’égalité xy = 0 implique Axy = 〈0〉, uy2 = 0 et (1 − u)x2 = 0, et
(A réduit) uy = (1 − u)x = 0.
– Pour un anneau A commutatif, être localement sans diviseur de zéro implique être
réduit : si x.x = 0 alors il existe u ∈ A tel que ux = (1 − u)x = 0, donc en sommant,
x = 0. 
Fait 3.12. Tout quotient réduit et tout localisé d’un anneau de Prüfer est un anneau de
Prüfer. Un anneau est de Prüfer si et seulement s’il a la même propriété après localisation
en des monoïdes comaximaux.
Définition 3.13. Un anneau est dit cohérent si tout idéal de type fini est de présentation
finie. Autrement dit pour toute équation LX = 0 (L ∈ A1×n, X ∈ An×1), il existe m ∈
N,G ∈ An×m tels que
LX = 0 ⇐⇒ ∃Y ∈ Am×1X = GY.
Un A-module M est dit cohérent si tout sous-module de type fini est de présentation finie.
Tout localisé d’un anneau cohérent est cohérent. Le quotient d’un anneau cohérent par
un idéal de type fini est un anneau cohérent.
Fait 3.14. Un anneau est cohérent si et seulement si l’intersection de deux idéaux de type
fini est un idéal de type fini et l’annulateur de tout élément est un idéal de type fini (cf. par
exemple [23]).
3.3. Anneaux de Prüfer cohérents
Nous aurons besoin du lemme classique suivant :
Lemme 3.15. Si un idéal de type fini j est idempotent (c’est-à-dire j2 = j) il est engendré
par un idempotent, et cet idempotent est déterminé de manière unique.
Preuve. C’est un « déterminant trick » : en effet, il existe une matrice carrée M à co-
efficients dans j telle que (x1, . . . , xn) = (x1, . . . , xn)M, donc (x1, . . . , xn)(In − M) = 0.
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(x1, . . . , xn) = (x1, . . . , xn).e, c’est-à-dire que e fixe x1, . . . , xn par multiplication, donc
j = 〈e〉 et e = e2. 
Rappelons que l’annulateur d’un élément d’un anneau localement sans diviseur de zéro
(comme un anneau de Prüfer) est un idéal idempotent (cf. Propriété 1.7) et, par ailleurs,
qu’un anneau est dit quasi intègre si l’annulateur de tout élément est engendré par un
élément idempotent.
Proposition 3.16. Pour un anneau A les propriétés suivantes sont équivalentes :
(1) A est un anneau de Prüfer cohérent ;
(2) A est un anneau de Prüfer quasi intègre ;
(3) A est un anneau de Prüfer et l’annulateur d’un idéal de type fini i est toujours un
idéal 〈r〉 avec r idempotent ;
(4) tout idéal de type fini de A est projectif.
Remarque. Dans la littérature, de tels anneaux sont souvent appelés des anneaux semi-
héréditaires.
Preuve. (1) implique (2). Soit j = Ann(x). Alors pour tout y ∈ j, il existe u ∈ A tel que
uy = (1−u)x = 0 (voir la Définition 1.6). Ainsi, y = uy + (1−u)y = (1−u)y ∈ j2. Donc
j = j2. On applique le Lemme 3.15.
(2) implique (3) d’après le Lemme 2.30.
(3) implique (4) d’après le Corollaire 2.15 (point (1)).
(4) implique (1) clair. 
Proposition 3.17. Tout anneau de Prüfer zéro-dimensionnel est cohérent.
Preuve. Résulte immédiatement du Lemme 1.21. 
Example 3.18. Un anneau de Prüfer (Bezout) non cohérent de dimension 1 (inspiré d’un
exemple de Sarah Glaz).
On considère une indéterminée x sur Q, puis α = (0, x,0, x,0, x, . . .) ∈ Q[x]N et
A = {(Pi(αi))i | P ∈ Q[x]N stationnaire}. Alors A est un anneau de Bezout réduit car Q[x]
l’est. De plus, l’annulateur de α ∈ A est la réunion strictement croissante des idéaux en-
gendrés par les idempotents (1,0,1,0, . . . ,1,0,1,0,0,0,0,0, . . .). Ainsi l’annulateur de α
n’est pas de type fini et A est un anneau de Prüfer non cohérent. Enfin, A est de dimension
1 car Q[x] l’est.
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(1) Un quotient réduit d’un anneau de Prüfer cohérent par un idéal de type fini est un
anneau de Prüfer cohérent. Tout localisé d’un anneau de Prüfer cohérent est un anneau
de Prüfer cohérent. Un anneau est de Prüfer cohérent si et seulement s’il a la même
propriété après localisation en des monoïdes comaximaux ;
(2) Soit un idéal de type fini i dans un anneau de Prüfer cohérent. Alors i est inversible si
et seulement si Ann(i) = 0 si et seulement si i est projectif de rang 1 ;
(3) Un anneau arithmétique intègre est un anneau de Prüfer cohérent, tout idéal de type
fini non nul est inversible.
Pour le point (2) on applique le Lemme 2.30.
3.3.1. Anneaux de valuation cohérents
Le résultat suivant, inconnu en mathématiques classiques, a une signification algorith-
mique cruciale. Rappelons qu’un anneau de valuation est sans diviseur de zéro, donc, en
mathématiques classiques, intègre.
Proposition 3.20. Un anneau de valuation non trivial est cohérent si et seulement s’il est
intègre (i.e., s’il possède un test d’égalité à 0).
Preuve. Si A est intègre l’annulateur d’un élément est 〈0〉 ou 〈1〉 donc la condition (2) dans
la Proposition 3.16 est vérifiée. Inversement si cette condition est vérifiée, soit r l’idempo-
tent tel que Ann(x) = 〈r〉. Puisque l’anneau est local on a r = 0 (si 1 − r est inversible) ou
r = 1 (si r est inversible). Comme 0 = 1, on a donc un test d’égalité à 0 dans A. 
Par ailleurs l’anneau trivial est un anneau de valuation intègre et cohérent.
3.3.2. Quotient de deux idéaux de type fini dans un anneau de Prüfer cohérent
Lemme 3.21. Soit i et j deux idéaux de type fini engendrés respectivement par n et m
éléments dans un anneau de Prüfer cohérent avec i ⊂ j. Alors on peut construire n+m−1
générateurs pour i ÷ j.
Preuve. Soit r l’idempotent annulateur de j. En considérant les localisés Ar et A1−r , on
est ramené aux cas extrêmes r = 1 et r = 0. Le premier cas est clair. Pour le second, on
applique la Proposition 2.22. 
Lemme 3.22. Soit i et j deux idéaux de type fini dans un anneau de Prüfer cohérent. Alors
i ∩ j = (ij) ÷ (i + j). D’autre part, on peut déterminer un système générateurs de i ∩ j à
n+m éléments.
Preuve. Il est clair que si 〈r〉 = Ann(i+ j) alors r(i∩ j) = 0, donc la première affirmation
résulte immédiatement du Lemme 2.10 et de la Proposition 2.19. Pour obtenir un système
générateurs à n + m éléments, on utilise la Proposition 2.6, item (8), avec les générateurs
de i + j. 
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Le théorème suivant donne des informations précises sur la structure d’un module de
présentation finie (point (3)), sur celle d’un sous-module de type fini d’un module libre
(point (1)) et sur celle d’un module projectif de type fini général. La preuve du point (1)
est déjà, constructive, dans [4, Chapitre 1, Proposition 6.1].
Théorème 3.23. Soit A un anneau de Prüfer cohérent et soit un homomorphisme ϕ :
Am → An.
(1) L’image de ϕ est un module projectif de type fini, isomorphe à une somme directe de
n idéaux de type fini.
(2) Le noyau de ϕ est facteur direct.
(3) Le conoyau de ϕ est somme directe de son sous-module de torsion (les éléments dont
l’annulateur contient un élément régulier) et d’un sous-module projectif de type fini.
(4) Tout module projectif de rang k est isomorphe à une somme directe de k idéaux inver-
sibles.
(5) Tout module projectif de rang inférieur ou égale à k est isomorphe à une somme directe
de k idéaux de type fini.
Preuve. (1) Considérons M = Imϕ ⊆ An et πn : An → A la dernière forme coordonnée.
L’idéal πn(M) = in est de type fini donc projectif, et la restriction surjective π ′n : M → in
de πn est scindée, et
M  Kerπ ′n ⊕ Imπ ′n =
(
M ∩ An−1)⊕ in.
On termine la preuve par induction sur n : M ∩ An−1 est de type fini puisque isomorphe à
un quotient de M . On a donc écrit M  i1 ⊕ · · · ⊕ in.
(2) Conséquence immédiate de (1).
(3) Technique « locale-globale ». Voir [19].
(4) Si M est de rang constant k  1, alors son dual M∗ l’est également, leurs annulateurs
sont nuls, et il existe µ ∈ M∗ tel que Ann(µ) = 〈0〉 (cf. Lemme 2.30). Alors µ(M) est un
idéal inversible de A car son annulateur est également nul. De plus, M  Kerµ⊕ Imµ, ce
qui prouve que Kerµ est projectif de type fini de rang constant k − 1 . . . .
(5) On considère M comme somme directe de ses composantes de rang 1, . . . , k et on
applique le point (4) à chacune d’elles. 
3.3.4. Idéaux de type fini premiers
Proposition 3.24. Soit p un idéal premier détachable de type fini dans un anneau de Prüfer
cohérent. Soit r l’idempotent qui engendre l’annulateur de p, et s = 1 − r . On a r = 0 ou
p = 〈s〉. Si r = 0 alors p est inversible et maximal. Si p = 〈s〉, Ar est un anneau intègre et
Ap est isomorphe au corps des fractions de Ar (donc p est minimal).
Preuve. On a A = rA ⊕ sA avec p ⊂ sA donc A/p  Ar×(As/p). L’idempotent r , vu
dans A/p est égal à 0 ou 1 puisque A/p est intègre.
L. Ducos et al. / Journal of Algebra 281 (2004) 604–650 635Dans le premier cas Ar est trivial donc r = 0 dans A. On conclut avec la Proposi-
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Dans le deuxième cas, As/p est trivial donc p = sA. En outre Ar  A/p est intègre et
on vérifie que Frac(Ar )  Ap. 
On a en mathématiques classiques le résultat suivant.
Corollaire 3.25. Dans un anneau arithmétique A, un idéal premier de type fini est maximal
ou minimal. En particulier tout anneau arithmétique noethérien est de dimension inférieure
ou égale à 1.
Preuve. On note
√〈0〉 le nilradical de A. Les idéaux premiers de A sont en bijection avec
ceux du quotient A/
√〈0〉. On se ramène donc au cas d’un anneau de Prüfer B. Soit un
idéal maximal m de B. Les idéaux premiers de B contenus dans m sont en bijection avec
ceux du localisé Bm. On peut donc se ramener au cas d’un anneau de Prüfer local (anneau
de valuation) donc intègre et cohérent. On conclut alors avec la Proposition 3.24. 
4. Anneaux de Prüfer cohérents de dimension 1
4.1. Théorème un et demi
Le Théorème 2.32 (un et demi) admet la variante (pour le cas intègre voir [14]) :
Théorème 4.1. Soit A un anneau de Prüfer cohérent de dimension inférieure ou égale à
1 et i un idéal de type fini. Il existe x ∈ i tel que Ann(x) = Ann(i). Pour un tel x , il existe
y ∈ i tel que pour tout n  1, i = xni + yA. En particulier i = 〈xn, y〉. En outre on peut
construire un y tel que Ann(y) = Ann(i).
Preuve. Soit r l’idempotent annulateur de i. En considérant les localisés Ar et A1−r , on
est ramené aux cas extrêmes r = 1 et r = 0. Le premier cas est clair. Pour le second, on
applique le théorème un et demi car x est régulier. Si Ann(y) = 〈e〉, e2 = e et f = 1 − e,
on considère y ′ = y + ex ∈ i. On a y = fy ′ et donc i = xni + y ′A. 
Nous généralisons maintenant un résultat classique souvent formulé ainsi : un anneau
de Dedekind 6 intègre ayant un nombre fini d’idéaux maximaux est un anneau principal.
Pour le cas d’un anneau de Prüfer intègre voir [14].
Théorème 4.2. Soit A un anneau de Prüfer cohérent de dimension inférieure ou égale à 1,
dont le radical de Jacobson Rad(A) contient un élément régulier. Alors A est un anneau
de Bezout.
6 Voir la définition constructive d’un anneau de Dedekind, Section 5.
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Alors i = i′ + 〈e〉 est inversible et i′ = (1 − e)i. Il suffit de montrer que i est principal. Or
cela résulte du Théorème 2.33. 
4.2. Structure des idéaux de type fini et des modules de présentation finie
Nous revisitons le résultat classique suivant, dans lequel nous allons nous débarrasser de
l’hypothèse noethérienne : si A est un anneau noethérien intègre de dimension inférieure
ou égale à 1 et i, j deux idéaux avec i inversible et j = 0, alors il existe u ∈ Frac(A) tel que
l’idéal ui est entier et étranger à j.
Dans la preuve, nous considérons le monoïde multiplicatif des idéaux fractionnaires
de l’anneau A, formé par les sous-A-modules de type fini de l’anneau total des fractions
Frac(A). Il est clair qu’un idéal de type fini de A est inversible dans ce monoïde si et
seulement s’il est inversible au sens de la Définition 2.20.
Lemme 4.3. Soit A un anneau quasi intègre (par exemple un anneau de Prüfer cohérent)
de dimension inférieure ou égale à 1. Soit i un idéal inversible de A et j un idéal contenant
un élément régulier. Alors il existe un élément u inversible dans Frac(A) tel que l’idéal ui
est entier (contenu dans A) et étranger à j.
Preuve. On cherche a et b réguliers tels que b
a
i ⊆ A, c’est-à-dire encore bi ⊆ aA, et A =
b
a
i + j. Si c est un élément régulier de j, comme la condition devrait être aussi réalisée
lorsque j est l’idéal cA, on doit trouver a et b réguliers tels que bi ⊆ aA et A = b
a
i+ cA. Si
on s’arrange pour que a ∈ A, il suffit donc de réaliser les conditions bi ⊆ aA et A = 〈b, c〉.
C’est ce que nous allons faire.
Soit e régulier ∈ j, f régulier ∈ i. Posons c = ef ∈ i∩ j. D’après le théorème un et demi,
il existe a ∈ i tel que i = 〈a, c2〉 = 〈a, c〉. Puisque A est quasi intègre, en raisonnant comme
au Théorème 4.1 on peut supposer a régulier.
Puisque c ∈ i on a une égalité c = αa + βc2 ce qui donne c(1 − βc) = αa. Posons
b = 1 − βc de sorte que A = 〈b, c〉. On obtient bi = b〈a, c〉 = 〈ba, bc〉 = a〈b,α〉 ⊆ aA. Si
b est régulier on a donc gagné.
Si b n’est pas régulier ou plus généralement lorsqu’on ignore si b est régulier on
considère l’idempotent r annulateur de b et s = 1 − r . Alors les conditions voulues sont
réalisées pour a et b′ = b + ra = sb + ra : b′ est régulier, sb′ = b donc A = 〈b′, c〉 et
b′i = (b + ra)i ⊆ bi+ rai ⊆ aA. 
Le résultat suivant est classique (théorème de Steinitz) pour les anneaux de Dedekind.
Il a été généralisé pour les domaines de Prüfer possédant la propriété un et demi par Ka-
plansky [16] et Heitmann–Levy [14]. Ici aussi l’inspection de la preuve montrerait que
l’hypothèse « de dimension inférieure ou égale à 1 » pourrait être affaiblie en « possédant
la propriété un et demi ».
Théorème 4.4. Soit A un anneau de Prüfer cohérent de dimension inférieure ou égale à 1.
Tout module projectif M de rang constant k  1 est isomorphe à Ak−1 ⊕ i, où i est un idéal
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classe d’isomorphisme de M comme A-module détermine celle de i.
Preuve. D’après le Théorème 3.23, M est une somme directe de k idéaux inversibles. Il
suffit donc de traiter le cas M  i ⊕ j, avec des idéaux inversibles i et j. Par le Lemme 4.3,
on peut trouver un idéal i1 tel que i1  i (comme A-modules) et i1 + j = 〈1〉 (comme
idéaux). On a alors la suite exacte courte
〈0〉 −→ i1j = i1 ∩ j δ−→ i1 ⊕ j σ−→ i1 + j = A −→ 〈0〉
où δ(x) = (x,−x) et σ(x, y) = x+y . Cette suite est scindée (cf. la Proposition 2.12) donc
M  i ⊕ j  i1 ⊕ j  A ⊕ (i1 ∩ j) = A ⊕ (i1j). 
On en déduit immédiatement :
Corollaire 4.5. Soit A un anneau de Prüfer cohérent de dimension inférieure ou égale à 1.
Tout module projectif M est isomorphe à une somme directe r1A ⊕ r2A2 ⊕ · · ·⊕ rnAn ⊕ i,
où les ri sont des idempotents orthogonaux (certains peuvent être nuls) et i est un idéal de
type fini.
Théorème 4.6. Soit A un anneau de Prüfer cohérent de dimension inférieure ou égale
à 1 et x1, . . . , xn ∈ A. Il existe une matrice inversible M qui transforme (x1, . . . , xn) en
(y1, y2,0, . . . ,0).
Preuve. Il suffit de traiter le cas où n = 3. Si e est un idempotent, alors GLn(A) 
GLn(Ae)⊕ GLn(A1−e). Quitte à localiser par l’annulateur de 〈x1, x2, x3〉 et par son com-
plémentaire, on peut supposer que Ann〈x1, x2, x3〉 = 〈0〉.
Soit A une matrice de localisation principale pour (x1, x2, x3). Le module K =
Im(I3 − A) est le noyau de la forme linéaire associée au vecteur ligne X = (x1, x2, x3)
et c’est un module projectif de rang 2 en facteur direct dans A3. En appliquant le Théo-
rème 4.4, on déduit que K contient un sous-module libre de rang 1 en facteur direct
dans A3, c’est-à-dire un module Av où v est un vecteur unimodulaire de A3. Par le Théo-
rème 2.34, ce vecteur est la première ligne d’une matrice inversible M , et la première
coordonnée de XM est nulle. 
Le théorème précédent donne une forme réduite des matrices lignes. Il semblerait utile
de le généraliser de façon à obtenir des formes réduites de matrices arbitraires.
4.3. Factorisations partielles
Définition 4.7. Soit F = {i1, . . . , in} une famille d’idéaux inversibles dans un anneau A.
On dit que F admet une factorisation partielle s’il existe une famille P = {p1, . . . ,pk}
d’idéaux inversibles deux à deux étrangers telle que tout idéal ij de F peut s’écrire sous la
forme : ij = pm1j1 · · ·p
mkj
k (certains des mij peuvent être nuls). On dit alors que {p1, . . . ,pk}
est une base de factorisation partielle pour la famille F .
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anneau de Prüfer cohérent fortement discret7 et si toute famille finie d’idéaux inversibles
admet une factorisation partielle.
Lemme 4.9. Soit A un anneau de Prüfer à factorisation partielle local. On note m =
Rad(A). Si a, b ∈ m non nuls, alors il existe p ∈ m, deux entiers strictement positifs m
et n et deux éléments inversibles u et v tels que a = upm et b = vpn. En conséquence,
un anneau de valuation à divisibilité explicite avec un élément non nul dans Rad(A) est
à factorisation partielle si et seulement si son groupe de valuation est isomorphe à un
sous-groupe de Q.
Preuve. Voyons l’implication directe. Comme les idéaux de type fini sont principaux et
totalement ordonnés pour l’inclusion, une base de factorisation partielle pour (〈a〉, 〈b〉) ne
peut contenir qu’un seul élément, du type 〈p〉 d’où la décomposition de a et b. L’isomor-
phisme du groupe de valuation sur un sous-groupe de (Q,+) est alors donné en fixant
un élément a non nul et non inversible (on a supposé qu’il en existait au moins un) dont
on donne l’image dans Q en posant v(a) = 1, de manière purement conventionnelle. La
réciproque est immédiate car Z est principal. 
Remarques.
(1) Un anneau de Prüfer à factorisation partielle n’est donc pas nécessairement noethérien,
bien que la réciproque soit vraie (voir le Théorème 5.2).
(2) On n’a pas eu besoin de supposer que m = Rad(A) est détachable.
Théorème 4.10. Un anneau de Prüfer à factorisation partielle est de dimension inférieure
ou égale à 1.
Preuve.
– Pour tous m,n ∈ N, et pour t ∈ N assez grand on a :
mt + nt m(t + 1)+ nt (si m = 0) ou
mt + nt  n(t + 1) (si m> 0).
– Considérons x, y ∈ A deux éléments réguliers. Ces deux éléments engendrent
deux idéaux inversibles, qui se factorisent dans une base de factorisation partielle
{p1, . . . ,pk} : xA =∏i pmii yA =∏i pnii ni,mi ∈ N,∀i .
7 D’après la Proposition 3.9 un anneau arithmétique est fortement discret si et seulement si la relation de
divisibilité est explicite.
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à demander :∏
i
p
mit+ni t
i ⊂
∏
i
p
mi(t+1)+nit
i +
∏
i
p
ni(t+1)
i =
∏
i
p
min(mi(t+1)+nit,ni(t+1))
i ,
c’est-à-dire encore pour tout i : mit + nit  min(mi(t + 1) + ni t, ni(t + 1)). Par le
point précédent ceci est vérifié pour t ∈ N assez grand.
– Soit x, y ∈ A deux éléments quelconques et ex, ey deux idempotents engendrant
leurs annulateurs respectifs. Dans les quatre localisés Aexey , Aex(1−ey), A(1−ex)ey ,
A(1−ex)(1−ey), les éléments x, y sont réguliers ou nuls. La suite (x, y) est alors pseudo-
singulière dans chacune des 4 composantes de l’anneau, et donc dans l’anneau lui-
même. 
4.4. Factorisations moins poussées en dimension inférieure à 1
Théorème 4.11. Dans un anneau de Prüfer cohérent de dimension inférieure ou égale à 1,
on considère deux idéaux de type fini i et j avec i inversible. Alors on peut écrire i = i1i2
avec i1 + j = 〈1〉 et jn ⊂ i2 pour un entier n convenable. Cette écriture est unique et on a
i1 + i2 = 〈1〉, i2 = i + jn = i + jn+1 .
Preuve.
– Unicité du couple (i1, i2) : soit deux couples (i1, i2) et (i′1, i′2) satisfaisant i = i1i2 = i′1i′2
avec i1 + j = i′1 + j = 〈1〉 et jn ⊂ i2, jm ⊂ i′2. On peut imposer m = n. Vérifions alors
que i2 = jn + i = i′2 :
i1 + j = 〈1〉 ⇒ i1 + jn = 〈1〉 ⇒ i1 + i2 = 〈1〉 donc
i2 = i2 ∩
(
i1 + jn
)= i2 ∩ i1 + i2 ∩ jn = i2i1 + jn = i + jn.
Maintenant, nécessairement i1 = i′1 = i ÷ (jn + i).
– Existence du couple (i1, i2) : cherchons i2 sous la forme i+ jn. Alors on aura i1 = i÷ i2
et
(i1 + j)
(
i + jn)= (i1 + j)i2 = i1i2 + ji2 = i + j(i + jn)= i + jn+1.
Donc i1 + j = 〈1〉 ⇔ i + jn = i + jn+1. Ainsi, il suffit de trouver n ∈ N tel que i + jn =
i + jn+1. Pour cela, il suffit de raisonner dans le quotient A/i de dimension inférieure
ou égale à zéro : voir le Lemme 1.20. 
Remarque. On n’a pas eu besoin de supposer les idéaux détachables.
Théorème 4.12. Soit dans un anneau de Prüfer cohérent de dimension inférieure ou égale
à 1, des idéaux de type fini deux à deux étrangers p1, . . . ,pn et un idéal inversible i. Alors
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et, pour j  1, pmjj ⊂ ij avec mj entier convenable. Cette écriture est unique et on a
ij = i + pmjj = i + p
1+mj
j .
Preuve. Par récurrence en utilisant le Théorème 4.11 avec j ∈ {p1, . . . ,pn}. 
5. Anneaux de Dedekind
Une définition constructive de la noethériannité est « toute suite croissante d’idéaux de
type fini contient deux termes consécutifs égaux », d’autres définitions un peu plus fortes
sont parfois utiles (cf. [23,25]).
Définition 5.1. On appelle anneau de Dedekind un anneau de Prüfer cohérent noethérien
et fortement discret (intègre ou non).
En mathématiques classiques, tout anneau est fortement discret et tout anneau noethé-
rien est cohérent, ce qui raccourcit la définition.
Du point de vue algorithmique un quotient de Z par un idéal arbitraire i est toujours
noethérien mais il n’est pas nécessairement cohérent : il n’y a pas d’algorithme qui calcule
un système générateur fini pour l’annulateur d’un élément dans Z/i si on ne dispose pas
d’informations suffisantes sur i.
5.1. Les anneaux de Dedekind sont à factorisation partielle
Le Corollaire 3.25 donne en mathématiques classiques qu’un anneau de Dedekind est
de dimension inférieure ou égale à 1. Nous obtiendrons constructivement le résultat en
montrant qu’un anneau de Dedekind est à factorisation partielle.
Théorème 5.2. Soit A un anneau de Dedekind. Alors toute famille F finie d’idéaux inver-
sibles de A admet une factorisation partielle. Autrement dit, tout anneau de Dedekind est
un anneau de Prüfer à factorisation partielle.
Preuve. On procède par récurrence sur le cardinal de F.
– Considérons une famille F de deux idéaux inversibles i, j = A, et notons les suites
finies L = (i, j), a = (1,0) et b = (0,1) et l’entier i = 1. On va faire évoluer L, a, b et
l’entier i suivant un algorithme vérifiant les assertions suivantes :
i =∏j lajj , j =∏j lbjj ,
∀j, lj inversible = A,
∀j < i, ∀k = j, lj + lk = A,
∀j  i, ∀k  j + 2, l + l = A.j k
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consiste une étape de l’algorithme ? Si li + li+1 = A alors les assertions ci-dessus sont
vraies pour i ′ = i + 1. On décale i d’un cran. Si on décale ainsi i jusqu’au bout de la
liste, l’algorithme est terminé et on a construit une base de factorisation partielle pour
(i, j). Si li + li+1 = i = A, alors i est inversible et on considère de nouvelles suites
L′ = (l1, . . . , li−1, li ÷ i, i, li+1 ÷ i, li+2, . . .),
a′ = (a1, . . . , ai−1, ai, ai + ai+1, ai+1, ai+2, . . .),
b′ = (b1, . . . , bi−1, bi, bi + bi+1, bi+1, bi+2, . . .)
qui, elles aussi, vérifient les assertions ci-dessus avec le même entier i : en effet,
(li ÷ i) + (li+1 ÷ i) = (li + li+1) ÷ i = i ÷ i = A. Si l’un des termes li ÷ i ou li+1 ÷ i
est égal à A on raccourcit les listes en conséquence et on voit que les assertions sont
encore vérifiées. Le caractère noethérien de l’anneau assure la terminaison de cet algo-
rithme car (li ÷ i) · i · (li+1 ÷ i) est strictement plus grand que li · li+1, donc le produit
des idéaux inversibles de la liste L augmente strictement tant que l’algorithme n’est
pas terminé.
– On veut maintenant ajouter un idéal l inversible à une famille F qui admet une base
de factorisation partielle L = (p1, . . . ,ps). Dans un premier temps, le Théorème 4.12
réalise l = l0l1 · · · avec li ⊃ pmii , li + lj = A = li + pj pour i = j . Dans un second
temps, on détermine des bases de factorisation partielle de {li ,pi} pour tout i à l’aide
du premier point ci-dessus. Enfin, ces bases de factorisation ne s’interfèrent pas mu-
tuellement en raison de la comaximalité des idéaux, si bien que leur réunion forme une
base de factorisation partielle pour la famille F ∪ {l}. 
5.2. Anneaux de Dedekind à factorisation complète
Un anneau de Prüfer cohérent fortement discret dans lequel tout idéal inversible se
décompose en produit d’idéaux maximaux inversibles est noethérien, et il est aussi à facto-
risation partielle. Nous l’appellerons anneau de Dedekind à factorisation complète. Dans
le cas intègre ce sont les anneaux de Dedekind étudiés dans [23]. En mathématiques clas-
siques, tout anneau de Dedekind est à factorisation complète.
L’anneau Z[x] dans la Proposition 2.28 est un anneau de Dedekind à factorisation com-
plète. Le lemme suivant est facile (voir par exemple [27]).
Lemme 5.3. Un anneau de Dedekind est à factorisation complète si et seulement s’il
vérifie la propriété suivante : on a un test qui décide si un idéal de type fini i est maximal
ou non, et en cas de réponse négative, fournit un x tel que x /∈ i, 1 /∈ i + 〈x〉.
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6.1. Idéaux intégralement clos et anneaux normaux
Définition 6.1. Soit i un idéal d’un anneau A contenu dans un anneau B.
(1) Un élément x ∈ B est dit entier sur i s’il vérifie une relation de dépendance intégrale
xn+1 = a1xn + a2xn−1 + · · · + anx + an+1 avec ∀h,ah ∈ ih.
(2) L’anneau B est dit entier sur A si tout x ∈ B est entier sur A.
(3) L’idéal i est dit intégralement clos (dans A) si tout x ∈ A entier sur i est dans i.
(4) L’anneau A est dit intégralement clos dans B si tout x ∈ B entier sur A est dans A.
(5) L’anneau A est dit normal lorsque tout idéal principal est intégralement clos (voir la
Proposition 6.4).
Fait 6.2.
(1) Un anneau est normal si et seulement s’il a la même propriété après localisation en des
monoïdes comaximaux.
(2) Un anneau normal est intégralement clos dans son anneau total des fractions.
(3) Un élément x ∈ A est entier sur l’idéal i ⊆ A si et seulement si i(i + 〈x〉)n = (i +
〈x〉)n+1.
(4) Un idéal i est intégralement clos (dans A) si et seulement s’il vérifie la propriété de
simplification ∀x ∈ A, i(i + 〈x〉)n = (i + 〈x〉)n+1 ⇒ i = i + 〈x〉.
Proposition 6.3. Un anneau normal est réduit et localement sans diviseur de zéro.
Preuve. L’idéal 〈0〉 est intégralement clos veut dire que l’anneau est réduit. Mais en fait, si
xy = 0, alors x2 = xz avec z = x+y , donc x entier sur 〈z〉, donc x ∈ 〈z〉, i.e., x = a(x+y).
En multipliant par y , on voit que ay2 = 0, donc ay = 0 (anneau réduit). Ainsi on a bien
ay = (1 − a)x = 0 : l’anneau est localement sans diviseur de zéro. 
Nous faisons maintenant le lien avec la définition classique usuelle d’anneau normal. Il
est facile de voir qu’un anneau intègre est normal si et seulement s’il est intégralement clos
dans son corps de fractions. On parle alors d’anneau (intègre et) intégralement clos.
Proposition 6.4. Un anneau commutatif A est normal si et seulement si le localisé de A
en n’importe quel idéal maximal est (intègre et) intégralement clos.
Preuve. Considérons un anneau A dont chaque localisé Ap en un idéal maximal p est
(intègre et) intégralement clos (dans son corps de fractions). Si a ∈ Ap est entier sur bAp
alors a ∈ bAp. Ceci ayant lieu pour tous les idéaux maximaux, par le principe local–global,
a ∈ bA, donc bA est intégralement clos.
Réciproquement, si A est normal au sens de la Définition 6.1, alors A est localement
sans diviseur de zéro, donc tout localisé Ap en un idéal maximal p est intègre. De plus,
l’anneau Ap est normal (car localisé d’un anneau normal) donc intégralement clos. 
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gralement clos. En particulier un anneau de Prüfer est normal.
Preuve. Soit x ∈ A entier sur un idéal de type fini i. Puisque l’anneau A est arithmétique,
il existe un idéal de type fini j tel que (i + 〈x〉)j = 〈x〉. De plus, pour un n  0, on a
i(i+〈x〉)n = (i+〈x〉)n+1 car x est entier sur i. En multipliant cet égalité par jn, on obtient
xni = xn(i + 〈x〉), ce qui signifie qu’il existe y ∈ i tel que xn+1 = xny c’est-à-dire xn(y −
x) = 0. Puisque l’anneau A est localement sans diviseur de zéro, il existe s tel que sx = 0
et (1 − s)(y − x)= 0, et donc x = (1 − s)y ∈ i. 
Un « déterminant trick » fournit un cas important d’élément entier sur un idéal :
Lemme 6.6. Soit M un A-module de type fini dont l’annulateur est réduit à 0, j un idéal
de type fini et x ∈ Frac(A) vérifiant xM ⊆ jM . Alors x est entier sur j.
Preuve. Si M = a1A+· · ·+anA, il existe une matrice A ∈ jn×n telle que xt (a1, . . . , an) =
At(a1, . . . , an). Par suite det(xIn −A) annule t (a1, . . . , an) donc est nul. 
6.2. Transfert de la dimension 0
Théorème 6.7. Soit A un anneau zéro-dimensionnel et B un sur-anneau entier sur A.
Alors B est zéro-dimensionnel.
Preuve. Soit x ∈ B : il existe a0, . . . , an ∈ A (an = 1) tels que
anx
n + · · · + a1x + a0 = 0. (6)
Comme A est zéro-dimensionnel, pour tout i  n, il existe di ∈ N∗ et si ∈ A idempotent
tels que siA = adii A (cf. Lemme 1.20). Soit ri = 1 − si (engendrant l’annulateur de adii )
et ti = r0 · · · ri−1si pour tout i  n. On note tn+1 = r0 · · · rn ; on a déjà vu que (ti )i=0..n+1
forme un sfio de A, mais on constate que tn+1 = 0 car 1 = an = sn = 1 − rn. Nous allons
montrer que tixei ∈ x1+eiB pour tout 0 i  n. Comme ∑ni=0 ti = 1, on obtiendra finale-
ment xe ∈ x1+eB pour e = max(ei)i , ce qui montrera que la dimension de B est inférieure
à 0.
Fixons 0 i  n. L’égalité (6) montre que
anx
n + · · · + aixi = −
(
ai−1xi−1 + · · · + a1x + a0
)
.
Dans le localisé Bti  B/〈1 − ti〉, les éléments a0, . . . , ai−1 sont nilpotents, donc anxn +
· · · + aixi l’est aussi, disons d’indice ki . De plus, ai est inversible dans Bti , disons d’in-
verse fi . Ainsi, dans Bti ,
0 = (fi(anxn + · · · + ai+1xi+1)+ xi)ki ∈ 〈xiki+1〉+ xiki .
Ceci traduit finalement que tixiki est multiple de tixiki+1 dans B. 
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Nous ne donnons pas ici la preuve constructive, trop longue, que la dimension de Krull
se conserve par extensions entières (voir à ce sujet [7]).
Nous donnons une preuve simple pour le cas particulier suivant, celui qui nous intéresse
dans cet article. Le théorème s’étendrait facilement au cas des anneaux arithmétiques.
Théorème 6.8. Soit A un anneau de Prüfer de dimension inférieure ou égale à d et B un
localisé d’un anneau entier sur A. Alors B est de dimension inférieure ou égale à d .
Preuve. On procède par récurrence sur d , le cas d = −1 étant clair. On suppose le résultat
vrai pour la dimension d − 1 et on suppose A de dimension inférieure ou égale à d .
Nous faisons d’abord la preuve dans le cas où l’anneau A est local résiduellement dis-
cret. Puisque la dimension ne peut que diminuer par localisation, on peut supposer B entier
sur A. Soit x ∈ B, SBx = xN(1 + xB) et B{x} = (SBx )−1B. D’après le Lemme 1.18 il suffit
de montrer que B{x} est de dimension inférieure ou égale à d − 1. Soit S˜Bx le saturé de SBx
(qui donne le même localisé), S = S˜Bx ∩ A et A′ = S−1A. L’anneau B{x} est un localisé de
ϕ(B), où ϕ est l’homomorphisme canonique de B dans B{x}, et ϕ(B) est entier sur ϕ(A)
donc a fortiori sur ψ(A′), où ψ : A′ → B{x} est aussi un homomorphisme canonique. Et
ψ(A′) est un quotient de A′. Il suffit donc de montrer que A′ est de dimension inférieure
ou égale à d − 1.
Considérons une équation de dépendance intégrale pour x :
xn + an−1xn−1 + · · · + a1x + a0 = 0. (∗)
Posons an = 1. Si a0 est une unité, x est inversible dans B et B{x} est l’anneau trivial (A′
aussi d’ailleurs). Sinon soit k le plus petit indice tel que ak soit une unité. L’égalité (∗)
s’écrit
akx
k
(
1 + ak+1
ak
x + · · · + 1
ak
xn−k
)
= −(ak−1xk−1 + · · · + a0). (∗∗)
Le premier membre est clairement dans S˜Bx . Puisque A est un anneau de valuation soit
alors j ∈ {0, . . . , k − 1} tel que aj divise a0, . . . , ak−1. Il est clair que a = aj est dans
S = S˜Bx ∩ A et puisque a ∈ Rad(A), 1 + aA est formé d’unités, donc SAa ⊂ S. Par suite A′
est un localisé de A{a}, et donc de dimension inférieure ou égale à d − 1.
La preuve dans le cas général consiste à transformer la preuve donnée dans le cas local
en utilisant le principe local–global donné au Lemme 1.19.
En vertu du Lemme 1.3 on considère les monoïdes comaximaux S0 = S(0;a0),
S1 = S(a0;a1), S2 = S(a0, a1;a2), . . . , Sn−1 = S(a0, . . . , an−2;an−1) et Sn = S(a0, . . . ,
an−1;1).
D’autre part, puisque A est un anneau de Prüfer, il existe pour chaque k des éléments
ck,0, . . . , ck,k−1 de somme 1 tels que aj divise ck,j a0, . . . , ck,j ak−1 dans A.
La preuve donnée dans le cas local nous montre que la considération des monoïdes
Sk,j = S(a0, . . . , ak−1;ak, ck,j ) permet d’appliquer le Lemme 1.19. 
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Propriété 6.9. Soit A un anneau de dimension inférieure ou égale à 1, pour des éléments
réguliers a1, . . . , an ∈ A, on note a˜i le produit∏j =i aj .
Si a˜1A ∩ · · · ∩ a˜nA = a1 . . . anA alors a1A + · · · + anA = A.
Preuve. Nous démontrons le résultat pour n = 2. Le cas général, plus lourd, se traite à
l’identique.
Posons i = a1A + a2A et montrons que i = A. Soit S = 1 + i. Il suffit de montrer
que le localisé B = S−1A est trivial, c’est-à-dire encore que I = iB = B. Notez que I =
a1B + a2B est inclus dans le radical de Jacobson de B, qui reste de dimension inférieure
ou égale à 1.
En particulier si z est régulier dans B, il existe di et bi tels que adii (1+aibi) ∈ zB, ce qui
implique adii ∈ zB. Donc il existe un entier d tel que Id ⊂ zB. Prenons z = a1a2. Si d  1,
on a Id−1(a1B+a2B) ⊂ a1a2B. En particulier a1Id−1 ⊂ a1a2B, et puisque a1 est régulier,
Id−1 ⊂ a˜1B. De même Id−1 ⊂ a˜2B, donc Id−1 ⊂ a˜1B ∩ a˜2B = a1a2B. Par induction sur
d , on obtient B = I0 ⊂ a1a2B donc a1a2 inversible et I = B. 
Théorème 6.10. Soit A un anneau normal de dimension inférieure ou égale à 1. Pour des
éléments réguliers a1, . . . , an ∈ A, on note a˜i le produit∏j =i aj .
Si l’idéal a˜1A ∩ · · · ∩ a˜nA est de type fini, alors a1 . . . anA = (a1A + · · · + anA)(a˜1A ∩
· · · ∩ a˜nA). En particulier, l’idéal a1A + · · · + anA est inversible.
Preuve (Calquée sur celle de la Propriété 6.9). Nous démontrons le résultat pour n = 2.
Le cas général se traite à l’identique.
On a toujours (a1A + a2A)(a˜1A ∩ a˜2A) ⊂ a1a2A, autrement dit il existe un idéal de
type fini i tel que (a1A + a2A)(a˜1A ∩ a˜2A) = a1a2i. On va démontrer que i = A. Soit
S = 1 + i. Il suffit de montrer que le localisé B = S−1A est trivial, c’est-à-dire encore que
I = iB = B. Notez que I est inclus dans le radical de Jacobson de B, qui reste de dimension
inférieure ou égale à 1 et normal, et qu’on a (a1B + a2B)(a˜1B ∩ a˜2B) = a1a2I.
Comme dans la preuve de la Propriété 6.9, si z ∈ B est régulier, puisque I est de type
fini et dans le radical de Jacobson, il existe un entier d tel que Id ⊂ zB. Cela implique que
(a1a2)dId ⊂ (a1a2)dzB, donc (a1B + a2B)d(a˜1B ∩ a˜2B)d ⊂ (a1a2)dzB.
Si d  1, notons J = (a1B + a2B)d−1(a˜1B ∩ a˜2B)d−1 et z′ = (a1a2)d−1. Montrons que
J ⊂ z′zB. On a J(a˜1B ∩ a˜2B)(a1B + a2B) ⊂ (a1a2)z′zB. Comme dans la preuve de la
Propriété 6.9, on en déduit l’inclusion J(a˜1B ∩ a˜2B) ⊂ z′z(a˜1B ∩ a˜2B) (car a1, a2, z, z′
sont réguliers). Le Lemme 6.6 nous dit alors que tout élément de J est entier sur z′zB. Et
puisque B est normal, J ⊂ z′zB.
Une induction sur d donne alors B ⊂ zB. Autrement dit, tout élément z régulier est
inversible. En particulier a1 et a2, donc I = (a1B + a2B)(a˜1B ∩ a˜2B) = B. 
Théorème 6.11. Un anneau A normal, cohérent, de dimension inférieure ou égale à 1, est
un anneau de Prüfer. En particulier un anneau A normal, cohérent, noethérien, fortement
discret et de dimension inférieure ou égale à 1, est un anneau de Dedekind.
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sans diviseur de zéro. L’annulateur d’un élément de A est un idéal idempotent (Proposi-
tion 6.3 et Propriété 1.7) et de type fini (A cohérent), donc engendré par un idempotent
(Lemme 3.15).
Soit a, b ∈ A et e, f les idempotents engendrant leurs annulateurs respectifs. On dé-
coupe : A = eA ⊕ (1 − e)fA ⊕ (1 − e)(1 − f )A.
Dans eA et (1 − e)fA, l’idéal 〈a, b〉 est monogène (a = 0 ∈ eA ou b = 0 ∈ (1 − e)fA)
donc on peut y déterminer une matrice de localisation principale pour (a, b).
Dans (1 − e)(1 − f )A (normal, cohérent, de dimension inférieure ou égale à 1), les
éléments a, b sont réguliers donc l’idéal 〈a, b〉 est inversible (Théorème 6.10). On peut
déterminer dans cette dernière composante une matrice de localisation principale pour
(a, b). 
6.5. Extensions entières d’anneaux de Prüfer
6.5.1. Le cas intègre
Il ne faut pas croire8 qu’un anneau B intercalé entre un anneau intégralement clos A
et son corps des fractions est obligatoirement intégralement clos. Voici un contre-exemple
avec un anneau factoriel non principal : A = K[x, y] un anneau de polynômes sur un corps
et B = A[z] où z = x/y + y/x . Alors x/y ∈ Frac(B) = K(x, y) est entier sur B (racine de
T 2 − zT + 1), mais x/y /∈ B pour des raisons d’homogénéité.
Le Théorème 6.13 (où l’hypothèse de noethériannité est absente) est relié9 aux deux
théorèmes classiques suivants (cf. [11, p. 17]) :
Krull–Akizuki : Si A est un anneau de Dedekind et L une extension finie du corps des
fractions de A, alors la fermeture intégrale de A dans L est un anneau de Dede-
kind.
Grell–Noether : Si A est un anneau de Dedekind alors tout anneau compris entre A et son
corps des fractions est de Dedekind.
Nous rappelons sans preuve le théorème suivant dû à Kronecker (cf. [9, Chapitre 0], ou
[5])
Théorème 6.12 (Kronecker). Soit B un anneau commutatif, f,g ∈ B[X], h = fg, et A le
sous-anneau de B engendré par les coefficients de h. Si fi et gj sont des coefficients res-
pectifs de f et g, alors leur produit figj est entier sur l’idéal engendré par les coefficients
de h dans A.
Théorème 6.13. Soit A un anneau de Prüfer intègre de corps des fractions K, L une
extension algébrique de K, A′ la fermeture intégrale de A dans L et enfin un anneau B
8 Bien que le résultat soit vrai si B est un localisé de A.
9 En particulier le théorème de Krull–Akizuki est une conséquence directe de 6.13 en mathématiques clas-
siques.
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Preuve. Il suffit de traiter le cas d’un idéal i engendré par deux éléments non nuls a, b.
On remarque que L possède un test d’égalité à zéro ([23, Théorème 1.9, p.141]) donc B
est intègre. Comme a = 0 est algébrique sur A, on peut trouver a¯ ∈ B tel que a¯a ∈ A \ {0}.
Ainsi, quitte à remplacer (a, b) par (a¯a, a¯b), on restreint l’étude au cas où (a, b) ∈ A × B.
Soit P ∈ A[X] non nul s’annulant en b. On écrit P(X) = (X − b)Q(X) où Q ∈ B[X].
On a donc P(aX) = (aX − b)Q(aX). On note i le contenu de P(aX) (dans A) et i′ le
contenu de Q(aX) (dans B). On a clairement iB ⊂ 〈a, b〉i′. Comme i ⊂ A est inversible
(A arithmétique intègre et i = 〈0〉), il existe un idéal fractionnaire j tel que A = ij, et donc
B = ijB ⊂ 〈a, b〉i′jB.
Soit j ∈ j. Comme jP (aX) = (aX − b)Q(aX)j , on sait (cf. le Théorème 6.12) que
〈a, b〉i′〈j 〉 est entier sur 〈j 〉i ⊂ A. Comme B contient A′, on a 〈a, b〉i′〈j 〉 ⊂ A′ ⊂ B pour
tout j ∈ j. Par conséquent, 〈a, b〉i′jB ⊂ B.
Conclusion : 〈a, b〉i′jB = B, ce qui prouve que 〈a, b〉 est inversible dans B. 
6.5.2. Le cas général
Lemme 6.14. Soit A un anneau de Prüfer, B un sur-anneau normal et entier sur A. Alors
pour tout couple (a, b)∈ A × B, on peut construire une matrice de localisation principale
pour (a, b).
Preuve. Soit P ∈ A[X] unitaire s’annulant en b. On écrit P(X) = (X − b)Q(X) où Q ∈
B[X]. On a donc P(aX) = (aX− b)Q(aX). On note i le contenu de P(aX) (dans A) et i′
le contenu de Q(aX) (dans B). On a clairement iB ⊂ 〈a, b〉i′.
Pour tout i ∈ i (plus tard, on prendra pour i le coefficient dominant de P(aX), i.e., une
puissance de a), il existe un idéal j ⊂ A tel que iA = ij car A est arithmétique. Soit j ∈ j.
Comme jP (aX) = (aX−b)Q(aX)j , on sait (cf. le Théorème 6.12) que 〈a, b〉i′j est entier
sur j iB ⊂ jiB = iB. Comme B est normal, iB est intégralement clos, on a donc 〈a, b〉i′j ⊂
iB pour tout j ∈ j. Par conséquent, 〈a, b〉i′jB ⊂ iB = ijB ⊂ 〈a, b〉i′jB. Conclusion : pour
tout i ∈ i, il existe j ⊂ A tel que 〈a, b〉i′jB = iB.
Ainsi, il existe u,v ∈ B tels que ua + vb = i et il existe M ∈ M2(B) tel que
t (u, v).(a, b) = i.M . On a alors iM.t(−b, a) = 0 et i(tr(M) − 1) = ua + vb − i = 0.
Comme B est localement sans diviseur de zéro (cf. la Proposition 6.3), grâce au Lemme 1.8,
il existe z ∈ B tel que (zM)t (−b, a) = 0, z(tr(M) − 1) = 0, et (1 − z)i = 0. On a donc
(zM)t (−b, a)= 0 mais tr(zM) = z différente de 1 a priori.
En particulier, pour i = an ∈ i (le coefficient dominant de P(aX)), on a (1 − z)an = 0.
Comme B est réduit, on a simplement (1 − z)a = 0. On obtient enfin une matrice de loca-
lisation principale pour le couple (a, b) : zM + ( 0 00 1−z ). 
Théorème 6.15. Soit A un anneau de Prüfer, B un sur-anneau normal et entier sur A.
Alors B est un anneau de Prüfer.
648 L. Ducos et al. / Journal of Algebra 281 (2004) 604–650Preuve. Comme B est réduit (cf. la Proposition 6.3), il reste à démontrer que B est arith-
métique, i.e., que l’on peut construire une matrice de localisation principale pour tout
couple (x, y) ∈ B2.
Soit P =∑ni=0 piXi ∈ A[X] unitaire s’annulant en x . On écrit P(X) = (X − x)Q(X)
où Q =∑n−1i=0 qiXi ∈ B[X]. On a alors pi = qi−1 − xqi pour tout 0 i  n (par conven-
tion q−1 = 0 et qn = 0). On pose bi = −yqi pour 0 i  n − 1, et grâce au Lemme 6.14,
on sait calculer des matrices de localisation principale Mi des couples (pi, bi) ∈ A × B :
∀i ∈ {0, . . . , n − 1},
{
tr(Mi) = 1,
Mi.
t (−bi,pi) = 0.
Or (−bi,pi) ≡ qi(y,−x)modqi−1B2, si bien que
∀i ∈ {0, . . . , n− 1}, qiMi.t (y,−x)≡ 0 mod qi−1B2. (7)
Montrons par récurrence qu’il existe z0, . . . , zn−1 ∈ B et M˜0, . . . , M˜n−1 ∈ M2(B) tels que
∀i ∈ {0, . . . , n − 1},

tr(M˜i) = 1 − z0 · · ·zi ,
M˜i .
t (y,−x)= 0,
ziqi = 0.
En effet, le résultat est vrai pour i = 0 : on prend M˜0 = M0 et le Lemme 1.8 donne z0 à
partir de l’Éq. (7) car B est localement sans diviseur de zéro (cf. la Proposition 6.3). Pour
passer du rang i au rang i + 1, on multiplie qi+1Mi+1.t (y,−x) ≡ 0 mod qiB2 par zi , ce
qui donne
qi+1ziMi+1.t (y,−x)= 0 et a fortiori qi+1z0 · · ·ziMi+1.t (y,−x)= 0
dans B, qui est localement sans diviseur de zéro, donc (Lemme 1.8), il existe zi+1 ∈ B tel
que
0 = (1 − zi+1)z0 · · ·ziMi+1.t (y,−x) et 0 = zi+1qi+1.
En posant M˜i+1 = M˜i + (1 − zi+1)z0 · · ·ziMi+1, on vérifie facilement que tr(M˜i+1) =
1 − z0 · · ·zi+1 et M˜i+1.t (y,−x) = 0. L’hypothèse de récurrence est donc vérifiée au rang
i + 1.
Enfin, au rang n − 1, on a qn−1 = pn = 1, donc zn−1 = zn−1qn−1 = 0, donc
tr(M˜n−1) = 1 et la matrice M˜n−1 est une matrice de localisation principale du couple
(x, y). 
6.6. Les cas cohérent et fortement discret
Lemme 6.16. Soit A un anneau intégralement clos dans son anneau total des fractions.
Si A est quasi intègre, alors A est normal.
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Soient x, y ∈ A et yn = a1yn−1x + · · · + an−1yxn−1 + anxn une relation de dépendance
intégrale de y sur l’idéal 〈x〉. Soit r l’idempotent annulateur de x , s = 1 − r et a′i = sai .
On a ryn = 0, donc puisque A est réduit ry = 0 et sy = y . L’annulateur de x ′ = r + x
est 0. Et on a yn = a′1yn−1x ′ + · · · + a′n−1yx ′n−1 + a′nx ′n. Donc y = cx ′ avec c ∈ A et
y = sy = scx ′ = scx . Donc A est normal. 
Proposition 6.17. Soit A un anneau normal quasi intègre. Soit f (X) ∈ A[X] un polynôme
unitaire dont le discriminant est régulier. Soit A′ = A[X]/〈f (X)〉 et B la clôture intégrale
de A′ dans son anneau total des fractions. Alors B est un anneau quasi intègre.
Preuve. Notons K l’anneau total des fractions de A et L celui de A′ (c’est aussi celui
de B). On a L  K[X]/〈f (X)〉. Par le Théorème 6.7 l’anneau L est zéro-dimensionnel et
comme il est réduit, il est quasi intègre. Soit x ∈ B et r son annulateur idempotent dans L.
Puisque r2 = r , r est entier sur A donc r ∈ B, et l’idéal annulateur de x dans B est rB. 
Théorème 6.18. Soit A un anneau de Prüfer cohérent. Soit f (X) ∈ A[X] un polynôme
unitaire dont le discriminant est régulier. Soit A′ = A[X]/〈f (X)〉 et B la clôture intégrale
de A′ dans son anneau total des fractions. Alors B est un anneau de Prüfer cohérent. En
outre si A est fortement discret (respectivement noethérien), alors il en va de même pour B.
Preuve. La première affirmation est conséquence de la Proposition 6.17, du Lemme 6.16
et du Théorème 6.15. Pour les dernières voir [19]. 
Remarque. Nous ne savons pas si la variante suivante, qui serait bien utile, est vraie :
dans le théorème précédent, si A est à factorisation partielle, il en va de même pour B. Par
ailleurs en mathématiques classiques dans le cas noethérien, on sait que B est un A-module
projectif de type fini. Cependant, il ne semble pas qu’on puisse expliciter un système gé-
nérateur de B comme A-module sans décomposer le discriminant en produit d’idéaux
maximaux inversibles de A. Dans [23] la variante « domaines de Dedekind à factorisa-
tion complète » du Théorème 6.18 est prouvée constructivement sous certaines hypothèses
restrictives (du point de vue constructif, mais toujours vraies en mathématiques classiques)
concernant l’extension considérée.
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