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Introduction
Given a compact Riemannian manifold M and an Euclidean vector
bundle F →M , we choose an Euclidean connection Γ over F . Then the
Laplace–Beltrami operator  of M is lifted through the connection Γ
into an elliptic operator ˜ operating on the sections of F . We shall
discuss in this paper the problem of estimating the lowest eigenvalue
λ(F ) in terms of the curvature of M and of Γ . The first part is devoted to
the majoration of the ground state under an assumption of Ricci positivity
of the base manifold M ; we shall get such a majoration in the case
of abelian gauge group; on the contrary a counter example using spin
representation will show that such majoration does not remain true in the
case of non abelian gauge group.
The second part will establish a universal minoration, which valids
even if M is non-simply connected, and in non-abelian gauge theory.
We shall develop this estimate at the level of frame bundle; but our
methodology can be applied to the case where the gauge is an arbitrary
principal bundle over M .
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1. Magnetic field and Shigekawa identity
For a compact Riemannian manifold M and a differential 1-form A
on M , the Schrödinger operator with vector potential A is a second order
differential operator given by
HAf =−12Mf −
√−1 〈df,A〉 +
(√−1
2
d∗A+ 1
2
|A|2
)
f,
where M is the Laplace–Beltrami operator on M , 〈·, ·〉 is the inner
product in the cotangent bundle T ∗M inherited from the Riemannian
metric, and | · | denotes the associated norm.
THEOREM 1.1. – Let M be a compact Riemannian manifold, and H
be a magnetic field, i.e., a closed differential 2-form having no harmonic
part. Assume that the Ricci curvature Ric satisfies
Ric c× Identity for some c > 0.
Then, for any differential 1-form A with dA=H , the ground state energy
level µ of the Schrödinger operator with vector potential A enjoys that
µ 1
2c vM(M)
‖H‖2L2,
where vM denotes the volume element of M , and ‖H‖L2 does the L2-
norm of H with respect to vM .
Proof. – Let δ = d∗, the adjoint of the exterior derivative d , and define
the de Rham–Hodge Laplacian k acting on differential k-forms by
k = dδ + δd . Due to the Weitzenböck formula and the Ricci positivity,
it holds that 1  c × IdentityEnd(L2). Hence 1 is invertible on L2 and
there is no harmonic 1-form. Put
A0 =−11 (δH).
Since H has no harmonic part, dA0 = H . Moreover, δA0 = 0, because
1 preserves the range of δ and δ2 = 0. Furthermore, if A is a differential
1-form with dA=H , then there exists ϕ such that A=A0+dϕ. Then, by
virtue of [7, Theorem 4.3] and the gauge invariance, we have that µ µ′,
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where µ′ is the smallest eigenvalue of the operator 120 + 12‖A0(·)‖2,‖A0(x)‖ being the norm of A(x) in T ∗x M . The eigenvalue µ′ corresponds
to minimizing the Dirichlet form∫
M
{
‖dφ(x)‖2 + 1
2
‖A0(x)‖2|φ(x)|2
}
vM(dx)
over φ ∈ C∞(M) with ‖φ‖L2 = 1. Hence, substituting a test function
φ ≡ 1/√vM(M), we obtain
µ′  ‖A0‖
2
L2
2vM(M)
.(1.1)
Due to the Weitzenböck formula and the Ricci positivity, we obtain that
‖H‖2L2 = ‖dA0‖2L2 =
∫
M
〈
A0(x),1A0(x)
〉
T ∗x MvM(dx) c‖A0‖2L2 .
Plugging this into (1.1) we obtain the desired estimation. ✷
Remark 1.1. – Lévy’s formula implies that, on R2, the constant
magnetic field H = λdx ∧ dy of intensity λ ∈ R has the ground state
energy level |λ|/2. By Theorem 1.1, in the case of compact manifold
with positive Ricci curvature, we get an asymptotic behaviour of order
O(λ2) as λ→ 0.
The Aharonov–Bohm effect appears in a solenoidal circuit, which
comes out of the Ricci positivity.
2. Flat spin bundle with a positive ground state
Let Q be the skew field of quaternion numbers. It is generated by
e, i, j , and k, e being the unit element, and the algebraic operations are
given by
(te+ xi + yj + zk)+ (t ′e+ x′i + y′j + z′k)
= (t + t ′)e+ (x + x′)i + (y + y′)j + (z+ z′)k,
ij = k, jk = i, ki = j, i2 = j 2 = k2 =−e.
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A quaternion number of the form xi+yj + zk is called a pure quaternion
number, and the set of all pure quaternion numbers is denoted by Q0.
For q = te + xi + yj + zk ∈ Q, its conjugate q¯ is defined by q¯ =
te − xi − yj − zk, and its norm is given by |q| = √qq¯ . Set Q1 = {q ∈
Q: |q| = 1}. Since |qq ′| = |q||q ′|, Q1 is a multiplicative group having a
center Z = {e,−e}. Identifying Q0 withR3, we define a homeomorphism
Ψ :Q1 → SO(3) by
Ψ (σ )[q] = σqσ−1, σ ∈Q1, q ∈Q0.
Then ker(Ψ )= Z and Q1/Z  SO(3).
The spin representation is the group homeomorphism θ :Q1 → SO(4)
defined by θ(σ )[q] = σq, where σ ∈Q1, q ∈Q, and we have identified
Q with R4. Denoting by Ω = g−1dg the left invariant Maurer–Cartan
differential form on SO(4), we define an so(4)-valued differential 1-form
Γ on Q1 by
Γ = θ∗Ω.
Since θ∗ commutes with d and Lie brackets, the form Γ satisfies the
Darboux structural equation
dΓ + 1
2
[Γ,Γ ] = 0.
LEMMA 2.1. – There exists an so(4)-valued differential 1-form Γ1
on SO(3) such that Ψ ∗Γ1 = Γ . Furthermore, Γ1 satisfied the Darboux
structural equation; dΓ1 + 12 [Γ1,Γ1] = 0.
Proof. – For α ∈ SO(3), Ψ −1({α}) = {σ0, σ1} for some σ0, σ1 ∈ Q1
with σ1 =−σ0. Given u ∈ so(3), we take vi ∈Q0 so that Ψ (exp(εvi)σi)=
exp(εu)α, i = 0,1. Differentiating this relation at ε= 0, we obtain
viσiqσ
−1
i − σiqσ−1i = uα(q).
Since the left hand side does not change when we replace σ0 by −σ0, the
assertion follows. ✷
Note that Ψ :Q1 → SO(3) is an O(1)-bundle. Identifying (q, y) and
(−q,−y) in Q1 ×R4, we then obtain a vector bundle F over SO(3) with
fiber R4. Let {Ok} be a finite covering of Q1 such that each restriction Ψk
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of Ψ to Ok is injective. Put Ωk = Ψ (Ok) and consider the trivial vector
bundle Fk =Ok×R4 over Ok . Then, via the reciprocal image (Ψ −1k )∗Fk ,
we get a coherent family of vector bundles over Ωk , which determines
the vector bundle F over SO(3) as above.
Let E =Q1 × R4 be the trivial bundle over Q1. The space of smooth
sections Γ∞(E) of the vector bundle E over Q1 can be identified with
C∞(Q1;R4). Under this identification, the covariant derivative ∇(1) is
defined by ∇(1)s = ds + Γ · s, s ∈ C∞(Q1;R4). By the definition of the
vector bundle F over SO(3), denoting by Γ∞(F ) the smooth sections of
F , we have the identification
Γ∞(F )= {s ∈ C∞(Q1;R4): s(−q)=−s(q), q ∈Q1}.(2.1)
By Lemma 2.1, we see that the covariant derivative ∇(1) admits a
restriction to Γ∞(F ), say ∇F , and that the curvature associated with ∇F
vanishes.
Under the identification between Q and R4, Q1 is identified with the
3-sphere S3. Hence it is equipped with the Riemannian metric inherited
from the standard flat metric of R4. Then Q1 is a compact manifold with
positive Ricci curvature. The Riemannian metric on Q1 induces that on
SO(3). Consider the Brownian loop mω(t) on SO(3) starting and ending
at the identity at time 0 and T , respectively. It is lifted to the process qω
onQ1 with qω(0)= e and qω(T ) ∈Z = {±e}. Let νT be the law of qω(T )
on Z.
LEMMA 2.2. – There exists C,c > 0, which is independent of T , such
that
0< νT ({e})− νT ({−e})C exp(−cT ).(2.2)
Proof. – Let p(t, q, q ′) be the heat kernel associated with the Laplace–
Beltrami operator on Q1. Then we have
νT ({e})= p(T , e, e)
p(T , e, e)+ p(T , e,−e),
νT ({−e})= p(T , e,−e)
p(T , e, e)+ p(T , e,−e).
(2.3)
Due to the Ricci positivity of Q1, there exists C,c > 0 such that
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sup
q∈Q1
∣∣∣∣∫
Q1
f (r)p(T , q, v)vQ1(dv)−
1
vQ1(Q1)
∫
Q1
f (v)vQ1(dv)
∣∣∣∣(2.4)
C‖df ‖∞e−cT
for any T > 0 and f ∈ C∞(Q1), where vQ1 stands for the volume element
of Q1 and ‖ · ‖∞ does the uniform norm on Q1. For example, see [8,
Theorem 6.22]. Substituting p(1, ·, e)− p(1, ·,−e) and p(1, ·, e) for f
in (2.4), we obtain that∣∣p(T +1, e, e)−p(T +1, e,−e)∣∣C∥∥d[p(1, ·, e)−p(1, ·,−e)]∥∥∞e−cT
and
sup
q∈Q1
∣∣∣∣p(T + 1, e, q)− 1vQ1(Q1)
∣∣∣∣C∥∥d[p(1, ·, e)]∥∥∞e−cT(2.5)
for any T > 0. In conjunction with (2.3), these imply the upper estimation
in (2.2).
To see the lower estimation in (2.2), let q ′ω(t) be the Brownian motion
on Q1 starting at e and mω(t)= Ψ (q ′ω(t)). Denoting by P the underlying
probability measure, we obtain
νT ({e})= P(q ′(T )= e |m′(T )= Id),
νT ({−e})= P(q ′(T )=−e |m′(T )= Id).
Set Λ = inf{t  0: q ′(t) ∈Q0 ∩Q1}. By virtue of the Markov property
and the symmetry of the Brownian motion on Q1, we have
P
(
q ′(T )= e,Λ< T |m′(T )= e)= P(q ′(T )=−e,Λ< T |m′(T )= e).
Since P(q ′(T )=−e,Λ T |m′(T )= Id)= 0, we arrive at
νT ({e})− νT ({−e})= P(q ′(T )= e,Λ T |m′(T )= Id)> 0.
Thus the lower estimation in (2.2) has been verified. ✷
THEOREM 2.1. – The bundle F with the covariant derivative ∇F as
described above has a null curvature, and the base manifold SO(3) has a
strictly positive Ricci curvature. Moreover, the ground state λ(F ) of the
covariant Laplacian associated with ∇F satisfies λ(F ) c, where c > 0
is the constant which appeared in Lemma 2.2.
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Proof. – Let k(t,m,m′) be the heat kernel for the covariant Laplacian
associated with ∇F . As in the previous lemma, we denote by q ′ω(t) the
Brownian motion on Q1 and set q ′ω(t, q) = q ′ω(t)q for q ∈ Q1. Define
eω(t, q) ∈ SO(4) by
deω(t, q)=−Γ (q ′ω(t, q))eω(t, q) ◦ dq ′ω(t, q), eω(0, q)= Id.
Then, by the identification (2.1), for q, q ′ with Ψ (q) = m and Ψ (q ′) =
m′, we have
k(t,m,m′)= E[eω(t, q)−1{δq ′(q ′ω(t, q))− δ−q ′(q ′ω(t, q))}],
where δq(· · ·) stands for Watanabe’s pullback of the Dirac function via
q ′ω(t, q). This yield that
k(t,m,m)= E[eω(t, q)−1{δe(q ′ω(t))− δ−e(q ′ω(t))}].
Thus we obtain〈
ξ, k(t,m,m)ξ
〉= |ξ |2{p(t, e, e)+ p(t, e,−e)}{νT ({e})− νT ({−e})}
for any ξ ∈R4, which, in conjunction with Lemma 2.2 and (2.5), implies
the desired estimation of λ(F ). ✷
3. Anticipative tangent process and transversal analytic
hypoellipticity
3.1. Calculus of variation on O(M)
Let X be the Wiener space of the d-dimensional Brownian motion and
µ be the Wiener measure on it. An anticipating tangential process is a
process ζ on X of the form
dζ α(τ)= aαβ (τ) dxβ(τ)+ cα(τ) dτ,
where aαβ = −aβα , ααβ(0) = 0, cα(0) = 0, E[
∫ 1
0 |c|2 dτ ] < ∞, and aαβ
may not be adapted, and hence the integral should be understood as
a Skorohod stochastic integral (the standard summation convention has
been used).
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Let O(M) be the the orthonormal frame bundle over M . Then O(M)
admits the canonical parallelization; i.e., there exists a differential 1-form
Θ = (Θ˙, Θ¨) with values inRd×so(d) such that, for every r ∈O(M), Θr
is an isomorphism of TrO(M) onto Rd × so(d). Using this parallelism,
we can define, the horizontal Brownian motion rx(τ, r0) on O(M)
starting at r0, which defines a horizontal flow Uxτ←0(r0) := rx(τ, r0).
Denoting by R and Ω the Ricci curvature and the curvature tensor of
the Riemannian manifold M , we link two tangent processes ζ and ζ ′ by
the relation
dζ = dζ ′ + 1
2
R(ζ ′) dτ + ρ dx(τ),(3.1.1)
dρ =Ω(◦dx, ζ ′),(3.1.2)
where R and Ω are both scalarized with the frame r ∈ O(M), and
evaluated at r(τ, r0).
To handle the stochastic calculus of variation for anticipating tangent
processes, we generalize the result for adapted tangent processes obtained
in [1].
PROPOSITION 3.1.1. – Let ζ, ζ ′ be as above. Then, an infinitesimal
variation x !→ x + εζ of x ∈ X induces a variation of the horizontal
flow Ux , which is represented in terms of the canonical parallelism
of O(M) as follows: (
ζ ′(∗), ρ(∗)).(3.1.3)
Proof. – It is sufficient to treat the case dξ ′α = φaα,β dxβ with a adapted
and φ a smooth functional, the stochastic integral being a Skorohod
integral. We denote dξ˜ ′α = φaα,β dxβ , then
ξ ′α(τ)= φ
τ∫
0
aα,β dx
β − h′α(τ)
with h′α(τ)=
∫ τ
0 (Dη,βφ)aα,β dη. For a smooth functional F on the path
space,
(Dξ ′F) ◦ I = (φ ◦ I )Dξ˜ (F ◦ I )−Dh(F ◦ I ),
where
dξ˜ = dξ˜ ′ − ρ ◦ dx, dρ =Ω(ξ˜ ′,◦dx)
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and
dh= dh′ − ρ¯ ◦ dx, dρ¯ =Ω(h′,◦dx).
We have (φ ◦ I )ξ˜α(τ )= ξ ′α(τ)+ h′α(τ)− ζα(τ), where
ζα(τ)=
τ∫
0
[ η∫
0
Ω
γ,α
λ,δ
(
φξ˜ ′
)λ ◦ dxδ] ◦ dxγ
and
(Dξ ′F) ◦ I = (Dξ˜ +D∫ .
0 ρ¯◦dx
−Dζ)(F ◦ I )=Dξ(F ◦ I ),
dξ = dξ˜ − ρ∗ ◦ dx, dρ∗α =−ρ¯α ◦ dx +
( τ∫
0
Ω
.,α
λ,δ
(
φξ˜ ′
)λ ◦ dxδ) ◦ dx.
Since dρ∗α =
∫ τ
0 (Ω
.,α
λ,δ(φξ
′ − h′)λ ◦ dxδ) = ∫ τ0 Ωα(ξ ′,◦dx), the result is
proved. ✷
COROLLARY 3.1.1. – Define
Φβ(x, τ)=
τ∫
0
Ωα,β ◦ dxα,
where Ω is again the scalarization of the curvature tensor at rx(τ, r0),
which is thought of as a mapping of Rd × Rd → so(d), and Ωα,β is the
evaluation of this map at (eα, eβ), {eα} being the standard coordinate
of Rd . If ζ ′(t)= 0, then
ρ(t)=−
t∫
0
Φβ(τ) dζ ′β(τ).
Proof. – The assertion follows by applying an integration by parts in
the variable τ . ✷
3.2. A variance analysis
Denote by {εγ,δ;1  γ < δ  d} the canonical basis of so(d), and
simply we write θ for (γ, δ). The functional Φβ defined in Corollary 3.1.1
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takes values in so(d) and is expressed as Φβ = ∑θ Φβθ εθ . Fixing t ∈
(0,1), for a function Ψ on [0,1], we set #Ψ = 1
t
∫ t
0 Ψ and Ψ˜ = Ψ −#Ψ . Throughout the remainder of this section, we do not indicate the
dependence on t explicitly to keep the notation simple, while most
quantities appearing later depend on t . Define a covariance matrix by
σ θ
′
θ =
∑
β
t∫
0
Φ˜
β
θ (τ )Φ˜
β
θ ′(τ ) dτ.(3.2.1)
PROPOSITION 3.2.1. – Let A ∈ so(d). If σ defined in (3.2.1) is
invertible, then {cβ} defined by
cβ(τ)=
∑
θ
aθ Φ˜
β
θ (τ ), where aθ =
∑
θ ′
[
σ−1
]θ ′
θ
Aθ ′,(3.2.2)
satisfy
∑
β
t∫
0
Φ˜
β
θ (τ )cβ(τ) dτ =Aθ .(3.2.3)
Proof. – Substituting (3.2.2) into the left hand side of (3.2.3), we obtain∑
θ
σ θθ ′aθ =Aθ ′,
which implies the assertion. ✷
Using the above cβ ’s, we define a tangent process ζ ′ by ζ ′β(τ) =∫ τ
0 cβ(s) ds. Then ζ ′(t) = 0, and, by Corollary 3.1.1, ρ(t) = A. By
Lemma 3.1.1, the corresponding infinitesimal variation is due to ζ
defined by (3.1.1) with these ζ ′ and ρ.
The process Φβ itself is adapted, and the non-adaptedness comes
from #Φβ and σ−1.
3.3. Stochastic calculus of variation for small time
We would like to estimate the behavior of σ−1 as t → 0. We first notice
that
E
[
σ θ
′
θ
]= t2
2
Γ θ
′
θ (r0)+ o
(
t2
)
(t → 0),(3.3.1)
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where Γ θ ′θ (r0)=
∑
α,β Ωα,β;θ (r0)Ωα,β;θ ′(r0), but the identity (3.3.1) gives
no a.s. estimation of σ−1. To obtain an estimation of σ−1, we need
an assumption on the curvature tensor. To state this, note that, at
every point r ∈ O(M), the curvature tensor Ω determines a symmetric
endomorphism of Λ2(Rd), the space of differential 2-forms on Rd . To
emphasize that this endomorphism is considered, we write (Ω) or (Ω)r
with parentheses. Under the invertibility assumption of (Ω), we obtain
the estimation of σ−1.
LEMMA 3.3.1. – Suppose that (Ω)r is invertible for every r ∈O(M).
Then, for every p > 1, there exist constants Cp(Ω) > 0 such that
E
[‖σ−1‖p] Cp(Ω)t−2p for any t ∈ (0,1].(3.3.2)
Proof. – Let rt (τ, x) be the horizontal Brownian motion on O(M) time
changed by t ; drt = √tLα(rt ) ◦ dxα , where {Lα} is the system of the
canonical horizontal vector fields. Set
Ψ
β
θ (τ)=
τ∫
0
Ωα,β;θ
(
rt (s)
) ◦ dxα(s).
Then, by the time change argument, we obtain
σ θ
′
θ = t2
∑
β
1∫
0
Ψ˜
β
θ (τ )Ψ˜
β
θ ′ (τ ) dτ.
Put
σ̂ θ
′
θ =
∑
β
1∫
0
Ψ˜
β
θ (τ )Ψ˜
β
θ ′ (τ ) dτ.
Since (Ω) is invertible, we have
inf
r∈O(M),A∈Λ2(Rd);‖A‖=1
∥∥(Ω)r [A]∥∥> 0.
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Hence there are a positive number ε > 0, an open covering {Ui}Ni=1
of O(M), and indices 1 β1, . . . , βN  d such that
∑
α
∣∣∣∣∑
θ
Ωαβi ;θ(r)Aθ
∣∣∣∣2  ε
for any r ∈ Ui , A ∈ Λ2(Rd) with ‖A‖ = 1, and i = 1, . . . ,N . Then, in
repetition of the standard argument to show the nondegeneracy of the
Malliavin covariance for the solution to an SDE with elliptic diffusion
coefficients (cf. [9]), we obtain
sup
t∈(0,1]
E
[∥∥σ̂−1∥∥p]<∞ for any p > 1.
Thus the assertion has been shown. ✷
3.4. Approximate stochastic calculus of variations
We denote by Ω0 the curvature tensor frozen at the point r0, and
approximate Φβ(x, τ) by ∑
α
Ω0α,βx
α(τ).
Introduce a Gaussian process
x˜α(τ )= xα(τ)− 1[0,t )(τ )
t∫
0
xα(s)
ds
t
.(3.4.1)
Then Φ˜β is approximated by
∑
α Ω
0
α,β x˜α(τ ), and the covariance matrix σ
is done by
σ0 =
∑
α,α′,β
Ω0α,βΩ
0
α′,βγα,α′(t),(3.4.2)
where
γα,α′(t)=
t∫
0
x˜α(τ )x˜α′(τ ) dτ.
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LEMMA 3.4.1. – The symmetric matrix t−2γ (t) is a.s. positive defi-
nite and has a law which is equal to the law of γ (1). Furthermore, there
exists c > 0, which can be explicitly computed, such that
µ
(∥∥γ (t)−1∥∥>Mt−2) exp(−cM).
Proof. – The assertion can be found in [5] and [4]. ✷
The cβ in (3.2.2) are now approximated by
c0β =
∑
α,θ
a0αΩ
0
α,β;θ x˜α, where a0θ =
∑
θ ′
[
σ−10
]θ ′
θ
Aθ ′ .
3.5. Estimating the divergence of a variation on the Wiener space
Using the above approximation method, we can estimate the diver-
gence δ(ζ ) of ζ given in (3.1.1) with ζ ′ and ρ as described at the end of
the Section 3.2. Setting λ(t)=√γ (t), we have
σ0 = {(Ω)r0 (λ⊗ 1)}{(Ω)r0 (λ⊗ 1)}∗.(3.5.1)
THEOREM 3.5.1. – The divergence δ(ζ ) satisfies
lim
t→0 tE
[|δ(ζ )|] cd∥∥(Ω)−1∥∥‖A‖,(3.5.2)
where cd is a universal positive constant depending only on the dimen-
sion d , and can be computed.
For the proof, we prepare a lemma;
LEMMA 3.5.1. – Let xt denote the Brownian motion on [0, t] and
(u(xt ))(η) = 1√
t
xt (tη) the isometry between the corresponding Wiener
spaces. If φ is a differentiable functional of x1 then F t(xt ) = φ(x) is
differentiable and the following rescaling property holds:
DτF
t
(
xt
)= 1√
t
Dτ
t
φ
(
x1
)
.
In particular, it holds that
t E
(
DZt0
F t
(
xt
))=E(DZ10φ(x1)).
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Proof. – We shall prove the lemma for cylindrical smooth functionals
φ, the result being obtained by closure.
If φ(x1)= φ(x1(τ1), . . . , x1(τm)),
DtτF
t
(
xt
)=∑
k
1τ<tτk ∂kφ
(
xt (tτ1)√
t
, . . . ,
xt (tτm)√
t
)
=∑
k
1 τ
t <τk
1√
t
∂φ
(
x1(τ1), . . . , x
1(τm)
)
=Dτ
t
1√
t
φ
(
x1
)
.
Since the matrix σ t0 =Ωα,βΩα′,β
∫ t
0 x˜
t
α(η)x˜
t
α′(η) dη rescales as σ t0 = t2σ 10 ,
we have
E
(
DZt0
F t
(
xt
))
= E
[ t∫
0
DtτF
t
(
xt
)[
σ t0
]−1
x˜t (τ ) dτ
]
= E
[ t∫
0
1√
t
Dτ
t
φt−2
[
σ 10
]−1(√
tx1
(
τ
t
)
− 1
t
t∫
0
√
tx
(
s
t
)
ds
)
dτ
]
= E
[ 1∫
0
Dλφt
−2[σ 10 ]−1x˜1(λ) t dλ
]
. ✷
Proof of Theorem 3.5.1. – We shall estimate the L2 norms of the
divergence of the vector fields by using the equality
E
[|δZ|2]=E[∫ |Z˙|2]+E[∫ ∫ DτZ˙(η).DηZ˙(τ)].
Working with the curvature tensor frozen at r0 and at time t = 1 we
have the following estimate for the L2 norm of the corresponding
approximating vector field ζ0:
E
[ 1∫
0
∑
β
∣∣[σ−10 ]θ ′θ Aθ ′Φ˜βθ (η)∣∣2 dη
]
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= E
[ 1∫
0
∑
β
[
σ−10
]θ ′
θ
Aθ ′Φ˜βθ (η)
[
σ−10
]θ ′1
θ1
Aθ ′1Φ˜
β
θ1(η) dη
]
= E([σ−10 ]θ ′θ Aθ ′[σ−10 ]θ ′1θ1[σ0]θ1θ Aθ ′1)
= E(〈[σ−10 ]A,A〉)E∥∥σ−10 ∥∥‖A‖2.
We now compute the derivatives of σ and of Φ˜; we have
Dτ,αΦ˜
β
θ (η)=Dτ,α
∑
α′
Ωθα′,β
(
xα′(η)−
1∫
0
xα′
)
=Ωα,βθ(1τ<η − (1− τ))
and
[Dτ,ασ0]θ ′θ =
[
Dτ,α
( ∑
γ,γ ′,δ
Ωθγ,δΩ
θ ′
γ ′,δ
1∫
0
x˜γ (η)x˜γ ′(η) dη
)]
=∑
γ,δ
(
Ωθγ,δΩ
θ ′
α,δ +Ωθα,δΩθ
′
γ,δ
) 1∫
0
x˜γ (η)
(
1τ<η − (1− τ))dη.
Therefore
E
[ 1∫
0
1∫
0
∑
α,β
|Dτ,αcβ(η)|2 dτ dη
]
 2E
[ 1∫
0
1∫
0
∑
α,β
∣∣[σ−10 ]θ ′θ Aθ ′Ωθα,β(1τ<η − (1− τ))∣∣2 dτ dη
]
+ 2E
[ 1∫
0
1∫
0
∑
α,β
∣∣([σ−10 ]Dτ,ασ0[σ−10 ])θ ′θ Aθ ′Φ˜βθ (η)∣∣2 dτ dη
]
 2E
[∥∥σ−10 ∥∥2‖A‖2‖Ω‖2]+ 2cE[∥∥σ−10 ∥∥4‖A‖2‖Ω‖4].
The final result follows from (3.5.1), Lemma 3.5.1, which shows that
tδ(ζ t0) = δ(ζ 10 ), where the superscript t and 1 is used to indicate the
dependence on t explicitly, and the convergence
lim
t→0 tE
[∥∥δ(ζ t − ζ t0)∥∥] lim
t→0 t
∥∥ζ t − ζ t0∥∥W 21 = 0.
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The last convergence is a consequence of a.e. convergence of the
integrands and an Lp, p > 1, uniform boundedness in t of them. Namely,
from the estimates of the expectations of stochastic integrals, we have
t2E
∥∥ζ t∥∥2 t2E t∫
0
∥∥σ−1AΦ˜(η)∥∥2
 t2‖A‖2(E∥∥σ−1∥∥4)1/2(E[ t∫
0
∥∥Φ˜(η)∥∥2]2)1/2
C4(Ω)1/2‖A‖2,
where we have dropped the indices for the sake of simplicity.
Concerning the first order term, we have
t2E
∥∥Dζ t∥∥2  2t2E( t∫
0
t∫
0
∥∥σ−1ADτΦ˜(η)∥∥2 dη
)1/2
+ 2t2E
( t∫
0
t∫
0
∥∥σ−1∥∥2‖Dτσ‖2∥∥σ−1∥∥2‖A‖2∥∥Φ˜∥∥2 dη
)1/2
.
This term is much more messy but can be treated in an analogous way,
as long as we can rely on the Lemma 3.3.1. Indeed, by the expression
for the derivation of stochastic integrals, the matrices Dτσ has the same
dependence on t as σ itself, which makes the estimation of all terms very
much alike. ✷
3.6. Transversal analyticity
Let (Ω)r be the endomorphism of Λ2(Rd) defied by the curvature
tensor Ω at r ∈O(M), and set
cΩ = sup
r∈O(M)
∥∥[(Ω)r ]−1∥∥∞.
Suppose that cΩ <∞, i.e. (Ω)r is invertible at every r ∈ O(M). Let
{Lα} be the system of the canonical horizontal vector fields on O(M).
Then [Lα,Lβ] is vertical and Ωα,β;θ = −Θ¨θ ([Lα,Lβ]), Θ¨ being the
second component of the canonical parallelism Θ on O(M). Thus the
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invertibility of (Ω)r implies that {Lα} satisfies the Hörmander condition,
and hence there exists the heat kernel corresponding to O(M)/2, where
O(M) =∑α(Lα)2 is the horizontal Laplacian on O(M).
THEOREM 3.6.1. – Let πt(r0, r) be the heat kernel associated with
O(M)/2, the half of the holizontal Laplacian on O(M). Then, for any
r0 ∈O(M) and A ∈ so(d), it holds that
lim sup
t→0
t
‖A‖
∫
O(M)
|∂Aπt(r0, r)|vO(M)(dr) cdcΩ,(3.6.1)
where ∂A stands for the vertical differentiation in the direction A, vO(M)
is the volume element of O(M), and cd is a universal constant depending
only on the dimension d of M . Furthermore, the function O(d) % g !→
πt(r0, gr) possesses a holomorphic extension to the open set
Ot = {γ ∈ SGL(Cd): γ = g exph, g ∈ SO(d), ‖h‖< t/(ecdcΩ)}.
Proof. – Applying an integration by parts on the Wiener space and
Theorem 3.5.1, we obtain (3.6.1). To show that the second assertion
follows from (3.6.1), see [6]. ✷
4. Asymptotic estimate of ground state
Following the method of [6], the transversal analyticity obtained in
Theorem 3.6.1, implies asymptotic bounds for the ground states of fiber
bundles associated with representations of the orthogonal groups with
large dominant weights.
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