Given l ą 2ν ą 2d ě 4, we prove the persistence of a Cantor-family of KAM tori of measure Opε 1{2´ν{l q for any non-degenerate nearly integrable Hamiltonian system of class C l pDˆT d q, where D Ă R d is a bounded domain, provided that the size ε of the perturbation is sufficiently small. This extends a result by D. Salamon in [Sal04] according to which we do have the persistence of a single KAM torus in the same framework. Moreover, it is well-known that, for the persistence of a single torus, the regularity assumption can not be improved.
Introduction
KAM Theory asserts that, for sufficiently regular non-degenerate nearly integrable Hamiltonian systems, a Cantor-like family of KAM tori of the unperturbed part survive any perturbation, being only slightly deformed, provided the perturbation is small enough. Moreover, the family of KAM tori of the perturbed system is of positive Lebesgue measure and tends to fill up the phase space as the perturbation tends to zero. A natural question is:
Question 1 In a fixed degrees of freedom d, how regular has to be the integrable Hamiltonian and the perturbation in order to get KAM tori?
It was Arnold [Arn63] , inspired by the breakthrough of Kolmogorov [Kol54] , who first proved the persistence of positive measure set of KAM tori of a real-analytic integrable Hamiltonian under a real-analytic perturbation, provided the latter is small enough. In 1962, J. Moser [Mos62b, Mos62a] proved in the framework of area-preserving twist mappings of an annulus, the persistence of invariant curves of integrable analytic systems under C k perturbation, but for k very high (k " 333); which, later on, was brought down by H. Rüssmann [RKN70] to 5, which is very close to the optimal value 4`ι, ι ą 0. It is worth mentioning that M. Herman [Her86] gave a counterexample of an area-preserving twist mappings of an annulus of class C 3´ι without any invariant curve. Translated into the Hamiltonian context, its corresponds to d " 2. Moser [Mos69] proved the continuation of a single torus of an integrable real-analytic Hamiltonian under a perturbation of class C l`2 , with l ą 2d. Then Pöschel [Pös80, Pös82] , following an idea due to Moser, showed that a Cantor-like family of KAM tori, of positive measure, of a non-degenerate integrable real-analytic Hamiltonian survive any sufficiently small perturbation of class C k , provided k ą 3d´1, and also showed that, for the persistence of a single torus of an integrable real-analytic Hamiltonian, it is sufficient to require the perturbation to be of class C l , provided l ą 2d. Later, refining this idea of Moser, D. Salamon [Sal04] showed that, for the persistence of single torus, it sufficient that both of the integrable and perturbed part are of class C l , with l ą 2d. And, regarding the continuattion of a single torus of the integrable system, the regularity assumption l ą 2d turns out to be also sharp (see e.g. [Her86, CW13] ). Then it has been widespread that Conjecture 2 In d-degrees of freedom, a small perturbation of class C l of a non-degenerate integrable Hamiltonian which is also of class C l , exhibits a positive measure set of KAM tori iff l ą 2d.
Albrecht has proven in [Alb07] the persistence of KAM tori of a non-degenerate realanalytic integrable system under small enough perturbations of class C
2d . Yet, the KAM tori of the perturbed system form a zero measure set.
In this paper, we prove the "if" part of the Conjecture 2 i.e. , roughly speaking:
Theorem 3 Consider a Hamiltonian of the form Hpy, xq " Kpyq`P py, xq where K, P P C l pDˆT d q and D Ă R d is a non-empty and bounded domain. 1 If K is non-degenerate and l ą 2ν ą 2d then, all the KAM tori of the integrable system K whose frequency are pα, τ q-Diophantine, with α » ε 1{2´ν{l and τ :" ν´1, do survive, being only slightly deformed, where ε is the C l -norm of the perturbation P . Moreover, letting K be the corresponding family of KAM tori of H, we have meas pDˆT d zK q " Opε 1{2´ν{l q.
To our best knowledge, the best result in this direction is due to A. Bounemoura and consigned in his nice paper [Bou18] , where he proved the persistence of positive measure set filled by the KAM tori of H under the assumptions K P C l`2 and P P C l , with l ą 2d. Bounemoura also pointed out that the region free of KAM tori is of measure Op ? εq. However this latter is not very clear to us. Indeed, in his proof, the Diophantine constant α (corresponding to γ in [Bou18] ) has been rescaled to one and this does not allow to keep track of the power of α relatively to ε which is crucial for the measure estimate. The point is that many other parameters of the KAM scheme, such as the analyticity domain of each of the real-analytic approximations of the perturbation, do depend upon ε and that need to be taken into account in the smallness condition and, in particular, in the measure estimate. In the present paper, under the sharper assumption K, P P C l and reasonable carefullness, the measure estimate of the region free of KAM tori we are able to get is of Opε 1{2´ν{l q, which, netherless, yields in the limit l Ñ 8 the optimal bound in the real-analytic case i.e. Op ? εq ( see e.g. [Kou19, CK19] ). The proof shares two main features with [Bou18] . Firstly, our proof uses also a quantitative approximation method of smooth functions by analytic functions introduced by Moser; however, here we have to approximate not only the pertubed part, but also the integrable part at each step of the KAM scheme as, unlike [Bou18] , we do not linearize the integrable part. Secondly, we also use the refined approximation given in [Rüs01, Theorem 7.2, page 134] instead of truncating the Fourier expansion of the perturbation at each step of the KAM scheme. But, unlike [Bou18] , in this paper we use a KAM schemeà la Arnold.
2
The strategy is to prove a general quantitative KAM Step for real-analytic perturbation of non-degenerate real-analytic integrable Hamiltonian systems (see Lemma 6). Then, one approximates, in a quantitative manner, both the integrable and perturbed part by a sequence of real-analytic functions on complex strips of widths decreasing to zero (see Lemma 7), yielding a suitable real-analytic approximation of the perturbed Hamiltonian, to each of which we apply the KAM Step. Then, one proves that indeed the procedure converges.
2 Notation ‚ For d P N :" t1, 2, 3, ...u and x, y P C d , we let x¨y :" x 1ȳ1`¨¨¨`xdȳd be the standard inner product; |x| 1 :"
|x j | be the 1-norm, and |x| :" max 1ďjďn |x j | be the sup-norm.
is the set of pα, τ q-Diophantine numbers in R d .
‚ Given l P R, we shall denote its integer part by rls and its fractional part by tlu;
we denote by C l pAq the set of continuously differentiable functions f on A up to the order rls such that f rls is Hölder-continuous with exponent tlu and with finite C l -norm define by:
we will simply write }f } C l for }f } C l pAq .
‚ For l ą 0, A any subset of R d , we denote by C l W pAq, the set of functions of class C l on A in the sense of Whitney.
is the unit pdˆdq matrix, we denote the standard symplectic matrix ‚ Given a linear operator L from the normed space pV 1 , }¨} 1 q into the normed space pV 2 , }¨} 2 q, its "operator-norm" is given by
}Lx} 2 }x} 1 , so that }Lx} 2 ď }L} }x} 1 for any x P V 1 .
‚ Given ω P R d , the directional derivative of a C 1 function f with respect to ω is given by
(where, as usual, e :" expp1q denotes the Neper number and i the imaginary unit). We also set:
3 Assumptions ‹ Let l ą 2ν :" 2pτ`1q ą 2d ě 4. and D Ă R d be a non-empty, bounded domain.
‹ On the phase space DˆT d , consider the Hamiltonian Hpy, xq :" Kpyq`Ppy, xq,
where K, P P C l pDˆT d q are given functions with finite l-norms }K} C l pDq and ε :" }P} C l pDˆT d q .
‹ Assume that K y is locally-uniformely invertible; namely that det K yy pyq ‰ 0 for all y P D and T :" }T } C 0 pDq ă 8, T pyq :" K yy pyq´1.
‹ Let α P p0, 1q and set
‹ Finally, set
* .
Theorem
Under the notations and assumptions of § 2 and 3, the following Theorem holds.
Theorem 4
Part I: There exist positive constants c " cpd, τ, lq ă 1 and c
where a :" pl´2νq´1 maxtp6`2lν´1qpl`νq´2lpl´νq, 2lpl`3νqν´1u, then, the following holds. There exist D˚Ă D having the same cardinality as D α , a lipeomorphism G˚: D α onto ÝÑ D˚, a function K˚P C 2 W pD˚, Rq and an embedding φ˚:
Furthermore,
sup
Part II: Assume furthermore that the boundary BD of D is a smooth hypersurface of R d and
5 Notice that the derivatives are taken in the sense of Whitney. 6 See (i) in Remark 5 below.
where minfoc pBDq denotes the minimal focal distance of BD and 7
RpDq :" suptR ą 0 : B R pyq Ď D , for some y P Du .
Then, the following measure estimate holds:
where 8 R BD denotes the curvature tensor of BD, k 2j pR BD q, the p2jq-th integrated mean curvature of BD in R d ,
and
Remark 5 (i) From (3) and (4), one deduces that the embedded d-tori
are non-degenrate, invariant, Lagrangian Kronecker tori of class C β W (0 ă β ă β 0 ) for H, i.e. KAM tori, with Diophantine frequency ω˚i.e. φ t H˝φ˚p y˚, xq " φ˚py˚, x`ω˚tq ,
Indeed, as each φ j is symplectic, we have
Now, pick y˚P D˚and y j P D j converging to y˚. Letting ω˚:" B y˚K˚p y˚q, we have
(12) Then, recalling that H j converges uniformly to H on R dˆTd , we have, for any
Observe that the condition α ď RpDq{6 ensures that the interior of D 1 is non-empty. 8 We refer the reader to [CK19, Kou19] for more details. and (10) is proven.
(ii) Choosing α » ε 1{2´ν{l in (2), we get p ε " Opε 1{2´1{l q and therefore, plugging them into (8), we obtain meas pDzK q " Opε
which agrees for l Ñ 8 with the sharp measure of KAM tori for smooth Hamiltonian systems i.e. Op ? εq. It is worth mentioning that, in order to get (13), the smoothness assumption on the boundary of the domain can be removed using a different argument. The argument consists in slicing the domain into small pieces, then construct in each of those pieces a family of KAM tori and estimate their respective relative measures, and finally some them all up (see [CK19, Kou19] for more details).
Proof of Theorem 4
5.1 General step of the KAM scheme Lemma 6 Let r ą 0, 0 ă 2s 0 ď 2σ ă s ď 1, D 7 Ă R d be a non-empty, bounded domain. Consider the Hamiltonian Hpy, xq :" Kpyq`P py, xq , where K, P P A r,s pD 7 q. Assume that
Assume that σ´ν ε αr ď ρ ď 1 4 and
Assume:
Then, there exists a diffeomorphism G : DrpD 7 qÑGpDrpD 7 qq, a symplectic change of coordinates
such that # H˝φ 1 ":
with
where
Proof The proof follows essentially the same lines as the one of the KAM Step in [Kou19] (see also [CK19] ) modulo two changes: (i) To construct the generating function, as in [Bou18] , we use the approximation given in [Rüs01, Theorem 7.2, page 134] instead of truncating the Fourier expansion of P .
(ii) We use systematically the estimate in 2. of Lemma A.2 to estimate the generating function as well as its derivatives. Those two modifications improve a lot the KAM Step; in particular it yields the optimal power of the lost of regularity σ, which is crucial in the KAM Theory for finitely differentiable Hamiltonian systems, at least from the Moser's "analyticing" idea point of view. We refer the reader to Appendix B for an outline of the proof.
Characterization of smooth functions by mean of real-analytic functions
The following two Lemmata, which will be needed from Lemma 9 on and may be found in [Chi03, Sal04] .
Lemma 7 (Jackson, Moser, Zehnder) Given l ą 0, there exists C 1 " C 1 pd, lq ą 0 such that for any f P C
where l P R`zZ, γ ą 0 and s j :" s 0 ξ j , with s 0 ą 0 and 0 ă ξ ă 1. Then, f j converges uniformly on R d to a function f P C l pR dˆTd q. Moreover, if all the f j are periodic in some component y i or x i , then so is f in that component.
Iteration of the KAM step and convergence
Let K, T, θ, ε, σ, ρ, α˚be as in §3 and 4. Let 0 ă ι ă 1´2ν{l, 0 ă m ă l{2´ν, 0 ă p m ă mintpm`1q{ν, 2u, r m ą 1, l 1 :" maxtp3`2 r m`2l{νqpl`νq{pl´2νq´2lplν q{pl´2νq, 2lpl`3νq{pνpl´2νqqu and for j ě 0, let σ 0 :" C´1 2 σ , s 0 :" 4σ 0 , r 0 :" ασ ν 0 {p2Kq , λ :" log ρ´1 , ξ :" pθ 1{ν λq´1, σ j :" σ 0 ξ j , s j :" 4σ j " 4σ 0 ξ j ,σ j :" pσ j {σ 0 q m " ξ mj , κ j :" 6σ´1 j λ, r j :" r 0 ξ νj ,ř j`1 :" r 0 64dθ ξ νj ,r j`1 :" r 0 2 11 d 2 θ 2 ξ pν`mqj , ξ 0 :" s 0 , ξ j`1 :" σ j ,
First of all, we extend K and P to the whole phase space R dˆTd .
Extension of K and P to the whole space
First of all, there exist 9 C 0 " C 0 pd, lq ą 0 and a Cut-off χ P CpC d q X C 8 pR d q with 0 ď χ ď 1, supp χ Ă D α˚p D 1 q, χ " 1 on D α˚{2 pD 1 q and for any k P N d with |k| 1 ď l, By the Fàa Di Bruno's Formula [CS96] , there exists C 1 " C 1 pd, lq ą 0 such that for any f P C l pR dˆTd q, we have
Let
Therefore, K yy is in particular invertible and }pK yy q´1}
Similarly, one extends P to a function P P C l pR dˆTd q such that K " K on D α˚{2 pD 1 q and }P } C l ď 2}P} C l . Now, letting H :" K`P , we have H |D α˚{2 pD 1 q " H. Hence, it does not make any difference for us replacing H by H since the invariant tori we shall construct live precisely in D α˚{2 pD 1 q as r 0 p23q ă α˚{2.
Let K j (resp. P j ) be the real-analytic approximation K ξ j (resp. P ξ j ) of K (resp. P ) defined on O j given by Lemma 7. Then, the following holds.
Lemma 9 Set D 0 :" ty P R d : B y K 0 pyq P B y KpD α qu. Assume that
Then the following assertions pP j q, j ě 1, hold. There exist a sequence of sets D j , a sequence of diffeomorphisms G j : Dr j pD j´1 q Ñ G j pDr j pD j´1 qq, a sequence of real-analytic symplectic transformations
such that, setting H j´1 :" K j´1`Pj´1 , we have
where φ j :" φ 1˝φ2˝¨¨¨˝φj and K 0 :" K 0 . Moreover,
Remark 10 Observe that
which combined with (18) imply
and, in particular, (24).
Proof
Step 1: We check pP 1 q. We have
y pK 0´Kand
Thus, thanks to (23), we can apply Lemma 6 and get pP 1 q.
Step 2: We assume pP j q holds for some j ě 1 and check pP j`1 q. Write
By the inductive assumption and (34), we have
where K j :" K j and P j :" P j`p K j´Kj´1 q˝φ j`p P j´Pj´1 q˝φ j , with
Now, in order to apply Lemma 6 to H j˝φ j " K j`P j , we need only to check (15) and (17) as
and, for j ě 2,
Now, observe that
Therefore, applying Lemma 6, we get pP j`1 q.
Convergence of the procedure
Now, we are in position to prove the convergence of the KAM scheme.
Lemma 11 Under the assumptions and notation in Lemma 9, the following holds. pivq K j converges uniformly on D˚to a function K˚P C 2`p m W pD˚q, with
H˝φ˚py˚, xq " K˚py˚q ,
Proof The proof is essentially the same as for [Kou19, Lemma 6.3.3, page. 167] , which, in turn, is based on [Kou19, Lemma E.2, page. 207]. For the reader's convenience, we give the proof for φ j ; the proofs for G j and P j are similar. First of all, observe that, for any j ě 1,
Thus, observing W 1 Dφ j W´1 j " pW 1 Dφ 1 W´1 1 qpW 1 W´1 2 q¨¨¨pW j Dφ j W´1 j q, we then get from (41):
so that, writing φ j´φj´1 " φ j´1˝φ j´φ j´1 , it follows, for any j ě 2, Now, by Lemma 8, it follows that the sequence H j converges in the C l -topology uniformly to H on R dˆTd . Thus, passing letting j Ñ 8 in K j " H j˝φ j´P j yields (39) and (40).
Completion of the Proof of Theorem 4
Choose r m :" 3{2, β :" p m. Then, one checks easily that (2) implies (23) and, therefore, Lemmata 9 and 11 hold. Thus, the map G 0 :" pB y K 0 |Br 1 {4 pDαq q´1˝B y K is well-defined on Br 0 pD α q and satisfies
0 , (43) where K 0 :" K 0 andr 0 :"r 1 {p16dθq. Indeed, fix y 0 P D α and consider the auxiliary function f : Br 1 {4 py 0 qˆBr 0 py 0 q Q py, zq Þ ÝÑ B y K 0 pyq´B y Kpzq.Then, for any py, zq P Br 1 {4 py 0 qˆBr 0 py 0 q }½ d´T py 0 qf y py, zq} ď }T py 0 q}}B 2 y pK 0´K qpy 0 q`pB 0`d Kr 0 q ă 4dθr 0 "r 1 {4. Thus, by Lemma A.2, G 0 " pB y K 0 q´1˝B y K is well-defined 11 on Br 0 pD α q and the first part of (43) holds and we now prove its second part. In fact, for any y P Br 0 py 0 q, |G 0 pyq´y| " |pB y K 0 q´1pK y pyqq´pB y K 0 q´1 pK y pyq`B y pK 0´K qpyqq | ď }pB
which completes the proof of (43). Now, let 12 G˚:" G˚˝G 0 . Thus, D 0 Ş Br 1 {4 pD α q " G 0 pD α q and, therefore, denoting G˚pD α q again by D˚, the relations (3) and (4) then follows. Next, we estimate φ˚. We have, for any i ě 2,
when iterated, yields
Therefore, taking the limit over i completes the proof of (6). Next, we prove (5). Set G 0 :" G 0 , G´1 :" id and D´1 :" D α . Then, for any j ě 0,
In fact, the graph of G 0 is precisely the set of solutions of the equation f py, zq " 0. 12 Observe that G˚is well-defined by (43).
then, letting j Ñ 8 yields the first part of (5). Next, we show that }G˚´id} L,Dα ă 1, which will imply that 13 G˚: D α onto ÝÑ D˚is a lipeomorphism. Indeed, for any j ě 0, we have
which iterated and using Cauchy's estimate leads to
Thus, letting j Ñ 8, we get that G˚is Lipschitz continuous and (5) is proven. Let us now prove the bound on π 2 pB x φ˚´½ d q in (6). For, set
Then, for any j ě 1, we have
so that Here, we aim to sketch the proof of the general KAM step. We refer the reader to [CK19, Kou19] for more details.
Step 1: Construction of the Arnold's transformation The symplectomorphism φ 1 is generated by the real-analytic map y 1¨x`ε gpy 1 , xq i.e. Then, one checks easily that Lemma A.2 applies. Thus, we get that F´1pt0uq is given by the graph of a real-analytic map G y : Drpyq Ñ Dřpyq. Afterwards, one checks that the pieces of the family tG y u yPD 7 matches, yielding therefore a global map G on DrpD 7 q and that, in fact, G is bi-real-analytic.
19 Next, one shows that the expression pK y`ε r K y 1 q´1˝K y defines a map on Drpyq by means of the Inversion Function Lemma A.2. As a consequence, we get an explicit formula for G:
G " pK y`ε r K y 1 q´1˝K y on Drpyq , (B.8) and D 1 7 " GpD 7 q. The reminder of the proof then goes exactly as in [CK19] (see also [Kou19] ).
