Abstract-Transportation cyberphysical systems (CPS) aim to improve driving safety by informing drivers of hazards with warnings in advance. The understanding of human responses to speech warnings is essential in the design of transportation CPS to eliminate hazards and accidents. To date, many works have addressed diverse warning characteristics with experimental approaches. However, the computational model to quantify the effects of warning characteristics on human performance in responses to speech warnings is still missing. Mathematical equations were built to model the effects of lead time, loudness, and signal word choices on human perceptual, cognitive, and motor activities involved in speech warning responses. Different levels of lead time, levels of loudness, and signal word choices served as inputs in the model to predict human error rate and reaction time of speech warning responses. The model was validated with drivers' crash rates and reaction times to speech warnings of upcoming hazards in driving assistant systems in two empirical studies. Results showed a good prediction of human performance in responding to the speech warnings compared with the empirical data. The application of the model to identify optimal parameter settings in the design of speech warnings in order to achieve greater safety benefits is later discussed.
(e.g., information, communication, and intelligence), and providing the integrated real-time information among multiple levels, including vehicles to vehicle communication, vehicle to infrastructures communication and in-vehicle information communication [2] . Compared to conventional transportation environment, the connectivity of the transportation CPS allows drivers to learn about the traffic status out of their sight, and provides them with more time to respond to warnings regarding potential hazards [3] , [4] .
In order to improve the safety of both humans and vehicles, as well as facilitate communication between them, it is important to design warning characteristics based on human performance. While work has been done to increase the communication reliability of connected vehicles, the effectiveness of such systems could not be achieved without drivers making proper and timely responses. Therefore, modeling driver responses to warnings is necessary to achieve effectiveness of warning systems with the human in the loop.
Compared to non-speech auditory warnings, speech warnings are more user-friendly since humans can easily understand and differentiate warnings without specific training in memorizing and recognizing warnings [5] . Previous work showed that people working in an operation room had difficulties in recognizing more than half of the non-speech warnings currently in use [6] . Another experimental study indicated that people were unable to distinguish more than six complex warnings [7] . Moreover, previous work found that speech warnings led to a faster reaction time than non-speech warnings regarding spatial information [8] . As a consequence, speech warnings can be widely applied to the Transportation CPS with different warnings in diverse traffic situations without additional training.
To date, many empirical studies have examined the influence of warning characteristics on human performance, such as content, perceived hazard, familiarity, signal word, warning sources, and the number of items in speech warnings, on human behavior and performance [9] [10] [11] [12] [13] [14] . Existing empirical has been shown that warning lead time, loudness and signal word choice have significant effects on driver responses to speech warnings. Lead time is defined as the available time for responses from the start of the speech warning until the occurrence of the collision [15] . Studies showed early warnings led to shorter reaction times to collisions than either middle or late warnings [16] [17] [18] . The warning loudness was found to have a significant effect on urgency expression [19] . In terms of warning semantics, the different signal words chosen in speech warnings significantly influence a human's judgment of the urgency level of a situation [20] . However, no mathematical model with analytic solutions has been developed to quantify and predict the effects of warning characteristics on human performance in response to warning, such as reaction time and response error rate. The behavioral approach used in existing empirical studies to assess the effectiveness of speech warnings can be highly task-dependent, time-consuming, and high-cost. Additional experiments are needed to investigate human performance under a specific level of a warning characteristic if this level has not been tested in previous experiments. The modeling approach we adopted in the current work will provide the predictions of human performance under the different levels of the modeled warning characteristics by running the developed models. Repeated application of the model could easily provide designers with the effects of different parameters on human performance to improve their design of warnings in Transportation Cyber-Physical Systems.
To our best knowledge, there are few mathematical models that predict human responses to speech warnings. Two major psycholinguistic models, the COHORT model and TRACE model, have described the mechanism of how human recognize and process spoken words in general. The COHORT model is a bottom-up verbal model that explains the lexical access for spoken word perception [21] . In the stage of activation, perception is influenced by auditory stimulation such that all words matching the perceived acoustic profile are activated, serving as a cohort. The selection stage refers to the process of selecting consistent input and eliminating candidate words that no longer match the input. Once the single candidate is isolated from the cohort, word recognition is accomplished. Unlike the COHORT model, the TRACE model is an interactive activated simulation model. The main feature of the model is the ability to describe the interaction of units including within-level inhibition and between-level facilitation [22] . The cascaded activation mode in the TRACE model enables the activation word-level processing units sooner after the activation of the feature-level processing units. The word with the most support from the bottom layers will increase its activation until only one candidate is left standing. These two cognitive models laid the significant foundation on understanding the mechanism of speech perception and processing.
However, the COHORT model and the TRACE model focus on the speech perception and recognition instead of human responses to speech. Therefore, they cannot be used to predict human performance in their responses to speech warnings. Meanwhile, both psycholinguistic models focus on general mechanism of speech processing rather than different characteristics of speech warnings so that they are not able to predict the effects of different characteristics of speech warnings on human responses. Moreover, neither COHORT nor TRACE model is a mathematical model. Mathematical models are indispensable to predict how human respond to speech warnings under the influence of warning characteristics in order to be applied in the design of transportation CPS. Therefore, new models are still needed to model how different characteristics of the speech warnings affect human responses with the mapping between the meaning of speech warnings and the target response actions.
The present work addresses this problem by developing a mathematical model to predict human responses to speech warnings in human-machine systems. This paper extended the model presented in [72] by integrating the algorithm of reinforcement learning in modeling the route choice in the processing of speech warnings and quantifying human reaction error rate and reaction time in speech warning responses. Three main speech-warning parameters are discussed: lead time, loudness, and signal word choice. As the causes of accident in reality can be very complex, the errors in initial responses and the slowed responses to warnings are two of major causes that leaded to traffic accidents. Therefore, accident rate is modeled as the outputs of the model with this two causes being considered and is tested with two empirical studies. In addition, the applications of the model were discussed in setting up the warning parameters to optimize the design of transportation cyber-physical system in terms of human performance. The interface of a web-based software was proposed for designers as an easy-touse technology to design different speech warning parameters associated with human performance.
II. MODELING MECHANISM AND MODEL ENHANCEMENT

A. Overview of Queuing Network-Model Human Processor (QN-MHP)
Queuing Network-Model Human Processor (QN-MHP) is a computational architecture that integrates three discrete serial stages of human information processing (i.e. perceptual, cognitive, and motor processing) into three continuous subnetworks (see Fig. 1 ). Each subnetwork is constructed of multiple servers and links among these servers. Each server is an abstraction of a brain area with specific functions, and links among servers represent neural pathways among functional brain areas. The neurological processing of stimuli is illustrated in the transformation of entities passing through routes in QN-MHP. Since this architecture was established, QN-MHP has been applied to quantify various aspects of human cognition and performance, such as human mental workload [23] , [24] , and the reinforcement learning process [25] , [26] . In terms of the perceptual subnetwork, new equations have been integrated to model eye movements, and speed perception [26] [27] [28] . The cognitive subnetwork has been improved to model textual information chunking [26] , inhibition incompatible responses and choice reactions [29] , dual task interference [30] , and complex decision making [31] , [32] . Moreover, applications of QN-MHP indicate its success in modeling motor program retrieval [26] , error corrections [30] , bimanual coordination in typing tasks [26] , [33] , and driver speed control [26] , [27] , [31] .
B. Enhancements of Queuing Network-Model Human Processor (QN-MHP)
In the present work, the mathematical model was proposed based on the architecture of QN-MHP to predict human performance in speech warning responses with system operation tasks (e.g. driving a vehicle) based on neurological findings [34] [35] [36] [37] [38] , [42] [43] [44] [45] [46] [47] [48] [49] . Although several mathematical models based on the QN-MHP have been successfully built to predict driver behaviors such as speed and lateral control, the model to predict human responses to speech warning is still missing. The highlighted servers with labels in Fig. 2 illustrated the servers to be enhanced with the equations developed in the current work and the processing of speech warnings with the "Flow of Entities."
In the speech warnings response task, the stimuli of speech warnings entered into the auditory perceptual subnetwork. The stimuli firstly arrived at Server 5, representing the middle and inner ear (common auditory processing). The parallel auditory pathways transmitted the auditory information through the neuron pathways from the dorsal/ventral cochlear nuclei to the inferior colliculus presented by Server 6 (auditory recognition) and from the ventral cochlear nucleus to the superior olivary complex represented by Server 7 (auditory location). Then the auditory information was integrated at Server 8, representing the primary auditory cortex and the planum temporale (auditory recognition and location integration. The speech warnings with specific loudness and semantic features were then transmitted to the left-hemisphere posterior parietal cortex presented as Server B (phonological loop).
A route choice located at Server B with a shorter route directly connecting to Server W (motor programs retrieval) representing basal ganglia, and a longer route connecting to Server C (central executive) and Server F (complex cognitive function), and eventually leading to Server W. The shorter route represented a processing in emergent situations and the longer route involved the stage of hazard evaluation in less emergent situations. Those motor programs at Server W were then assembled at Server Y (motor program assembling and error detecting) and initialized at Server Z representing primary motor cortex, sending out the neural signals to body parts (Servers 21-25).
1) Modeling the Effect of Speech Warning Parameters on the Probability of Route Choice in Reinforcement Learning:
The modeled routes in QN-MHP were presented in Fig. 2 . As it showed at Server B, entities could choose one of the two routes to move to either Server C (long route) or Server W (short route). The division of the two routes was modeled with the route choice at Server B. Previous fMRI studies indicate two stages involved in processing warning signal words associated with hazards [34] . One stage is a rapid automatic activity and the other stage involves the activation of the hazard evaluation. The rapid automatic activity with a shorter response time to warnings could be represented by the shorter route (Route I) of warning responses learned through experiences in urgent situations [35] , [36] . The other activity involving a hazard evaluation process could be represented by the longer route (Route II) of warning responses learned through experiences in non-urgent situations [35] . To process information with Route II, the human would take a longer time to respond as more servers were involved in this route. In the meantime, the human would have a lower error rate of responses since entities were processed through critical servers (Server C and Server F) could correct errors to a certain degree.
The probability of choosing a route could be the result of learning from the connections of warning characteristics and associated hazards in daily life. Previous magnetoencephalography (MEG) and fMRI studies showed that people learned responses to auditory stimuli with a co-activation of the motor/ premotor cortex and the primary auditory cortex [37] . As the neuron in motor and premotor cortex (Server W) fired repeatedly when the human processed associated warnings, the correlation of neuronal firing of connected cortical cells was translated into their connection strength [38] . At the beginning of the learning, entities of speech warnings with different loudness levels or signal words might have equal chances to enter either route. Then the probability of route choosing would be updated as humans learned from association between specific loudness levels/signal words and urgency of hazards.
Whether a situation was considered to be an emergency was determined by certain criteria of loudness levels and signal words. In terms of warning loudness, Blumenthal [39] reported that a 50% probability threshold of a startle response was 85 dB. Studies have shown the increasing of the acoustic stimuli intensity leads to an increase in response magnitude and amplitude, and a decrease in response onset latency [40] . For signal word choices, different signal words expressed different perceived urgency levels (Hollander & Wogalter, 2000) . Therefore, speech warnings with its loudness higher than 85 dB or a particular signal word (e.g., "Danger") would represent an emergency situation.
Moreover, the incompatibility of warning loudness and word semantics indicating different hazard urgency levels took longer time for human to respond [34] . This incompatibility might result in entities travelling through a longer route (Route II) with higher chance in order to solve the incompatibility problem [41] . The probabilities of choosing route I (p I ) and route II (p II ) for speech warnings with certain loudness levels and signal words were obtained from the simulation results (see Q online learning algorithms in the Appendix).
2) Modeling the Effect of Speech Warning Characteristics on the Warning Perception, Memory Decay and Hazard Evaluation:
The choices of servers and where to integrate equations were determined by the brain area are influenced by warning characteristics. Studies suggested loudness and signal word choice have significant effects on human behaviors [42] [43] [44] [45] . It has been shown that the activation of lower auditory processing level increased with the sound level increased [46] . Therefore, the effect of loudness on speech warning perception was modeled at Server 6. The semantic features of signal words are recognized at the superior temporal sulcus, which was modeled at Server 8 [47] .
Due to the interference caused by the speech warnings on the on-going tasks, memory decay may occur [48] . The effect of warning lead time on memory decay was modeled in the working memory system regarding auditory processing represented by Servers B and C. Previous fMRI studies indicated that hazard evaluation activated the medial prefrontal cortex, the inferior frontal gyrus, the cerebellum, and the amygdale [49] , which were presented by Server F.
III. MATHEMATICAL FORMULATION OF MODELING MECHANISMS AND THE ENHANCEMENT OF THE QN-MHP
A. Modeling the Effects of Loudness and Signal Word Choice on Perceived Urgency and Annoyance of Speech Warnings 1) Modeling the Relationship Between Loudness and Perceived Urgency/Annoyance:
The relations between changes in loudness and changes in perceived urgency can be quantified by the Stevens Power Law [44] . The loudness was reported having a positive relationship with urgency expression [44] . Therefore, the perceived urgency (U L ) and annoyance (A L ) as a function of warning loudness was modeled by the following equations:
where L denotes the loudness level and m and k quantify the relationship between perceived value and objective loudness change. The relationship between intensity and perceived urgency/annoyance was quantified [50] . The Stevens' power law states that the loudness (L) is proportional to I 0.3 , where I is the sound intensity [51] . Therefore, the parameters are quantified as: Wogalter, 2000) using the word "notice" rather than "note." The perceived urgency of "danger," "caution" and "notice" spoken by a female voice on a 100 points scale are quantified as 90.53,72.40 and 46.81 [44] .
B. Modeling the Error Rate in Speech Warning Responses
Speech warning parameters have different influence on speech warning response error rate in different stages of speech warning responses. When humans processed speech warnings through route I, the error rate was mainly influenced by the effects of loudness and signal words on speech warning perception. When speech warnings were processed through route II, the error rate in the speech warning responses was also influenced by the effects of lead time on potential memory decay of the speech warnings and hazard evaluation.
1) Modeling the Effect of Loudness and Signal Word Choice on Error Rate:
Errors in speech warning responses could result from the shortcoming of perception, memory, cognition and the failure in motor execution [52] . Errors in speech warning responses include no responses to correct warnings (e.g., failures in recognizing speech warnings and misjudging hazards associated with warnings) or incorrect responses to warnings (e.g., accelerating instead of braking towards a forward collision). The error rate (I E ) is modeled as a function of the speech warning loudness and signal word choice and the corresponding probability of route choices. A warning with higher urgency is correlated with higher arousal strength, which may result in a startle reflex and lead to a higher chance of poorly processing the warning signal words [34] . This autonomic activity can be represented as entities travelling through route I with a higher chance of making errors such that entities are not processed in critical Server C and Server F. Both loudness and semantic features relevant to the expressed urgency of the speech warnings have influence on error rate in the perception of speech warnings [53] . Also, a positive correlation between loudness and error rate was found in an empirical study [54] . The error rate in route I is then modeled with a positive correlation with perceived urgency expressed by word loudness and word semantics.
The entity processed through route II involves the central executive and hazard evaluations at Servers C and F. The effect of loudness on the error in response would decrease after the entity passed the phonological loop due to the decay of the echoic memory [52] . Further processing of the entity led to pattern recognition or semantic analysis of the speech warnings (at Server C) and the corresponding hazard was evaluated in the decision making stage (at Server F) [34] , [55] . Therefore, the error rate in route II was modeled with a correction of errors brought in by the loudness and semantic properties of the speech warnings in the perceptive stage of speech warnings.
In summary, the error rate (I E,i ) of route i (i = I or II) is modeled with the following equation (3) with the perceived urgency (U L ) and annoyance (A L ) of speech warnings due to different loudness levels, and the perceived urgency of speech warnings due to different signal words (U S ). Since there is no difference of perceived annoyance due to different signal words (A S ), it is not inputted in modeling the error rate.
where L is the speech warnings loudness and S is the signal words. U L and A L are the perceived urgency and annoyance of warning loudness obtained from (1) and (2); U S is the urgency of signal word choice. ε is a normally distributed random factor with a mean of zero. According to the perceived urgency for signal word scales, the perceived urgency for word semantics (U S ) is 0.90, 0.72, or 0.47 for signal words "Danger," "Caution," "Notice," respectively [44] . The parameters are quantified as:
The overall error rate in the responses to speech warnings is then modeled by adding up the error rate with the probability in each route. The effect of speech warning parameters on route choice error rate (I E ) can be modeled as the combined effect of the speech warning loudness and signal word choice:
where I E,i denotes the effect of speech warning parameters error rate when a speech warning travels through route i. p i denotes the probability of information processing through route i. Then the equation (3) for the effect of speech warning loudness and signal word choice on error rate (I E ) is updated by the following general equation:
where L denotes the loudness level in dB. U S is the perceived urgency level with different signal word choice. p I and p II are probabilities of choosing route I (the shorter route) and route II (the longer route) respectively obtained from the simulation results of the reinforcement learning in Appendix. m U and k U are parameters to quantify the power law of perceived urgency and loudness. m A and k A are parameters to quantify the power law of perceived annoyance and loudness.
2) Modeling the Impact of Lead Time on Error
Rate: Drivers tend to respond to the speech warning when the corresponding hazard is within sight [16] . When there is a relatively long lead time before the actual hazard occurrence, the human may perform normal operations and monitor the situation. Therefore, the memory of the speech warnings may decay and the corresponding accuracy rate of upcoming hazard estimation may increase the error rate in responses to speech warnings. The probability of information retrieving (p) is modeled as a function of time (t) starting from the information presented to humans in [48] as follows:
where a = −0.02 based on the parameter setting of the MHP [56] .
In the proposed speech warning responses model, the effect of lead time on memory decay (I MD ) is computed at Servers B and C in QN-MHP, representing the working memory system regarding auditory information processing.
In the above equation, t lead denotes the lead time for speech warning responses. In terms of hazard estimation, a human will react to speech warnings when a perceived hazard reaches a certain threshold. The effect of hazard evaluation accuracy on error rate (I H ) can be modeled by the difference between the perceived value and the actual value of the hazard in the following equation:
where H p denotes the perceived value of hazard and H 0 denotes the actual value of hazard. In summary, the error rate (r) in speech warning responses is extended by adding the effects of loudness and signal word choice modeled in (5) , and the effect of lead time modeled in (7) and (8) as follows:
where I E denotes the error from signal word perception and recognition under the effect of speech warning loudness and signal word choice, I MD denotes the error from memory decay, I H denotes the error from hazard location estimation. ε 3 is a random factor following normal distribution [0, 0.1] [57] .
C. Modeling the Reaction Time in Speech Warning Responses
The reaction time was defined as the time duration from the time the speech warning occurs to the time the human starts to react. As assumed in QN-MHP, entity processing time at an individual server is independent of arrivals of entities, and routing is independent of the state of the system. Therefore, the reaction time of a speech auditory stimulus can be modeled by summarizing the processing time of all the servers on the route. Consequently, the reaction time (RT i ) to speech warnings through route i is modeled as:
where T k is the processing time of auditory stimulus at Server k.
The processing time of servers in perceptual, cognitive, and motor subnetwork are 42 ms, 24 ms, and 18 ms, respectively [29] .
The effect of loudness on reaction time is modeled in the initial processing of auditory stimuli in Server 6,
where T 6(0) is the initial entity processing time in Server 6 and U L denotes the effect of loudness on perceived urgency. The effect of signal word choice on reaction time can be modeled by the following equation:
where T 8(0) is the entity processing time in Server 8 and n i is the number of words in the ith speech warning. U s denotes the urgency level expressed by the initial words (e.g., signal words) in the speech warnings. All in all, the equation (10) for modeling reaction time of speech warnings through route i is updated as:
In the above, T k denotes the processing time of the auditory stimulus at Server 
D. The Application of Speech Warning Response Model in Driving and Warning Responses
The following section presents the application of the speech warning responses model in modeling human responses to speech warnings in Transportation CPS systems (e.g., invehicle information systems and connected vehicle communication systems). Corresponding responses to warnings in a driving task include the releasing of the accelerator pedal when drivers are accelerating and the change in braking pedal when drivers are already braking (i.e. foot on brake pedal) or on their way to brake (i.e. releasing the accelerator). The parameters of speech warnings in the driver assistant systems are loudness and signal word choice, as well as lead time (distance/location of hazard). The drivers tend to respond once the speech warning begins when they hear the signal words (e.g., "Notice," "Caution" "Warning," and "Danger"). QN-MHP was used to estimate the reaction to the speech warnings starting from perceiving the information from speech warnings to transmit neural signals from the primary motor cortex to the foot server (Server 25).
1) The Hazard Evaluation in the Driving and Speech Warning Responses Tasks:
When the speech warnings are presented to a driver, he/she will continuously evaluate the potential hazard based on the certain information obtained from visual perception and from speech warnings (e.g., estimated distance).
The previous work invested the effects of motion factors (e.g., optical flow rate, optical density of texture and edge rage) and cognitive factors (e.g., perceived time, actual speed) on the traversed distance estimation [58] [59] [60] . It is reported that there was a significant effect of speed on distance estimation, with slower speeds resulting in more accurate distance estimation. The relationship between actual distance and estimated traversed distance (D P ) was quantified with Steven's power law [61] 
In the above, D 0 denotes the actual distance between the current position of speech warning in a receiving vehicle and the potential hazard location when speech warning is presented, while v denotes the instant speed (b = 0.955) [61] . Based on the definition, the actual distance D 0 is modeled as:
When the perceived distance is shorter than the minimum safety headway, drivers may react to the speech warnings directly. Otherwise, drivers continue to drive and react to speech warnings until perceived distance (D p ) reaches the threshold (D p = D h ). The hazard evaluation effect on crash rate is modeled as,
The instant speed (v) and acceleration (a t ) at time t is modeled in [27] as follows:
where v 0 denotes the initial speed and a t denotes the acceleration at time t. The constant rate of deceleration (a t (Δt)) is modeled in [62] as follows:
where φ is the global optic flow rate of the textured ground surface, a proportion of speed as long as eye height is constant. The global optic flow rate is constant in a braking task. The ratiȯ θ/θ, where θ andθ are the optical angle and rate of expansion of approached object, respectively, is approximately equal to v/S. Therefore, the ideal deceleration can be expressed in terms of the optical variable by substituting φ for v andθ/θ for v/S. Novices tended to initiate emergency braking earlier than necessary when initial speed was slow and to a lesser extent, which brought in a parameter k of driving experiences (0 < k < 1). The parameter k is quantified by the annual mileage divided by a maximum value of annual mileage in general. The ratio of the object's optical angle to rate of expansion of approached object (θ/θ) specifies the time-to-collision (TTC) with the object as long as the current velocity is held constant. The ratio is modeled in [63] as follows:
The perceived time-to-collision (TTC p ) will be affected by the existence of the lead vehicle. TTC is the actual time to collision that the vehicle will be able to avoid a collision without exceeding the assumed maximum deceleration, which is represented as t lead as above.
In the above, LV is a dichotomous variable of the lead vehicle in order to model the effect of the lead vehicle on TTC p (0 = without lead vehicle; 1 = with lead vehicle).
In summary, the effect of hazard evaluation on crash rate is modeled as:
. (21) 2) Modeling the Crash Rate in Speech Warning Responses: The modeling of crash rate has to consider the additional impact of warning lead time. Even if the driver makes correct responses, lack of time to respond will also result in accidents. When the lead time is shorter than the minimum brake-tomaximum response time (t min ), the drivers may not avoid the collision even when they correctly respond immediately. Therefore an effect of lead time on crash rate is modeled as:
The impact of parameters (i.e., loudness and signal word choice) of speech warning on crash rate (R crash ) can be modeled by combining Equations (5), (21), (23) as follows:
where I E denotes the error from signal word perception and recognition under the effect of speech warning loudness and signal word choice, I MD denotes the error from memory decay, I H denotes the error from hazard location estimation. I LT denotes the effect of lead time on crash rate. ε 5 is a normally distributed random factor following normal distribution [0, 0.05] [17] .
IV. THE VERIFICATION OF THE SPEECH WARNING RESPONSE MODEL
In order to validate the speech warning responses model, the following section provides the prediction results of two experimental studies in terms of driver responses to speech warnings. The first study conducted by our research group studied the effect of lead time on driver responses to speech warnings. In order to validate the model, the model predictions for response time and crash rate are shown and compared to experimental data. The second study from a published work examined the effect of loudness and signal word choice of warnings on rearend collision [64] . Due to a lack of detailed information in the second study, the lead time and hazard evaluation was assumed to have no additional effect on modeling crash rate. The model predictions for crash rate and subjective ratings for perceived urgency and annoyance are shown and compared to experimental data. To validate the speech warning response model, the comparability of model predictions and experimental results were quantified by the Pearson correlation coefficient (R squared) as well as the root mean-squared error (RMSE).
A. Experiment 1
The first experiment involving a driving simulator was conducted to study the impact of lead time on human responses to speech warnings.
1) Participants: Thirty-two participants (24 males, 8 females) with ages ranging from 18 to 26 years participated the study. All of them were licensed drivers and had normal or corrected-to-normal vision. None of the drivers had previously participated in any simulator or crash avoidance studies.
2) Apparatus: A STISIM driving simulator (STISIMDRIVE M100K, Systems Technology Inc, Hawthorne, CA) was used in the study. It comprises a Logitech Momo steering wheel with force feedback (Logitech Inc, Fremont, CA), a throttle pedal, and a brake pedal. The resting position of the throttle pedal is 38.2
• (the angle between the pedal surface and the ground) and the maximal throttle input is 15.2
• . For the brake pedal, the resting position is 60.1
• and the maximal brake input is 28.6
• . The STISIM simulator was installed on a Dell Workstation (Precision 490, Dual Core Intel Xeon Processor 5130 2 GHz) with a 256 MB PCIe × 16 nVidia graphics card, Sound Blaster X-Fi system, and Dell A225 Stereo System. Driving scenarios were presented on a 27-inch LCD with 1920 × 1200 pixel resolution. A speaker in front of the participant provided auditory information in the form of a digitized human female voice with a speech rate of ∼150 words/min and loudness level of ∼70 dB. Another speaker provided driving sound effects with a loudness level of ∼55 dB.
The behavioral measures (time elapsed (s), speed (m/s), acceleration (m/s 2 ), and distance to the initial location where the scenario starts (m) were automatically collected from the driving simulator and outputted to another identical Dell Workstation. This computer calculates the time to collision (TTC) in real time based on the vehicle's speed and acceleration. When the calculated TTC reached the designed value, the warning would be issued.
3) Scenario Setting: The speech warning would sound before the appearance of the hazard. Each speech warning started with a signal word "Caution" and followed by a description of the collision scenario presented (e.g. A vehicle at your front-left is running red light) at 70 dBA with driving noise of 55 dBA. The collision scenario description comprised the hazard location and event, which provided the driver with specific information to eliminate any confusion.
The test block used a two-lane (in each direction) urban environment with traffic lights and road signs. There were running vehicles moving in each direction. Speed limit signs with a Sixteen collision scenarios were designed and programmed. A lead vehicle would run at the same speed as the subject vehicle. In order to investigate drivers' responses to speech warnings, their sights of the collision scenario were blocked by other vehicles (e.g., lead vehicles, parked vehicles or stacked vehicles at the intersection), and participants could only rely on the warnings to learn about the upcoming collision events.
4) Experiment Design:
The current experiment adopted a one-factor experiment design with lead time as an independent variable and collision rate and brake-to-maximum response time as dependent variables. The lead time had 16 levels (0 s, 1 s, 1.5 s, 2 s, 2.5 s, 3 s, 3.5 s, 4 s, 4.5 s, 5 s, 6 s, 8 s, 10 s, 15 s, 30 s, and 60 s). When the lead time was 0, the warning sounded at the same time when the collision event happened. Each subject would go through sixteen collision events with sixteen levels of lead time assigned to each event. The orders of levels of lead time and events were randomized. The normal messages were randomly assigned during the experiment, as long as they did not cause interference with the broadcasting of speech warnings.
The first dependent variable was collision, which specified whether there was collision between a subject's vehicle and a hazard vehicle. The collision rate was then calculated as the percentage of collisions for each level of lead time. Braketo-maximum response time represented the time period from the present of warnings until drivers reaching the maximum deceleration in the braking responses.
5) Results:
The model prediction for crash rate with speech warnings of different lead time levels is shown in Fig. 3 . The RMSE was 0.13 with an R square of 0.94. For the brake-tomaximum response time to the speech warnings, Fig. 4 showed the model prediction comparing the experimental results had an R square of 0.97 and RMSE of 3.17.
B. Experiment 2 (Baldwin & May, [64])
The second experimental study examined the effect of loudness and signal word choice of in-vehicle collision warnings on driver responses [64] . Thirty participants were recruited to drive through five different scenarios containing five different hazard events. Speech warnings consisted of the signal word "Notice" or "Danger" presented at either 70 or 85 dBA. The driving sound effects were presented with a loudness level of 55 dB. The crash rate with different warnings and subjective rating of perceived urgency and annoyance were reported.
Due to a lack of detailed information regarding collision event scenario and driver responses, the lead time was set up to be long enough for effective responses in this study since there is no lead time reported (I LT = 1). The model prediction for crash rate with different speech warnings is shown in Fig. 5 . The RMSE was 0.06 with an R square of 0.90. Fig. 6 shows the model prediction of rating of urgency and annoyance for signal word. The R square of perceived urgency prediction is 1.00 with RMSE of 1.49. The R square of annoyance is not calculated since there is no difference among annoyance ratings of signal words [42] .
V. THE APPLICATION OF PREDICTION OF HUMAN PERFORMANCE IN DEVELOPING SPEECH WARNINGS
Speech warnings in Transportation Cyber-Physical Systems are designed to improve driver safety by providing information about upcoming hazards in an appropriate way so as to give drivers enough time to respond. Previous work mainly studied speech warning characteristics through experimental approaches [19] , [64] . The developed model in the current work makes it easier for designers to obtain the effects of different speech warning parameters associated with human performance. In particular, the warning lead time, loudness and signal word choice can be optimized by applying the developed model to simulate human performance. Taking the intelligent transportation system as an example, the crash rate will serve as the objective index of potential safety benefit of the speech warnings.
Based on abovementioned modeling results, the model predicted that crash rate would vary with different combinations of lead time, loudness and signal words. Equation (21) is applied to quantify collision rate under different combinations of loudness and signal words with the common noise loudness level of 55 dBA. The threshold of intelligibility (TI) is at the loudness level of 47 dBA, which was defined as the "level at which the listener is just able to obtain without perceptible effort the meaning of almost every sentence and phrase of the connected discourse" [65] . A human, therefore, will not fully recognize and understand warnings with loudness levels below this threshold. The predicted impact of loudness and signal words on crash rate shown in Fig. 7 illustrate the loudness level with a range from 47 to 85 dBA with a lead time of zero as an example. The best loudness level to present the signal word "Notice" is 85 dBA, whereas the best loudness level for other signal words is 47 dBA. It is implied that the combination of speech warnings with an intermediate urgency level brought the most safety benefits. Fig. 8 . Predicted crash rate with speech warnings presented at different lead time and loudness levels (using signal words "Caution"). The joint effect of lead time and warning loudness level is shown with the signal word "Caution" (see Fig. 8 ) as an example. Likewise, the joint effect of lead time and warning signal words is shown with the loudness level of 70 dBA (see Fig. 9 ). The predicted crash rate has a decending trend as a function of lead time regardless of the impact of loudness level and signal words. Generally speaking, it suggested that early warnings resulted in lower crash rates than did late warnings. As it is shown in Fig. 9 , an abrupt decrease of collision rate appeared with longer lead time when the warning was relatively late; the rate of such decrease tended to slow down when the warning was relatively early. The differences in crash rate between different loudness levels and signal words reduced when the lead time was longer. In other words, the impact of loudness and the signal word choice on human responses will decay with the processing of the speech warnings.
The future software can be designed based on the developed models in this work to specify the loudness and signal word choice of speech warnings in the Transportation Cycle-Physical Systems. A sample interface is shown in Fig. 10 . With the loudness, signal words and number of words in the speech warnings inputting into the software, the designers of the warning system will be able to obtain the objective parameters regarding human responses, including the predicted crash rate and brake-to-maximum warning response time. Moreover, the subjective rating of the speech warnings could also be obtained by applying this model. 
VI. DISCUSSION
In this modeling work, mathematical equations were built within the framework of the Queuing Network Model Human Processor (QN-MHP) to predict human performance in speech warning responses, including human error rate and response time with different warning characteristics. No free parameters were used in the parameter setting. The validation of the model with two laboratory studies indicated its relatively good ability to predict performances in speech warning response with high correlations with behavioral data from two experiments [64] .
This work is one of a few mathematical models with analytic solutions in the field of human speech processing. Previous modeling work has explored theories that account for the experimental data of word recognition and speech comprehension [66] , [67] . In the review of word recognition models, most modeling work focuses on the mechanism of speech recognition with either verbal models (e.g. COHORT) or simulation models with descriptions of theory implemented in computer programs (e.g., TRACE) [22] , [68] , [69] . Compared to verbal or simulation models, the conciseness and rigor of mathematical models allows an easier implementation for different systems regardless of the computer language used in the system.
More importantly, few computational models focused on the prediction of human performance in speech warning responses and considered the characteristics of speech warnings. The neighborhood activation model focused on the prediction of the unique time point of word recognization [70] . The models that do model human performance (e.g., [71] ) haven't predicted response error rate. In the current work, humans were responding to warnings associated with driving tasks rather than that to isolated words. In this case, the modeled process involves the hazard evaluation associated speech warnings and the selection of proper manual responses with the effects of warning characteristics being modeled. This different emphasis on human response modeling is important in the design of transportation CPS, since such systems have to consider how human respond to speech warnings by changing their operating behavior under the influence of different warning characteristics.
Although this study was carefully prepared, there are still several limitations. First of all, the model was mainly validated with accident rates and response time since the published work only reported the accident rate as the objective index of warning response performance. Further work is needed to validate the detailed levels of the proposed model. Secondly, although the proposed mathematical model provides a promising tool to predict the effects of loudness of speech warnings on human performance, the influence of other acoustic properties, like frequency and pitch, and the threshold of intelligibility were not modeled. For example, the warning presented with a higher pitch (e.g., female voice) may have a different impact on human performance and subjective rating on warning urgency than that of a lower pitch (e.g., male voice). Meanwhile, there might be interactions between signal word choice and other acoustic factors. The current work assumed that the perceived urgency expressed by different signal words is relatively stable, but the perceived urgency might vary with the signal words presented at different pitch and frequency levels. To enhance the model in predicting speech warning acoustics and semantic properties on human behaviors, further work is needed to model the interaction among acoustic properties and the interaction between signal word choice and other acoustic properties. Furthermore, the current QN-MHP model did not account for individual differences, but may significantly contribute to the model application. For example, although the model predicted optimal lead time, loudness level and signal word for speech warnings, personality (e.g., aggressive vs. conservative drivers) where Q t+1 (i,j) is the online Q value if entity routes from server i to server j in t + 1th transition. max k [Q t (i,k) ] denotes the maximum Q value routing from server j to next k servers (k ≤ 1); r t is the reward; γ is the discount parameter of routing to next server (0 < γ < 1). The time-saving reward (r t ) is modeled as r t = (1/w q ) + μ j,t , where w q is the waiting time in the queueing at the server; the error-saving reward r t is modeled as r t = 1/(N error(j,t) + 1), where N error(j,t) is the number of action errors of the previous entities made in the next server j at tth transition. N error(j,t) = N error(j,t) + 1 × L/100 × U S . Both Q t+1 E(i,j) and Q t+1 T (i,j) will contribute to the survival chance when human respond to warnings toward a potential hazard. Therefore, the choice of routes is determined by the sum of two Q values. Currently, it is assumed that Q value of the error-saving reward and the Q value of the time-saving reward has the same priority. ,k) , the entity will choose the next server (j or k) randomly. The simulation results of probability of route choices is shown in Fig. 11 .
