Compressive sensing is a sampling theorem that exploits the sparsity of a signal in a domain Ψ, while being spread out in a sensing domain Φ. For example, a sinusoid time domain signal in Φ can be represented by one non-zero coefficient in the frequency domain Ψ. The timefrequency relationship is similar to the space-angle relationship that exists in underwater acoustics for an array of hydrophones. Wavefront curvatures that are spread out in the space domain can be represented in the angle domain by a sparse vector. This work investigates the performance limits of using compressive sensing to resolve signals in the angle domain, a task usually accomplished by beamforming. For compressive sensing, it has been shown that the performance of recovering a signal is related to the number of measurements, the number of non-zero coefficients, and the dimension of Published by
INTRODUCTION
A signal s f ( p) at frequency f, can be written as a linear functional
where p is a position vector, ψ n =
1 N e i 2π f c r n · p represents the phase of a signal originating from position r n to point p, N is the total number of look directions to sum over, and x n is a scalar amplitude. The signal is sampled in the space domain by M hydrophones. The hydrophones sample a point in space such that they can be represented by a matrix Φ Φ Φ of Kronecker delta functions δ( r). The sampled measurements on a hydrophone array can then be written in matrix notation as y = Φ Φ ΦΨ Ψ Ψx,
where y = [y 1 Compressive sensing attempts to recover the vector x by solving the underdetermined inverse problem based on Eq. (2) when M << N subject to minimizing the 1 norm
wherex is the proposed solution. Minimization of the 1 norm subject to linear equality constraints can be recast as a linear problem which then makes use of efficient solution algorithms [1] . The software package YALL1 [2] is used in this work.
Donoho [3] showed that the L p norm, where 0 ≤ p < 1, is a natural mathematical measure of sparsity. The closer p is to zero the more sparsity is required. Ideally, to solve for a sparse vector x, one would minimize the L 0 norm. However, minimizing the L 0 norm isn't numerically feasible [4] . Candés et. al. [4] then showed that the L 1 norm is equivalent to the L 0 norm in most cases of interest. Additionally, when x is sufficiently sparse, and Φ Φ Φ and Ψ Ψ Ψ are incoherent, exact recovery is possible to an "overwhelming" probability.
Performance of exactly recovering x is shown in [5] to depend upon the number of measurementsm, such that the minimum number of measurements required is
where S is the number of non-zero components of x, N is the dimension of the signal space Ψ Ψ Ψ, C is some positive constant, and μ is the incoherence defined as
In formulating Eq. (5) it has been assumed that both Φ Φ Φ and Ψ Ψ Ψ are orthobases and that N is the normalization so that when the two domains are maximally incoherent μ reduces to one. According to the definition of incoherence, the sensing function Φ Φ Φ must be spread out in the domain Ψ Ψ Ψ in which the signal is sparse. If Φ Φ Φ was sparse in Ψ Ψ Ψ, Ψ Ψ Ψ would not be sampled densely enough to ensure signal recovery. An illustrative example is the Kronecker delta function, which is sparse in the time domain, and is spread out in the frequency domain. If it was sparse in the frequency domain, every frequency point would have to be sampled to recover the signal.
For the beamforming application, an array of hydrophones sample the space domain and can be represented as a matrix Φ Φ Φ of Kronecker delta functions so that Eq. (5) reduces to one and Eqs. (3) and (4) 
For the beamforming application, S is the number of signals in the water,m is the number of hydrophones, and N is the number beams or look directions. Typically, S is unknown andm is fixed. This work is concerned with the interrelationship between the components in Eq. (7) and their effect on the performance of Eq. (6), such that the positive constant C is not quantified. A numerical simulation is used to assess the performance of Eq. (6) for resolving the direction, and amplitudes of the signals under different conditions.
NUMERICAL PERFORMANCE SIMULATION
The performance of the ability of compressive sensing to resolve signals is investigated with a numerical simulation. The simulation models the horizontal line array used during the CALOPS experiment [6] , with M = 125 hydrophones spaced 1.75 meters apart for a design frequency of 428 Hz. For this work, the number of look directions when steering into the acoustic space was kept equal to the number of natural beams, 2L/λ, where L is the length of the array and λ is the wavelength of the signal. Unless otherwise noted, signals were confined to the acoustic space.
The simulation starts by calculating the directional basis set Ψ Ψ Ψ for a particular frequency on a line array by
where p m is the distance of the m th hydrophone from a reference location (usually specified as the center of mass), and θ n is a natural beam. Equation (8) is a frequency based implementation and each solution is calculated for single frequency. The signal is then constructed by creating a zero vector x of size N and randomly selecting S points to set to one. This vector is then dotted into the matrix created by Eq. (8) to create the measurements y = Ψ Ψ Ψx. Thenm hydrophones are randomly selected from M measurements and subsetsΨ Ψ Ψ (sizemxN) andŷ (sizemx1)are selected and used in Eq. (6). Compressive sensing was originally concerned with the situation where M << N. This condition is relaxed in this work for practicality and insteadm < N is used. This still meets the undetermined equation requirement in Eq. (6). Finally,x is compared to x to determine if reconstruction occurred. In these simulations, reconstruction is defined to be
where the subscript S denotes only the non-zero components. Equation (9a) checks that the 1 minimization placed the the non-zero components at the correct locations with the correct amplitudes and Eq. (9b) checks that the amplitudes are concentrated on the non-zero components (enforces sparsity inx).
To calculate the probability of recovery for S signals, the simulation is run a hundred to a thousand times with x fixed, while randomly resamplingm hydrophones from Ψ Ψ Ψ and y at each step (but keeping the total numberm the same from run to run). The number of successes is tracked and then divided through by the total number of runs to calculate the probability of recovery. This is done at each instance of S andm, such that the performance limits of Eq. (6) are investigated and the interrelationships of Eq. (7) are explored.
The role of noise in the measurements y in these simulations is not considered here and left to further study. This work represents a first pass to understanding the performance limits of implementing compressive sensing to resolve the direction and amplitude of signals on an array of hydrophones. As such, the limiting case of infinite signal-to-noise ratio will illustrate the performance under ideal conditions. In addition, because compressive sensing assumes Eq. (3) which contains no noise, an understanding of the performance of the method under the conditions it was originally derived is an important first step. Extensions of compressive sensing to include noise have been considered elsewhere [7, 8] .
The effect of the dimension of Ψ Ψ Ψ in Eq. (7) is investigated by observing that for a line array Eq. (8) does not span the whole complex plane below the design frequency of the array. This is a known result [9] for line arrays and follows naturally from k-omega beamforming. Figure 1 shows an example k-omega plot. The important distinction of a k-omega plot is that linear lines of energy that originate from k = 0 correspond to a certain phase speed. The black lines of Fig. 1 indicate where the phase speed equals the sound speed in the water column. The region between the black lines is referred to as the acoustic cone and contains all the phase speeds that map to acoustic energy. The region outside of the acoustic cone maps to energy that is traveling slower than the sound speed and is referred to as the non-acoustic space. As the frequency decreases, the width of the acoustic cone decreases and Ψ Ψ Ψ spans less of the complex plane. This is shown in Fig. 2 , with the design frequency of the array spanning the whole complex plane, and half and quarter of the design frequency only spanning 50% and 25%, respectively. Typically, in beamforming implementations, beams are only steered into the acoustic cone. Therefore, the performance of the compressive sensing algorithm for both steering into the whole complex plane and the acoustic only space is examined. When steering into the whole complex plane, Ψ Ψ Ψ is evenly spaced over 125 points in the complex plane and independent of frequency.
PERFORMANCE
The performance of compressive sensing was investigated by varying the number signals S and the number of randomly chosenm hydrophones. Figure 3 shows the performance for steering into the acoustic only space at a frequency of 214 Hz for different numbers of signals. In this case, the number of natural beams is N = 61 and the number of randomly chosenm hydrophones was limited to 60 due to the requirement in compressive sensing thatm < N. There are two general performance trends that can be concluded from Fig. 3 . The first is that as the number of signals increase, a larger subset of hydrophonesm is necessary to consistently reconstructx. Secondly, at some point, compressive sensing is unable to consistently resolve a certain number signals. If 90% was a threshold for performance, from Fig. 3 one would conclude that S = 27 is the maximum number of signals compressive sensing would be able to resolve. Conversely, standard conventional beamforming would be able to resolve up to S = 61 at 214 Hz.
Comparison of Steering into the Whole Complex Plane vs. the Acoustic Only Space
To investigate the performance of compressive sensing for different values of N, the simulations were run for steering into the acoustic only space and steering into the whole complex plane. Figure 4 shows this comparison at 214 Hz, which corresponds to N = 61 for the acoustic only portion and N = 125 for the whole complex plane. For this example, S was fixed at 5. The performance is better when steering into the acoustic only space; compressive sensing was able to recover the signals with fewerm hydrophones. This result is supported by Eq. (7), as N increases more measurements are necessary. Increasing N increases the search space so that more measurements are necessary to recoverx in Eq. (6) .
The maximum number of signals S compressive sensing was able to resolve as a function of frequency for both the acoustic only space and the whole complex plane is plotted in Fig. 5 . The simulations were run form = N/2, where N was 125 for the whole complex plane and N was the natural beams at a given frequency for the acoustic only space. The choice ofm was made to adhere to them < N criteria inherent to compressive sensing. If the performance probability exceeded 95% , then S was incremented by one and the simulations rerun until the performance probability failed to meet the 95% threshold. Steering into the whole complex plane resolves more signals below the design frequency than only steering into the acoustic space. This is due to the sparsity requirement in compressive sensing. By limiting the search space to only the acoustic space, when the number of signals increase, x is no longer sparse. When the non-acoustic region is included, the size of N increases and more signals can be recovered before sparsity is violated. At the limit of the design frequency and above, the acoustic space spans the whole complex plane so that there is no distinction between the two methods and performance is the same.
Including the non-acoustic space in Ψ Ψ Ψ has a physical basis for the underwater acoustics application. Often, there is incoherent and coherent energy in the non-acoustic space in the form of array vibrational modes for towed arrays [10] and flow noise for both towed and bottom-mounted arrays [11] . Figure 6 shows the result of placing one signal at half amplitude in the non-acoustic space, while confining compressive sensing to the acoustic only portion. Compressive sensing fails to accurately recoverx. The result in Fig. 6 was made with parameters S = 5, f = 214, andm = 40, which from Fig. 4 is well within region where exact reconstruction should occur. When there is a signal outside of the search space, the constraint equation y = Ψ Ψ Ψx can never be satisfied. The more signals at higher amplitudes in the non-acoustic region, the worse compressive sensing performs when only steered into the acoustic space. This is easily remedied by always steering into the whole complex plane.
