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Study on the implementation of gaze input interface system 
with using a novel input method and a new input screen design 
 
Gao Dekun 
 
 
In this paper, we develop an input interface system for eye movement with a universal design that 
can be used anywhere by anyone that is not limited to disabilities, including healthy people. Hu-
man-computer interaction (HCI) is an important field in computer science. An eye gaze interface of 
HCI is being developed for severely physically disabled persons and applied to the wearable ter-
minals.  
This interface is a system on which to enter the user's intention by eye movement, and constituted 
by screen design for guiding input and system for detecting motion and fixation position of the eye. 
Eye gaze interfaces with direct input methods that rely on detecting the user’s gaze point have been 
most frequently studied. However, optical measurement devices for eye movements are generally 
expensive, and it is often necessary to restrict the user’s head movements when using various eye 
gaze input interfaces to prevent the introduction of diagonal eye movements.  
In this study, we proposed a novel “eye gesture input” different from conventional “gaze” input and 
“direction” input. As a result, it was found that the success rate in judgment of combinations of di-
rections for eye gaze displacement with the improved algorithm was about 97%. We also review the 
eye gesture input interface (EGII) and develop a small portable system to replace previous systems. 
As a result, for the eye gesture input, the mean accuracies of the choices were 95.6% in the case of 
12 possible choices by the device of our own making.  
In addition, for application to the wearable terminals, we proposed another input method that is eye 
glance input, it is to use only combination of contrary directional eye movements so that eye glance 
input does not need to use start operations. As a result, for the eye glance input, the mean accura-
cies of the choices were 84.5% in the case of 4 possible choices with using smartphone screen and 
the device of our own making. And we proposed an input screen design for character input with 
using touch panel or eye glance input. 
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新たな入力方式と入力画面デザインを考慮した 
視線入力インタフェースシステムの実現に関する研究 
 
Gao Dekun 
 
 
本論文では，重度肢体不自由者に限定せず，健常者も含めた誰でも何処でも使用できる
ユニバーサルデザインを意識した視線入力インタフェースシステムを実現することを研究
課題とした． 
肢体障害者のコミュニケーションの手段やウェアラブル端末への応用として，視線入力
インタフェースの研究が行われている．視線入力インタフェースは，視線によりユーザの
意思を入力するシステムであり，眼球の注視位置や動きを検出するシステムと入力をガイ
ドする画面デザインによって構成される．視線入力インタフェースの研究では注視対象を
入力する注視入力方式が多く行われている． 
この方式では，画面上のボタンなどを見るだけで入力ができることから直観的な操作を
可能とする．しかし，眼球の移動角度から視線位置を正確に特定するため，ユーザの頭部
を拘束し眼球と入力画面の相対位置を固定する必要がある．そこで，先行研究では交流増
幅眼電図(AC-EOG)とヘッドマウントディスプレイ(HMD)を用いたインタフェースが提
案された．HMD を入力画面として用いることにより，頭部を固定することなく眼球と入
力画面の相対位置を常に固定することが可能となり，ユーザに対する拘束性が軽減された
が，コスト性や利便性などの点から最良とは言えなかった． 
これに対し，本研究では入力方式を見直し，ユーザの拘束性とシステム費用の軽減を狙い，
HMD を用いずに先行研究以上の判定率を実現する視線入力インタフェースとして，高速
な眼球移動を有効に活用できる Eye gesture 入力インタフェースを提案した． 
これまでの入力方式である「注視入力」と「方向入力」の欠点をまとめると下記のよう
になる．まず，「注視入力」では，(1) 注視位置を常に正確に測定する必要がある．(2)眼
球運動測定だけで注視位置を特定するためには，頭部を固定する必要がある．(3) 注視時
間を長く設定すると，入力時間の増加につながる．(4) 注視時間を短く設定すると，“Midas 
touch problem”が発生する．一方，「方向入力」では，(1) 識別できる移動方向が 4～8 と
限定される．(2) 視対象がない状態では，眼球移動の識別と移動方向の識別が安定しない． 
以上の欠点を踏まえて新たに提案する入力方式では，「注視入力」と「方向入力」の利点だ
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けを利用し，それぞれの欠点を回避することを考えた．まず，「注視入力」の利点は，視対
象を設定して眼球運動させる点である． 
一方，「方向入力」の利点は，移動方向だけ測定できればよい点である．移動方向だけ測
定できればよい利点により，注視位置を常に正確に測定する必要がないので，頭部の固定
が必要なくなる．また，注視は必要ないので，“Midas touch problem”を回避するために注
視時間を長く設定する必要もなく，高速な眼球運動を有効に利用できる．一方，視対象を
設定して眼球運動させる利点により，移動方向を意識せずに自然な眼球運動ができるため，
眼球移動の識別と移動方向の識別が安定する． 
そして，識別できる移動方向が限定される欠点に対しては，移動方向の組み合わせとそ
の順番（眼球移動パターン＝“Eye gesture”と呼ぶ）を検出し，その“Eye gesture”を入力
選択肢と対応させる新たな入力方式である「Eye gesture 入力」を本研究では提案する．こ
の「Eye gesture 入力」の画面デザインの一例を図 1 に示す．移動方向を意識させずに自然
な眼球移動が行えるように，画面上に，数，形，位置が自由な視対象（以降，指標と呼ぶ）
を配置する．例えば，図 1 の左上にある指標を開始指標 0 と決め，開始指標 0 を見る→次
の指標 1 への移動→指標 1 を見る→次の指標 2 への移動→終了指標 2 を見るとの 2 回の移
動の組み合わせ及びその順番による入力を行う．つまり，2 回移動を 1 つの選択肢入力に
対応させる．また，移動回数を増やすことにより選択肢数も増やすことができる．以上の
ことから，頭部の固定や正確な視線位置の計測が必要なく，移動方向パターンによる入力
が可能な「Eye gesture 入力」の利点は，以下のようにまとめられる． 
1) 正確な視線位置測定を必要としないため，頭部の固定が不要である． 
2) 移動方向パターンによる入力のため，簡単な眼球運動測定で充分である． 
3) 注視を必要としない指標を見ることにより，入力時間が短縮できる． 
 
 
 
 
 
 
 
 
 
 
図 1 Eye gesture 入力の一例 
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その結果，Eye gesture 入力は HMD を装着せず，先行研究と同じ 12 選択肢数において，
平均で 97.2%の判定成功率，2.65s の入力時間を示すことが確認された．そして，AC-EOG
測定装置の小型化と低価格化をはかり，持ち運べる自作デバイスによる測定装置を開発し
た．その結果，Eye gesture 入力と自作デバイスを用いた判定成功率が 95.6%とほぼ同等な
結果が得られた． 
 
 
 
 
 
 
 
 
図 2 実験時の入力画面デザイン 
 
また，入力宣言なしに入力と通常の視線移動を区別するため，Eye gesture（図 2 左）の
入力条件を限定した Eye glance（図 2 右）入力インタフェースを提案した．スマートフォ
ンを入力画面とし，Eye glance 入力の判定を行った結果，平均で 84.5%の判定成功率が得ら
れた．さらに，スマートフォンなどのウェアラブル端末への応用のため，少数の入力操作
自由度による多数の画面表示選択肢を入力する文字入力画面デザインを提案した． 
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第1章  序論 
現代において，コンピュータは至る所で利用されており，もはや我々の生活にとって必
要不可欠なものになってきている．現在，使われている入力インタフェースは主にマウス
とキーボードであり，GUI（Graphical User Interface）との組み合わせによって，誰もが
手軽にコンピュータを利用できる環境が整っている．しかし，これらは，使用者が「手」
を自由に使用できることを大前提として設計されているものであるため，両手の運動機能
に何らかの障害を持っている，あるいは寝たきりの生活を余儀なくされているような人々
がコンピュータを利用するためには，介護者による支援を必要とするのが現状である．こ
れでは第三者の介入による躊躇や遠慮からくる不自由さのため，コンピュータの恩恵を十
分に享受できている状況とは言い難い． 
 これらの問題を解決するための手段の一つとして，眼球運動を用いてコンピュータを操
作する装置である「視線入力インタフェース」（または「視線入力装置」）が提案されてい
る．例えば，コンピュータ画面上に表示されたメニューやボタンを見つめるだけで，メニ
ュー選択やボタン操作ができるようなインタフェースなどが考えられている．この視線入
力インタフェースは，眼球運動が比較的に疲労せず，素早く動く特性があることから，キ
ーボードやマウスなど従来の入力装置にない特徴を持つインタフェースとして注目されて
いる．特に，運動神経が麻痺し，全身の筋力が低下する筋萎縮性側索硬化症（Amyotrophic 
lateral sclerosis : ALS）など，従来の入力インタフェースが使えず意思伝達が困難な患者
においては，病状末期でも眼球運動の機能低下が少ないことから，視線入力を利用する種々
のインタフェースが開発されている．また，現在研究されているウェアラブルコンピュー
タ（Wearable Computer）において使用する場合でも，屋内外を問わずハンドフリーな状
態で操作することが可能になると考えられており，手を使わない入力インタフェースの一
つとして注目されている[1]~[4]． 
 視線入力インタフェースを実現させるためには，眼球運動が測定でき，更に視線位置を
特定するインタフェースが必要である．この眼球運動（視線位置）測定装置や測定方法の
仕様として，様々の方法が提案されている．例えば，入力に仕様する眼球運動には，種々
の眼球運動を使った入力方式が存在する．同様に視線入力に用いるモニタ画面にも，様々
の画面デザインが存在している． 
 まず，視線入力インタフェースにおいて測定対象となる人間の眼球運動について説明し
たい[5][6]． 
人間は，網膜上に投影された画像情報（網膜像）をもとに高度な視覚情報処理を行うこ
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とにより，外界の様々な状況の認知，文字や画像の認識等ができる．しかし，そのような
高度な視覚情報処理を行うことができるのは，“中心窩”と呼ばれる網膜中心部のごく狭い
部分に限られているため，人間が種々の視覚情報処理を行うためには，文字や画像といっ
た興味のある処理対象に対して自ら網膜の中心窩を移動させる必要がある．また，網膜像
が静止した状態では像が消失し認知を行えなくなるため，対象物に対して中心窩を移動さ
せた後も，自ら微少に眼球を振動させることによって静止網膜像を作り出すことを防ぐ必
要がある．このような目的で，人間が随意的または不随意的に眼球を移動させる運動を“眼
球運動”と呼ぶ．眼球運動は，外眼筋による眼球の回転運動であり，その目的及び運動の
特性からいくつかの種類に分類される．その中，眼球単独の運動として行われるものを以
下に示す．（表 1.1 参照） 
 
表 1.1 眼球運動の種類 
 運動角[deg] 潜時[msec] 速度[deg/sec] 
Saccadic Movement 0.5～50 100～500 100～500 
Smooth Pursuit Movement 1～60 200 1～30 
 Mini Movement（固視微動） 1 以下 － [30～100[Hz]] 
 
 Saccadic Movement (Saccade)は，跳躍眼球運動とも呼ばれる高速で跳躍的な眼球運動で
ある．これは，視覚情報の処理対象に対して随意的に素早く視線を移動させ，網膜の中心
窩をその方向に合わせるための眼球運動である．また，Saccade 中の流れた外界像に対して
は視覚情報の獲得及び処理は行われず，視覚機能が著しく抑制される．（Saccade 抑制）よ
って，Saccade は，それを起こす直前の注視中に計画され，一端 Saccade を起こしてしま
うとその計画を修正することはできないとされており，目標の位置へと視線移動を行うと
き，何度かの Saccade を繰り返す場合がある．この傾向は視線移動を行うべき距離（＝眼
球回転角度）が大きくなるにつれて顕著であり，また，最初の Saccade が終了してから次
の Saccade（補正 Saccade）を開始するまでには，Saccade を計画するためのある期間の注
視が必要であるとされている． 
Smooth Pursuit Movement は，ゆっくりと移動する視対象を追従するときに起こる滑ら
かな眼球運動であり，追従（随従）眼球運動とも呼ばれる．Smooth Pursuit Movement に
おいては，対象の動きに合わせて視線を動かすことによって滑らかな運動が可能となって
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いると考えられ，視対象が移動していない場合には起こらないとされている． 
Mini Movement（固視微動）は，ある対象に対して注視を行うときに静止網膜像を作り
出すことを防ぐため，自らが眼球を微小に振動させる眼球運動である．固視微動はさらに，
微小な振動成分である Tremor，注視点のゆるやかなずれである Drift，Drift によるずれを
補正し，再び注視点を視対象へと戻すための Flick に分類される． 
上述のように，視覚情報処理を行うためには，視対象に対して網膜の中心窩を移動させ
る必要がある．また，Saccade 中には視覚機能が抑制されるため，視対象に関する視覚情報
を獲得するためには，視対象に対してある期間の注視を行う必要があると言われている．   
このことは，例えば，読書中の眼球運動は Saccade と注視の繰り返しである，一本の直
線を視線で辿るよう指示するとその途中で何度も注視が起こるなど，認知心理学の分野や
脳内情報処理に関するいくつかの研究結果から明らかとなっている． 
このような視対象の認知に伴って起こる注視は，そのほとんどが無意識的に行われる．
例えば，読書中において，自分ではスムーズに視線を移動しながら文字情報を読み取って
いるつもりでも，実は短時間の注視と注視点間の Saccade による断続的な眼球運動を行っ
ている．また，始点となるある点から，ターゲットとなるある点へと意識的な Saccade に
よって視線移動を行わせたとき，必ずしも一度の Saccade によってターゲットに到達しな
い場合があり，その場合，最初の Saccade が終了してから次の Saccade を起こす前に，短
期間の注視が行われる．これは，最初の Saccade によって到達した位置とターゲット位置
に関する新たな視覚情報を獲得し，脳内における視覚マップを書き換えることによって，
次に行う補正 Saccade を計画するための準備期間(Refractory Period)としての注視である
と考えられる．また，当初の Saccade 計画が不正確であるために起こると思われる無意識
的な注視が発生する割合は，最初の視線移動を行うべき距離（＝眼球回転角）が大きくな
るにつれて大きくなるという結果が得られている． 
以上のように，眼球運動は様々な種類があり，どのような眼球運動が起きたとしても，
正確に眼球運動を測定する方法を開発することが視線入力インタフェースにとっては理想
である． 
視線入力装置を実現する場合は，まず必要なのが眼球運動や視線位置を測定する技術で
ある．視線とは眼球が向いている方向であり，実際見ている場所である視線位置を測定す
るためには，眼球運動を測定することが必要である．眼球運動とは頭部に対する眼球の動
きであり，ここでの眼球運動測定とは，あくまで頭部に対する眼球の動きを測定する狭い
意味での測定方法に関して述べている．従って，眼球運動が測定できても，頭部の動きが
測定できなければ，視線位置は測定できない．一般的に視線位置測定には，眼球運動と頭
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部運動の両方の測定が必要であり，頭部運動を測定しない場合には頭部を固定しておく必
要がある．使用者が自由に動ける状態で，使用者に測定装置を装着せずに精度よく視線位
置を測定することは，現時点では非常に難しいといえる． 
著者は上記の問題点の解決を図り，重度肢体不自由者に限定せず，健常者も含めた誰で
も何処でも使用できるユニバーサルデザインを意識した視線入力インタフェースシステム
を実現することを研究課題とした．この研究にあたっては，著者が先行研究の成果を取り
入れ，以下の考えで視線入力インタフェースに関する研究を進めることにした． 
(1) キーボードやマウスにとってかわる入力インタフェースとして普及させるために，
さらなる研究によって低額で使用者に負担がかからず，容易に使いこなせる視線入
力インタフェースを開発することが必要である．特に，今後，ハンドフリーで使用
される機会が増えると考えられるウェアブルコンピュータにおいて，有利な入力イ
ンタフェースであると期待できる． 
(2) 頭部が自由に動かせる使用者でも，頭部の固定なしで視線入力インタフェースが使
用できるように，従来の「注視入力」や「方向入力」と異なる新たな視線入力方式
が必要である． 
(3) 視線入力インタフェースの開発に，入力方式だけでなく測定装置や入力画面など全
体的にシステム化にすることが不可欠である． 
以上で述べた考えに基づき，第 2 章以下は研究の内容を詳述する． 
 第 2 章では，今までに提案されてきた視線入力インタフェースについて外観し，本研究
で用いた視線入力インタフェースの概要について説明する．さらに，その有効性及び問題
点を議論し，新たな視線入力方式と測定方法の関係について述べる． 
 第 3 章では，これまでの入力方式の欠点を踏まえ，新たに提案した入力方式――Eye 
gesture 入力インタフェースを提案する．その概要及び，交流増幅眼電図（AC-EOG）を用
いた測定方法での解析について述べる．また，これまでの AC-EOG 測定装置が高額かつ大
型であるため，使用場所も使用者も限定されない Eye gesture 入力インタフェースに対応し
た小型自作デバイス（AC-EOG 測定装置）の開発についても述べる． 
 第 4 章では，Eye gesture 入力インタフェースにおいては，ウィンクなどを用いた入力宣
言が必要になるため，スマートフォンのような表示画面の小さい端末での利用は難しい問
題がある．そのため，Eye gesture の入力条件を限定することで，宣言なしに入力と通常の
視線移動の区別が可能であるという特徴をもつ Eye glance 入力インタフェースについて述
べる． 
 第 5 章では，スマートフォン利用時を想定し，少数の入力操作自由度により，多数の画
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面表示選択肢を入力する画面デザインを考案した．既存のタッチパネル機能を用いた接触
型だけでなく，視線移動による非接触型（Eye glance 入力）について実現することを述べ
る． 
第 6 章では，本研究で得られた結果を整理し，研究の成果を評価する．さらに今後の研
究方向付けについて述べる． 
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第2章 視線入力インタフェース 
2.1 測定方法 
前章で述べたように，視線移動による入力インタフェースは，主に肢体障害者が利用す
るコミュニケーション手段として研究されてきた．また，最近では技術発達に伴い，健常
者においてもキーボードやマウスなどに続く入力装置として，視線入力インタフェースを
使用する提案がなされている．視線入力システムには様々な方法があり，測定方法や入力
方式，入力画面デザインなどを考慮する必要である． 
眼球運動を測定する方法に関して代表的な方法を表 2.1 に示した．眼球運動測定方法は，
電気的な手法である眼電図法と光学的な手法である強膜反射法，角膜反射法，瞳孔‐角膜
反射法に大きく分けられている． 
 
表 2.1 眼球運動測定方法 
 
眼電図法（EOG） 
眼球の角膜側が網膜側に対して，10~30μV 程度
プラス電位を持っていることを利用し，眼球周り
の皮膚に装着した電極の電位変動を測定． 
 
強膜反射法 
眼球に弱い赤外光を照射して，角膜（黒目部分）
と強膜（白目部分）の反射率の近さを利用し，赤
外光センサーで反射光の強度を測定． 
 
角膜反射法 
角膜の曲率中心と眼球の回転中心が異なること
を利用して，光源の角膜反射像が眼球の動きとと
もに相対的に移動する量を測定． 
 
瞳孔‐角膜反射法 
センサーのズレや頭部運動にあたる瞳孔中心の
動きを角膜反射像と同時に測定し，角膜反射像と
瞳孔中心との差を測定． 
 
眼電図法は，Electro-oculography とも呼び，略して EOG 法と呼ばれることが多い．眼
電図法は眼球の角膜側がプラスに，網膜側がマイナスに帯電している性質を利用した方法
である．眼球運動により，角膜が移動すると移動した側の眼球周辺皮膚電位がプラスに増
える．この皮膚電位の変化を電極によって導出し，眼球運動を測定する方法が眼電図法で
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ある．実際に得られる電位変化は，眼球運動 1 度あたり数十μV 程度と微弱であり，高精
度な増幅器が必要になる．眼電図を測定する際には，通常は高精度な直流増幅器を用い，
得られた電位は眼球回転角度と線形関係になるため，電位が分かればその時の眼球回転角
度がわかる．しかし，実際には皮膚と電位間の導電性が時間的に変化することが多いので，
眼球運動が起こらなくても電位がゆるやかに変動する「ドリフト現象」と呼ばれる現象が
起こり，測定電位から眼球回転角度が決定できない問題が生じる．また，眼電図電位は非
常に小さいので，測定時の電気的雑音も問題になる． 
強膜反射法は，眼球に弱い赤外光を照射して角膜（黒目部分）と強膜（白目部分）の反
射率の違いを利用し，赤外光センサーで照射した反射光の強度測定を行い，眼球運動によ
り照射範囲に占める強膜の面積割合が変化するため，反射光量が変化し，その変化量を内
側と外側で差動的に増幅して測定する．角膜反射法は，角膜表面の平面性が良いことから
光をよく反射する特性を利用する．角膜から反射される光源像を角膜反射像（またはプル
キニエ像）と呼ぶ．角膜の曲率中心と眼球の回転中心が異なるので，光源の角膜反射像は
眼球の動きとともに相対的に移動する．この量によって眼球運動を測定するのが角膜反射
法である．しかし，強膜反射法と同様に，移動量が極めて小さいため，眼球運動を精密に
測定するためには，光源位置や撮像面位置を正確に調整し，眼球運動測定中は測定装置と
眼球との相対的位置が少しでも動かないようにする必要がある．従って，測定装置は頭部
装着型になっており，使用者の頭部部分への固定を厳密化する必要が生じるため，使用者
に拘束性などの不快感を与える問題がある．そこで，頭部への拘束を減らすために，瞳孔
‐角膜反射法が提案された．瞳孔‐角膜反射法は，測定装置のずれや頭部運動についてそ
のずれや頭部運動に相当する瞳孔中心の動きを測定することによって補い，角膜反射像と
瞳孔中心との差から眼球運動を測定する．しかし，前述の光学的な測定法と同様に，瞳孔
‐角膜反射像法には，カメラや赤外光 CCD などを用いた高額な測定装置が必要である． 
また，測定装置だけでなく，使用者が視線入力を行う際に，入力画面を表示するモニタ
もいろいろと考えられている．これまで使用されたモニタとしては，デスクトップディス
プレイ（desk-top display : DTD）と，ヘッドマウントディスプレイ（head mounted display : 
HMD）が提案されている． 
前述のように，眼球運動測定は頭部に対する眼球の運動を測定するため，頭部が動くと
視線位置も動くことになる．従って，DTD を使用するには，使用者の頭部が動くと DTD
上での視線位置は特定できなくなるため，頭部を動かせない重度肢体不自由者が必然的に
使用対象者として想定されている場合が多い．頭部を動かせる一般健常者を使用対象者と
する場合は，瞳孔‐角膜反射像法などで使われる測定装置（カメラや CCD など）が必要と
 8 
なり，一般的に装置が高額になってしまう傾向がある．また，HMD はそれ自体を頭部に装
着するので，頭部が動いても相対的な視線位置は動かない．そのため，眼球運動が測定で
きれば視線位置を特定することができる．そこで，頭部を動かせる一般健常者を対象とし
ても眼球運動さえ測定できればよく，使用者の頭部を動かさないように拘束する必要がな
い．しかし，眼球自体が HMD で塞がれるため，市販されている HMD と光学的測定法を
使った眼球運動の測定装置を別々に装着することは困難になる．そこで，眼球運動の測定
装置を組み込んだ HMD が開発されている．代表的なものとして，“EYE-COTOBA”や
“Head-attached interface device (HIDE)”と呼ばれる高額な装置である． 
 
 
2.2 入力方式 
これまでの先行研究における視線入力方式は，注視（1～2 秒以上長く対象を見つめるこ
と）した文字やメニューが入力される「注視入力」[7]~[68]と，眼球移動の方向の違いを利用
する「方向入力」[69]~[75]とに大きく分類できる．運動神経が麻痺し全身の筋力が低下する筋
萎縮性側索硬化症(Amyotrophic lateral sclerosis: ALS) など，全身が全く動かない障害者
に限定し開発を行ってきた視線入力インタフェースは，コンピュータ画面上に表示された
メニューやボタンを見つめるだけでメニュー選択やボタン操作ができる「注視入力」を用
いたインタフェースとなっている． 
「注視入力」では，注視位置を常に正確に測定する必要がある．先行研究において提案
されている視線入力インタフェースでは，DTD を用いて眼球運動測定だけで注視位置を特
定するため，メニュー等が表示された画面に対して，頭部が動かない（頭部を固定する）
ことが前提となる．全身が全く動かない障害者では，頭部を固定する必要はないが，手だ
けが不自由で頭部を動かせる障害者や，一時的に怪我をして手が使えない状態の健常者な
どに対しては，図 2.1 のようにユーザの頭部を固定するという拘束性が大きな問題となる． 
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図 2.1 顎台を使った眼球位置固定 
 
また，「注視入力」では，“注視する”時間（注視時間）が必要であり，注視時間を長く
設定すると入力時間の増加につながる．逆に，注視時間を短く設定すると，入力対象の探
索における注視で，入力対象ではないものが誤って入力される問題[32]~[37]（“Midas touch 
problem”と呼ばれる）が発生するので，高速な眼球運動を有効に利用するためには，検討
の余地があると考えられる． 
一方，「方向入力」の研究においては，識別できる移動方向が 4～8 と限定されることや，
視対象がない状態で使用者に眼球運動を行ってもらうため，眼球移動量や移動方向が一定
とならず，眼球移動の識別と移動方向の識別が安定しないといった問題がある．視対象を
見るために眼球運動が起こるという本来の眼の機能を考慮するならば，視対象を設定して
眼球運動させるほうが，移動方向を意識せずに自然な入力ができると考えられる． 
以上のように，「注視入力」と「方向入力」には多くの問題が存在することは明らかであ
る．また，視線入力インタフェースの研究において，当初は，全身が全く動かない重度肢
体不自由者に限定した研究が多数であった．しかし，携帯電話や携帯端末などの普及を踏
まえ，ハンドフリーなウェアラブル端末への応用研究など，健常者を使用者と想定した研
究開発が近年進められている．このように，健常者でも日常生活において，機器を携帯し
た上で，入力操作を要求されることが多くなり，手指への過大な入力負担の増加を軽減す
る手段として，視線入力インタフェースが提案されている． 
従って，視線入力インタフェースの使用者として健常者を想定すると，「注視入力」では，
頭部を含め全身が全く動かない重度肢体不自由者に使用者が限定され，頭部が自由に動か
せる使用者には，頭部の固定という矛盾した方法でしか対応できないのが現状である． 
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2.3 入力画面デザイン 
2.3.1 Midas Touch Problem 
視線入力インタフェースでは，画面全体に各入力指標が格子状に配列されたものが多く
用いられてきた．これは，入力したい対象を探索した後に意識的な注視を行なうことで，
その指標が選択される方式であった． 
しかし，この方式では入力のための意識的な注視に加えて，入力したい対象を探索する
過程における無意識的な注視でも，入力が行なわれてしまうという問題点がある．これは，
触ったものが全て金になるような魔法をかけられたというギリシャ神話に登場する Midas
王になぞらえて，Midas Touch Problem と呼ばれている．（図 2.2） 
この探索における注視は，視線移動に伴うサッカード中の視覚抑制で，一定時間の注視
が必要となるため，発生自体を抑制することができない．当然，インタフェースを設計す
る上で，この二つの注視を区別する必要があるが，これらの眼球運動における特徴はほぼ
同じなので，測定での区別は非常に難しい．このことから視線入力インタフェースにこの
入力画面は適していないことが分かる． 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.2  Midas Touch Problem の一例 
 
2.3.2 情報取得用画面と入力用画面の分割 
コンピュータなどで用いる視線入力インタフェースにおける目の働きには，画面上の情
報を取得する役割と，視線で情報を入力するという二つの役割がある．しかし，これまで
提案されてきたインタフェースでは画面が一つしかないため，この目の役割を画面上では
あ い う え お
か き く け こ
さ し す せ そ
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き
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明確に区別することができていなかった． 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.3 一般的な入力画面デザイン 
 
 同一画面上で情報の取得と入力のための表示を行なうと，それぞれに用いる領域が狭く
なり，必然的に使用可能な情報量が減ってしまう(図 2.3)．例えば，視線入力によって文字
入力を行なうことを考えた場合，必要となるのは入力候補となる文字を表示する領域と，
入力した文字を確認する領域である．これを一画面で行なう場合，表示する入力候補を増
やせば，確認のための領域が小さくなって入力可能な文字数が減ってしまう．逆に，入力
可能な文字数を増やせば，入力候補を表示する領域が狭くなり，階層式の入力を行なわな
ければならず，必要な入力回数が増えてしまう．あるいは，視線入力インタフェースを既
存のコンピュータなどに組み込んで使う場合，視界が入力画面で占められて他の作業がで
きなくなるのでは意味がない． 
また，通常作業画面と入力画面を逐一切り替える方法を取ったとしても，利便性の問題
が出てくる．よって，実際の運用を考えた場合，情報取得画面と視線入力用画面を分ける
必要がある． 
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2.4 交流増幅眼電図（AC-EOG）とヘッドマウントディスプレイ
（HMD）を用いた先行研究[35]について 
2.4.1 HMD の利用 
先行研究では，アイカメラなどを用いた従来のインタフェースにおける拘束性を減少さ
せ，使用者の肉体的，精神的負担を軽減するために，頭部固定型のヘッドマウントディス
プレイ（以後 HMD）を用いる方法が提案された．この方法は被験者が図 2.4（左）のよう
に HMD を視野上部にかけることで頭部と画面との相対位置が固定され，かつデスクトッ
プディスプレイ（以後 DTD）と視線入力用の画面（HMD）を用意し，それぞれに目の役
割を分担させることが出来る（図 2.4 右）．また，切り替えは HMD を見る，すなわち視線
を上に移動するだけで完了するという仕様が実現された． 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.4 HMD と DTD を用いた 2 画面構成の視線入力インタフェース 
 
このとき，従来から用いられてきた角膜反射法による眼球運動の測定が困難となったの
で，HMD の使用を妨げない方法として，測定には AC-EOG が用いられることになった．眼
電図測定のための電極は図 2.4（左）のように両目の外側に貼り，眼球運動を測定し，視線
位置を判定してきた． 
 
2.4.2 交流増幅眼電図（AC-EOG） 
 眼球は角膜側を＋，網膜側を－とする 10～30mV 程度の角膜－網膜電位（corneoretial 
standing potential）を持っている．正中線にある視対象を注視しているときには，角膜側と
123 456123 456
HMD 
（視線入力） 
DTD 
（情報取得） 
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網膜側の電位は相殺され，左右目尻の外側に貼り付けられた電極間に電位差は生じない．   
しかし，眼球が右を向くと右側の電極が＋，左側の電極が－に，逆に左側を向くと左側
の電極が＋，右側の電極が－の電位となる．水平方向に関しては左右 30 度程度までで，1
度当たり約 15μV の電位を検出することができる．このように，眼電図（EOG）の発生原理
は角膜－網膜電位の変動によるものであり，外眼筋の筋電図とは異なるものである． 水
平方向の眼球運動を測定するには，左右目尻の外側に，目尻からの距離が左右で同じ位置
に電極を貼付する．また耳たぶにアース電極を貼付する．（図 2.5 参照） 
 
 
 
 
 
 
 
 
図 2.5 電極の貼付方法 
 
眼電図の測定に用いる電極は眼の周辺に貼付するため，被験者に違和感を生じさせない
大きさの小型表面皮膚電極が用いられる．現在は電極と電極糊との間に発生する分極電位
を少なくするために銀-塩化銀（Ag-AgCl）電極を用いている． 
眼球運動の測定に眼電図を使う利点としては，計測が容易である，装置が安価である，
簡易なキャリブレーションができる，光の照射がないため疲労が少ない等が挙げられる．
欠点としては，電極を直接皮膚に貼り付けなければならない点が挙げられる．しかし，電
極は貼り付け方を工夫すれば長時間の測定も可能であるし，将来的に HMD と電極とが一体
化した装置を使用すれば，電極の貼り付けも手軽になると考えられる． 
これまで，眼電図の測定には直流増幅がよく用いられていたが，電極皮膚間の分極によって直
流成分が時間変化によって変動する現象（ドリフト現象）[36]が大きな問題点となっていた．そ
こで，先行研究では，眼電図の交流増幅による測定を行なって，この問題を軽減することが提案
された． 
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図 2.6 交流増幅眼電図（AC-EOG）の一例（水平 Ch） 
 
図 2.6 のように，視線が画面の中央の点から右端の点へと動いたときに水平チャンネル
（以後水平 ch）測定された交流増幅眼電図例である．このように眼球が動くと特徴的な電
位変動が確認される．しかし時定数の影響によって基線に戻るため，変動した電圧値をそ
のまま保持しておくことはできない．そのため，眼電図の信号自体は測定範囲内で安定し
た測定が可能であるが，眼球の絶対位置ではなく，相対移動量のみが測定できる． 
 実際のインタフェースとして利用する際には，眼電図に電位変動が現れた部分を移動と
みなし，その電位変動の大きさから移動量を算出する．そして，あらかじめ決めておいた
基準となる移動量から，視線が移動した角度を計算し，画面にフィードバックする．以上
のようなことから，交流増幅眼電図を用いて現在の視線位置を特定するには，移動の開始
位置を把握しておく必要がある．もしくは，常に移動の開始位置が固定されているような
画面デザインを用いたインタフェースを構築すべきである． 
 
2.4.3 ガイド式入力画面デザイン 
 前述の Midas Touch Problem を解決するために，図 2.7 のようなガイド式入力画面が提案
された．これは画面中央に探索のためのガイド領域を用意し，左右に入力のための入力領
域を配置したデザインを持つ．この方式で入力を行なう場合は，まずガイド領域内に示さ
れた文字列を探索することによって，入力したい目標が画面のおおよそどのあたりに位置
するかを確認する．その後，入力領域まで視線移動を行い，この目標を注視することによ
って入力が完了する仕様になっている．つまり利用者の自由な眼球移動をガイド領域内に
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制限するわけである．これにより入力のための注視と目標の探索過程における注視を明確
に区別でき，誤入力を防ぐことが可能となった． 
 
 
 
 
 
 
 
 
 
 
 
図 2.7 ガイド式入力画面デザイン（水平のみ） 
 
このガイド式入力インタフェースにおいて，必要となる視線位置の測定精度は，ある程
度の面積を持った領域への視線移動である．入力の際には常にガイド領域から視線移動が
開始されるので，視線が移動したときの移動量が算出できるという交流増幅眼電図の特徴
が，眼球運動の測定法として適しているのである． 
しかし，このガイド式入力インタフェースにも問題はある．まず一画面に表示できる入
力指標が少なくなり，ひらがな 50 音，アルファベットなど，文字入力として利用する場合
は階層式のデザインにする必要がある．また，使用者が入力したものを確認するために使
用できる領域がガイド領域しかなく，文章など多くのものを入力するのには適さない． 
先行研究によって，従来の視線入力インタフェースにおけるユーザに強いる拘束性，
Midas Touch Problem，視線入力用と情報取得用の画面の問題が解決され，実用的な視線入力
インタフェースのあり方が示された．しかしながら交流増幅眼電図による水平方向の注視
領域判定は画面 7 分割（分解能：視角度 2 度，6 選択）が限界であり，文字入力を想定した
場合，選択肢の数の少なさが問題となる．例えば，数字入力に使う場合は最低 10 個，アル
ファベット入力ならば 26 個もの選択肢が必要となる．入力画面を階層式デザインにすれば
選択肢数は事実上無限となるが，入力回数が増加すれば誤判定の確率が高くなり，入力時
間も長くなるので必ずしも良い解決法とは言えない． 
そこで，眼球斜め方向移動を加えることで，ノイズや瞬きの影響により単独で用いること
1 2 3 4 5 6123 456
InputArea GuideArea InputArea
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が難しい垂直方向の眼電図を眼球斜め方向移動の際に測定される水平方向の眼電図と組み
合わせることで利用できるようになる．視線入力インタフェースとしての実用化を目的と
した，より実践的な多選択型入力インタフェースの研究が行われた．その結果，図 2.8 のよ
うに眼球斜め方向移動を用いることによって，垂直方向に 2 分割，水平方向に 7 分割まで
の最大 12 選択まで利用可能な多選択型視線入力インタフェースの提案[34]にいたった． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.8 入力画面デザイン[37]（12 選択型） 
 
また，この提案したインタフェースによって視線入力実験を行った結果，選択肢数を倍増
させたにもかかわらず，水平方向のみによる従来での視線入力インタフェースとほぼ同等
の選択成功率を得ることができ，その有用性が確かめられた． 
 
 
2.5 本研究の目的 
 本研究では，重度肢体不自由者に限定せず，健常者も含めた誰でも何処でも使用できるユ
ニバーサルデザインを意識した視線入力インタフェースシステムを開発することを目指し
た．特に頭部が自由に動かせる使用者でも，頭部の固定なしで視線入力インタフェースが
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使用できるように，従来の「注視入力」や「方向入力」と異なる新たな視線入力方式であ
る「Eye gesture 入力」を提案する．そして，「Eye gesture 入力」の視線入力インタフェース
を実現する際に必要な眼球運動測定法や入力画面デザインなどについて議論を行う．さら
に，実際に実験を行い，得られた結果から，視線入力インタフェースシステムの実現に関
する課題について検討する． 
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第3章 Eye gesture 入力およびその測定方法 
3.1 Eye gesture 入力 
 これまでの入力方式である「注視入力」と「方向入力」の欠点をまとめると下記のよう
になる．まず，「注視入力」では，(1) 注視位置を常に正確に測定する必要がある．(2)眼球
運動測定だけで注視位置を特定するためには，頭部を固定する必要がある．(3) 注視時間を
長く設定すると，入力時間の増加につながる．(4) 注視時間を短く設定すると，“Midas touch 
problem”が発生する． 
一方，「方向入力」では，(1) 識別できる移動方向が 4～8 と限定される．(2) 視対象がな
い状態では，眼球移動の識別と移動方向の識別が安定しない． 
以上の欠点を踏まえて新たに提案する入力方式では，「注視入力」と「方向入力」の利点
だけを利用し，それぞれの欠点を回避することを考えた．まず，「注視入力」の利点は，視
対象を設定して眼球運動させる点である． 
一方，「方向入力」の利点は，移動方向だけ測定できればよい点である．移動方向だけ測
定できればよい利点により，注視位置を常に正確に測定する必要がないので，頭部の固定
が必要なくなる．また，注視は必要ないので，“Midas touch problem”を回避するために注
視時間を長く設定する必要もなく，高速な眼球運動を有効に利用できる．一方，視対象を
設定して眼球運動させる利点により，移動方向を意識せずに自然な眼球運動ができるため，
眼球移動の識別と移動方向の識別が安定する． 
 
 
 
 
 
 
 
 
 
 
図 3.1 Eye gesture 入力の一例 
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 そして，識別できる移動方向が限定される欠点に対しては，移動方向の組み合わせとそ
の順番（眼球移動パターン＝“Eye gesture”と呼ぶ）を検出し，その“Eye gesture”を入力
選択肢と対応させる新たな入力方式である「Eye gesture 入力」を本研究では提案する．この
「Eye gesture 入力」の画面デザインの一例を図 3.1 に示す．移動方向を意識させずに自然な
眼球移動が行えるように，画面上に，数，形，位置が自由な視対象（以降，指標と呼ぶ）
を配置する．例えば，図 3.1 の左上にある指標を開始指標 0 と決め，開始指標 0 を見る→
次の指標 1 への移動→指標 1 を見る→次の指標 2 への移動→終了指標 2 を見るとの 2 回
の移動の組み合わせ及びその順番による入力を行う．つまり，2 回移動を 1 つの選択肢入
力に対応させる．また，移動回数を増やすことにより選択肢数も増やすことができる． 
 以上のことから，頭部の固定や正確な視線位置の計測が必要なく，移動方向パターンに
よる入力が可能な「Eye gesture 入力」の利点は，以下のようにまとめられる． 
1) 正確な視線位置測定を必要としないため，頭部の固定が不要である． 
2) 移動方向パターンによる入力のため，簡単な眼球運動測定で充分である． 
3) 注視を必要としない指標を見ることにより，入力時間が短縮できる． 
 また，「Eye gesture 入力」のインタフェースは，様々な眼球運動測定法や入力画面デザイ
ンに対応できる可能性があるため，以降，使用する眼球運動測定法および入力画面デザイ
ンに関して議論する． 
 
 
3.2 Eye gesture 入力に対応する測定方法 
3.2.1 測定方法の比較 
 まず，光学的測定法の代表的な角膜反射法は，角膜上に現れる反射像の位置から角膜の
向いた方向を計算できる原理を利用したものである．測定精度が高い利点があり，よく利
用される測定法であるが，装置が特殊で高価であり，測定精度を高めるためにキャリブレ
ーションが煩雑で，照明環境に測定精度が影響されやすく，眼鏡やコンタクトレンズを使
用できないという欠点が挙げられる． 
 次に，画像解析法は眼の撮影画像から角膜の形状や位置を認識し，瞳孔の向きを予測す
る手法を利用したものである．装置自体がビデオカメラしか必要としないために安価 
である利点はあるが，照明環境に測定精度が影響されやすいという光学的測定法と同様な
欠点が挙げられる． 
 一方，電気的測定法である眼電図（EOG）は，眼球の角膜が網膜に対して正に帯電し，
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角膜の向いた方向に正の電位が観測される原理を利用したものである．EOG の特徴として，
計測が容易である，装置が安価である，キャリブレーションが簡単である，光の照射など
がないため目の疲労が少ない，照明環境に測定精度が影響されないといった利点があるが，
電極を皮膚に貼る手間が欠点に挙げられる． 
 本研究では，健常者も含めた誰でも何処でも使用できるユニバーサルデザインを意識し
た視線入力インタフェースを開発することを目指しているため，使用する環境に左右 
されないことや装置が安価であることを重視する． 
従って，装置が安価で照明環境に測定精度が影響されない EOG を測定に用いることにし
た．ハンドフリーなウェアラブル端末として応用することを考えれば，電極を皮膚に貼る
煩わしさだけが解消されれば，電極を皮膚に貼ること自体はウェアラブル端末として利用
する時には必要なことになる．このことも，EOG を測定に用いる理由のひとつである． 
 
3.2.2 交流増幅眼電図（AC-EOG） 
 一般的に EOG には，直流増幅された直流増幅 EOG（以下 DC-EOG）が用いられていた．
DC-EOG には，直流成分が時間的に変動してしまうドリフト現象が大きな問題となってい
るため，本研究では，EOG を交流増幅した交流増幅 EOG（以下 AC-EOG）を使用する． 
AC-EOG は交流増幅の特徴上，時定数によって必ず基線に戻るため，基線が安定した測
定が可能となり，ドリフト現象を回避することができる一方，静的な眼球位置を決定する
ことができない．そこで，相対的な眼球位置の変位である動的な眼球移動のみ測定するこ
とを考えた． 
 先行研究では，移動部分を特定するためにAC-EOGを差分した差分AC-EOG に注目した．
差分 AC-EOG は移動速度に比例するので，大きな値が移動部分であり，また，その移動部
分と基線間の面積は移動量に比例することを利用している．また，実験前にキャリブレー
ションを行って移動量を算出した結果，水平方向では移動角度がほぼ正確に取得されたが，
垂直方向では S/N 比が悪いことや瞬目の影響などから，正確な移動角度の取得が難しいこ
とがわかった． 
 
 
3.3 Eye gesture 入力に対応する入力画面デザイン 
本研究では，単独で移動の判別が難しい垂直方向 AC-EOG と水平方向 AC-EOG を組み合
わせた前述（2.4 節）の先行研究を参考とした．その結果，水平方向 AC-EOG から移動を
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判別した後，水平方向 AC-EOG から左右方向判定，垂直方向 AC-EOG から上下方向判定
をすることにした．そのために，移動方向については水平方向と垂直方向の移動が必ず起
きる斜め方向の眼球運動だけで入力を行うことを考え，専用の入力画面デザイン（図 3.2）
を提案した． 
そして，斜め移動方向(左上，左下，右上，右下の 4 種類) を 2 回移動する移動方向パタ
ーンによる「Eye gesture 入力」による実験において，視線入力インタフェースの実現に関
する課題を検討することにした． 
 この入力画面デザインに対する「Eye gesture 入力」は次の手順で行う． 
1) 画面中央の指標 C を見る(Eye gesture 開始)． 
2) 指標(lt, lb, rt, rb) のいずれかへの 1 回目の移動を行う． 
3) 指標(C, T, B, L, R) のいずれかへ 2 回目の移動を行う(Eye gesture 終了)． 
 手順(1)∼(3) で発生した 2 回の斜め方向眼球移動を検出し，その組み合わせパターンを
「Eye gesture 入力」とする． 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.2 Eye gesture 入力画面デザイン 
 
 例えば，1 回目の指標が lt であれば 2 回目の指標は C，L，T のいずれか，また 1 回目
の指標が rb であれば2 回目の指標はC, R, B のいずれかとなる．1 回目の指標4 つに対し，
2 回目の指標がそれぞれ 3 つずつあるため，組み合わせパターンは 4×3=12 組（＝選択肢
数）となる．「Eye gesture 入力」では，方向の判定のみが重要であり，移動量を正確に計算
する必要がないため，「注視入力」のように眼球と入力画面の相対位置を固定する必要がな
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くなり，先行研究で使用した HMD の装着も不要になる． 
 
 
3.4 Eye gesture 入力と入力画面デザインを用いた実験 
3.4.1 実験内容 
 被験者は健常な（頭部が動かせる）男性 6 人である．特に頭部を固定することもなく，
被験者は 19inch 液晶デスクトップディスプレイ（以下 DTD と記す）の前に座り，右手で
キーボードを操作してもらった． 
 
 
 
 
 
 
 
 
図 3.3 電極およびチャンネル 
 
図 3.3 のように脳波用皿電極を貼り付け，チャンネル(1ch～3ch)を設定した．AC-EOG は
チャンネルからの信号を 80dB で交流増幅し，Low cut-off 周波数 0.08Hz，High cut-off 周波
数 30Hz，Sampling 周波数 100Hz で計算機に取り込んだ．また，予備実験を参考に以下 3 点
となる． 
1) 計算機上で 2ch と 3ch の平均値を 4ch とした． 
2) 1ch を水平方向，4ch を垂直方向とした．但し，1ch の+ は左への視線移動，4ch の+ は
上への視線移動である． 
3) 図 3.3 の入力画面デザインを DTD 上に写し，図 2.4 のように DTD から被験者まで約
75cm 離れた位置に座ってもらい実験を行った． 
4) DTD 上にある指標について，75cm 離れた位置から計算して，水平方向 6deg，垂直方
向 5deg 間隔となるように設定した． 
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3.4.2 Eye gesture 入力手順 
 被験者 1 人につき，全 12 組（=12 選択肢）の「Eye gesture 入力」をそれぞれ 10 回ずつ
計 120 回試行した．1 試行ごとにシステムは「Eye gesture 入力」をリアルタイムで判定す
る．1 試行は以下の手順で行う． 
1) 画面上に 2 つの矢印にて，行うべき「Eye gesture 入力」を指示する． 
2) 被験者は指標 C(赤色) を見ると同時にキー押下(画面上の矢印は消え，データ取得開始
となる)． 
3) 1s 後，指標 C が赤色から緑色に変化． 
4) 被験者は，(1) で指示された「Eye gesture 入力」を行う． 
5) その後，システムが判定した「Eye gesture 入力」を画面に出力する． 
 
 
3.5 AC-EOG 測定方法で得られたデータ解析 
3.5.1 基本信号処理 
 実験によって得られた AC-EOG には，瞬きなどのアーチファクトやノイズが含まれてい
る．このデータから視線移動を抽出するために次のような信号処理を行った． 
1) サンプリングによるAC-EOG データにHigh cut-off 20HzのFIRフィルタの処理を行う． 
2) 差分処理を行う． 
3) High cut-off 15Hz の FIR フィルタの処理を行う． 
4) 定常的なノイズ電圧以下のカットを行う． 
 
2) の信号処理について，視線移動時の電位変動に着目し，AC-EOG において電位変動が
強調される差分値を計算する．3）の信号処理について，2）の差分処理した AC-EOG は視
線移動による大きな電位変動が強調されるが，ノイズも同時に強調される可能性がある．
そこで，強調されたノイズを減らすために再度，FIR フィルタ処理を行った．以上の信号
処理を行った差分眼電図を図 3.4 に示した． 
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図 3.4 差分眼電図の一例 
 
 差分眼電図では，視線移動が強調され注視状態と比べて大きな電位変動によって判断で
きる．視線移動の方向について，本実験では左方向の視線移動が差分眼電図の“+”，右方
向が差分眼電図の“−”の電位変動が見られる． 
一方，図 3.4 は水平方向 1ch の差分眼電図であるが，垂直方向も同様に，上方向の視線移
動が差分眼電図の“+”，下方向の視線移動が差分眼電図の“−”の電位変動が見られる．ま
た，図 3.4 のように，差分眼電図と 0V の基線によって囲まれる領域を 0-0 Wave と呼ぶこ
とにした．1 つの 0-0 Wave の積分値つまり面積を 0-0 Wave 積分値，1 つの 0-0 Wave の中で
絶対値が最大となる値を 0-0 Wave 最大差分値，2 つの信号と 0μV との交点間の時間間隔を
Duration と定義した． 
本研究では，差分眼電図における 0μV 基線を交差する 0-0 Wave 積分値に着目して解析を
行った． 
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図 3.5 Eye gesture 入力（1 試行）の差分眼電図 
 
 
3.5.2 判定アルゴリズム（Alg 1） 
1) AC-EOG に High cut-off 20Hz の FIR フィルタの処理. 
2) 差分処理を行う． 
3) High cut-off 15Hz の FIR フィルタの処理． 
4) 定常的なノイズ電圧以下をカット． 
5) 0-0 Wave 積分値で閾値以上の水平 0-0 Wave を検出する． 
6) 水平 0-0 Wave の発生に時系列的に最も近い垂直 0-0 Wave を検出する． 
7) 水平 0-0 Wave と垂直 0-0 Wave の積分値符号から移動方向を判定する． 
8) 5)，6)，7) を 2 回行ったら，Eye gesture を判定する． 
 
5)の 0-0 Wave 積分値閾値は実験前のキャリブレーションによって求めた視線移動視角度
3 deg 相当である．また，0-0 Wave 発生時刻は 0-0 Wave が基線に戻った時刻とした．図 3.5
のように 1 試行の「Eye gesture 入力」に対する差分眼電図を示した．図 3.5 では，1 回目が
左下(H1 → 左，V1 → 下)，2 回目が右上(H2 → 右，V2 → 上)との 1 試行 Eye gesture 入
力となっている．なお，実験ではデータ取得から 6s 間に Eye gesture 判定がなければタイム
アウトとして次の試行を行う． 
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3.6 判定アルゴリズムの検討 
3.6.1 誤判定数 
 判定実験では，1 試行において指示した Eye gesture と判定した Eye gesture が不一致であ
れば誤判定とした．表 3.1 には Type1，Type2，その他に誤判定を分類して誤判定数を示し
た． 
 
 
表 3.1 誤判定数 
 S1 S2 S3 ALL 
Type 1 error 4 3 5 12 
Type 2 error 1 3 0 4 
Others 0 6 2 8 
Sum 5 12 7 24 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.6 誤判定 Type 1 例 
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 誤判定 Type 1 は全誤判定数の半数を占め，特に左右斜め下方向への視線移動時に多く発
生した．例を図 3.6 に示す．H1 は視線移動による水平 0-0 Wave である．V1 は Alg 1 の処
理 6) で検出される H1 に発生時間が近い垂直 0-0 Wave である． 
この例では，Alg 1 は H1 と V1 から視線移動方向は左上と判定する．しかし，実験で指
示した視線移動方向は左下であり，判定すべき垂直 0-0 Wave は V2 であると思われる．従
って，誤判定 Type 1 への対応として，Alg 1 の 6)と 7) の間に下記の 6’) を加えた． 
 
6') 6) で検出した垂直 0-0 Wave 前後に，逆符号で積分値絶対値がより大きな垂直 ZC があ
れば，その垂直 0-0 Wave を検出する． 
 
 誤判定 Type 2 は(右上，右下)や(左下，左上)のように 2 回の視線移動の水平方向が，同じ
方向となる Eye gesture 試行で発生していた．この思考では，2 回目の視線移動時水平 0-0 
Wave が閾値より僅かに小さくなり，Alg 1 の 5)の水平 0-0 Wave の検出に失敗した． 
 この原因として，首の動きが伴うことによって注視対象に対する視線移動が小さくなる
ことや，同一水平方向 Eye gesture では視線移動がスムーズになり，結果的に 1 回目注視対
象をしっかり注視しないことなどが原因であると考えられる．従って，誤判定 Type 2 への
対応として，Alg 1 の 5)について，2 回目の水平 0-0 Wave 検出においては下記の 5’)とした．
また，画面デザイン上，2 回連続して同じ方向への視線移動は起こりえないので，Alg 1 の
7)と 8)の間に下記の 7’)を加えた． 
 
5') 2 回目水平 0-0 Wave の積分値閾値を，1 回目水平 0-0 Wave と同符号ならば 2deg 相当に
下げる(逆符号ならば下げない)． 
7') 2 回目移動で判定した方向が 1 回目と同様であればその判定は破棄して続ける． 
 
3.6.2 判定アルゴリズム（Alg 2） 
 Alg 1 に以上の 5’)，6’)，7’) を追加したものを Alg 2 とした．表 3.2 に被験者 S1，S2，S3 に
対して，Alg 1 と Alg 2 を判定成功率で比較した結果を示す．但し，Alg 1 の結果は，システ
ムがリアルタイムで判定した場合(以降 Online と表記) の結果であり，Alg 2 の結果は，シ
ステムに実験データを判定実験後に再入力して判定した場合(以降 Offline と表記) の結果
である．表 3.2 から全体の判定成功率は向上したが，S2 に関しては微増であった．S2 の
データはノイズが多く，Alg 2 の 6’) が試行によっては逆効果になることがあった． 
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表 3.2 Alg 1(Online)の判定成功率[%] 
 S1 S2 S3 ALL 
Alg 1(Online) 95.8 90.0 94.2 93.3 
Alg 2(Offline) 99.2 91.7 97.5 96.1 
 
 
 
表 3.3 Alg 2(Online)の判定成功率[%] 
 S1 S4 S5 ALL 
Alg 1(Offline) 99.2 90.8 98.3 96.1 
Alg 2(Online) 99.2 88.3 97.5 95.0 
 
 
表 3.3 に被験者 S1 と新たな被験者 S4，S5 に対して，Alg 1(Offline)と Alg 2(Online)を
判定成功率で比較した結果を示す．被験者 S1，S5 に関しては，Alg 1，Alg 2 ともに高い
判定成功率であった．しかし，被験者 S4，S5 は Alg 1 より Alg 2 の判定成功率が僅かに低
く，特に被験者 S4 は Alg 1，Alg 2 ともに判定成功率が低かった． 
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図 3.7 被験者 S4 の誤判定例 
 
 図3.7に被験者S4の左上視線移動時における垂直方向微分AC-EOGの誤判定例を示した．
図 3.7 の”Raw”は Alg 1 の 3)処理後であり，”Noise cut”は 4) 処理後である．4) は微分
AC-EOG が閾値電位より小さければ定常的ノイズとして 0μV にデータ値を変更する．図 3.7
では 4) 処理後，斜め方向移動中の垂直 0-0 Wave が V1，V2 と分かれてしまった．Alg 2 は
6)で V2 を検出，6’)で V2 と V3 を比較し，V3 を垂直 0-0 Wave と判定してしまう．このよう
に Alg 2 の 6’)が逆に誤判定につながる図 3.7 のような試行例は被験者 S2，S4 で多かった． 
 以上のように眼電図の個人差によって，個人ごとに最適なアルゴリズムは異なる．また，
実際の使用時に事前のキャリブレーションなどによって最適なアルゴリズムを選択できる
保障はない．従って，どの被験者にも共通して高い判定成功率を実現する最適なアルゴリ
ズムは必要である． 
 
3.6.3 判定アルゴリズム（Alg 3） 
 Alg 3 として Alg 1 の 6’)を 6”-1)，6”-2)に変更した． 
6”-1) 図 3.7 の水平移動時間幅で“Raw”の電位変動を全て加算する．さらに，同時に Alg 1
の 6)も算出する． 
6”-2) 加算結果と Alg 1 の 6)の符号がともに正であった場合，Alg 2 の 6’)を行う． 
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 6”-1)は図 3.7 のような小さい電位変動に対応するためである． 
6”-2)は図 3.6 のような波形による誤判定の防止を目的としている． 
また，Alg 2 の 5’)，7’)は Alg 3 でも実行する． 
 
 
 
表 3.4 Alg 1~3(Offline)の判定成功率[%] 
 S1 S2 S3 S4 S5 ALL 
Alg 1(Offline) 95.8 90.0 94.2 90.8 98.3 93.8 
Alg 2(Offline) 99.2 91.7 97.5 88.3 97.5 95.6 
Alg 3(Offline) 98.3 92.5 97.5 96.7 98.3 96.9 
 
 
 
表 3.5 Alg 3(Online)の判定成功率[%] 
 S1 S4 S6 ALL 
Alg 3(Online) 97.5 95.0 99.2 97.2 
 
 
 
表 3.4 より Alg 3 が全ての被験者に対して最も判定成功率が高く，表 3.4 の結果と同様に
被験者 S4 に対して効果が見られた．また，表 3.5 に被験者 S1，S4 と新たな S6 に対して，
Alg 1(Offline)，Alg 2(Offline)，Alg 3(Online)を判定成功率で比較した結果を示す．新たな被
験者 S6 に対しても高い判定成功率が得られた． 
 
表 3.6 インタフェースの比較 
 先行研究[38] Eye gesture 
判定成功率[%] 89.2 97.2 
入力時間[s] 3.86 2.65 
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表 3.6 に先行研究と Eye gesture 入力インタフェースの評価(全被験者平均)を比較した結果
を示す．Eye gesture 入力は先行研究と同じ選択肢数 12 個でありながら，判定成功率，入力
時間において先行研究より有利な結果となった．Welch 検定に基づき，判定成功率について
本研究が先行研究より良くなっていることがわかった（Welch 検定，p＞0.05）．また，入力
時間について本研究が先行研究より短くなっていることがわかった（Welch 検定，p＜0.05）． 
2 回の斜め方向視線移動の組み合わせパターンにより入力する Eye gesture 入力インタフ
ェースを提案した．Eye gesture 入力インタフェースは先行研究と比較して，HMD を装着せ
ず同選択肢数において，高判定成功率，短入力時間のインタフェースとなる可能性を確認
した．本研究では，Eye gesture 入力に応じた測定装置も検討し開発した． 
 
 
3.7 Eye gesture 入力に対応した測定装置 
 従来の AC-EOG 測定装置では，図 3.8 のように装置が大型のため，持ち運びが困難であ
る．そこで本研究では，自作の小型デバイスを導入することで，図 3.9 のように測定装置の
簡略化および，持ち運び可能な Eye gesture 入力測定装置を開発した． 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.8 従来の AC-EOG 測定装置 
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図 3.9 Eye gesture 入力に対応した AC-EOG 測定装置 
 
 
3.7.1 自作デバイス 
 信号増幅用の生体用アンプと信号取込用の A/D ボードを図 3.10 左のように設計し，これ
らの役割を 1 つの自作デバイス（図 3.10 右）に行わせる持ち運びやすい測定装置を提案し
た． 
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図 3.10 測定装置の概略図 
 
 
信号増幅部については，チップ型の計装アンプや小型の素子を用いて増幅回路を設計す
ることにより，小型化を実現した．そして，信号の増幅側と取込側は絶縁アンプによって
絶縁されているため，人体への危険性はない． 
また，信号取込部については，従来計算機の内部に搭載されていた A/D ボードの代わり
に，小型な PIC を採用した．この PIC により信号の A/D 変換を行い，USB 接続によって計
算機に信号を取り込むことができる．従来，使用していた A/D ボードでは，測定レンジが
±10V で分解能が 12bit であったが，自作デバイスでは，測定レンジが 0～5V で分解能が 10bit
としている．分解能は 2bit 分劣るが，測定レンジが 1/4 のため，信号が測定レンジ内に収ま
れば，精度は従来と同等である． 
信号増幅部は電池駆動のため，コンセントから電源を取る必要はない．このことによっ
て，自作デバイスとソフトさえあれば，USB 接続するだけで，持ち運びが安易である．そ
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のため，小型な提案システムでは，使用場所が限定されないメリットがある．また，シス
テム全体の費用は，100 万円相当の従来システムと比べて，提案システムの増幅回路に用い
た部品や信号取込を行う PIC が安価（1 万円以内）のため，コストも大幅に削減されること
ができた．  
 
3.7.2 Eye gesture 入力と測定装置を用いた実験 
 被験者は 4 名とし，ディスプレイの前に座ってもらい，キーボート操作で実験を進める．
電極の貼付位置は，図 3.11 の A タイプ（電極を目の両側に貼付する），B タイプ（電極を目
の上下に貼付する）のいずれかとした． 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.11 電極貼付位置とチャンネル（ch） 
 
1ch は増幅率 65.9dB，2ch と 3ch は増幅率 71.9dB で交流増幅にし，Lowcut は 1.0Hz，Highcut
は 10Hz，サンプリング周波数 100Hz で計算機に取り込んだ．1ch を水平方向，2ch と 3ch
の平均を垂直方向の EOG とした．水平方向は右，垂直方向は上，への視線移動時に正（＋）
の EOG の変動が得られる．垂直方向の電位変動は，A タイプより B タイプのほうが大きく
なるため，垂直方向の視線移動時の電位変動が比較的小さい被験者には B タイプ，それ以
外の被験者には A タイプを適用した． 
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図 3.12 実験中の様子 
 
実験画面は，Eye gesture入力インタフェースの入力画面に従い，図 3.2のように配置した．
指標間隔は，DTD 画面から着席したところが 75cm に基準とし，水平方向に視角度 6 deg，
垂直方向に視角度 5 deg となっている．2 回の斜めの視線移動の組み合わせを 1 試行とし，
全 12 通りの組み合わせ，それぞれにつき 10 回ずつ計 120 試行を 1 回の実験とした．1 試行
中の手順は，始点，経由点，終点の順に赤色の指標を画面に提示し，この赤色の指標を被
験者に目で追ってもらった．  
 実験で取得した 2 回の斜め視線移動の組み合わせの AC-EOG データを解析にかけ，検出
された方向と実験時に指示した方向を比較した．2 回の視線移動の方向判定で，どちらか 1
回でも不一致であれば，組み合わせの判定が誤判定とした．判定アルゴリズム Alg 3 による
データ解析も行い，判定成功率が表 3.7 のようとなった．全被験者において，斜め方向の判
定成功率において 90%を超える結果となった． 
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表 3.7 自作デバイスによる測定装置における判定成功率[%] 
被験者タイプ S1A S2B S3A S4A ALL 
判定成功率[%] 95.0 98.3 91.7 97.5 95.6 
 
 
実験の結果により，提案システムは Eye gesture 入力に採用可能であることが分かった．
従来の測定装置と比べ，携帯性が高くかつ低価格であるという利点がある．よって，本研
究提案した測定装置を用いれば，様々な環境で Eye gesture 入力インタフェースを使用でき
るという可能性を示すことができた． 
また，Eye gesture 入力ではデータの取得開始を被験者のキー入力としている．最終的に手
を使わずに全ての操作を完結する入力インタフェースの構築を考えた際，今後の課題とし
て，システムの起動，終了に関する操作を設定する必要があり，この操作に関する研究も
必要である．そこで，入力宣言なしに入力と通常の視線移動の区別が可能となった，Eye 
gesture の入力条件を限定した Eye glance 入力インタフェーも提案した． 
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第4章 Eye glance 入力 
4.1 Eye gesture 入力と Eye glance 入力の比較 
図 4.1 左に Eye gesture 入力インタフェースの入力画面デザインを示す．複数回の視線移
動方向の組み合わせによる入力は，図 4.1 の矢印①，②のように斜め方向の指標間で視線を
動かすことで行う． 
前章で述べたように，このインタフェースの特徴は，視線を斜めに移動させることで水
平方向と垂直方向の EOG を同時に発生させることにある．通常，垂直方向はノイズに紛れ
やすく単体での検出が困難であるが，水平方向で検出した視線移動と同じタイミングの垂
直方向 EOG を取得することで斜め 4 方向の検出を可能とする．また，視線移動の方向のみ
を入力の判定に用いるため，注視入力と比較して正確な視線移動計測を必要とせず，頭部
を拘束せずに入力できる． 
しかし，複数回の斜め視線移動であれば入力と判定してしまうことが，通常の視線移動
との区別を困難にしている．そのため Eye gesture の前に Wink などを用いたキー入力の宣
言を行う必要があった． 
 
 
 
 
 
 
 
 
 
 
 
 
           Eye gesture                    Eye glance 
 
図 4.1 実験時の入力画面デザイン 
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そこで，Eye gesture 入力が行う前のキー入力をなくすため，入力条件を限定した Eye 
glance 入力を提案した．図 4.1 右の入力画面デザインに示す矢印①，②のように，中央の
指標を起点として斜め方向への素早い往復を入力動作とする．Eye gesture での入力条件を
往復に限定することで，Wink などの宣言なしに入力と通常の視線移動の区別が可能となる． 
図 4.2 には右上方向へ Eye glance をした時の理想的な差分眼電図例を示す．この差分眼
電図は，水平方向においてプラスが左方向，マイナスが右方向への視線移動を表し，垂直
方向においてはプラスが上方向，マイナスが下方向の視線移動を表す．一日目が右上方向，
二回目が左下方向への視線移動により発生した波形である． 
 
 
 
 
 
 
 
 
 
 
 
図 4.2 Eye glance 入力における差分眼電図 
 
AC-EOG から得られる波形は，Eye glance 以外に通常の視線移動や瞬きなどが混在する
ため，Eye glance のみを抽出する処理が必要である．Eye glance 時の AC-EOG の差分値
波形において，次の 3 つの特徴が得られる． 
（1） 水平方向において，連続した 2 回の逆向き視線移動波形が発生する． 
（2） 素早い視線の往復であるため，2 回の視線移動波形の間に短い時間が存在する． 
（3） 垂直方向において，(1)と同時刻に得られる 2 回の視線移動波形は逆向きである． 
これらの特徴を判定に用いることで，混在した波形から Eye glance を抽出する．注視入
力，方向入力および Eye gesture 入力の利点を生かしながら欠点を克服した，短時間かつ小
さな画面においても入力可能のインタフェースとして有効である．本研究では，小さな画
面を用いるスマートフォンを着目し，Eye glance 入力インタフェースの実用性について検
討した．  
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4.2 0-0 Wave 最大差分値 
Eye gesture 入力の差分眼電図(図 4.3)について，0-0 Wave 積分値に着目し解析を行った． 
 
 
 
 
 
 
 
 
 
 
 
 
図 4.3 水平 0-0 Wave 最大差分値 
 
しかし，Eye glance 入力が行う際に，入力宣言がなく時間が短いため，AC-EOG データ
解析では 0-0 Wave 積分値でなく，0-0 Wave 最大差分値に着目した． 
 
 
4.3 判定アルゴリズム 
図 4.4に先行研究で提案されたEye glance入力判定アルゴリズムのフローを示す．まず(Ⅰ)
において，視線移動方向の判定を行うため，水平，垂直方向の AC-EOG の最大差分値を取
得する．(Ⅱ)において，先に述べた特徴(1)の判定を行うため，取得したデータから水平 0-0 
Wave を探索する．続いて(Ⅲ)において，取得したの最大差分値を参照し，閾値を超えてい
れば視線移動と判定する．(Ⅳ)において，常に最新の 2 回の視線移動 0-0 Wave データを保持
しておき，隣り合う視線移動 0-0 Wave が逆向きであるか判定する． 
次に(Ⅴ)では特徴(2)の判定を行うため，2 回の視線移動 0-0 Wave 間の短い時間による Eye 
glance 入力候補の判定を行う．ここでは，図 4.2 より二つの水平 0-0 Wave の間の時間を停留
時間(pause time)τとして，ここに閾値を設けることで判定に用いる． 
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最後に(Ⅵ)では特徴(3)の判定を行うため，(Ⅱ)～(Ⅳ)において得られた水平 0-0 Wave の最
大差分値と同じ時間の垂直 0-0 Wave 最大差分値を参照し，2 回の垂直 0-0 Wave 最大差分値
の符号が逆向きであれば(Ⅶ)Eye glance 入力であると判定する．上記の判定アルゴリズムに
より，リアルタイムの Eye glance 入力が可能となる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 4.4 判定アルゴリズムフロー 
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4.4 Eye glance 入力実験 
4.4.1 Eye glance 時間帯及び非 Eye glance 時間帯 
本実験として，スマートフォンを自由に操作し，任意のタイミングで Eye glance 入力を
行った．実験時間を記録するため，Eye glance 入力が行う前後でパソコンの Enter キーを
押すことで，図 4.5 のように，Eye glance 入力の時間帯と非 Eye glance 入力の時間帯をそ
れぞれ取得した． 
 
 
 
 
 
 
 
 
 
 
 
図 4.5 Eye glance 時間帯および非 Eye glance 時間帯 
 
 
 
 
 
 
 
 
 
 
 
 
図 4.6 電極の貼付位置および AC-EOG 測定装置 
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4.4.2 実験内容  
前章で述べた Eye gesture 入力の実験手順に従って，提案した Eye glance 入力の閾値の
検討と妥当性を検証するための実験を行った． 
データは LowCut-0.1Hz，HighCut-10Hz，水平増幅率 66dB，垂直増幅率 72dB で交流
増幅し，サンプリング周波数 100Hz で計算機に取り込んだ．また，実験画面は実際の使用
状況を想定してスマートフォンを用いた．電極の貼付位置および AC-EOG 測定装置は図
4.4.1.2 に示した．被験者は成人男性 7 名とした．Eye glance 入力は右上，左上，左下，右
下の順番で行い，これを 10 回繰り返した．実験 1 回において，全 4 回の Eye glance 入力
の中で AC-EOG 差分値が最も小さい値の半分以上の波形を視線移動と定義し，非 Eye 
glance 入力の時間帯における水平方向の視線移動頻度を被験者毎に求めた． 
特徴(1)は，キャリブレーションで求めた基準 AC-EOG 差分値を閾値とし，これを超える
波形を誤検出とした．特徴(2)は，本実験で得られた停留時間をτとし，τがキャリブレー
ションで求めた停留時間μを基にした範囲に含まれる場合に誤検出とした．停留時間μの
範囲はτ±0.1s~±0.4s を検討した．Eye glance 入力の時間帯に対しても同様に，特徴(3)
を判定基準に加え，視線移動方向を含めた Eye glance 入力を正しく判定できるか検討を行
った．特徴(3)は，AC-EOG 差分値の符号だけを取得し，上下方向判断を行った． 
 
 
4.5 AC-EOG データ解析 
4.5.1 検出条件  
Eye glance 入力の検出条件として，以下の三つとした． 
1) 水平 0-0 Wave 最大差分値 
2) 停留時間の範囲：τ±0.1s~±0.4s 
3) 垂直 0-0 Wave 最大差分値 
 AC-EOG データ解析について，この三つの検出条件を用いて行った． 
 
4.5.2 解析結果 
 前章で述べたように，垂直方向の AC-EOG データが取れにくいため，検出条件としてま
ず水平 0-0 Wave 最大差分値と停留時間τの二つを用いて Eye glance 入力検出を行った．
その結果は表 4.1 に示した．よって，停留時間がτ±0.3s とτ±0.4s を検出条件とした際
に，全ての被験者における Eye glance 入力の判定率の平均値が 90％を超えている．短い停
 43 
留時間が好ましいため，水平0-0 Wave最大差分値と停留時間τ±0.3sの二つの検出条件に，
垂直 0-0 Wave 最大差分値を三つ目の検出条件として加えた． 
 
表 4.1 Eye glance 入力の判定率[%](水平 0-0 Wave 最大差分値と停留時間τ) 
 
 
 
 
 
 
 
 
表 4.2 Eye glance 入力の判定率[%] 
 
 
 
 
 
 
 表 4.2 に Eye glance 入力の判定アルゴリズムによって得られた判定率を示す．表より，
被験者 D 以外では 80%以上と高い判定率を得られている．本実験では，Eye gesture 入力
の 12 選択肢ではなく，4 選択肢しか検討していないが，この結果から複数回 Eye glance
を行うことで，判定率とトレードオフの関係にある選択肢数の増加が見込める．  
また，今回の実験条件で用いた指標の視角度は，スマートフォンのような小型画面の 4
隅を約 40 ㎝の距離で見たときに相当する．このことから，PC だけではなく小型のウェア
ラブル端末でも利用できる可能性が示された．対して，被験者 D においては判定率が 60%
以下という低い結果となった．その原因は，被験者の癖に因るところが大きいと考えられ
る． 
 
 
A B C D E F G
τ±0.1 43.82 77.54 42.54 60.69 67.83 52.90 40.52 55.12
τ±0.2 75.14 97.53 75.03 78.57 89.11 87.71 72.93 82.29
τ±0.3 87.82 97.54 90.41 85.88 96.92 94.40 89.21 91.74
τ±0.4 87.46 97.45 92.45 85.65 96.32 94.00 89.14 91.78
Pause
time
Average
Detection
rate [%]
Subject
A B C D E F G
Pause
    time [s]
Average
Detection rate [%] τ±0.3 81.32 95.04 85.77 55.03 84.52
Subject
86.5292.4895.47
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4.6 被験者 D に対する考察 
 被験者 D における問題は，図 4.3 の 2 回の水平方向 Eye glance 入力の 0-0 Wave に示す
ように，左右で 0-0 Wave 最大差分値に大きな差があることが挙げられる．この現象は，キ
ャリブレーションと本実験の全試行において見られた．これは被験者の癖で頭部が左右ど
ちらかに旋回しているため発生した差だと考えられる． 
また，水平と垂直のピークにずれが発生したことが挙げられる．例として，被験者 D が
右上方向へ Eye glance を行った際の波形を図 4.3 に示す．視線を中央へ戻す左下への動き
により，灰色部分の水平ピークに最も近い垂直ピークは下方向を示すはずである．  
しかし，図では上方向垂直ピークのほうが近く，本来の下方向垂直ピークは少し遅れて
発生している．この現象は上の指標から中央へ視線を戻すときにほぼ毎回発生した．原因
として，視線を線形に動かせていないために，水平と垂直の最大差分値ピークが同時に発
生しなかったことが考えられる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 4.3 左右 Eye glance 入力の差分眼電図 
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図 4.4 左右 Eye glance 入力の差分眼電図 
 
 上述の結果を整理すると，水平 0-0 Wave 最大差分値，停留時間τと垂直 0-0 Wave 最大
差分値を用いた 4 選択の Eye glance 入力判定率について，被験者 D 以外の被験者の判定率
が 80%を超えている．また，水平 0-0 Wave 最大差分値と停留時間τを用いた 2 選択の Eye 
glance 入力判定率においては，すべての被験者が 90%を超えている．実用化に可能な判定
率ではあるが，選択肢が少ないため，入力画面デザインの再検討が必要である． 
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第5章 Eye glance 入力に応じた画面デザインの検討 
近年，インターネットとの親和性が高くパソコンの機能をベースとして作られたスマー
トフォンの普及が進んでいる[37][38]．このスマートフォンの情報処理を行うハードウェア部
は技術により小型化ができるが，入力インタフェースの部分は人の手や指の物理的な大き
さに制限されるため，無制限に小型化することができない．著者では，特にスマートフォ
ン利用時を想定し，少数の入力操作自由度により，多数の画面表示選択肢を入力する画面
デザインを考案した． 
 
 
5.1 既存の入力インタフェース 
 スマートフォンの情報処理部分は技術などにより小型化を実現しているが，入力インタ
フェースの部分は手指の物理的な大きさがあるため，小型化に制限がある．現在のスマー
トフォンに用いられている入力インタフェースは，主にパソコンの QWERTY キーボード
を単純に小型化したソフトウェアキーボードが使用されている．このソフトウェアキーボ
ードを用いて文字入力が誤入力を頻発させる原因として，ハードウェアキーボードのよう
に触覚によってキー位置を感知することができない，1 文字あたり選択できる領域が小さい
などの原因が挙げられる．この問題に対し，様々な入力画面デザイン及び入力インタフェ
ースが開発されている． 
 
 
 
 
 
 
 
 
 
 
 
図 5.1 入力画面と各キーの役割（iPhone の場合） 
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 スマートフォンの場合，数字や文字などの入力は，図 5.1 のように画面上に表示される仮
想のキー，オンスクリーンキーボードで行う．一般的には「日本語テンキー」「英語キーボ
ード」「日本語フルキーボード」の 3 種類がある．また，両側にモード切り替え，改行，確
定や削除などのキーが配置され，どの言語でも入力画面のサイズが同じである． 
そこで，ユーザが入力を行う際，図 5.2 のようにパソコンのハードウェアキーボードにお
いて両手（10 本指）を使って入力する代わりに，スマートフォンのソフトウェアキーボー
ドに両手（2 本指）もしくは片手（1 本指）を使って入力することになった． 
しかし，小型化したキーボードにおける各キーのサイズがあまりにも小さいため，フル
キーボードを用いた入力の際に誤入力の確率が高まる．また，タッチパネルにおいては，
ハードウェアキーボードのように触覚によってキー位置を感知することができないため，
ユーザが慣れるまで時間がかかるなどの問題もある． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.2 キーボードの変更および入力 
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 従来の携帯電話はハードウェアのキーボードに用意された 10個の数字キーと数個の記号
キーを用いて入力するが，スマートフォンにおいては単純に小型化したパソコン用のキー
ボード以外に，画面上に自由にキーが配置されたソフトウェアキーボードによる入力イン
タフェースも開発された．その中でも，マルチタップ入力とフリック入力（図 5.3）が最も
使われている． 
 
 
 
 
 
 
 
 
 
 
図 5.3 フリック入力（左：初期画面，右：キー押下時） 
 
 マルチタップ入力：ハードウェアキーボードを用いた携帯電話と同じ入力方式である．
数字キーのそれぞれに 50 音の 1 行が割り当てられており，たとえば数字の 9 の位置に
あるキーを複数回押すと順に「ら→り→る→れ→ろ→ら→…」という順に入力文字が
遷移する． 
 
 フリック入力：スマートフォンのタッチパネル機能を用いた入力方式である．数字の 9
の位置にある「ら」を押すと図 5.3（左→右）のように「ら行」の各段が 4 方向に表示
され，そのまま指を各方向にスライドさせることで，対応した文字を 1 アクションで
入力することができる． 
 
フリック入力は熟練することによりマルチタップ入力よりも高速に入力できるため，
iPhone の日本語入力以外にも ATOK Pad for iOS という入力インタフェースもある．一方，
Android では Simeji がフリック入力をサポートし，スマートフォンにおける入力の代名詞
として使われることもある． 
一般的な GUI 環境においては，画面に表示された選択肢数と入力操作自由度を等しくし，
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選択肢が表示された領域を選択できるだけの入力操作自由度を要求することが暗黙の了解
となっている．上記の入力インタフェースを用いたスマートフォンでも，画面に表示され
た選択肢と入力操作自由度を等しくするため，選択肢数を増やすとタッチパネルキーの選
択領域が小さくなる問題が発生する． 
一方，その問題を解決するため，選択肢を階層化すると，階層化して隠された選択肢の
表示方法や適切な選択肢の階層化など，数多くの問題を解決しなければならなくなる．ま
た，階層化されて隠された選択肢が入力操作の途中で表示され，その表示に基づき入力操
作を行うため，入力時にタイムラグや誤入力が発生する問題が残る． 
 
 
5.2 提案した入力画面デザイン 
そこで著者は，画面が小さいスマートフォンのような文字入力において，入力操作自由
度と画面表示選択肢を一致させる代わりに，少数の入力操作自由度により，多数の画面表
示選択肢を入力する画面デザイン（図 5.4）を考案した． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.4 提案した入力画面デザイン 
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また，タッチパネル機能を用いた接触入力インタフェースと視線移動による非接触入力
インタフェースの 2 種類の入力インタフェースにおいて，考案した画面デザインの利点を
活用した入力インタフェースを実現することを提案し検討を加えた． 
従来のソフトウェアキーボードと表示領域は同じ大きさを想定した．表示されたキーボ
ードについて大きく 4 つの領域（左上・左下・右上・右下）に分け，それぞれの領域に 4
つの文字（4×4=16 文字）を配置した．それぞれの領域の中心に共通選択肢のモード選択
肢（Mo），削除選択肢（Del），改行選択肢（Enter），スペース選択肢（Sp）を配置した． 
 この画面における入力方法は，4 つの操作自由度の中で 1 回のみもしくは 2 回の組み合わ
せの操作を行うことによる入力である．1 回目の操作で 4 つの選択領域のいずれかを選択す
ると，その領域の 5 つの選択肢（例：A，I，E，U，Mo）が入力可能となる．一定時間が
経つと 2 回目の操作がない場合は，中心にある選択肢（例：Mo）が決定される．また，1
回目の操作を行ったあと，すぐに 2 回目の操作を行うと，4 つの操作自由度に対応して，左
上（例：A），左下（例：U），右上（例：I），右下（例：E）のいずれかが選択される．ま
た，図 32 のような画面の切り替えによって，16×2=32 の文字や記号の入力もできる． 
以上のことから，大きな選択領域（左上・左下・右上・右下）の選択と，その各選択領
域内の 4 文字の選択について，入力操作自由度 4 の操作を割り振ることで，入力操作自由
度 4 で，16 文字 + 4 共通選択肢=20 選択肢を選択できる入力方法となる．また，画面に表
示した選択肢を確認しながら，少数の入力操作自由度により，多数の画面表示選択肢を選
択可能な入力画面デザインである． 
この入力画面デザインにより，従来の選択肢数を増やすとタッチパネルキーの選択領域
が小さくなる問題が解決できる．また，表示選択肢を階層化してはいないので，階層化し
て隠された選択肢の表示方法や適切な選択肢の階層化などの問題は発生しない．さらに，
階層化されて隠された選択肢はないので，入力操作の途中で選択肢が表示され，その表示
に基づき入力操作を行うことがなく，入力時にタイムラグや誤入力が発生する問題なども
発生しないと考えられる． 
そこで，以降の章において，タッチパネル機能を用いた接触（タッチ）入力インタフェ
ースと視線移動による非接触入力インタフェースの 2 種類の入力インタフェースを取り上
げ，この考案した入力画面デザインの利点を有効に活用することで実現できると考えられ
る新たな画面デザインや新たなインタフェースについて検討を加えた． 
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5.3 マルチタッチ入力を用いた場合 
5.3.1 入力画面デザイン① 
 提案した入力画面デザイン（図 5.4）において，既存のタッチパネル機能を用いて，2 回
連続した 4 操作自由度のタッチ入力により，その組み合わせを用いた 20 選択肢の入力が考
えられる．5.1 節で述べた今までのスマートフォンが 1 本指でのタッチ入力を前提としてい
たのに対し，提案方法では，1 回目のタッチと 2 回目のタッチは異なる指 2 本によるマルチ
タッチ入力が可能と考えられる． 
一例として，図 5.5 のデザインが表示された際に「R」を入力する場合では，1 回目操作
を「右下」タッチ，2 回目操作を「右上」タッチとすると「R」が選択される．また，日本
語の「ら（RA）」を入力したい場合は，まず 1 回目操作を「左上」タッチとし，「Mo」モー
ド選択肢によって日本語モードにした後，上記のように「R」の選択操作を行い，「A」の選
択は同じく「左上＋左上」の 2 回連続タッチで「ら（RA）」が選択される． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.5 入力画面デザイン① 
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5.3.2 入力画面デザイン② 
 一方，タッチできる領域が十分広ければ，図 5.6 のように 8 タッチ領域（8 操作自由度）
を設けることもできる．左半分の 4 タッチ領域の中心にあるモード選択肢（Mo），削除選
択肢（Del），改行選択肢（Enter），スペース選択肢（Sp）に加え，右半分の 4 タッチ領域
の中心にあるシフト選択肢（Sh），アットマーク選択肢（＠），上矢印選択肢（↑），下矢印
選択肢（↓）と合わせて 8 つの共通選択肢を設定できる．全ての情報が表示される上で，
入力インタフェースは変わらない． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.6 入力画面デザイン② 
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5.3.3 入力画面デザイン③ 
 情報表示とタッチ領域の分離が可能である．つまり，図 5.7 のように，スマートフォンの
画面の下にタッチ領域（4 操作自由度）を設ければ，情報は画面のどの部分に表示してもよ
く，小さく表示することも可能である． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.7 入力画面デザイン③ 
 
 
一方，タッチパネル機能を用いた接触入力インタフェースの代わりに，非接触の視線入
力インタフェースも考えられる． 
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5.4 視線移動による Eye glance 入力を用いた場合 
5.4.1 Eye glance 入力を用いた場合 
 前章で述べた Eye glance 入力を用いた場合について，入力画面は入力画面デザイン③を
利用し，画面表示選択肢が小さく表示される．図 5.8（左）のようにスマートフォンの中心
を開始点とし，4 つの斜め方向への視線移動による Eye glance 入力を行うことなる．この
Eye glance 入力の組み合わせで，多数の画面表示選択肢を選択できると考えられる．一例
として，「R」を入力する場合，1 回目の Eye glance 入力を「右下」に行うと「H，R，Y，
M，En」が選択可能となる．また，2 回目の Eye glance 入力を「右上」に行うと「H，R，
Y，M，En」の「右上」にある「R」が入力される． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5.8 Eye glance 入力を用いた場合 
 
 
前章で Eye glance 入力のアルゴリズムを用いて，実際，スマートフォンを用いて 2 回の
Eye glance 入力（4 回の斜め方向の視線移動）を行い，交流増幅眼電図（AC-EOG）によ
り視線移動を測定し，そのデータを差分した差分眼電図の結果を図 5.8（右）に示した．こ
の差分眼電図において，2 回の視線移動方向について 1 回目と 2 回目の符号が逆となって，
視線移動方向の簡単な判定を行えることが確認できた．また，短時間（約 0.5s）で，2 回の
斜め方向の視線移動を行うことが可能であることも確認できた． 
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よって，先行研究の 12 操作自由度から 4 操作自由度と操作自由度は減ったが，提案した
画面デザインによって，スマートフォン利用においても，高速かつシンプルな視線入力イ
ンタフェースとして使用できると考えられる． 
 
5.4.2 Eye glance 入力を用いた文字入力の実験 
前節で述べた Eye glance 入力を用いた文字入力の検証について，入力画面を図 5.9 に設
定し，被験者（3 人）に指示された数字を入力してもらった． 
1 試行は，2 回 Eye glance を行い，入力された結果が指示された数字と同じであれば，
決定（Fin）または削除（Del）を選択する．その結果，表 5.1 のように，18.55 文字数／分
（1 文字あたり 3.23s）となった． 
 
 
表 5.1 Eye glance 入力を用いた文字入力の実験結果 
 
 
 
 
S1 S2 S3
文字数/min 22.05 11.37 22.24 18.55
Subject
平均
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図 5.9 Eye glance 入力を用いた文字入力画面 
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第6章 結論 
著者は，重度肢体不自由者に限定せず，健常者も含めた誰でも何処でも使用できるユニ
バーサルデザインを意識した視線入力インタフェースシステムを開発することを目指した．
特に，頭部が自由に動かせる使用者でも，頭部の固定なしで視線入力インタフェースが使
用できるような視線入力インタフェースシステムの開発に関して，大きな成果を挙げた．
本論文を終えるにあたり，その結論として研究の成果と今後の課題についてまとめる． 
 
 
6.1 本研究の成果 
目で入力操作を行う視線入力インタフェースは，肢体不自由者の意思伝達手段，ハンド
フリーなウェアラブル端末への応用などに対して有効な入力インタフェースである．視線
入力インタフェースシステムの開発について，視線測定に関する入力方式，測定方法と入
力画面の三つを検討する必要があった． そこで，本論文ではこの三つについて検討した結
果は以下である． 
 
 入力方式 
これまでの先行研究における視線入力方式は，注視（1～2 秒以上長く対象を見つめ
ること）した文字やメニューが入力される「注視入力」と，眼球移動の方向の違いを
利用する「方向入力」とに大きく分類できる．しかし，この二つの入力方式には欠点
がある． 
「注視入力」では，(1) 注視位置を常に正確に測定する必要がある．(2)眼球運動測定
だけで注視位置を特定するためには，頭部を固定する必要がある．(3) 注視時間を長く
設定すると，入力時間の増加につながる．(4) 注視時間を短く設定すると，“Midas touch 
problem”が発生する． 
一方，「方向入力」では，(1) 識別できる移動方向が 4～8 と限定される．(2) 視対象
がない状態では，眼球移動の識別と移動方向の識別が安定しない． 
本研究では，上述の欠点を回避しながら二つの入力方式の利点を融合した新たな入
力方式，移動方向の組み合わせによる視線入力――Eye gesture 入力を提案した．また，
スマートフォンのような小さい入力画面を用いて，入力条件を限定した入力方式――
Eye glance 入力も提案し検討した．Eye gesture 入力の判定率が 97.2%，Eye glance
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入力が 84.5%という結果が得られた． 
 
 測定方法 
本研究では，健常者も含めた誰でも何処でも使用できるユニバーサルデザインを意
識した視線入力インタフェースを開発することを目指しているため，使用する環境に
左右されないことや装置が安価であることを重視する．従って，装置が安価で照明環
境に測定精度が影響されない EOG を測定に用いることにした．ハンドフリーなウェア
ラブル端末として応用することを考えれば，電極を皮膚に貼る煩わしさだけが解消さ
れれば，電極を皮膚に貼ること自体はウェアラブル端末として利用する時には必要な
ことになる．このことも，EOG を測定に用いる理由のひとつである．また，ドリフト
現象を回避するため，EOG を交流増幅した交流増幅眼電図（AC-EOG）を使用した．
しかし，AC-EOG は交流増幅の特徴上，時定数によって必ず基線に戻るため，基線が
安定した測定が可能となり，ドリフト現象を回避することができる一方，静的な眼球
位置を決定することができない．そこで，相対的な眼球位置の変位である動的な眼球
移動のみ測定し，単独での移動判定が難しい垂直方向と水平方向を組み合わせる――
斜め視線移動による視線入力を行った．測定装置が大型かつ高価のため，持ち運び可
能な自作デバイスを入れることによって，視線入力インタフェースシステムのサイズ
ダウンとコストダウンに成功した． 
 
 入力画面 
 これまでの先行研究では，注視入力方式を用いた画面全体の大部分が選択入力する
領域になるキーボード画面デザインと，画面の中央にガイド領域を作り，入力すべき
文字などを確認した後に入力領域の文字などを中止するガイド領域画面デザインがあ
る．前者には Midas Touch Problem が起こり，後者には注視する時間が長い，との欠
点がある．そこで，斜め視線移動による Eye gesture 入力に応じた入力画面デザインが
図 3.3.1 に示した．これにより，2 回視線移動による 1 回 Eye gesture の選択肢数が 12
で，先行研究で用いたガイド領域入力画面と同様な選択肢数となり，より高い判定率
が得られた． 
また，スマートフォンなどの表示画面が小さいインタフェースにおいて使用するこ
とを想定した，少数の入力操作自由度により，多数の画面表示選択肢を入力する画面
デザインを考案した．そして，この画面デザインに関して，タッチパネル機能を用い
たマルチタッチ入力を行う場合について，具体的な入力画面デザイン（デザイン①～
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③）を提案し検討した．また，視線移動による Eye glance 入力としても，考案した入
力画面デザインを利用できることを明らかにした． 
 
 
6.2 今後の展望と課題 
 これまで視線入力インタフェースは，運動神経が麻痺し全身の筋力が低下する筋萎縮
性側索硬化症(Amyotrophic lateral sclerosis: ALS)などを抱えている肢体不自由者の意思
伝達手段を目的として開発されてきた．しかし，近年，携帯電話などのハンドフリーなウ
ェアラブル端末への応用など，障害者向けのデザインからユニバーサルデザインを意識し
た入力インタフェースとして，研究開発が進められてきている．また，ここ数年，インタ
ーネットとの親和性が高くパソコンの機能をベースとして作られたスマートフォンの普及
が進んでいる．このスマートフォンの情報処理を行うハードウェア部は技術により小型化
ができるが，入力インタフェース部は手指の物理的な大きさがあるため，小型化に制限が
ある．しかし，現在のスマートフォンに用いられている入力インタフェースの大きさは限
界に近いため，誤入力が頻発している．そこで，スマートフォンなどのウェアラブル端末
への入力インタフェースの一つとして，視線入力インタフェースを利用しようと考える． 
 構図として，スマートフォンやタブレットなどを持ち歩きながら，指でのタッチ入力の
代わりに，視線入力を行うことによって文字入力などの操作に使える．著者は本論文の研
究結果を踏まえて，第 4 章と第 5 章で提案した Eye glance 入力と文字入力画面デザインを
用いて，スマートフォンなどのウェアラブル端末のアプリケーションとして使えるではな
いかと考える．そして，上記の考えを実現するには，下記の課題を解決しなければならな
い． 
 
1. 既存のタッチパネル機能を用いて，提案した文字入力画面デザインの検証． 
第 5 章では，入力画面デザインの提案および入力アルゴリズムについて述べたが，実
際にスマートフォンなどの端末を用いて検証する必要がある． 
 
2. Eye glance 入力の判定アルゴリズムの精度向上． 
第 4 章では，Eye glance 入力の判定率が 80％以上という結果に至ったが，誤判定の解
消による判定率の向上について判定方法などのアルゴリズムの再検討が必要である． 
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3. AC-EOG と Eye glance 入力を用いた文字入力の検証． 
第5 章の後半に，Eye glance入力を用いた文字入力について述べたが，実際にAC-EOG，
Eye glance 入力および入力画面デザインを用いた検証が必要である． 
 
4. 測定装置のチップ化および電極のペスートレスの検討． 
使用者への不快感を解消するため，電極の貼り方や接続方法などのハードウェアにつ
いて再検討が必要である． 
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