Abstract-In this paper we study centroids and derivations of associative algebras. Using a classification result of associative algebras, we describe the centroids and derivations of lowdimensional associative algebras. We review some properties of the centroids in the light of associative algebras and use these properties to categorize the algebras into having small and not small centroids. We also give a list of low-dimensional characteristically nilpotent associative algebras.
I. INTRODUCTION
Associative algebras are one of the classical algebras that have extensively been studied and found to be related to other classical algebras like Lie and Jordan algebras. The classification of low dimensional associative algebras is believed to have been first investigated by Peirce [1] . In 1916, Hazlett classify nilpotent algebras of dimension ≤ 4 [12] . Mazzola published his result in 1979 on algebraic and geometric classification of associative algebras in dimension five [6] . Most classification problems of finite dimensional associative algebras have been studied for certain property(s) of associative algebras while the complete classification of associative algebras in general is still an open problem. The theory of finite-dimensional associative algebras is the one of the ancient area of the modern algebra. It originates primarily from works Hamilton, who discovered the famous quaternions and Cayley, who developed the theory of matrices. Later the structural theory of finite dimensional associative algebras have been treated by a number of mathematicians, notably B. Pierce, C. S. Pierce, Clifford, Weierstrass, Dedekind, Jordan, Frobenius. At the end of 19 th century, F. Molin and E. Cartan described semi simple algebras over a field of complex and real numbers. In this paper, we study centers on derivation of low dimensional associative algebras. For the definition of the centroids of Lie algebras see [3] . It is well known that the centroid of a Lie algebra is a field, this plays an important role in the classification problem of finite dimensional extended affine a Lie algebras over arbitrary field of characteristic zero see [4] . Melville and Benkarta studied the centroids of nilpotent, extended affine and root graded Lie algebras, for more details see [2] , [3] , [4] and references therein. We use the results obtained in [8] on classification of two and three dimensional associative algebras to achieve our goal. This paper is organized as follows. In the first section, we introduce the subject alongside with some previously obtained results. In Section 2, we provide some basic concepts needed for this study. In Section 3 we deals with the problem of description of centroids of the associative algebras. The concept of centroids in this case is easily imitated from that of finitedimensional algebras. The algebra of centroids plays important role in the classification problems and in different applications of algebras. In the study we make use classification results of two and three-dimensional complex associative algebras from [8] . All algebras and vector spaces considered are supposed to be over a field F of characteristic zero.
II. PRELIMINARIES
The section starts with simple definitions and facts needed later in the course of our discussions.
Definition II.1. An associative algebra A be a vector space over a field F equipped with bilinear map f : A × A → A satisfying the associative law:
Further the notation x · y (even just xy) is used for the binary operation on an associative algebra. Note that fields, polynomial algebras, endomorphisms of a vector space (quadratic matrices over a fixed field) are simple examples of associative algebras, where statements and hypothesis can be verified.
Definition II.2. Let (A 1 , ·) and (A 2 , * ) be two associative algebras over a field F. A homomorphism from A 1 to A 2 is an F-linear mapping f :
The set of all homomorphisms from A 1 to A 2 is denoted by Hom F (A 1 , A 2 ). If A 1 = A 2 = A then it is an associative algebra with respect to the composition operation and denoted by Hom F (A).
A bijective homomorphism is called isomorphism and the algebras A 1 and A 2 are called isomorphic, its denoted by
It is an easy exercise to show that
The set of all derivations of an associative algebra A we denote by Der(A). The Der(A) is a subspace of Hom F (A) and it is a Lie algebra with the bracket
Similar to Lie case we define the concept of characteristically nilpotency as follows.
Definition II.4. An associative algebra A is called characteristically nilpotent if the Lie algebra Der(A) is nilpotent.
The study characteristically nilpotent algebras is important in connection with the observations made by Jacobson in [11] and further developments of this concept in [5] , [7] , [9] , [10] , [13] and [14] .
Definition II.5. Let H be a nonempty subset of A. The subset
is said to be the centralizer of H in A.
Definition II.6. Let A be an arbitrary associative algebra over a field F. The centroid of A, Γ(A) is defined by
The set of all central derivations of A is denoted by C(A).
Definition II.8. Let A be an indecomposable of associative algebra. We say Γ(A) is small if Γ(A) is generated by central derivations and the scalars.
The centroid of a decomposable associative algebra is small if the centroids of each indecomposable factors are small.
III. MAIN RESULTS

A. Some properties of Centroids of Associative algebras
In this section we study the structure of the centroids of associative algebras.
Lemma III.1. Let A be an associative algebra and φ ∈ Γ(A),
Proposition III.1. Let A be an associative algebra over a field F. Then
Proof: If φ ∈ Γ(A) ∩ Der(A) then by definition of Γ(A) and Der(A) we have φ(xy) = φ(x)y + xφ(y) and φ(xy) = (φ(x))y = x(φ(y)),
for all x, y ∈ A. This yields φ(AA) = 0 and φ(A) ⊆ Z(A), i.e., Γ(A) ∩ Der(A) ⊆ C(A). The converse is obvious since C(A) is in both Γ(A) and Der(A).
Lemma III.2. Let A be an associative algebra. Then for any d ∈ Der(A) and φ ∈ Γ(A)
1
On the other hand
(2) by the equations (1) and (2) we obtain
and thus the necessity is gotten. The sufficiency can be proved by
Definition III.1. Let I be an ideal of an associative algebra A. Then I is said to be Γ(A)-invariant if ψ(I) ⊂ I for all ψ ∈ Γ(A).
be vector spaces of all linear maps from A/I to Z A (I) over a field F. Define
wherex andȳ ∈ A/I. Then one has the following 1. T (I) is a subspace of W isomorphic to V (I).
Proof: 1. Consider the following map α : V (I) → T (I), given by (αψ)(ȳ) = ψ(y), where ψ ∈ V (I) andȳ = y + I ∈ A/I. The map α is well defined. For ifȳ =ȳ 1 , then y − y 1 ∈ I and so ψ(y − y 1 ) = 0. i.e ψ(y) = ψ(y 1 ). Hence α(ψ)(ȳ) = α(ψ)(y 1
In the next sections we give algorithms to find derivations and centroids of associative algebras, then apply them to lowdimensional cases.
B. Algorithm to find derivations and its applications
In an associative algebra A, we consider right R x , and left L x , multiplication operators defined as follows:
Note that the sets of R(A) = {R x |x ∈ A} and L(A) = {L x |x ∈ A} are subalgebras of the associative algebra End(A).
Theorem III.2. Let A be an associative algebra over F and D ∈ Hom F (A). Then the following conditions are equivalent:
The conclusions can be easily obtained from the definition of derivation. Let A be an n-dimensional associative algebra and D be its derivation. Let {e 1 , e 2 , ..., e n } be a basis of A. Then, representing the derivation D in matrix form D = (d ij ), we construct the system of equations on the basis {e 1 , e 2 , ..., e n } as follows:
In a similar way, we can have
Solving the system of equations with respect to the variables d ij we find the derivation D in matrix form, further all the algebras considered are supposed to be over the field of complex numbers C. There are the following classification results from [8] mentioned early which we make use in the paper, where As m n denotes as m th isomorphism class of associative algebra in dimension n.
Theorem III.3. Let A be a 2-dimensional complex associative algebra. Then it is isomorphic to one of the following pairwise non-isomorphic associative algebras: As 1 2 : e 1 e 1 = e 2 ; As 2 2 : e 1 e 1 = e 1 , e 1 e 2 = e 2 ; As 3 2 : e 1 e 1 = e 1 , e 2 e 1 = e 2 ; As 4 2 : e 1 e 1 = e 1 , e 2 e 2 = e 2 ; As 5 2 : e 1 e 1 = e 1 , e 1 e 2 = e 2 , e 2 e 1 = e 2 .
By using the theorem above with the algorithm given we obtain the following results. Theorem III.5. Any 3-dimensional complex associative algebra A is isomorphic to one of the following pairwise nonisomorphic algebras. As : e 1 e 3 = e 2 , e 3 e 1 = e 2 ; As 2 3 (α) : e 1 e 3 = e 2 , e 3 e 1 = αe 2 , α ∈ C\{1}; As 3 3 : e 1 e 1 = e 2 , e 1 e 2 = e 3 , e 2 e 1 = e 3 ; As 3 : e 1 e 3 = e 2 , e 2 e 3 = e 2 , e 3 e 3 = e 3 ; As 3 : e 2 e 3 = e 2 , e 3 e 1 = e 1 , e 3 e 3 = e 3 ; As 3 : e 3 e 1 = e 2 , e 3 e 2 = e 2 , e 3 e 3 = e 3 ; As 3 : e 1 e 2 = e 1 , e 2 e 2 = e 2 , e 3 e 1 = e 1 , e 3 e 3 = e 3 ; As 3 : e 1 e 3 = e 1 , e 2 e 3 = e 2 , e 3 e 1 = e 1 , e 3 e 3 = e 3 ; As 3 : e 2 e 3 = e 2 , e 3 e 1 = e 1 , e 3 e 2 = e 2 , e 3 e 3 = e 3 ; As 10 3 : e 1 e 3 = e 1 , e 2 e 3 = e 2 , e 3 e 1 = e 1 , e 3 e 2 = e 2 , e 3 e 3 = e 3 ; As 3 : e 1 e 3 = e 2 , e 2 e 3 = e 2 , e 3 e 1 = e 2 , e 3 e 2 = e 2 , e 3 e 3 = e 3 ; As 12 3 : e 1 e 1 = e 2 , e 1 e 3 = e 1 , e 2 e 3 = e 2 , e 3 e 1 = e 1 , e 3 e 2 = e 2 , e 3 e 3 = e 3 ; As 13 3 : e 1 e 1 = e 1 , e 2 e 2 = e 2 , e 3 e 3 = e 3 , As 14 3 : e 1 e 2 = e 1 , e 2 e 1 = e 1 , e 2 e 2 = e 2 , e 3 e 3 = e 3 ; As 15 3 : e 1 e 2 = e 1 , e 2 e 2 = e 2 , e 3 e 3 = e 3 ; As 16 3 : e 2 e 1 = e 1 , e 2 e 2 = e 2 , e 3 e 3 = e 3 ; As 17 3 : e 1 e 1 = e 2 , e 3 e 3 = e 3 .
Theorem III.6. The derivations of three-dimensional complex associative algebras are given as follows: 
C. Centroids of low dimensional associative algebras
In this section we introduce the description of centroids of two and three-dimensional complex associative algebras. Let {e 1 , e 2 , e 3 , · · · , e n } be a basis of an n-dimensional associative algebra A, then e i e j = n k=1 γ k ij e k . The coefficients of the above linear combinations {γ k ij } ∈ C n are called the structure constants of A on the basis {e 1 , e 2 , e 3 , · · · , e n }. An element φ of the centroid Γ(A) being a linear transformation of the vector space A is represented in a matrix form [η ij ] i,j=1,2,...,n , i.e. φ(e i ) = n j=1 η ji e j , i = 1, 2, ..., n. According to the definition of the centroid the entries η ij i, j = 1, 2, ..., n, of the matrix [η ij ] i,j=1,2,...,n must satisfy the following systems of equations:
It is observed that if the structure constants {γ k ij } of a associative algebra A are given then in order to describe its centroid one has to solve the system of equations above with respect to η ij i, j = 1, 2, ..., n, which can be done by using a computer software. We make use the mentioned above classification results of two and three-dimensional complex associative algebras from [8] .
The results for centroids of two and three dimensional cases can be given as follows.
Theorem III.7. The centroid of two dimensional complex associative algebras are given as follows: ii) The dimensions of the centroids of three-dimensional associative algebras vary between one and three.
