Abstract. We introduce the notion of a bicollapsible 2-complex. This allows us to generalize the hyperbolicity of one-relator groups with torsion to a broader class of groups with presentations whose relators are proper powers. We also prove that many such groups act properly and cocompactly on a CAT(0) cube complex.
Introduction
A one-relator group has a presentation a, b | w with a single relator. A surprising point in combinatorial group theory is that one-relator groups are easier to understand when the relator is a proper power. In particular, Newman proved that when n ≥ 2, the one-relator group a, b | w n has an easily solved word problem [New68, LS77] . In modern terms, it is a Dehn presentation for a word-hyperbolic group.
A 2-complex X is bicollapsible if for each combinatorial immersion Y → X with Y compact and simply-connected, either Y is a tree, or a single 2-cell with a free face, or Y collapses along free faces of at least two distinct cells. This generalizes an idea of Howie, who showed this property holds when X is the 2-complex associated to a onerelator group, or more generally, a staggered 2-complex [How87] . Recently, staggered 2-complexes have been generalized in two ways: bislim 2-complexes [HW16] and 2-complexes with a good stacking [LW17] . We prove bicollapsibility for these complexes in Lemma 8.4. We say a presentation is bicollapsible if its associated 2-complex is.
It appears that bicollapsibility is quite common in geometric group theory. For instance, we prove bicollapsibility for a nonpositively curved 2-complex in Proposition 4.1, and for a small-cancellation complex in Proposition 4.3.
Following [HW01] , we obtain the following generalization of Newman's theorem, which is proven in the more general context of Theorem 6.2. Theorem 1.1. Suppose the presentation a 1 , . . . , a r | w 1 , . . . , w s is bicollapsible. Then a 1 , . . . , a r | w Theorem 1.2. Suppose the presentation a 1 , . . . , a r | w 1 , . . . , w s is bicollapsible and each n i ≥ 2. Then the universal cover of a 1 , . . . , a r | w n 1 1 , . . . , w ns s has a wallspace structure. Each wall stabilizer is virtually free. Moreover, if the original group is infinite, then the new group has a codimension-1 subgroup.
The walls we use are analogous to those employed by Lauer-Wise who cubulate onerelator groups with torsion when n ≥ 4 [LW] . One-relator groups with torsion were proven to act properly and cocompactly later in [Wis] using a far less natural method depending on the Magnus hierarchy and additional methods outside the theory of onerelator groups. We were unable to determine whether Theorem 1.2 can be strengthened to assert that there is a proper action on the associated dual cube complex.
We now describe a cubulation result that requires a slight strengthening of bicollapsibility. Let X be a 2-complex with embedded 2-cells whose boundary maps are pairwise distinct. We say X is n-collapsing if each compact subcomplex Y ⊂ X of the universal cover having m ≤ n cells must have at least m collapses along free faces. (See §5.9 for the more general case.) We emphasize that our methods in the cubulation theorem below improve considerably on the arguments of [LW] and their reach. Theorem 1.3. Suppose the presentation a 1 , . . . , a r | w 1 , . . . , w s is 3-collapsing. Then the universal cover of the 2-complex associated to a 1 , . . . , a r | w n 1 1 , . . . , w ns s has a wallspace structure when each n i ≥ 2. Moreover, the group a 1 , . . . , a r | w n 1 1 , . . . , w ns s acts properly and cocompactly on the associated dual CAT(0) cube complex.
We describe several classes of 2-complexes that are 3-collapsing (see Proposition 5.12 and Proposition 5.13).
Dehn Presentations
A disk diagram D is a compact contractible 2-complex with a chosen embedding D 2 ⊂ S 2 in the 2-sphere. We use the notation ∂ p D for the boundary path of D, which can be regarded as the attaching map of a 2-cell R ∞ such that D ∪ R ∞ = S 2 . We also use the notation ∂ p R for the boundary path of a 2-cell. We use the usual notation ∂R and ∂D for the topological boundary as a subspace.
Let X be a 2-complex. A disk diagram in X is a combinatorial map D → X where D is a disk diagram. It is a classical fact, first observed by Van Kampen [LS77] , that a combinatorial path P → X is null-homotopic if and only if there exists a disk diagram in X whose boundary path is P , so that the map P → X factors as
A spur in D is a valence 1 vertex in ∂D. Note that ∂ p D has a backtrack of the form ee −1 at the spur.
A shell is a 2-cell R in D such that ∂ p R = QS where |Q| > |S| and where Q is a subpath of ∂ p D.
A cutcell is a 2-cell R, such that D − closure(R) has more than one component. Equivalently, the preimage of ∂R in ∂ p D consists of more than one component. [In a strong form of this notion, we require that each of these components is a nontrivial path.] (1) D consists of a single 0-cell, 1-cell, or 2-cell.
(2) The total number of spurs, shells, and cutcells in D is at least one [two].
We believe the following is true:
Conjecture 2.2. Let X be a compact 2-complex with the generalized Dehn property. Then X has a linear isoperimetric function.
Remark 2.3. X has the Dehn property if each minimal disk diagram is either a 0-cell or 2-cell, or has a spur, or has a shell. It is a classical fact, that if X is compact and has the Dehn property, then X has a linear isoperimetric function. See e.g. [ABC + 91].
Lemma 2.4. Suppose every immersion of a compact contractible complex A → X has the following property:
(1) Either A is the closure of a single 2-cell or 1-cell or 0-cell (2) Or A has at least two cut-cells and/or shells and/or spurs. Then every such immersion A → X has the property that either A is a 0-cell or 2-cell that collapses along a free face, or A has at least two shells and/or spurs.
A shell R in a 2-complex A is a 2-cell such that ∂R contains an arc Q such that the interior of Q does not intersect any other cell (besides those in Q ∪ R) and the complement S of Q satisfies |S| < |Q|.
Proof. We show that for each immersion D → X with D compact and contractible, either D consists of a single 2-cell or 0-cell, or D has two spurs and/or shells. We refer to Figure 1 .
Indeed, consider a smallest counterexample. Let R be a cutcell of D. Its lobes are the complexes obtained from components of D − closure(R) by adding R.
A lobe is outermost if it has no cutcell. Observe that if D has a cutcell then D has at least two outermost lobes. Each of these must contain a spur or shell (distinct from that cutcell).
Applying Lemma 2.4 to disk diagrams, we find immediately:
Corollary 2.5. If X has the strong generalized Dehn property then X has the Dehn property.
Bicollapsible Complexes
Definition 3.1. A 2-complex X is bicollapsible if for any combinatorial immersion Y → X with Y compact and π 1 Y = 1, one of the following holds:
(1) Y is trivial in the sense that Y is the closure of a single 0-cell, a single 1-cell, or single 2-cell that collapses along a free face. (2) Y has two distinct cells that collapse along free faces.
Remark 3.2. It is often the case that bicollapsible arises in the following stronger form: If Y → X is an immersion with π 1 Y = 1 and Y compact, then either Y consists of a single 0-cell, 1-cell, or 2-cell and is homeomorphic to a disk, or Y has at two distinct cells that collapse along free faces.
In particular, when all attaching maps of 2-cells are immersions, when there is a single 2-cell but no collapse along any other free face, the above stronger form implies that Y 1 is actually homeomorphic to a circle.
Examples that aren't covered by the above formulation consist of 2-complexes formed by attaching a 2-cell to a unicycle with an overly complicated attaching map so that there is still a collapse, but so that some edges are traversed more than twice.
The following provides a quick criterion for bicollapsibility.
Lemma 3.3. Suppose each finite connected subcomplex of the universal cover X is either a graph, or has a single 2-cell r that collapses along a free face, or has at least two collapses of 2-cells along free faces. Then X is bicollapsible.
Note that the above condition is equivalent to 2-collapsing, together with the assumptions that no 2-cell is a proper power and that no 2-cells have identical attaching maps. See §5.9 for detail.
If T is a graph, then either Y is a single 0-cell or 1-cell, or the immersion Y → T shows that Y is a tree with at least 3 vertices, and so Y has at least two spurs.
Suppose T has a single 2-cell r that collapses along a free face. If Y has two 2-cells, then they both collapse. Otherwise, Y has a single 2-cellr which collapses. If Y = closure(r) we are done. Otherwise, Y is the union ofr together with one or more trees, as π 1 Y = 1. Each tree provides a spur, so there are collapses of two distinct cells.
Consider the following variation on bicollapsibility: We say that X is weakly bicollapsible when Definition 3.1 is altered by replacing "π 1 Y = 1" with "Y is contractible". (1) X is bicollapsible.
(2) X is weakly bicollapsible and DR.
See §5 for some context about DR.
Proof.
(1) implies DR by Proposition 5.3, and the remainder of (1 ⇒ 2) holds since contractibility implies simple-connectivity.
(2 ⇒ 1) holds since Y is DR and hence aspherical, and so when π 1 Y = 1 we have Y is contractible, and hence there are two collapses.
Examples of bicollapsible complexes
Among various examples of bicollapsible complexes, we emphasize first that staggered 2-complexes without torsion are bicollapsible by a result of Howie [How87] . We generalize this in §8, where we show that a bislim 2-complex is bicollapsible.
Lemma 3.3 provides a rich class of geometric examples because of the following:
Proposition 4.1. Let X be a CAT(0) 2-complex. Then X is bicollapsible.
Proof. Let Y → X be an immersion with Y compact and
Suppose that Y is not a 0-cell. Then there exist points p, q ∈ Y such that d(p, q) is maximal. The CAT(0) inequality implies that p, q ∈ Y 0 . Observe that each of link(p) and link(q) is either a singleton or has a spur, for otherwise the geodesic pq could be extended. Each of these cases provides a collapse. Suppose the collapse is associated to the same 2-cell r. If Y is the closure of r then Y is trivial. Otherwise, choose x to be a point of Y such that d(x, r) is maximal, and note that x ∈ Y 0 as above. Again, as above, link(x) is either a singleton or has a spur. This produces a second collapse, that is not a collapse of r.
Example 4.2. Let X be a 2-complex such that X is isomorphic to the product T 1 × T 2 of two trees. For instance X = A×B where A and B are graphs. Then X is bicollapsible by Proposition 4.1. Usually χ(X) > 0, as is the case when χ(A), χ(B) < 0. This shows that the class of bicollapsible 2-complexes goes far beyond the one-relator groups and/or complexes with nonpositive immersions. Proposition 4.3. Let X be a C(6) or C(4)-T (4) complex, and assume distinct 2-cells of X do not have the same boundary paths. Then Xis bicollapsible.
We refer to [LS77] for a historical account and the definitions of small-cancellation theory, and to [MW02] for a geometric treatment in line with our usage here. Note that 2-cells in X are embedded by Greendlinger's lemma.
The proof of Proposition 4.3 uses the following observation about the structure of the universal cover X.
Lemma 4.4 (Rings). Let X be a simply-connected C(6) [or C(4)-T (4)] complex. For simplicity, assume distinct 2-cells cannot have the same boundary cycle. Then for each 0-cell b ∈ X 0 , there is a map g : X → [0, ∞) with the following properties:
(1) g( X 0 ) ⊂ N and g −1 (0) = {b}.
(2) Each 1-cell either maps to a point n ∈ N or to a segment [n, n + 1]. (3) For each closed 2-cell R, we have g(R) = [n, n + 1] for some n ∈ N, and there is a decomposition ∂ p R = αε 1 β 1 γβ 2 ε 2 where ε 1 , ε 2 are edges, and g(ε 1 ) = g(ε 2 ) = [n, n + 1] and g(α) = n and g(β 1 γβ 2 ) = n + 1. (4) ε 1 β 1 and β 2 ε 2 are pieces or single edges (and we allow β 1 and β 2 to be trivial) (5) α is either trivial or the concatenation of at most two pieces [one piece]. Remark 4.5. In the C(6) [C(4)-T (4)] case it follows from Conditions (4), (5) and (6) that γ is not the concatenation of fewer than two [one] nontrivial pieces.
Proof of Proposition 4.3. We will apply Lemma 3.3. Let Y ⊂ X be a finite subcomplex with at least one 2-cell. Let b ∈ Y 0 . Consider the map g :
Since Y is finite, we may choose n maximal such that g(R) = [n, n + 1] for some 2-cell R. By Condition (4) ∂ p R = αε 1 β 1 γβ 2 ε 2 where γ is nontrivial by Remark 4.5, Hence for each 2-cell R with g(R) = [n, n + 1] we have R collapses along an edge of γ by Condition (6).
Suppose there is a unique 2-cell with g(R) = [n, n + 1]. If R is the only 2-cell of Y then we are done, so suppose there is another 2-cell. If there is no 2-cell R with g(R ) = [n − 1, n] then a "next lower maximum" provides another collapse as above. We thus consider a 2-cell R with g(R ) = [n − 1, n].
In the C(6) case we see that γ ⊂ ∂R by Remark 4.5, and hence R collapses along an edge of γ − ∂R. Hence Y has at least two collapses.
In the C(4)-T (4) case if R has no neighboring 2-cell at ε 1 and/or ε 2 then we have another collapse. So assume R has neighbors R 1 and R 2 (perhaps R 1 = R 2 ). Now observe that γ 1 and γ cannot lie together in ∂R, for then the triple R 1 , R 2 , R would violate the T (4) hypothesis.
Unicollapsibility and diagrammatic reducibility
Definition 5.1. X is unicollapsible if for every immersion Y → X with π 1 Y = 1, the complex Y collapses to a point, in the sense that there is a sequence of collapses along free faces starting with Y and terminating in a 0-cell.
Definition 5.2 (Diagrammatic Reducibility). A near-immersion A → B is a combinatorial map between 2-complexes that is locally-injective except at A 0 , and a 2-complex X is diagrammatically reducible (or DR) if there is no near-immersion S 2 → X for some combinatorial 2-sphere S 2 . We refer to [Ger87] . Note that bicollapsibility implies unicollapsibility which is equivalent to DR by Proposition 5.3.
The following extends the elegant Corson-Trace characterization of DR [CT00]:
Proposition 5.3. The following are equivalent for the 2-complex X:
(1) X is unicollapsible.
(2) X is DR.
(3) Every subcomplex of X collapses to a graph.
The following will be useful in the proof of Proposition 5.3:
Definition 5.4. A tower map is a composition of inclusions of subcomplexes and covering maps. A tower lift of a map f : A → B, is a mapf : A → T and a tower map g :
The tower lift is maximal iff is surjective and π 1 -surjective.
Howie proved the following in [How87] for combinatorial maps, but the proof generalizes to cellular maps. In our setting, Lemma 5.5 applies, since our maps are cellular after a subdivision.
Lemma 5.5. Let A → B be a cellular map of complexes with A compact. There exists a maximal tower lift A → T of A → B.
Proof of Proposition 5.3. (1 ⇒ 2) Suppose X is unicollapsible. Let f : S 2 → X be a near-immersion of a 2-sphere. By Lemma 5.5, we have f = p • f where f : S 2 → T is a maximal tower lift and p : T → X is a tower map. So T has a collapse along a free face e of some 2-cell r, and this implies that f : S 2 → T is not an immersion at an edge e mapping to e, and hence the composition S 2 → T → X is not an immersion at e . Remark 5.7. Bicollapsible implies DR. In particular, X is not bicollapsible when X is not aspherical. For instance any 2-complex homeomorphic to the 2-sphere is not bicollapsible. The simplest example of a 2-complex that isn't DR, but is still aspherical is Zeeman's "dunce cap" a | aaa −1 .
Let X be the 2-complex associated to a, b | ab, b . Then X is unicollapsibile but not bicollapsible.
In many natural situations a universal cover X has distinct 2-cells with the same boundary cycle. It will be convenient to combine these "duplicate" 2-cells. When X has no duplicate 2-cells, 1-collapsing is equivalent to unicollapsing by Proposition 5.3.
Problem 5.10. Is 2-collapsing the same as bicollapsible?
Note that when X has no duplicate 2-cells and no 2-cell is a proper power 2-collapsing implies bicollapsible. However, bicollapsible doesn't assert anything about subcomplexes of X that aren't simply-connected. Proposition 5.12. C(6) and C(4)-T (4) complexes are 3-collapsing.
As with Proposition 4.3, the proof is an application of Lemma 4.4 and the details are left to the reader. Note that C(6) complexes are not always 7-collapsing and C(4)-T (4) complexes are not always 5-collapsing. Indeed, we can surround a 2-cell by other 2-cells to see this.
In analogy with Proposition 4.1, we have:
Proposition 5.13. Let X be a CAT(0) 2-complex. Suppose each 2-cell is convex. Then X is 3-collapsing.
Proof. Let Y ⊂ X be a compact subcomplex. We first consider the case where Y is planar. Let y be a point in the interior of a 2-cell. Let S 1 be the space of directions about y, and observe that there is a continuous map Y −{y} → S 1 that sends each p ∈ Y to the ray associated to the geodesic from y to p. Note that for each point in S 1 , there is a ray emanating from y that terminates at a point on a closed 1-cell or 0-cell that collapses. If there were only two such collapses, then this copy of S 1 would be contained in the union of two 2-cells of Y . By convexity, these 2-cells have connected intersection, and we find that Y consists of two 2-cells that both collapse. If Y is not planar, then choose y in the interior of a 1-cell e such that e lies on the boundary of at least three 2-cells F 1 , F 2 , F 3 Choose maximal rays r 1 , r 2 , r 3 that emanate from y and are perpendicular to e, and begin by travelling into the F 1 , F 2 , F 3 . Let p 1 , p 2 , p 3 be the endpoints of these rays. As in the proof of Proposition there are collapses along each p i . Suppose the collapses at the cell P i , P j associated to p i , p j are the same, so P i = P = P j . By convexity the geodesic p i p j = r i ∪ r j lies in P . But then P contains points near y on "opposite sides" of the 1-cell e. This is impossible.
The following observation will be strengthened in Theorem 9.1.
Lemma 5.14. Let X be 2-collapsing. Then each 2-cell R of X has χ(∂R) = 0.
Let X be 3-collapsing. Then each pair of 2-cells R 1 , R 2 of X has ∂R 1 ∩ ∂R 2 connected.
Proof. We prove the second claim, as the first is similar. If ∂R 1 ∩ ∂R 2 is disconnected. Then the subcomplex consisting of the union Z = R 1 ∪ R 2 of the closed cells, has the property that π 1 = 1. We may therefore choose reduced disk diagrams D 1 , . . . , D k mapping to X, such that ∂ p D i normally generate π 1 Z. Moreover choose each D i so that it is minimal area with this property. Let Z = Z ∪ D i be formed from Z by attaching
Note that Z cannot collapse along any free face except on R 1 , R 2 . Let Y be the image of Z in X. Then Y has at least three 2-cells, but at most two collapses.
Branched complexes
Let X be a 2-complex with 1-skeleton X 1 and with 2-cells {C i } i∈I having boundary paths ∂ p C i = w i . We form a new 2-complexẊ with the same 1-skeleton, but whose 2-cells {Ċ i } have boundary paths ∂ pĊi = w n i i , where n i ≥ 2 for each i ∈ I. We callẊ the branched complex associated to X and {n i } i∈I .
Lemma 6.1. LetẊ be a branched complex associated to a 2-complex X. If X is bicollapsible thenẊ has the strong generalized Dehn property.
Likewise, if X is unicollapsible thenẊ has the generalized Dehn property.
Proof. Let D →Ẋ be a reduced disk diagram, and by composing withẊ → X we have a map D → X. Lemma 5.5 guarantees the existence of a maximal tower lift D → T of D → X where T → X is a tower map. Note that T is compact and π 1 T = 1. Since X is bicollapsible, we see that either T is trivial or T contains distinct 2-cells C 1 , C 2 that collapse along free faces. If T is trivial then D is also trivial, and consists of the closure of a single cell. Otherwise, D contains at least two spurs and/or shells and/or cutcells. (While each collapse of a 1-cell in T induces a collapse of one or more 1-cells in D, a collapse of a 2-cell in T induces one or more shells and/or cutcells in D.) Theorem 6.2. Let X be compact and bicollapsible. ThenẊ has the Dehn property. Hence π 1 X is word-hyperbolic.
Proof. This holds by combining Lemma 6.1 and Corollary 2.5. Remark 6.3 (a la Newman). LetĊ be a 2-cell of D that maps to a 2-cell C with ∂ p C = Se and C collapses along the free face e. Suppose ∂ pĊ has the form (Se) n . Then all n copies of e in ∂ pĊ lie on ∂D. Hence, ifĊ is a shell, we see that its innerpath is a subpath of S. And similarly, ifĊ is a cutcell, we see that the lobes associated toĊ meeṫ C along copies of S.
Remark 6.4. The assumption that n i ≥ 2 in Lemma 6.1 is necessary. For instance, the 2-complex X associated to a, b | [a, b] is bicollapsible but since Z 2 is not wordhyperbolic, X certainly fails to have the (strong generalized Dehn) Dehn property.
We defineX = Ẋ . We emphasize that the mapX → X is a simply-connected branched covering space whose branching degrees are the {n i }.
Bicollapsibility of X provides control over contractible subcomplexes ofX. Corollary 6.5. Any near-immersion E →X with E compact and π 1 E = 1 has the property that either E consists of a single 2-cell whose boundary is an embedded cycle, or E has at least two shells and/or spurs.
Proof. By Lemma 5.5, let E → Y be a maximal tower lift of E →X → X. Note that Y is compact and Y → X is an immersion. By bicollapsibility, Y is either a single 2-cell that collapses along a free face, or Y has two (or more) distinct 2-cells that collapse along free faces. Hence E has at least two cut-cells and/or shells and/or spurs. The result therefore follows from Lemma 2.4. Remark 6.6. Within the context of Corollary 6.5, each 2-cell R is associated with a degree n ≥ 2, and it is then natural to redefine the notion of shell so that |S| < 1 n |∂ p R|. The conclusion of Corollary 6.5 holds with this revised definition. This is because lobes are attached to R along part of a component of ∂ p R − Z n e for some edge e.
We now describe a natural collection of subspaces ofX. Choose a 1-cell s of X.
Definition 6.7. Consider the barycentric subdivision of X. Let S(s) be the union of the edges between new vertices of X corresponding to s and to the 2-cells neighboring s.
(1) A divisive tree (associated to s) is the preimage of S(s) inX.
(2) The natural walls ofX are the components of regular neighborhoods of divisive trees. Note that the natural walls immerse inside the divisive tree. See Figure 3 .
In fact, divisive trees are called trees for a reason:
Lemma 6.8. The divisive tree T embeds inX when X is bicollapsible.
Proof. Suppose T has a closed immersed cycle or a self-crossing immersed path. Choose an annular diagram A →X carrying a path τ in T that exhibits this pathology. Note that A →X is a near-immersion. Choose a reduced disk diagram D →X such that ∂ p D is a closed path P → A that generates π 1 A. Let E = A ∪ P D.
By Corollary 6.5, E is either homeomorphic to a disk containing a single 2-cell with embedded boundary cycle, or E has at least two shells and/or spurs.
The case that E is homeomorphic to a disk is impossible, since there is no combinatorial near immersion from an annulus to a disk.
Spurs are impossible since A has no spur, and ∂D is attached to A. It is also impossible for E to have two or more shells. Indeed, the only 1-cells of E that do not have at least two neighboring 2-cells are 1-cells in the image of ∂A and 1-cells in the image of ∂D. Furthermore, the latter 1-cells also lie on A, and so choosing A, D so that E has a minimal number of 2-cells, we may asume that the only 1-cells of E that are not internal are on ∂A. However, A has at most one shell, since the path τ is internal except perhaps where its start and end cross.
It is possible that D is singular, in which case there might be 2-cells in E that are (formerly) remote 2-cells of A which now meet along a 1-cell of P . If these are from a cancellable pair, in the sense that they fold together on the way toX, then we could combine them already within A, and obtain a smaller counterexample (with less area). There are two new choices for A, and in the case where A is associated to a self-crossing, one of them yields a closed cycle and the other yields a new self-crossing.
Remark 6.9. The subgroup Stabilizer(T ) is not always a codimension-1 subgroup. It is called divisive in [HW14] and the natural walls carry its associated codimension-1 subgroups.
We close this section by explaining the following: Theorem 6.10. Let X be bicollapsible and compact. If π 1 X is infinite then π 1Ẋ has a codimension-1 subgroup.
Proof. Observe that the 1-skeleton of X has a bi-infinite geodesic. To see this, note that X contains pairs of vertices p i , q i with d(p i , q i ) = i. Hence there are geodesics γ i of length i for each i. Hence there is a bi-infinite geodesic γ by Koenig's infinity lemma.
Let e be an edge of γ. Consider the divisive tree ofX associated to a liftė of e. And letγ be a lift of γ containingė. Note thatγ must also be a geodesic inX. Finally, let W be a wall ofX that is alongside T e and passes throughė. Then W ∩γ is a singleton, andγ travels deeply within the two halfspaces of W . This last statement holds sinceγ projects to γ in X, but the two rays of γ get arbitrarily far from e.
Branched covers and CAT(0) 2-complexes
While the family of examples indicated in §4 is extensive, geometric properties of the complexX are often more naturally explored without bicollapsibility. Two examples of this follow.
Theorem 7.1. Let X be a 2-complex with the following properties:
(1) Each 0-cell v has girth(link(v)) ≥ p.
(2) Each 2-cell r has |∂ p r| ≥ q. Then the complex Ẋ admits a CAT(0) metric. If the inequality in (3) above is strict, X admits a metric of negative curvature. Each natural immersed wall is embedded and 2-sided (hence an actual wall) and π 1Ẋ acts properly on the CAT(0) cube complex associated to the natural wall structure onX. Moreover, if X is compact then each natural wall has f.g. and quasi-isometrically embedded stabilizer. (Hence if π 1 X is word-hyperbolic, then π 1 X acts cocompactly.) Figure 4 . Parts of two natural walls passing through a new vertex Remark 7.2 (Cubulation via Small Cancellation). Note that in the above setting with q ≥ 3 all polygons of X have at least 3 sides, and all pieces have length at most 1. Consequently,X satisfies the B(6) condition [Wis04] . It has a different wallspace structure, also preserved by the group action, than the one we are considering above, in which antipodal edges are paired (after subdividing). Therefore π 1Ẋ acts properly on the dual cube complex, and moreover, it acts properly and cocompactly whenẊ is compact.
Note that the scenario of Theorem 7.1 holds when X is a nonpositively curved piecewise Euclidean 2-complex whose 2-cells have angles < π. Construction 7.3 (Triangle Subdivision). Following the setup of Theorem 7.1: For each 2-cell r of X, and associated 2-cellṙ ofẊ with degree d, we subdivideṙ into d|∂ p r| triangles meeting at a central new vertex. We introduce a piecewise nonpositively-curved metric toẊ in which each triangle is isosceles with base side length 1, as follows: Let the central angle be given by π/q, and the base angles by π/p. Note that inequality (3) implies that there is a metric of constant non-positive curvature on the triangle with the given angles, which is moreover negative if (3) is strict.
The result onX is a CAT(0) complex built from metric triangles. Moreover, each natural tree is convex in the metric, and intersects central vertices and centers of edges. Furthermore, the complementary regions are finite neighborhoods of original 0-cells.
Proof of Theorem 7.1. To see that the subdivision is CAT(0) with triangles as given, by [Gro87, BH99] it suffices to verify that the length of any cycle in link(v) is at least 2π. When v is a new 0-cell, its link is a cycle of length |∂ pṙ | · π q = d|∂ p r| π q ≥ 2π. When v is an old 0-cell, the girth in the subdivision is twice the original girth, and hence at least 2 · p by hypothesis. Because each angle at an old 0-cell is π/p, the length of a cycle in link(v) is at least 2p · For properness, note that any infinite order element of π 1Ẋ has an axis which is cut by a wall (see [HW14] ).
In general,Ẋ may not be aspherical and π 1Ẋ may not be word-hyperbolic. Indeed: Example 7.4. A branched cover of a 2-sphere with two degree n branched points gives another 2-sphere. A branched cover with three degree 2 branched points gives a torus.
Both these examples are linked to spheres in X, and the pathology inẊ will occur if there is a small 2-sphere in X. However:
Problem 7.5. Suppose X is aspherical. IsẊ atoroidal? Is π 1Ẋ aspherical? Hyperbolic?
Remark 7.6 (Impact on Asphericity). It is unclear how π 2Ẋ is impacted by the asphericity of X. (Of course, without collapsing redundant 2-cells inX, one obtains some essential spheres for each 2-cell ofẊ.)
Diagrammatic reducibility is a strong version of asphericity. We refer to [Ger87] for detail and a connection to angle assignments. A small step supporting the impact of asphericity of X onẊ is thatẊ is also diagrammatically reducible. Indeed, any nearimmersion toẊ projects to a near-immersion in X.
Bislim implies Bicollapsible
Given a preorder , the notation a ≺ b means a b but b a. Note that (4) implies that r + and r − are distinct whenever r has no free faces.
Remark 8.2. The notion of good stacking was introduced by Louder and Wilton in [LW17] . It is shown in [BCGW] that a 2-complex with a good stacking has a bislim structure in the above sense. Definition 8.1 is slightly more general than the original definition in [HW16] , but the conclusions obtained for bislim complexes are the same. We refer to [BCGW] for the details.
Problem 8.3. Suppose that X is 2-collapsing, and no 2-cell of X is a proper power. Is X bislim (with the trivial group action)? Does X have a good stacking?
Lemma 8.4. Let X be bislim, and suppose that r − is traversed exactly once by ∂ p r for each 2-cell r. Then X is bicollapsible.
Proof. We verify the hypothesis of Lemma 3.3. Let Y ⊂ X be a compact subcomplex. If Y is a graph we are done. If Y has a single 2-cell r, then r collapses along r + and we are done. Now suppose Y has at least two 2-cells.
Suppose there exists a 2-cell r such that r + is maximal in the sense that there does not exist a 2-cell s with r + ≺ s + . Then r collapses along r + . Indeed, ∂ p r traverses r + once, and if s is a 2-cell with r + in ∂s then r + ≺ s + .
Suppose there exists a 2-cell r that is minimal in the sense that: there does not exist a 2-cell s with s + ≺ r + . Then r collapses along r − . Indeed, here we use the additional hypothesis that r − is traversed exactly once by ∂ p r. If s is a 2-cell with r − in ∂s, then s + ≺ r + .
As ≺ is a partial order when restricted to {r + : r ∈ 2-cells(Y )}, maximal and minimal elements in the former sense exist. Because Y has at least two 2-cells, it has at least two extremal cells, each of which collapses as above. The presentation a, b | aa −1 b illustrates the same point.
3-collapsibility and Cubulation
In this section we work under the assumption that X is 3-collapsing.
A ladder L is a disk diagram that is the union of a finite sequence of closed 1-cells and 2-cells C 1 , . . . , C n where n ≥ 2 and C i ∩ C j = ∅ when j > i + 1. Equivalently, for 1 < i < n, each C i is a cut-cell with two lobes. (1) D is a single 0-cell or 2-cell, (2) D is a ladder, (3) D has at least three shells and/or spurs.
As in Remark 6.6, the above shells have innerpath |S| < 1 n |∂ p R| where n = degree(R). Proof. The proof is by induction.
Let Y be the image of the lift of D →Ẋ → X to X. Suppose Y has a single 2-cell R which collapses along a 1-cell e. Then each 2-cell of D is a shell or cut-cell. It is easy to see that the conclusion holds in that case.
Suppose Y has two 2-cells R 1 , R 2 . Then they collapse along 1-cells e 1 , e 2 . Hence the same reasoning holds as in the previous case.
Suppose Y has three or more 2-cells, then Y has 2-cells R 1 , R 2 , R 3 collapsing along 1-cells e 1 , e 2 , e 3 . Each 2-cell C mapping to some R i is a cut-cell or shell of D. Note that some C i maps to R i for each i. If each C i is a shell, we are done as D has three shells. Otherwise, at least one C i is a cut-cell.
If some C i has three lobes, then each lobe contains a shell (beyond C i ) by induction, so D has three shells.
If some C i has two lobes, then each of these is either ladder or contains two shells (beyond C i ) and hence D is either a ladder, as it is built by combining two ladders along C i , or D has three shells. Observe that Y has no shell whose outer path is on the geodesic γ, and at most one shell at each end of N (J).
Let T →Ẋ be a maximal tower lift. Then T is a ladder by Theorem 9.1. Hence γ actually lies on N (J).
Remark 9.3. The same proof shows that N (T ) is convex for each divisive tree.
Corollary 9.4. Let J 1 ⊂ T 1 and J 2 ⊂ T 2 be arcs. Suppose J 1 and J 2 have the same endpoints. Then N (J 1 ) = N (J 2 ). Hence their pairs of dual edges lie in a piece.
Proof. Otherwise, choosing a minimal disk diagram whose boundary path travels "alongside" J 1 and J 2 , we could form a complex from N (J 1 ) ∪ N (J 2 ) ∪ D that isn't a ladder, but has only two shells. Its image inX would violate Theorem 9.1.
Lemma 9.5. Carriers of arcs in walls are ladders.
Proof. This follows from Theorem 9.1. Lemma 9.6. For each edge x of a 2-cell R of degree n, there is an edge y, such that the associated divisive trees T x , T y have no common vertex besides the vertex dual to R.
Proof. By Corollary 5.14, each pair of 2-cells have connected intersection. Hence no 2-cell in X has boundary cycle that is the concatenation of two pieces.
Note that this is a consequence of a slightly weaker condition than 3-collapsible. We refer to [Wis12, Lem 7 .16] for the following properness criterion:
Proposition 9.7. Let Y be a graph that is wallspace. Suppose that for each infinite order g ∈ G, there is a g-invariant embedded line R ⊂ Y and a wall W that separates R into rays. Then G acts with torsion-stabilizers on the dual.
We verify the above condition by showing that geodesics are cut at a single point, hence a g-invariant quasi-geodesic axis R is cut as well.
The following cocompactness criterion is a generalized restatement of Sageev's result [Sag97] , and we refer to [HW14] for a more elaborate discussion.
Proposition 9.8. Let G act properly and cocompactly on a graph Y that is also a wallspace. Suppose the stabilizer of each wall is a quasiconvex subgroup of G. Then G acts cocompactly on the dual cube complex.
Theorem 9.9. Suppose that the 2-cells of X are embedded. Then the action on the dual X is proper (and cocompact).
Proof. Below we will verify the hypothesis of Proposition 9.7 with Y equal to the 1-skeleton ofX. Since all torsion-subgroups of the word-hyperbolic group G are finite [ABC + 91], we see that G acts with finite stabilizers. Cocompactness holds by Proposition 9.8 and Lemma 9.2. Consequently, the action is proper since it is both cocompact and has finite stabilizers.
Let γ be a geodesic inX. Let 1 be an edge of γ. Let W be a wall dual to 1 . If W ∩ γ is a singleton, we are done. Otherwise, suppose W intersects γ at a second edge 2 . By Lemma 9.2, there is an arc J W ⊂ W whose endpoints are on 1 , 2 , such that a subpath 1 γ 2 ⊂ γ lies in N (J W ).
Case 3: Suppose |J| ≥ 3, so N (J W ) is a ladder consisting of at least three consecutive 2-cells. Let R be an intermediate 2-cell of N (J W ), and let R e and R w be the 2-cells in N (J) on either side of R. Let the cycle of ∂R be of the form nesw where e and w are maximal pieces of R with R e and R w . We refer to Figure 5 on the left.
By Lemma 9.6, there is a wall W dual to edges of γ ∩ R so that V ∩ R e = V ∩ R w = ∅. We verify that V cannot cut through L except at V ∩ R. Indeed, suppose V intersects L at a 2-cell R w , which is on the R w side of R. Corollary 9.4 applied to the arc J W in W joining the midpoints of R w and R, and the arc J V in V joining the midpoints of R w and R, shows that the carriers of these arcs are the same. However, the carrier of J W is the subladder from R w to R, but the carrier of J V contains an additional 2-cell carrying the additional edge where V exits R at either n or s. The analogous argument holds for a 2-cell R e on the B side.
We now show that V is not crossed by γ 1 or γ 2 beyond L. Suppose, that γ 1 crosses V beyond L, then 1 lies on a 2-cell C of N (V ) by Lemma 9.2. Let W be the arc in W from the center of R to the center of C. Let V be the arc in V from the center of R to the center of C. Then we obtain a contradiction precisely as in the previous case. The analogous argument works when γ 2 crosses V beyond L.
Case 1: If two edges 1 , 2 of γ are dual to a wall W and lie in the same 2-cell R, then we can assume e 1 is leftmost on γ ∩ R with this property. By Lemma 9.6, there is a wall V cutting R and separating 1 , 2 . Either V isn't dual to any other edge of γ, or V cuts γ in a pair of 2-cells on a ladder of length ≥ 3 (dealt with in Case 3), or V cuts γ in a pair of 2-cells on a ladder of length 2 (dealt with in Case 2). See the second diagram inFigure 5.
Case 2: Suppose N (J W ) consists of two 2-cells. Lemma 9.6 provides a tree T V intersecting T W at the center of R and at no other point. The 2-cell R has two edges dual to W , namely 2 and another edge w . Moving in ∂ p R in the direction from γ ∩ R to γ ∩ W , we choose the first edge v dual to T V arising after w . Let V be the wall dual to v , so that V separates w , 2 .
If V is not crossed by γ at another edge then we are done. Otherwise, note that V cannot cross γ on the left, since then Lemma 9.2 would imply that 1 lies on the carrier of V and Corollary 9.4 would then imply that v and w lie in a common piece. See the upper middle diagram of Figure 5 .
If V returns using an arc J V of length ≥ 3 then we are done (as in Case 3). Hence we assume J V has length 2. Observe that the edges of V and W in R that are associated to the other 2-cells of J V and J W do not lie in adjacent pieces of the 2-cell R -or else we would have a non-ladder with three 2-cells but only two shells, as R cannot be a shell on the geodesic γ.
Let U be a wall dual to an edge of ∂R that does not lie in a piece with either. Then U cannot cross γ a second time. There are eight cases to consider, and we exclude them one-by-one, referring to Figure 6 for a visual.
U does not intersect γ 3 at a second point, since U ∩ ∂R consists of exactly two points, and one of them is not in γ. U 2 does not intersect γ 2 since then by Corollary 9.4, w and u lie in the same piece, which is impossible. Similarly U 2 does not intersect γ 4 , since then v and u lie in the same piece.
U 2 does not intersect γ 1 since then 1 would lie on N (U ) by Lemma 9.2, and so J W ⊂ N (U ), and so w , u lie in the same piece by Corollary 9.4. Similarly U 2 does not intersect γ 5 .
Note that u and w cannot lie in the same piece, since they are separated by V which is not dual to an edge in the same piece with w . Consequently, we can repeat each of the arguments above verbatim, replacing U 2 with U 1 and u with u . We conclude that U 1 does not intersect γ 1 , γ 2 , γ 4 , or γ 5 , as claimed.
