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Abstract: Probability densities that are not uniquely determined by their moments are said to
be “moment-indeterminate,” or “M-indeterminate.” Determining whether or not a density is M-
indeterminate, or how to generate an M-indeterminate density, is a challenging problem with a long
history. Quantum mechanics is inherently probabilistic, yet the way in which probability densities
are obtained is dramatically different in comparison to standard probability theory, involving complex
wave functions and operators, among other aspects. Nevertheless, the end results are standard prob-
abilistic quantities, such as expectation values, moments and probability density functions. We show
that the quantum mechanics procedure to obtain densities leads to a simple method to generate an
infinite number of M-indeterminate densities. Different self-adjoint operators can lead to new classes
of M-indeterminate densities. Depending on the operator, the method can produce densities that are
of the Stieltjes class or new formulations that are not of the Stieltjes class. As such, the method
complements and extends existing approaches and opens up new avenues for further development.
The method applies to continuous and discrete probability densities. A number of examples are given.
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1 Introduction
Probability densities that are not uniquely determined by their moments are said to be “moment-
indeterminate,” or “M-indeterminate.” The idea first arose with an example by Stieltjes but the best
known one is the log-normal density [1, 2],
PLN(x) =
1
x
√
2pi
exp
[
−(ln x)
2
2
]
0 < x <∞
which has moments
E[xn] =
∫ ∞
0
xnPLN(x)dx = e
n2/2
However, the densities given by
P (x) = PLN(x) [1 + ε sin(2pi lnx)] , −1 ≤ ε ≤ 1
have the same moments as PLN(x). Thus, the log-normal is M-indeterminate. Determining whether or
not a given density is M-indeterminate, or how to generate an M-indeterminate density, is a challenging
problem with a long history in probability theory [2]-[10].
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The “Stieltjes class” of M-indeterminate densities can be formulated as a parameterized family of
functions [5, 6]
Pǫ(x) = P (x) [1 + ε h(x)] , −1 ≤ ε ≤ 1 (1)
where h(x) is a “perturbation function,” and P (x) is an M-indeterminate density. In constructing a
class of M-indeterminate densities, the density P (x) is typically fixed and h(x) can be any bounded
function (|h(x)| ≤ 1) subject to the condition that the product h(x)P (x) has vanishing “moments,”∫
xnh(x)P (x) dx = 0, n = 0, 1, 2, ...
Stoyanov and Tolmatz have developed a powerful method for constructing Stieltjes classes of M-
indeterminate densities [7]. Briefly, the method consists of specifying the scale δ and shift s parameters
for some function g(x) with vanishing moments, such that
h(x) = c
g(δx − s)
P (x)
exists for all x, where c is a normalization constant. There are several candidate functions g(x), and
convex combinations of such functions can also be used [7]. A number of examples of M-indeterminate
densities, and detailed discussion of the moment problem, can be found in the book by Stoyanov [2].
We provide a new, rather different approach to the problem of generating M-indeterminate den-
sities, that derives from the way in which probability densities are obtained in quantum mechanics.
While quantum mechanics is inherently probabilistic, the mathematics underlying it are quite dif-
ferent in comparison to standard probability theory, involving complex wave functions, operators,
transformation theory and other aspects.
We also note that operator methods have been used in standard probability theory, mostly involving
the differentiation operator, which arises in the study of cumulants [11, 12] and the Gram-Charlier
series [13]. Operators are central in quantum mechanics and correspond to measurable quantities or
“observables,” such as energy, position, momentum, etc. (for which the operators are self-adjoint).
For a comparison of the quantum and standard approach to obtaining probabilities, see [14, 15].
Despite the unorthodox methods of quantum mechanics, we emphasize again that the densities
obtained are proper in the classical sense. Moreover, the mathematics of quantum mechanics bring
forth new ideas and approaches that can inform standard probability theory. The aim of this paper is
to show that the procedure by which densities are obtained in quantum mechanics leads to a simple
method to generate new classes of M-indeterminate densities, that complement existing approaches
and open up new avenues for further development.
2 Quantum mechanical densities
To set forth our notation and because of its distinction from standard probability theory, we briefly
review how probability densities are obtained in quantum mechanics. Starting with a (generally
complex) “wave function” ψ(x) in the x representation, the probability density of x is
P (x) = |ψ(x)|2 (2)
2
and the normalization is such that ∫
P (x)dx =
∫
|ψ(x)|2 dx = 1
The unique aspect of quantum mechanics is how densities of other variables are obtained, which is
what we exploit here to generate an unlimited number of M-indeterminate densities.
Given ψ(x), one obtains densities in other variables by solving an eigenvalue problem,1
Au(r, x) = r u(r, x) (3)
where A is a self-adjoint operator that represents a physical quantity, and the r’s are the eigenvalues,
which are the random variables. The u’s are the corresponding eigenfunctions, which are complete
and orthogonal, ∫
u∗(r′, x)u(r, x) dx = δ(r − r′)∫
u∗(r, x′)u(r, x) dr = δ(x − x′)
Accordingly, any function can be expanded as
ψ(x) =
∫
F (r)u(r, x) dr
where
F (r) =
∫
ψ(x)u∗(r, x) dx
The function F (r) may be called the r-transform of ψ(x) and may be considered as the representation
of the function in the r-domain.
Then, the probability density of r is
P (r) = |F (r)|2 =
∣∣∣∣
∫
ψ(x)u∗(r, x) dx
∣∣∣∣
2
(4)
Note that |F (r)|2 is a proper density, in that it is nonnegative, and properly normalized since |ψ(x)|2
was normalized, ∫
|F (r)|2 dr =
∫
|ψ(x)|2dx = 1
Also, the average value of r, defined by
E[r] =
∫
r|F (r)|2 dr
can be calculated in the x domain directly by way of
E[r] =
∫
ψ∗(x)Aψ(x) dx (5)
More generally, for a function g(r), its average value is given by
E[g(r)] =
∫
g(r)|F (r)|2dr =
∫
ψ∗(x)g(A)ψ(x) dx (6)
1In writing Eq. (3) we have assumed the variables are continuous; the discrete case is considered in Sctn. 5.
Furthermore, we have assumed that the operator A is expressed in the x representation; however, the eigenvalue problem
can be solved in any representation, which we consider in Sctn. 4.4.
3
3 M-indeterminate densities
3.1 Formulation
To obtain an unlimited number of M-indeterminate densities, we start with a function of the form
ψ(x) =
1√
2
(
ψ1(x) + e
iβψ2(x)
)
(7)
where β is real and ψ1(x) and ψ2(x) are each normalized wave functions,∫
|ψ1,2(x)|2dx = 1
Moreover, and critical to the generation of M-indeterminate densities, we take ψ1(x) and ψ2(x) to be
of finite extent and non-overlapping in x, such that ψ1(x)ψ2(x) = 0.
2 Consequently, the probability
density of x is independent of β,
P (x) = |ψ(x)|2 =
∣∣∣∣ 1√2
(
ψ1(x) + e
iβψ2(x)
) ∣∣∣∣
2
=
1
2
(
|ψ1(x) |2 + |ψ2(x) |2
)
We shall call ψ(x) as defined above the “seed function” since, from it, one can obtain an unlimited
number of M-indeterminate densities, as we show here. Specifically, the densities
P (r) =
∣∣∣∣ 1√2
(
F1(r) + e
iβF2(r)
)∣∣∣∣
2
=
1
2
(
|F1(r) |2 + |F2(r) |2 + 2Re{eiβF ∗1 (r)F2(r)}
)
(8)
are in general M-indeterminate, where
F1,2(r) =
∫
ψ1,2(x) u
∗(r, x) dx
By design, the density P (x) is independent of the phase factor β because ψ1(x)ψ2(x) = 0. In
contrast, the densities P (r) generally depend on the phase factor because the product F1(r)F2(r) is
generally not identically zero. However, perhaps surprisingly, for an unlimited number of operators A
and non-overlapping wave functions ψ1,2(x), the moments of P (r) are independent of the phase factor
and hence the densities P (r) are M-indeterminate.
To see this, we calculate the moments by way of the identity given in Eq. (6),
E[rn] =
∫
rnP (r) dr =
∫
rn|F (r)|2 dr
=
1
2
∫ (
ψ∗1(x) + e
−iβψ∗2(x)
)
An
(
ψ1(x) + e
iβψ2(x)
)
dx
=
1
2
E[rn]1 +
1
2
E[rn]2 + e
−iβ
∫
ψ∗2(x)A
nψ1(x)dx+ e
iβ
∫
ψ∗1(x)A
nψ2(x)dx (9)
where the expectations
E[rn]1,2 =
∫
rn |F1,2(r) |2 dr =
∫
ψ∗1,2(x)A
nψ1,2(x) dx
2This wave function was initially considered in the context of quantum mechanics, where it was shown that the
moments of position and momentum are independent of β [16, 17, 18]. The issue has been recently revisited in terms of
the characteristic function approach to generating densities [19].
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are independent of β. Hence, it follows that in order for the moments E[rn] to be independent of β,
for which P (r) is therefore M-indeterminate, we must have∫
rn
(
eiβF ∗1 (r)F2(r) + e
−iβF1(r)F
∗
2 (r)
)
dr = 0
or equivalently ∫
ψ∗2(x)A
nψ1(x) dx =
∫
ψ∗1(x)A
nψ2(x)dx = 0 (10)
Because ψ1(x) and ψ2(x) are non-overlapping (hence ψ1(x)ψ2(x) = 0), it follows that this condi-
tion is satisfied by any finite-order differential operator An =
∑n
k=0 bk
(
d
dx
)k
or polynomial operator
An =
∑n
k=0 ck x
k, or combinations thereof. Indeed, any operator for which Anψ1,2(x) has the same
support as ψ1,2(x) (that is, it is zero outside the same interval as is ψ1,2(x)), will satisfy Eq. (10).
Therefore, there is an unlimited number of M-indeterminate probability densities P (r) that can be
readily generated by the procedure above.
3.2 Choosing ψ1,2(x)
In order for the procedure presented here to yield densities with finite moments of all orders, we require
functions ψ1,2(x) such that
E[rn]1,2 =
∫
rn |F1,2(r) |2 dr =
∫
ψ∗1,2(x)A
nψ1,2(x) dx < ∞ (11)
for all nonnegative integers n.
For differential or polynomial operators An as discussed above, this condition is satisfied by so-
called “bump functions,” which are infinitely differentiable functions with compact support [20]; one
such family of functions is
f(x) =
{
e
− 1
1−x2k |x| < 1
0, otherwise
(12)
where k is a positive integer. Since all derivatives of the bump function exist, it follows that∫ 1
−1
e
− 1
1−x2k
(
d
dx
)n
e
− 1
1−x2k dx < ∞
for all n. Likewise, it is clear that ∫ 1
−1
e
− 1
1−x2k xn e
− 1
1−x2k dx < ∞
for all n. Hence, taking ψ1,2(x) to be bump functions, it follows that all moments E[r
n] (Eq. (11)) exist
for differential or polynomial operators An =
∑n
k=0 bk
(
d
dx
)k
and An =
∑n
k=0 ck x
k, or combinations
thereof. To impose the condition for M-indeterminacy (i.e., non-overlapping wavefunctions), we can
let ψ1(x) = cf(x) (where c is a normalization constant) and then take ψ2(x) to be a shifted (and
possibly also scaled) version of ψ1, namely ψ2(x) =
√
αψ1(α(x ±D)) with α > 0 and D > 1 + 1α . A
variety of other bump functions can be used as well [20].
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4 Examples
We now consider various operators and the corresponding M-indeterminate densities. As prescribed,
we start with the normalized wave function of Eq. (7). For simplicity but with sufficient generality,
let ψ1(x) = 0 for x < 0 or x > a, and let ψ2(x) = ψ1(x − D), with D > a so that ψ1(x)ψ2(x) = 0
as required. Because of the generality in choosing ψ1(x), we obtain an unlimited number of M-
indeterminate densities P (r) for each operator.
4.1 Example 1
Consider the operator
A =
1
i
d
dx
(13)
which arises in the shifting of a function via,
eirAf(x) = f(x+ r)
and is also the momentum operator in quantum mechanics. Solving the eigenvalue problem for A
yields the eigenfunctions
u(r, x) =
1√
2pi
eirx
Therefore, we have
F (r) =
1√
2pi
∫
ψ(x) e−irxdx
=
1√
2
(
F1(r) + e
iβF2(r)
)
=
1√
2
F1(r)(1 + e
i(β−rD))
where
F1(r) =
1√
2pi
∫ a
0
ψ1(x) e
−irxdx
and
F2(r) =
1√
2pi
∫ a+D
D
ψ2(x) e
−irxdx
=
1√
2pi
∫ a
0
ψ1(x) e
−ir(x+D)dx
= e−irDF1(r)
Accordingly, the probability density is
P (r) = |F (r)|2 = |F1(r)|2 [1 + cos (rD − β)] (14)
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which is M-indeterminate for D > a. Specifically, although the density depends on β, the moments
E[rn] do not and are given by
E[rn] =
∫
rn |F1(r)|2 [1 + cos (rD − β)] dr
=
∫
ψ∗(x)Anψ(x) dx
=
1
2
∫ (
ψ∗1(x) + e
−iβψ∗1(x−D)
)(1
i
d
dx
)n (
ψ1(x) + e
iβψ1(x−D)
)
dx
=
1
2
∫
ψ∗1(x)
(
1
i
d
dx
)n
ψ1(x) dx +
1
2
∫
ψ∗1(x−D)
(
1
i
d
dx
)n
ψ1(x−D) dx
+Re
(
e−iβ
∫
ψ∗1(x−D)
(
1
i
d
dx
)n
ψ1(x) dx
)
But, since D > a and ψ1(x) = 0 for x < 0 or x > a, it follows that∫
ψ∗1(x−D)
(
1
i
d
dx
)n
ψ1(x) dx = 0
Hence, the moments are
E[rn] =
1
2
∫
ψ∗1(x)
(
1
i
d
dx
)n
ψ1(x) dx +
1
2
∫
ψ∗1(x−D)
(
1
i
d
dx
)n
ψ1(x−D) dx
=
∫
ψ∗1(x)
(
1
i
d
dx
)n
ψ1(x) dx
which does not depend on β and therefore P (r) is M-indeterminate, as has been shown previously
[18, 19]. Note that Eq. (14) is of the form of a Stieltjes class, Eq. (1); however, as the following
example shows, different self-adjoint operators can lead to new classes of M-indeterminate densities
that can not be expressed in the form of a Stieltjes class.
4.2 Example 2
For the operator we take [21]
A = cx+
1
i
d
dx
(15)
where c is a real number. The eigenfunctions are
u(r, x) =
1√
2pi
ei(rx−cx
2/2)
Hence, the “r-transform” here is given by [21]
F (r) =
1√
2pi
∫
ψ(x) e−irx+icx
2/2dx
We also note that
eirAf(x) = eicrx−icr
2/2f(x− r)
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For ψ(x) as defined by Eq. (7), we thus have
F (r) =
1√
2
(
F1(r) + e
iβF2(r)
)
where
F1(r) =
1√
2pi
∫ a
0
e−irx+icx
2/2 ψ1(x)dx
and
F2(r) =
1√
2pi
∫ D+a
D
e−irx+icx
2/2ψ2(x)dx =
1√
2pi
∫ D+a
D
e−irx+icx
2/2ψ1(x−D)dx
=
1√
2pi
e−irD+icD
2/2
∫ a
0
e−i(r−cD)x+icx
2/2ψ1(x)dx
= e−irD+icD
2/2F1(r − cD)
Hence,
F (r) =
1√
2
[
F1(r) + e
iβe−irD+icD
2/2F1(r − cD)
]
and
P (r) = |F (r)|2
=
1
2
[
|F1(r)|2 + |F1(r − cD)|2 + 2Re{F ∗1 (r)eiβe−irD+icD
2/2F1(r − cD)}
]
(16)
While the densities P (r) depend on β, the moments do not by virtue of Eq. (10), and hence these
densities are M-indeterminate. Note that this case reduces to the previous case, Eq. (14), for c = 0.
However, for c 6= 0, we can not express this M-indeterminate density in the form of Eq. (1).
4.3 Example 3
The operator
A =
1
2i
(
x
d
dx
+
d
dx
x
)
=
1
i
(
x
d
dx
+
1
2
)
=
1
i
(
d
dx
x− 1
2
)
(17)
arises in the compression or dilation of functions, namely [22]
eirA f(x) = er/2f(erx)
Solving the eigenvalue problem for A yields the eigenfunctions
u(r, x) =
1√
2pi
eir lnx√
x
, x ≥ 0
Hence, for one sided ψ(x) we have
F (r) =
∫ ∞
0
ψ(x) u∗(r, x) dx =
1√
2pi
∫ ∞
0
e−ir lnx√
x
ψ(x)dx
which we note is a Mellin transform with argument −ir + 1/2.
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Now for our problem
F (r) =
1√
2
(
F1(r) + e
iβF2(r)
)
where
F1(r) =
1√
2pi
∫ a
0
e−ir lnx√
x
ψ1(x)dx
and
F2(r) =
1√
2pi
∫ D+a
D
ψ1(x−D) e
−ir lnx
√
x
dx
=
1√
2pi
∫ a
0
ψ1(x)
e−ir ln(x+D)√
x+D
dx
Therefore
F (r) =
1√
2
(
1√
2pi
∫ a
0
e−ir lnx√
x
ψ1(x)dx + e
iβ 1√
2pi
∫ a
0
ψ1(x)
e−ir ln(x+D)√
x+D
dx
)
=
1√
2
1√
2pi
∫ a
0
(
e−ir lnx√
x
+ eiβ
e−ir ln(x+D)√
x+D
)
ψ1(x)dx
The probability density is given by
P (r) = |F (r)|2 = 1
4pi
∣∣∣∣∣
∫ a
0
(
e−ir lnx√
x
+ eiβ
e−ir ln(x+D)√
x+D
)
ψ1(x)dx
∣∣∣∣∣
2
(18)
As before the probability density depends on β, however the moments do not. While it is straight-
forward to show this via the operator approach of Eq. (6), it is of interest to calculate the moments
directly in the usual way. Consider
E[rn] =
∫
rn |F (r)|2 dr
=
1
4pi
∫
rn
∣∣∣∣∣
∫ a
0
(
e−ir lnx√
x
+ eiβ
e−ir ln(x+D)√
x+D
)
ψ1(x)dx
∣∣∣∣∣
2
dr
=
1
4pi
∫
rn
∫ a
0
∫ a
0
(
e−ir lnx√
x
+ eiβ
e−ir ln(x+D)√
x+D
)(
eir lnx
′
√
x′
+ e−iβ
eir ln(x
′+D)
√
x′ +D
)
ψ∗1 (x
′)ψ1(x)dxdx
′ dr
Upon expanding we obtain
E[rn] =
1
4pi
∫
rn
∣∣∣∣
∫ a
0
e−ir lnx√
x
ψ1(x)dx
∣∣∣∣
2
dr +
1
4pi
∫
rn
∫ a
0
∣∣∣∣∣
∫ a
0
e−ir ln(x+D)√
x+D
ψ1(x)dx
∣∣∣∣∣ dr
+
∫
rn
∫ a
0
∫ a
0
(
e−ir lnx√
x
e−iβ
eir ln(x
′+D)
√
x′ +D
+ eiβ
eir lnx
′
√
x′
e−ir ln(x+D)√
x+D
)
ψ∗1 (x
′)ψ1(x)dxdx
′ dr
The first two terms are independent of β. We now show that the third term is zero. For convenience,
let
I =
∫ ∫ a
0
∫ a
0
rn
(
e−ir lnx√
x
e−iβ
eir ln(x
′+D)
√
x′ +D
+ eiβ
eir lnx
′
√
x′
e−ir ln(x+D)√
x+D
)
ψ∗1 (x
′)ψ1(x)dxdx
′ dr
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It is straightforward to show that I is real, I=I∗.
Now consider
I ′ =
∂
∂β
I =
∂
∂β
∫ ∫ a
0
∫ a
0
rn
(
eir lnx√
x
e−iβ
e−ir ln(x
′+D)
√
x′ +D
+ eiβ
eir lnx
′
√
x′
e−ir ln(x+D)√
x+D
)
ψ∗1 (x
′)ψ1(x)dxdx
′ dr
= i
∫ ∫ a
0
∫ a
0
rn
(
− e
ir lnx
√
x
e−iβ
e−ir ln(x
′+D)
√
x′ +D
+ eiβ
eir lnx
′
√
x′
e−ir ln(x+D)√
x+D
)
ψ∗1 (x
′)ψ1(x)dxdx
′ dr
Taking the complex conjugate we obtain
I ′∗ = i
∫ ∫ a
0
∫ a
0
rn
(
−e−iβ e
−ir lnx
√
x
eir ln(x
′+D)
√
x′ +D
+
e−ir lnx
′
√
x′
eiβ
eir ln(x+D)√
x+D
)
ψ1 (x)ψ
∗
1(x
′)dxdx′ dr
by which we see that
I ′∗ = iI ′
Taken together with the fact that I is real, this shows that
I ′ =
∂
∂β
I = 0
and therefore I is independent of β, and hence so, too, are the moments.
4.4 Example 4
For the operator we take
A = − d
2
dx2
− 1
c
x (19)
where c is a constant. This case is motivated by what is called the constant force Hamiltonian in
quantum mechanics. The eigenvalue problem is(
− d
2
dx2
− 1
c
x
)
u(x, r) = r u(x, r)
where r are the eigenvalues. As mentioned in footnote 1, the eigenvalue problem can be solved in
any representation. Accordingly, to solve this eigenvalue problem it is simpler to convert to the dual
Fourier domain by defining
v(p, r) =
1√
2pi
∫
e−ipxu(x, r) dx
in which case the eigenvalue problem becomes(
p2 − i
c
d
dp
)
v(p, r) = r v(p, r)
The eigenfunctions, v(p, r),are
v(p, r) =
√
c
2pi
eic(rp−p
3/3)
10
and the corresponding u(x, r) are then given by
u(x, r) =
1√
2pi
∫
e−ipxv(p, r) dp
=
√
c
2pi
∫
e−ipxeic(rp−p
3/3) dp
These eigenfunctions can be expressed in terms of Airy functions but that is not necessary for our
considerations.
In general, we can expand any function ϕ(p) as
ϕ(p) =
√
c
2pi
∫
F (r)eic(rp−p
3/3)dr
where
F (r) =
√
c
2pi
∫
ϕ(p) e−ic(rp−p
3/3)dp
Now for our problem, let ϕ(p) consist of two non-overlapping functions
ϕ(p) =
1√
2
(
ϕ1(p) + e
iβϕ2(p)
)
where ϕ1(p) = 0 for p < 0 or p > a, and ϕ2(p) = ϕ1(p − D), with D > a so that ϕ1(p)ϕ2(p) = 0.
Then, it follows that
F (r) =
1√
2
(
F1(r) + e
iβF2(r)
)
where
F1(r) =
√
c
2pi
∫ a
0
ϕ1(p) e
ic(rp−p3/3)dp
F2(r) =
√
c
2pi
∫ D+a
D
ϕ2(p)e
ic(rp−p3/3)dp
=
√
c
2pi
∫ a
0
ϕ2(p+D) e
ic(r(p+D)−(p+D)3/3)dp
Now, while ϕ1(p)ϕ2(p) = 0, in general
F1(r)F2(r) 6= 0
and therefore the density depends on β,
P (r) = |F (r)|2 = 1
2
(
|F1(r)|2 + |F2(r)|2 + 2Re{F ∗1 (r)eiβF2(r)}
)
(20)
The moments E[rn] are given by
E[rn] =
∫
rnP (r)dr =
1
2
∫
rn
(
|F1(r)|2 + |F2(r)|2 + 2Re{F ∗1 (r)eiβF2(r)}
)
dr
The first two terms are clearly independent of β; however, so is the last term, by virtue of the fact
that ∫
F ∗1 (r) r
n F2(r) dr =
∫
ϕ∗1(p)A
n ϕ2(p) dp = 0
which follows from the fact that ϕ1(p) and ϕ2(p) are non-overlapping and the support of A
n ϕ2(p) is
equal to the support of ϕ2(p). Accordingly, the density P (r), Eq. (20), is M-indeterminate.
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5 Discrete Case
The generation of M-indeterminate densities that are discrete follows readily from the previous con-
siderations. We write the eigenvalue problem as
Aun(x) = rnun(x) (21)
The eigenfunctions un(x) are complete and orthogonal,∫
u∗m(x)un(x) dx = δnm
∑
n
u∗n(x
′)un(x) = δ(x
′ − x)
Any function can be expanded as
ψ(x) =
∑
n
cnun(x)
where the coefficients cn are given by
cn =
∫
ψ(x)u∗n(x)dx
The normalization is such that ∫
|ψ(x)|2dx =
∑
n
|cn|2 = 1
The eigenvalues are the discrete random variables and their probability is given by
P (rn) = |cn|2 =
∣∣∣∣
∫
ψ(x)u∗n(x)dx
∣∣∣∣
2
(22)
with expected value
E[rn] =
∑
n
rn |cn|2 =
∫
ψ∗(x)Aψ(x) dx (23)
Furthermore E[g(rn)] is given by
E[g(rn)] =
∑
n
g(rn) |cn|2 =
∫
ψ∗(x)g(A)ψ(x) dx (24)
For the wave function given by Eq. (7), we have
cn =
1√
2
(c(1)n + e
iβc(2)n )
where
c(1)n =
∫
ψ1(x)u
∗
n(x)dx ; c
(2)
n =
∫
ψ2(x)u
∗
n(x)dx
Therefore
P (rn) =
∣∣∣∣
∫
ψ(x)u∗n(x)dx
∣∣∣∣
2
=
1
2
∫∫ (
ψ∗1(x
′) + e−iβψ∗2(x
′)
)
un(x
′)
(
ψ1(x) + e
iβψ2(x)
)
u∗n(x)dxdx
′
=
1
2
(P1(rn) + P2(rn)) +
1
2
(
eiβc∗(1)n c
(2)
n + e
−iβc∗(2)n c
(1)
n
)
(25)
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where
P1(rn) =
∣∣∣c(1)n ∣∣∣2 ; P2(rn) = ∣∣∣c(2)n ∣∣∣2
Now although ψ∗1(x)ψ2(x) = 0, in general the product c
∗(1)
n c
(2)
n is not identically zero, in which case
the probability density will depend on β.
Now consider the moments,
E[rn] =
∞∑
n=0
rn |cn|2 =
∞∑
n=0
rn
∣∣∣∣ 1√2(c(1)n + eiβc(2)n )
∣∣∣∣
2
=
1
2
∫ (
ψ∗1(x) + e
−iβψ∗2(x)
)
An
(
ψ1(x) + e
iβψ2(x)
)
dx
=
1
2
E[rn]1 +
1
2
E[rn]2 + e
−iβ
∫
ψ∗2(x)A
nψ1(x)dx+ e
iβ
∫
ψ∗1(x)A
nψ2(x)dx
where E[rn]1 and E[r
n]2 are the expectation values
E[rn]1 =
∞∑
n=0
rn
∣∣∣c(1)n ∣∣∣2 =
∫
ψ∗1(x)A
nψ1(x)dx
E[rn]2 =
∞∑
n=0
rn
∣∣∣c(2)n ∣∣∣2 =
∫
ψ∗2(x)A
nψ2(x)dx
Hence, analogous to the continuous case, for M-indeterminate probability densities, we must have∫
ψ∗2(x)A
nψ1(x)dx =
∫
ψ∗1(x)A
nψ2(x)dx = 0 (26)
which will be the case if Anψ1,2(x) has the same support as ψ1,2(x); that is, if A
nψ1,2(x) is zero over
the same interval as is ψ1,2(x), then ψ
∗
2(x)A
nψ1(x) = ψ
∗
1(x)A
nψ2(x) = 0, and hence the densities
P (rn) will be M-indeterminate.
6 Conclusion
M-indeterminate densities are those that are not uniquely determined by their moments. Constructing
such densities and/or determining whether or not a density is M-determinate has historically been a
challenging problem, although many such densities and tests have been discovered since the issue was
first considered by Stieltjes.
From a quantum perspective, the issue first arose with the consideration of two non-overlapping
wave functions in position space as given by Eq. (7). Aharonov et al. showed that the moments of both
the position density and of the momentum density are independent of the parameter β [16, 17, 18].
This latter result renders the momentum density M-indeterminate, since the density itself does depend
on β [18]. The analogous case of non-overlapping momentum wave functions has also been considered
[23].
We have shown that the unique way in which probability densities are obtained in quantum me-
chanics gives rise to a simple procedure for constructing M-indeterminate densities. Namely, we start
with a complete and orthogonal set of functions that are solutions of the eigenvalue problem for a
self-adjoint operator A,
Au(r, x) = ru(r, x)
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Then for any function ψ(x) one forms the transform
F (r) =
∫
ψ(x)u∗(r, x) dx
Normalizing such that
∫ |ψ(x)|2 dx = 1, it follows that the density P (r) = |F (r)|2 is a proper proba-
bility density.
Then, the density P (r) will be M-indeterminate when the following conditions hold:
1. The wave function is of the form ψ(x) = 1√
2
(
ψ1(x) + e
iβψ2(x)
)
, where ψ1(x) and ψ2(x) are each
normalized to one and, crucially, non-overlapping:
ψ1(x)ψ2(x) = 0
2. It follows that the wave function in the r-domain is F (r) = 1√
2
(
F1(r) + e
iβF2(r)
)
. However,
while the wave functions do not overlap in the x-domain, they do overlap in the r-domain:
F1(r)F2(r) 6= 0
3. For any integer n, Anψ1,2(x) has the same support in x as does ψ1,2(x), which will be the case
for (finite order) differential or polynomial operators, or combinations thereof. Hence:
ψ∗1(x)A
nψ2(x) = ψ
∗
2(x)A
nψ1(x) = 0
Condition 2 means that the density P (r) will depend on the parameter, β. However, Condition
3 renders its moments E[rn] independent of β, which follows readily from the operator-procedure for
calculating moments, namely Eq. (6), which we re-state specifically in terms of moments g(r) = rn,
E[rn] =
∫
rn|F (r)|2 dr =
∫
ψ∗(x)Anψ(x) dx
One can also readily show that∫
F ∗1 (r)r
nF2(r) dr =
∫
ψ∗1(x)A
nψ2(x) dx
by which it becomes clear, via Condition 3, that the moments are independent of β and hence P (r) is
M-indeterminate.
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