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1
Abstract
We present the outline of a proof for the 3-d phase transition, which we hope to carry
forth. At the same time this paper provides some physical understanding of the phase
transition, in the flavor of relatively simple arguments from an undergraduate statistical
mechanics course. A number of directions for mathematical research, interesting in their
own right, will be suggested by aspects of the development. We hope and believe that
readers will be enticed by the naturalness and beauty of the path; some perhaps even, big
game veterans, sniffing the quarry, will be ready to join the hunt.
The central construct views the trace, Tr(e−βH), as a lattice gas of polymers, each
representing a cycle in the permutation group, with hard core interactions. The activities
of the polymers have expressions as arising from the main conjecture of the paper. The
estimates lead to a phase-transition in 3-d, but not in 2-d. This occurs via the same
argument that a random walk in 2-d has certain return to the origin, but not so for a
random walk in 3-d.
2
1 Introduction.
This work does not depend on our previous poking at the Quantum Heisenberg
system, [1], [2]. We only learned from this previous study the surprisingly relevant
relation between solutions of the heat equation and quantities in this model. There is
the precise rigorous relation of Eq. (19) of [1]; and the numerical approximations of [1],
which [2] makes feeble effort to justify. The key conjecture of this paper, as given in
Section 3, is so inspired.
We work in d dimensions, on a cubical periodic lattice, Λ, of side L, so the total
number of lattice sites is N = Ld. The Hilbert space, H, splits into sectors Hi, i =
0, ..., N , where in Hi there are i spins up. The Hamiltonian, H , is given as
H = −∑
i∼j
(Iij − 1) (1.1)
Iij interchanges the spins of two neighboring sites i and j of the lattice Λ. We will
sometimes view H as an operator on H, and sometimes as an element of the group
algebra of the permutation group on the N vertices of Λ, allowing Iij to interchange
vertices i and j.
In what follows most of the development is not precise and rigorous, hand waving
in nature. The conjectures are not precise either. We are far from a mathematically
rigorous treatment. However, the independence of the arguments on precise details also
means that a mathematically honest proof of the phase transition along these lines will
not depend on obtaining proofs of the conjectures in a very circumscribed form. I.e.,
estimates of the flavor of our conjectures should work.
2 Strategy for Proving a Phase Transition.
In this Section all arguments are precise, and results proven or easy to prove. H
is taken as an operator on H. We let Tr(e−βH)L,i be the trace of e−βH restricted to Hi,
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with L the edge size (which we will vary). Let
Fβ(L, n) =
n∑
i=0
Tr(e−βH)L,i. (2.1)
We note
Fβ(L,N) = Tr(e
−βH). (2.2)
Theorem. Let r < 1
2
and β be fixed. Then if
Fβ(L, [rN ])
Fβ(L,N)
> γ > 0 (2.3)
for some γ and all large enough L, there is spontaneous magnetization for such β. Here
[s] is the largest integer in s, and N = Ld.
We have not used a standard definition of spontaneous magnetization. We consider
the two-point correlation function:
ρL(i, j) =
Tr(e−βHσizσjz)L
Tr(e−βH)L
(2.4)
where the subscript, L, of course, indicates the edge size of Λ. We argue for spontaneous
magnetization by excluding the existence of a d(|i− j|) with
lim
x→∞
d(x) = 0 (2.5)
for which
|ρL(i, j)| < d(|i− j|) (2.6)
if
|i− j| < L
2
. (2.7)
That is, we will show Eq. (2.3) implies there is no d(x) satisfying Eq. (2.5) - (2.7). We
take this as the definition of spontaneous magnetization. The limitation Eq. (2.7) is due
to working in a periodic domain.
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We assume, by contradiction, the existence of such a d in the presence of Eq. (2.3)
being satisfied. We let H ′ =
∑
i∈Λ
σzi and consider
AL(δ) =
Tr(e−βH−δH
′
)L
Tr(e−βH)L
. (2.8)
One easily deduces the chain of inequalities
1 + tδ2
∑
i,j∈Λ
d(|i− j|) > AL(δ) > 1 + qδ2N2L (2.9)
with t, q > 0, and in the limit δ goes to zero. The right inequality in (2.9) comes from
(2.3) and (2.8). The left inequality in (2.9) comes from (2.8) and the definition of ρL(i, j),
expanding the exponent in H ′ to second order. The inequalities are inconsistent from
∑
i,j∈Λ
d(|i− j|) ≤ a(ε)N + εN2 (2.10)
for each ε > 0.
3 The Central Approximation
In this section we view H as an element of the group algebra of the permutation
group on the N vertices of Λ. Then
e−βH =
∑
α
C˜αGα (3.1)
where Gα is an element of the permutation group on N letters. We also want the lattice
Laplacian heat equation Greens function
gβ(i, j) = (e
β∆)ij (3.2)
where, naturally, periodic boundary conditions are imposed in our periodic lattice. We
let Gα map the vertices as
Gα : i→ iα, i = 1, ..., N (3.3)
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The approximation we now conjecture is
C˜α −→
β→∞
C˜
N∏
i=1
gβ(i, iα) . (3.4)
But we are not going to be precise in what sense the right side approximates the left
side (the type of convergence). We will in fact replace the left side by the right side in
expressions we use from now on. What we desire in a rigorous form of (3.4) is a result
that enables the remaining proof to proceed. We have ideas how to mathematically prove
approximations similar to (3.4) and plan to work on them as the first step in rigorizing
the present paper.
4 The Polymers
Each permutation group element, G, has associated to it in a 1-1 way a partition
of the |Λ| = N vertices, within each subset of the partition being given a specific cyclic
ordering. If S is a subset of the partition with k vertices, then S may be given as
{i, Gi, G2i, ..., Gk−1i} = S (4.1)
for any i in S. S, of course, corresponds to a k-cycle of G. We label the vertices in S by
α1, α2, ..., αk with Gαi = αi+1, i < k, Gαk = α1. To this k-cycle S it is natural from
(3.4) to associate an “activity” eS by
eS =
(
k−1∏
i=1
gβ(αi, αi+1)
)
gβ(α1, αk). (4.2)
We have constructed a “polymer” with vertices, {αi}, and activity, eS. This we call a
“k-polymer”.
We now consider the sum over all possible k-polymers through vertex i, each times
its activity. This leads to a sum
∑
γ2,γ3,...,γk
gβ(i, γ2)gβ(γ2, γ3) · · · gβ(γk−1, γk)gβ(i, γk) (4.3)
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where the vertices i, γ2, . . . , γk are restricted to be distinct. We estimate the sum in (4.3)
to be
∼ 1
(
√
β)d
· 1
(
√
k)d
. (4.4)
We argue this by viewing the sum in (4.3) to be a random walk in d dimensions, with
k steps, and step size ∼ √β. The random walk will then have travelled a mean-square
distance ∼ √β √k and thus in d-dimensions have probability as given in (4.4) to return
to origin, i.
5 Statistical Mechanics of the Trace
For any element, G, of the permutation group we define m(G) to be the number of
cycles in G. Referring to equation (3.1) we find the expression for the trace, Tr(e−βH)
Tr(e−βH) =
∑
α
2m(Gα)C˜α. (5.1)
The factor of 2 associated to each cycle is from the choice of spin up or down. Each vertex
in a given cycle must have same value of spin. (We evaluate the trace in the product of
spin up, spin down bases, as usual.)
We let Gα contain sα(n) n-cycles. Thus one must have
∑
n=1
sα(n) · n = Ld . (5.2)
We play a usual statistical mechanics game of approximating the sum in (5.1) by keeping
only terms with fixed values of the s(n); and then maximizing this subsum of (5.1) over
choices of the s(n). For a given s(n) value we sum over the s(n) choices of n-cycles using
Boltzmann statistics
(Ld)s(n)
s(n)!
·
(
1
(βn)d/2
)s(n)
· 1
ns(n)
. (5.3)
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The factorial arises from the Boltzmann statistics. The Ld factors arise from the choice
of i in (4.3). The middle factors arise from (4.4) and the final factor accounts for the fact
that any of the n vertices in a polymer may be the first vertex i in (4.3).
We write the subsum of (5.1) we’ve approximated and expressed by eµ and in standard
style approximate µ as follows (with s(n) written as s)
µ =
∑
n
[
sd ℓn(L)− (s ℓn(s)− s)−
(
sd
2
)
ℓn(βn)− s ℓn(n) + s ℓn(2)
]
. (5.4)
We use a Lagrange multiplier α to conserve (5.2), and differentiate
d
ds
(µ+ αsn) = 0. (5.5)
Solving (5.5) and (5.2) together one gets
∑
n
1
nd/2
eαn =
1
2
(
√
β)d (5.6)
and
s(n) = 2
(
L√
β
)d
1
n(1+d/2)
eαn . (5.7)
We now restrict the above approximation to the trace onHk. This involves considering
sequences ri(n) satisfying ∑
n
ri(n)n = k (5.8)
with ri(n) satisfying
ri(n) ≤ s(n). (5.9)
The i labels such a sequence of ri(n).
Then
Tr
(
e−βH
)
k
∼=
∑
i
∏
n=1
(
s(n)
ri(n)
)
· eµ . (5.10)
Basically we are selecting ways of choosing which cycles have spin up, and making sure
for each such choice (5.8) holds, so there are total k spins up.
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We again approximate the sum in (5.10) by its biggest term, using a Lagrange mul-
tiplier to uphold (5.8). We let τ be the Lagrange multiplier. We get
r(n) = s(n) · e
τn
1 + eτn
(5.11)
and
∑
n
2
(
L√
β
)d
1
nd/2
(
eτn
1 + eτn
)
= k . (5.12)
6 The Picture
We consider three cases
Case 1 d = 2.
Case 2 d = 3, and β << 1.
Case 3 d = 3, and β >> 1.
In cases 1 and 2 one has the equation (5.6) satisfied with α < 0, s(n) as given by
(5.7). Equations (5.6) and (5.7) are satisfied using only “finite” k-cycles, there are no
“infinite” k-cycles. There is not spontaneous magnetization.
In case 3, to satisfy (5.6) α must be greater than zero. For given such β, as L gets
large one has the following limiting situation:
α = 0 + ε. (6.1)
That is, α→ 0+ as L→∞.
s(n) = 2
(
L√
β
)3
1
n5/2
(6.2)
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for “finite” n, and in addition a single “infinite” k-cycle with k given by
k = N − 2N 1
β3/2
∑ 1
n3/2
. (6.3)
This single “infinite” k-cycle is needed to complement in the sum of (5.6) the contributions
of “finite” k-cycles.
It is perhaps easy for the reader to believe, and even deduce at the level of our
calculations that the presence of the “infinite” k-cycle yields spontaneous magnetization.
Alternatively we may use the arguement of Section 2, picking r satisfying (for β >> 1)
r >>
1
β3/2
∑ 1
n3/2
(6.4)
We have attempted some improvements to the estimates used, particularly in Section
5, but the ones we have considered have not changed the flow of the argument and results
in any meaningful way. We believe the picture we have presented herein is essentially
correct, and that the key test and challenge to completing a rigorous presentation will be
in proving a satisfactory form of (3.4), the central approximation. The remaining steps,
not unremniscent of a Peierls’ argument, may be easier to substantiate.
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