The measurement of anisotropic spin interactions, such as residual dipolar couplings, in partially ordered solutions can provide valuable information on biomolecular structure. While the information can be used to refine local structure, it can make a unique contribution in determining the relative orientation of remote parts of molecules, which are locally well structured, but poorly connected based on NOE data. Analysis of dipolar couplings in terms of Saupe order matrices provides a concise description of both orientation and motional properties of locally structured fragments in these cases. This paper demonstrates that by using singular value decomposition as a method for calculating the order matrices, principal frames and order parameters can be determined efficiently, even when a very limited set of experimental data is available. Analysis of 1 H-15 N dipolar couplings, measured in a two-domain fragment of the barley lectin protein, is used to illustrate the computational method.
INTRODUCTION
Traditional NMR structure determination of biomolecules is based mainly on distance constraints derived from relaxation processes such as NOEs (1) . This approach is limited, however, by the short distances over which NOE interactions are effective. This is a particularly severe limitation when the relationship of remote parts of elongated or loosely connected molecules is at issue. Spin interactions such as residual dipolar couplings that have an inherent orientational dependence, i.e., anisotropic spin interactions, can, in principle, complement NOE data in these situations. However, these interactions normally average to near zero in solution and cannot easily be measured. Recently, the idea of making these spin interactions measurable by introducing a higher degree of order in the systems under study (2) has been extended to macromolecular systems including proteins, first by using the interaction of a high static magnetic field with molecules having large anisotropic paramagnetic susceptibilities (3), then by using similar interactions with molecules having large diamagnetic susceptibilities (4, 5) , and recently by using magnetically oriented liquid crystalline media as a solvent for the molecules under study (6 -9) .
The success of these techniques has led to a growing number of applications (10 -14) . Most applications to proteins have been directed toward structure refinement. It is possible to directly refine a structure against residual dipolar couplings using a simulated annealing protocol (15) if sufficient other sources of structural constraints (such as NOEs) are available, if the order parameters can be estimated by alternate methods (16) , and if it can be assumed that the whole molecule is rigid enough to have a uniform alignment tensor.
This paper demonstrates a method of direct utilization of anisotropic spin interaction data that is based on the determination of the Saupe order matrix (17) for structurally welldefined fragments within a biomolecule. It can be used to establish the relative orientation of rigid units of the molecule, and it can help to determine the order parameters (axial and rhombic components of the alignment tensor) needed for other calculations even when only a small number of dipolar couplings are measured. Use of the numerical method of singular value decomposition to solve for the order matrix elements makes this approach fast, reliable, and easy to carry out. The application of the proposed method is demonstrated using 15 N-1 H dipolar couplings measured in a 15 N-labeled two-domain fragment of the barley lectin protein (BLBC) that has been oriented in a dilute bicelle (6, 18, 19) solution.
THEORY
The most commonly measured anisotropic spin interaction is residual dipolar coupling. For a pair of spin 1 2 nuclei n and m, the general expression describing the splitting due to this interaction is
where ␥ n and ␥ m are the gyromagnetic ratios for the spin 1 2 nuclei, h is Plank's constant, r nm is the internuclear distance, and ⍜ is the angle between the internuclear vector and the external magnetic field. In the above-mentioned systems, the value of D nm is radically scaled down from its maximum static value, D max nm , by rapid internal motions and overall motions as restricted by the anisotropic interaction of the molecule with the bicelles. The angle brackets denote a time average over the motions with time scales short compared to the reciprocal of the splitting.
It is also possible to obtain information on the orientational properties of molecules by measuring chemical shift anisotropy effects. The chemical shift observed in an oriented system differs from the isotropic chemical shift,
, by an anisotropic contribution that can be expressed as:
where ␦ jj are the elements of the diagonal chemical shift tensor and ⍜ j are the angles between the axis of the chemical shift principal frame and the external magnetic field. Once again, the angle brackets denote a time average over motions. It is clear from Eqs. [1] and [2] that D nm and ␦ an are sources of dynamic and structural information through their dependence upon ⍜ and ⍜ j and upon the motional averaging of these quantities. Further, this information is unique in being not only distance dependent, but angle dependent, which makes it a very important tool for obtaining long-range structural information. Although the dynamic information available is highly useful, it also makes the analysis of these anisotropic interactions complicated. A simple approach to obtaining structural and motional information from such parameters is to represent their anisotropic averaging by an order matrix (17, 20, 21) . For a molecule with coordinates defined in an arbitrary Cartesian system, the elements of this 3 ϫ 3 order matrix are
where i denotes the instantaneous orientation of the ith molecular axis with respect to the director (which in the studied case is the direction of the external magnetic field, Fig. 1 ), and k ij is the Kronecker delta. The order matrix is symmetric (S ij ϭ S ji ) and traceless (S xx ϩ S yy ϩ S zz ϭ 0), so it has only five independent elements. By diagonalizing the order matrix, it is possible to reduce the order parameter description to a principal order parameter, S zЈzЈ , and an asymmetry parameter,
The principal order parameter and are straightforwardly related to the axial and rhombic components of the alignment tensor that are used if the dipolar coupling is expressed using a polar coordinate system (16, 22) . The coordinate frame in which the order matrix is diagonal is often referred to as the principal averaging frame or the principal order frame. The transformation matrix that accomplishes this diagonalization relates this principal frame to the initial molecular frame. If the principal order frame happens to coincide with the direction of the dipolar interaction vector, or the frame of the chemical shift tensor, it is clear that the order tensor elements are identical to the angular function in the expression for ␦ an and D nm . In the more general case where we choose an arbitrary molecular frame, the following expressions result:
Here i nm is the angle of the internuclear vector connecting nuclei n and m relative to the ith molecular axis and the ␦ ij n are the elements of the chemical shift tensor in an arbitrary molecular frame of nucleus n. Equation [4] suggests that if the direction cosines of the internuclear vectors in an arbitrary molecular frame are known, it is possible to determine the order parameters, and hence the molecular orientational properties, from just five independent measurements. Equation [5] suggests that if the orientation of the chemical shift principal axis frame and the principal values are known, chemical shift anisotropy (CSA) data, ␦ an n , can be substituted for some of these measurements. CSA data for certain functional groups are readily available from literature (23, 24) . Knowledge of direction cosines of a sufficient number of internuclear vectors or chemical shift tensors in a particular molecular frame is only available if the local structure of a fragment is known and assumed to be rigid. Of course there is always motion, but provided that, within a fragment, all internuclear vector motion is axially symmetric about its mean position and uniform for all vectors, the fragment can be treated as rigid and this motion can be taken into account by a simple scaling factor. This is approximately the case for local N-H bond librations, for example.
In the case at hand, we will assume that the central cores of each of the two domains in the small protein, BLBC, represent an appropriate a rigid fragment. There are numerous noncollinear 15 N-1 H dipolar interactions in each of these cores. In other proteins, secondary structure elements such as helices or beta sheets may constitute appropriate fragments. In the more general case of a polypeptide chain, the peptide plane can be considered as such a rigid structural element. It is possible to measure five independent angular parameters from this unit by expanding the type of the anisotropic interactions we measure, for example, 1 D NH , 1 D NC , 1 D CC , and ␦ an for the carbonyl carbon and the amide nitrogen. The principal frames of the chemical shift anisotropy tensors and the internuclear vectors for these interactions each have a different orientation with respect to the averaging frame, making them nonredundant. It is useful to note that well-defined segments exist in other types of macromolecules. In the case of oligosaccharides, many sugar rings can be assumed rigid and five or more 1 
If a sufficient number of interactions can be measured for each of the two fragments with well-defined structures, and if an order tensor in the molecular frame can be determined for each, then the allowed possibilities for relative orientations of these two fragments can be dramatically reduced. Because the interactions we measure are insensitive to inversion of the director, there will, in general, be four possible orientations for each fragment. However, other constraints such as molecular bonding, help to further reduce the possibilities (25, 26) .
Carrying out an order matrix determination in practice means setting up and solving a system of linear equations of the form A x ϭ b. In our case, A is a matrix composed of the direction cosines of the internuclear vectors and ␦ ij 's. The matrix A and the x and b vectors are defined in Eq. [6] :
where rows containing a reduced dipolar coupling, D red , are obtained from Eq. [4] , and rows with ␦ an are obtained from Eq. [5] after division by D max and 2/3, respectively. The number of equations depends on the number of measured angular parameters, but the number of unknowns is always five.
In the past, solutions to the above equation have been obtained by a simple grid search (27) or a random search (28) for allowed values of the five independent order tensor elements. It is also possible to use a fitting program that minimizes the differences between measured and observed couplings (5). Although these approaches are sufficient for simple cases, they are quite slow if the linear equation system is large, that is, if the number of measured angular parameters is large.
Singular value decomposition (SVD) is a powerful numerical technique for solving systems of linear equations, such as that given in Eq. [6] , and is easy to implement for order matrix calculations. It also has the advantage that it can deal with sets of equations that are close to singular, which would happen if the measured angular data were redundant because of colinearity of vectors. 
It is well known from linear algebra (29) 
decomposition, i.e., as the product of an M ϫ N column-orthogonal matrix U, and an N ϫ N diagonal matrix W, with nonnegative diagonal elements, and the transpose of an N ϫ N orthogonal matrix V. That is,
This decomposition of A allows one to write the inverse of A as
The matrix A is ill-conditioned with respect to inversion if any one of the i 's is zero or very small. In this case, we can set 1/ i to zero, which is equivalent to throwing away the part of the solution space that is most susceptible to roundoff errors. For our matrix equation A x ϭ b, x can be determined using the above decomposition as
If the set of equations has no exact solution, as in an overdetermined linear system (M Ͼ N), the SVD will still produce a solution that will not exactly solve the linear system, but will be the best solution in the least squares sense. Also, SVD can be used for underdetermined (N Ͼ M) systems. In this case one can isolate the subspace about which we have no information (also called the nullspace). The columns of V corresponding to zero i 's then form an orthonormal basis that spans the nullspace. One difficulty encountered in the calculations described above is that experimental uncertainties have to be considered. One way to take this into account is to calculate S ij for several sets of dipole couplings and chemical shift anisotropies that are sampled from Gaussian distributions centered at the measured values with standard deviations depending on the experimental precisions. The calculated S ij values are then multiplied with the A matrix and are only accepted if the predicted D nm or ␦ an n values are within the estimated experimental error. This step is necessary since the SVD method will produce a least squares solution for any set of input data. The width of the resulting distribution of S ij values gives a representation of errors in the derived parameters. Figure 2 shows a flow chart of order matrix calculations done using SVD.
IMPLEMENTATION
The order matrix calculations performed by both random search and SVD were coded using the C programming language. Output visualization was performed using the Xmgr software package (P.J. Turner, v. 3.01). The random number generator and the SVD algorithm were modified from published subroutines (LAPACK, v. 2.0). After each set of order parameters was determined and a symmetric tensor formed from them, the tensor was diagonalized to obtain the principal order tensor components, or order parameters, and a transformation matrix that relates the principal order frame to the initial molecular frame.
Performing the above operation yields a distribution of order parameters and a collection of vectors defining the possible directions of the principal order parameters, S xЈxЈ , S yЈyЈ , and S zЈzЈ , all of which are consistent with the experimental data. To facilitate the visualization of these distributions of vectors, a mapping technique was employed. The equal area pseudocylindrical Sauson-Flamsteed projection (30) is well suited for this purpose (28, 31) .
RESULTS
Application of the proposed method is illustrated using a 15 N-labeled protein, BLBC, a two-domain fragment of barley lectin. The 89-residue BLBC fragment shares approximately 95% sequence homology with wheat germ agglutinin, WGA, which has been the subject of numerous crystal structure studies (32). Previous NOE-based studies of BLBC were not sufficient to determine a high-resolution structure, but they did show the domains to have folds very similar to those seen in the crystal structure of WGA, and they did indicate that the center part of each domain was well structured (33) . More significantly for our purposes, the relative orientation of the B and C domains of BLBC could not be determined because of the lack of long-range restraints. Thus, BLBC is an ideal candidate for the determination of domain-domain orientation using residual dipolar couplings.
To use the order matrix approach, we need a very well defined structure within the core of each domain. The NOE derived structures are not, in themselves, adequate, since they have RMSDs of 1.8 and 1.5 Å, respectively, even for the well-structured regions. Instead, since it has been shown that BLBC and WGA have very similar backbone folds (33), we used the X-ray structure of WGA (32) as the rigid structure from which we calculated the direction cosines in matrix A.
To obtain residual dipolar coupling data, an approximately 0.2 mM protein sample was oriented in a 5% 2.9:1 DMPC: DHPC (dimyristoylphosphatidylcholine/dihexanoylphosphatidylcholine) bicelle solution that has been stabilized by the addition of a positively charged lipid, CTAB (hexadecyl(cetyl)-trimethylammonium bromide) (34) .
1 D NH scalar and dipolar couplings were measured using a quantitative J-correlation experiment ( J NH -HSQC) (35) designed for the accurate measurement of one-bond amide 15 N-1 H couplings in proteins. In this experiment the couplings are encoded in the resonance intensity, reducing the need for high resolution in the indirect dimension. Couplings were measured using this experiment in a bicelle medium at 25°C where the medium is isotropic and only scalar couplings contribute and at 34°C where the medium is oriented and both dipolar and scalar couplings contribute. The dipolar contribution was extracted by taking differences of splittings measured in these two experiments.
Normal HSQC spectra were also collected for the protein in pure water, in the bicelle medium at 25°C where the system is nearly isotropic, and in the bicelle medium at 34°C where the system has undergone the transition to a liquid crystalline state and the protein is partially aligned. Since the appearance of the 1 H- 15 N HSQC spectrum in all three cases is comparable, it is reasonable to assume that the presence of the lipid does not change the tertiary fold of the protein. For the well-structured region of domain B, 16 dipolar couplings were measured. For the well-structured region of domain C, 24 dipolar couplings were measured. These data are presented in Tables 1a and 1b. The measured dipolar couplings range from 0 to 7.5 Hz in absolute value. Experimental precision is estimated to be on the order of 0.2-0.5 Hz.
Order matrix calculations were performed on the data presented in Table 1 using the SVD method with an estimated uncertainty of 2-3 Hz. These increased uncertainty estimates partially account for the fact that in addition to experimental error, uncertainty in our rigid core structures will contribute to the precision of our calculations. Since the singular value decomposition method solves the exact system of linear equa- tions, it is possible to quickly identify dipolar couplings that have uncertainties outside of these bounds. This was accomplished here by counting the number of times that particular data could not be back-calculated to within estimated uncertainty by the common solution and eliminating them if this happens for more than 50% of the cycles. Thirteen out of the 16 measured values for domain B were found to be compatible with the rigid structure, and 21 out of the 24 measured values for domain C were found to be compatible with the rigid structural model. The inconsistencies most likely result from imperfections in the assumed structure or additional motional effects at those sites. It is worth pointing out that most of the poorly fit data result from sites that are at or close to residues that differ between BLBC and WGA ( Table 1 ). The 10,000 cycles required to fully account for uncertainties in the acceptable order matrices (see Theory section) consumed less then 60 s of CPU time on a 150-MHz Silicon Graphics Indy R4400 
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a Secondary structure as determined by high-resolution NMR spectroscopy. For domain B the well structured residues are 59 -81 and for domain C they are 100 -126. b * indicates residues that differ between BLBC and WGA. c The data was collected using a quantitative J correlation experiment (see text). NMR spectroscopy was carried out on a 500-MHz Varian INOVA spectrometer. In the direct dimension, 1024 complex points were collected with a spectral width of 6000 Hz; 70 t 1 increments with a corresponding spectral width of 2000 Hz were collected in the indirect dimension. For each t 1 increment, 32 transients were collected per FID, and four FIDs were stored per t 1 increment. The constant time delay was set to 64.516 ms, which is optimized for J ϭ 93 Hz. A 2-s recycle delay and an acquisition time of 170 ms were used.
d No indicates residues from which the measured residual dipolar coupling was not consistent with rest of the data (see text). a Secondary structure as determined by high-resolution NMR spectroscopy. For domain B the well structured residues are 59 -81 and for domain C they are 100 -126.
b * indicates residues that differ between BLBC and WGA. c The data was collected using a quantitative J correlation experiment (see text). NMR spectroscopy was carried out on a 500-MHz Varian INOVA spectrometer. In the direct dimension, 1024 complex points were collected with a spectral width of 6000 Hz; 70 t 1 increments with a corresponding spectral width of 2000 Hz were collected in the indirect dimension. For each t 1 increment, 32 transients were collected per FID, and four FIDs were stored per t 1 increment. The constant time delay was set to 64.516 ms, which is optimized for J ϭ 93 Hz. A 2-s recycle delay and an acquisition time of 170 ms were used.
d No indicates residues from which the measured residual dipolar coupling was not consistent with rest of the data (see text).
FIG. 3. (a)
Possible orientations of the axis of the principal averaging frame that corresponds to S zЈzЈ (director). The mapping frame for both domains is the molecular frame of the X-ray structure. If the relative orientation of the two domains determined from the residual dipolar couplings was the same as in the X-ray structure, the possible director orientation for the two domains should overlap. For domain B, there are two possible orientations of the director, since it is not possible to distinguish between ϩz and Ϫz. For domain C, there are four possible orientations of the director, which shows that this domain is highly rhombic. (b) Distributions of S zЈzЈ and for both domains.
computer. The same calculation using the random search approach (28) required several hours of CPU time.
The above calculation resulted in approximately 2000 acceptable order matrices for domain B and 1500 for domain C. Figure 3A illustrates the direction for that axis of the principal averaging frame that corresponds to S zЈzЈ , for both domains, in the molecular frame of the crystal structure. Figure 3B presents the distributions of S zЈzЈ and for each domain. Note that there are two sets of solutions for domain C. This occurs because ϭ 1.0, and the choice of orientation of the z and y axes becomes arbitrary. It is clear from Fig. 3A that the clusters are, in fact, 90°apart.
Since the domain structures were constrained to the domain structures of WGA, and since a common coordinate frame was used for both domains, coincidence of the principal ordering frames of the two domains provides a test for consistency with domain orientation as found in the crystal structure. In Figure  3A the representations of director orientations do not overlap, even given the degenerate representations for domain C. In other words, the director orientations appear quite different when viewed from the perspective of each domain. It is therefore obvious that the relative orientation of the two domains of BLBC must be different from that determined by X-ray crystallography of WGA. One can, in principle, generate a structure consistent with the experimental data by rotating the domains to achieve a common ordering frame (Fig. 4) . This common frame should be determined in such a way that axes with order parameters of the same sign and similar magnitude coincide. An allowed structure is depicted in Fig. 4B .
The picture in Fig. 4B is, however, a significant oversimplification of the situation. In addition to determining the principal averaging frame, the above calculations return values of the principal order parameters that are consistent with the data. Figure 3B shows that while S zЈzЈ is similar for domains B and C (0.00025), is broadly distributed about 0.6 in domain B and it is near 1.0 in domain C. The distributions of calculated order parameters shown in Fig. 3B do overlap to some extent, allowing for the possibility that the two domains are ordered by the same forces and behave as a single rigid entity. However, additional experiments show that even small variations in ordering conditions force a more severe divergence of principal order parameters, suggesting that the two domains of BLBC diffuse independently. This complex behavior is the subject of a forthcoming detailed study of the structure and dynamic properties of BLBC.
CONCLUSION
In this work, we have shown that using singular value decomposition as a method for determining the Saupe order matrix is a fast and easy way to interpret anisotropic spin interactions, such as residual dipolar couplings. Although local structural information is required for the described method, a useful calculation can be performed using as few as five, and in some cases even fewer, measured couplings. When the local structure of a molecular fragment is known, it might also be the method of choice for determining the alignment parameters, D a and R, required for further structural refinement using simulated annealing (15) . Other methods that have been proposed for the determination of these order parameters (15, 16) depend on observing a large number of couplings to discern the distribution of couplings. In cases of limited data, especially with high rhombicity ( near 1.0), these methods can become inapplicable.
FIG. 4.
(A) Domain-domain orientation of the domains B and C in the barley lectin protein fragment BLBC based on the crystal structure of WGA. Representative principal averaging frames for both domains are also shown. (B) A possible domain-domain orientation of the domains B and C, based on orientational constraints derived from residual 15 N-1 H dipolar couplings. The structure was obtained by selecting a principal averaging frame for both domains so that the corresponding values were comparable ( ϳ 0.7). After this, the molecular frames of the two domains were reoriented in such a way that the principal averaging frames coincided.
