E is an extension of C++ designed for writing software systems to support persistent applications. Originally designed as a language for implementing database systems, E has evolved into a general persistent programming language E was the first C++ extension to support transparent persistence, the first C++ implementation to support generic classes, and remains the only C++ extension to provide general-purpose lterators, In addition to its contributions to the C + + programming domain, work on E has made several contributions to the field of persmtent languages in general, including several distinct implementations of persistence. Thm paper describes the main features of E and shows through examples how E addresses many of the problems that arise in building persistent systems. , which allows a database implementor (DBI) to produce a customized query optimizer from a set of rules describing a given query algebra.
MOTIVATION
In the mid-1980's, several database research groups, responding to the needs of a variety of emerging applications, began to explore "extensible database systems" [9, 15, 16, 44, 49] . Although different groups have different notions of what "extensible" means, a common desire is to support a high degree of flexibility for customizing the database system to the user's application. Such flexibility is mostly lacking in today's commercial systems, and attempts to provide it through added software layers experienced severe performance penalties [Care85] . These experiences prompted researchers to explore system architectures which could be extended easily and without loss of perfor-mance. For example, in an extensible DBMS, it should be easy to augment the collection of "base" types with new user-defined types. 1 The EXODUS project at the University of Wisconsin has been exploring a toolkit approach to extensibility.
The software tools simplify the construction of customized database systems as well as the extension of these systems once they have been built. The first component of the EXODUS toolkit is the EXODUS Storage Manager [14] . It provides basic support for objects, files, and transactions.
Next is the E programming language and its compiler. This paper describes the E language design; various approaches to the implementation of E are described in Richardson , which allows a database implementor (DBI) to produce a customized query optimizer from a set of rules describing a given query algebra.
E was originally intended as the language in which to write database system code, that is, abstract data types (eg., time), access methods (eg., grid files), and operator methods (eg., hash join) were all to be written in E. E was also intended as a target language for schema and query compilation, with user-defined schemas being translated into E types and user queries into E procedures [12, 39] .
The difficulty in building a DBMS in a conventional systems programming language (eg., C) derives from several factors. First, the DBI must write code whose primary task is to manipulate shared data on secondary storage. A significant portion of the total system code is therefore devoted to interacting with the storage layer, eg., calling the buffer manager to read a record. Second, the DBI must write code for operators and access methods without knowing a priori the data types on which they might operate. For example, the DBI cannot know that some user will eventually want to build an index, keyed on area, over a set of polygons. Finally, the DBI must build a query processor that converts queries posed by end users into a form that the system can execute. This translation is greatly simplified if the basic operators can be written in a composable manner.
These and other influences led to the design of the E language. While the original goals are still clearly evident, E has evolved into a general purpose language for coding persistent applications.
E is an extension of C + + [56, 18] providing generator classes, iterators and persistent objects. C + + provided a good starting point with its class-based data abstraction features and its expanding popularity as a systems programming language. Parameterized types in the form of generator (or generic) classes were added for their utility both in defining database container types, such as sets and indices, as well as in expressing generic operators, such as select and join. Iterators were added as a useful programming construct in general, and as a mechanism for structuring database queries in particular. Both generators and iterators .
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were inspired by CLU [32] . Persistence-the ability of a language object to survive from one program run to the next-was added because it is an essential attribute of database objects. In addition, by describing the database or object base in terms of persistent variables, one may then manipulate it directly using expressions within the E language.
Two factors influenced the way in which E's extensions were added to C + +. The first was the desire to maintain upward compatibility, that is, that E should be a strict superset of C + +. Originally, we were forced to make a small compromise in order to support generator classes: in E, nested class definitions follow nested scope rules, while nested class definitions were exported to the global scope in versions In C++ v.3.0, a class created from a template can serve as a base class for further subtyping. Furthermore, a template class T1 may inherit from a contemplate class C or from another template class T2. In the former case, any class instantiated from T1 becomes a subclass of C. In the latter case, any class instantiated from T1 becomes a subclass of one instantiated (automatically) from T2 with the same parameters. For example, in C + + v.3 .0, we can define Set < T > to inherit from Collection < T > , so that for a specific type T', Set < T' > is a subtype of Collection < T' >. Similar to C ++, E allows a class instantiated from a class generator to serve as a base class for further subtyping. E also allows a generator class to inherit from other types or generics, thus supporting the incremental definition of generic types. Unfortunately, E does not define any subtype relationships between types instantiated from such classes. From a language design standpoint, this is certainly a flaw; fortunately, it has not proved to be a problem in practice. On the other hand. E's support for constraints on class parameters has been very useful. Finally, E's implementation of generics in terms of shared, generic code has allowed us to write large, separately-compiled generic modules (eg., a B + tree index). Such large packages would have been impractical with a macroexpanding implementation. Generator classes were designed and implemented prior to the appearance of the C + + template design [57] . Thus, E diverged from C + + in this respect. Later, while templates were still only a design, we were content to continue. Now that templates are finally available, however, we have had to reconsider. Despite the relative strengths of E's generator design and the possibility of correcting its flaws, we currently plan to drop generator classes in favor of templates when we move to version 3.0. Clearly, it would be a mistake to support both generators and templates, as the result would likely be impossible to understand or to maintain. Equally clearly, the C + + community is going to become familiar with templates and will be (justifiably) reluctant to program in E if they are required to switch to generators. Given these realities, adopting C + + templates in future releases of E seems like the best choice.
DB TYPES AND PERSISTENCE
In the discussion so far, we have described langaage extensions in E that allow the programmer to process sequences of values and to define parameterized types. Both features are important for database-style programming. However, the data objects available to the program thus far are still volatile objects whose lifetimes are bounded by a program run. We now introduce the features of E that allow a program to create and use persistent objects and thus to describe a database or object base, together with its operations, strictly within the language. The Design of the E Programming Language Any type definable in C++ can be analogously defined as a db type. Db types are used to describe the types of objects in the database, ie., the database schema. However, not every db type object is necessarily part of a database; db type objects may also be allocated on the stack or in the heap. We will shortly convert the binary tree class into a db type.
Let us informally define a db type to be:
(1) one of the fundamental db types: dbshort, dbint, dblong, dbfloat, dbdouble, dbchar, and dbvoid. Fundamental db types are fully interchangeable with their nondb counterparts, eg., it is legal to multiply an int and a dbshort, assign a dbint to a float, etc.
(2) a dbclass (or dbstruct, or dbunion). Every data member of a dbclass must be of a db type. The argument and return types of member functions may be either db or nondb types.
(3) a pointer to a db type object. The usual kinds of pointer arithmetic are legal on db pointers, and casting is allowed between one db pointer type and another. It is not possible to convert a db pointer into a normal (nondb) pointer, nor into any nonpointer type (eg., int).
(4) an array of db type objects. As in C or C + +, an array name is equivalent to a pointer to its first element.
(6) a reference to a db type object.
The persistent Storage Class
Having db types allows the E programmer to define the types of objects in the database. The persistent storage class provides the basis for populating the database. If the declaration of a db type variable specifies that its storage class is persistent, then that variable survives across all runs of the program and across crashes. A simple example is a program that counts the number of times it has ever been run: persistent dbint count= O; main( ){printf(''This program has been run %d times.", count++ ); } Here, the integer count is a persistent variable whose initial value is set to O. Each time the program runs, it prints the current value of count and then increments it. Note that there are no explicit calls to read or write count, and there are no references to any external files; I\O is implicit in the program. The great convenience of language support for persistence is that it allows the programmer to concentrate on the algorithm at hand rather than on the details of moving data between disk and main memory [3] .
In the first implementation of persistence, the E compiler interacted with the runtime system to reserve a storage location for the object; this address was compiled into the code as a constant [41] . The current implementation uses a more flexible scheme that defers binding to a storage location until The Design of the E Programming Language . 515
Note that a collection in E is similar to a typed heap in that objects are allocated and deallocated in them, rather than inserted or removed. Since an object can exist in only one collection, some tasks can be slightly awkward. For example, to simulate the object's appearing in another collection C, we would have to declare C as a collection of pointers. However, this design is in keeping with the purpose of E: to be a low-level language supporting the implementation of higher-level data models. For example, a class extent in a higher-level data model could be implemented as a collection of objects, while sets could be implemented as collections of pointers.
Physical
Clustering.
When objects are stored on disk, their locations relative to one another can have a significant impact on overall performance. Generally speaking, objects that will be used together should be stored together if possible. The second new argument, which is optional, allows the programmer to communicate physical clustering hints to the storage layer. The second new in the example above requests that the new person (Toby) be created near the object referenced by pl (Jane).g In general, the second argument to new may be any pointer-valued expression, and the referenced object need not be of the same type nor in the same collection as the newly created object. It is up to the implementation of the underlying storage layer to determine what "near" means, and at worst, the hint will be ignored. In the current implementation of the EXODUS Storage Manager, the search for a nearby location begins on the same disk page if the objects are allocated in the same collection, and on the same disk cylinder otherwise [14].
Scanning
Collections.
The collection generator class has an iterator member function, scan( ), for scanning all of the elements in a collection. This iterator returns a sequence of pointers to the objects in the collection. The following example processes all of the people in Madison:
iterate(person * p = Madison. scan( )){... } Note that even though a collection of T may contain objects of a subtype of T, a scan always returns T pointers. For example, the preceding scan always yields a person*, although some instances in the collection might be of type student. The introduction of multiple inheritance in C + + v.2.O posed some challenges in the implementation of collection scans. The challenges stem from the fact that an E collection is implemented as an EXODUS Storage Manager file, which only records the OIDS of the objects that it contains. A file scan thus produces a pointer to the beginning of each object. However, this is not necessarily the correct pointer to return to the E program. For example, suppose class C has supertypes A and B, and we create a C object in .
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a collection[Bl. Now suppose that we scan the collection, obtaining a B pointer to each object in turn. When the scan encounters the C object, the returned pointer must be adjusted to refer to the "B part" of the object. Mechanisms to accomplish this and to handle virtual base classes have been implemented.l" Note that the existing C++ mechanism for moving up the type hierarchy (in which the compiler inserts code to adjust the pointer) does not apply in this situation, as it is not known until runtime that a particular object returned by the scan is actually of type C.
Destroying
Objects and Collections.
The usual C + + delete operator may be used to remove an object from a collection. For example, we can delete Toby (in the previous example) with:
If the object's type has a destructor, the destructor will be called first and then the object will be destroyed.
If a collection is destroyed, the objects that it contains are also destroyed, If the collection contains objects of a class having a destructor, then the destructor will be invoked on each object before the collection is destroyed. Assume that we wish to delete Madison, which is a collection [person] .
Conceptually, this process involves the following steps:
iterate(person * p = Madisonscan( )){delete p; } /* now destroy the empty collection . . . * / For performance reasons, however, our implementation does not actually destroy the objects individually.
Rather, the destructor calls reinitialize each object, and then the entire collection is destroyed en masse.
The semantics of persistent object destruction parallel those of volatile object destruction and consequently inherit all of the same problems. In particular, dangling references are possible. Since the storage layer never reuses object ids, however, we prevent the worst effect of dangling references, ie., the overwriting of random data. Other problems associated with explicit deletion, such as creation of garbage, are not addressed by our design. C + + relies on destructors to ensure proper cleanup when an object is deleted. In designing E, we elected to extend the existing semantics to persistent objects rather than attempting to define implicit deletion semantics for C ++.
The Binary Tree Example Revisited
Let us now (finally) reimplement our binary tree example as a db type. Unlike the previous incremental examples, here we reproduce the entire 10 The offset of the B part M stored in the object header (provided by the EXODUS Storage Manager), and the scan lterator adjusts the pointer by this amount before returning it to the client, If B is a virtual base class, then the object header contains the offset of the virtual base pointer within the object, m which case the scan iterator retrieves the pointer out of the object itself and returns it. In either case, the appropriate B part must be unambiguous or else an error will be reported by the compiler when it processes the new statement Figure 8b shows the binary tree class. In order to define this class, we must first instantiate two new classes which we will then use. The class btn is binaryTreeNode instantiated with the same parameters as for binaryTree, ie,, this is a nested instantiation as described in Section 4. Next, btnSet is instantiated as a type of collection containing btn nodes. The binary tree itself is now represented as allNodes, a collection containing the nodes, and root, a pointer to the root node. On an insert, the new node is allocated in the tree's collection. Other changes to the binary tree class parallel those made for the node class, ie., the use of type parameters, and the definition of search as an iterator.
Finally, Figure 8C shows an example using a persistent binary tree index. This program builds an index over students keyed on grade point average (gpa). Since the students must persist, we first define school as a collection of students, and we declare a persistent instance, UWmadison, of this type. We then define a comparison routine for floating point numbers, and we use this routine, along with the types student and dbfloat, to instantiate a specific index type. Next we declare a persistent index, gpal ndex. Finally, the main program shows examples of creating a new student and adding the corresponding index entry and of iterating over all students with a given gpa.
Implementing a Disk-Based Index
The binary tree example developed in this paper is clearly hinting at the implementation of "real" database index structures, eg., B + trees, in which each node contains many keys. In defining such structures, an essential constraint is that each index node must fit on one disk page and must make maximal use of the space on that page. If we define the node type as a generic class, then the number of keys that will fit on a page varies with the specific key type. One approach is to define the generator with a constant parameter, as we did in the stack example of Section 4. However, this approach forces the user of the class to compute the maximal number of keys for each instantiation.
An easier approach is to make use of the fact that within a generator, the expression sizeof(T), where T is a type parameter, is treated as a constant and may be used in declaring array bounds. For example, assume that PAGESIZE is a constant giving the size of a disk page in bytes. In Figure 9 , we have outlined the definition of a simplified generic class describing leaf nodes in a B + tree; each node is to contain an array of key-pointer pairs where the number of array elements is the maximum that will fit on one page. Like the binary tree example, this class is parameterized by the key and entity types and by the key comparison routine. For convenience, we have defined an The binary tree nude clam. auxiliary type, kpp, for key-pointer pairs; the tree node is an array of these structures.
Note that since kpp is defined in terms of class parameters, it is also a generic type, and it is implicitly instantiated with each instantiation of BTreeLeaf. We then define two macros for convenience. The amount of usable space on a page is the size of the page minus any overhead for control information; in this simple example, the only control data is an integer giving the current number of entries in the array. Finally, the maximum number of ACM TransactIonson ProgrammingLanguagesand Systems, Vol. 15,No.3, July 1993. array entries is the amount of available space divided by the size of an entry, ie., by sizeof(kpp).
The data member, kpPairs, is then defined to be an array whose dimension is this maximum. [59], Reachability is perhaps a more convenient mechanism for the programmer, who no longer needs to worry about persistent objects containing dangling references, e.g., to a reclaimed volatile object. l[t also allows greater flexibility in that a program can decide whether an object should become persistent after it already exists. In E, a volatile object can be "made" persistent only by copying its value into a persistent object.
Comparison
We elected not to base E's persistence on reachability for several reasons. As mentioned earlier, we first envisioned E as being a target language for the compilation of higher level data models. We felt that in such a language, the persistence of a given object should be an explicit property rather than an implicit side-effect of being part of a particular data structure. Perhaps a more compelling reason (for E) is that reachability fits most naturally into a garbage-collected language. That is, the reachability traversal for determining persistence requires the same information as that for garbage collection. Because E is an extension of C++, basing E's persistence on reachability would have required that database types (at least) be quite different from their C + + counterparts, something that we wanted to avoid. For example, we would probably have had to disallow persistent unions ( persistence, made the runtime heap the basis for persistence, Any object reachable from a distinguished "database root" pointer would persist. However, the persistent heap had no notion of a collection of objects; such a collection would have to be coded explicitly as a persistent data structure. E takes an intermediate approach. Like the DBPL's, a given collection stores a specific type of object, and there are facilities for processing all of the objects in a collection. Like PS-Algol, there are no restrictions on the type of object that maybe persistent (except that it must be a db type); for example, one may define collections of collections. E does not provide an implicit persistent heap, however; the dynamic creation of a persistent object in E requires the specification of a collection in which to create the new object.
Another popular approach to persistence is to support class extents. An extent is the set of all instances of a class; when an instance is created, the system automatically places the object within the proper extent. Programs can then use class extents to form the basis of queries. Most systems that support extents also define inclusion semantics for subtypes, so the extent of a class includes the extents of all subclasses. A query over an extent may specify whether or not to include subclass extents. Extents are a simple, convenient, and fairly natural way to add persistence to an object-oriented !anguage, especially if one is focusing on database applications.
In fact, extents maybe seen as an extension of relational DBMS semantics: just as a relation defines both a tuple type and all existing tuples, so does a class define an object type and all existing instances. However, we
The Design of the E Programming Language did not feel that extents were appropriate for E, since they associate persistence with types rather than with instances. In a general-purpose implementation language like E, we wanted to be able to implement extents if desired, but not to force them in all cases. 6 . DISCUSSION So far, we have presented the design of the E language and have shown examples of its use. Of course, the true test of a language's practicality is in its implementation and actual use. We have built several E compilers, and we This experience has revealed the language's weaknesses as well as its strengths, and it uncovered some interesting implementation challenges. In this section, we describe some of the more interesting issues. A detailed evaluation of E will appear in a forthcoming paper.
Language
Design Issues 6.1.1 Naming Persistent Objects.
The idea of defining a new storage class struck us as a very clean approach to extending C + + with a persistence mechanism. Just as an auto variable lives for one procedure invocation, and a static variable lives for the lifetime of a process, a persistent variable was to live across processes, as a kind of "super" static object. Under this definition, the name of a persistent variable is not merely a handle for some object in the persistent store, but it is actually a denotation of the object itself. In retrospect, this approach has drawbacks in the area of name space management.
Since the names of all top-level persistent objects are variable names, the name space seen by an E program must obey C + + scope rules. The sufficiency of these rules for writing large nonpersistent applications is questionable, and they are even more restrictive for organizing a large database. For example, sharing can be hampered by the fact that a program cannot include two persistent variables (from two different E modules) that have the same name, just as clashes in transient global variable names are disallowed. Similarly, long term program evolution is hampered since it is not currently possible to change the name of a persistent E object once it has been created. Finally, writing general-purpose code can be impeded by the early binding of names to objects, although the use of procedures can largely alleviate this problem.
While it is possible to circumvent most of these problems, doing so requires a fair amount of foresight and care when developing a large E program. An alternative would have been to separate the names of objects in the persistent store from the names used in the program text. For example, we could have chosen to limit persistent variable access to pointer traversals, requiring pointer variables to be bound to specific objects via runtime calls (similar to opening a file). Our feeling was that adding persistence as a storage class was more natural, somehow; moreover, it doesn't prevent E programmers from simulating the latter approach by building and using a directory class to manage the name space of persistent objects dynamically.
Orthogonality.
One of the more controversial design points was our decision to give E a "two-headed" type system, rather than simply to introduce persistence as an orthogonal property of all types. Orthogonality is, after all, often cited as a desirable feature of a persistent language [3, 4], and some users of E have complained about its dual approach [23] . The motivation for E's use of db types stems both from philosophy and implementation concerns. The Design of the E Programming Language
. 525 those objects that persist and those that are volatile. For example, lock tables and transaction descriptors are definitely not persistent, while objects in the database definitely are. The "db" attribute of a type distinguishes between objects that may be persistent and those that are definitely volatile. We note that O++, which was designed more recently than E, makes a similar distinction [1] . The separation of normal types from db types also has a strong grounding in performance considerations.
Those same system resources that are known to be volatile (eg., those mentioned in the previous paragraph) are often the ones that are accessed with the highest frequency. If every object reference might be a persistent reference, then every access must check that the needed object is in memory. 11 Even if the check costs only one boolean test, we might still significantly increase the cost of accessing these critical system resources. In E, accesses to nondb type objects suffer no loss of performance over the same accesses in C + -t.
In addition to the cost of a pointer dereference, another factor in our decision to introduce db types was the representation of pointers. On a VAX, a pointer is 32 bits, giving an address space of approximately 4 GB. However, databases are already exceeding this limit and, in fact, are moving into the terabyte range. If persistence were orthogonal to all types, then we would be faced with several not very appealing alternatives.
We could make all pointers 32 bits, and thus guarantee that E would already be obsolete for real world applications.
Alternatively, we could make all pointers be "large enougW for our projected needs. In the current implementation, E uses the EXODUS Storage Manager [14] as its persistent store, so every E pointer involves an EXODUS object id (12 bytes) plus an offset (4 bytes). Thus, this approach would quadruple the space needed, and also the copying cost, for every pointer; neither would be desirable from the standpoint of achieving good program performance [40].
Implementation Issues
While the preceding sections discussed issues related to the language design, in this section we turn our attention to shortcomings in its implementation. As we shall see, these problems stem largely from the C/Unix model of creating and running programs, a model which we attempted to preserve in E. It has become all too apparent that this model is insufficient for supporting a persistent language and that an integrated programming environment is needed. These issues extend well beyond the scope of our original intentions in designing E. Thus, our implementation provides only a partial solution to the type identity problem, a solution based on computing a hash value from the class definition.
An approximation to type identity is achieved in this way, without environment support, since the same class definition will hash to the same value in different compilations. When a persistent class instance is created, the class's hash value is stored in the object, later identifying the object's type during method dispatch. Of course, hash collisions are possible, though extremely unlikely;
an E program that includes two classes with the same hash value simply terminates itself at startup time. While we considered several alternative designs, this one seemed to be the best initial compromise.
Type Availability.
While computing hash values provides an initial solution to the type persistence problem, there is another related issue that it does not address. The problem is that it is possible for a program to encounter an object whose type was not known when the program was compiled. To see how this problem arises, let us first consider the implementation of C + +. Here, it is assumed that every object encountered by a program was created by that program. As a result, for every type of object encountered, there is at least one module of the program (ie., the one that created the object) that knows about its type. The Design of the E Programming Language . 527 then assume that both the method dispatch table (vtbl) and the method code itself are somewhere in the program's address space. Unfortunately, these assumptions can break down in the presence of persistence. Suppose we have a persistent graph, G, whose nodes are of type T1. Suppose that we write a program PI that traverses G, invoking a virtual function on each node. In order to compile Pl, we need only include definitions for T1 and its base classes (if any). Now suppose we write another program P2 that defines T2 as a subtype of T1 and adds a T2 node to G. If we then run PI, the program will terminate with an error when it invokes the virtual function on the new node. Note that this is not a type error; T2 is a subtype of Tl, and the invocation is legal. The problem is that neither the vtbl for T2 nor any of T2's methods are available to PI.
As was the case with type persistence, the root of the problem lies not in the language design itself, but in the language's implementation within the context of an environment that does not adequately support persistence. Providing such support would involve a significant amount of effort. Programs would have to become objects in the database, and an execution would involve incremental dynamic linking of method code. The environment would have to track dependencies between programs and the persistent objects they create. Tools would have to be provided to allow users to build, execute, debug, and evolve programs within the environment. This, in turn, would require us to define a model of programs and the programming process. While these are all very interesting and important problems, they fall far outside the scope of the EXODUS project. Thus, at least for the present, maintaining E programs under Unix can sometimes be awkward.
Transactions.
The first implementations of E had only a primitive notion of transaction.
Each program run constituted one transaction. Current support is somewhat better: library calls are available to begin, commit, or abort a transaction.
These calls are supported by the current implementation of the EXODUS Storage Manager, which provides atomic, recoverable transactions. The persistent data touched by a transaction is locked in a two-phase manner, and recovery is provided via write-ahead logging. At present, a program is limited to executing a series of independent, flat transactions; in the future, we may provide nested transactions.
We 
