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Abstract
In this paper, a real symmetric and per-antisymmetric matrix is constructed with prescribed
eigenvalues in its principal submatrices obtained by deleting some central rows and columns. A
related inverse eigenvalues problem for the rank-one modification of real symmetric matrices
is considered.
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1. Introduction
The standard diagonal of a matrix is its upper-left to lower-right diagonal. We refer
to the lower-left to upper-right diagonal as the skew-diagonal. Throughout this paper,
we use T to denote the standard transpose and use F to denotes the flip-transpose
which flips a matrix across its skew-diagonal. Let A = (aij )sn, then AT = (aji)ns ,
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AF = (an−j+1,s−i+1)ns . A is symmetric (antisymmetric) iff AT = A(AT = −A); A
is persymmetric (per-antisymmetric) iff AF = A (AF = −A); A is bi-symmetric (bi-
antisymmetric) iff A is both symmetric and persymmetric (both antisymmetric and
per-antisymmetric). By Rn we denote the real n-vector space and Rn×m the set of
n×m real matrices. We denote by In the identity matrix of order n, and by Jn the per-
mutation matrix of order n containing the units in the skew-diagonal, i.e. In = (δij )nn,
Jn = (δi,n−j+1)nn. We simply use I or J if this will not lead to misunderstanding. It
is obvious that J T = J, J 2 = I .
Matrices with more than one symmetry are common in science and engineer-
ing. The eigenproperties of these matrices have been studied by many authors [3,7–
9]. In [10], an inverse eigenvalues problem for bi-antisymmetric matrices has been
considered. In the present paper, we are going to construct a symmetric and per-
antisymmetric matrix from given spectrum data. This inverse problem looks like that
in [10], but there are some essential differences especially when the order of matrices
is odd.
This paper is organized in following way: In Section 2, the spectral properties
of symmetric and per-antisymmetric matrices are studied. In Section 3, an inverse
eigenvalues problem for the rank-one modification of real symmetric matrices is
considered. Although this problem is introduced for the purpose of the proof of our
main result, it has applications in modified eigenvalue problems [1,4]. In Section 4,
the real symmetric and per-antisymmetric matrices are constructed which have the
specified spectral data in the principal submatrices obtained by deleting some central
rows and columns.
2. Properties of real symmetric and per-antisymmetric matrices
Lemma 1. AFsn = JnATsnJs, (AF)F = A, (A+ B)F = AF + BF, (AB)F = BFAF.
Lemma 2.
[
A B
C D
]F
=
[
DF BF
CF AF
]
.
Lemma 3. (i) AF = −A iff (JA)T = −JA, (AJ )T = −AJ. (ii) AF = −A iff there
exist antisymmetric matrices B, C so that A = JB, A = CJ.
Lemmas 1–3 were proved in [10].
Lemma 4. If A is symmetric and per-antisymmetric and λ is an eigenvalue of A
with corresponding eigenvector x, then −λ is an eigenvalue of A with corresponding
eigenvector Jx.
Proof. From Ax = λx and AF = −A, AT = A, we have A(Jx) = −AF(Jx) =
−(JATJ )(Jx)= −JAx= −J (λx)= (−λ)(Jx). It follows that−λ is an eigenvalue
of A with corresponding eigenvector Jx. 
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Lemma 5. The matrix A of order 2m is symmetric and per-antisymmetric if and only
if A can be presented as
A =
[
B −CJ
JC −JBJ
]
. (1)
The matrix A of order 2m+ 1 is symmetric and per-antisymmetric if and only if A
can be presented as
A =

 B α −CJαT 0 −αTJ
JC −Jα −JBJ

 , (2)
where B and C are m×m matrices with BT = B,CT = −C.
Proof. SupposeA is a symmetric and per-antisymmetric matrix of order 2m, partition
A as
A =
[
A11 A12
A21 A22
]
, (3)
where every submatrix is a matrix of order m. By AT = A, we have AT11 = A11,
AT21 = A12. ByAF = −A, we haveAF11 = −A22,AF21 = −A21. According to Lemma
3, there exists an antisymmetric matrix C so that A21 = JC. Let A11 = B, then B is
symmetric and A22 = −AF11 = −BF = −JBTJ = −JBJ , A12 = AT21 = (JC)T =−CJ , thus A have the form (1). Eq. (2) can be shown in a similar way. Conversely,
if A have form of (1) or (2), then AT = A is obviously true and we can verify that
AF = −A by Lemma 2 and Lemma 1. 
Lemma 6. (i) The eigenvalues of a symmetric and per-antisymmetric matrix A of
form (1) are the square roots of the eigenvalues of (B + C)T(B + C).
(ii) The eigenvalues of a symmetric and per-antisymmetric matrix A of form (2)
are the square roots of the eigenvalues of (B + C)T(B + C)+ 2ααT and 0.
Proof. (i) ForA =
[
B −CJ
JC −JBJ
]
, letU = 1√
2
[
I I
J −J
]
∈ R2m, thenU is ortho-
gonal and
UTAU =
[
0 B + C
B − C 0
]
=
[
0 B + C
(B + C)T 0
]
.
So the characteristic polynomial of matrix A is
fA(λ)= |λI2m − A| =
∣∣∣λI2m − UTAU
∣∣∣ =
∣∣∣∣ λI −(B + C)−(B + C)T λI
∣∣∣∣
=
∣∣∣λ2I − (B + C)T(B + C)∣∣∣ .
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Taking account of Lemma 4, the conclusion follows.
(ii) For A =

 B α −CJαT 0 −αTJ
JC −Jα −JBJ

, let U = 1√
2

I 0 I0 √2 0
J 0 −J

 ∈ R2m+1,
then U is orthogonal and
UTAU =

 0 0 B + C0 0 √2αT
B − C √2α 0

 =

 0 0 B + C0 0 √2αT
(B + C)T √2α 0

 .
The characteristic polynomial of A is
fA(λ)= |λI2m+1 − A| =
∣∣∣λI2m+1 − UTAU
∣∣∣
=
∣∣∣∣∣∣
λI 0 −(B + C)
0 λ −√2αT
−(B + C)T −√2α λI
∣∣∣∣∣∣ .
Taking the determinant of the both sides of the following equation

 I 0 00 1 0
λ−1(B + C)T √2λ−1α I



 λI 0 −(B + C)0 λ −√2αT
−(B + C)T −√2α λI


=

λI 0 −(B + C)0 λ −√2αT
0 0 λI − λ−1(B + C)T(B + C)− 2λ−1ααT

 ,
whenλ /= 0 gives thatfA(λ) = λ
∣∣λ2 − (B + C)T(B + C)− 2ααT∣∣, and this is obvi-
ously true when λ = 0. Therefore, by Lemma 4, the eigenvalues of A with form (2)
are the square roots of the eigenvalues of (B + C)T(B + C)+ 2ααT and 0. 
3. The inverse problem for the rank one modification of real
symmetric matrices
Let A ∈ Rn×n be symmetric and ρ ∈ R, u ∈ Rn. We refer to matrix A+ ρuuT as
the rank one modification of the matrix A. Bunch et al. [1] and Golub [4] studied how
to compute the eigensystem of A+ ρuuT from those of A. It has applications in the
computation of symmetric eigenvalue problem and singular value decomposition [5,
p. 461]. Now we consider the inverse problem: for given symmetric matrixA ∈ Rn×n
and positive number ρ, find u ∈ Rn so that A+ ρuuT has prescribed eigenvalues
{λi}ni=1. The following result will be used in the proof of Theorem 3.
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Theorem 1. Let A ∈ Rn×n be symmetric and have eigenvalues µ1  µ2  · · · 
µn. Let {λi}ni=1 be set of real numbers satisfying
µ1  λ1  µ2  · · ·  µn  λn. (4)
Then for given ρ > 0, There exists u ∈ Rn so thatA+ ρuuT has eigenvalues {λi}ni=1.
To prove Theorem 1, we need the following four lemmas.
Lemma 7 [6, p. 3]. Let ρ ∈ R, u, v ∈ Rn, then det(I − ρuvT) = 1 − ρvTu.
Lemma 8. Let D = diag(d1, . . . , dn), u = (u1, . . . , un)T. The characteristic poly-
nomial of D + uuT is
f (λ) = det(λI −D − uuT) =
n∏
i=1
(λ− di)−
n∑
j=1
u2j
n∏
i /=j
(λ− di). (5)
Proof. For λ /= di, i = 1, . . . , n, we have
f (λ)= det(λI −D − uuT) = det(λI −D) det(I − (λI −D)−1uuT)
=
n∏
i=1
(λ− di)

1 −
n∑
j=1
u2j
λ− dj

 =
n∏
i=1
(λ− di)−
n∑
j=1
u2j
n∏
i /=j
(λ− di).
Note that both sides of above equation are polynomials of degree n. It follows that the
equation valid for all λ ∈ R. We have used Lemma 7 to calculate the det(I − (λI −
D)−1uuT). 
Lemma 9. Let {di}ni=1, {λi}ni=1 be sets of real numbers satisfying
d1 < d2 < · · · < dn, (6)
d1  λ1  d2  · · ·  dn  λn. (7)
Let D = diag(d1, . . . , dn). Then there exists u = (u1, . . . , un)T ∈ Rn so that D +
uuT has eigenvalues {λi}ni=1.
Proof. By (6), polynomial division and partial fraction decomposition gives
∏n
i=1(λ− λi)∏n
i=1(λ− di)
= 1 −
n∑
j=1
cj
λ− dj , (8)
where cj = −∏ni=1(dj − λi)/∏ni /=j (dj − di). From (7), cj  0, j = 1, . . . , n. Now
letuj = √cj , j = 1, . . . , n. Then the characteristic polynomial ofD + uuT becomes
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f (λ)= det(λI −D − uuT) =
n∏
i=1
(λ− di)−
n∑
j=1
u2j
n∏
i /=j
(λ− di)
=
n∏
i=1
(λ− di)

1 −
n∑
j=1
cj
λ− dj

 =
n∏
i=1
(λ− λi).
It follows that D + uuT has eigenvalues {λi}ni=1. 
Lemma 10. Let {di}ni=1, {λi}ni=1 be sets of real numbers satisfying
d1  λ1  d2  · · ·  dn  λn. (9)
Let D = diag(d1, . . . , dn). Then there exists u = (u1, . . . , un)T ∈ Rn so that D +
uuT has eigenvalues {λi}ni=1.
Proof. If there are equalities in (9), there must be di = λi or λi = di+1 for some
1  i  n. We then take them out and this can be done until the remainder satisfies
di1 < λj1 < di2 < · · · < dir < λjr . (10)
Now (10) determines a permutation matrix P such that PDP T = diag(D1,D2),
where D1 = diag(di1 , . . . , dir ). The diagonal entries of D2 are the di’s taken out, and
they are the same as the λj ’s taken out.
By Lemma 9, there exists uˆ = (uˆ1, . . . , uˆr )T ∈ Rr so that D1 + uˆuˆT has eigen-
values λj1 < · · · < λjr . Let u˜ =
[
uˆ
0
]
∈ Rn. The matrix
PDP T + u˜u˜T =
[
D1 0
0 D2
]
+
[
uˆ
0
] [
uˆT 0
] =
[
D1 + uˆuˆT 0
0 D2
]
has eigenvalues {λi}ni=1. Now let u = P Tu˜, then
D + uuT = D + P Tu˜u˜TP = P T
[
PDP T + u˜u˜T
]
P
has eigenvalues {λi}ni=1. 
Proof of Theorem 1. Let A = QTDQ be the spectral decomposition of A, where
D = diag(µ1, . . . , µn) and Q is orthogonal matrix. By Lemma 10, there exists
u˜ ∈ Rn so that D + u˜u˜T has eigenvalues {λi}ni=1. Now let u = 1√ρQTu˜, then A+
ρuuT = QT(D + u˜u˜T)Q has eigenvalues {λi}ni=1. 
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4. Construction of symmetric and per-antisymmetric matrices
from spectral data
For A ∈ Rn×n, we denote by Ak the leading k × k principal submatrix of A. We
denote by Ad(2k) the 2k × 2k principal submatrix of A obtained by deleting the
central n− 2k rows and columns of A. In other words, if A is partitioned as
A =

A11 A12 A13A21 A22 A23
A31 A32 A33

 ,
where A11 and A33 are k × k matrices, then
Ad(2k) =
[
A11 A13
A31 A33
]
.
We need the following lemma that was proved by Friedland in [2].
Lemma 11. Let {λ(k)i }ki=1(k = 1, . . . , n) be sets of real numbers satisfying
λ
(k)
i  λ
(k−1)
i  λ
(k)
i+1, i = 1, . . . , k − 1; k = 2, . . . , n. (11)
Then there exists a real symmetric matrixA such thatAk = (aij )ki,j=1 has eigenvalues
{λ(k)i }ki=1, k = 1, . . . , n.
We present our main results in the next two theorems with the order of A even and
odd respectively.
Theorem 2. Let 0 < λk,k  λk,k−1  · · ·  λk,1 (k = 1, . . . , m) be sets of real
numbers satisfying
λk,j+1  λk−1,j  λk,j , j = 1, . . . , k − 1; k = 2, . . . , m. (12)
Then there exists a real 2m× 2m symmetric and per-antisymmetric matrix A with
eigenvalues {±λk,j }kj=1 in the 2k × 2k principal submatrix Ad(2k), k = 1, . . . , m.
Proof. Consider the positive numbers
0 < λ2k,k  λ2k,k−1  · · ·  λ2k,1, k = 1, . . . , m.
that satisfying
λ2k,j+1  λ2k−1,j  λ2k,j , j = 1, . . . , k − 1; k = 2, . . . , m.
By Lemma 11, there exists a real m×m symmetric matrix G with eigenvalues
{λ2k,j }kj=1 in its k × k leading principal submatrix Gk, k = 1, . . . , m. G is obviously
positive definite and then has unique Cholesky decomposition G = RTR, where R
is upper triangular matrix with positive diagonal elements. It is easy to prove that
Gk = RTk RK is the Cholesky decomposition of Gk either.
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Now let B = 12 (R + RT), C = 12 (R − RT), then B is real symmetric and C anti-
symmetric. It can be verified that the symmetric and per-antisymmetric matrix
A =
[
B −CJ
JC −JBJ
]
(13)
satisfies Theorem 2. In fact, notice that
Ad(2k) =
[
Bk −CkJk
JkCk −JkBkJk
]
.
By Lemma 6, the eigenvalues of Ad(2k) are the square roots of the eigenvalues
of (Bk + Ck)T(Bk + Ck) = RTk Rk = Gk , which means that Ad(2k) has eigenvalues
{±λk,j }kj=1, k = 1, . . . , m. 
Theorem 3. Let 0 < λk,k  λk,k−1  · · ·  λk,1(k = 1, . . . , m) and 0 =
λm+1,m+1  λm+1,m  · · ·  λm+1,1 be sets of real numbers satisfying
λk,j+1  λk−1,j  λk,j , j = 1, . . . , k − 1; k = 2, . . . , m+ 1. (14)
Then there exists a real (2m+ 1)× (2m+ 1) symmetric and per-antisymmetric ma-
trix A with eigenvalues {±λm+1,j }mj=1 and 0, while the 2k × 2k principal submatrix
Ad(2k) has eigenvalues {±λk,j }kj=1, k = 1, . . . , m.
Proof. Like in the proof of Theorem 2, there exists an m×m positive definite ma-
trix G with eigenvalues {λ2k,j }kj=1 in its k × k leading principal submatrix Gk, k =
1, . . . , m. From (14) we have
λ2m,m  λ2m+1,m  λ2m,m−1  · · ·  λ2m,1  λ2m+1,1.
By Theorem 1, there exists α ∈ Rm such that G+ 2ααT has eigenvalues
{λ2m+1,j }mj=1. Let G = RTR be the Cholesky decomposition of G, let B = 12 (R +
RT), C = 12 (R − RT), then B is real symmetric and C antisymmetric. We now prove
that the matrix
A =

 B α −CJαT 0 −αTJ
JC −Jα −JBJ

 (15)
satisfies Theorem 3. In fact, because of Lemma 6, the eigenvalues of A are 0 and
the square roots of the eigenvalues of (B + C)T(B + C)+ 2ααT = RTR + 2ααT =
G+ 2ααT. It follows that the eigenvalues of A are {±λm+1,j }mj=1 and 0. Moreover,
From the proof of Theorem 2, we know that Ad(2k) has eigenvalues {±λk,j }kj=1,
k = 1, . . . , m. The proof is complete. 
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