The design of synthetic circuits for controlling molecular-scale processes is an important goal of synthetic biology, with potential applications in future in vitro and in vivo biotechnology. In this paper, we present a computational approach for designing feedback control circuits constructed from nucleic acids. Our approach relies on an existing methodology for expressing signal processing and control circuits as biomolecular reactions. We first extend the methodology so that circuits can be expressed using just two classes of reactions: catalysis and annihilation. We then propose implementations of these reactions in three distinct classes of nucleic acid circuits, which rely on DNA strand displacement, DNA enzyme and RNA enzyme mechanisms, respectively. We use these implementations to design a Proportional Integral controller, capable of regulating the output of a system according to a given reference signal, and discuss the trade-offs between the different approaches. As a proof of principle, we implement our methodology as an extension to a DNA strand displacement software tool, thus allowing a broad range of nucleic acid circuits to be designed and analyzed within a common modeling framework.
The design of synthetic circuits for controlling processes at the molecular scale is an important goal of synthetic biology, with potential applications ranging from the metabolic production of biomaterials to the design of "smart" therapeutics capable of both diagnosis and treatment. So far, a number of synthetic devices have been designed and implemented in vivo using protein expression and gene regulation mechanisms, including logic gates, 1 memory elements, 2 oscillators, 3 filters, 4,5 and controllers of cellular differentiation processes. 6 However, the complexity of such circuits is often limited by the low availability of wellunderstood genetic components that can be reliably assembled, together with the lack of modular design and implementation strategies, as well as interactions with the host organism that are hard to predict.
Complementary to the design of in vivo synthetic circuits, cellfree synthetic biology has emerged as a powerful biotechnological framework, enabled by the capacity of biochemical processes to function outside of cells under appropriate conditions. Such approaches are already at the core of a number of experimental techniques, including Polymerase Chain Reaction and Gibson assembly, and are currently being developed for the biosynthesis of chemicals and materials. 7 At the same time, cell-free synthetic biology provides a platform for the study of natural systems, as in the use of cell-free models of genetic regulation. 8 In both cases, a cell-free approach offers the benefits of greater control, flexibility, and relaxed design constraints compared to in vivo implementations. However, as system complexity increases, novel strategies are needed to better control these systems. 9 Alongside improved experimental techniques, computational design and analysis of synthetic circuits for the regulation of biochemical processes could help address these challenges.
Recently, the direct use of nucleic acids for performing computation has emerged as a promising approach for the engineering of biological circuits. 10 In such systems, the sequences of nucleic acid components dictate the interactions between them, through well-understood mechanisms such as Watson−Crick base-pairing. This enables precise programming of molecular interactions by the choice of appropriate sequences. Such programmability, together with recent advances in synthesis methods and the ability to interface with molecular components, make nucleic acids a highly promising substrate for the implementation of biochemical circuits.
A number of approaches exist for the design of nucleic acid circuits. For example, the programmed self-assembly of RNA structures has been used to catalyze hydrogen biosynthesis within cells, 11 while DNA structures have been embodied with rudimentary logic to enable the conditional release of a molecular payload if two antigens, indicative of specific cancers, are present simultaneously on the surface of target cells. 12 More generally, however, synthetic circuits for the regulation of biochemical processes require computations that include more complex dynamics. 13 Recently, a number of promising approaches capable of implementing such dynamics have been proposed, based on DNA strand displacement, 14 DNA enzyme, 15 and RNA enzyme 16 strategies. Such approaches have been used for example to implement distributed consensus via feedback control mechanisms, 17 predator−prey dynamics, 18 and transcriptional oscillators, 19 respectively. Overall, the alternative approaches for implementing nucleic acid circuits offer different advantages, and there is a need to rigorously compare these approaches, for instance by applying them to the design of a common system. Such comparisons may help to identify design strategies for hybrid systems that combine the strengths of these different approaches, offering a promising direction toward the construction of novel systems of increased complexity.
Linear control and signal processing systems, such as low-pass, high-pass, and band-pass filters, represent an important class of systems that have found numerous applications in engineering fields including aerospace, telecommunication, automotive, storage, and power systems. 20, 21 Crucially, even when a system is highly nonlinear and subject to unpredictable perturbations, it can be robustly regulated using a linear controller, provided that the performance demands, such as insensitivity to measurement noise and rejection of load disturbances, are not too high and that the process has almost monotone step response. 22 Biochemical implementation of such controllers could provide a solution to problems involving the optimization or regulation of a vast array of cellular processes, including cell metabolism and biomass production. In this paper, we focus on the implementation of Proportional/Integral (PI) controllers (see Figure 1 for an example), where the plant output v is computed as a weighted sum of the error signal e and the error signal accumulated (i.e., integrated) over time. The inclusion of the integral term renders such controllers dynamic, accelerating the tracking process and, in many cases, effectively eliminating the steady state error. Notably, simpler systems including on−off 23 or purely proportional feedback controllers 24 cannot always meet such performance requirements.
Recently, a strategy for implementing linear systems with chemical reaction networks was proposed by Oishi and Klavins, 25 based on two key abstractions. First, a pair of chemical species (e.g., X + and X − ) was used to represent the complementary positive and negative component of a realvalued signal, with a fast annihilation reaction (e.g., X + + X − → ⌀) ensuring a minimal signal representation. In the following, we use X ± to jointly refer to the complementary signals X + and X − from the representation of X. In addition, we use the notation X ± → k X ± + Y ∓ as a shorthand for the two reactions X + → k X + + Y − and X − → k X − + Y + (note that in this example the signs of Y ∓ are reversed). Second, three idealized chemical reactionscatalysis, degradation, and annihilationwere shown to be sufficient to implement the mathematical operations of integration, summation, and gain. 25 This provided a structured approach for the chemical implementation of finite-dimensional linear systems, which can be expressed in terms of these basic blocks. 20, 21 A DNA strand displacement implementation of a controller was also proposed, 25 based on a scheme for converting an arbitrary chemical reaction network to a DNA strand displacement system. 26 Motivated by potential applications in cell-free biotechnology, and as a step toward understanding the mechanisms that could enable future circuits within cells, in this paper, we explore a number of approaches for the implementation of dynamic computation using nucleic acids. In particular, we adapt existing DNA strand displacement, DNA enzyme, and RNA enzyme strategies to implement arbitrary linear systems expressed as chemical reaction networks. 25 To facilitate the design, study, and rigorous comparison of different implementations within a unified computational environment, we extend the Visual DSD tool, 27 which previously supported only the DNA strand displacement strategy, and use it to compare novel implementations of a common computational systema chemical controllerrealized using each of the three strategies. Our methods enable the design of more complex controllers than studied previously. 24 Besides the immediate importance of such systems to in vitro biotechnology, such comparisons may help identify improved hybrid designs that combine different implementation approaches, as potential inspiration for future in vivo systems. 14 is an implementation strategy based on the hybridization of DNA strands with partial or full complementarity, resulting in the displacement of one or more prehybridized strands. Recent theoretical work 26 proposed a method for implementing an arbitrary Chemical Reaction Network (CRN) as a DSD system, where each chemical species was implemented as a single strand of DNA consisting of four distinct domains. This so-called four domain method was subsequently used to propose a DSD implementation of linear input output systems expressed as CRNs. 25 Recent examples of large-scale systems that have been implemented experimentally using the strand displacement approach include catalytic 28 and digital logic circuits, 29 neural networks, 30 and an analogue consensus algorithm. 17 To enable more precise computational modeling of DSD systems, we extended the Visual DSD tool with the notion of a degree of complementarity 26 (see Supporting Information). This made it possible to model interactions between domains that are not exactly complementary but instead contain one or more mismatched bases. The extension is based on an earlier proposal, 31 which we generalized to be robust to rotation The error signal e is computed as the difference between the reference signal r and the plant output y. The controller automatically computes and adjusts the plant input v to minimize the error and track the reference signal, according to the tuning parameters K p and K i . symmetry and implemented in Visual DSD. A domain x* with degree of complementarity c is written as x*c, where c is a real number between zero and one, with one denoting perfect complementarity. In an experimental setting, changing the degree of complementarity can significantly alter the binding rate of two complementary domains, with experimentally measured rates ranging from roughly 10 −7 nM −1 s −1 to 10 −3 nM −1 s −1 for domains between two and six nucleotides in length. 32 Since the exact relationship between DNA sequence and hybridization kinetics is not well-understood, we chose to model the degree of complementarity as a rate modifier. If c = 1 then hybridization between x*c and x proceeds at the usual rate given by k x , which is a property of the domain x that can be specified by the modeler or fit to experimental data. 17 If c < 1 then hybridization proceeds at a lower rate k x × c.
We used this extended Visual DSD tool to model a fourdomain DSD catalytic circuit ( Figure 2 ) corresponding to the reaction X → X + Y. The signal X is implemented as a single strand ⟨x h x 1 x 2 x 3 ⟩ consisting of four distinct domains, where domains x 1 and x 3 are assumed to be short domains called toeholds, which bind reversibly to their complement. The reaction is implemented by two complexes, Catalysis and Catalysis 1 , which consume the input X and produce the outputs X and Y (Figure 2A ). The Visual DSD tool automatically generates the set of possible reactions that can be produced from these initial complexes ( Figure 2B ). The signal X binds to the Catalysis complex on toehold x 1 , resulting in the displacement of the intermediate strand sp 15 . The intermediate strand then binds to the Catalysis 1 complex, resulting in the displacement of the signals X and Y. Since x 1 * has degree of complementarity c, the reaction proceeds at rate kt × c, where kt is the rate associated with all toeholds in the system. Crucially, the degree of complementarity allows the signal X to take part in other reactions on the same toehold but at different rates. This feature is essential for implementing different interaction rates involving the same signal. We simulated the behavior of the system over time, to demonstrate its catalytic activity ( Figure 2C ).
Following a similar approach, we modeled a complete fourdomain PI controller design 25 (Supporting Information). The initial 48 species of the PI controller and 8 reactions of the associated production plant were programmed in a modular way, and all 40 reactions of the PI controller were generated automatically by Visual DSD, together with the additional 58 species produced by these reactions. The automatically generated reactions were shown to be consistent with the manually specified reactions of the original model. 25 DNA Enzyme Models. An alternative strategy for implementing dynamic behavior in nucleic acids relies on a combination of DNA strands and DNA enzymes, including DNA polymerase, exonuclease, and nickase. In particular, the PEN DNA toolbox (also known as the DNA toolbox) 33 makes use of these enzymes together with elementary modules for activation, autocatalysis, and inhibition. These modules can be arbitrarily connected in circuits to encode a broad range of dynamic behaviors, including switchable memories 33 and oscillators. 15, 18 In contrast to DNA strand displacement, the DNA toolbox does not seek to implement arbitrary chemical reactions directly but instead to support systems consisting of activation and inhibition mechanisms, inspired by naturally occurring gene regulation networks.
To enable precise computational modeling of DNA enzyme systems, we extended the Visual DSD tool with the notion of user-def ined reactions (see Supporting Information). This allowed reactions of the form X 1 + ··· + X n → r X n+1 + ··· + X m to be specified directly, where X 1 ,...,X m are arbitrary DSD species. During compilation, the user-defined reactions are combined with the automatically generated strand displacement reactions, enabling arbitrary enzymatic reactions to be modeled explicitly in Visual DSD. This also enabled the creation and editing of purely CRN models, which were used for direct comparison with more complex nucleic acid designs.
We used the extended Visual DSD tool to model a catalytic DNA toolbox circuit ( Figure 3 ) corresponding to the reaction A → A + B. We implemented the signal A as a single strand ⟨a⟩, and the catalytic reaction as a Template strand, whose sequence is the reverse complement of ⟨a b⟩. The enzymatic reactions involving nickase and polymerase were programmed explicitly ( Figure 3B left column), and the remaining binding and unbinding reactions were generated automatically. After binding of the catalyst strand ⟨a⟩, DNA polymerase extends the 3′ end of the bound strand with an additional b domain. The resulting strand ⟨a b⟩ is then nicked by a nicking enzyme to produce two adjacent strands, ⟨a⟩ and ⟨b⟩, bound to the template. By extending the catalyst, the DNA polymerase displaces the initially bound product ⟨b⟩, which can also unbind spontaneously at the operating temperature of the experiment. For enzymatic reactions we assumed that all enzymes were in excess with approximately constant concentrations, such that the rate constants are first order, as in previously published models. 15 More complex functional forms such as Michaelis−Menten enzyme kinetics are also directly supported by Visual DSD. We simulated the behavior of the system over time, to demonstrate its catalytic activity ( Figure  3C ).
Following a similar approach, we modeled a complete DNA toolbox oscillator 15 (see Supporting Information). The initial 17 species and 15 enzymatic reactions were programmed in a modular way, and the remaining 12 reactions were generated automatically by Visual DSD, together with the additional 2 species produced by these reactions. The full system was simulated by Visual DSD and its behavior was shown to be consistent with that of the original model. 15 RNA Enzyme Models. A third strategy for implementing dynamic behavior in nucleic acids relies on the use of RNA enzymes such as RNA polymerase and ribonuclease. In particular, genelets 16,34 make use of these enzymes, together with double-stranded DNA templates consisting of a promoter sequence followed by a transcript sequence. Crucially, the first few nucleotides of the promoter are single stranded and need to be completed by an activator strand in order for transcription to be initiated by RNA polymerase. Systems constructed experimentally using the genelet approach include bistable switches, 34, 35 oscillators, 16 timing circuits, 36 and fold-change detectors. 37 To enable precise computational modeling of RNA enzyme systems, we extended Visual DSD with the notion of a composite domain (see Supporting Information), which is a defined sequence of adjacent toehold domains. Composite domains can be defined by the programmer and associated with corresponding binding rates, which are used to automatically generate binding reactions on complementary composite domains.
We used the extended Visual DSD tool to model a genelet with a negative feedback loop ( Figure 4 ). The genelet is composed of the double-stranded template T11, which contains the promoter sequence of RNA polymerase from bacteriophage T7, represented as ⟨t prom⟩. The region ⟨t⟩ of the promoter sequence is single-stranded, which results in significantly reduced transcription. To activate the genelet, the DNA activator strand A2 binds to the template and completes the promoter duplex, resulting in increased transcription. The RNA transcript rI2 can inhibit transcription of the genelet by displacing the activator A2 via toehold-mediated strand displacement. The transcript can also bind directly to A2 in solution. Degradation of RNA signal species is implemented using the enzyme ribonuclease (RNase) H, which targets RNA signals bound to single stranded DNA. As with the DNA toolbox designs, we assumed that polymerase and ribonuclease enzymes are in excess at approximately constant concentrations. We approximated enzyme activity by first-order rate constants, as in previously published models. 37 Following a similar approach, we modeled a complete genelet oscillator 16 (see Supporting Information). The initial 12 species and 6 enzymatic reactions were programmed in a modular way, and the remaining 8 reactions were generated automatically by Visual DSD. The full system was simulated by Visual DSD, and its behavior was shown to be consistent with that of the original model. 16 Chemical Reaction Network Design. We used the Visual DSD extensions described previously to model a Proportional Integral (PI) controller as a set of idealized chemical reactions, following the method proposed by Oishi and Klavins. 25 We first modeled the elementary components of degradation, annihilation, and catalysis (Figure 5A−C) and then used these to model the more complex components of integration, gain, and summation ( Figure 5D −F). The components were modeled and simulated under varying conditions ( Figure 5A −F, Supporting Information), and the simulations were shown to be consistent with previously published results. 25 We then used these components to model the full PI controller connected to an elementary production plant ( Figure 6A ). When coding the models in Visual DSD, we used X and X′ instead of X + and X − , respectively, since the (+) and (−) symbols are reserved for arithmetic operations. The output V ± of the controller was used as an input to the plant, and the output Y ± of the plant was used as an input to the controller, together with the reference signal R ± . We simulated this closed loop system for a given reference signal, and perturbed the system by increasing and then decreasing the load on the plant ( Figure 6B ). The controller automatically compensated for the changes in load by adjusting the plant input, such that the plant output continued to match the reference signal. We also simulated the closed loop system by varying the reference signal over time ( Figure 6B ). The controller automatically adjusted the plant input to ensure that the plant output continued to match the reference.
When considering alternative nucleic acid implementations of the idealized PI controller, one obstacle we encountered was the difficulty in implementing signal-specific degradation. In order for the controller to function correctly, only a subset of the available signals should be degraded ( Figure 6A ); however, certain DNA enzyme implementations degraded all signals uniformly. To address this issue, we investigated whether the scheme of idealized chemical reactions could be further generalized in order to reduce the constraints on the set of implementations that could be considered. The original scheme required three elementary reactions: degradation, catalysis, and annihilation. We hypothesized that, under certain conditions discussed below, this scheme could be further generalized by . Therefore, catalytic degradation is a valid approximation when X + is substantial and X − is small or vice versa, which can be achieved through a fast annihilation process between the two species. To test this strategy, we used our generalized scheme to model the PI controller and plant (Figure 7) , where each degradation reaction was substituted by catalytic degradation. For fast annihilation reactions, catalytic degradation was almost indistinguishable from standard degradation. However, when the annihilation rate was reduced such that ann ≈ deg, the approximation began to break down ( Figure 7A ). Despite this breakdown, the overall behavior of the PI controller was preserved ( Figure 7B −C), although the individual signals were not reduced to a minimal representation (see Supporting Information). Since the original three-reaction scheme requires annihilation to be significantly faster than degradation, catalytic degradation remains a valid approximation under the same assumptions as the original scheme. DNA Strand Displacement Implementation. We implemented the idealized PI controller as a DNA strand displacement system. Inspired by recent experimental results, 17 we based our implementation on a two domain DNA strand displacement scheme, 38 in which each chemical species is represented as a single strand of DNA consisting of only two domains. We proposed a number of refinements to the original scheme, to improve scalability and to reduce the number of strands needed, as summarized below.
Annihilation. Each formal reaction X 1 ,...,X N → r Y 1 ,...,Y M was encoded in two parts, 38 a Join circuit that collects the reactants X 1 ,..,X N , and a Fork circuit that produces the products Y 1 ,...,Y M . In the case of the annihilation reaction X + X′ ⎯→ ⎯ ann ⌀ there are no products, so the reaction is encoded as a Join circuit with two inputs and no output ( Figure 8A ). The first strand displacement reaction takes a signal strand ⟨t x⟩ representing the species X and produces a reverse strand ⟨x t⟩ as an intermediate. Crucially, the reaction is reversible, so that if the complementary species X′ is not present, the reverse reaction ensures that species X is not permanently consumed and is free to engage in other reactions. This enables all reactions to proceed with correct stoichiometry. The second strand displacement reaction takes a signal strand ⟨t x′⟩ representing the complementary species X′ and produces inert waste. All reactions proceed at the same rate kt, which denotes the rate of strand displacement. The next two strand displacement reactions in Figure 8A implement the same annihilation reaction but with the order of species reversed, in that X′ binds first, followed by X. This duplication ensures that the annihilation proceeds entirely symmetrically. This symmetry is needed because, although the first reaction is reversible, it still results in a fraction of species being consumed temporarily.
Having the symmetric reaction ensures that equal fractions of species X and X′ are bound simultaneously. The initial conditions of the reaction indicate equal initial concentrations of gates and reverse strands, given by C max = 1000 nM, which act as the chemical "fuel" driving the computation. The concentration of gates is high to ensure that annihilation is as fast as possible, and the concentration of reverse strands is also high to ensure that only a fraction of the species (in this case 50%) remains bound at any given time. The fraction can be reduced by increasing the concentration of reverse strands; however, this also has the effect of slowing down the annihilation reaction. To compensate for the fast initial equilibration, the initial value of each input signal involving an annihilation reaction was therefore increased by a factor of 2.
Catalysis. For the catalysis reaction X → cat X + Y there are two products, so a Fork circuit is needed. Here, we have optimized the Fork circuit by allowing each product to be produced by a separate fork gate, in this case, one for X and one for Y. In the original two domain scheme 38 each combination of products was produced sequentially using a single fork gate, resulting in a single gate to produce X and Y sequentially. However, in the case of the PI controller, no two reactions have the same combination of products ( Figure 6A ), which means that a separate fork gate would be needed for each reaction. By having a separate gate for each individual product, it is possible to share gates between reactions that share even a single product. For instance, in the PI controller circuit ( Figure 6A) , without considering the plant reactions, species X ± and V ± are the products of two reactions, while species E ± is the product of four reactions. To achieve this optimization, an additional toehold u is used to trigger the release of a product. The first strand displacement reaction in Figure 8A consumes species ⟨t x⟩ and produces a transducer strand ⟨x u⟩. 16 such that rate constants are first order with pol = 1 min −1 . Similarly, we assume that degradation is first order but that the concentration of enzyme is adjusted for a rate constant of deg = 0.0008 s −1 . 37 (C) Simulation results for each implementation. Rate constants ann = 0.01 nM −1 s −1 , bind 1 = 0.001 nM −1 s −1 , bind 2 = 0.00005 nM −1 s −1 , unbind = 0.1126 s −1 , and initial conditions C max = 1000 nM were used for all simulations.
The second reaction consumes a helper strand ⟨u y⟩ and produces a transducer strand ⟨y u⟩, and the third reaction consumes a helper strand ⟨u i⟩ to seal the Join gate. This acts as a garbage-collection step, by covering up the exposed u toehold to prevent spurious interactions and render the used Join gate effectively inert. The remaining strand displacement reactions in Figure 8A involve the transducers ⟨x u⟩ and ⟨y u⟩ binding to their respective Fork gates to produce the species ⟨t x⟩ and ⟨t y⟩, respectively. The used Fork gates are then sealed by strands ⟨i t⟩ to prevent any subsequent rebinding of the product. Crucially, once the catalyst binds to the Join gate, all of the subsequent steps happen very quickly, at rate kt = ku. We modify the degree of complementarity c of the t* toehold so that the first strand displacement step occurs more slowly at rate kt × c. Such mismatches can give rise to significantly lower rates of strand displacement, with a range of over 4 orders of magnitude. 32 Another point to note is that the catalyst X is consumed and a new catalyst X produced, rather than the original catalyst simply unbinding, which has a potential advantage in that retroactivity a term referring to the influence of downstream processes on upstream ones 36, 39 can be significantly reduced between catalytic circuits. In particular, once the initial catalyst has become bound, a new catalyst can be quickly produced at the same time as the product, without waiting for the original catalyst to unbind. This allows the rate of catalysis to remain linear, provided there is an excess of catalytic gates.
Degradation. For the degradation reaction X ⎯→ ⎯ deg ⌀ again there are no products, so the reaction is encoded as a Join circuit with only a single input and no output. Since the rate of degradation is meant to be significantly slower than annihilation, we multiply the strand displacement rate by a scaling factor c, representing the degree of complementarity of the toehold domains. DNA Enzyme Implementation. We implemented the idealized PI controller as a DNA enzyme system. We based our implementation on the DNA Toolbox approach, 16 but introduced a number of important modifications, as summarized below.
Annihilation. An important consideration was the need to implement fast and irreversible annihilation reactions. Since the DNA Toolbox does not enable bimolecular reactions to be implemented directly, a custom implementation of these reactions was required. We anticipated that a generalized implementation in terms of the elementary DNA Toolbox operations of catalysis, inhibition, and degradation would result in significant overhead, and therefore, we developed a custom implementation that was specific to annihilation reactions. We chose perhaps one of the simplest possible approaches, by implementing complementary signals directly as complementary sequences (Figure 9 ). This implementation required the length of signals to be considerably greater than in the original DNA Toolbox approach, 15 in order to ensure irreversible binding of complementary signals at the operating temperature of the experiment.
Catalysis. An additional constraint was the need for signals to bind reversibly to templates, in order to prevent the permanent consumption of signals during catalysis. To achieve this, we let each signal X consist of two shorter sequences x 1 x 2 , such that the sequence x 2 binds reversibly to the template, while the full sequence x 1 x 2 binds irreversibly to its complement (Figure 9 ). One effect of this increased signal length was that the product of catalysis no longer unbinds spontaneously from the template, but instead needs to be displaced by the polymerase. Since the specific polymerase used in the DNA Toolbox approach (e.g., Bst polymerase) can displace a bound strand without being significantly impeded, 15 we hypothesized that irreversible binding of the product to the template would not significantly affect system performance. As a result, all templates are assumed to be bound to their product strand at all times. We also assumed that the nicking recognition site on the product y = y 1 y 2 overlaps both the y 1 and y 2 domains, and produces a nick between x 2 and y 1 . Similarly, the nicking recognition site for x = x 1 x 2 overlaps both the x 1 and x 2 domains.
Degradation. A final constraint was the need for sequencespecific degradation. Since the DNA Toolbox degrades all single strands indiscriminately by means of exonucleases, an alternative implementation of degradation was required. While it is possible to achieve sequence-specific degradation by chemical modification of DNA strands, such modifications are problematic in cases where the strands are being continually produced. We therefore implemented a degradation reaction in terms of the elementary reactions of catalysis and annihilation (Figure 9 ), based on our analysis in Figure 7 and the catalytic degradation strategy we proposed. Note that the nicking recognition site for x* = x 2 *x 1 * overlaps both the x 2 * and x 1 * domains, and produces a nick between x 2 and x 2 *.
RNA Enzyme Implementation. We implemented the idealized PI controller as an RNA enzyme system. We based our implementation on the genelet approach, 16 but introduced a number of important modifications, as summarized below.
Annihilation. Similar to our DNA enzyme implementation, we implemented annihilation of two signals by hybridization of complementary domains ( Figure 10A ). We encode a signal X using two domains, ⟨xs x⟩, with the complementary signal X′ encoded as ⟨xs′ x*⟩, with xs and xs′ as distinct sequences and x = x 1 x 2 . This allowed complementary signals to annihilate each other via direct hybridization, while also allowing them to take part in independent strand displacement reactions. Moreover, since signals are a product of transcription they consist of RNA strands rather than DNA strands.
Catalysis. Catalysis is implemented by means of genelet activation, which requires completion of a single-stranded promoter region ( Figure 10B ). Two main challenges needed to be overcome in order to achieve signal-specific catalysis. First, it was necessary to ensure that the catalyst binds reversibly to the genelet, so that it is not consumed. Second, the sequence of the catalyst needed to be a subsequence of the promoter region. This presented a conflict, since reversible binding required short sequences, while promoter completion required the presence of a specific promoter sequence. To reconcile these conflicting goals, we introduced a translator gate that took an RNA signal ⟨xs x⟩ as input and produced an intermediate DNA strand ⟨t xs⟩ as output, which contained the missing promoter sequence represented by the toehold t = TATTA. By using the same toehold t in all intermediate strands, a single promoter could be used for all of the genelets. The translator gate also ensured that the promoter was completed by a DNA strand rather than an RNA transcript, which circumvents potential issues related to additional bases that may result from nonspecific extension of RNA transcripts. 16 In order to ensure that only a fraction of the signal ⟨xs x⟩ was translated to intermediates, the toehold x 1 * on the translator gate was chosen to only complement a portion of the sequence x = x 1 x 2 , thus enabling toehold unbinding. Furthermore, an initial concentration of reverse translator gates was introduced, which take the intermediate strand ⟨t xs⟩ as input and produce the signal ⟨xs x⟩. To compensate for the stronger binding of DNA-RNA hybrids relative to DNA−DNA molecules with the same sequence, we assume that the toehold lengths can be adjusted accordingly to give rise to a toehold exchange reaction with the appropriate kinetics. The second reaction in Figure 10B represents the reversible binding of the intermediate strand to the genelet, with toehold t completing the promoter region. The first reaction represents transcription of the product signal ⟨ys y⟩.
Degradation. For signal degradation, we chose to use the exonuclease RNase R, which is a 3′ to 5′ exonuclease. 37 Crucially, the activity of this enzyme is significantly reduced in the presence of secondary structure on the 3′ end, which limits the available single-stranded region for initiation of degradation. 40 The use of a translator gate to convert a fraction of an RNA signal to an intermediate DNA signal enabled us to exploit this property of RNase R to achieve sequence-specific degradation. For each signal of the form ⟨xs x⟩ that needed to be protected from Figure 11 . Comparison of PI controller designs. For all mechanisms, a plant implemented using ideal chemical reactions (as in Figure 6 ) was coupled to a PI controller implemented using (A) DNA strand displacement, (B) DNA enzyme, and (C) RNA enzyme approaches. The difference between the concentrations of positive and negative species are plotted for reference (red), controller output/plant input (green), plant output (blue), and load (black) signals. Simulation events were used to trigger the changes in the reference signal and load at predefined times. degradation, the sequence x could be extended with a tail domain xh that folds into a secondary structure at the 3′ end, resulting in a strand ⟨xs x xh⟩. 37 Comparison of Implementation Strategies. We studied three designs of PI controllers connected to a production plant as in Figure 1 (Figure 11 , Supporting Information). Each design was an implementation of the ideal chemical reaction system from Figure 6 , constructed using the annihilation, catalysis, and degradation components of the DNA strand displacement, DNA enzyme, and RNA enzyme approaches we illustrated in Figures  8−10 . We perturbed each system as in Figure 6 , by changing the load on the plant and by varying the reference signal over time. In all cases, the controllers automatically adjusted the plant input to ensure that the plant output continued to match the reference. As Figure 6 ). An initial pool of 10.0 μM dNTPs (or NTPs) which are consumed through polymerase extension reactions were introduced in the DNA and RNA enzyme implementation designs to account for the consumption of resources. The difference between the concentrations of positive and negative species are plotted for the reference (red), controller output/plant input (green) and plant output (blue) signals. Simulation events were used to trigger the changes in the reference signal at predefined times. For the RNA enzyme design, the plant output drifts away from the reference signal. This takes longer to converge for the DNA enzyme design as resources are consumed, while for the DNA strand displacement design the reference signal could not be accurately modulated over the course of the experiment. discussed previously, for the DNA Strand displacement implementation, the reference signal was scaled by a factor of 2 in order to attenuate the 50% sequestering effect of the annihilation reaction. We also tested the performance of the controller over extended periods of time and for more extreme variations in reference signal (Figure 12 ). While the consumption of chemical fuel in the form of DNA strands was captured in our implementation of a DNA strand displacement PI controller, initially, the consumption of resources such as dNTPs (or NTPs) was not explicitly modeled in the implementations using DNA and RNA enzymes. In order to compare the behavior of these systems during long running computations, we introduced an initial pool of dNTPs (or NTPs), which were consumed through polymerase extension reactions in the DNA and RNA enzyme implementations ( Figure 12 ). Under such conditions, we observed a drift away from the reference signal as time increased in the RNA enzyme implementation and a slower settling time in the DNA enzyme implementation, due to the consumption of the finite dNTP resources. For the DNA strand displacement implementation, even the reference signal could not be modulated indefinitely due to the consumption of DNA fuel strands, particularly for annihilation reactions between complementary signals.
Several advantages and challenges for constructing molecular circuits using the DNA strand displacement, DNA enzyme, and RNA enzyme approaches were observed by comparing the corresponding PI controller implementations (see Table 1 for a summary). Our comparison is based on the particular case studies discussed in this paper; however, a number of the identified properties could apply more generally to circuits constructed using the different implementation approaches. In addition, some of the outlined disadvantages could potentially be circumvented using new design strategies not considered here.
In terms of implementation complexity, DNA strand displacement circuits can be constructed entirely from DNA molecules, while circuits designed with the other approaches require additional enzymes. However, by introducing additional biochemical machinery, complex computational systems become realizable with only a relatively small number of distinct DNA strands. Toehold-mediated strand displacement, together with 29 In contrast, additional sequence constraints are required when nickase recognition sites or partial promoter sequences are considered as part of the DNA and RNA enzyme approaches. Furthermore, certain enzymatic reactions used as part of these approaches, including the polymerase extension of primed templates and the nuclease degradation of signals, are not sequence specific and additional strategies are required to protect specific signals from participating in such reactions.
Certain retroactivity effects 39 were observed in the PI controllers implemented using the two enzymatic mechanisms, for example resulting in the reference signal offset in Figure 11B − C, and became more pronounced if faster circuit dynamics were implemented through increased template concentrations for catalysis reactions (see Figure 9B and Figure 10B ). In contrast, the DNA strand displacement implementation did not suffer from similar retroactivity issues, due to the fast production of both catalyst and output signal strands as part of catalysis reactions (see Figure 8A ). Finally, the difficulty of implementing bimolecular reactions, which were not directly expressible in the original DNA Toolbox and genelets approaches, prompted the development of the strategies we proposed, for example to achieve fast annihilation of signals. This allowed the implementation of the circuits we considered but resulted in the production of nonreactive (waste) DNA and RNA species, which were not degraded or reused in subsequent computations. The production of such waste is common in DNA strand displacement circuits, but our proposed modification to the DNA toolbox and genelets approaches also introduced it as a feature of DNA and RNA enzyme circuits. As a result, additional considerations are required to manage the buildup of waste in order to achieve accurate longer running computations.
■ DISCUSSION
The results presented in this paper are representative of an increased focus in the use of abstraction for the design of molecular systems. In building a design theory for molecular programming, chemical reaction networks are a natural intermediate representation, in the middle of the "hourglass" 41 between higher-level design requirements and lower-level implementations. Many different high-level languages and formalisms have been compiled to idealized chemical reactions, which are in turn implementable using a variety of low level, physically realizable molecular mechanisms, such as the strand displacement or enzymatic implementations discussed here. In some cases, an equivalence between idealized and low-level reaction systems can be proven formally. 42−44 The biochemical implementation of complex signal processing and control circuits requires the development of scalable, modular design strategies and accompanying computational tools. A number of tools exist for modeling the molecular conformations of nucleic acid strands, including NUPACK, 45 OxDNA 46 and Multistrand, 47 which can inform the design of nucleic acid sequences for use in computational circuits. A number of software tools also exist for design at the circuit level, in particular for circuits expressed in terms of DNA strand displacement, DNA Toolbox and genelet mechanisms. Design tools include Visual DSD, 27, 31, 48 for modeling a broad class of strand displacement systems, together with the DNA Toolbox software. 49 Custom solutions have also been implemented, including a compiler for translating an arbitrary feed forward digital logic circuit to a strand displacement system. 29 Models have also been developed using general-purpose modeling environments such as Mathematica or Matlab, for example to model oscillator systems constructed from genelets. 16 To design and model the circuits discussed in this paper, we chose to extend the DSD programming language, 31, 48 which previously supported only DNA strand displacement devices. The DSD compiler 27 automatically generates the set of all possible reactions between chemical species based on the rules of the extended DSD language, which simplifies the design process and identifies potential interferences that are often hard to find manually for complicated devices. In addition, several Visual DSD abstractions, 48 such as the representation of DNA sequences as abstract domains and the use of parametrized modules, extend naturally beyond DNA strand displacement systems. The extensions to the computational methods we presented in this paper allowed us to apply these abstractions, together with the visualization, simulation and analysis methods available within Visual DSD, to more general nucleic acid circuits including ones built using the DNA Toolbox 15 and genelet approaches 16 (see Supporting Information for details), as well as the modified enzymatic strategies we proposed in this paper. We used this novel functionality to concisely encode models of a PI controller designed using the DNA strand displacement, DNA enzyme and RNA enzyme approaches we discussed in this paper and compare them within a common simulation and modeling framework.
Our results indicate that the three molecular programming strategies offer different advantages. The two enzymatic mechanisms suffered from retroactivity effects, 39 where the load from a downstream component influenced the upstream signal as a result of the binding between signal and template species. In the PI controller system this effect manifested as a decrease in the reference signal R from its intended value and became more pronounced if faster circuit dynamics were implemented through increased template concentrations. In other applications, similar retroactivity has been counteracted through the introduction of additional "insulation" circuit components, 36 leading to increased construction complexity. In contrast, the strand displacement implementation strategy for catalysis did not suffer from similar retroactivity issues, due to the fast production of both catalyst and output signal strand simultaneously.
Besides the effects of retroactivity, the ability of circuits to sustain computation over extended time periods was compared, using the PI controller as a case study. Our results indicate that, within the range of feasible strand and gate concentrations, the performance of the strand displacement system degrades over time ( Figure 12A ). This is not surprising, since computation in such enzyme-free implementations is driven by the consumption of DNA fuel, which is eventually depleted. When increasing the availability of fuel is no longer experimentally feasible, additional buffering mechanisms can be implemented to allow longer computations, 48 however this strategy leads to increased circuit complexity. A similar deterioration of the performance in controllers implemented using DNA or RNA enzymes was also observed, once the consumption of finite resources (in this case, the NTPs and dNTPs involved in polymerase extension reactions) was captured explicitly in the models (Figure 12B − C). Even so, since such resources were shared across all enzymatic reactions, their continuous addition could be more easily managed in experimental implementations, compared to the signal-specific DNA fuel strands necessary for the strand displacement approach.
While the DNA and RNA enzyme approaches were comparable with respect to retroactivity they offer different advantages for experimental implementations. For example, the RNA enzyme approach allowed specific RNA species to be targeted for degradation by enzymes, while others were protected by secondary structure. In contrast, a direct DNA enzyme implementation of degradation based on exonuclease (as in the DNA Toolbox approach) affected all single-stranded DNA species. Some length dependence effects on exonuclease rates have been observed previously, for example where 10 base long DNA strands were degraded much slower (by a factor of 3) than 15 base long ones. 15 Thus, the length of DNA signal could be used as a tuning strategy with this approach, at the cost of additional constraints on the sequence designs. Instead, we overcome such limitations by proposing a strategy for the approximation of degradation reaction through catalytic degradation (a catalysis reaction together with an annihilation reaction between complementary signals). While this approximation required fast annihilation, spatial effects could potentially increase reaction rates, for instance, when a negative species is produced through catalysis in close proximity to the positive species, it may facilitate faster subsequent annihilation.
Our implementation of annihilation reactions through modifications of the original DNA Toolbox and genelet approaches was motivated by the challenges of realizing bimolecular reactions within those frameworks. While these modifications led to correct circuit behavior, they also resulted in the production of nonreactive "waste"DNA and RNA species which are not degraded or reused in subsequent computations. The production of such waste is a common feature for circuits implemented using the DNA strand displacement approach, and has also been encountered in genelet and, to a lesser extent, DNA Toolbox designs. However, waste buildup might affect longer running computations and this problem is worsened in the proposed annihilation strategies for the DNA and RNA enzyme approaches, especially when the catalytic degradation strategy was used. Thus, for experimental implementations such waste products must be managed at low enough concentrations to minimize crosstalk.
Several future additions to the methodology and case studies reported in this paper are possible. For example, the Visual DSD extensions we proposed allowed us to express rich dynamical laws beyond mass action kinetics, for example to capture Michaelis−Menten enzyme kinetics or additional competition effects. Our current PI controller models involved first order reaction approximations, consistent with previous work in the field, 15,37 but detailed models capturing effects such as enzyme concentrations, processivity and competition 50 could enable the study of such systems in more general contexts. In this paper, we only considered the performance of the proposed controllers when coupled to a simple plant system implemented using ideal chemical reactions−the applicability of such circuits to realistic in vivo or in vitro biochemical processes will be investigated in the future as a strategy toward designing practical molecular control circuits. Furthermore, since the approaches we investigated are applicable to the engineering of a broad range of control and signal processing systems, our methodology could be used to design a range of systems for regulating biochemical processes, beyond the PI controllers we studied here. The design procedures and tools developed as part of this work are a step toward making the physical realization of such complex computational circuits more feasible in the near future. Planned future extensions to Visual DSD would also accommodate programmed, sequence-specific recognition of nicking enzymes as well as the automatic generation of all nonsequence specific reactions such as polymerase extension and nuclease degradation. In our experience, such automatic compilation has proven very useful for identifying all possible reactions, including ones that could be easily missed for complex circuits during the manual construction of models.
Finally, an important consideration for future work is the ability to implement DNA strand displacement, DNA enzyme and RNA enzyme control circuits in a cellular context. Chemical alternatives to DNA such as XNA 51 have been shown to be unaffected by the cellular degradation machinery, but have not yet been applied to the construction of strand displacement circuits. Furthermore, since some of the proposed strategies rely on enzymes that are typically present in a cellular context, more work is needed to prevent interference from other enzymes that may also be present. 
