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Re´sume´ – Tester l’influence d’un signal sur un autre peut eˆtre re´alise´ a` l’aide de la causalite´ de Granger. Ce principe stipule qu’un premier
signal est cause d’un deuxie`me si le passe´ du premier ame´liore la pre´diction du deuxie`me. Ce principe est largement utilise´ dans des situations
stationnaires. Des extensions ad-hoc pour le non stationnaire existent, mais une ve´ritable the´orie fait de´faut. Motive´ par les signaux cyclostation-
naires, nous proposons ici d’utiliser une mode´lisation de signaux prenant des valeurs fonctionnelles dans un espace de Hilbert, et nous e´tendons
la causalite´ de Granger dans ce cadre. Diverses de´finitions sont propose´es utilisant l’inde´pendance conditionnelle ou la pre´diction line´aire. Enfin,
nous donnons quelques pistes pour utiliser pratiquement le concept e´tendu.
Abstract – Granger causality is an answer to knowing whether a signal influences another signal or not. Its principle relies on prediction theory:
a first signal causes a second one if the first helps in the prediction of the second. Granger causality was developed for economy applications but
is now widely used across many fields, however in stationary situations. Possible extension have already been proposed to tackle nonstationarity,
but these are rather ad-hoc. A general theory for Granger causality in nonstationary contexts is still lacking. Motivated by cyclostationary signals,
we propose here to model signals as discrete time signals taking values in infinite dimensional Hilbert function spaces. We then extend Granger
causality in this particular context, providing strong and weak definitions, and giving some hints to practically apply the theory.
1 Introduction
Une proble´matique tre`s actuelle est celle de l’analyse de
de´pendance entre signaux ale´atoires et plus particulie`rement celle de
la de´pendance causale. Cette question est fondamentale dans des dis-
ciplines aussi diverses que la climatologie ou les neurosciences. Elle
va par ailleurs de pair avec la notion de mode`les graphiques pour les
signaux. Une formalisation possible est propose´e par la causalite´ de
Granger [1, 2, 3], qui repose sur la notion de pre´diction d’un signal
par un autre. La the´orie de´veloppe´e en e´conome´trie a e´te´ re´pandue
tre`s largement dans de nombreux domaines. En ge´ne´ral, elle repose
sur des hypothe`ses de stationnarite´ des signaux. Toutefois, des ques-
tions importantes en neurosciences par exemple ou en climatologie,
ne´cessitent d’e´tudier des de´pendances causales entre signaux non sta-
tionnaires ge´ne´ralement, et cyclostationnaires en particulier. Rappe-
lons qu’un signal ale´atoire est cyclostationnaire si ses statistiques sont
pe´riodiques. Ainsi, dans les disciplines touchant au vivant ou au cli-
mat, les horloges naturelles (rotation terrestre, rythmes biologiques,
etc.) impliquent l’e´mergence de nombreux processus stochastiques cy-
clostationnaires. Des efforts doivent eˆtre mene´s pour de´velopper l’ana-
lyse des de´pendances causales sous ces hypothe`ses de non ou de cy-
clostationnarite´.
Dans beaucoup d’applications de la the´orie du signal, les mesures a`
traiter sont donne´es sous forme d’une suite de fonctions de´finies sur un
intervalle deR. Les exemples sont multiples. En physique, les spectres
de la lumie`re solaire sont de´livre´s de manie`re journalie`re par des spec-
trome`tres a` bord de satellites. Dans ce cas, le signal peut eˆtre vu
comme une suite de fonctions de l’intervalle de fre´quence conside´re´ et
a` valeurs dansR. Un mode`le mathe´matique pertinent est de conside´rer
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la mesure comme une suite Xn, n ∈ Z, de variables a` valeurs dans
L2([λm, λM ]), ou` λm et λM sont les longueurs d’onde respective-
ment minimale et maximale de l’intervalle d’indexation. n correspond
au jour de la mesure. Xn est alors un signal a` temps discret prenant
des valeurs dans l’espace de fonctions L2([λm, λM ]). Dans d’autres
domaines, les signaux sont cyclostationnaires (vibrations de machines
tournantes, consommation d’e´lectricite´, tempe´rature en un lieu donne´,
etc). Un signal cyclostationnaire de pe´riode connue peut eˆtre trans-
forme´ en un signal stationnaire en le regardant comme une suite de
variables ale´atoires a` valeurs dans un espace fonctionnel (the´ore`me de
Gladyshev, [4]).
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FIGURE 1 – A : Spectre solaire : chaque mesure journalie`re Xn(λ) est
une fonction d’un intervalle de longueurs d’onde dans R+ ; B : Consommation
mensuelle d’e´lectricite´ sur 9 anne´es, pe´riode T = 12 mois et sa transformation
en un signal a` valeurs fonctionnelles.
Dans ce papier, nous e´tendons la notion de causalite´ de Gran-
ger aux signaux a` temps discret a` valeurs fonctionnelles. Ceci per-
met d’envisager l’application de la causalite´ de Granger aux signaux
a` temps continu, aux signaux cyclostationnaires, mais e´galement a`
des situations multicapteurs dans lesquelles chaque capteur mesure
pe´riodiquement des fonctions sur un intervalle de temps donne´. Notre
contribution est ici essentiellement conceptuelle ; nous ne faisons que
de´finir l’extension et proposons quelques pistes pour son utilisation.
Nous donnons dans un premier paragraphe quelques e´le´ments sur
les variables ale´atoires a` valeurs dans des espaces fonctionnels de Hil-
bert et sur les signaux ale´atoires a` valeurs dans un tel espace. Dans un
deuxie`me temps, nous pre´sentons les de´finitions formelles de la cau-
salite´ de Granger. Des de´finitions fortes reposant sur l’inde´pendance
conditionnelle sont de´cline´es en des versions plus faibles reposant sur
la pre´diction. La notion de couplage instantane´ est e´galement prise en
compte. Dans un dernier paragraphe, nous donnerons des pistes pour
l’application pratique de ces de´finitions.
2 Signaux a` valeurs fonctionnelles
Nous utilisons dans ce travail la the´orie des variables ale´atoires a`
valeurs dans des espaces de Hilbert (se´parables) de dimension infinie
[5]. La the´orie est donc un plus de´licate et moins connue que dans
le cas usuel de la dimension finie. On conside`re un espace de pro-
babilite´ (Ω,F , P ). Soit H un espace de Hilbert se´parable, de pro-
duit scalaire
〈∣∣〉
H
. L’indice H sera en ge´ne´ral omis s’il n’y a pas de
risque de confusion. On supposera ici que H est un espace de fonc-
tions nume´riques de´finies sur un intervalle I de R et a` valeurs dans
les re´els ou les complexes. Des exemples sont l’espace L2(I) ou les
espaces de Sobolev W 2,k(I). H est dote´ de la tribu bore´lienne.
Variables. Pour que X : Ω → H soit une variable ale´atoire,
il est ne´cessaire et suffisant que
〈
x
∣∣X〉 soit une variable ale´atoire
nume´rique ∀x ∈ H . On conside`re maintenant l’espace ∆2(H) des va-
riables ale´atoires du second ordre caracte´rise´es par E[‖X‖2] < +∞,
ou` ‖.‖ est la norme dansH issue de 〈.∣∣.〉. ∆2(H) est lui-meˆme un es-
pace de Hilbert pour le produit scalaire
〈
X
∣∣Y 〉
∆
:= E[
〈
X
∣∣Y 〉
H
].
Si X est du second ordre, alors il existe un unique e´le´ment m de
H tel que E[
〈
u
∣∣X〉
H
] =
〈
u
∣∣m〉
H
,∀u ∈ H . m est appele´ vec-
teur moyen et l’on e´crit m = E[X]. On supposera par simplicite´
dans la suite des variables a` moyenne nulle. On conside`re mainte-
nant deux espaces de Hilbert se´parables Hx et Hy . Soient X et Y
deux variables ale´atoires du second ordre sur (Ω,F , P ) a` valeurs dans
respectivement Hx et Hy . On peut alors de´finir la covariance entre
X et Y de diverses manie`res e´quivalentes. La plus simple consiste
a` e´tudier les corre´lations entre
〈
x
∣∣X〉 et 〈y∣∣Y 〉. L’ope´rateur cova-
riance entre X et Y est alors l’unique ope´rateur line´aire ΓXY de Hy
dans Hx de´fini par
〈
ΓXY y
∣∣x〉 := E[〈x∣∣X〉〈y∣∣Y 〉]. Une expression
simple de ΓXY y est donc E[
〈
y
∣∣Y 〉X]. Cette de´finition se particula-
rise e´videmment au cas de l’auto-covariance. Les ope´rateurs de cova-
riance et autocovariance sont borne´s pour la norme usuelle ‖T‖ =
supx ‖Tx‖/‖x‖. Les ope´rateurs de covariance sont des ope´rateurs
de Hilbert-Schmidt, i.e., +∞ > (∑i ‖Tei‖2)1/2 =: ‖T‖HS est
la norme de Hilbert-Schmidt de l’ope´rateur T , ou` ei est une base
orthonorme´e quelconque de H . Nous utiliserons dans le dernier pa-
ragraphe l’exemple des ope´rateurs line´aires inte´graux de L2([0, 1])
dans lui-meˆme. Un tel ope´rateur est de´fini par un noyau k(s, t) de
carre´ inte´grable (qui constitue sa norme de Hilbert-Schmidt) et par la
relation y(t) = (Tx)(t) =
∫ 1
0
k(s, t)x(s)ds.
La the´orie de la pre´diction en moyenne quadratique repose comme
dans le cas de la dimension finie sur la notion d’orthogonalite´ et de
sous-espace vectoriel clos (ferme´). Un sous-espace de G de ∆2(H) est
un sous-espace clos si G est de Hilbert et si toute transforme´e line´aire
borne´e d’e´le´ment de G reste dans G. Cette notion est importante pour
l’estimation puisque pour que X ∈ ∆2(H) soit orthogonal au sous-
espace clos G (i.e. E[〈X∣∣Z〉] = 0, ∀Z ∈ G), il est ne´cessaire et
suffisant que X soit de´corre´le´ de toute variable ale´atoire de G, i.e.
ΓXZ est l’ope´rateur nul ∀Z ∈ G.
Signaux. Les signaux que nous allons maintenant conside´rer sont des
signaux a` temps discrets prenant des valeurs dans l’espace fonctio-
nel de Hilbert H . Un signal Xn est de´fini comme une suite de va-
riables ale´atoires Xn : Ω → H pour n ∈ Z. On retrouve alors les
meˆmes concepts que pour les signaux ale´atoires a` valeurs re´elles. Par
exemple, si le vecteur mn = E[Xn] est constant et si l’ope´rateur
ΓXX(n, k) : H → H de´fini par ΓXX(n, k)x = E[
〈
x
∣∣Xn〉Xn+k]
ne de´pend que de k, nous dirons que le signal est stationnaire au se-
cond ordre. Cet ope´rateur est appele´ ope´rateur de covariance du si-
gnal. Il s’e´tend e´videmment a` la notion d’ope´rateur de covariance
croise´e entre deux signaux Xn et Yn. La notion de bruit blanc
s’e´tend e´galement. Au sens fort, il s’agit d’une suite de variables
inde´pendantes et identiquement distribue´es. Dans un sens faible, un
signal stationnaire εn est blanc si deux e´chantillons distincts sont
de´corre´le´s. L’ope´rateur de covariance Γεε(n, k) est donc l’ope´rateur
nul pour k 6= 0, et est un ope´rateur line´aire borne´ pour k = 0.
Un exemple de signal a` temps discret a` valeurs fonctionnelles est le
mode`le autore´gressif Hilbertien. Nous l’utiliserons dans le dernier pa-
ragraphe.
Pour de´mystifier ces notions un peu abstraites, il faut conside´rer
qu’en pratique, la dimension infinie n’est pas manipulable, et que
nous travaillons ine´vitablement sur des donne´es e´chantillonne´es. Dans
ce contexte, les signaux a` valeurs fonctionnelles deviennent des si-
gnaux a` temps discrets multivarie´s, les ope´rateurs de covariances sont
identifiables aux matrices de covariances, . . . Les difficulte´s lie´es aux
grandes dimensions ne restent pas moins pre´sentes.
3 Causalite´ de Granger pour les signaux a` va-
leurs fonctionnelles
Conside´rons trois signaux ale´atoires Xt, Yt et Zt, t ∈ Z, a` valeurs
dans trois espaces de Hilbert se´parables a priori distinctsHx, Hy, Hz .
Nous e´tudions ici la causalite´ de Granger de Y vers X en conside´rant
e´galement l’information supple´mentaire apporte´e par Z. On suppose
ici que ces trois signaux repre´sentent l’ensemble des informations dis-
ponibles. Soit At la suite des variables ale´atoires Aj depuis l’origine
des dates jusqu’a` j = t (on devrait en toute rigueur travailler avec les
tribus engendre´es).
La de´finition forte de la causalite´ de Granger repose sur
l’inde´pendance conditionnelle.
De´finition 1. Causalite´ de Granger : Yt ne cause pas Xt relati-
vement a` l’information disponible Xt, Y t, Zt ssi Xt et Y t−1 sont
inde´pendants conditionnellement a` Xt−1 et Zt−1.
Cette de´finition formalise la causalite´ de Granger qui repose sur la
pre´diction. Le processus Y n’est pas une cause au sens de Granger
du processus X si la prise en compte de son passe´ n’ame´liore pas
la pre´diction de X . Formellement, cette de´finition est e´videmment la
meˆme que dans le cas usuel de signaux a` valeurs nume´riques. Tou-
tefois, sa nature est un peu diffe´rente, puisque dans le cas pre´sent,
la pre´diction faite est celle d’une fonction comple`te, et non d’un
seul e´chantillon. Par exemple, si le signal a` valeurs fonctionnelles
Xt repre´sente la succession d’une mesure journalie`re, la pre´diction
conside´re´e est celle de la mesure sur la pe´riode entie`re. Cette remarque
renforce l’importance de la notion de couplage instantane´ de´finie par
De´finition 2. Couplage instantane´ : Yt et Xt ne sont pas instan-
tane´ment couple´s relativement a` l’information disponible Xt, Y t, Zt
ssiXt et Yt sont inde´pendants conditionnellement a`Xt−1, Y t−1, Zt.
Le couplage instantane´ mesure la de´pendance (conditionnelle)
entre le pre´sent des deux signaux. Dans le cas de signaux a` valeurs
fonctionnelles construits a` partir d’intervalles de signaux scalaires
(voir l’exemple de la figure 1B), toute de´pendance entre les signaux
scalaires x(u) et y(u) de porte´e moindre que la longueur de l’inter-
valle de de´coupage T induit un couplage instantane´ entre les versions
a` valeurs fonctionnelles Xt(.) et Yt(.).
La de´finition forte est difficile a` utiliser en pratique, meˆme
dans le cas usuel, puisqu’elle implique l’utilisation de mesures
d’inde´pendance conditionnelle, comme par exemple celles issues de
la the´orie de l’information [6]. On de´cline donc la de´finition en des
versions plus faibles, mais conduisant a` des implantations a priori plus
aise´es de tests.
Ces de´clinaisons implantent (explicitement ou implicitement) la
pre´diction. Le couˆt choisi pour e´valuer la qualite´ de pre´diction est
le couˆt quadratique. On cherche alors X̂t+1(W t) qui approche au
mieux Xt+1 au sens de la norme dans ∆2(Hx) (espace des variables
ale´atoires a` valeurs dansHx de normeE[‖X‖2] finie), c’est-a`-dire qui
minimise RXt+1|W t = E[‖Xt+1 − X̂t+1(W t)‖2]. W t repre´sente
soit (Xt, Zt) soit (Xt, Y t, Zt). La solution du proble`me de mi-
nimisation est donne´e par l’espe´rance conditionnelle X̂t+1(W t) =
E
[
Xt+1
∣∣W t]. Tester la causalite´ de Granger ou le couplage instan-
tane´ revient alors a` comparer les erreurs quadratique minimale R¯ ob-
tenues. Les de´finitions deviennent alors :
De´finition 3. : Yt ne cause pas Xt relativement a` l’information dis-
ponible Xt, Y t, Zt ssi R¯Xt|Xt−1Y t−1Zt−1 = R¯Xt|Xt−1Zt−1 .
De´finition 4. : Yt et Xt ne sont pas couple´s instantane´ment si rela-
tivement a` l’information disponible Xt, Y t, Zt ssi R¯Xt|Xt−1Y tZt =
R¯Xt|Xt−1Zt .
Ces erreurs quadratiques moyennes obtenues ne de´pendent pas du
temps lorsque l’hypothe`se de stationnarite´ des signaux est ve´rifie´es.
Toutefois nous laissons la mention explicite du temps dans la notion
pour garder trace des horizons temporels conside´re´s. Nous verrons
dans le paragraphe suivant comment utiliser cette de´finition pratique-
ment.
Une version plus pragmatique de ces de´clinaisons repose sur la
pre´diction line´aire, dont la the´orie ge´ne´rale pour des variables a` va-
leurs dans des espaces de Hilbert est pre´sente´e dans [5]. Conside´rons
GtW le sous-espace vectoriel clos de Hx engendre´ par W t [5, 7].
Par exemple, si `x,i ∈ L(Hx, Hx) et `z,i ∈ L(Hz, Hx) sont
des ope´rateurs line´aires, alors
∑
i≥0(`x,i(Xt−i) + `z,i(Zt−i)) est
un e´le´ment de Gtxz (sous re´serve de convergence des sommes). Le
proble`me de pre´diction line´aire consiste a` trouver l’e´le´ment X̂t+1
de GW qui minimise RW = E[‖Xt+1 − X̂t+1‖2]. La solu-
tion est donne´e par la projection orthogonale de Xt+1 sur GtW . Si
R¯Xt|Xt−1Y t−1Zt−1 = R¯Xt|Xt−1Zt−1 sont les erreurs minimales ob-
tenues, tester la causalite´ de Granger de Y vers X relativement aux
informations disponibles revient alors a` les comparer. Autrement dit
les de´finitions restent les meˆmes dans le cas de la pre´diction line´aires
que les de´finitions 3 et 4. Si R¯Xt|Xt−1Y t−1Zt−1 = R¯Xt|Xt−1Zt−1 ,
alors Y ne cause pas X relativement aux informations disponibles. Si
par contre R¯Xt|Xt−1Y t−1Zt−1 < R¯Xt|Xt−1Zt−1 , on dit que Y est
une cause de X , relativement aux informations disponibles.
4 Tester la causalite´ de Granger
Dans le cas d’un espace hilbertien de dimension finie, des ap-
proches fonde´es sur des mode´lisations autore´gressives usuelles sont
utilise´es, comme par exemple dans [8, 9]. Dans le cas de la dimension
infinie, les proce´dures d’identification sont beaucoup plus de´licates a`
mettre en œuvre [7, 10]. Nous discutons ici deux pistes pour implanter
des tests : la premie`re repose sur la pre´diction non parame´trique fonc-
tionnelle, la deuxie`me sur une mode´lisation parame´trique du signal a`
temps discret a` valeurs fonctionnelles.
Pre´diction non parame´trique. Une proce´dure consiste a` mettre
en pratique un estimateur non parame´trique fonctionnel pour esti-
mer l’espe´rance conditionnelle, solution optimale de la pre´diction en
moyenne quadratique lorsque la line´arite´ n’est pas impose´e [7, 10, 11].
Pour tester la causalite´ de Granger, le proble`me est d’obtenir les er-
reurs quadratiques minimales de pre´diction. Nous pouvons les obtenir
de la manie`re suivante. Soit K : R+ → R+ un noyau de somme unite´
et Kh(x) := K(x/h). Supposons avoir a` disposition N observations
i.i.d. (Xt+1,i,W ti ), i = 1, . . . N ou`W est soit (X,Z) soit (X,Y, Z).
L’espe´rance conditionnelle recherche´e X̂t+1(W t) = E
[
Xt+1
∣∣W t]
est approche´e par la quantite´
X̂t+1|t(W
t) =
∑
iXt+1,iKh(‖W t −W ti ‖)∑
iKh(‖W t −W ti ‖)
ou` la norme ‖.‖ est une norme dans les espaces conside´re´s. h re`gle
la largeur du noyau. Cette dernie`re forme est la ge´ne´ralisation aux
donne´es a` valeurs fonctionnelles de l’usuel re´gressogramme [11].
En pratique pour tester si Y cause X relativement a` l’infor-
mation disponible, il faut scinder les donne´es en deux parties.
La premie`re permet par validation croise´e d’optimiser h. Cette
proce´dure est effectue´e deux fois pour obtenir X̂t+1|t((X,Z)t) et
X̂t+1|t((X,Y, Z)
t). Les estimateurs obtenus sont ensuite applique´s
a` la deuxie`me partie des donne´es afin d’e´valuer les erreurs minimales
et conclure quant a` la causalite´ de Granger.
AR hilbertiens. Une autre approche consiste a` proposer un mode`le
parame´trique pour expliquer les donne´es et a` transfe´rer la causalite´
e´ventuelle dans les parame`tres. Imaginons devoir tester la causalite´ de
Granger entre deux signauxXn et Yn en prenant en compte e´galement
la mesure d’un troisie`me Zn, prenant des valeurs dans des espaces de
Hilbert Hx, Hy, Hz . On mode´lise alors le processus trivarie´ comme
un mode`le AR. On se contente ici d’un mode`le AR d’ordre 1, puisque
des mode`les d’ordre plus e´leve´ peuvent se voir comme des mode`les
d’ordre 1 dans des espaces plus grands [7].
On suppose donc qu’il existe un ope´rateur line´aire ρ de l’espace
produit H = Hx × Hy × Hz dans lui-meˆme, tel que Wn =
ρ(Wn−1)+εn, ou` εn est un bruit blanc a` valeurs dansH et ou`Wn =
(Xn, Yn, Zn)
> . S’il existe un entier j0 ≥ 1 tel que ‖ρj0‖ ≤ 1, alors
le mode`le est bien de´fini et repre´sente un signal stationnaire [7]. No-
tons le fait e´trange que la norme de ρ peut eˆtre plus grande que 1 ! ρ
peut eˆtre conside´re´ comme une matrice d’ope´rateurs line´aires ραβ de
Hβ dans Hα, (α, β) ∈ {x, y, z}2. Si nous testons la causalite´ de Y
versX , on e´critXn = ρxx(Xn−1)+ρxy(Yn−1)+ρxz(Zn−1)+εx,n.
Dans ce mode`le, on constate que Y ne cause pas X relativement
aux informations disponibles si et seulement si ρxy est identiquement
nul. De plus, X et Y sont instantane´ment non couple´s si et seule-
ment si conditionnellement a` Xn−1, Y n−1 et Zn, Xn et Yn sont
inde´pendants.
La strate´gie consiste alors a` identifier les ope´rateurs et tester leur
nullite´. Evidemment le contexte de la dimension infinie rend l’identi-
fication tre`s difficile. Dans le cas d’un mode`le AR, on montre que ρ
satisfait ρΓ(0) = Γ(1) ou` Γ(n) est l’ope´rateur de covariance entre
Wk et Wk+n. En ge´ne´ral l’image de Γ(0) n’est pas H et donc l’in-
verse n’est pas de´fini partout. De plus, cet ope´rateur est estime´ a` par-
tir de n donne´es, et l’inverse ne peut eˆtre de´fini que sur un espace
n-dimensionel. Des re´gularisations sont alors mises en places pour
re´soudre l’inversion et estimer ρ [7].
Toutefois, si l’on travaille sur des donne´es e´chantillonne´es tem-
porellement, on peut se contenter de la re´alisation des concepts
pre´ce´dents en dimension finie. Des approches usuelles peuvent alors
s’appliquer, avec la difficulte´ des grandes dimensions. A titre d’illus-
tration, on conside`re un mode`le bidimensionnel (Z est absent) dans
lequel les espaces de Hilbert sont L2([0, 1]) et les ope´rateurs ραβ
sont des ope´rateurs inte´graux Hilbert-Schmidt. Pour l’exemple, on
conside`re des noyaux kα,β(s, t) = aαβ exp(−cα,β |s − t|), les
constantes cα,β e´tant positives. On e´tudiera principalement le cas
axx = ayy = 1, axy = 0 , ayx 6= 0 de sorte que Y cause X mais X
ne cause pas Y . On a donc
Xn(t)=
∫ 1
0
kx,x(s, t)Xn−1(s)ds+
∫ 1
0
kx,y(s, t)Yn−1(s)ds+εn,x(t)
Yn(t)=
∫ 1
0
kx,y(s, t)Yn−1(s)ds+εn,y(t)
On travaille e´videmment sur des donne´es e´chantillonne´es, et donc
en dimension finie. Pour cette illustration, on discre´tise [0; 1] en
d e´chantillons e´quire´partis. On identifie brutalement l’ope´rateur par
ρ̂ = Γ̂N (1)Γ̂N (0)
−1. Les indices de causalite´ envisage´s sont les rap-
port des normes des ope´rateurs estime´s,
iy→x =
‖(ρxxρxy)‖
‖ρxx‖ et ix→y =
‖(ρyxρyy)‖
‖ρyy‖
ou` (ρxxρxy) est l’ope´rateur allant de Hx × Hy → Hx de´fini
par (ρxxρxy)(U, V ) = ρxxU + ρxyV . iy→x mesure la norme de
l’ope´rateur estime´ lorsque Y est pris en compte rapporte´e a` la norme
de l’ope´rateur lorsque Y n’est pas pris en compte. Ce rapport est plus
grand que 1, et vaut 1 si et seulement si l’ope´rateur estime´ ρxy est nul,
c’est-a`-dire si Y ne cause pasX . La figure (2 haut) montre l’e´volution
de ces rapports pour des signaux de longueursN dont log2 N varie de
8 a` 18, pour axy = 1, et pour d = 100 et d = 500. Ces courbes
illustrent le besoin gigantesque en nombre d’e´chantillons pour obtenir
des estimations correctes en grandes dimensions d. Dans les figures
(2 bas) le coefficient de couplage axy varie de 0 a` 0.5. Nous trac¸ons
la moyenne et une bande de plus ou moins deux e´carts-types (inter-
valles de confiance a` 95% en supposant les mesures gaussiennes), es-
time´es sur 500 re´alisations, pour d = 100 et N = 212 et N = 214
e´chantillons. Cette figure illustre la sensibilite´ des indices et montre
encore une fois la ne´cessite´ d’une statistique de tre`s grande taille
pour pouvoir tester la causalite´ dans des couplages faibles avec une
confiance raisonnable. Et ce sur un exemple synthe´tique simple !
5 Pour conclure
L’objet de ce papier est d’e´tendre le concept de causalite´ de Granger
aux cas des processus a` valeurs fonctionnelles. Cette extension permet
de traiter des cas cyclostationnaires ou non stationnaires pour lesquels
la de´finition de la causalite´ de Granger n’est pas claire. Nous n’avons
propose´ que des de´finitions formelles et deux ide´es pour tester, sans
aborder les proble`mes pratiques fondamentaux, a` savoir les proble`mes
de statistiques. Dans la suite, nous envisageons de de´velopper la for-
malisation en se reposant sur l’inversibilite´ de la de´composition de
Wold qui existe e´galement dans le cas fonctionnel. Ceci doit permettre
de placer le proble`me dans un cadre autore´gressif dont nous avons
traite´ le cas le plus simple.
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FIGURE 2 – Mesures ix→y et iy→x pour l’exemple traite´. Haut : deux
dimensions d’approximation, en fonction du nombre d’observations. Bas : en
fonction du coefficient de couplage, pour 212 et 214 e´chantillons. Les bandes
de confiance empiriques a` 95% sous hypothe`se gaussienne sont repre´sente´es
en grise´.
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