For a vector bundle F on a smooth Deligne-Mumford stack X and an invertible multiplicative characteristic class c, we define the orbifold Gromov-Witten invariants of X twisted by F and c. We prove a "quantum Riemann-Roch theorem" (Theorem 4.2.1) which expresses the generating function of the twisted invariants in terms of the generating function of the untwisted invariants. A Quantum Lefschetz Hyperplane Principle is derived by specializing to genus zero. As an application, we determine the relationship between genus-0 orbifold Gromov-Witten invariants of X and that of a complete intersection. This provides a way to verify mirror symmetry predictions for complete intersection orbifolds.
Introduction
Our main goal is to extend the Quantum Riemann-Roch theorem of Coates-Givental [16] in Gromov-Witten theory to the case of orbifold target spaces. We work over the complex numbers C.
1.1. Orbifolds. In differential geometry, an orbifold is a topological space X together with a choice of an open neighborhood U x ∋ x for each x ∈ X such that U x is homeomorphic to a quotient V x /Γ x of an open subset V x ⊂ C D by a finite group Γ x called the local symmetry group. We shall denote by X the space X together with a choice of the charts (U x , V x , Γ x ). In algebraic geometry, the analogous objects are Deligne-Mumford stacks. A Deligne-Mumford stack X is a category fibered in groupoids which satisfies several rather complicated conditions. For the precise definition and detailed discussions about properties of Deligne-Mumford stacks, we refer to [40] and [49] . An example of a Deligne-Mumford stack is a quotient stack: Let M be a variety and G a linear algebraic group acting on M with finite stabilizers. There is a Deligne-Mumford stack [M/G] whose underlying category has objects being principal G-bundles P → S together with G-equivariant maps P → M. A (separated) Deligne-Mumford stack X has a coarse moduli space X which is in general an algebraic space. We will often assume that X is a projective scheme. For any x ∈ X there is anétale neighborhood U x → X of x such that the pullback U x × X X is a stack of the form [V x /Γ x ] with V x affine and Γ x a finite group. Thus one may view a Deligne-Mumford stack as a geometric object locally a quotient of an affine scheme by a finite group, just like one would view a scheme as a geometric object locally an affine scheme.
In this paper we work with Deligne-Mumford stacks, but the term "orbifold" will also be used. Unless otherwise mentioned, the terms "orbifold" and "smooth Deligne-Mumford stack" will be treated as synonymous.
Let X be an orbifold. The Chern character ch : K 0 (X ) ⊗ Q → H * (IX , Q) identifies the Grothendieck group K 0 (X ) of complex orbibundles with the cohomology of the inertia orbifold IX . Locally at x ∈ X , the inertia orbifold IX consists of connected components labeled by conjugacy classes of elements g ∈ Γ x . Each connected component is described by the charts (C D ) (g) /C Γx (g), where (C D ) (g) ⊂ C D denotes the locus fixed by g and C Γx (g) ⊂ Γ x denotes the centralizer of g. There is a canonical projection q from IX to X . Also, IX contains X as the component corresponding to choosing g to be the identity element in Γ x . See Section 2.1 for more details. The inertia orbifold plays a prominent role in the geometry of orbifolds since Kawasaki's work on Hirzebruch-Riemann-Roch formula for orbifolds [33] .
1.2. Gromov-Witten Theory. The construction of Gromov-Witten invariants as intersection numbers in the moduli spaces of stables maps was generalized to symplectic orbifolds by Chen-Ruan [19] and to Deligne-Mumford stacks by Abramovich-Graber-Vistoli [3] , [4] . A summary of the basics can be found in Section 2. The ideas central to their constructions are that the complex curves C can have nontrivial orbifold structures at marked points and nodes, and the maps C → X are required to respect the orbifold structures of C and X . One consequence is that evaluation of stable maps at marked points takes values in IX (rather then X ). Given a complex orbibundle F on X , and an invertible multiplicative characteristic class
of complex vector bundles, one can twist the construction of orbifold Gromov-Witten invariants (in a fashion explained below in the algebraic setting). The main result of this paper, orbifold Quantum Riemann-Roch theorem, expresses the twisted orbifold Gromov-Witten invariants via the untwisted ones. Twisted invariants can be encoded in a generating function, called (c, F )twisted total descendant potential of X , which is defined as
Let us explain the notations in this definition. Integration in this formula is performed over the virtual fundamental class in the moduli space M g,n (X , d) of degree-d stable maps to X from genusg orbicurves with n marked points. The cohomology classes t k ∈ H * (IX , Q) for k = 0, 1, 2, ..., are pulled back to the moduli space by the evaluation maps ev i : M g,n (X , d) → IX , i = 1, ..., n.
The classesψ i are the first Chern classes of the universal cotangent line bundles over the moduli spaces M g,n (X , d). The "twisting factor" c(F g,n,d ) is the characteristic class c of the virtual bundle F g,n,d ∈ K 0 (M g,n (X , d)), which is constructed as follows: Consider the universal orbifold stable map diagram, C g,n (X , d) ev − −− → X π   M g,n (X , d). By definition, π is a family of nodal orbicurves which are the source curves of the orbifold stable maps, and the restrictions of ev to the fibers are the maps. We put 1 F g,n,d := Rπ * (ev * F ) ∈ K 0 (M g,n (X , d)).
The "untwisted" total descendant potential D of X is obtained by the specialization c = 1, that is, s k = 0 for all k.
1.3. Quantum Riemann-Roch. To state the orbifold Quantum Riemann-Roch formula we need the following quantization formalism introduced into Gromov-Witten theory in [27] . Here we give a brief summary, see Section 3 for a more detailed discussion. Let H := H * (IX , Λ nov ) be the cohomology super-space of the inertia orbifold. Here the ground ring Λ nov is the Novikov ring. The space H is equipped with the symmetric inner product (called the orbifold Poincaré pairing)
where I is an involution on IX induced by the inversion g → g −1 . Introduce the loop space H := H((1/z)) of Laurent series in 1/z (that is, series with finitely many terms in positive powers of z and possibly infinitely many terms in negative powers of z) with coefficients in H. Following [27] and [16] , we equip H with the even symplectic form Ω(f, g) := 1 2π
√ −1 (f (−z), g(z)) orb dz. with the cotangent bundle T * H + . One may interpret H + and z as follows: Consider the space LX of loops in X . There is a natural S 1 action on LX given by rotating the loops. The space LX S 1 of S 1 -fixed loops is identified with the inertia orbifold IX . One may think of H + as the S 1 -equivariant cohomology of LX expressed in terms of the cohomology of the space LX S 1 ≃ IX and the first Chern class z of the universal line bundle L over BS 1 .
To an orbibundle F on X , we associate an S 1 -equivariant orbibundle F on IX defined by its restrictions: Let x ∈ X and g ∈ Γ x . Denote by r the order of g in Γ x . Define F (l) to be the vector bundle whose fiber F (l) | (x,g) is the subspace of F | x on which g acts with eigenvalue exp (2π √ −1l/r). Put F | (x,g) := 0≤l≤r−1 F (l) | (x,g) ⊗ L l/r .
Here the bundle L 1/r is defined as follows: Consider the r-fold cover S 1 → S 1 defined by z → z r . It induces a map BS 1 → BS 1 . The pullback of the universal line bundle L under this map is isomorphic to an r-th tensor power of another line bundle which we define to be L 1/r . We may view the s k 's as variables and c as a family of characteristic classes depending on s = (s 0 , s 1 , ...). As s varies, the twisted descendent potentials D (c,F ) define a family D s of asymptotical elements (see [28] , Section 8 for a definition) in the Fock space of functions on H + using the following convention: For t(z) = t 0 + t 1 z + t 2 z 2 + ... ∈ H[z], we identify t with q ∈ H[z] via q(z) = c(F (0) ) (t(z) − 1z), where F (0) is the orbibundle on IX obtained from F on X by taking the subspaces of g-invariant vectors, and 1 ∈ H * (IX ) is the unit cohomology class of the principal component X ⊂ IX . Then put D s (q) := D (c,F ) (t).
The following is the main result of this paper.
Theorem 1 (Orbifold Quantum Riemann-Roch).
where∆ is the operator on the Fock space obtained by quantization of
Remark 1.
(i) The symbol ∼ stands for "equal up to a scalar factor depending on s" which will be explicitly described in Section 4, see Theorem 4.2.1. (ii) The infinite product ∆ is interpreted using the following asymptotic expansion: For s(
Here B m (y) are the Bernoulli polynomials defined by
For example, B 0 (y) = 1, B 1 (y) = y − 1/2, B 2 (y) = y 2 − y + 1/6. Using this we expand
(iii) The operators on H defined as multiplication by ch k+1−m (F (l) )z m−1 over the strata in IX corresponding to g ∈ Γ x turns out to be anti-symmetric with respect to the form Ω and thus define infinitesimal linear symplectic transformations on the symplectic loop space, see Corollary 4.1.5. The quantized operator∆ on the Fock space is defined by quantizing the corresponding quadratic Hamiltonians following the standard rule in Darboux coordinates:
See Section 3.3 for more details on the quantization procedure. (iv) When the target space X is a manifold, ∆ is simplified as follows:
Thus our main Theorem recovers the Quantum Riemann-Roch theorem of Coates-Givental [16] . Their proof is based on the Grothendieck-Riemann-Roch (GRR) theorem applied to a family of nodal curves and thus goes back to Mumford [46] (see also [22] ). Our proof of above Theorem relies on an appropriate generalization, in the spirit of Kawasaki [33] , of the GRR formula valid for relative orbifolds (families of orbifolds). This version of the GRR formula is explained in Appendix A. The GRR formula we use is known to hold in algebraic context (a slight extension of the result of B. Toen), hence our Theorem holds for algebraic orbifolds (that is, smooth Deligne-Mumford stacks). It is tempting to extend our results to almost Kähler orbifolds, but we will not pursue it here. See Appendix B of [15] for the case of almost Kähler manifolds.
(v) Apparently the Bernoulli numbers B 2m (0) arise naturally in the formula of Coates-Givental due to the use of the GRR formula. Peculiarly, the values B m (l/r) of the Bernoulli polynomials featuring in our final formula do not seem to arise in the generalization of the GRR formula to the case of orbifolds. It will be interesting to have a conceptual understanding of the presence of Bernoulli polynomials in our result. (vi) The orbibundle F should have some conceptual interpretation in terms of the geometry of the loop space LX .
The genus zero (c, F )-twisted descendant potential is defined as
It is viewed as an asymptotical element in the Fock space in the way described above. We define the genus zero untwisted potential F 0 X by replacing the twisting factor c(F 0,n,d ) by 1. The graph of the differentials of F 0 (c,F ) and F 0 X define two Lagrangian submanifolds L s = L (c,F ) and L X of H. Our Theorem yields a relationship between these two Lagrangian submanifolds.
The genus 0 orbifold Gromov-Witten potential F 0 X is known to satisfy three sets of partial differential equations: topological recursion relations (TRR), the string equation (SE), and the dilaton equation (DE), see Remark 2.5.4. According to Givental (see [29] , Theorem 1), this is equivalent to the following property of the Lagrangian submanifold L X : Property (⋆): L X is a Lagrangian cone with the vertex at the origin and such that its tangent spaces L are tangent to L X exactly along zL.
Note that a Lagrangian submanifold satisfying property (⋆) is determined by its generic submanifold of dimension dimH * (IX ).
Since the property (⋆) does not depend on the choice of the polarization, it is invariant under the action of the twisted loop group, which consists of End(H * (IX ))-valued formal Laurent series M in z −1 satisfying 2 M * (−z)M(z) = 1. Note that ∆ defines an element in the twisted loop group. Therefore we obtain the following corollary:
Corollary 2. The Lagrangian submanifold L s satisfies property (⋆). In other words, twisted orbifold Gromov-Witten theory satisfies the axioms (TRR), (SE), and (DE) of genus zero theory.
1.4. Quantum Serre. Consider the theory twisted by the dual vector bundle F ∨ and the dual class
Our Theorem implies the following "Quantum Serre duality".
The term sdet(c(F )) is the super-determinant of the operator of multiplication by c(F ). This factor comes from the precise s-dependent scalar factor mentioned in Remark 1 (i).
We consider the case of twisting by an S 1 -equivariant Euler class. Let the dual bundle F ∨ be equipped with the dual S 1 -action and let e −1 (·) be the inverse S 1 -equivariant Euler class.
Let M : H * (IX ) → H * (IX ) be the operator defined as follows: On the cohomology H * (X i ) of a component X i ⊂ X , M is defined to be multiplication by the number (−1) −age(F i )+ 1
Remark 2. The number age(F i ) is the age of the bundle F on the component X i . By definition,
If we write e −1 (·) = exp ( k s * k ch k (·)) and e(·) = exp ( k s k ch k (·)), then we find that s * k = (−1) k+1 s k for k > 0 and s * 0 = −s 0 −π √ −1. Thus this Proposition follows from Corollary 3 provided we include the difference in s 0 . The operator M and the change • account for the difference −π √ −1 of s 0 and s * 0 . More precisely, the change • comes from the operator exp(−π √ −1(ch 1 (F i )/z) ∧ ) and the operator M comes from the operator
See the proof of Proposition 6.2.1.
1.5. Quantum Lefschetz. We may equip the bundle F with an S 1 -action given by scaling the fibers. Let λ denote the equivariant parameter. We now consider the special case of twisting by S 1 -equivariant Euler class e of this action. We assume that F is pulled back from the coarse moduli space X. In this situation, the operator ∆ is closely related to asymptotics of the Gamma function:
Corollary 4. Let F be a vector bundle pulled back from the coarse moduli space X. Let ρ 1 , ..., ρ N be the Chern roots of F . Define a formal function I(t, z) of t ∈ H by
where the integrals are interpreted as their stationary phase asymptotics as z → 0. Then the family
lies on the cone L (e,F ) . In view of the property (⋆), the cone L (e,F ) is determined by this family. This is an abstract form of the Quantum Lefschetz Hyperplane Theorem for orbifolds, which generalizes previous results for manifold target spaces (see [26] , [11] , [41] , [25] , [16] , [42] ).
1.6. Towards a mirror theorem for orbifolds. A motivation to introduce twisted Gromov-Witten invariants is to compute Gromov-Witten invariants of complete intersections and verify predictions from mirror symmetry of Calabi-Yau manifolds (for example quintic threefolds in P 4 ). This approach first appeared in the work of Kontsevich [38] . Many examples of Calabi-Yau varieties in the mathematics and physics literatures are constructed as complete intersections in toric varieties, and many of them are orbifolds. In dimension three, one may avoid dealing with singular Calabi-Yaus by taking crepant resolutions. In higher dimension, this is not possible in general (since crepant resolutions may not exist). Therefore it is desirable to extend the approach using twisted Gromov-Witten invariants to orbifolds.
Consider the case when X is a toric orbifold. The toric mirror construction (see for instance [17] ) applied to such X yields conjectural mirror pairs of Calabi-Yau orbifolds as complete intersections in toric orbifolds. Under additional assumptions, some twisted orbifold Gromov-Witten invariants are related to orbifold Gromov-Witten invariants of the complete intersections. Thus our Quantum Lefschetz Hyperplane Theorem gives relations between genus-0 orbifold Gromov-Witten invariants of those Calabi-Yau orbifolds and the invariants of the ambient toric orbifolds, see Corollary 5.2.7. Once the orbifold Gromov-Witten invariants of toric orbifolds are computed, our result yields information about genus-0 orbifold Gromov-Witten invariants of the Calabi-Yau complete intersection orbifolds. This opens a way to verify mirror symmetry prediction for orbifolds. 1.7. Plan of the paper. The paper is organized as follows. In Section 2 we present some definitions and properties used throughout this paper. Section 2.1 and 2.2 contain a discussion on stacks for non-experts, as well as discussions on important notions needed in this paper. Properties of orbifold cohomology are reviewed in Section 2.3. Section 2.4 is devoted to the moduli spaces of orbifold stable maps, on which orbifold Gromov-Witten theory is based. In Section 2.5 we review the orbifold Gromov-Witten theory constructed in [19] and [3, 4] . We introduce the twisted orbifold Gromov-Witten invariants in Section 2.5.6. In Section 3 we explain how Givental's symplectic vector space formalism [27] , [29] can be applied to twisted and untwisted orbifold Gromov-Witten theory. In Section 4 we describe the orbifold quantum Riemann-Roch theorem (Theorem 4.2.1). In Section 5.1 and 5.2 we derive Quantum Lefschetz Hyperplane Principle form the quantum Riemann-Roch theorem. Orbifold Quantum Serre duality is presented in Section 6. Section 7 contains a proof of Theorem 4.2.1. We discuss a Grothendieck-Riemann-Roch formula for Deligne-Mumford stacks in Appendix A. Appendix B concerns properties of the virtual bundle F g,n,d .
Orbifolds and their Gromov-Witten theory
In this section, we present some definitions, notations and properties which we use throughout.
2.1.
Orbifolds. Let X be a proper smooth Deligne-Mumford stack over the complex numbers C with projective coarse moduli space X. In this section, we discuss some general properties of X and fix the notations throughout.
Roughly speaking, a stack is a category fibered in groupoids satisfying two axioms. A Deligne-Mumford stack is a stack with some additional algebraic structures. Due to the complicated nature of the theory, a precise definition of Deligne-Mumford stacks will not be presented here. Instead we give some intuitions about stacks. As mentioned in Section 1, one may intuitively interpret a Deligne-Mumford stack as a geometric object which is locally a quotient of an affine scheme by a finite group. The geometry of a stack of the form [M/G] with M a scheme and G an algebraic group is essentially equivalent to the equivariant geometry of M with respect to the G-action.
Since almost all stacks we treat in this paper are of this form, keeping this interpretation in mind may help the readers unfamiliar with stacks understand this paper.
One may also think of a stack as some space whose points can have nontrivial automorphism groups. A point with nontrivial automorphism group is called a stacky point. This point of view helps one understand the notion of morphisms 3 between stacks: a morphism f : X → Y of stacks can be thought of as a map between spaces, together with group homomorphisms f x : Aut(x) → Aut(f (x)) between automorphism groups. A morphism f is called representable if f x is injective for all x ∈ X .
To a Deligne-Mumford stack X we can associate a coarse moduli space X which is in general an algebraic space [34] . We will often assume that X is a projective scheme. This is related to the second interpretation above: a stack X can be thought of as an additional structure on X describing how X locally looks like a quotient. Moreover, for a morphism X → Y of stacks, there is an induced morphism X → Y between their coarse moduli spaces. This may be interpreted as forgetting the homomorphisms between automorphism groups.
For comprehensive introductions to rigorous foundation of stacks the reader may consult [20] and the Appendix of [49] . A very detailed treatment of the theory of algebraic stacks can be found in [40] (see also the forthcoming book [9] ).
We now introduce the inertia stack associated to a stack X , which plays a central role in Gromov-Witten theory for stacks. Equivalently, the inertia stack may be defined as the fiber product (in the category of stacks) IX := X × ∆,X ×X ,∆ X , where ∆ : X → X × X is the diagonal morphism. This description of IX will also be used. (ii) There is a natural projection q : IX → X defined by q((x, g)) = x.
The inertia stack IX is not connected, unless X is a connected manifold. We write IX = i∈I X i for the decomposition of IX into a disjoint union of connected components. Here I is an index set.
In IX there is a distinguished component (indexed by 0 ∈ I)
which is isomorphic to X . There is a natural involution I : IX → IX defined by I((x, g)) = (x, g −1 ). Its restriction to X i is denoted by I i . The map I i is an isomorphism between X i and another component which we denote by X i I . It's clear that X i I I = X i . Also, the map I restricts to the identity map on the distinguished component X 0 .
There is a locally constant function ord : IX → Z defined by sending (x, g) to the order of g in Aut(x). Let r i denote its value on the connected component X i . Note that r i I = r i .
If we view IX as in Remark 2.1.2 (i), it is easy to see that the value of ord at [Bµ r → X ] is r.
Remark 2.1.3. As mentioned above, we may view stacks as some kind of spaces whose points can have nontrivial automorphisms. Thus to study stacks one has to take the automorphisms into account. One may think of the inertia stack as the space of pairs of a point in a stack and an automorphism of that point. This suggests that the inertia stack is a good way to take automorphisms into account. We can take the index set I to be the set {(g)|g ∈ G} of conjugacy classes of G. In this case the centralizer C G (g) acts on the locus M g of g-fixed points. We have
The morphism I (g) is an isomorphism between X (g) and X (g −1 ) . In our notation, (g) I = (g −1 ). Also, the value of the function ord on the component [M g /C G (g)] is the order of the element g in G.
2.2. Vector bundles. Let F be a vector bundle on X . When we view X as a geometric object locally a quotient of an affine scheme by a finite group, we may view F as an object on X locally an equivariant vector bundle on an affine scheme. Denote by (q * F ) i the restriction to X i of the pullback of F , i.e. (q * F ) i := q * F | X i . At a point (x, g) ∈ X i , the fiber of (q * F ) i admits an action of g, and is accordingly decomposed into a direct sum of eigenspaces of the g-action. This gives a global decomposition (see [47] ),
i is the eigen-subbundle with eigenvalue ζ l r i and ζ r i = exp(2π √ −1/r i ) is a primitive r i -th root of unity. We make the convention that 0
. Therefore the fiber (
i . A similar argument proves (2).
Orbifold Cohomology and Orbifold Cup Product.
In this section we collect some facts about orbifold cohomology which we will use. Definition 2.3.1. Following Chen-Ruan [18] , the cohomology H * (IX ) of the inertia stack is called the orbifold cohomology.
Remark 2.3.2. In general, the cohomology of a stack can be defined as the (singular) cohomology of a geometric realization of the simplicial scheme associated to this stack. For our purpose we define the cohomology of a Deligne-Mumford stack as the (singular) cohomology of its coarse moduli space. In our setting these two definitions are equivalent.
2.3.3.
Grading on Orbifold Cohomology. The orbifold cohomology H * (IX ) = ⊕ i∈I H * (X i ) is equipped with a grading different from the usual one, see [18] and [3, 4] .
It is easy to see that this definition is independent of choices of elements in X i .
The following Lemma follows directly from the definition.
Definition 2.3.6. For a ∈ H * (X i ), the orbifold degree of a is defined to be orbdeg(a) := deg(a) + 2age(X i ).
The orbifold degree yields a grading on H * (IX ) different from the usual one.
According to [18] , Section 3.3, the orbifold Poincaré pairing
The orbifold Poincaré pairing pairs cohomology classes from a component X i with classes from the isomorphic component X i I . The fact that it is a non-degenerate pairing follows from the fact that the usual Poincaré pairing on H * (X i ) is non-degenerate.
2.3.7. Orbifold Cup Product. On H * (IX ) there is a product structure, defined in [18] and [3] , called the orbifold cup product, which is different from the ordinary product on H * (IX ).
The grading by orbifold degrees and the orbifold cup product make orbifold cohomology into a graded ring.
In the following special case, we can compare the orbifold cup product with the ordinary cup product of H * (IX ). Lemma 2.3.9. For a ∈ H * (X ) and b ∈ H * (X i ), the orbifold cup product a · orb b is equal to the ordinary product q * a · b in H * (IX ).
Proof. Using the identification of M 0,3 (X , 0) ′ described in Appendix B.2.2, we find that a · orb b ∈ H * (X i ). For c ∈ H * (X i I ), we have
On the other hand,
We conclude by the nondegeneracy of the pairing ( , ) orb .
Moduli of Orbifold Stable Maps.
In this section we discuss some properties of the moduli stacks of orbifold stable maps. Let M g,n (X , d) be the moduli stack of n-pointed genus g orbifold stable maps to X of degree d with sections to all gerbes (see [3] , Section 4.5). The stack M g,n (X , d) parametrizes the following objects:
(1) C/T is a prestable genus g nodal orbicurve 4 , (2) for i = 1, ..., n, the substack Σ i ⊂ C is a trivialétale cyclotomic gerbe over T , and
(3) f is a representable morphism whose induced map between coarse moduli spaces is a n-pointed genus g stable map of degree d. A precise definition of orbicurves can be found in [6] and [3] . The key idea is that an orbicurve is not a curve but a "stacky" version of curve:étale locally near a marked point or a node, an orbicurve looks like a quotient by a cyclic group.
A trivialétale cyclotomic gerbe over T is simply T × Bµ r , where Bµ r = [point/µ r ] is the stack associated to a finite group µ r acting (trivially) on a point. Remark 2.4.1. In [6] and [3, 4] , orbifold stable maps are called twisted stable maps. Since the word "twisted" is used in a different context in this paper, we use the term "orbifold stable maps" instead.
For each i = 1, ..., n there is an evaluation map ev i defined as follows: ev i sends an object
The stack M g,n (X , d) can be decomposed according to images of the evaluation maps. Define
) denote the open-and-closed substack consisting of orbifold stable maps for which the (n + 1)-st marked point is untwisted (i.e. not a stacky point). There is a morphism
which forgets the (n + 1)-st marked point, see [6] , Corollary 9.1.3. The morphism f exhibits M g,n+1 (X , d) ′ as the universal curve over M g,n (X , d), and ev n+1 : M g,n+1 (X , d) ′ → X 0 ≃ X is the universal orbifold stable map. The universal family over M g,n (X , d; i 1 , ..., i n ) is
There is another moduli space K g,n (X , d), studied in [6] , which parametrizes orbifold stable maps without trivializing the gerbes. Over K g,n (X , d) there are n universal gerbes corresponding to the marked points, and the fiber product of these gerbes is M g,n (X , d), see [3] , Section 4.5. We mostly won't use the space K g,n (X , d).
Marked Points and Nodes. The marked points define divisors in the universal curve
be the divisor determined by the j-th marked point. Put
Since the gerbes are trivial, D j,(i 1 ,...,in) is isomorphic to M g,n (X , d) × Bµ r i j . Under this isomorphism, f | D j,(i 1 ,...,in) coincides with the projection to the first factor.
Let Z ⊂ M g,n+1 (X , d) ′ be the locus of nodes. Z is a disjoint union
where Z irr is the locus of non-separating nodes and Z red is the locus of separating nodes. Z is of (virtual) codimension two in M g,n+1 (X , d) ′ , and is a cyclotomic gerbe over f (Z).
There is a locally constant function ord : Z → Z defined by assigning to a node the order of its orbifold group: If a node is locally the quotient [U/µ r ] where U is the curve xy = t and the cyclic group µ r of order r acts via (x, y) → (ζ r x, ζ −1 r y) (ζ r being a primitive r-th root of unity), then ord sends this node to the integer r.
Let 
, see for example [43] . There is a morphism
which sends an orbifold stable map to its induced stable map between coarse moduli spaces, see [6] , Theorem 1.4.1.
2.5.
Orbifold Gromov-Witten Theory. In this section we describe the Gromov-Witten theory for Deligne-Mumford stacks due to [3] , which is based on the stacks M g,n (X , d). We refer the reader to [13] and [4] for a construction of orbifold Gromov-Witten theory based on the stacks K g,n (X , d). Both constructions yield the same orbifold Gromov-Witten invariants. Orbifold Gromov-Witten theory is a "virtual" intersection theory (due to the use of virtual fundamental class) on the moduli stack M g,n (X , d). The intersection theory for algebraic stacks needed here can be found in [49] and [39] (which has already been used to construct Gromov-Witten theory for manifolds).
2.5.1.
Virtual fundamental classes and descendants. The stack M g,n (X , d) admits a perfect obstruction theory relative to the (Artin) stack of prestable pointed orbicurves. This obstruction theory is given by the object
). Results in [10] and [8] apply to yield a virtual fundamental class [M g,n (X , d)] w ∈ H * (M g,n (X , d), Q). We refer to [3] , Section 4.6 for more details.
For each i, the universal family M g,n+1 (X, d) → M g,n (X, d) has a section
which corresponds to the i-th marked point (note that here we consider the moduli stack of stable maps to the coarse moduli space X). Recall that the i-th tautological line bundle is defined to be the pullback of the relative dualizing sheaf ω M g,n+1 (X,d)/Mg,n(X,d) by σ i ,
, see for example [43] . Let ψ i = c 1 (L i ) and
.
Theseψ i are the descendant classes of M g,n (X , d). Note that our choice of descendant classes differs from that of [19] by constants.
Untwisted Theory.
We are now ready to define the invariants. Following [19] and [3] , for cohomology classes a 1 , ..., a n ∈ H * (IX ) and nonnegative integers k 1 , ..., k n , we define the descendant orbifold Gromov-Witten invariants by
The invariant a 1ψ k 1 , ..., a nψ kn g,n,d is zero unless
Here orbdeg is the orbifold degree defined in Section 2.3. This follows from the formula for virtual dimension of M g,n (X , d), see [19] .
Let Q denote the variable used in this ring. It will be called the Novikov variable. For simplicity we will omit the ground ring in the notations and write H * (IX ) for H * (IX , Λ nov ). (ii) The cohomology H * (IX ) is viewed as a super vector space. For simplicity we systematically ignore the signs that may come out. It is straightforward to include the signs in our results. , and topological recursion relations (TRR). One may find the precise forms of these equations in for instance [43] . The proof of these equations is based on comparisons of descendant classes on various moduli spaces related by forgetful maps. These four sets of equations hold in orbifold Gromov-Witten theory as well, and they take the same form as those in Gromov-Witten theory for manifolds. The key observation is that, since our choice of descendant classes are pulled back from moduli space of stable maps to the coarse moduli space, the comparisons of various descendant classes remain unchanged. It is routine to check that the same proof shows that orbifold Gromov-Witten invariants satisfy (SE), (DIV), (DE) and (TRR). More details can be found in [4] .
We can form generating functions to encode these invariants.
The total descendant potential is defined to be
F g X is called the genus-g descendant potential. For now D X is regarded just as a formal object depending on the variable t(z). A more precise interpretation of D X will be given in Section 3.
Some remarks are in order. The orbifold Gromov-Witten theory considered here differs slightly from those in [19] and [3] : we work with algebraic stacks. But unlike [3] , we work with cohomology instead of Chow ring. One reason for this is that Poincaré duality holds for cohomology, but not for Chow rings in general.
2.5.6. Twisted Theory. We now introduce twisted orbifold Gromov-Witten invariants. d) ). Its restriction to M g,n (X , d; i 1 , ..., i n ), which is an element in K 0 (M g,n (X , d; i 1 , ..., i n )), is denoted by F g,n,d,(i 1 ,..,in) .
More detailed discussions and properties of F g,n,d can be found in Appendix B. Given a vector bundle F over X and let c(·) be an invertible multiplicative characteristic class. We call the cohomology class c(F g,n,d ) a twisting factor. We define the (c, F )-twisted descendant orbifold Gromov-Witten invariants by The (c, F )-twisted total descendant potential is defined to be
Again for now D (c,F ) is regarded just as a formal object depending on the variable t(z). A more precise interpretation of D (c,F ) will be given in Section 3.
Givental's formalism
Givental introduces a symplectic vector space formalism to describe Gromov-Witten theory (see [27] , [16] , [29] ). In this formalism many properties of Gromov-Witten invariants can be expressed as applications of certain linear symplectic transformations of a certain symplectic vector space, making them more geometric. This formalism also reveals some hidden symmetries of Gromov-Witten theory. In this section we explain how this formalism is applied to orbifold Gromov-Witten theory. We know that Givental's formalism is in fact applicable in a very general situation: Given any vector space H equipped with a non-degenerate pairing, one can put a symplectic form on the space of formal Laurent series in z −1 with coefficients in H. One can then quantize Hamiltonians by some standard rules in Darboux coordinates. We will present this in detail for both twisted and untwisted theories.
3.1. Untwisted theory. Consider the space H := H * (IX )((z −1 )) of formal Laurent series in z −1 with coefficients in H * (IX ). There is a symplectic form on H given by
Here the contour integral means taking residues. Let {p a , q b } be a Darboux coordinate system on (H, Ω). Denote p = p(z) :
] introduce a shift q(z) = t(z) − z called the dilaton shift. The descendant potential D X is regarded as an asymptotical element (see [28] , Section 8 for the definition) in the Fock space of functions on H + via the dilaton shift.
Consider the following polarization
where H + is as above and [29] , Theorem 1, string and dilaton equations and topological recursion relations imply that L X is a homogeneous Lagrangian cone swept out by a finite dimensional family of isotropic subspaces of H. More precisely, for each f ∈ L X the tangent space
Definition 3.1.1. Following [26] , we define the J-function J X (t, z), which is a function of t ∈ H * (IX ) taking values in the space of formal Laurent series H. The point of L X above −z +t ∈ H + is J X (t, −z). More precisely,
Here {φ α } is an additive basis of H * (IX ) and {φ α } is its dual basis under the orbifold pairing (·, ·) orb . The J-function J X (t, z) takes values in H * (IX ) = ⊕ i∈I H * (X i ). According to the decomposition of H * (IX ), we write
We further decompose J i according to degrees
This J-function plays an important role in the genus-0 theory.
3.2. Twisted theory. We now describe the formalism for twisted theory. We introduce a twisted version of the pairing on H * (IX ), called the (c, F )-twisted orbifold Poincaré pairing ( , ) c(F ) . It is defined by
Consider another symplectic vector space (H (c,F ) , Ω c(F ) ), where H (c,F ) = H and the symplectic form Ω c(F ) is given by H (c,F ) , Ω c(F ) ) are identified via the map
where a c(q * F inv ) is the ordinary product in H * (IX ).
Proof. This can be seen as follows. For a, b ∈ H * (IX ), we have
Here the fact I * q * F inv = q * F inv is used, see Lemma 2.2.1 (2) .
We Again, the twisted J-function is a function of t ∈ H * (IX ) taking values in H (c,F ) .
Remark 3.2.3. By definition the ground ring Λ nov has a topology. The spaces H and H (c,F ) are completed as follows: An element in the completion is of the form k∈Z h k z k , with h k ∈ H * (IX , Λ nov ) such that h k → 0 in the topology of Λ nov as k → ∞. We will do this implicitly.
3.3. Quantization of Quadratic Hamiltonians. In this section, we describe the quantization of quadratic Hamiltonian procedure of Givental [27] . This quantization procedure allows us to write the quantum Riemann-Roch formula in a simple form. Let A : H → H be a (linear) infinitesimally symplectic transformation, i.e. Ω(Af, g) + Ω(f, Ag) = 0 for all f, g ∈ H. Its quadratic Hamiltonian
is a function 5 of f ∈ H, which can be expressed as a linear combination of degree two monomials in Darboux coordinates p a , q b . Define the quantization of quadratic monomials as
Extending linearly, this defines a differential operator A acting on functions on H + , called the quantization of A. The quantization of a symplectic transformation of the form exp(A), with A infinitesimally symplectic, is defined to be exp( A). Universal equations in orbifold Gromov-Witten theory can be expressed as differential equations satisfied by the total descendant potential D X . These differential equations can be written in very simple forms using quantization formalism. For example, the string equation is
This is proved in the same way as that in manifold case (which can be found in [15] , Example 1.3.3.2).
In the proof of Theorem 4.2.1 we will encounter quantizations of operators of the form A = Bz m with B ∈ End(H * (IX )). It is a straightforward computation to find a explicit expression of A. This can be found in [15] , Example 1.3.3.1.
Quantum Riemann-Roch
Consider a characteristic class c which is multiplicative and invertible. Since the logarithm of c is additive, it is a linear combination of Chern characters. Hence we may write
We regard s k as parameters and consider the twisted descendant potentials D s := D (c,F ) as a family of asymptotical elements in the Fock space of functions on H + depending 6 on s k . We have D s = D X when all s k = 0. Our aim is to express D s in terms of D X . 
Multiplication by A m defines an operator on H * (IX ). By abuse of notation, we denote this operator by A m . The quantization of the operator A m z m−1 will appear in the quantum Riemann-Roch formula. The rest of this section is devoted to prove that A m z m−1 is infinitesimally symplectic, which is not a priori clear. It follows from the following result. Proof. We prove the statements for the untwisted pairing. The proofs for the twisted pairing are identical.
For a ∈ H * (X i ), b ∈ H * (X i I ) and 0 < l < r i , we have
Multiplying by B 2m+1 (l/r i ) yields
which proves the statement about A 2m+1 .
To prove the statement for A 2m , we start with
for 0 < l < r i , and
. This implies that, for 0 < l < r i ,
Adding (4.1.3.4) for l = 1, ..., r i − 1 and (4.1.3.3) yields
which proves the statement about A 2m .
Thus multiplication by A 0 defines a self-adjoint operator with respect to both pairings. (ii) The operator A 1 is not anti-self-adjoint. However note that
We can use the arguments in the proof of Lemma 4.1.3 to show that
Using B 1 (0) = −1/2 we can rewrite this as
In our notation, ch(F , Ω c(F ) ):
4.2.
The formula. From now on, we make the following additional assumption.
Assumption 1. X is a quotient of a smooth quasi-projective variety by a linear algebraic group.
This assumption is needed for technical reasons: to apply Grothendieck-Riemann-Roch formula for Deligne-Mumford stacks to the universal family of orbifold stable maps, we need the universal family to have certain properties. The required properties are proved in [2] for those X that satisfy Assumption 1. Many interesting stacks, for instance the toric Deligne-Mumford stacks [12] , satisfy Assumption 1. Also, if the generic stabilizer of X is trivial, then X satisfies Assumption 1. See for example [21] , Theorem 2.18. Now we state the orbifold quantum Riemann-Roch theorem. The proof is deferred to Section 7.
Here sdet c(F ) is the super determinant of the operator given by the ordinary multiplication by c(F ). This theorem expresses (in a rather nontrivial way) the twisted descendant potential D s in terms of the untwisted potential D X . 1 is well-defined. The verification of this is a straightforward modification of [28] , Proposition 5 (and the fact that Λ s is equipped with a topology as in Remark 4.0.1). We omit the details.
Passing to the quasi-classical limit → 0, we find that applying the operator exp(Â) to D X corresponds to transforming the Lagrangian submanifold L X by the (unquantized) operator exp(A). Hence we have 
In particular, L s is a homogeneous Lagrangian cone swept out by a finite dimensional family of subspaces.
When X is a manifold, the inertia stack IX is just X itself and Theorem 4.2.1 reduces to [16] , Theorem 1 of Coates-Givental. An interesting feature of Theorem 4.2.1 is the presence of values of Bernoulli polynomials (see the definition of elements A m ) in place of Bernoulli numbers which appear in the quantum Riemann-Roch theorem for manifolds [16] . It would be interesting to find a conceptual way to explain why this is the case.
Quantum Lefschetz

Twisting by Euler class.
Consider an S 1 which acts trivially on X and on F by rotating the fibers. Let λ be the equivariant parameter and c(·) the S 1 -equivariant Euler class e(·). In this section we consider the special case of twisting by e. From λ + x = exp( k≥0 s k x k k! ), we find
Let ρ l,j i be the Chern roots of F For the rest of this section and Section 5.2, we make the following assumption.
Assumption 2.
(1) The generic stabilizer of the stack X is trivial.
(2) The bundle F is a direct sum ⊕ j F j of line bundles and each F j is a line bundle pulled back from the coarse moduli space X.
Remark 5.1.3. (i) In the situation of Assumption 2, the intersection index c 1 (F j ), π * β := c 1 (F j ) · π * β is an integer for all β ∈ H 2 (X ). This can be seen as follows: Let L = π * M be a line bundle on X that is pulled back from a line bundle M on the coarse moduli space X. Then for any
For each i and j, the line bundle q * (F j )| X i has µ r i -eigenvalue 1. (iii) Although Assumption 2 may seem like a strong restriction, it holds for the case that we are interested the most: The bundles involved in the toric mirror construction are line bundles pulled back from the coarse moduli spaces, see [17] , Section 4.1 and 4.3.
We are interested in a more precise relationship between the J-function J X and the twisted J-function J (e,F ) . We follow the approach of [16] .
Following [16] , we call this the hypergeometric modification of J X . Proof. This is a generalization of [16] , Theorem 2 (see also [15] , Theorem 1.7.3). We apply the argument of [16] and [15] . We want to show that
lies on L e ⊂ (H, Ω). By Corollary 5.1.1, this is the same as
Equivalently,
It is easy to see that γ ρ ji (z) −1 = γ ρ ji (−z) = I * γ ρ ji I (−z). Therefore we want to prove that
Fix an i ∈ I, consider
Consider the following asymptotic expansion (see for instance [50] , Section 13.6):
A straightforward computation yields the following asymptotic expansion,
It follows that (5.1.5.1) is equal to the asymptotic expansion of the integral
k=−∞ (λ + ρ ji + kz) which, by integration by parts, is equal to
Since the cone L X is swept out by zT f L X where f varies in {−z + t + H − } ∩ L X , the Theorem would follow if we can prove that the asymptotic expansion of (5.1.5.2) lies on the cone determined by J X . Note that ρ ji = q * (ρ j )| X i , hence by Lemma 2.3.9 the ordinary multiplication by ρ ji is the same as the orbifold multiplication by ρ j . By the string and divisor equations 7 , we have j e ρ ji +λ z
We will use the following D-module structure of the orbifold quantum cohomology ring. 7 These equations take the same form as those in Gromov-Witten theory of manifolds, see Remark 2.5.4.
where • is the orbifold quantum product ( [19] , [3] ) and o(z) denotes a linear combination of z∂ v i J X with coefficients being multiples of z. It follows that for each j,
This implies that
and {φ α } is an additive basis of H * (IX ). We conclude that the asymptotic expansion of (5.1.5.2) lies in the cone determined by J X , and the Theorem is proved.
Remark 5.1.6. A key point in the above argument is that ρ j , π * d are integers, which follows from Assumption 2. The above argument does not require the bundle F to be invariant.
For a point I F (t, −z) let L t be the tangent space toL (e,F ) at this point. Recall thatL (e,F ) is ruled by zL t . Note that I F (t, z) ≡ J(t, z) mod Q. It follows that the family
is transverse to the ruling ofL (e,F ) by zL t . Thus zL t meets the slice −z + zH − ∩L (e,F ) at a unique point. Example 5.2.2. Let L := π * M be a line bundle on X that is the pullback of a line bundle M on the coarse moduli space X. For an orbifold stable map f : C → X with induced mapf : C → X between coarse moduli spaces, we have
Hereπ : C → C is the map to the coarse curve. From this we see that the bundle L is convex if and only if M is convex in the usual sense.
The following Proposition follows from [36] . Let j : Y → X be the inclusion. Proposition 5.2.3 implies that
where on the right-hand side the Novikov rings should be changed according to H 2 (Y ) → H 2 (X). By taking the nonequivariant limit λ → 0, we obtain This can be regarded as a generalization of "Quantum Lefschetz Hyperplane Principle" (see [26] , [35] , [11] , [41] , [25] , [16] ) to orbifolds.
We now restrict to the small parameter space H ≤2 (X ).
Proposition 5.2.5. Let {φ k } be a basis for H ≤2 (X ). If c 1 (F ) ≤ c 1 (T X ), then for t ∈ H ≤2 (X ) we have an expansion
where F (t) and G k (t) are certain scalar-valued functions with F (t) invertible.
Proof. We have
Recall that
where {φ α } is an additive basis of H * (X i ). We need to identify the highest power of z in J i,d (t, z). For this t should be taken to have orbifold degree 2 and orbdeg(φ α ) to be as large as possible. Since the generic stabilizer of X is trivial, the largest possible orbifold degree is 2dim C X . Therefore, by the formula of virtual dimension, the largest power of z in
The highest power of z occurring in
, π * d . By our assumption, this is at most 1. If this is equal to 1, then the class φ α has orbifold degree 0. In order to have z 0 term, we must have orbdeg(φ α ) ≤ 2dim C X −2, which implies that orbdeg(φ α ) ≤ 2. The Proposition follows.
Remark 5.2.6. From the proof we see that F (t) ≡ 1 (mod Q).
Since
, by comparing the asymptotics of I X ,Y and J X ,Y , we obtain Corollary 5.2.7. If c 1 (F ) ≤ c 1 (T X ), then the restriction of J X ,Y (τ, z) to small parameter space H ≤2 (X ) is given by
This may be regarded as a mirror formula for complete intersection orbifolds. Once the Jfunction of X is known, the J-function of Y can be computed by Corollary 5.2.7 and (5.2.3.1). 6 . Quantum Serre duality 6.1. General case. We again consider the general case of twisting by a vector bundle F over X and multiplicative invertible characteristic class c(·) = exp ( k s k ch k (·)). Here we do not require Assumption 2. Consider the dual case of twisting by the dual bundle F ∨ and the class
Note that c ∨ (F ∨ ) = 1 c(F ) . An application of Theorem 4.2.1 yields the following relation between the potentials D (c,F ) and D (c ∨ ,F ∨ ) . Proof. One may prove this result by comparing the formulas for D (c,F ) and D (c ∨ ,F ∨ ) given by Theorem 4.2.1. We proceed differently. We compare the differential equation (7.0.2.2) for (c, F ) and (c ∨ , F ∨ ). The equation for (c, F ) is
We write the equation for (c ∨ , F ∨ ) as
For a fixed i ∈ I, the first term on the right-hand side of (6.
We now analyze this for each fixed m, h. Using F
where we use m + h = k + 1. For m = 1 and h = k, we have
which cancels with the term ch k (F ∨(0) i )/2. Therefore the first two terms in the right-hand side of (6.1.2.1) is
Hence C ∨ k = (−1) k+1 (C k − 1 24 X ch k (F )e(T X )). We conclude that (6.1.2.1) is
The result follows.
Euler class.
We consider the case of twisting by an S 1 -equivariant Euler class. Let the dual bundle F ∨ be equipped with the dual S 1 -action and let e −1 (·) be the inverse S 1 -equivariant Euler class. If ρ j are the Chern roots of F , then e −1 (F ∨ ) = j (−λ − ρ j ) −1 . Proposition 6.2.1. Let M : H * (IX ) → H * (IX ) be defined on H * (X i ) as multiplication by the number (−1)
and define a change • : Q d → Q d (−1) c 1 (F ),π * d in the Novikov ring. Then we have
Here the ground ring is Λ λ .
Proof. If we write e −1 (·) = exp ( k s * k ch k (·)) and e(·) = exp ( k s k ch k (·)), then we find that s * k = (−1) k+1 s k for k > 0 and s * 0 = −s 0 − π √ −1. The proof of Theorem 6.1.1 shows that D s * satisfies the differential equation (6.2.2.1)
Also, exp( 1 2 X e(T X )(−π √ −1)rankF ) = sdet((−1) rankF/2 ). The operator
yields the change • via the divisor flow. The operator exp(−π √ −1[(A 1 ) 0 + ch 0 (q * F inv )] ∧ ) yields the operator M.
Solving the equation (6.2.2.1) and using the expression of D s * | s k =0 yields the desired formula. The super-determinant terms are combined to give the term sdet((−1) rankF/2 e(F )) −1/24 .
The term exp( π √ −1 24 X ch 1 (F )c top−1 (T X )) accounts for the difference in the second term on the left-hand side of Theorem 4.2.1 resulted from s * 0 = −s 0 − π √ −1.
7. Proof of (4.2.1)
In this section we prove Theorem 4.2.1. The proof is rather lengthy and somewhat unpleasant. Let us explain the idea of the proof (which is the same as that of [16] ): The twisted descendant potentials D s are viewed as a family of asymptotic elements depending on variables s = (s 0 , s 1 , ...). We know that D s | s 0 =s 1 =...=0 = D X . If we can find a system of differential equations (in s k ) satisfied by D s , and solve the initial value problem (with the initial condition given by above), then we can find a relationship between D s and D X . We attempt to find such a system of differential equations by doing the naive thing: compute ∂D s /∂s k . The Chern character ch(F g,n,d ) appears in this computation. The main idea is simply to apply Grothendieck-Riemann-Roch formula to compute ch(F g,n,d ), then use Givental's formalism to express the differential equations in a form that we can solve. Put
Here the term (−) b means the degree 2b part of a cohomology class, and T d ∨ is the dual Todd class defined by the property that T d ∨ (L ∨ ) = T d(L) for any line bundle L. The following differential equation is obtained by applying Grothendieck-Riemann-Roch formula to a family of orbicurves.
Recall that the superscript ∧ indicates the quantization from Section 3.3. 
where f (s) is such that ∂f (s)/∂s k = C( j s j α j , β k ) and g(s) is such that ∂g(s)/∂s k = C k .
The following facts will be used to compute C k .
24 . From this we find
We can compute the super determinant as sdet c(F ) = exp(str(ln c(F ))) = exp 1 2 X e(T X )( j s j ch j (F )) .
Then cocycle C( j s j α j , β k ) is equal to and the vector bundle E = ev * n+1 F . For technical reasons we proceed as follows. We can find a family U → M of orbicurves over a smooth base stack M and an embedding M g,n (X , d) → M such that
• the family U → M pulls back to the universal family over M g,n (X , d),
• the vector bundle E extends to a vector bundle over U,
is surjective for all m ∈ M. This family of orbicurves is constructed in [2] using Hilbert schemes for Deligne-Mumford stacks. Grothendieck-Riemann-Roch formula (Corollary A.0.7) can be applied to U → M: by the construction in [2] , U → M factors as U → A × M → M where A is smooth, U → A × M is a regular embedding, and A × M → M is the projection. Therefore U → M is a local complete intersection (lci) morphism 8 . Moreover, since the relative tangent bundle of A × M → M is just the tangent bundle of A pulled back to A × M, it follows that the lci virtual tangent bundle of U → M coincides with its relative tangent bundle. (Alternatively, applying the GRR formula of [48] , [45] to U → A × M and A × M → M also gives the needed GRR formula.)
We can compute ch(f * ev * n+1 F ) by applying Corollary A.0.7 to the morphism U → M then pulling back the result to M g,n (X , d). Therefore for the rest of this section, we assume the above condition on Kodaira-Spencer map.
There are three types of components of the inertia stack IM g,n+1 (X , d; i 1 , ..., i n , 0) that are mapped to M g,n (X , d; i 1 , ..., i n ):
(1) the main stratum M g,n+1 (X , d; i 1 , ..., i n , 0), (2) the divisors of marked points, and (3) the locus of nodes. We describe each contribution below. 7.2.1. Main stratum. The computation on the main stratum doesn't depend on (i 1 , ..., i n ). To simplify notation, we describe it for f : M g,n+1 (X , d) ′ → M g,n (X , d).
The restrictions of ch(E) and T d(T f ) to M g,n+1 (X , d) ′ are ch(E) and T d(T f ) respectively. To compute T d(T f ) = T d ∨ (Ω f ), we use the following Lemma. Proof. We prove the first exact sequence. The second sequence can be proved by a similar argument. Away from Z, two sheaves Ω f and ω f are the same. Consider a family S ← C f → X of orbifold stable maps with S = SpecR such that the fiber of C/S over a point of S is a nodal orbicurve.Étale-locally near a node 9 , we may write C as the quotient [U/µ r ] where U is the nodal curve Spec(R[z, w]/(zw − t)) and µ r acts on U via (z, w) → (ζ r z, ζ −1 r w). Over this neighborhood, the dualizing sheaf ω f corresponds to the µ r -equivariant sheaf ω U with invariant generator dz∧dw d (zw) . The sheaf Ω f of Kähler differentials corresponds to the µ r -equivariant sheaf Ω U with generators dz, dw and a relation wdz + zdw = 0. We have a natural equivariant inclusion Ω f ֒→ ω f defined by
The cokernel corresponds to the µ r -equivariant sheaf generated by dz∧dw d(zw) with coefficients in O S . This sheaf is identified with i * O Z , proving the first exact sequence.
Note that the D j 's and Z are disjoint, and the restrictions of L n+1 to them are trivial. It follows that
Hence the contribution from the main stratum is 1) ). 9 We use the condition on Kodaira-Spencer map to give this description.
We compute the second and third terms more explicitly.
The term T d ∨ (s j * O D j ) −1 − 1 is computed as follows: Consider the exact sequence
Here and henceforth the symbol [·] + denotes power series truncation. The term T d ∨ (i * O Z ) −1 − 1 is computed as follows: Let φ :Z → Z be the double cover of Z consisting of nodes and choices of a branch at each node.Z is a disjoint union of the stack M g−1,n+{+,−} (X , d)× IX ×IX IX and stacks of the form M + × IX M − , where M ± = M g ± ,n ± +1 (X , d ± ) such that g + + g − = g, n + + n − = n, d + + d − = d and the union is taken over all ordered splittings of g, n, d.
Let L + be the line bundle on M + whose fiber at an orbifold stable map is equal to the orbifold cotangent space at the marked point of gluing. The bundle L − on M − is similarly defined.
By [46] Lemma 5.1, there is a polynomial P such that
where N is the normal bundle of Z ⊂ M g,n+1 (X , d) ′ . Thus we have
Denote ι = i • φ. Using φ * N = L ∨ + ⊕ L ∨ − and the expression of P in [46] , we find
Here ψ ± = c 1 (L ± ). Therefore the contribution from the main stratum is
Restricting to M g,n (X , d; i 1 , ..., i n ), we find that the contribution to ch(f (i 1 ,...,in) * E) from the main stratum is . ..,in) * s j,(i 1 ,...,in) * (ch(s * j,(i 1 ,...,in) E)
where the subscript (i 1 ,...,in) indicates the restriction to M g,n (X , d; i 1 , ..., i n ). We call ( : D j,(i 1 ,...,in) → M g,n+1 (X , d; i 1 , ..., i n , 0) be the divisor of the j-th marked point. We know that D j,(i 1 ,...,in) ≃ M g,n (X , d; i 1 , ..., i n ) × Bµ r i j and D j,(i 1 ,...,in) contributes components of IM g,n+1 (X , d; i 1 , ..., i n , 0) which are mapped to M g,n (X , d; i 1 , ..., i n ). These components are M g,n (X , d; i 1 , ..., i n ) × (IBµ r i j \ Bµ r i j ) =:
where D j,(i 1 ,...,in) (l) is defined as follows: Choose a generator g of µ r i j which acts on N ∨ j with eigenvalue ζ −1 r i j . The inertia stack IBµ r i j can be described as 0≤k≤r i j −1 [point/C(g k )]. Define D j,(i 1 ,...,in) (l) := M g,n (X , d; i 1 , ..., i n ) × [point/C(g l )] ≃ M g,n (X , d; i 1 , ..., i n ) × Bµ r i j . By Lemma 7.2.2 and the exact sequence (7.2.2.1), we see that the pullback of T f (i 1 ,...,in) to D j,(i 1 ,...,in) (l) has trivial invariant part, and the moving part is the pullback of N j to D j,(i 1 ,...,in) (l).
The restriction E| D j,(i 1 ,...,in) is decomposed into a direct sum ⊕ k E (k) of g-eigenbundles. E (k) has g-eigenvalue ζ k r i j . Let P l : D j,(i 1 ,...,in) (l) → D j,(i 1 ,...,in) be the projection. Then we have ch(ρ(P * l E| D j,(i 1 ,...,in) )) = k ζ kl r i j ch(P * l E (k) ).
So the contribution from D j,(i 1 ,...,in) (l) is
. Let γ l : M g,n (X , d; i 1 , ..., i n ) → D j,(i 1 ,...,in) (l) be a section. We have γ l * γ * l = r i j · id and f (i 1 ,...,in) • s j,(i 1 ,...,in) • P l • γ l = id. Hence we can write the contribution from D j,(i 1 ,...,in) (l) as
The following Lemma is straightforward.
The second statement follows from the definition. We prove the first statement. Let S → M g,n (X , d) be a morphism and S ← C → X the corresponding orbifold stable map. Restricting to the divisor of the j-th marked point yields morphisms
By the description of the inertia stack IX in Remark 2.1.2 (i), these morphisms correspond to a morphism g : S → X i j . Consider the component Bµ r i j ≃ [point/(g l )] ⊂ IBµ r i j and let π l : S × [point/(g l )] → S × Bµ r i j be the projection. Let γ : S → S × Bµ r i j be a section of p • π l . To prove the first statement it suffices to prove
is commutative. Hence γ * π * l ρ * F = g * q * F , and we conclude by comparing the µ r i j -eigenbundles.
Therefore the contribution from D j,(i 1 ,...,in) (l) can be written as
The contributions from D j,(i 1 ,...,in) (1), ..., D j,(i 1 ,...,in) (r i j − 1) add up to
For each k with 0 ≤ k < r i j we have
Using γ 0 * γ * 0 = r i j · id we can rewrite the part of codim-1 term (7.2.2.3) that comes from D j,(i 1 ,...,in) as
Also, for 0 ≤ k < r,
And
We have γ * l P * l E (k) = ev * node (F (k) ), which is similar to Lemma 7.2.5. Using this and γ l * γ * l = id, we find that the sum of part of codim-2 term (7.2.2.4) fromZ r,(i 1 ,...,in) and contributions of Z r,(i 1 ,...,in) (1), ...,Z r,(i 1 ,...,in) (r − 1) is
Here we use rψ ± =ψ ± . Combining all together, we find
The second term, called the derivative term, is equal to
This can be seen from
Here • denotes correlators from moduli spaces of maps with the last marked point untwisted, and we use the property
see for instance [16] .
7.4. combining terms. First observe that, by Lemma 2.3.9,
On X i , we have m≥1 Definition A.0.1 ([47] ). Define a map ρ : K 0 (IX ) → K 0 (IX ) as follows: If a bundle F on IX is decomposed into a direct sum ⊕ ζ F (ζ) of eigenbundles F (ζ) with eigenvalue ζ, then ρ(F ) := ζ ζF (ζ) ∈ K 0 (IX ).
Definition A.0.2 ([47] ). Define ch : K 0 (X ) → H * (IX ) to be the composite
where q X : IX → X is the projection and ch is the usual Chern character.
Definition A.0.3. Define an operation λ −1 in K-theory as follows: for a vector bundle V , define λ −1 (V ) := a≥0 (−1) a Λ a V .
Definition A.0.4 (Todd class). Define T d : K 0 (X ) → H * (IX ) as follows: For a vector bundle E on X , q * X E is decomposed into a direct sum (q * X E) inv ⊕ (q * X E) mov where (q * X E) inv , the invariant part, is the eigenbundle with eigenvalue 1, and (q * X E) mov , the moving part, is the direct sum of eigenbundles with eigenvalues not equal to 1. (In the notation of Section 1, (q * X E) inv = E (0) ). Define
The map T d satisfies
Recall that a stack has the resolution property if every coherent sheaf is a quotient of a vector bundle (see for instance [48] ).
Theorem A.0.5 (Grothendieck-Riemann-Roch formula). Let X and Y be Deligne-Mumford stacks with quasi-projective coarse moduli spaces and f : X → Y a proper morphism which factors as (A.0.0.7). Assume that X and Y have the resolution property. Let E ∈ K 0 (X ), then
where f * is the K-theoretic pushforward and If : IX → IY is the map induced by f .
Remark A.0.6. The cohomological pushforward If * of a non-representable morphism is defined by passing to a finite scheme cover of IX , see [39] .
We prove this formula under two additional assumptions:
(1) Y is smooth, (2) in (A.0.0.7), P is smooth. Under these assumptions, the GRR for f follows from the GRR for the closed embedding i and the smooth morphism g (see [47] ). In the case of families of orbicurves over a smooth base (which is what we need), these assumptions are satisfied by the results of [2] .
Restricting to the distinguished component Y ⊂ IY, we obtain
).
Let f : C → S be a family of twisted curves (with sections to all gerbes) over a smooth base scheme S and E a vector bundle on C. We give a direct argument for GRR formula in this case. Note that this case is what we need.
First note that f factors through the relative coarse moduli space,
If E is of the form ρ * V , then we have ch(f * E) = ch(f * V ) =f * (ch(V )T d(Tf )) = f * (ch(E)T d(ρ * Tf )) by GRR forf . We may compute this term using the results of [16] and [15] . Also, we can compute the term If * ( ch(E) T d(T f )| If −1 (S) ) using the results in Section 7.2. It follows that If * ( ch(E) T d(T f )| If −1 (S) ) = f * (ch(E)T d(ρ * Tf )).
For general E, the kernel and cokernel of the map ρ * ρ * E → E are torsion sheaves supported on marked points and nodes. Such sheaves are extensions of pushforwards of locally free sheaves from the marked points or nodes. By additivity, it suffices to verify the formula for this kind of sheaves. Let s : D → C be the locus of a marked point. For E = s * V , we have It follows from a direct calculation using results in Section 7.2 that these two terms are the same.
Appendix B. Properties of Virtual Bundles
In this appendix we discussion some properties of the virtual bundle F g,n,d . First note that the fact that F g,n,d is well-defined can be seen by factoring f as in (A.0.0.7) (which follows from the construction of the universal family in [2] ). Note that f is perfect, and resolution property implies that the K-theory of vector bundles coincides with the K-theory of perfect complexes. B.1. Behavior under pullbacks. We will need to know how F g,n,d behaves under pulling back by the maps f : M g,n+1 (X , d) ′ → M g,n (X , d), s j : D j → M g,n+1 (X , d) ′ , and i : Z → M g,n+1 (X , d) ′ . Let ι red :Z red → M g,n+1 (X , d) ′ be the composition of double covering of Z red and the inclusion into M g,n+1 (X , d) ′ . Similarly we can define ι irr :Z irr → M g,n+1 (X , d). Note that Z red = g + +g − =g,n + +n − =n,d + +d − =d M g + ,n + +1 (X , d + ) × IX M g − ,n − +1 (X , d − ), andZ irr = M g−1,n+2 (X , d) × IX ×IX IX .
Lemma B.1.1.
(1) f * F g,n,d = F g,n+1,d | M g,n+1 (X ,d) ′ .
(2) ι * red F g,n+1,d = p * + F g + ,n + +1,d + + p * − F g − ,n − +1,d − − ev * node (q * F ) inv . (3) ι * irr F g,n+1,d = F g−1,n+2,d − ev * node (q * F ) inv , where ev node denotes the evaluation map at the marked point of gluing.
Proof. The proofs are similar to those of the corresponding statements in [16] , [15] . Let X = [M/G] be as in Assumption 1, where M is a smooth quasi-projective variety and G is a linear algebraic group. Choose a G-equivariant ample line bundle L on M. The bundle F corresponds to an equivariant vector bundle which we also denote by F . For N sufficiently large we have the following exact sequence
Tensoring with L −N yields an exact sequence
Let A = H 0 (M, F ⊗ L N ) ⊗ L −N and B = Ker ⊗ L −N . These two bundles induce two vector bundles on X which we denote by A and B respectively. The above exact sequence implies that F g,n,d = A g,n,d − B g,n,d .
If d = 0, then R 0 f * ev * n+1 A and R 0 f * ev * n+1 B both vanish, and −A g,n,d , −B g,n,d are vector bundles. We verify (2) for A g,n,d . Let ((f + : C + → X ), (f − : C − → X )) be a point in M g + ,n + +1 (X , d + )× IX M g − ,n − +1 (X , d − ), and f : C → X the stable map obtained by gluing. The fiber of −ι * red A g,n+1,d over the point (f : C → X ) is H 1 (C, f * A) ≃ H 0 (C, f * A ∨ ⊗ ω C ) ∨ . The fiber of −p * ± A g ± ,n ± +1,d ± over the point (f ± : C ± → X ) is H 1 (C ± , f * ± A) ≃ H 0 (C ± , f * ± A ∨ ⊗ ω C ± ) ∨ . The descriptions of dualizing sheaves on C, C + , C − imply the following exact sequence:
This proves (2) for A g,n,d . In the same way it's proved for B g,n,d . (2) thus hold for E g,n,d since E g,n,d = A g,n,d − B g,n,d . If d = 0, then R 0 f * ev * n+1 F is a trivial bundle and R 1 f * ev * n+1 F is a vector bundle. The same argument can be applied to this case.
(1) and (3) can be proved in the same way.
B.2. Another virtual bundle. We may also define the virtual bundles using the moduli space K g,n (X , d). In this section we compare the two definitions. We introduce some notations. Let K g,n (X , d) ′ ⊂ K g,n (X , d) be the subspace parametrizing maps whose last marked point is untwisted. The forgetful mapf : K g,n+1 (X , d) ′ → K g,n (X , d) exhibits K g,n+1 (X , d) ′ as the universal curve over K g,n (X , d), and the evaluation map ev n+1 : K g,n+1 (X , d) ′ → X is the universal stable map. Letπ n : M g,n (X , d) → K g,n (X , d) be the projection. Define F g,n,d :=f * ev * n+1 F.
