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1.  Introduction
Rising global air temperatures in the 21st century are driving changes in the hydrological and energy cycles 
(IPCC, 2014), as well as in other climate variables such as surface wind (Zeng et al., 2019). Climate change 
is manifested locally via more frequent and severe regional extreme weather and climate extremes, such as 
heat waves, heavy precipitation, droughts and floods (Beniston et al., 2007; Chen et al., 2020). Among those 
climate hazards, windstorms and extreme winds can seriously threaten human life, property, infrastructure 
and ecosystems by affecting aviation security, wind energy production and damaging buildings and forests 
(Suomi & Vihma, 2018). Across Europe, extreme wind events contribute to more than half of the economic 
losses associated with natural disasters (Ulbrich et al., 2013); during 1980–2017, windstorms accounted for 
62% of the insured economic losses from climate-related extremes (EEA, 2019). In Scandinavian countries 
like Sweden and Finland, which are largely covered by forests, wind-induced damage significantly impacts 
timber production and thus the national economy (Gregow et al., 2017; Hannon Bradshaw, 2017; Peltola 
et al., 2010).
For monitoring the turbulent fluctuations of wind, WMO (1987) suggests recording and archiving the so-
called near-surface (∼10-m height) wind gusts, defined as the maximum of the 3 s running average wind 
speed over the time interval. Due to this short averaging time, wind gust measurements can capture the sud-
den and abrupt changes in wind that may exert extreme loads on buildings and structures. By having access 
to long-term, continuous and representative wind gust observations, extreme wind risk assessments and 
forecasting can be carried out (Suomi & Vihma, 2018). An increasing number of studies have investigated 
multidecadal changes of daily peak wind gusts (hereafter DPWG), defined as the highest wind gust record-
ed in 24 h (Azorin-Molina et al., 2016). However, high-quality and continuous DPWG measurements are 
often not available. For example, in Scandinavian countries, observed wind gust records are only available 
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since the mid-1990s, when automatic weather stations were introduced (see Section 2.1). Even when meas-
urements are available, their quality can be poor as observed wind series can be strongly affected by various 
measurement inconsistencies (Aguilar et al., 2003), such as station relocation or anemometer height chang-
es (Wan et al., 2010) and anemometer drift (Azorin-Molina et al., 2018a).
Reliable DPWG observations are not always accessible. Therefore, understanding how the changing cli-
mate affects extreme wind characteristics, including future wind gust scenarios, requires regional climate 
models (hereafter, RCMs). An RCM is a limited-domain climate model which, forced by lateral and ocean 
conditions from a general circulation model (GCM) or an observation-based data set (reanalysis), simulates 
climate variability with regional refinements (http://glossary.ametsoc.org/wiki/Regional_climate_model; 
last accessed February 16, 2021). This improved accuracy is enabled, for example, by the more detailed sur-
face characteristics and higher-resolution topography. Because the RCM domain is limited, boundary values 
are provided by the coarser driving model (GCM or reanalysis). By downscaling global reanalyses or GCMs, 
information on the large-scale flow are included in the regional simulations at the lateral boundaries, while 
regional, small-scale circulation features are generated by the RCM. Therefore, RCMs enable more detailed 
study not only of the mean conditions, but also extremes (Beniston et al., 2007), by running climate simula-
tions at higher resolution in both time and space (typically at horizontal scales of 10–50 km) than the GCMs. 
Moreover, wind gust outputs are available in current RCMs. However, climate models can only explicitly 
resolve processes whose scales of motion are greater than the model grid scale. Therefore, the cumulative 
effects of all the eddies responsible for gusts must be related to those variables and processes occurring at 
the resolvable scales of the model: this approach is named parametrization (Anthes, 1985). Current RCMs 
parametrize wind gustiness using various techniques (Sheridan, 2011) and can quantify possible changes in 
wind extreme statistics under different future scenarios (Jeong & Sushama, 2019; Nikulin et al., 2010), thus 
providing a primary tool for the development of risk management strategy or adaptation policy. However, 
before any RCM product can be used to assess changes in extreme winds, its ability in representing observed 
near-surface wind statistics (such as gusts) must be proven. Following the work by Kunz et al. (2010) for 
Germany, the capability of RCMs in realistically simulating gust wind speeds must be investigated using 
observations. Unfortunately, there are currently no suitable DPWG observational datasets for Scandinavia 
which can be used to verify wind model outputs (Nikulin et al., 2010), and the reliability of available RCMs 
in simulating wind remains largely unknown (Achberger et al., 2006).
To fill such gaps, this work aims to: (i) create the first high-quality and homogenized near-surface DPWG 
dataset for the Scandinavian Peninsula (i.e., Finland, Norway and Sweden) by applying a robust homogeni-
zation protocol; (ii) improve our understanding of the observed spatiotemporal DPWG climatology across 
Scandinavia for 1996–2016; and (iii) evaluate the performance of RCMs in simulating DPWG by compar-
ison against the observations. We note that it is beyond the scope of this study to exhaustively analyze all 
possible RCMs available across Scandinavia. Instead, by selecting a few RCMs and comparing their outputs 
with observed DPWG series, this study aims to reveal new insights into regional wind gust climate simula-
tions by identifying: (i) the observed features missed by current RCMs; (ii) the advantages of RCM down-
scaling compared to GCMs; and (iii) the factors in the RCM setup which affect the model performance in 
simulating DPWG the most (e.g., lateral boundary conditions, wind gust parametrization, etc.).
2.  Data
2.1.  Observed DPWG
Hourly wind gust observations across Finland, Norway and Sweden are used to create the first quality-con-
trolled and homogenized DPWG dataset for Scandinavia.
Wind gust observations across Finland are provided by the Finnish Meteorological Institute (FMI; https://
en.ilmatieteenlaitos.fi/climate-statistics; last accessed February 16, 2021). FMI measures wind gust as max-
imum 3-s wind speed, following WMO (2014) guidelines. FMI greatly increased the number of automatic 
weather stations at the end of the 1990s, and there were fewer wind gust observations before this time (J.-P. 
Kaukoranta, 2020; personal communication). Meteorological stations use a Vaisala WA15 anemometer and 





communication). Since the mid-1990s, most of the WA15 anemometers have been changed to Thies ultra-
sonic anemometers, but many WA15 instruments are still in use.
In Norway, wind gust is measured by the Norwegian Meteorological Institute (MET Norway) and hourly 
observations can be downloaded at the eKlima web portal (http://sharki.oslo.dnmi.no/portal/page?_page-
id=73,39035,73_39049&_dad=portal&_schema=PORTAL; last accessed February 16, 2021). For MET 
Norway weather stations, wind gust is defined as the maximum 3-s wind speed in the last hour, follow-
ing the WMO (2014) output-averaged time instructions (R. G. Skaland, 2020; personal communication). 
Similar to Finland, fewer wind gust data are available across Norway before 1996, since the number of 
automatic weather stations began to increase rapidly at the end of the 1990s. Both Gill Wind Observer II 
and Young Wind Monitor-MA anemometers have been adopted to measure near-surface wind by MET 
Norway, with a few stations still equipped with Vaisala WAV151 instruments (H. T. Husebye, 2019; personal 
communication).
Hourly wind gust measurements across Sweden are provided by the Swedish Meteorological and Hydrolog-
ical Institute (SMHI) through its open data page (https://www.smhi.se/data/utforskaren-oppna-data/; last 
accessed February 16, 2021). Wind gusts were measured at 10-m height as the maximum 2 s gust record-
ed in the last hour (S. Lekander, 2019; personal communication), which differs by 1 s from the standard 
3 s averaging time suggested by WMO (2014) and followed in records across both Finland and Norway. 
Similar to FMI and MET Norway, SMHI started to install automatic weather stations across the country 
in 1996: for this reason, systematic wind gust measurements are available only since the end of the 1990s 
(Wern & Bärring, 2009). Automatic weather stations across Sweden are equipped with Thies 2D ultrasonic 
anemometers.
Using the hourly measurements, DPWG series were calculated by selecting the maximum wind gust record 
for each day when more than 20 measurements were available during the 24 h. A total of 127 meteorological 
stations, comprising 17 stations in Finland, 20 in Norway and 90 in Sweden, are considered for the period 
1996–2016. These stations are chosen because they cover the longest available time period of observations 
across Finland, Norway and Sweden with less than a year of missing data (i.e., <365 days when the DPWG 
could not have been calculated).
2.2.  Simulated DPWG
This study uses wind gust outputs from two RCMs downscaled in the Coordinated Regional Downscaling 
Experiment (CORDEX, Giorgi et al., 2009): (i) RCA4, the RCM developed by the Rossby Center, which is 
part of SMHI (Strandberg et al., 2014); and (ii) RACMO22E, which is version 2 for Europe of the KNMI 
(Royal Netherlands Meteorological Institute) regional atmospheric climate model (RACMO2; van Mei-
jgaard et al., 2012). Across Europe (in the so-called Euro-CORDEX experiments), each RCM model provides 
data on a horizontal spacing of 0.11° (∼12.5 km) in a rotated latitude-longitude grid. The RCMs examined in 
this study are driven by boundary conditions from the reanalysis ERA-Interim (hereafter, ERAINT) product 
of the European Center for Medium-Range Weather Forecasts (ECMWF; Dee et al., 2011), and two differ-
ent GCMs: ICHEC-EC-EARTH (hereafter, ICHEC) and MOHC-HadGEM2-ES (hereafter, MOHC) from the 
fifth phase of the Coupled Model Intercomparison Project (CMIP5; Taylor et al., 2012). When downscaled 
using ERAINT, wind gust simulations cover the time period ∼1980–2010; with the ICHEC and MOHC 
boundary conditions, outputs are available for a ∼1950–2005 control run (“historical”) under present-day 
climate conditions and for various 2005–2100 scenario simulations based on the different radiative forcing 
stabilization levels by 2100 (the so-called representative concentration pathways, RCPs). Table 1 summariz-
es the RCMs used in this study and more information about the CORDEX models may be found at https://
cordex.org/?option=com_content&view=article&id=242&Itemid=769 (last accessed February 16, 2021).
Among the different RCMs available in Euro-CORDEX, RCA4 and RACMO22E have been chosen because: 
(i) both models have been run with same boundary conditions (ERAINT, ICHEC and MOHC); and (ii) 
wind gusts are calculated in each RCM using a different gust parametrization. Following Brasseur (2001), 
RCA4 estimates wind gusts by considering the deflection of air parcels traveling at a given height, which are 
able to reach the surface when the mean turbulent kinetic energy of large turbulent eddies is greater than 





calculates wind gust as the sum of: (i) 10-m wind speed; (ii) turbulent gustiness expressed as a function of 
the shear-stress and the boundary layer stability; and (iii) a contribution from deep convection in strong 
wind-shear environments such as frontal systems (Bechtold & Bidlot, 2009; Panofsky et al., 1977). RCA4 has 
40 vertical levels with a model time step of 450 s (G. Nikulin, 2021; personal communication). RACMO22E 
has 40 vertical levels (Kotlarski et al., 2014) and time step of 2 min (Lenaerts et al., 2014). Both RCA4 and 
RACMO22E use the Gtopo30 database to represent the land topography and for each grid cell they integrate 
the dataset as piecewise constant (Samuelsson et al., 2015; Undén et al., 2002).
To evaluate the added value of using a high-resolution RCM, the wind gust outputs of the driving data 
(ERAINT) are compared to the wind gusts of its downscaled regional model (RCA4-ERAINT or RAC-
MO22E-ERAINT). The ERAINT reanalysis provides a coherent and spatially complete record of the global 
atmospheric circulation, by assimilating information from different types and sources of observations into a 
forecast model (Dee et al., 2011). A realistic model is used to extrapolate information from locally observed 
variables to unobserved parameters at nearby locations (spatial completeness), while the laws of physics of 
the forecast model as well as the observations guarantee the physical coherency of the estimated variables. 
Due to the completeness and physical coherence, as well as the quality of the reanalyzed fields, ERAINT is 
the dataset which provides the best lateral boundary conditions (so-called “perfect boundary conditions”) 
for the downscaling of the studied RCMs (Giorgi et al., 2009; Strandberg et al., 2014). Three-hourly wind 
gust outputs are available for ERAINT at its horizontal resolution of 80 km. Similar to RACMO22E, ERAINT 
computes gusts following the parametrization of Panofsky et al. (1977) and Bechtold and Bidlot (2009) (for 
detailed information about the ERAINT gust parametrization, see ECMWF, 2007).
Simulated DPWG series are constructed by selecting the maximum wind gust output at each grid point 
for each day in the different model datasets (ERAINT and the different RCMs). For model evaluation, the 
observed DPWG time series at a given station are compared with the estimated DPWG at the closest model 
(reanalysis or RCM) grid point, assuming that the closest series matches the observed one better than any 
other more distant grid point series (Minola et al.,  2020). DPWG simulations are compared with obser-
vations during 1996–2005, i.e. the common time period available for both data sets during only the RCM 
“historical” experiment.
3.  Study Region
The topographic features of the Scandinavian Peninsula (Finland, Norway and Sweden) are shown in Fig-
ure 1. The Scandes mountain range crosses the west side of the Peninsula in a north-to-south-direction. 
The Scandes are mainly located in Norway, where they dominate the landscape, reaching approximately 
2,500 m above sea level at the highest elevations. The coastline is characterized by fjords, i.e. narrow inlets 
with steep sides created by glacial erosion. The Scandes are also the main topographical feature in central 








period Calendar Domain Institute Reference
RCA4 ERAINT RCA4-
ERAINT
Evaluation r1i1p1 v1 1980–2010 Standard EUR-11 SMHI Strandberg 
et al. (2014)
ICHEC-EC-EARTH RCA4-ICHEC Historical r12i1p1 v1 1951–2005 Standard
MOHC-HadGem2-
ES
RCA4-MOHC Historical r1i1p1 v1 1951–2005 360 days
RACMO22E ERAINT RACMO22E-
ERAINT









Historical r1i1p1 v2 1950–2005 360 days
Table 1 
Details of the CORDEX RCMs chosen in this study
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(Achberger et al., 2006). Similar to southern Sweden, the topography of Finland is gentle and mostly flat, 
marked with many lakes and low hills.
The locations of the selected 127 weather stations are displayed in Figure 1. The map shows how the select-
ed stations are able to evenly cover the whole of Sweden, in both coastal and inland regions. However, most 
of the chosen Finnish and Norwegian weather stations are located along the coast, except of 1 station (out of 
17) in Finland and 3 stations (out of 20) in Norway which are located further than 20 km from the shoreline.
4.  Methods
4.1.  Homogenization
Various types of nonclimatic factors, such as station relocations and anemometer height and type changes 
(Wan et al., 2010), can affect near-surface wind series, making those data unrepresentative of the actual 
climate and its variations over time (Aguilar et al., 2003). A homogenization protocol must then be applied 
to identify artificial shifts (or break-points) and afterward remove the biases which those inhomogeneities 
create. Here, Climatol (Guijarro, 2017) is used to perform homogenization and missing data infilling on the 
raw DPWG series. Climatol is a R (R Core Team, 2020) package designed for quality controlling, homoge-
nizing and infilling climate series. The package can be installed from a R running session or downloaded 
from https://CRAN.R-project.org/package=climatol (last accessed February 16, 2021). Further information 
are available at http://www.climatol.eu/ (last accessed February 16, 2021). Climatol has been widely and 
successfully applied to homogenize wind series in previous studies (e.g., Shi et al., 2019; Zhang et al., 2020) 
and also to homogenize DPWG (Azorin-Molina et al., 2016, 2019). For this reason, it was chosen here to 
perform the homogenization of DPWG series across Scandinavia. By working with “normalized” values 




Figure 1.  Map of the study area showing topography and the location of the 17 weather stations across Finland (blue), 
20 stations across Norway (red) and 90 stations across Sweden (yellow). Coastal stations are shown as stars, inland 
stations as circles, mountain stations as triangles.
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homogenization using a two-step iterative approach (Guijarro, 2018). In step 1, the DPWG series are cal-
culated by averaging their five closest series at each time step, and break-points are identified by applying 
the well-established standard normal homogeneity test (SNHT; Alexandersson, 1986) to the differences be-
tween the observed and the calculated “normalized” values, at two different stages: (i) on stepped overlap-
ping time windows, to minimize the possible masking effect of multiple break-points; and (ii) on the whole 
series. Break-point finding is repeated iteratively until no SNHT values higher than the specified thresholds 
(150 for the stepped window and 100 when applied to the complete series) are detected. The values of the 
SNHT thresholds were chosen through exploratory homogenizations run by Climatol. In step 2, once all 
break-points are identified and corrected, missing values are filled by means of the five closest observations, 
weighted by an inverse distance function. Notice that: (i) to avoid the rejection of actual extreme values, 
no threshold of outlier tolerance is set, at the cost of allowing erroneous values to be accepted; and (ii) the 
closest series (reference series), needed both for finding break-points and for infilling of missing values, 
were chosen only among those measured by the same meteorological institute, to avoid differences in meas-
uring procedures between the various institutes (such as different gust duration definitions: see Section 2.1) 
which could affect the homogenization. A total of 59 time steps were missing in all DPWG series across 
Sweden for which Climatol could not complete the homogenization because a complete reference series 
was needed. For this reason, those 59 days of missing observations were filled before Climatol was applied 
by using the 1996–2016 daily means. Notice that the applied relative homogenization (i.e., comparison with 
the five closest stations) cannot remove systematic biases present in the whole time series. For example, if 
one station is located at a height different than 10 m, such bias cannot be detected and removed. In the same 
way, the relative homogenization cannot deal with those biases produced (near)simultaneously in most or 
all the series (such as a sensor change in all the stations of the network).
4.2.  Statistics for Comparison
To evaluate the similarity in mean DPWG simulated using the same RCM model or under the same bound-
ary conditions (see Section 5.3), a scatterplot of two data sets X and Y (created by using different model 
setups, i.e. RCM + boundary condition) is plotted and the agreement is quantified through the coefficient 
of determination R2 (Von Storch & Zwiers, 1999). Under the hypothesis Y = X (the two data sets are equal), 
R2 quantifies the ability of such linear regression to explain the variation of the data in the scatterplot: R2 
values closer to 1 indicate that stations in Y are more closely associated to stations in X throughout their 
mean DPWG values.
4.3.  Regionalization of DPWG Series
Topographic features are known to influence the surface energy balance and, especially over mountainous 
terrain, the thermally and dynamically forced earth-atmosphere exchange processes shape the atmospheric 
boundary layer (ABL) through turbulent transport (Helbig et al., 2017; Rotach et al., 2016). The resulting 
inhomogeneous ABL drives mesoscale and even sub-mesoscale flows (e.g., slope and valley winds), which 
strongly affect regional wind characteristics. Figure 2 shows the mean and standard deviation of DPWG at 
each weather station for 1996–2016 plotted against the station’s distance to the sea and its elevation. Stations 
tend to group into three clusters: (i) stations close to the coast are characterized by high mean and standard 
deviation; (ii) stations in high-elevation areas also show high mean and standard deviation; and (iii) stations 
at low elevation or in inland regions show low mean and standard deviation. Based on these characteristics, 
we classify meteorological stations across Scandinavia into three groups: (i) coast stations, within 20 km of 
the sea; (ii) inland stations, which are located further than 20 km from the coast and at an elevation below 
750 m above sea level (a.s.l.); and (iii) mountain stations, with elevations higher than 750 m a.s.l. Similar 
regionalization groups have been adopted in previous studies (see Azorin-Molina et al., 2018b). Grouping 
stations into coastal, inland and mountain regions particularly enables explanations of potential differences 
and similarities in DPWG statistics according to common regional physical processes. At coastal stations, 
wind conditions are mainly governed by local differences between sea and land (e.g., differences in heat ca-
pacity, surface roughness, the associated ABL turbulence; Achberger et al., 2006; Borne et al., 1998). Coast-
al wind conditions are also affected by synoptic-scale systems such as extratropical cyclones and storms 





turbulent transport, driven, for example, by friction and heat exchange (Rotach et al.,  2016). At upland 
stations, complex topography favors the development of local wind systems which are often suppressed 
by stronger larger-scale winds in the free troposphere (Achberger et al., 2006; Rotach et al., 2016; Serafin 
et al., 2018). This classification is also used when presenting results in the following sections, helping to 
overcome the issue of the uneven distribution of stations across Scandinavia (e.g., results could be dominat-
ed by a greater number of stations located in a particular region; Räisänen et al., 2003).
5.  Results
5.1.  Climatology of Observed DPWG
Figure 3 shows the spatial distribution of annual and seasonal mean and standard deviation of observed 
DPWG for 1996–2016. Annually, coastal stations generally display higher mean DPWG (greater than 
10 m s−1) than the inland stations (∼8 m s−1), except for a few stations located at high elevation in the Scan-
des range (∼12 m s−1). Seasonally, coastal stations show higher mean DPWG during winter and autumn 
when compared to spring and summer. This seasonality is different for inland stations, where only small 
differences are detected; however, slightly higher mean DPWG values are recorded during the warmer sea-
sons (spring and summer) compared to the cooler months (winter and autumn). Again, just a few stations 
located in the high regions of the Scandes show strong seasonal-dependent signals similar to those of coast-
al stations. The spatial pattern of standard deviation of observed DPWG for 1996–2016 is similar to that 
just described for the mean. Stations located along the coast or in the higher-elevation areas of the Scandes 
show larger standard deviations than those of inland stations, and standard deviations are generally greater 




Figure 2.  Scatterplot of the mean (top row) and standard deviation (bottom row) of daily peak wind gusts for the 127 homogenized stations across Scandinavia 
for 1996–2016 plotted against station distance to the sea (left) and elevation (right). Scatter-points cluster into three groups: (i) coastal stations (blue), (ii) inland 
stations (olive) and (iii) mountain stations (brown).
Journal of Geophysical Research: Atmospheres
(i.e., the ratio between standard deviation and mean), inland stations, especially at latitudes higher than 
∼60°, show higher values compared to coast stations, in particular during winter.
The spatial differences identified in Figure 3 are better captured when stations are grouped into the three 
regions, with climate statistics displayed by region. For example, Figure 4 shows the seasonal cycle of mean 
and standard deviation of DPWG during 1996–2016 for each region. In coastal stations, the observed sea-
sonal cycle of mean DPWG show the strongest winds in winter and the weakest winds in summer. The 
standard deviation also varies from month to month, ranging from ∼5 m s−1 in December to ∼3 m s−1 in 
July. In contrast, inland stations have a less pronounced seasonal cycle, with mean winds peaking in May-
June at ∼9 m s−1 similar to the average ∼8 m s−1 recorded during the rest of the year. Standard deviation 
shows a seasonal signal similar to that of the coastal stations (higher during winter than summer), but with 
generally lower values (∼4 m s−1 in December and ∼2.5 m s−1 in July for the inland stations compared to 
∼5 and ∼3 m s−1 for the coastal stations). For the mountain stations, observed DPWG also shows a seasonal 
cycle similar to that of the coastal stations, with the maximum and minimum values during the cold and 
warm months, respectively. The amplitude of the mean seasonal cycle in mountain regions is lower com-
pared to coastal areas, and mountain stations generally show higher mean DPWG conditions for all months. 
The standard deviation of DPWG varies greatly during the year, reaching ∼7 m s−1 in December, which is 
twice that during July (∼3.5 m s−1). Regional differences in the seasonal cycle can to a large extent be ex-
plained by the atmospheric stability (Achberger et al., 2006), although other factors such as topographical 
features also play a role. In fact, due to the larger heat capacity of water compared to land, stability over sea 
varies less than over land. The less stable atmosphere over water favors downward mixing of momentum 
over the sea and at coastal locations: this, together with the stronger pressure gradient in winter, enhances 
DPWG. Instead, the more stable conditions over land limit downward mixing of momentum in winter, thus 
reducing the seasonal DPWG variations.
It is evident from Figures 3 and 4 that, although there are differences in how wind gust is recorded across 




Figure 3.  Annual and seasonal spatial distribution of the mean (a–e), standard deviation (f–j) and coefficient of variation (k–o) of the observed daily peak wind 
gusts for the 127 homogenized stations across Scandinavia for 1996–2016.
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does not seem to affect DPWG statistics across different countries. Specifically, stations located in the same 
region, but in different countries, show similar statistics in their DPWG conditions and do not greatly differ 
in their distribution (see example in Figure S1).
5.2.  RCMs vs. Driving Models
To investigate if the RCM downscaling adds value to DPWG simulations compared to GCMs, the spatial 
distribution of mean DPWG for 1996–2005 is plotted in Figure 5 for observations, ERAINT and the two 
RCMs having ERAINT as their boundary conditions (RCA4-ERAINT and RACMO22E-ERAINT). Despite 
a ∼80-km spatial resolution, ERAINT is able to capture the land-sea contrast and the impact of large-scale 
circulations with high DPWG in coastal regions as in the observations. The two RCMs also show high mean 
DPWG along the coastlines. However, while the simulated DPWG mean conditions vary according to the 
terrain features in both RCA4 and RACMO22E, the coarser horizontal resolution in ERAINT cannot resolve 
differences in DPWG climatology across inland regions, especially in the Scandes. An improved DPWG 
distribution in the RCMs is more evident in Figure 6 where mean DPWG values at each station are plotted 
as a function of the station’s distance to the sea or its elevation for the ERAINT, RCA4-ERAINT and RAC-
MO22E-ERAINT datasets. Again, high mean wind conditions at the coastal stations are captured by both 
ERAINT and RCMs. However, when looking at inland stations, ERAINT does not show distinct differences 
between high-elevation stations and other inland stations, even though both observations and RCMs show 
different wind conditions at stations with higher elevation. This discrepancy is likely caused by the fact that 
the horizontal spatial resolution of ERAINT (∼80 km) is too coarse to capture the complex terrain features 
responsible for the gustiness and modified flow (Rotach et al., 2016). RCM simulations, with their higher 
horizontal resolution, are needed if the features most relevant for explaining the DPWG climatology across 
Scandinavia should be included.
We further evaluate potential discrepancies in modeled DPWG climatology between different RCMs with 
the same boundary condition or between the same RCM with different boundary conditions. Figure 7 pre-
sents the coefficient of variation (R2) in scatterplots of mean DPWG for such cases. The R2 values between 
RCA4 and RACMO22E are about 0.57 with a negligible sensitivity to the choice of boundary conditions 
(Figure 8a). In Figures 8b and 8c, R2 values are further computed for the same RCM (RCA4 and RAC-
MO22E, respectively) with different boundary conditions. In all simulations, R2 is greater than 0.96. This 




Figure 4.  Mean seasonal cycle of daily peak wind gusts for stations in the coastal (left), inland (middle) and mountain (right) regions averaged for 1996–2016. 
The seasonal cycle is displayed as its mean value (solid line) and the standard deviation (colored area bounded by the dashed line).
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with same boundary conditions. The sensitivity of DPWG climatology to the RCMs and their boundary con-
ditions is further demonstrated in Figure 8. The spatial distributions of mean DPWG are plotted for RCA4 
and RACMO22E driven by three boundary conditions (i.e., ERAINT, ICHEC and MOHC). The spatial pat-
terns of DPWG do not vary much when the same RCM is integrated with different boundary conditions. A 
large discrepancy is instead found between the two RCMs regardless of boundary conditions. Specifically, 
RCA4 shows a larger west-east or north-south contrast in DPWG than RACMO22E.
5.3.  Observations Versus Simulations
Figure 9 shows the seasonal cycle of the observed and modeled mean DPWG during 1996–2005 for coast-
al, inland, and mountain regions. The seasonal cycle is displayed as a station/grid box series ensemble 
(together with the ensemble mean for each dataset), i.e. the ensemble range spans from the maximum 
to the minimum average DPWG value recorded for each month by the station series (or closest grid box 
series for RCMs) belonging to that region. In coastal regions, although slightly overestimated, all RCM 
simulations successfully reproduce the observed seasonal cycle with a stronger DPWG during winter than 
during summer. Across inland and mountain regions, the two RCMs exhibit subtle differences. The RCA4 
shows a stronger seasonality than the RACMO22E. This model particularly simulates a stronger DPWG 
during colder seasons at inland stations, although the observations do not show a pronounced seasonality. 
A similar underestimation is found in mountain regions during summer. The RACMO22E exhibits a weak 
seasonality of DPWG across both inland and mountain stations. This model tends to overestimate inland 
DWPG, but underestimate mountain DWPG. This causes no difference in annual-mean DWPG between 
inland and mountain regions. Notice that, similar to what was shown in Figures 5 and 6, ERAINT cannot 




Figure 5.  Spatial distribution of the annual-mean daily peak wind gusts calculated for 1996–2005 using observations 
(top-left), ERAINT (top-right), RCA4-ERAINT (bottom-left) and RACMO22E-ERAINT (bottom-right) datasets.
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The performances of RCMs are further demonstrated in Figure  10, where the box-and-whisker plots of 
observed and simulated DPWG are compared during 1996–2005. In coastal areas, all RACMO22E datasets 
agrees well with the observations, while the RCA4 overestimate the observed distribution with a large var-
iability between the stations. For inland stations, the box-and-whisker plots of all the datasets are pretty 
similar to the observed statistics. Instead, all RCMs show limitations in mountain regions, where the distri-
bution of observed DPWG does not resemble the simulated ones.
Overall, the analyzed RCMs were able to reasonably well simulate the DPWG statistics across both coastal 
and inland regions. However, in the mountainous regions where surface forcing (and subgrid scale process-





Figure 6.  Scatterplot of the 1996–2005 mean of daily peak wind gusts (DPWG) for the 127 stations across Scandinavia plotted against station distance to the 
sea (top row) and elevation (bottom row) calculated using (from right to left) the observed, ERAINT, RCA4-ERAINT and RACMO22E series. Scatter-points are 
filled according to their region: (i) coast (sky-blue), (ii) inland (olive) and (iii) mountain (brown).
Figure 7.  Comparison of the R2 values for the scatterplot of 1996–2005 mean daily peak wind gusts between RCMs 
(RCA4 and RACMO22E) having same driving models (left) and between the same RCM (RCA4 in the middle and 
RACMO22E to the right) with different driving models (ERAINT, ICHEC and MOHC).
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6.  Discussion
This study created the longest available (1996–2016) dataset of homogeneous and complete DPWG observa-
tions across Scandinavia. The dataset is analyzed here for the first time. According to the observed DPWG 
climate statistics, three regions can be identified: (i) coastal stations, (ii) inland stations and (iii) mountain 
stations with higher elevations. The rapid change in DPWG strength from the coast toward inland regions 
has already been reported in near-surface wind speeds across Sweden by Achberger et al. (2006) and Minola 
et al. (2016). Here, wind statistics are characterized by the strong, large-scale westerly winds and synoptic 
flows associated with extratropical cyclones, which are particularly dominant during winter months (Ach-
berger et al., 2006; Feser et al., 2015).
In model simulations, land-sea roughness and temperature differences along the coastline were captured 
by both the RCMs and driving models, where those large-scale features, together with the large-scale 
flows, were included. Local wind circulations, which can arise from the complex topography and could be 
missed in the models, are often obscured by winds associated with synoptic-scale weather systems (Borne 
et  al.,  1998). Over land, where surface forcing plays a key role, topography is crucial when considering 
differences in DPWG climate statistics across stations with varying elevations. For example, over complex 
topographic regions, large-scale wind circulation is broken by localized circulations driven by valleys and 
mountains (Helbig et al., 2017; Rotach et al., 2015; Serafin et al., 2018). A similar topographic influence has 
been reported for the precipitation distribution across Sweden by Johansson and Chen (2003). On the basis 
of these observations, differences in DPWG between inland and mountain regions can be discerned only 
when topographic features are included. Unfortunately, the coarse spatial resolution of the driving models 
(e.g., ERAINT, ∼80 km) cannot resolve those complex terrain features, thereby hindering the simulation of 
DPWG characteristics across Scandinavia. In contrast, RCMs have a greater horizontal resolution and were 
able to capture the differences between the three observed DPWG regions, demonstrating added value in 
simulating DPWG when compared to their driving models. This justifies the use of RCM downscaling for 
DPWG studies across Scandinavia, as considered by Kjellström et al. (2005), Rockel and Woth (2007), Niku-




Figure 8.  Spatial distribution of the annual 1996–2005 mean daily peak wind gusts for the RCA4 (top row) and 
RACMO22E (bottom row) datasets with the ERAINT (left), ICHEC (middle) and MOHC (right) driving models.
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The use of a consistent set of boundary conditions for both RCMs selected here provides the opportunity to 
study the role of RCM configuration in the simulated climatology distribution under the same large-scale 
forcing. When looking at climate averages (e.g., mean seasonal cycle and geographical distribution of means 
and standard deviations), the performances of RCMs in simulating DPWG are more sensitive to the dynam-
ics and physics (e.g., parametrization) of the model than to the adopted boundary conditions. Instead, the 
role of boundary forcing becomes relevant when looking at climate variability and changes (e.g., long-term 
trends; Déqué et al., 2007).
Overall, both RCMs performed well in simulating observed DPWG across coastal regions. In inland areas, 
they still closely resembled the climate statistics, but differences became more noticeable (e.g., strong RCA4 
seasonality vs. weak observed seasonality). Across mountainous regions, all RCMs struggle to simulate the 
observed DPWG features, although the mismatch in RACMO22E is mostly caused by a negative bias. Re-
sults shows that the two RCMs can not adequately simulate the inland and mountain wind climate, where 
surface forcing and subgrid scale parametrizations play a key role (Kunz et al., 2010). This calls for an even 
higher resolution, where downscaling can capture the complex topographic influences, and/or better rep-
resentation of relevant physical processes. As shown by Kunz et al. (2010), moving from 18- to 10-km spatial 
resolution improves the simulated spatial variability of gusts over complex terrain. However, for a reliable 
representation of local wind extremes, even higher resolution is needed. Based on these requirements, a 
promising framework for improved DPWG simulations at regional to local scales can be provided by RCMs 
using convection-permitting models (CPMs), with a horizontal grid spacing ∼4 km (Kendon et al., 2017; 
Prein et al., 2015). Even though CPM simulations cannot be the cure for all model biases, they have the ad-
vantage of explicitly resolving deep convection (e.g., frontal situations and mid-latitude summer convective 




Figure 9.  Mean seasonal cycle of daily peak wind gusts (DPWG) series calculated using observations (black), ERAINT (green), RCA4 (red) and RACMO22E 
(blue) with different driving models (ERAINT, top row; ICHEC, middle row; MOHC, bottom row) in coastal (left), inland (middle) and mountain (right) regions 






Figure 10.  Box-and-whisker plots of daily peak wind gusts (DPWG) for 1996–2005 series classified as coastal (top), inland (middle) and mountain (bottom) 
stations in different datasets (observations, ERAINT, RCA4 and RACMO22E with different driving models - ERAINT, ICHEC, MOHC). The median (red line), 
the 25th and 75th percentile range (bottom and top edges of the blue box), the 10th and 90th percentiles (whiskers), and the 5th and 95th percentiles (red 
circles) are represented.
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and better resolving topographic and surface forcing in regions with strong spatial heterogeneities (e.g., 
mountain areas). Future studies should explore the possibility of using CPMs to simulate wind gustiness 
across Scandinavia, following Pantillon et al. (2018) where the predictability of wind gusts during winter 
storms was investigated in an ensemble prediction system running at convection-permitting resolution.
In general, the two analyzed RCMs perform differently in all the regions (e.g., RACMO22E outperforms 
RCA4 in coastal regions, whereas RCA4 is better over the mountain areas; both models have similar sta-
tistics in the inland area). This study did not address the underlying reason of their different performance. 
Although RCA4 and RACMO22E use different gust parametrizations, this is only one of the factors that 
may affect the differences in their ability to simulate DPWG. Under the same boundary conditions, model 
differences also arise from the different techniques used to discretize the equations and to represent other 
subgrid effects, such as the planetary boundary layer (PBL) parametrization (Déqué et al., 2007). To isolate 
the impact of the gust parametrization, future studies should run the same model (where model physics is 
kept unchanged) with different gust parameterizations, following Kurbatova et al. (2018). This could pro-
vide further insights into how DPWG simulations could be improved.
7.  Conclusions
To summarize, the main findings of this study are:
•  DPWG series from 127 stations in Finland, Norway and Sweden are collected and homogenized to create 
the first and longest available (1996–2016) DPWG dataset across Scandinavia.
•  Geographic settings of a station are important factors underlying differences in DPWG climate features, 
and it is useful to classify the observation stations into three groups: coast, inland and mountain.
•  RCM downscaling is needed to distinguish between the three groups and to achieve more realistic 
DPWG simulations when compared to their driving models, in regions where the more complex topog-
raphy cannot be adequately resolved.
•  The two selected RCMs are able to model DPWG conditions along the coastline, but show poor skill in 
simulating the inland and mountain wind climate. The model performance is sensitive not to the choice 
of boundary conditions but to the choice of model. This calls for an even higher resolution and better 
representation of relevant physical processes in RCMs.
Data Availability Statement
The homogenized DPWG series can be downloaded through the following link: https://figshare.com/arti-
cles/dataset/Daily_Peak_Wind_Gust_series/14152529 (last accessed February 16, 2021).
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