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BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ
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Dněsńı svět serverov́ych aplikaćı je velmi dynamicky se rozv́ıjejı́ćım odv̌etv́ım IT. S ńastupem
vı́cej́adrov́ych procesor̊u dob̌re navrhnut́e paralelńı aplikace źıskávaj́ı na v́ykonu. Tato pŕace se snǎźı
nast́ınit základy vytv́ǎreńı a synchronizace vı́cevĺaknov́ych aplikaćı. Tyto principy se pokoǔśım
aplikovat p̌ri tvorbě paralelńıho jádra univerźalńıho serveru. Nad tı́mto je pot́e definov́ana śemantika
komunikǎcńıho protokolu pro zaśıláńı textov́ych zpŕav.
Kl ı́čová slova
wxWidgets, ODBC, XML, klient, server, WxWidgets, C++, MySql, ODBC, thread pool, protokol
Abstract
Present world of server applications is dynamically developing branch of IT. With multicore CPU
appearance well designed multithreading applications gain additional performance. This thesis is
trying to sketch out some basis of multithreaded application creation and synchronisation. Usage
of this principles will help me to develop general-purpose parallel server core. Whole semantics of
communication protocol for message sending is based on that core.
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2.2.2 Rychlost paralelnı́ch řěseńı . . . . . . . . . . . . . . . . . . . . . . . . . . 10
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4.3.3 Pośıláńı a p̌rı́jem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3.4 Struktura j́adra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
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Cı́lem t́eto pŕace je navrhnout systém pro zaśıláńı textov́ych zpŕav a implementovat k tomuto
syst́emu serverovou aplikaci.
Měla by b́yt umǒzněna komunikace pomocı́ textov́ych zpŕav, zp̌etńe zobrazeńı všech odeslańych
a p̌rijatých zpŕav pomoćı historie a p̌renos soubor̊u mezi ǔzivateli za jaḱekoliv situace. Taḱe by se
nem̌elo zapoḿınat na bezpěcnost komunikace.
Následuj́ıćı kapitola ḿa zaúkol p̌riblı́žit teoreticḱy základ řěseńeho probĺemu. Seznamuje se
základńımi principy architektury klient–server a paralelnı́ exekuce. KapitolaNávrhřešeńı formuluje
zad́ańı úlohy a nastǐnuje mǒzná řěseńı. V následuj́ıćı kapitole nazvańeRealizaceje popśan samotńy
způsob implementace serverového j́adra. Nad t́ımto jádrem je v kapitoleVýstavba komunikǎcńıho
protokolu nad j́adrempopśana implementace protokolu ač´ st́ı s ńım spojeńych. Posledńı kapitola




2.1 Koncepce serverov́ych aplikaćı
Existuje mnoho p̌rı́stup̊u k tvorb̌e klient–server aplikacı́. Následuj́ıćı text p̌ribli žuje ňekteŕe architek-
tury a techniky pŕavě spojeńe s tvorbou klient–server aplikacı́. Vybrat vhodńy přı́stupřěseńı dańeho
probĺemu je ob̌cas velmi obt́ıžné. A věťsina v́ysledńych řěseńı je kompromisem mezi p̌rı́stupy pop-
sańymi nı́že.
2.1.1 Architektura klient–server
Tento typ śıt’ové architektury je jedńım z nejrožśıřeňejš́ıch. Skĺad́a se ze dvou źakladńıch část́ı:
klientsḱe aplikace a serveru. Proto se tato koncepcečasto naźyvá dvouvrstvou architekturou. Ob̌e
tyto komponenty mohou vzájemňe komunikovat prostřednictv́ım vytvǒreńeho śıt’ového spojeńı.
Klientská aplikace odesı́lá dotaz (GET DATA), ten je zpracov́an serverem a odpověd’ (SEND DATA)
je pot́e ve v̌eťsině p̌rı́pad̊u zobrazena klientem v nějaḱem typu ǔzivatelsḱeho rozhrańı. Náznak
takov́eto jednoduch́e komunikace je nastı́něn na obŕazku2.1. Jelikǒz aplikace typu klient–server
Obŕazek 2.1: P̌rı́klad komunikace klient–server
jsou velice rožśıřeny, m̊užeme je v dněsni dob̌e poǔźıt témě̌r ve v̌sech odv̌etv́ıch informǎcńıch tech-
nologíı. Proto zde jen lehce nastı́ňuji přehled v̌sech mǒzných uplatňeńı. S ohledem na vykońavańe







U těchto typ̊u je źasadńı rozd́ıl ve vykońavańe činnosti. Kĺıčový je ale fakt,že źakladńı architektura
a princip komunikace je ve všech ťechto p̌rı́padech podobńy, ne-li stejńy.
V někteŕych p̌rı́padech jězádoućı aby serverov́a aplikace m̌ela informace o ǔzivateĺıch, ktěrı́
využ́ıvaj́ı jejich slǔzeb. Servery lze rozdělit z pohledu uchov́aváńı stavu relace do dvou kategoriı́:
• bezstavov́e
• stavov́e
U stavov́e komunikace je kladen velký důraz na ulǒzeńı aktualńıho stavu relace. V tomto přı́pade je
věťsinou kǎzdé aktivńı spojeńı representov́ano seanćı. Seance je uniḱatńı v rámci dańeho serveru.
Seance m̊uže b́yt realizov́ana trvaĺym spojeńım nebo p̌rı́mo seaňcńı vrstvou protokolu (nap̌r. FTP
nebo telnet). V protokolech, kter´ formálně nedefinuj́ı seaňcńı vrstvu (nap̌r. UDP) nebo protokolech,
u kteŕych neḿa seance dlouh́eho trv́ańı (nap̌r. HTTP), sečasto poǔźıvaj́ı cookies. Cookies jsou ale
znǎcně nev́yhodńe. Umǒzňuj́ı uživateli p̌ripojit se jen k jednomu server a nejsou ideálńım řěseńım
z hlediska śıt’ové bezpěcnosti.
Dalš́ım p̌rı́stupem, kteŕy je hojňe vyǔźıván, je ukĺad́ani a manipulace seance na straně serveru. K
zajišťeńı unikátnosti sloǔźı jediněcný identifikátor (v̌eťsinouč́ıselńa konstanta nebo alfanumerický
řeťezec), kteŕym se p̌ristupuje k dat̊um seance. Tyto data jsou uložena v interńı pam̌eti (dvouvrstv́a
architektura) nebo v datab´ zi či sd́ıleném souboru (v́ıcevrstv́a architektura). Tento přı́stup ńasledňe
umǒzňuje ukĺadat r̊uzńe informace, ke kterým lze pot́e p̌ristupovat p̌ri následuj́ıćım pǒzadavku
uživatele. Ukĺad́ańı informace o seanci do datab´ ze ḿa výhodu p̌ri dynamicḱem rozkĺad́ańı výkonu,
kde v̌sechny servery, kter´ maj́ı přı́stup k datab́aźı mohou obsloǔzit klienta vlastńıćıho danou seanci.
Bezstavov́a komunikace je v dnešńı dob̌e, kdy se klade velḱy důraz na bezpěcnost, sṕıše na
ústupu. St́ale lze ale naĺezt situace, kdy seance nenı́ poťrebńa. P̌rı́kladem bezstavov́eho protokolu je
protokol HTTP. Ale i v tomto protokolu lze aplikovat seance pomocı́ jazyka PHP nebo cookies.
Aplikace typu klient–server jsou flexibilnı́m a hlavňe jednoduch́ym způsobem centralizované
śıt’ové komunikace. Tento přı́stup je idéalńı ji ž z ňekolika d̊uvod̊u:
• Všechna data jsou uloženy na serveru. Toto umožňuje lep̌śı kontrolu nad jejich bezpěcnos-
tı́. Server śam kontroluje p̌rı́stupov́a pŕava ǔzivatel̊u pro p̌rı́stup k dat̊um. Z tohoto prameńı
nev́yhoda vy̌šśıho zat́ıžeńı serveru zp̊usobeńeho nutnostı́ spravov́ańı datov́eho zdroje vysky-
tujicı́ho se p̌rı́mo v programu samotném.
• Architektura klient–server je vı́ce flexibilńı z pohledu p̌rı́stupu k dat̊um, jelikǒz všechny data
jsou centralizov́ana. Proto totǒrěseńı je v tomto ohledu lep̌śı nězli koncepce P2P. Jak již bylo
řečeno v́yše, z hlediska zatı́žeńı spŕavou dat, je na tom P2P přı́stup ĺepe, protǒze takov́eto
operace jsou distribuovány.
Jako kǎzdá technologie, i p̌rı́stup klient–server ḿa ṕar nev́yhod. Tyto nev́yhody jsou ale jen mi-
noritńı a jsou kompenzov́any velḱym mnǒzstv́ım p̌rednost́ı. Všechny nev́yhody je mǒzné shrnout
do ťechto dvou bod̊u:
• Nejvěťśım z probĺemů centralizovańeho serveru je fakt,̌ze p̌ri velkém mnǒzstv́ı simult́anňe
připojeńych klient̊u může doch́azet krom̌e vysoḱeho zat́ıžeńım serveru k probĺemu zahlceńı.
Tento probĺem lzeřěsit poǔzitim P2P komunikace nebo distribucı́ výkonu na v́ıce server̊u.
• Klient–server p̌rı́stup neńı do takov́e ḿıry robustńı jako komunikace P2P. V přı́paďe selh́ańı
nebo v́ypadku serveru je jaḱakoliv komunikace nemǒzná. Proto je mǒzným řěseńım tvorba
klienta poskytujićıho mǒznost P2P i klient–server komunikace.
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2.1.2 Ťr ı́vrstvá architektura klient–server
V softwarov́em iňzeńyrstv́ı terḿınem v́ıcevrstv́e architektury naźyváme architekturu klient–server,
ve kteŕe jsou data zpracována v́ıce něz jedńım softwarov́ym agentem. Ńazorńym p̌rı́kladem m̊uže
být aplikǎcńı server, jeňz poskytuje ǔzivateli datab́azov́a data. Tento typ se nazýva tř ı́vrstv́a ar-
chitekturaa je nejrožśıřeňejš́ı. Název a ceĺa koncepce byla specifikována konsorciemRational
Software.
Jak je patrńe na obŕazku2.2, tato architektura se sklád́a z ťechto ťrı́ část́ı:
• Preseňcńı vrstva – Representuje aplikaci, která vyǔźıvá slǔzeb logicḱe vrstvy. Pośıláńım
dotaz̊u na server źıskává pǒzadovańa data. Ty jsou pak interpretována, zpracov́ana a srozu-
mitelným zp̊usobem (v̌eťsinou ǔzivatelsḱym rozhrańım) poskytnuta ǔzivateli. Jak je patrńe
z modelu, oproti jińym typům architektur (nap̌r. MVC), neḿa aplikace p̌rı́stup k daľśım
vrstvám. Proto neńı pro aplikaci nutńe zńat strukturu daľśıch vrstev nach́azej́ıćıch se za
vrstvou logickou.
• Logická (aplikačńı) vrstva – P̌redstavuje aplikǎcńı server samotńy. Server je centralizo-
vanou aplikaćı zpracov́avaj́ıćı data z ostatńıch vrstev. Ǔzivatel pośılá dotazy, kteŕe jsou ńasledňe
interpretov́any. V p̌rı́paďe nutnosti server vyǔźıvá slǔzeb datov́e vrstvy. Jak je patrńe, central-
izovańa architektura zvy̌suje śıt’ový provoz a ńaroky na v́ykon serverov́eho syst́emu.
• Datová vrstva – Poskytuje serveru možnost ukĺad́ańı a ńasledńeho źıskáváńı dat. Datovou
vrstvou nemuśıme ch́apat jen datab́azov́y server. Existuj́ı i jin é technologie umǒzňuj́ıćı spravov́ańı
dat. Mezi ňe můžeme zǎradit OLAP nebo souborové syst́emy (sd́ılené textov́e nebo XML
soubory). Neźavisle na technologii, server využ́ıvá podobńe, ne-li stejńe principy pro pŕaci s
daty v t́eto vrstv̌e.
S ohledem na svou strukturu je tento princip velice flexibilnı́ a hojňe poǔźıvańy.
Obŕazek 2.2: Ťrı́vrstvá architektura klient–server
Poǔzitı́ vı́cevrstv́e architektury ḿa znǎcné výhody:
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• Vı́cevrstv́a architektura se sklád́a z v́ıcečást́ı, kteŕe komunikuj́ı s aplikǎcńı vrstvou. Aplikǎcńı
vrstva ḿa pro tuto komunikaci ve v̌eťsině p̌rı́pad̊u standardizovańe rozhrańı. Proto jaḱakoliv
změna jedńe komponenty neovlivńı chod daľśıch. Jako p̌rı́klad se mǔze uvǎzovat aplikǎcńı
vrstva komunikuj́ıćı s datab́azov́ym serverem MySQL pomocı́ ODBC rozhrańı. P̌ri změňe
serveru na Oracle nedojde k narušeńı daľśıch komponent, a jelikǒz k datab́azov́emu serveru
Oracle existuje ODBC ovladač, nebude potřeba ani m̌enit strukturu komunikǎcńıho rozhrańı
• Na rozd́ıl od MVC architektury, ve kteŕe je komunikace triangulárńı a v̌sechny prvky mo-
hou vźajemňe bez źabran komunikovat, v́ıcevrstv́a architektura toto umǒznuje jenčástěcně.
Doch́aźı jen ke komunikaci aplikǎcńı a datov́e vrstvy. Klient neḿa p̌rı́stup k datov́e vrstv̌e a
přistupuje k ńı prosťrednictv́ım aplikǎcńı vrstvy. Proto je totǒrěseńı velice bezpěcné a aut-
entizace ǔzivatele je centralizov́ana. To ḿa za ńasledek meňśı zat́ıžeńı datov́e vrstvy a v̌eťśı
šanci na odhalenı́ přı́padńehoútoku.
V následuj́ıćıch dvou bodech jsou shrnuty zásadńı rozd́ıly mezi v́ıcevrstv́ym a dvouvrstv́ym
přı́stupem śıt’ové komunikace. Kǎzdy z ťechto p̌rı́stup̊u má sv́e klady i źapory a źalězi na konkŕetńı
situaci, kteŕa rozhodne, které řěseńı je v́ıce vyhovuj́ıćı.
• V porovńańı s dvouvrstvou klient–server architekturou je tato architektura značně ńarǒcnějš́ı
na śıt’ový provoz, jelikǒz všechna data z dalš́ıch zdroj̊u jsou zpracov́avána a pośılána jen
výlučně aplikǎcńı vrstvou. Zpracov́aváńı informaćı z ostatńıch zdroj̊u je výkonov̌e ńarǒcné a
způsobuje dodatěcnou źatěz.
• Oproti dvouvrstv́e klient–server architektuře je zde v̌eťśı počet mezi sebou komunikujı́ćıch
zdrojů. Proto je velḱy problem s naprogramováńım a ńasledńym testov́ańım výsledńe ap-
likace. Tato skutěcnost zvy̌suje cenu v́yvoje aúdřzby aplikaćı tohoto typu.
2.1.3 P̌r ı́stup k datové vrstvě pomoćı ODBC
Pro p̌ripojeńı k datov́e vrstv̌e ve vicevstv́ych architektuŕach klient–server se ve věťsině p̌rı́pad̊u
využ́ıvá rozhrańı ODBC. Toto rozhrańı je absolutňe neźavisĺe na poǔzitém programovaćım jazyku,
datab́azov́em a operǎcńım syst́emu. Proto je dobŕym řěseńım pro implementaci rozhranı́ ve v́ıcevrstv́e
architektǔre klient–server. Poǔzitı́ ODBC zvy̌suje modularitu a nabı́źı možnost rychĺe zm̌eny kom-
ponent syst́emu. Existuje ale ǐrada jińych technologíı st́ejného zam̌ěreńı. Mezi ňe můžeme zǎradit
tyto: OLE DB, ADO.NET nebo JDBC. ODBC ḿa ale v́yhodu v tom,že tato technologie již exis-
tuje řadu let (od roku 1992) a je stabilnějš́ı a v́ıce odlaďeńa nězli ostatńı syst́emy podobńeho typu.
ODBC dosahuje podobných výsledk̊u v rychlosti jako nativńı datab́azov́a rozhrańı (rozd́ıl v jed-
notkách procent [6]). Nativńı rozhrańı nav́ıc oproti ODBC nab́ıźı někteŕe specificḱe operace, kter´
z důvodu p̌renositelnosti nemohou být soǔcást́ı ODBC. Od aktualńı situace a pǒzadavk̊u na syst́em
se pot́e může odv́ıjet zvoleńı ODBC nebo nativńıho řěseńı.
Architektura ODBC na obrázku2.3se skĺad́a z ťechto p̌eti část́ı (podle [5]):
• Aplika čńı – Jedńa se o samotnou aplikaci, která vyǔźıvá standardizovańe rozhrańı (ODBC
API) k přı́stupu k dat̊um datab́azov́eho serveru. Toto rozhranı́ je implementov́ano ODBC
ovladǎcem. P̌rı́tomnost unifikovańeho rozhrańı umǒzňuje odst́ınit aplikaci od datab́aze samotńe.
Proto pro aplikaci neńı podstatńe zńat zp̊usob ulǒzeńı dat ani konfiguraci systému k p̌rı́stupu
k dat̊um. Dokonce pro aplikaci nemusı́ být podstatńy ani fakt, že se nejedńa o datab́azov́y
server. (Nap̌rı́klad pro XML a EXCEL souborory existujı́ také ODBC ovladǎce.) Samotńa
aplikace muśı také komunikovat se správcem ovladǎců, cǒz umǒzňuje spŕavu a konfigu-
raci aktúalně poǔźıvańeho ODBC ovladǎce. Jedinoúulohou aplikace je p̌ripojeńı se pomoćı
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Obŕazek 2.3: Struktura ODBC
spŕavce ovladǎců k vybrańemu zdroji dat (DSN), posı́láńı SQL dotaz̊u a ńasledńa interpretace
přı́choźıch odpov̌ed́ı.
• Správce ovladǎců – Je knihovnou, která umǒzňuje komunikaci mezi ovladačem (ovlada-
či) a aplikaćı samotnou. V systému Windows se jedńa o kolekci DLL knihoven, kteŕa nese
oznǎceńı (Microsoft ODBC). Ta je v soǔcasńe dob̌e soǔcást́ı všech distribućı syst́emu Win-
dows. Lze naĺezt i jiné konkureňcńı řěseńı jako nap̌rı́klad iODBC, UnixODBC nebo UDBC.
Spŕavce ovladǎců umǒzňuje źıskáváńı DSN spojeńı (unikátńı alfanumericḱy identifikátor
připojeńı), nǎćıtáńı ovladǎce pro dańy typ ODBC spojeńı a obsluhu voĺańı ODBC funkćı.
• DSN konfigurace– DSN (Data source Name) je unikátńı řeťezec, kteŕy reprezentuje konkrétńı
datab́azov́y zdroj. K tomuto jsou p̌ridruženy informace pro navázańı spojeńı s datab́aźı (ovladǎc,
datab́aze, hostitel a p̌rı́padňe autentizǎcńı údaje). Aplikace potřebuje k p̌rı́stupu k datab́azi
znát jen ńazev zdroje (DSN), který poskytne spŕavci ovladǎců a ten se postar´ o nav́aźańı
spojeńı.
• ODBC ovladače– Soubor knihoven implementujı́ćıch podporu funkćı rozhrańı ODBC (ODBC
API). Mezi źakladńı činnosti paťrı́: obsluha voĺańı funkćı rozhrańı ODBC, zaśıláńı dotaz̊u na
konkŕetńı typ datab́azov́eho serveru a navráceńı výsledk̊u dotaz̊u zp̌et aplikaci. Dotazy jsou
komponov́any s poǔzitı́m jazyka SQL. V ňekteŕych p̌rı́padech je nutno tyto dotazy upravit do
formy podporovańe dańym datab́azov́ym serverem.
• Databázov́y server – Konkŕetńı datab́azov́y server, na kteŕy se pokoǔśıme p̌ripojit pomoćı
ODBC rozhrańı. V soǔcasnosti je ODBC ovladač dostupńy k věťsině datab́aźı. Jelikǒz, jak
ji ž bylo zḿıněno, ODBC je univerźalńım rozhrańım, nemuśı být všechny funkce dańeho
datab́azov́eho serveru dostupné z poǔzitı́m ODBC rozhrańı. Pro tento p̌rı́pad je nutno zvolit
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přı́mo propriet́arńı (firemńı) řěseńı. Pro datab́azi MySQL je dostupńe MySQL API, ke kteŕemu
lze p̌ristupovat z jazyka C++ použitı́m MySQL++.
2.2 Principy paralelnı́ch syst́emů
2.2.1 Paralelńı programováńı
Je-li d́an algebraicḱy probĺem, kteŕy je poťreba vy̌rěsit, lze aplikovat dva typy p̌rı́stupu. Je mǒzné
přistoupit ke klasicḱemu śeriovému p̌rı́stupu nebo poǔźıt řěseńı paralelńı exekuce.
Sériové řěseńı je postaveno na klasické struktǔre definovańe večtyřicátých letech minuĺeho sto-
let́ı Mad’arsḱym matematikemJohnem von Neumanem. Klasický von Neuman̊uv stroj se skĺad́a ze
4 část́ı: vstupňe/výstupńıho rozhrańı, řı́dı́ćı jednotky, pam̌eti a jedńe centŕalńı aritmeticḱe jednotky
(CPU). Pro takov́yto pǒćıtač je napśan program. Jak je zřejmé na obŕazku2.4, program je p̌reložen
do instrukćı CPU, kteŕe tvǒrı́ diskŕetńı sérii. Procesor poté postupňe (śeriově) nǎćıtá a vykońavá
dańe instrukce. Je nutno podotknout,že v tomtořěseńı může b́yt v danou chv́ıli vykonávána jen
jedna instrukce. Druh́ym p̌rı́stupem, kteŕy je v dněsńı dob̌e vicej́adrov́ych procesor̊u dosti aktu-
Obŕazek 2.4: Śeriový přı́stup křěseńı probĺemu (zdroj [1])
alńım trendem, je paralelnı́ zpracov́ańı 2.5. Syst́em v tomto p̌rı́paďe je podobńy tomu popsańemu
výše ǎz na fakt,že ḿısto jedńe aritmeticḱe jednotky jich ḿa hned ňekolik. Probĺem je rozďelen do
vı́cečást́ı, kteŕe lze vykońavat konkurentňe. Kǎzdá z ťechtočást́ı je pot́e rozďelena na śerii instrukćı.
Instrukce z kǎzdé části jsou pak postupně vykońavány tak,že pro kǎzdoučást je alokov́ana jedna
aritmeticḱa jednotka.
Obŕazek 2.5: Paralelnı́ přı́stup křěseńı probĺemu (zdroj [1])
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2.2.2 Rychlost paralelńıch řešeńı
Paralelńı řěseńı za jist́ych okolnost́ı urychlujeřěseńı dańeho probĺemu. Ot́azkou je do jaḱe ḿıry se
dańe řěseńı urychĺı. Na toto je hodňe obt́ıžné naĺezt odpov̌ed’ . Zrychleńı dańeho paralelńıho řěseńı
se odv́ıjı́ od mnoha faktor̊u.
Existuje i matematicḱy apaŕat, kteŕy nám umǒzňuje uřcit faktor zrychleńı dańeho algoritmicḱeho
probĺemu p̌ri použitı́ paralelńıho vykońaváńı. Gene Amdahl formuloval źakon s jehǒz pomoćı
můžeme uřcit faktor zrychleńı dańeho syst́emu p̌ri změňe rychlosti b̌ehu jeho uřcité části. Tento
vztah lze aplikovat i na specifikaci zrychlenı́ při změňe dańe části syst́emu ze synchronnı́ho b̌ehu





• F – uřcuje pod́ıl výpočtu, kteŕy zůst́avá sekveňcńı (nem̊uže b́yt paralelizov́ana).
• N – pǒcet aritmeticḱych jednotek (CPU), kter´ dańy syst́em poskytuje.
• S – celkov́y faktor zrychleńı (kolikanásobňe je totořěseńı rychleǰśı).
Tı́mto vztahem lze uřcit maximálńı možné zrychleńı, na jehǒz hodnotu majı́ vliv faktory jako
poǔzitý programovaćı jazyk, operǎcńı syst́em, rychlost pam̌eti atd. Modelov́ym p̌rı́kladem ječisťe
teoreticḱe linéarńı zrychleńı (F=1), kde s pǒctem procesor̊u lineárňe stouṕa výkon. V réalných
syst́emech lze ale stanovit toto:
• Paralelńı programov́ańı je efektivńı jen pro maĺy počet procesor̊u.
• nebopro řěseńı probĺemů, jejicȟz sekveňcńı část je co nejmeňśı. Proto se v paralelnı́m pro-
gramov́ańı vyvı́jı́ snahy o co nejrozsáhleǰśı paralelizaci.
2.2.3 Modely paralelńıho programováńı
Modely paralelńıho programuj́ı existuj́ı jako abstrakce nad hardwarem a architekturou paměti.
Jedńa se o jaḱysi doporǔceńy přı́stup křěseńı dańeho probĺemu. Nelze ale obecně uřćıt, kteŕy model
je v dańe situaci vhodňejš́ı. Využitı́ model̊u paralelńıho programov́ańı je ot́azkou kompromis̊u. Ro-
zlišujeme tuto p̌etici model̊u (podle [1]):
• Sd́ılená pamět’ – V tomto modeluúlohy sd́ılejı́ spolěcný adresov́y prostor. V ňem mohou
prováďet operacěcteńı i zápisu. Pro zarǔceńı konzistence dat lze použ́ıt zámk̊u nebo se-
mafor̊u. Výhodou tohoto modelu je,̌ze data nemajı́ specifikovańeho vlastńıka. To p̌risṕıvá
ke zjednodǔseńı výsledńeho ḱodu aplikace. Nev́yhodou je skutěcnost,že nast́avá probĺem s
uḿısťeńım sd́ılenych dat p̌ri použitı́ tohoto principu v distribuovańych syst́emech.
• Vl ákna– V soǔcasnosti neǰcasťeji využ́ıvańy přı́stup. Je to zp̊usob, jaḱym lze program rozďelit
do v́ıce soub̌ežně běźıćıch úloh. Všechny vytvǒreńa vlákna, ale i program samotný, sd́ılejı́
st́ejný pam̌et’ový prostor. Proto je nutńe zav́est synchronizǎcńı metody, kteŕe zarǔćı výlučný
přı́stup ke sd́ıleným zdroj̊um. O b̌eh vĺaken se star´ pĺanovǎc jádra operǎcńıho syst́emu.
Ačkoliv se zd́a, že vĺakna jsou vykońavána soub̌ežně, je to jen klamńy dojem. V̌sechny oper-
ace, kteŕe vykońavá jádro operǎcńıho syst́emu jsou spoǔsťeny s vyǔzitı́m techniky d́avkov́ańı
času (time slicing). Kǎzdému procesu b̌ež́ıćımu na dańem pǒćıtač́ı je podle uřcitých kritéríı
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přidělen časov́y okam̌zik, ve kteŕem m̊uže plňe vyǔźıvat procesorov́e jádro. Na dněsńıch
vı́cej́adrov́ych procesorech je situace podobná. Do jist́e ḿıry je zde aplikov́ano soub̌ežné
zpracov́ańı. Ale i přesto je zde stále aplikov́ano d́avkov́ańı času. Jen s rozdı́lem, že zde se
přiděluje v́ıce jader (procesorů) a teoreticky v dańem okam̌ziku mǔze b̌ežet na kǎzdém j́aďre
jiný proces.
• Zpr ávy – Jedńa se o sadúuloh, kteŕe maj́ı svůj vlastńı adresov́y prostor. Tytoúlohy mo-
hou b́yt vykonávány na jednom pǒćıtači nebo soǔcasňe na ňekolika stroj́ıch propojeńych
poč́ıtačovou śıtı́. Jak vypĺyvá z ńazvu, úlohy vźajemňe komunikuj́ı posiĺańım zpŕav ob-
sahuj́ıćıch data. P̌renos samotńych dat vy̌zaduje kooperujı́ćı operace, kteŕe muśı být vykonány
každým procesem. Napřı́klad operace posı́láńı dat muśı mı́t odpov́ıdaj́ıćı operaci, kteŕa data
přijme. Tento zp̊usob ječasto vyǔźıván pro distribuovańe výpočty a pro toto vyǔzitı́ bylo
dokonce definov́ano i p̌renositelńe rozhrańı1.
• Datový paralelismus– Tento p̌rı́stup se zam̌ěruje na pŕaci se sadou dat. Tyto data jsou orga-
nizována do struktury, jakou je m̊uže b́yt pole. V̌sechnyúlohy pracuj́ı se st́ejnou strukturou a
prováďej́ı nad ńı totožné operace, ale každá pracuje s jinoǔcást́ı dat.
• Hybridn ı́ – Je kombinaćı dvou či vı́ce model̊u uvedeńych výše. Neǰcasťejš́ım poǔzitı́m je
kombinace pośıláńı zpŕav a vĺaknov́eho modelu nebo sdı́lené pam̌eti.
2.2.4 Synchronizǎcńı techniky
V káždé paralelńı aplikaci vznikaj́ı probĺemy p̌ri přı́stupu vĺaken ke sd́ıleným zdroj̊um. Z d̊uvodu
udřzeńı konzistence sd́ılených zdroj̊u je nutno definovat speciálńı synchronizǎcńı objekty. Ńıže jsou
vyjmenov́any źakladńı druhy ťechto objekt̊u.
Semafor – Jeden z nejčasťeji využ́ıvańych synchronizǎcńıch mechanism̊u nevy̌zadujićıch ak-
tivnı́ čeḱańı. Jedńa se o celǒćıselnou sd́ılenou prom̌ennou s ťemito dv̌ema atomicḱymi operacemi:
lock a unlock. P̌ri obsazov́ańı semaforu se jeho hodnota snižuje a p̌ri uvolňováńı zvyšuje. Jeli tato
hodnota nulov́a znameńa to, že je kriticḱa sekce obsazená a nikdo na ńı něceḱa. Kleśa-li hodnota
proměnńe do źaporńych hodnot, znamená to,že kritická sekce je plňe obsazena a absolutnı́ hodnota
sd́ılené prom̌enńe ud́avá pǒcetčekaj́ıćıch proces̊u ve fronťe dańe kritické sekce.
Mutex – St́ejně jako semafor, zajišt’uje mutex v́ylučný2 přı́stup ke sd́ılenému zdroji. Mutex
je z teoreticḱeho pohledu bińarńım semaforem. Definuje stavy zamknutý (locked) a odemknutý
(unlocked).
Monitor – Pro komfortňejš́ı implementaci synchronizace byl navržen tento vysokóurovňo-
vý synchronizǎcńı mechanismus, který je často vystav̌en nad semafory. Proto umožňuje poǔzitı́
vzájemńeho vyloǔceńı. Monitor je výhodńy kvůli možnosti čeḱańı na uřcitou ud́alost s poǔzitı́m
podḿınek (conditions). Je definována operacewait, kteŕa pozastav́ı dańy proces v ŕamci monitoru,
automaticky uvolńı monitor ačeḱa na uřcitou ud́alost. Operace signal nebo broadcast3 upozorńı pro-
cesyčekaj́ıćı na dańe podḿınce na vznik ud́alosti, na kteroǔcekaj́ı. Monitor je definov́am POSIXem
metodami zǎcinajićımi pthreadcond . Do Javy pronikl monitor (s implicitňe jednou odḿınkou) do
třı́d či metod chŕaňeńych konstrukćı synchronized. Ve Win32 API majı́ stejnou śemantiku metody
1MPI (Message Passing Interface)je p̌rı́kladem platformov̌e neźavisĺeho rozhrańı pro paralelńı programov́ańı ap-
likaćı s poǔzitı́m pośıláńı zpŕav. Vice na:www.mcs.anl.gov/mpi/
2V teorii pravďepodobnosti ud́alosti E1,E2, . . . ,En jsou vźajemňe výlučné jestlǐze plat́ı: Výskyt jaḱekoliv ud́alosti
automaticky implikuje nemǒznost v́yskytu daľśıch zbyĺychn−1 ud́alost́ı.
3Základńı rozd́ıl mezi ťemito funkcemi je pǒcet objekt̊u, kteŕe informuj́ı o ud́alosti. broadcastinformuje v̌sechny
čekaj́ıćı na podḿınce.signal informuje jen jednoho a p̌rı́jemce neńı možno s jistotou uřcit při vı́cečekaj́ıćıch.
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WaitForSingleObject a WaitForMultiObjects spolu s poǔzitı́m Win32 event objektu jako
podḿınky4.
Barrier – Vysokóurovňový synchronizǎcńı objekt umǒzňuj́ıćı synchronizaci b̌ehu vĺaken. Ob-
jekt barrier pro dańy počet procesu (vĺaken) uřcuje,že muśı doj́ıt k zastaveńı běhu na dańem ḿısťe a
čeḱańı do doby něz všichni dośahnou dańeho ḿısta. Tento objekt sloǔźı k zastaveńı všech ostatńıch
vláken a vykońańı nějaḱeho typu śeriové operace. Lze jej také poǔźıt pro sesynchronizov́ańı startu
všech vĺaken.
K problému synchronizǎcńıch metod se v́aže probĺemuváznut́ı. Jestli existuj́ı procesy A a B a
sd́ılené zdroje X a Y. Proces A požád́a o zdroj X a proces B pǒzád́a o zdroj Y. Pot́e může nastat
situace,̌ze proces A bude požadovat jěsťe zdroj Y a proces B zdroj X. Tato situace vede k zásadńımu
probĺemu zvańemuuváznut́ı.
2.3 Paralelńı exekuce
Architektura mnoha serverový aplikaćı, jako webov́ych server̊u, datab́azov́ych server̊u nebo souborov́ych
server̊u, je postavena na vykonáváńı velkého mnǒzstv́ı relativňe kŕatkých úloh, kteŕe p̌richázej́ı ze
vzdáleńeho zdroje. V́ykon věťsiny server̊u pot́e źalěźı na efektiviťe a rychlosti zp̊usobu, jim̌z se tyto
úlohy exekuuj́ı. Záměrem t́eto kapitoly je popsat v̌eťsinu poǔźıvańych p̌rı́stup̊u. V kapitole Realizace
(4) bude pot́e na źaklaďe t́eto kapitoly vybŕan nejvhodňejš́ı způsob p̌rı́stupu k probĺemu paralelńı
exekuce s ohledem na implementaci výkonńeho a rychĺeho j́adra aplikǎcńıho serveru, kteŕe bude
nuceno vykońavat velḱe mnǒzstv́ı asynchronňe p̌rı́choźıch dotaz̊u.
2.3.1 Mǒzné př ı́stupy
Jedńım ze źakladńıch princip̊u je vytvǒreńı vlákna na pozadı́ (backgound thread). Jak je patrvé z
obŕazku2.6, je vytvǒrena fronta p̌rı́choźıch pǒzadavk̊u. Tyto pǒzadavky jsou postupně vykońavány
jedńım vláknem. Tento p̌rı́stup se hojňe poǔźıvá v dněsńıch aplikaćıch. AWT nebo Swing vyǔźıvaj́ı
tohoto principu pro zpracováńı událost́ı graficḱeho rozhrańı. Pro vykońaváńı úloh, kteŕe nemaj́ı
dlouh́eho trv́ańı je tento p̌rı́stup id́alńı.
Uvažujeme-li úlohu, kteŕa pracuje s databáźı, můžeme ǒceḱavat relativňe dlouh́e čeḱańı na
dokoňceńı datab́azov́e operace. Dalš́ı úlohy budou zbytěcně čekat ve fronťe a bude doch́azet k
plýtváńı výpočetńıch zdroj̊u pǒćıtače, jelikǒz procesor v tuto chv́ıli nebude v̊ubec zat́ıžen. V graficḱem
rozhrańı Swing (z d̊uvodu urychleńı obsluhy zpŕav) lze totǒrěsit vytvǒreńım sepaŕatńıho vlákna pro
vykonáváńı dlouho trvaj́ıćıch operaćı uživatelsḱeho rozhrańı.
Jak lze viďet na obŕazku 2.7, daľśım p̌rı́stupem je vykońaváńı úloh v seṕatńım vlákňe. Pro
každý přı́choźı požadavek je vytvǒreno vĺakno, kteŕe ho vykońa. Takov́yto p̌rı́stup je v́yhodńy pro
vykonáváńı maĺeho mnǒzstv́ı dlouhotrvaj́ıćıch úloh.
Pro p̌rı́pad velḱeho mnǒzstv́ı krátce trvaj́ıćıch úloh je totořěseńı nevhodńe, jelikǒz nejv̌eťśım
negativem je ńarǒcnost operace vytvořeńı a zrǔseńı vlákna. Daľśı nev́yhodou je fakt,̌ze nelze kon-
trolovat pǒcet simult́anňe běźıćıch vláken. P̌ri nep̌rimě̌reňe vysoḱem pǒctu vláken m̊uže doj́ıt k
situaci, v ńıž bude procesor plňe vyt́ıžen a v̌eťsinačasu bude ḿısto vykońaváńı operaćı poǔzita k
přeṕınáni kontextu5.
Jiným p̌rı́stupem, jeňz kombinuje ňekteŕe aspekty p̌reděslých p̌rı́pad̊u je thread pool6. Na obŕazku
4Ve Win32Api lze za podḿınku pokĺadat hned 9 r̊uzńych typ̊u. Detaily o t́eto mǒznosti lze naĺezt na:
http://msdn2.microsoft.com/en-us/library/ms687032.aspx
5P̌reṕınáńı kontextu umǒzňuje kvaziparalelńı vykonáváńı jednotlivých vláken. Doch́aźı k přidělováńı časov́ych kvant
jednotlivým úloham a je poťreba pamatovat předchoźı stav registr̊u všechúloh.
6 Pro tento terḿın neexistuje vhodńy česḱy ekvivalent.
12
Obŕazek 2.6: Exekuce pomocı́ vlákna na pozadı́ (zdroj [2])
Obŕazek 2.7: Exekucéulohy v sepaŕatńım vlákňe (zdroj [2])
2.8 je patrńe, že p̌rı́choźı požadavek je zǎrazen do fronty. Poté existuje p̌rimě̌reńe mnǒzstv́ı vláken,
kteŕa vyb́ıraj́ı dańy požadavek ze sdı́lené vstupńı fronty a vykońavaj́ı jej. Jak je patrńe, tento p̌rı́stup
eliminuje v̌eťsinu nev́yhod ostatńıch postup̊u. Je mǒzné volit optimálńı počet vĺaken, kteŕa vykońavaj́ı
dańe operace. D́ıky tomuto ńavrhu nedoch́aźı ke zbytěcnému pĺytváńı syst́emov́ych zdroj̊u. Daľśı
výhodou je znovupoǔzitı́ exekǔcńıch vláken. Ty jsou vytvǒreny jen jednou a po celou dobu existence
thread poolu jǐz nedoch́aźı k jejich vzniku nebo źaniku, cǒz pozitivňe ovlivňuje rychlost v́ysledńeho
řěseńı. Nevýhodou je znǎcná ńarǒcnost tohotǒrěseńı co se t́yká poǔzitı́ synchronizǎcńıch metod.
2.3.2 Thread pool
Jedńa se bezesporu o velice efektivnı́ a rychĺe řěseńı. Jako kǎzdá struktura, kteŕa je vystav̌ena na
principu paralelńı exekuce, je vystavena několika klasicḱym synchronizǎcńım probĺemům (podle
[4]):
• Uváznut́ı – Jako v kǎzdé jiné v́ıcevĺaknov́e aplikaci, i zde vzniḱa mǒznost uv́aznut́ı. Klasický
probĺem uv́aznut́ı je popśan v kapitole2.2.4. V dańem p̌rı́paďe tento probĺem źıskává daľśı
rozměr. Uvǎzujeme-li dva exekǔcńı vlákna, kteŕa vykońavaj́ı nějakou operaci. Tato operace
čeḱa na v́ysledek jińe operace, kterou vložila do vstupńı fronty thread poolu. T́ımto vzniḱa
uváznut́ı, jelikož ob̌e vlákna vykońavaj́ı operaćı, kteŕa čeḱa na dokoňceńı jiné operace, která
se nach́aźı ve vstupńı frontě thread poolu. Jak je patrné, výsledku operace se nedočká, jelikǒz
operace ze vstupnı́ fronty nemǔzou b́yt vykonány, protǒze neńı a ani nebude dostupné ani
jedno volńe vlákno.
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Obŕazek 2.8: Exekuce s použitı́m thread pool (zdroj [2])
• Plýtváńı zdroj ů – Je nutno volit vhodńy počet exekǔcńıch vláken. P̌ri jejich nep̌rimě̌reňe
vysoḱem pǒctu může doch́azet k pĺytváńı syst́emov́ych zdroj̊u z d̊uvodu nutnosti p̌reṕınáńı
kontextu. D́ale je nutno pamatovat,že objekty jako nap̌rı́klad soubory, ODBC spojenı́ nebo
schŕanky jsou limitovańym zdrojem. P̌ri nep̌rimě̌reńem konkurentńım běhu mǔze doch́azet k
nep̌riděleńı zdrojů z d̊uvodu jejich vy̌cerṕańı.
• Race conditions– Jedńa se o klasicḱy probĺem, kteŕy v dańe situaci m̊uže zp̊usobit znǎcné
probĺemy. Uvǎzujeme-li dva totǒzné pǒzadavky: pǒzadavek A a pǒzadavek B. Oba tyto požadavky
zapisuj́ı do stejńeho sd́ıleného zdroje. Je spušťen pǒzadavek A a pot́e pǒzadavek B. Žcisťe
teoreticḱeho hlediska by m̌elo doj́ıt k situaci, že k źapisu dojde v pǒrad́ı, ve kteŕem tyto
požadavky byly vlǒzeny do sd́ılené vstupńı fronty. Ale jelikož, jak již z ńazvu vypĺyvá,
doch́aźı k závoďeńı těchto dvou pǒzadavku o dosǎzeńı ćıle (zápisu do sd́ıleného zdroje), m̊uže
nastat situace, ve kter´ pǒzadavek B p̌redb̌ehne v źapisu pǒzadavek A.
Skutěcnost́ı, kteŕa do znǎcné ḿıry ovlivňuje rychlost tohotǒrěseńı, je pǒcet exekǔcńıch vláken.
Obecńym probĺemem je najı́t kompromis mezi malým a p̌rı́li š vysoḱym pǒctem vytvǒreńych vláken.
Výhodou poǔziváńı vláken je mǒznost vykońaváńı daľśıch operaćı i přesto,že ňekteŕa vlákna
čekaj́ı na v́ysledek I/O dotaz̊u. Tento p̌rı́stup taḱe plňe vyǔźıva výhod v́ıceprocesorov́ych syst́emů.
Optimálńı počet exekǔcńıch vláken se odv́ıjı́ od pǒctu procesor̊u (p̌rı́padňe jader) a povahy
vykonávańych operaćı. Obecňe lze konstatovat,̌ze pro maxiḿalńı možné vyǔzitı́ zdrojů N-procesorov́eho
stroje je optiḿalńı početN neboN+1 exekǔcńıch vláken.
Pro vstupňe/výstupńı operace (datab́azov́y dotaz, źapis do souboru) je potřeba volit pǒcet vĺaken
vyš̌śı nězli počet procesor̊u. Důvodem je skutěcnost,že ňekteŕa vlákna, kteŕa čekaj́ı na v́ysledek
nap̌rı́klad vstupňe/výstupńı operace nemusı́ v dańem okam̌ziku pracovat. Pro N-procesorový (jadrov́y)








• C – ud́avá optiḿalńı počet exekǔcńıch vláken.
• N – pǒcet procesor̊u dańeho syst́emu.
• WT (waiting time) –časčeḱańı na dokoňceńı vstupňe/výstupńı operace.
• ST (service time) –̌cas vykońaváńı ceĺe úlohy.
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Výsledńa velǐcinaC udává optiḿalńı počet vĺaken pro dosǎzeńı plného vyǔzitı́ syst́emov́ych zdroj̊u.
Podḿınkou nejlep̌śı rychlosti je shlukov́ańı do dańeho threadpoolu operacı́ st́ejných charakteristik
(času exekuce, nárǒcnosti na syst́emov́e zdroje). Jestli nelze dosáhnou exekuce podobných operaćı
v dańem thread poolu, je nutno zvážit z důvodu lep̌śı rychlosti vytvǒreńı vı́ce thread poolů pro r̊uzne
typy operaćı. V reálných syst́emech pro dosǎzeńı dobŕych výsledk̊u je nutno vytvǒrit jednu instanci




Cı́lem t́eto kapitoly je naĺezt nejvhodňejš́ı koncepci v́ysledńeho syst́emu. Hlavńı aspekty, kteŕe je
nutno zv́ažit jsou rychlost, rožsǐritelnost a neźavislost.
Výsledńe řěseńı muśı využ́ıt nejvhodňejš́ıch technik pro tvorbu paralelnı́ aplikace. Jak jǐz bylo
zḿıněno v kapitole2.2.3, existuje ceĺa řada mǒzných p̌rı́stup̊u vedoućıch k paralelizaci dańeho
řěseńı. Úkolem je zhodnotit mǒznost vyǔzitı́ někteŕeho modelu (modelů) s ohledem na povahu
vytvá̌reńe aplikace.
Jednotliv́e části syst́emu by m̌ely být vzájemňe co nejḿeňe źavisĺe. Zm̌ena jaḱekoliv části
syst́emu by m̌ela minimalňe ovlivnit chov́ańı jiných. Takov́yto princip je źakladem postupu OOP
návrhu. Je snaha tvořit programov́e moduly (ťrı́dy) poskytuj́ıćı co nejlep̌śı operace ostatnı́m. Os-
tatńı části programu nesḿı být závisĺe na konkŕetńıch akćıch vykońavańych dańymi metodami. Pro
úplnost p̌rı́kladem by mohlo b́yt využitı́ třı́dy, kteŕa poskytuje metodu write pro zápis do souboru.
Jestlǐze se prov́aďeńa operace zm̌eńı ze źapisu do souboru na zápis do schŕanky, nem̌ela by tato
skutěcnost ovlivnit ostatńı, jelikož pro ňe jsou implementǎcńı detaily dańe metody nepodstatné.
Rožsǐritelnost jeúzce spjata s pojmem nezávislost. Dańa aplikace je dob̌re rožsǐritelná, jestlǐze
závislost ostatńıch část́ı na m̌eňeńem modulu je co nejmenš́ı. P̌ri dobŕem ńavrhu ťrı́vrstvého serveru
typu klient-server by m̌ela b́yt možná rychĺa zm̌ena vyǔźıvańeho datab́azov́eho serveru, jelikǒz již
z podstaty t́eto architektury vypĺyvá jaḱasi modularita aplikǎcńı i datov́e vrstvy.
3.1 Formulaceúlohy
Primárńım pǒzadavkem je navrhnout serverovou aplikaci podporujı́ćı protokol pro v́yměnu tex-
tových zprav (instant messenging). Všechna pernamentnı́ data budou ulǒzeny v datab́azi, k ńıž
bude mit p̌rı́stup v́yhradňe server. Jak je patrné, jedńa se o klasicḱy přı́klad ťrı́vrstvé klient-server
architektury.
Obě aplikace (klient i server) vyǔźıvaj́ı pro komunikaci mezi sebou určitý druh protokolu, jehǒz
sémantice rozuḿı. Preseňcńı vrstva (zde klientsḱa aplikace) pośılá pǒzadavek na server. Server
přij ı́ma data, kteŕa ńasledňe analyzuje a determinuje, jaký je pǒzadavek ǔzivatele. Pot́e doch́aźı k
následńemu kroku, kteŕym je formulace odpov̌edi. Data obsǎzeńa v odpov̌ed́ı jsou bud’ źıskáńa z
interńıch datov́ych struktur, nebo v ňekteŕych p̌rı́padech je nutńy dotaz na datab́azi. Takto źıskańa
data jsou pot́e zpracov́ana, vlǒzena do odpov̌edi a p̌revedena do formy odpovı́daj́ıćı specifikaci
protokolu.
Server muśı byt schopen zajistit tyto źakladńı operace:
• Spravováńı klientských spojeńı – Zahrnuje operace souvisejı́ćı s p̌ripojeńım a odpojeńım
klienta. Muśı rovněž existovat mechanismy schopné evidovat v̌sechny p̌ripojeńe klienty.
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• Př ı́jem/pośıláńı dat – Muśı existovat operace schopné p̌rij ı́mat data, kteŕa jsou represen-
tována zpravou v dańem komunikǎcńım protokolu. Aplikace muśı být také schopna sestavit
odpov̌ed’ v dańem forḿatu specifikovańem protokolem a odeslat ji požadovańemu ǔzivateli.
• Interpretace sémantiky protokolu – Je poťreba implementovat sémantiku komunikǎcńıho
protokolu. Tento muśı umět nǎćıtat zpŕavy v dańem forḿatu, interpretovat je a vykonávat
požadovańe operace. Podḿınkou je taḱe schopnost sestavenı́ odpov̌edi ze źıskańych dat.
• Komunikace s datovou vrstvou– Jak jǐz bylo zḿıněno, serverov́a aplikace muśı být schopńa
komunikace s databáźı. Pro tento ǔcel je poťreba naĺezt vhodńe rozhrańı pro praci s daty v
této vrstv̌e.
Jako dopľnuj́ıćı požadavky jsou definov́any:
• pośıláńı souboru
• šifrovańa komunikace
• mnohońasobńe p̌rihlá̌seńı na st́ejný účet
3.2 Určeńı část́ı syst́emu
V této části je poťreba dekomponovat celý probĺem. Danou doḿenu je poťreba rozďelit do log-
icky soudřzných celk̊u. Asi nejvhodňejš́ı rozďeleńı je viditelné na obŕazku3.1. Je definov́ano j́adro
syst́emu, nad nim̌z je vystav̌ena śemantika pomocǐcásti implementujı́ćı protokol. Protokolov́a část
komunikuje jak s j́adrem, tak i datovoǔcást́ı. Jedńa se o centralizované misto, ve kteŕem doch́aźı k
vykonáváńı věťśıny funkćı.
Obŕazek 3.1: Navrhovańa architektura systému
3.2.1 J́adro
Jedńa se o kĺıčovoučást ceĺeho programu. Hlavńı úlohou je zajǐsťeńı śıt’ové komunikace. Obstar´ vá
také p̌rı́jem p̌rı́choźıho ǔzivatelsḱeho spojeńı. Informaci o v̌sech p̌ripojeńych ǔzivateĺıch je poťreba
uchov́avat pro pozďejš́ı poǔzitı́. J́adro rovňež obstaŕavá pośıláńı dat konkŕetńımu p̌ripojeńemu ǔzivateli.
Zásadńı otázkou pro zamy̌sleńı je zp̊usob nǎćıtáńı přı́choźıch dat. P̌rı́choźı data jsou ve speciálńım
formátu specifikovańem protokolem. Jelikǒz, jak již bylo zḿıněno, p̌ri návrhu aplikaćı je poťreba
minimalizovat źavislosti mezi moduly, proto je potřeba odst́ınit jádro od śemantiky protokolu.
Základńı funkćı jádra muśı st́ale b́yti přij ı́máńı spojeńı, pośıláńı a p̌rı́jem dat a nesḿı vzniknout
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nězadoućı závislost na śemantice dat, která je pro j́adro samotńe nepodstatńa. Proto nejlep̌śım
řěseńım je situace, ve kter´ samotńe nǎćıtáńı přı́choźıch dat prov́ad́ı protokol, kteŕy zná strukturu
dat a uḿı s poǔzitı́m dańe śemantiky uřcit parametry p̌rı́choźı zpŕavy.
St́ejnou koncepćı se muśı řı́dit i pośıláńı dat. Zpŕava, kteŕa se ḿa odeslat je vytvǒrena pro-
tokolem. Pot́e je p̌red́ana j́adru k odesĺańı. Tento model umǒzňuje odesĺańı všech dat dańemu
přı́jemci bez ohledu na jejich strukturu nebo délku.
Tı́mto p̌rincipem je mǒzné dośahnout neźavislosti j́adra na struktǔre a śemantice dat, se kterými
pracuje. Z pohledu ńavrhu programu je dosaženo absolutńı neźavislosti j́adra na protokolu, ve
kteŕem prob́ıhá věskeŕa śıt’ová komunikace. Dokonce je dosažen stav, ve kterém je j́adro samotńe
nejenom neźavisĺe na śemantice protokolu, ale i na jeho typu. Proto je v dané situaci vedleǰśı, jestli
protokol je charakteru XML,̌cist́eho textu nebo jaḱehokoliv jiného.
Pro shrnut́ı jsou toto hlavńı požadovańe operace, kter´ muśı jádro vykońavat:
• obsluha p̌rı́choźıch spojeńı
• přı́jem dat (samotnou operaci zı́skáváni dat ze schránky prov́ad́ı protokol)
• odeśıláńı dat
3.2.2 Protokol
Veškeŕa śemantika p̌rı́choźıch dat je charakterizována specifikaćı protokolu. Jak jǐz bylo řečeno, v
dańem ńavrhu j́adro nev́ı nic o významu dat (jsou to pro něj prakticky řeťezce bezv́yznamńych
znak̊u). Data dostanou svůj význam ǎz p̌ri interpretaci protokolem. Zde se poté analyzuje celá
zpŕava. Podle źıskańych informaćı se rozhodne, jaḱy typ operace bude vykoná . Typ operace se
přı́mo odv́ıjı́ od specifikace konkrétńıho protokolu. Ceĺy postup ťrı́dy protokolu je mǒzno shrnout
do ťechto bod̊u:
• anaĺyza śemantiky p̌rı́choźı zpŕavy
• źıskáńı požadovańych dat (je-li poťreba)
• sestaveńı odpov̌edi
• posĺańı odpov̌edi dańemu ǔzivateli (nemuśı být shodńy s odesilatelem)
Zásadńı otázkou pro tutǒcást textu je, jestli je nutno vytvořit určité mechanismy, d́ıky nimž bude
možno spoǔsťet konkŕetńı operaci vykońavanou v reakci na sémantiku p̌rı́choźı zpŕavy1. Existuj́ı
dva mǒzné p̌rı́stupy, kteŕymi lze tohoto dośahnout:
• Tř ı́da protokolu – Pro kǎzdý konkŕetńı přı́pad je ve ťrı́dě protokolu definov́ana metoda. Bu-
dou existovat metody napřı́klad pro p̌rihlá̌seńı uživatele, p̌reposĺańı zpŕavy p̌rı́jemci nebo
źıskáńı informaćı o dańem kontaktu. Nastává ot́azka jaḱym způsobem budou dané oper-
ace spǔsťeny. Operace je možno vykońavat v sepaŕatńım vlakňe, kteŕe se vytvǒrı́ při za-
voláńı dańe metody. Totǒrěseńı je z hlediska paralelismu nepřijatelné. Ud́alosti p̌rı́choźı
zpŕavy vznikaj́ı asynchronňe, proto v dańe situaci nem̊užeme jednodǔse kontrolovat pǒcet
paralelňe2 vykonávańych operaćı. Daľśı nev́yhodou je nutnost aplikace synchronizačńıch
1Oznǎcuje operaci, kteŕe źıská poťrebńa data nutńa pro sestavenı́ odpov̌edi, vytvǒrı́ samotnou odpov̌ed a obstaŕa jej́ı
posĺańı dańemu ǔzivateli.
2 Z důvodu multitaskingu dněsńıch syst́emů, se operace nevykonávaj́ı čisťe paralelňe. Jedńa se o typ exekuce, která
se naźyvá kvaziparalelismus.
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metod mezi vĺaknem volaj́ıćım a exekǔcńım, čož by bylo velice pracńe a jěsťe v́ıce by
znep̌rehlednilo ťrı́du protokolu. Nev́yhodou by byl taḱe vznik źavislosti na ťechto synchro-
nizǎcńıch metod́ach. Daľśım mǒzným řěseńım je vykońaváńı všech operaćı v aktúalńım
vlákňe v ňemž je pracov́ano s ťrı́dou protokolu. Totǒrěseńı by mohlo b́yt za jist́ych okol-
not́ı akceptovatelńe (p̌ri krátkémčase exekuce daných metod). Uvǎzujeme-li situaci, ve které
se čeḱa na v́ysledek datab́azov́e operace, která může trvat relativňe dlouho, je totǒrěseńı
přinejmeňśım neefektivńı. Čeḱańı totiž zamezuje vykońańı jakýmkoliv jiným operaćım v
dańem vĺakňe. Nev́yhodou, kteŕa se t́yka obou p̌rı́stup̊u je obrovsḱy nárust pǒctu metod
třı́dy protokolu a vznik źavislosti ťrı́dy samotńe výlučně na sv́ych vlastńıch metod́ach. V
neposledńı řaďe se takov́ato ťrı́da st́avá p̌ri věťśım pǒctu metod ťežko modifikovatelńa a
udřzovatelńa.
• Uživatelem definovańe funkce – Daľśı možnou alternativou je p̌resunut́ı věskeŕe logiky
vykonáváńı uživatelem definovańych funkćı do jádra serveru. V tomto přı́paďe, oproti p̌rı́kladu
výše, by ťrı́da protokolu nemusela obsahovatž´ dnou exekǔcńı logiku. Tento p̌rı́stup do znǎcné
mı́ry respektuje fakt,̌ze ťrı́da protokolu by se m̌ela zab́yvat čisťe anaĺyzou śemantiky a j́adro
zasťrěsovat prov́aďeńı všech poťrebńych operaćı. J́adro nab́ıźı uživateli (pod t́ımto pojmem
rozuḿıme protokol) mǒznost zaregistrovat si vlastnı́ funkce. Kǎzdá takto registrovańa funkce
může b́yt nap̌rı́klad identifikov́ana jediněcným identifikátorem, jaḱym je nap̌rı́klad textov́y
řeťezec. J́adro bude poskytovat také mǒznost exekuce pǒzadovańe funkce. Pro vykońańı dańe
uživatelsḱe funkce je poťreba zńat jej́ı název, pod kteŕym je registrovańa. Volitelňe lze poskyt-
nout ǔzivatelem definovańa data.Úkolem j́adra je zajistit co nejrychlejš́ı a nejefektivňejš́ı ex-
ekuci. Je nutno pěclivě zv́ažit způsobřěseńı exekǔcńı části, jelikǒz na ńı ve znǎcné ḿıře źaviśı
ceĺa rychlost v́ysledńe aplikace. Je potřeba zv́ažit poǔzitı́ přı́stupu popsańeho v kapitole2.8.
3.2.3 Elementy datov́e vrstvy
Datovou vrstvou v kontextu té o aplikace rozuḿıme datab́azov́y server. Na tomto serveru jsou
uložena v̌sechna pernamentnı́ data. Je nutno navrhnou vhodný typ p̌rı́stupu k dat̊um tohoto zdroje.
V tomto p̌rı́paďe je nutno pamatovat na fakt,že v̌eťsina p̌rı́stup̊u k datab́azi bude prov́aďena par-
alelňe. Proto je nutńe specifikovat postupy umožňuj́ıćı spravov́ańı vı́ce datab́azov́ych spojeńı. Je
nutno zv́ažit poǔzitı́ rozhrańı ODBC, kteŕe bylo již popśano v kapitole2.1.3. Toto rozhrańı by bylo
vhodńe pro tuto aplikaci z ťechto d̊uvod̊u:
• Podpora ODBC rozhranı́ věťsinou dněsńıch operǎcńıch syst́emů.
• Neźavislost na zvoleńem datab́azovem serveru.
• Existence mnǒzstv́ı knihoven pro pŕaci s ODBC.
Je nutno podotknout,̌ze technologie p̌rı́stupu k datov́e vrstv̌e jsou soǔcást́ı logiky třı́dy pro-
tokolu. Vžádńem p̌rı́paďe nesḿı doj́ıt k závislosti j́adra syst́emu na ňekteŕych soǔcástech vyǔźıvańych
zaregistrovańymi uživatelsḱymi funkcemi.
Co se t́yká samotńe datab́aze, je poťreba navrhnout vhodný model ulǒzeńı dat. Zohlednit je
poťreba fakt,že k datab́azi se bude ve vetšině p̌rı́pad̊u p̌ristupovat pomoćı vı́ce soub̌ežných spo-
jeńı. Dále je nutno, pro urychleni běhu aplikace, vhodňe definovat indexy tabulek. Dobře zvoleńe
indexy tabulek mohou v konečném d̊usledku urychlit vykońavańe operace. Struktura SQL dotazů
samotńych je taḱe velmi d̊uležitá. Je nutno volit rychlejš́ı verze ňekteŕych dotaz̊u a vyvarovat se




Tato kapitola se zab́yvá realizaćı jádra serverov́e aplikace. Je popsáno ňekolik implementǎcně zaji-
mav́ych část́ı.
4.1 Implementǎcńı prostředı́
Výběr implementǎcńıho prosťred́ı je úzce spjat s pǒzadavkem multiplatfomnosti. Také zkǔsenosti
prograḿatora hraj́ı znǎcnou roli.
Uvažovat lze ťrı́ prosťred́ıch. A to tyto:jazyk Java, platforma .NETspolěcnosti Microsoft ajazyk
C++ . Platforma .NET v dněsńı dob̌e neńı přenositelńa a stejňe jako jazyk Java vy̌zaduje p̌reklad
do meziḱodu a b̌eh s poǔzitı́m virtuálńıho stroje. Jazyk Java by mohl být pro dańy přı́pad dobŕym
řěseńım, ale v porovńańı s jazykem C++ je velice pomalý.
Jazyk C++ je platformov̌e neźavislý jen z části. Pro dosǎzeńı plné neźavislosti bylo poťreba
zvolit kombinacijazykaC++ awxWidgets, kteŕa je vyǔzita pro tvorbu serverov́e aplikace.
4.2 Uživatelem definovańe funkce
4.2.1 Thread pool
Jak jǐz bylo diskutov́ano v kapitole2.3.2, thread pool je jedńım z mǒzných p̌rı́stup̊u k probĺemu
paralelńı exekuce. Tako kapitola se zamě̌rı́ na konkŕetńı implementaci ťrid pro paralelńı vykonáváńı
dotaz̊u.
Hlavńı otazkou je, co lze ch́apat pod pojmem dotaz. Z pohledu thread poolu je dotazem objekt,
jenž může ňejaḱym zp̊usobem spustit určitou prograḿatorem definovanou posloupnost akcı́. Pro
takov́yto účel bylo vytvǒreno rozhrańı ICommandObject. Na obŕazku4.1lze vidět,že toto rozhrańı
má krom̌e povinńeho konstruktoru definovánočisťe virtuálńı metoduRun().
Vytvá̌reńı instanćı třı́dy ICommandObject ned́avá hlub̌śı smysl. Pro formulaci ǔzivatelsḱeho
dotazu je nutno vytvǒrit konkrétńı třı́du poďeďenou z rozhrańı ICommandObject. Tato ťrı́da pot́e
implementuje metoduRun, kteŕa je vstupńı bodem exekuce.
Jako p̌rı́klad lze uvǎzovat pǒzadavek na vytvǒreńı dotazu, kteŕy pǒsle klientu uřcitá data z
datab́aze. Prograḿator bude postupovat následovňe:
• Vytvořı́ konkŕetńı třı́du poďeďenou zICommandObject (lze specifikovat i parametrizovaný
konstruktor pro mǒznost vlǒzeńı vstupńıch dat).
• Implementuje metoduRun, kteŕa je vstupńım bodem exekuce a obsahuje vykonávańe oper-
ace, kteŕymi jsou v tomto konkŕetńım p̌rı́paďe dotaz na databázi a poslańı odpov̌edi.
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Obŕazek 4.1: Exekǔcńı objekt
• Vytvořı́ instanci dańe ťrı́dy.
• Instanci vlǒźı do vstupńı fronty exekutoru, kteŕy pot́e tento pǒzadavek vykońa zavoĺańım
metodyRun.
Jak je patrńe, vytv́ǎreńı dotaz̊u je jednoduch́e a p̌rı́močaŕe. Konkŕetńı třida může obsahovat
jakýkoliv druh operace, která může trvat jakkoliv dlouho. Je třeba ale pamatovat na skutečnost,
že p̌rı́li š velḱy počet dotaz̊u s dlouhou dobou exekuce může zp̊usobit probĺemy, jaḱymi může b́yt
přeplňeńı vstupńı fronty nebo extŕemńı nárůst doby odpov̌edi.
Samotńa implementace thread poolu na obrázku4.2se skĺad́a z hlavńı třı́dy CommandExecutor
a sp̌ráteleńe ťrı́dyCEWorkingThread. Výhodou deklarace třı́dyCEWorkingThread jako sp̌ráteleńe
k hlavńı třı́de je mǒznost p̌rı́stupu k priv́atńım metod́am a prom̌enńym. Tento p̌rı́stup je v́yhodńy,
jelikož neńı poťreba zbytěcně měnit viditelnost metod.
Obŕazek 4.2: Struktura objektu implementujı́ćıho thread pool
Třı́daCommandExecutor definuje jen dv̌e věrejné metody. Prvńı z nich je metodaCommandEn-
queue, kteŕa vlož́ı objekt implementujı́ćı dotaz do sd́ılené vstupńı fronty. Tato fronta je ve v́ychoźım
nastaveńı implementov́ana pomoćı klasicḱe C++ fronty(std::queue). Je ale taḱe mǒznost zvolit
implementaci postavenou na využitı́ vázańeho seznamu, který je p̌rı́mo nativńım typemwxWid-
gets. Daľśı věrejnou metodou je konstruktor, který obstaŕavá vytvǒreńı instance ťrı́dy s pǒctem ex-
ekǔcńıch vláken, kteŕy je specifikov́an vstupńım parametrem.
Vytvořeńı dańeho pǒctu vláken zajǐst’uje privátńı metodaInit. Hlavńım pǒzadavkem je vytvǒreńı
dańeho pǒctu exekǔcńıch vláken. V̌sechny tyto vĺakna mezi sebou sdı́leji mutex, nad kteŕym je defi-
nován monitor. V̌sechny vĺakna je nutno vytvǒrit tak, aby po vytvǒreni p̌rěsly voláńım Wait nad
sd́ıleným monitorem do stavǔceḱańı na signalizaci zm̌eny podḿınky, kterou je v dańem p̌rı́paďe
přı́chod pǒzadavku do sd́ılené fronty a nutnost jeho obsluhy. Jediným probĺemem, kteŕy bylo poťreba
v dańe situacǐrěsit, byla nutnost existence všech exekǔcńım vláken,čekaj́ıćıch na dańe podḿınce,
v okam̌ziku dokoňceńı metodyInit. Tento źasadńı probĺem bylo nutnořěsit pomoćı synchro-
nizǎcńıho principu barrier, kteŕy byl ji ž popśan v kapitole2.2.4.
21
V tomto p̌rı́paďe je probĺem implementace mechanismu barrierˇ šen pomoćı synchronizǎcńıho
objektu monitor, kteŕy je pro tento p̌rı́pad nejvhodňejš́ı alternativou, kteŕa je nativňe podporov́ana
prosťred́ım wxWidgets. Obŕazek4.3ilustruje vytvǒreńı dvou exekǔcńıch vláken metodouInit. Pro
účely synchronizace je v dané uḱazce vyǔzito dvou synchronizǎcńıch objekt̊u monitorCreationMonitor
a ExecutionMonitor. Postup vytv́ǎreńı je pro kǎzdé vlákno stejńy. Hlavńı vlákno, ve kteŕem
je spoǔsťena metodaInit, vytvá̌rı́ novou instanci ťrı́dy CEWorkingThread. Toto nov̌e vytǒreńe
vlákno je ńasledňe spǔsťeno voĺańım metodyRun. V tomto okam̌ziku je nutno aplikovat syn-
chronizǎcńı mechanismy, d́ıky nimž hlavńı vlákno buděcekat na dokoňceńı vytvořeńı exekǔcńıho
vlákna. Pro tentóučel je poǔzita prom̌enńa CreationMonitor, kteŕa je typu monitor. Po spušťeńı
vytvořeńe instance exekǔcńıho vlákna, aplikuje hlavńı vlákno pomoćı metodyWaitmonitoruCreationMonitor
čeḱańı na signalizaci podḿınky, kterou je v dańem p̌rı́paďe dokoňceńı výtvá̌reńı exekǔcńıho vlákna.
Vytvá̌reńa instance exekǔcńıho vlákna provede v̌sechny poťrebńe inicializǎcńı kroky a signalizuje
hlavńımu vláknu splňeńı podḿınky, kterou je dokoňceńı inicializace. Pot́e exekǔcńı vlákno voĺańım
metodyWait monitoruExecutionMonitor, zapǒcne čeḱańı na signalizaci podḿınky, kterou je
požadavek na exekuci dotazu, který byl vložen do sd́ılené vstupńı fronty.
Zásadńım synchronizǎcńım probĺemem, kteŕy bylo nutno v dańe situaciřěsit, je zabezpěce-
ńı dorǔceńı sigńalu. P̌ri špatńem p̌rı́stupu m̊uže totǐz doj́ıt k situaci, že sigńal změny podḿınky
doraźı v okam̌ziku, kdy dańe vlákno nezǎcalo jěsťe čekat na tuto skutěcnost. V aktúalńım p̌rı́paďe
by mohla nastat situace, kdy hlavnı́ vlákno dost́avá sigńal splňeńı podḿınky o dokoňceńı vytvá̌reńı
exekǔcńıho vlákna jěsťe p̌redt́ım, něz na splňeńı této podḿınky zǎcnečekat. V takov́emto p̌rı́paďe
může doj́ıt k nekoněcnémučeḱańı hlavńıho vlákna na p̌rı́chod sigńalu, kteŕy ji ž byl posĺan. Jak je
patrńe, jedńa se o znǎcně nebezpěcnou situaci, kteŕa může zp̊usobit ṕad ceĺe aplikace.
Způsobem popsaným výše byl po dokoňceńı metodyInit vytvořen dańy počet exekǔcńıch
vláken, kteŕa čekaj́ı na signalizaci p̌rı́chodu pǒzadavku do vstupnı́ sd́ılené fronty thread poolu.
Chov́ańı dańych exekǔcńıch vláken po zjednodǔseńı někteŕych synchronizǎcńıch aspekt̊u lze
jednodǔse popsat pomocı́ několika v̌et. Exekǔcńı vlákno se m̊uže nach́azet ve dvou stavech: pracujı́ćı
(aktivńı) nebočekaj́ıćı na p̌riděleńı požadavku (pasivńı). Ve stavu pracujı́ćı vlákno bere pǒzadavek
ze sd́ılené fronty a vykońavá jej. V tomto stavu se vlákno nach́azi tak dlouho, dokud jsou k dispozici
požadavky k vykońaváńı, čili do doby, něz neńı vstupńı fronta pŕazdńa. Jestli dojde k vypŕazdňeńı
vstupńı fronty, zǎcne exekǔcńı vláknočekat na sd́ıleném monitoru na signalizaci podmı́nky, kterou
je pǒzadavek na exekuci dotazu. V tomto okamžiku se vĺakno nach́aźı v druh́em stavu. Aktúalńı
stav, ve kteŕem se vĺakno nach́aźı, sďeluje ťrı́děCommandExecutor pomoćı metodThreadAvalaible
aThreadWorking. Po voĺańı těchto metod je upravena hodnota poč́ıtadla dostupńych vláken.
Je nutno poznamenat,že čeḱańı na p̌rı́chod pǒzadavku na exekuci s použitı́m objektu monitor
je nejrychleǰśım a nejlep̌śım řěseńım, kteŕe lze za dańych podḿınek aplikovat. Existujı́ i jin é, na
synchronizaci ḿeňe ńarǒcné techniky, jako usṕańı vlákna metodouSleep nebo kombinace metod
vláknaPause a Resume. Tyto zḿıněńe p̌rı́stupy nejsou ale vhodné z d̊uvod̊u vysoḱych časov́ych
nároku na sv̊uj běh.
Samotńe vykońaváńı požadavku exekǔcńım vláknem je zobrazena na obrázku4.4. Jak je pa-
trné, situace je podobná jako v p̌rı́paďe akćı prováďeńych metodouInit. Pro synchronizaci b̌ehu
je vytvǒren objekt monitor nazvaný ExecutionMonitor. Pro uskutěcněńı exekuce, je nutno ne-
jprve dańy požadavek źıskat ze sd́ılené vstupńı fronty. Pot́e je vytvǒreno a spǔsťeno pomocńe
vlákno a priḿarńı vlákno zǎćıná čekat na p̌rı́choźı signalizaci podḿınky, kterou je dokoňceńı běhu
sekund́arńıho vlákna. Pomocńe vlákno spoǔst́ı konkŕetńı požadavek źavoĺańım jeho vstupńı metody
Run. Po dokoňceńı všech akćı dańeho pǒzadavku je pomocńe vlákno ukoňceno a signalizuje své
dokoňceńı vláknu priḿarńımu. Výhodou vykońaváńı požadavk̊u v pomocńem vĺakňe je mǒznost
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Obŕazek 4.3: Postup vytv́ǎreńı exekǔcńıch vláken
kontroly d́elky exekuce dańeho pǒzadavku1. Daľśı výhodou je,̌ze ikdy̌z pǒzadavek vyvoĺa za sv́eho
běhu ňejakou źavǎznou chybou, kteŕa zp̊usob́ı pád dańeho pomocńeho vĺakna, neohroźı to existenci
exekǔcńıho vlákna. Proto totǒzěseńı je velice rafinovańe a odolńe vůči chyb́am, jelikǒz exekǔcńı
vlákno nem̊uže b́yt ohrǒzeno nap̌rı́klad zacykleńım nebo fat́alńı chybou zp̊usobenou vykońavańym
požadavkem (nebo jakoukoliv jinou chybovou situacı́).
Samotńe vklád́ańı do vstupńı fronty je implementov́ano metodouCommandEnqueue třı́dyCommandExecutor.
Tato metoda zjistı́ (metodouIsSomeThread), jestli je dostupńe ňejaḱe volńe vlákno, kteŕe může
vykonat pǒzadavek. Pokud existujı́ nejaḱa nevyǔźıtá vlákna, je signalizov́ana zm̌ena podḿınky,
kterou je p̌rı́chod pǒzadavku do sd́ılené fronty. Pro signalizaci je použita metodaSignal synchro-
nizǎcńıho objektu monitor. P̌ri vı́ce vĺaknechčekaj́ıćıch na dańe podḿınce je p̌rı́jemce ńahodńy. V
této aplikaci to ale nevadı́, protǒze je jedno, kteŕe vlákno z mnǒziny neaktivńıch vláken je vybŕano.
4.2.2 Vykońaváńı uživatelských funkcı́
Je nutno implementovat mechanismy, které umǒzńı spravovat a vykońavat ǔzivatelem definovańe
funkce p̌rı́mo v jádru syst́emu. Toho pot́e vyǔzije i konkŕetńı implementace IM protokolu pro reg-
istraci a spoǔsťeńı sebou definovańych funkćı. Je nutno implementovat průhledńe a jednoduch́e
řěseńı, kteŕe plňe vyǔzije mǒznost́ı paralelńı exekuce s pomocı́ konceptu thread pool, který byl
popśan v minuĺe kapitole. Funkcionalita mechanismů uživatelem definovańych funkćı je posky-
tována p̌rimo jádrem serveru.
Pro spŕavu ǔzivatelem definovańych funkćı, jak je patrńe na obŕazku4.5, byla definov́ana ťrı́da
1Misto metodyWait lze aplikovat metoduWaitTimeout, kteŕa po uplynut́ı dańeho maxiḿalńıho času vynut́ı
ukoňceńı sekund́arńıho vlákna a automaticky signalizuje podmı́nku, na kterou sěceḱa.
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Obŕazek 4.4: Spoǔsťeńı dotazu exekǔcńım vláknem
Obŕazek 4.5: Struktura třı́d implementuj́ıćıch vykońaváńı uživatelsḱych funkćı
CommandManager. Instance t́eto ťrı́dy umǒzňuje registrovat ǔzivatelem definovańe funkce, imple-
mentovańe konkŕetńı instanćı třı́dy IUserCommand. Konkrétńı instance ťrı́dy IUserCommand, která
specifikuje sv́e jméno parametrem konstruktoru, je pomocı́ voláńı metodyRegisterCommand třı́dy
CommandManager registrov́ana pod specifikovaným jménem mezi ǔzivatelem definovańe funkce.
Všechny registrovańe funkce lze volat pomocı́ metodyExecuteCommand, kteŕe je jako parametr
poskytnut ńazev volańe funkce. Jako volitelńe parametry lze poskytnout ukazatel na uživatelem
definovańa data a ukazatel na schránku, kteŕy může specifikovat zdroj p̌rı́choźı zpŕavy.
Všechny funkce jsou interně registrov́any do nativńı strukturywxWidgets wxStringHashMap,
kteŕa implementuje obdobu klasické C++ strukturystd::hashmap s kĺıčem v podob̌e řeťezce a
záznamem typuIUserCommand*. Dı́ky využitı́ tohoto p̌rı́stupu je hled́ańı dańe funkce podle jḿena
mnohem rychleǰśı, nězli nap̌rı́klad s poǔzitı́m klasicḱeho pole. Pro interńı exekuci je poǔzita in-
stance jǐz ďrı́ve popsańe ťrı́dy CommandExecutor, kteŕa umǒzňuje paralelńı exekuci s vyǔzitı́m
principu thread pool.
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Jedińym probĺemem, kteŕy byl popśan již v kapitole2.3.2je probĺem nazvańy race conditions. Z
teoreticḱeho hlediska je mǒzná situace, kdy bezprostředňe za sebou vykońame dv̌e funkce, jejicȟz
výsledek bude zapsán do stejńe schŕanky. Ikdy̌z tyto pǒzadavky byly vlǒzeny do vstupńı fronty
třı́dy CommandExecutor bezprosťredňe za sebou a v daném pǒrad́ı, d́ıky paralelńımu vykońaváńı
vı́ce něz jedńım exekǔcńım vláknem mǔzou b́yt požadavky vykońavány źarověn a to kǎzdý jiným
vláknem. Pot́e může nastat situace, ve které dojde k dokoňceńı požadavku a ńasledńemu źapisu do
schŕanky v jiném pǒrad́ı něz by se ǒceḱavalo. Toto m̊uže zp̊usobit proḿıcháńı přı́choźıch zpŕav.
Tento probĺem je velmi ťežko řěsitelńy, jelikož ve v̌eťsině p̌rı́pad̊u je ǎz v dob̌e exekuce zńama
ćılová schŕanka. Z d̊uvod̊u časov́ych, rozsahu projektu a univerzálnostiřěseńı, probĺem nebyľrěsen.
Je nutno podotknout,̌ze i jiné implementace principu thread pool v .NET nebo jazyce Java tento
probĺem něrěśı. V konkrétńım aplikǎcńım serveru, kteŕy je popisov́an touto praćı, výskyt tohoto
probĺemu nebyl zatı́m zaznameńan, cǒz ale nevylǔcuje mǒznost jeho v́yskytu. D̊uvodem, prǒc k to-
muto probĺemu nedoch́azi je fakt,že pravďepodobnost exekuce dvou požadavk̊u se st́ejnou ćılovou
schŕankou źarověn je hodňe ńızká, již z d̊uvodu frekvence posı́láńı dotaz̊u na server p̌rı́mo klien-
tem. Toto ale nevylǔcuje mǒznost v́yskytu t́eto, v dańe implementaci hodňe málo pravďepodobńe
situace. Pro naprosté vyloǔceńı tohoto probĺemu je mǒzno prov́aďet věskerou exekuci pomocı́ jen
jednoho exekǔcńıho vlákna, cǒz do znǎcné ḿıry neovlivńı rychlost na jednoprocesorovém pǒćıtači
(viz. kapitola2.3.2).
Uživatelskou funkci lze definovat vytvořeńım konkŕetńı třı́dy poďeďeńe z ťrı́dy IUserCommand.
U takto vytvǒreńe ťrı́dy je nutno specifikovat v konstruktoru unikátńı název dańe ťridy, jimž bude
identifikována p̌ri registraci. D́ale je nutno implementovat metoduGenerateCmdObject, kteŕa
svým učelem napodobuje návrhov́y vzor Factory. Zḿıněńa metoda m̊uže generuje r̊uzńe instance
konkŕetńıch ťrı́d na źaklaďe rozhodnut́ı podle ǔzivatelem specifikovańych dat.
Pro ilustraci uvǎzujme konkŕetńı třı́du SendMessage, kteŕa je poďeďeńa ze ťrı́dy IUserCom-
mand. Je vytvǒrena instance této ťrı́dy a ta je registrov́ana jako ǔzivatelsḱa funkce. Jestli budeme
cht́ıt vykonat tuto funkci, je spǔsťena zḿıněńa metodaGenerateCmdObject, jejiž výsledek bude
vložen do vstupńı fronty exekutoru. T́ımto zp̊usobem m̊uže nap̌rı́klad podle ǔzivatelem specifiko-
vańych dat metodaGenerateCmdObject v uvǎzovańe ťrı́dě vracet r̊uzńe objekty, kteŕe implemen-
tujı́ růzńe funkce. Nap̌rı́klad se v jedńe situaci m̊uže jednat o instanci třı́dySendNormalMessage a v
jiné nap̌rı́klad o instanciSendEncryptedMessage (obě jsou poďedeny ze ťrı́dyICommandObject).
Toto umǒzňuje definovat ǔzivatelsḱe funkce, kteŕe po zv́ažeńı určitých podḿınek mohou generovat
růzńe pǒzadavky.
4.3 Operace se schŕankami
Hlavńı úlohou serverov́eho j́adra je spŕava ǔzivatelsḱych spojeńı a poskytov́ańı operaćı umǒzňuj́ıćıch
manipulaci se schránkami. J́adro poskytuje taḱe mechanismy umǒzňuj́ıćı uchov́avat informace o
právě p̌ripojeńych ǔzivateĺıch. Pro pochopenı́ někteŕych část́ı, jako nap̌rı́klad p̌rı́jmu dat, kteŕy je v
koněcném d̊usledku prov́aďen ǎz metodou konkŕetńı instance ťrı́dy protokolu, je nutno se seznámit
s kapitolou5.
4.3.1 Spŕava spojeńı
Server ḿa v aktúalńı implementaci otev̌reny dva porty. Oba tyto porty lze využ́ıt pro p̌ripojeńı
klientů. Jeden z nich je ale nastaven jako výchozi pro prov́aďeńı věskeŕe śıt’ové komunikace. Druh́y
je vyhrazen pro posı́láńı soubor̊u, kteŕe se realizuje p̌rı́mo p̌res server2.
2Mimo tuto mǒznost existuje zp̊usob pośıláńı soubor̊u p̌rı́mo v rězimu peer to peer. Negociace tohoto typu přenosu
ale prob́ıhá na standartnı́m portu a do ńasledńeho p̌renosu jǐz server neńı zapojen.
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Jaḱehokoliv klienta, kteŕy se p̌ripojı́ k serveru je poťreba obsloǔzit. Célá koncepceWxWid-
gets je postavena na principu posı́láńı zpŕav (events). Kdykoliv se p̌ripojı́ klient, nastane zpráva
o této ud́alosti. Tuto zpŕavu je nutno obsloǔzit (v této implementaci metodami jádra) a prov́est
poťrebńe akce, kteŕe zahrnuj́ı vytvořeńı nové schŕanky pro dańeho ǔzivatele. Pot́e již může doch́azet
k pośıláńı a p̌rı́jmu dat zp̊usobem, kteŕy je popśan v kapitole4.3.3.
Nutné je taḱe ǒseťrit situaci, ve kteŕe dojde k ńahĺemu uzav̌reńı spojeńı klientskou stranou. Toto
může nastat p̌ri pádu klientsḱe aplikace nebo chybě śıt’ového spojeńı. V takov́e situaci je, stejňe jako
v přı́paďe p̌ripojeńı nového klienta, generov́ana zpŕava. Tato zpŕava je obsloǔzena metodou jádra,
kteŕa korektňe ǒseťrı́ zrǔseńı dańe schŕanky a informuje o t́eto skutěcnosti registrovanou třı́du pro-
tokolu. Protokol v reakci na toto sděleńı může nap̌rı́klad smazat danou schránku z registru schránek
připojeńych ǔzivatel̊u.
4.3.2 Registr p̌ripojených uživatelů
Bylo nutno poskytnout mechanismy, které umǒzňuj́ı spravovat a manipulovat s informacemi o
aktúalně p̌rihlá̌seńych ǔzivateĺıch. Pro tentóučel byla vytvǒrena ťrı́daConnectionInfo, kteŕa je
hojně vyǔźıvána konkŕetńı implementaćı protokolu.
Uživatel je v ŕamci t́eto ťrı́dy identifikov́an pomoćı unikátńıho alfanumericḱehořeťezce. Tento
řeťezec obsahuje v aktuálńı implementaci ǔzivatelovu e-mailovou adresu. Uživatelsḱy záznam je
representov́an v ŕamci ťrı́dy ConnectionInfo instanćı třı́dy ConnectionInfoEntry. Tato ťrı́da
může obsahovat p̌redem neuřceńy počet schŕanek. Pot́e lze s ťemito schŕankami jakkoliv manipulo-
vat (mazat nebo vkládat). T́ımto lze zarǔcit možnost vlastnictv́ı jedńım uživatelem v́ıce něz jedńe
schŕanky (tohoto je vyǔzito p̌ri vı́ceńasobńem p̌rihlá̌seńı jednoho ǔzivatele).
Na obŕazku4.6 je zjednodǔseńy model ťrı́dy ConnectionInfo. Jak je patrńe, jedńa se o ťrı́du,
kteŕa je navřzena na źaklaďe ńavrhov́eho vzoru Singletone. Toto umožňuje vytvǒreńı jen jedńe
unikátńı instance v ŕamci ceĺeho programu. Pro vklád́ańı schŕanky lze vyǔźıt metodyInsertSocket.
Tato metoda vlǒźı novou instanci ťrı́dy UserInfoEntry, kteŕa representuje ǔzivatelovy sockety do
interńıho registru ťrı́dy ConnectionInfo a vlož́ı do ńı poskytnutou schŕanku. Interńı registr v̌sech
uživatelsḱych źaznam̊u je realizov́am pomoćı nativńı strukturywxStringHashMap, kde kĺıčem je
řeťezec (zde e-mailov́a adresa ǔzivatele) a źaznamem je konkrétńı instance ťrı́dy, kteŕa obsahuje
všechny ǔzivatelovy schŕanky. P̌ri existenci źaznamu s dańym jménem, je schŕanka p̌ridána jako
daľśı uživatelova schŕanka.
Obŕazek 4.6: Struktura třı́dy registru ǔzivatelsḱych schŕanek
Dále pro źıskáńı všech schŕanek dańeho ǔzivatele je vyǔźıvána metodaGetSocket. Tato metoda
volá st́ejnojmennou metodu třı́dy ConnectionInfoEntry. Tato metoda p̌ri svém opakovańem
voláńı vraćı postupňe v̌sechny ǔzivatelovy schŕanky. Navŕaceńa hodnotaNULL signalizuje,že již
nejsoužádńe daľśı záznamy k dispozici. Takov́eto řěseńı je velice flexibilńı co se t́yká paralelńıho
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přı́stupu. V ŕamci struktury obsahujı́ćı dańe schŕanky je vytvǒrena sd́ılená struktura mutex. Ta je
zamknuta v dob̌e prvńıho voĺańı funkceGetSocket a p̌ri posledńım voláńı je odemknuta. Toto
řěseńı je v dańe situaci nejlep̌śı. Vraceńı ukazatel̊u nebo iteŕator̊u neńı v tomto p̌rı́paďe z d̊uvodu
zachov́ańı integrity vůbec bezpěcné.
Pot́e je definov́ana metodaRemoveSocket, kteŕa, jak již název napov́ıdá, smǎze danou ǔzivatelskou
schŕanku. Pro zjǐsťeńı jména vlastńıka dańe schŕanky lze poǔźıt metoduGetIdBySocket, kteŕa po-
dle specifikovańe schŕanky vŕat́ı přidružeńy unikátńı kli č.
Pro zachov́ańı integrity je nad v̌semi zḿıněńymi metodami ťrı́dy ConnectionInfo definov́ana
sd́ılená synchronizǎcńı struktura mutex.
4.3.3 Pośıláńı a př ı́jem
Tato část pojedńavá o źakladńıch principech pośıláńı a p̌rı́jmu dat. P̌ri implementaci bylo nutno
zajistit neźavislost p̌rij ı́maćı funkce od poǔzitého protokolu. Kǎzdý protokol totǐz může specifikovat
jiný formát zpŕav.
P̌rı́chod dat do schránky je signalizov́an, tak jako v̌eťsina skutěcnost́ı v dáne implementaci,
pomoćı vzniku ud́alosti. Pro obsluhu této ud́alosti je definov́ana v j́adru serveru obslǔzná funkce.
Jedinouúlohou t́eto funkce je sďeleńı konkŕetńı třı́dě protokolu,že dańa schŕanka obsahuje data,
kteŕa mohou b́yt nǎctena. Samotńe nǎćıtáńı je prov́aďeno ǎz pomoćı funkce konkŕetńıho protokolu.
Jaḱym způsobem p̌resňe jsou nǎćıtána data, lze zjistit p̌rı́mo v kapitole5.1, kteŕa je v̌enov́ana pro-
tokolu.
Pośıláńı dat je znǎcně slǒzitějš́ı. Metoda pro pośıláńı dat byla implementov́ana p̌rı́mo jádrem
serveru. Tento problém lze řěsit v tomto ḿısťe, jelikǒz zde nemuśı být známa śemantika. Ceĺe
pośıláńı je řěseno jǐz ďrı́ve definovanou třı́dou CommandExecutor, kteŕa implementuje koncepci
paralelńıho vykońaváńı s poǔzitı́m p̌rı́stupu zvańeho thread pool. Pro samotné pośıláńı byl defi-
nován pǒzadavek, kteŕy je reprezentov́an ťrı́douMessageSendCommand (poďeďenou ze ťrı́dyICommandObject).
Tento pǒzadavek zajistı́ posĺańı dańych dat do specifikovańe schŕanky.
Celý syst́em pośıláni spǒćıvá v zavoĺańı metody j́adra, kteŕe se jako parametr před́a uřcitá struk-
tura obsahujı́ćı data a ćılovou schŕanku. Tato metoda interně z dańych dat vytvǒrı́ instanci ťrı́dy
MessageSendCommand. Tento objekt se poté vlož́ı do exekǔcńı fronty instance ťrı́dyCommandExecutor,
kteŕa je odpov̌edńa za pośıláńı dat. Zde se dańy požadavek spustı́ a pǒsle data.
Využitı́ ji ž ďrı́ve definovańe ťrı́dyCommandExecutor znǎcně urychluje v́ysledńeřěseńı. Probĺemem
bylo zvolit pǒcet exekǔcńıch vláken. Na źaklaďe kapitoly2.3.2bylo rozhodnuto o poǔzitı́ jednoho
exekǔcńıho vlákna. Jedno vlákno se poǔzije i na v́ıceprocesorov́ych stroj́ıch, protǒze vykońavańa
operace je velice rychlá a poǔzitı́ vı́ce něz jednoho vĺakna by v́ysledńe řěseńı udělalo jen zbytěcně
pomaĺec (hlavňe z d̊uvodu slǒzitejš́ı mezivĺaknov́e synchronizace).
4.3.4 Struktura j ádra
Jádro tvǒrı́ základ, nad kteŕym je vystav̌ena konkŕetńı třı́da protokolu. V̌sechny funkcionality j́adra
byly ji ž popśany v ďrı́vějš́ıch kapitoĺach. Ćılem t́etočásti je shrnout v̌se, co j́adro nab́ıźı.
Jádro zajǐst’uje v̌sechny tyto funkce:
• Obsluhu stavu spojeńı – Definuje akce prov́aďeńe p̌ri připojeńı uživatele a taḱe p̌ri ztráťe
spojeńı.
• Manipulaci se schŕankou – Obsluhuje situace přı́chodu dat a posı́lá data.
• Práci s ǔzivatelem definovańymi funkcemi – Zajišt’uje registraci a vykońaváńı těchto funkćı.
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• Registrovat protokol – Umǒzňuje registrovat konkrétńı instanci ťrı́dy protokolu.
• Správu připojených uživatelů – Definuje mechanismy umožňuj́ıćı spravovat informace o
právě p̌ripojeńych ǔzivateĺıch.
Dalš́ı funkcionality lze definovat pomocı́ protokolu a ťrı́d, kteŕych vyǔźıvá. Výstavbou daľśıch
rožśıřeńı nad st́avaj́ıćım jádrem se zab́yvá ńasleduj́ıćı kapitola.
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Kapitola 5
Výstavba komunikačńıho protokolu nad
j ádrem
Tato kapitola buduje na serverovém j́aďre protokol a daľśı rožśıřeńe funkcionality. Je definov́an
konkŕetńı protokol a k ňemu p̌ridružeńe ǔzivatelem definovańe funkce. Pro pŕaci s pernamentnı́mi
daty je vytvǒreno datab́azov́e spojeńı a zp̊usob representace databázovych dat p̌rı́mo v lokálńı
pam̌eti serveru.
5.1 Protokol
Protokol ječást́ı, ve kteŕe je implementov́ana věskeŕa śemantika śıt’ové komunikace. Jak již bylo
řečeno ďrı́ve, jádro tvǒrı́ samostatnoǔcást,čili je neźavisĺe na jaḱychkoliv śemanticḱych akćıch. Pro
samotńe poǔzitı́ protokolu je nutno vytvǒrit konkrétńı třı́du poďeďenou ze ťrı́dy ServerProtocol.
Tato se pot́e zaregistruje jako konkrétńı implementace protokolu přı́mo do j́adra serveru.
Bázov́a ťrı́da protokolu definuje 3 źakladńı metody (̌cisťe virtuálńı), kteŕe muśı být implemen-
továny v̌semi konkŕetńımi třı́dami ďedićımi toto rozhrańı. MetodaRegisterAllCommand je volána
jádrem hned po registraci daného protokolu. Jejı́ úlohou ḿa b́yt registrace v̌sech ǔzivatelem defi-
novańych funkćı. Samožrejmě, jelikǒz se tato metoda spoušti jen jednou a to p̌ri zavedeńı jádra
serveru, m̊uže obsahovat i kroky inicializace protokolu. Dalš́ı z definovańych metod jeReceive.
Tato metoda je notifikov́ana j́adrem v̌zdy p̌ri přı́chodu dat do jaḱekoliv schŕanky. Zde je nutno nǎćıst
data s ohledem na sémantiku dańeho konkŕetńıho protokolu. Poslednı́ z vyjmenov́avańych metod je
Lost. Touto cestou je třı́da protokolu informov́ana o ṕadu spojeńı se specifikovańym klientem. Zde
jsou provedeny v̌sechny kroky ǒseťrujı́ćı zneplatňeńı dańe schŕanky.
5.1.1 Konkrétńı protokol
Obsahem t́eto části je popis ťrı́dy konkretńıho Saber protokolu. Jelikǒz návrh protokolu nebyl
náplńı tohoto zad́ańı práce, věskeŕe dodatěcné informace lze źıskat v materíalu jej́ıho tvůrce v pra-
menu [3].
Protokol poǔźıvańy tı́mto projektem je forḿatu XML zpŕavy. Jak je patrńe ńıže, samotńa zpŕava
se skĺad́a z hlavǐcky a ťela. Hlavǐcka obsahuje źakladńı informace o odesilateli a přı́jemci a taḱe
rožśıřeńy typ zpŕavy, na źaklaďe kteŕeho je tato zpŕava identifikov́ana p̌rı́mo parserem protokolu.










<mess-text>Hi, this is the test message. Enjoy. SABER TEAM.</mess-text>
</body>
</message>
Pro zǎcleňeńı Saber protokolu do tohoto projektu, bylo nutno vytvořit konkrétńı třı́duSaberProtocol
poďeďenou ze ťrı́dy ServerProtocol (obr.5.1). V této ťrı́dě bylo nutno implementovat všechny ťri
metody, kteŕe byly popśany v́yše. D́ale bylo poťreba definovat mechanismy pro analýzu śemantiky
protokolu. V́ysledńy protokol je pot́e zaregistrov́an v j́adru.
Obŕazek 5.1: Sch́ema definice konkrétńıho protokolu
Pro poťreby śemanticḱe anaĺyzy byla vyvinuta speciálńı třı́da XML parseru. Tato třı́da umǒzňuje
źıskávat informace z p̌rı́choźı zpŕavy a taḱe je schopna vytv́ǎret zpŕavy nov́e. Je vyǔzita věťsinou
funkćı konkŕetńı třı́dy protokolu.
Jak jǐz bylo zḿıněno, je poťreba implementovat v̌sechny 3 metody definované b́azovou ťrı́dou.
Prvńı z nich je Receive. Zde jsou definov́any mechanismy, kter´ jsou schopny nǎćıst zpŕavu
v dańem forḿatu specifikovańem konkŕetńım protokolem. P̌ri přı́chodu jaḱychkoliv dat, je tato
metoda notifikov́ana j́adrem serveru. Zde se spustı́ epaŕatńı vlákno, kteŕe se pokuśı nǎćıst zpŕavu.
Z důvodu ǔseťreńı serverov́ych zdroj̊u jsou t́ımto vláknem nǎctenyúplně v̌sechny zpŕavy, kteŕe se
aktúalně nach́aźı v dańe schŕance. Ceĺe nǎćıtáńı funguje na principu zjǐsťeńı délky p̌rı́choźı zpŕavy
z jej́ı hlavičky a nǎcteńı dat dańe velikosti.
Pro obsluhu śemantiky jsou protokolem zaregistrovány do j́adra serveru ǔzivatelem definovańe
funkce. Registrace se děje na pǒzád́ańı jádra metodouRegisterAllCommands. Protokolem jsou




• práci s historíı
• manipulaci seznamem kontaktů
• práci s ǔzivatelsḱym účtem
• stav p̌ripojeńı uživatele
Pro samotnou śemantickou interpretaci zprávy byla vytvǒrena specíalńı třı́daSaberParsing-
Cmd poďeďeńa ze ťrı́dy ICommandObject. Všechny śemanticḱe operace jsou prováďeny instanćı
třı́dy CommandExecutor, kteŕa je soǔcást́ı třı́dy protokolu a implementuje mechanismus thread
pool s jedńım exekǔcńım vláknem.
Po nǎcteńı zpŕavy ťrı́dou protokolu je vytvǒrena instance třı́dy SaberParsingCmd, kteŕa imple-
mentuje kroky, kteŕe v źavislosti na rožśıřeńem typu zpŕavy volaj́ı danou ǔzivatelem definovanou
funkci, kteŕa již provede poťrebńe akce. Ńasledňe je tento objekt vlǒzen do vstupńı fronty instance
třı́dy CommandExecutor (popśana v́yše) a je vykońan.
Protokol a j́ım registrovańe funkce muśı podporovat spŕavu p̌ripojeńych ǔzivatel̊u. Taḱe je
nutnost́ı existence autentizačńıch mechanism̊u, umǒzňuj́ıćıch kontrolu vlastńıka dańe schŕanky.
Toto zamezuje p̌rı́padńemu útočńıkovi proch́azet historii jińeho ǔzivatele nebo posı́lat zpŕavu s
podvřzeńym uživatelsḱym jménem.
Dalš́ı nutňe implementovanou metodou jeLost. Ta je voĺana j́adrem a muśı ošeťrit situaci, ve
kteŕe dojde k ṕadu spojeńı s ǔzivatelem. Proto zde je nutno korektně zneplatnit schránku a odebrat
ji z registru pŕavě p̌rihlá̌seńych ǔzivatel̊u.
5.2 Datab́aze
K této aplikaci je datab́aze p̌ripojeńa pomoćı rozhrańı ODBC. Nad t́ımto rozhrańım byly definov́any
struktury pro pŕaci s datab́azov́ym spojeńım a tabulkami. Bylo navřzeno optiḿalńı sch́ema ulǒzeńı
dat s ohledem na rychlost prováďeńych datab́azov́ych operaćı.
5.2.1 Implementace datab́azov́ych operaćı
Pro účel spŕavy datab́azov́ych spojeńı byla implementov́ana ťrı́da ConnectionManager. V této
třı́dě je vyǔzito principu znovupoǔzitelnosti datab́azov́eho spojeńı. Jak je viďet na obŕazku5.2, za-
voláńı metodyStart jsou poskytnuty parametry datab´ zov́eho spojeńı, kteŕe jsou interňe ulǒzeny.
V tomto okam̌ziku už je mǒzno generovat datab´ zov́a spojeńı. Celkov́y princip t́eto ťrı́dy spǒćıva v
zamezeńı zbytěcného vytv́ǎreńı a rǔseńı datab́azov́ych spojeńı, protǒze tyto operace jsou zbytečně
nárǒcné. Ťrı́da si udřzuje ňejaḱy, p̌redem uřceńy počet otev̌reńych spojeńı. Každá funkce, kteŕa
poťrebuje datab́azov́e spojeńı, může o ňe pǒzádat voĺańım metodyGetConnection. Tato funkce
vrát́ı datab́azov́e spojeńı z mnǒziny otev̌renych spojeńı nebo v situaci, kdy nenı́ žádńe k dispozici,
je vytvǒreno nov́e. V okam̌ziku, kdy dańe datab́azov́e spojeńı už neńı poťrebńe, je navŕaceno zp̌et do
mnǒziny dostupńych spojeńı voláńım metodyReleaseConnection. Zásadńı probĺem m̊uže nastat
v situaci, kdy funkce p̌red sv́ym ukoňceńım neoznǎćı vypůjčeńe spojeńı za dostupńe. V takov́eto
situaci doch́aźı k neńavratńe ztŕaťe dańeho spojeńı. A jelikož je datab́azov́e spojeńı omezeńym
zdrojem, m̊uže tato situace p̌ri svémčast́em opakov́ańı způsobit veliḱe probĺemy.
Konkrétńı tabulky datab́aze jsou implementovány zp̊usobem naznǎceńym na obŕazku5.3. Principem
všech datab́azov́ych operaćı v dańe aplikaci je mapov́ańı sloupc̊u datab́aze do prom̌enńych ulǒzeńych
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Obŕazek 5.2: Sch́ema spŕavce datab́azov́ych spojeńı
v pam̌eti. Pot́e je mǒzné vykonat dotaz a použ́ıt funkcionalit ODBC ovladǎce a datab́azov́ych kur-
sor̊u. Posunem kursoru lze procházet navracenou odpověd’ a nahŕavat ji do prom̌enńych ulǒzeńych
v pam̌eti. V této situaci je v̌zdy vŕacena hodnota jen jednohořádku, cǒz je výhodńe, jelikǒz v
někteŕych p̌rı́padech neńı poťreba pracovat s celou odpověd́ı. Tı́mto p̌rı́stupem je sńıžen pǒcet
přeneseńych dat.
Obŕazek 5.3: Struktura implementace tabulek datab´ ze
Pro implementaci konkrétńı tabulky je nutno vytvǒrit třı́du poďeďenou ze ťrı́dy definuj́ıćı pam̌et’ové
proměnńe a ťrı́dySaberTable. Prvńı třı́da, ze kteŕe se ďed́ı (na obŕazku ťrı́daConcreteStructTable)
definuje pam̌et’ové prom̌enńe, do kteŕych se nahŕavaj́ı data. Ťrı́daSaberTable rožsǐruje funkcional-
ity nativńı třı́dy wxDbTable o mǒznost vlǒzeńı dat obsǎzeńych v pam̌et’ových prom̌enńych do
datab́aze, smaźańı z datab́aze dat, kteŕa jsou aktúalně nǎctena a mǒznost aktualizace hodnot v
datab́azi. Mimo ťechto operaćı, může vytvǒreńa ťrı́da definovat metody, kter´ uskutěcňuj́ı dotazy
nad datab́aźı pomoćı jazyka SQL.
5.2.2 Struktura tabulek
Struktura datab́azov́ych tabulek byla navržena s ohledem na rychlost prováďeńych operaćı. Všechny
tabulky, kteŕe jsou v datab́azi, zachycuje obrázek5.4. Datab́aze obsahuje tyto tabulky:
• cl content – obsahuje seznamu kontaktů všech ǔzivatel̊u. Podle t́eto tabulky se rozesı́lajı́
zpŕavy o zm̌eňe stavu ǔzivatele. Jej́ı obsah je m̌eňen p̌ri každé zm̌eňe ǔzivatelova seznamu
kontakt̊u.
• history – tabulka obsahujı́ćı historii všech zpŕav. Z d̊uvodu čast́eho hled́ańı byl vytvořen
index.
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• status– obsahuje stavy v̌sech p̌ripojeńych ǔzivatel̊u. Je zde ulǒzen typ a text aktúalńıho stavu.
• transfer – representuje seance přenosu souborů. Tabulka obsahuje informace o všech seancı́ h
serverov́eho p̌renosu souborů, kteŕe jěsťe nezǎcaly.
• users– obsahuje informace o všech registrovańych ǔzivatelsḱych účtech. Zde jsou ulǒzeny
oba asynchronnı́ klı́če i seznam kontaktů dańeho ǔzivatele.
Obŕazek 5.4: Struktura tabulek databáze
Datab́azov́e tabulky jsou optimalizov́any s ohledem na rychlost prováďeńych operaćı. Daľśı
nutnost́ı je výběr vhodńych a rychĺych dotaz̊u. Je minimalizov́an pǒcet agregǎcńıch a vnǒreńych
dotazu.
5.3 Pośıláńı souborů
Jedńım z pǒzadavk̊u zad́ańı byla nutnost implementace mechanismů umǒzňuj́ıćıch pośıláńı sou-
borů. V aktúalńı specifikaci protokolu je mǒzno pośılat soubory dvoj́ım zp̊usobem. Prvńı způsob
realizuje p̌renos beźučasti serveru v rězimu peer to peer. Tento přenos je nejb̌ežnějš́ı, jelikož věťsina
klientů ma mǒznost se mezi sebou bez zábran spojit. Źaměrem t́eto kapitoly neni popisovat tento
typ p̌renosu. V́ıce o tomto p̌rı́paďe lze zjistit v [3]. Dalš́ı možnou alternativou p̌renosu je pośıláńı
souboru súčast́ı serveru. Totǒrěseńı je aplikov́ano v situaci, kdy dva klienti nemohou navázat
přı́mé spojeńı. Diskutovańa situace m̊uže nastat ve v̌eťsině p̌rı́pad̊u p̌ri použitı́ překladu adres (NAT).
Samotńy přenos soubor̊u je realizov́an pomoćı pośıláńı shluk̊u dat (chunks). Data jsou posı́lána po
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segmentech p̌redem dańe velikosti. Ob̌e z̊učastňeńe strany muśı znát parametry dańeho p̌renosu.
Těmito parametry je velikost shluku, jejich počet a velikost poslednı́ části. Soubor lze v dané situaci
pośılat i uživateli, kteŕy je p̌rihlá̌sen v́ıceńasobňe. Všem instanćım p̌rı́jde pǒzadavek na p̌renos a jen
klient, kteŕy tento pǒzadavek potvrd́ı jako prvńı se stanéučastńıkem p̌renosu.
Obŕazek 5.5: Sch́ema komunikace p̌ri pośıláńı souboru śučast́ı serveru
Obŕazek5.5popisuje situaci posı́láńı souboru śučast́ı serveru. V dańe situaci se pokoǔśı klient
A poslat soubor klientu B. Prvnı́m krokem ceĺe komunikace je negociace přenosu souboru. Klient
A pośılá na server pǒzadavek na posláńı souboru (ftrequest). Pǒzadavek je p̌reposĺan p̌ripojeńe
instanćı klienta B. P̌rı́jemce odpov́ıdá na pǒzadavek posláńım zpŕavy rožśıřeńeho typu ftresponse.
Dańa zpŕava potvrzuje nebo zaḿıtá pǒzadavek na p̌renos. Server tuto zprávu p̌rijme a p̌repǒsle ji
instanćı klienta A. Klient A akceptuje odpov̌ed’ . V přı́paďe, že odpov̌ed’ je pozitivńı, byla zd́arňe
dokoňcena negociace přenosu.
Po zd́arńem dokoňceńı negociace doch́aźı k pokusu p̌rı́mého spojeńı obou klient̊u a ńasledńeho
posĺańı souboru. Samotńy přenos je pot́e uskutěcněn bez komunikace se serverem. V zde popiso-
vańem p̌rı́paďe tento pokus selhal a je nutno uskutečnit p̌renos śučast́ı serveru.
Pośılajı́ćı strana informuje server o potřeb̌e uskutěcněńı přenosu posĺańım zpŕavy ftsrv request.
Server p̌renost bud’ odḿıtne nebo potvrd́ı posĺańım zpŕavy rožśıřeńeho typu ftsrvresponse. V
přı́pade potvrzeńı přenosu obsahuje zpráva taḱe adresu a port, kam se majı́ obaúčastńıci připojit.
Jak jǐz bylo diskutov́ano v kapitole4.3.1, server ḿa pro p̌renos soubor̊u vyhrazen speciálńı port.
Zde bylo nutno vytvǒrit specíalńı způsob umǒzňuj́ıćı kontrolu p̌renos̊u. Byla implementov́ana
seance, která umǒzňuječekat na p̌ripojeńı obou z̊učastňeńych stran. Seance je vytvořena p̌ri posĺańı
zpŕavy o p̌ripojeńı na port pro p̌renos soubor̊u ob̌emaúčastńıkům. Všechny informace o nı́ jsou
uloženy v datab́azi a identifikuje sěcasov́e raźıtko (V dańe situaci jde ǒcasov́e raźıtko rožśıřeńe o
čas v milisekund́ach.). D́elka trv́ańı seance,̌cili maximálńı časčeḱańı na p̌ripojeńı obou z̊učastňeńych
stran, je nastavitelńa. Po uplynut́ı dańehočasu je źaznam z datab́aze automaticky smaz´ n a seance
se stane neplatná. Všechny pokusy o p̌rı́stup k neplatńe seanci jsou zaḿıtnuty.
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Prvńı z klientu se p̌ripojı́ k serveru na dańy port. Jestli se jedńa o pośılajı́ćıho, je ulǒzena
jako prom̌enńa seance informace o přeńǎseńych shlucich dat (pǒcet a velikost) a taḱe se ukĺad́a
do datab́aze v podob̌e bińarńıch dat ukazatel na klientovu schránku. V p̌rı́paďe, že se p̌ripojı́ jako
prvńı přı́jemce, je ulǒzen do datab́aze jen ukazatel na jeho schránku. Informace o posı́laných datech
se neukĺadaj́ı, jelikož p̌rı́jemci nejsou zatı́m zńamy. U p̌ripojeńı druh́eho klienta je situace podobná
a v obou p̌rı́padech je nutno zı́skat prom̌ennou seance, která obsahuje ukazatel na schránku klienta,
který se p̌ripojil jako prvńı. Jestli je druh́ym p̌ripojeńym p̌rı́jemce, je nutno jestě z datab́aze źıskat
informace o parametrech přeńǎseńych dat. Pot́e je vytvǒrena a posĺana oboum klient̊um zpŕava ob-
sahuj́ıćı informace o parametrech přenosu a p̌renos m̊uže zǎćıt. Pośılajı́ćı odeśılá shluky dat, kteŕe
jsou potom serverem přeposĺany p̌rı́jemci. Ceĺy přenos se uskutečňuje v sepaŕatńım vláknu, kteŕe
bylo vytvǒreno pro tentóučel.
Jak je patrńe, samotńy přenos souboru nezatěžuje server, jelikǒz věťsina pǒzadavk̊u je uskutěcněna
bez jehoúčasti. P̌renos je uskutěcňován pomoćı pośıláńı shluk̊u dat, proto i v p̌ripaďe p̌renosu s
účast́ı serveru neńı jeho celkov́e zat́ıžeńı vysoḱe. Probĺemem m̊uže ale v t́eto situaci b́yt zvýšeńe
využitı́ přenosov́eho ṕasma.
5.4 Kódováńı
Tatočást kŕatce popisuje ḱodov́ańı poǔźıvańe serverovou aplikacı́. Pro hlub̌śı pochopeńı této prob-
lematiky je mǒzno śahnou po publikaci [3].
XML protokol, kteŕy je poǔzit pro komunikǎcńı kańal, poǔźıvá kódov́ańı UTF-8. Toto kódov́ańı
je pro tentoúčel vhodńe z d̊uvodu variabilńı délky, kteŕa minimalizuje velikost zpŕavy. V aplikaci
jsou data representovány datov́ym typemwxString, kteŕy je interňe ukĺad́a data do ḱodov́ańı UCS-
2. Z důvodu zrychleńı práce s datab́aźı bylo vybŕano ḱodov́ańı datab́azeUCS-2. V dańem p̌rı́paďe
neńı poťrebažádńych konverzńıch funkćı. Implementace této aplikace ale nabı́źı možnost p̌repśańı
dvou metod pro konverze z a do databázov́eho ḱodov́ańı. V koněcném d̊usledku je mǒzné vytvǒrit
konverzńı funkce meziUCS-2kódov́ańım a jaḱymkoliv jiným kódov́ańım datab́aze.
5.5 Zprávy
Základńım principem serveru je posı́láńı textov́ych zpŕav. Princip pośıláńı zpŕav je slǒzitějš́ı, něz se
na prvńı pohled zd́a. Uvǎzujme pośıláńı textov́e zpŕavy ǔzivatelem A ǔzivateli B. Uživatel A pǒsle
zpŕavu a ta je p̌rijata serverem, který provede poťrebńe operace. Mezi toto patřı́ uložeńı zpŕavy do
historie poslańych zpŕav. Tato zpŕava je taḱe oznǎcena jako nedorǔceńa. Pot́e je poťreba zjistit, jestli
je p̌rı́jemce p̌ripojen k serveru, jestli ano, je mu poslána dańa zpŕava ačeḱa se na potvrzenı́ jejı́ho
přijetı́. P̌ri obdřzeńı potvrzeńı je v historii tato zpŕava nastavena jako odeslaná.
Jestli dańy uživatel neńı v dańem okam̌ziku p̌ripojen, p̌ri jeho p̌ripojeńı mu jsou odesĺany
všechny zpŕavy, kteŕe mu jěsťe nebyly dorǔceny. I v tomto p̌rı́paďe je vy̌zadov́ano potvrzeńı o
dorǔceńı, cǒz zamezuje p̌rı́padńemu nedorǔceńı zpŕavy.
Server umǒzňuje p̌ripojeńı vı́ce instanćı stejńehoúčtu. V tomto p̌rı́paďe jsou zpŕavy dorǔcovány
všem instanćım dańehoúčtu. Záznam o zpŕavě v historii je samožrejmě vytvǒren jen jeden.
Z hlediska implementace je vytvořena a zaregistrována jedna instance konkrétńı třı́dy poďeďeńe
z ťrı́dy IUserCommand. Tato ǔzivatelem definovańa funkce je voĺana protokolem pro zajišťeńı
posĺańı zpŕavy. Pǒzadavky generované touto ťrı́dou vykońavaj́ı všechny v́yše popsańe operace.
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5.5.1 Historie zpráv
Jak jǐz bylo zḿıněno, v̌sechny pośılané zpŕavy se ukĺadaj́ı v historii. V tabulce datab́azehistory
se nach́azej́ı všechny zpŕavy, kteŕe dańy uživatel poslal nebo p̌rı́jmul. Jsou zde i zpŕavy, kteŕe zat́ım
nebyly dorǔceny.
Funkcionalitou serveru, která je podporov́ana v klientsḱem graficḱem rozhrańı, je mǒznost vyh-
ledáváńı v historii zpŕav. Jelikǒz všechny p̌rı́choźı zpŕavy jsou ukĺad́any do loḱalńı historie klienta,
existuj́ı prakticky paralelňe dva typy historie. Klientsḱa historie nemuśı ale obsahovat v̌sechny
položky, proto sm̌erodatnou je historie na serveru, která obsahuje v̌se. V historii lze vyhled́avat
podle data nebo podle textu obsažeńeho ve zpŕavě. Historie je v̌zdy omezena na uživatele u kteŕeho
ji zobrazujeme. P̌ri výběru zobrazeńı historie zpŕav s ǔzivatelemmarek@saber.cz uvid́ıme jen
zpŕavy vyměňeńe s t́ımto ǔzivatelem.
Pro samotńe hled́ańı lze specifikovat 3 typy. Prvnı́m je hled́ańı podle dańych kritéríı přı́mo v
lokálńı historii klienta. Totořěseńı hled́a bezúčasti serveru a nikdy nezaruč́ı, že v loḱalńı historii
budou archivov́any v̌sechny zpŕavy. Proto v́ysledky tohoto hled́ańı nemuśı být kompletńı. Daľśım
je vyhled́aváńı přı́mo na serveru. Totǒrěseńı je nárǒcnějš́ı na śıt’ový přenos a serverové zdroje.
Výsledkem je ale v̌zdy kompletńı odpov̌ed’ , protǒze na serveru je zálohov́ana věskeŕa komunikace.
Existuje i ḿeňe ńarǒcné řěśıńı, ve kteŕem se vyhled́avá na serveru i klientu źarov̌eň. Klient zjist́ı
počet źaznam̊u, kteŕe spľnuj́ı dańa kritéria a sďeĺı to serveru, kteŕy udělá tuto st́ejnou operaci. V
přı́paďe, že na serveru je stejný počet źaznam̊u jako na klientu, je mu tato skutečnost sďelena a
vyhled́avá se loḱalně. V opǎcném p̌rı́paďe se vyhled́a na serveru a v́ysledek je odeslán klientu.
5.6 Šifrováńı
Šifrováńı z pohledu klienta je zachyceno v publikaci [3]. Tatočást se zab́yvá touto problematikou z
pohledu serveru.
Hlavńı úlohou serveru v t́eto situaci je spŕava dvojice RSA asynchronnı́ch kĺıčů. V aktúalńı im-
plementaci server neprovád́ı žádńe operacěsifrováńı. Šifrovańe textov́e zpŕavy jsou jen p̌repośılány





6.1 Sm̌er dalš́ıho vývoje
Tato realizace systému obsahuje jen zlomek zamýšleńych soǔcást́ı. Z časov́eho hlediska a s ohledem
na rozsah projektu, nebyly všechnyčásti implementov́any. Aplikaci je mǒzno rožśıřit nap̌rı́klad
těmito funkcionalitami:
• Vytvořeńım protokolu pro vzd́alenou administraci serveru. Nad tı́m o protokolem je pot́e
možné vystav̌et nap̌rı́klad webov́e rozhrańı napsańe v jazyce PHP.
• Poskytnut́ım podpory źasuvńych modul̊u, kteŕe mohou rožsǐrovat funkcionalitu serveru.
• Zavedeńım podpory videohovor̊u.
• Implementov́ańım hlasov́eho p̌renosu.
• Umožněńım pośıláńı souboru skupiňe ǔzivatel̊u.
• Poskytnut́ım mǒznostišifrováńı věskeŕych zpŕav (aktúalně jsoušifrovány jen textov́e zpŕavy).
6.2 Závěr
Cı́lem t́eto pŕace bylo vytvǒreńı serveru ťrı́vrstvé klient–server architektury.
Výsledńa aplikace podporuje bezpečné pośıláńı zpŕav a soubor̊u. Soubory lze posı́lat za jaḱekoliv
situace, jelikǒz je podporov́an p̌renos soubor̊u s účast́ı serveru, kteŕy je vždy úsp̌ěsńy. Dále je
uživateli umǒzněno hled́ańı v historii zpŕav. Je mǒzno p̌ripojit se k datov́e vrstv̌e pomoćı rozhrańı
ODBC.
Všechny povinńe body zad́ańı byly úsp̌ěsňe splňeny. Bohǔzel z d̊uvodu nedostatkǔcasu neńı
kód zcela odlaďen. Aplikace taḱe jěsťe nebyla testov́ana na jińem operǎcńım syst́emu něz Microsoft
Windows. Z povahy p̌renositelnostiWxWidgetsale vypĺyvá, že by nem̌el nastat probĺem s porta-
bilitou na jiné platformy. P̌ripojeńı pomoćı ODBC byloúsp̌ěsňe otestov́ano pro datab́azov́y server
MySQL. Jelikǒz je ODBC univerźalńım rozhrańım, měla by fungovat i jińa datab́azov́a řěseńı.
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