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Abst ract - -A  new approach to approximation of real functions over an interval is analyzed. The 
approximation is based on the discrete projective transformation and a new class of basic functions. 
We compare the new approximation with the u-approzimation which at the ends of an interval 
behaves better than the Padd one. The fidelity of DPT-approximants is observed to be even more 
precise at the ends of an interval and they give smaller maximal error over the interval. We give 
the comparison of the DPT-approximation with classical, well-known approximations, too. © 1999 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The improvement of approximation qualities is a common problem. The Padd approximation [1] 
is a classical example which may be computed by the Maple system. We analyse in the paper a 
new approximation of real functions over an interval. The investigated approximation is closely 
related to the discrete projective transformation (DPT) [2,3] and is based on a new type of basic 
functions. The DPT can be used to any continuous function and is determined by three points: 
in our case, by the both endpoints and the midpoint of the interval. One of the main features 
of this transformation is the fact that the DPT decreases the degree of the polynomial by two 
while the derivation only by one. The semi-orthogonality is a remarkable property of the basic 
functions. 
We compare the new DPT-approximation with the u-approximation [4] which at the ends of 
an interval behaves better than the Padd one, except when the function has both poles and 
zeros. It is well known that both these approximations u e the Taylor series of the function. 
The DPT-approximants are defined in the endpoints of the interval exactly and, as we shall 
see, their maximal error over the interval is smaller. DPT-approximants give new polynomial 
representations of functions and may be used for numerical solution to differential equations as 
boundary value problems. 
We introduce in Section 2 the DPT, give the basic definitions and properties. Section 3 
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touches on the u-approximation. The next section is devoted to a brief overview of the DPT- 
approximation. In the next two sections, we investigate the DPT-approximants of real functions 
over an interval. In Section 4, we give DPT-approximants for some test functions and compare 
them with the u-approximants. Section 5 is devoted to some numerical aspects of the evaluation 
of DPT-approximants. Here, we give a comparison of the DPT-approximation with two classical 
approximations, too. The last section consists of conclusions. 
2. DPT  
If we choose x0 and fix on a curve of an arbitrary continuous function f (x )  two different points 
(xo + )~; f (xo  + A)) and (x0 + L; f (xo + L)), then the discrete projective transformation maps any 
Ph = P(r;  h(v)) on the curve of a new function h(T) of simpler geometrical structure 
Z) : Ps Ph, 
We will assume that throughout the paper x0 = 0. Let us introduce the where 7- = x -  x0. 
following notations: 
7- L AT 
PX -- P1(7-; )~, L) = PL -~ P2(7-; ~, L) = 
(A - 7-)(A - L) '  (L - A)(L - 7-)' 
AL 
Pr = P3(7-; A, L) = (7- _/~)(7" - L) '  
= _ P._2 2 1 dl(7";A,L) = -p-'L1 d2(7-;.~,L) d3(T;.h,L) = 
P3 P3 P3 
These cross-ratio functions Pi, di, i = 1,-'-3 possess ome principal properties [2]. We mention only 
the normalization of Pi and d,, 
3 3 
~-'~pi = 1, Ed ,  = 1. 
i=1 i=1 
The DPT analytically may be defined as follows: 
:D[f(x)] = h(7-) = (P, F), 
where (., .) denotes the dot product and 
P ---- [P ) t ,PL ,Pr ] ,  
The inverse DPT is defined by 
F = [f(/~), f(L), f(7-)]. 
79-X[h(7-)] - f (x )  = (D,H), 
where 
D = [dl, d2, d3], H = [f()~), f (L ) ,  f(x)]. 
The two main features of the DPT are the linearicity 
1)[all(X) + b fu(x)] = aT)[fl (X)] + b79[f2(x)] = ahl (v) + bh2(v), 
and the decrease of the degree of power function by 2 (see [2]), 
n-1 n-i--1 
i=1 k----1 
In particular, 
V[x l=0 ,  V[x 2 ]=0,  7:)[x 3 ]=ALr ,  and :D[c]=c. 
(1) 
Discrete Projective Transformation 
Table 1. Test functions, their u-approximants and DPT-approximants over the given 
intervals. For sec z, we give the inverse of the DA of the reciprocal function 1/sec. 
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f(x) = e x, [-2,2] u4 ~ u41 = 24 
600-  384x+108x 2 - 16z3+x 4 
d4,2=O.OO15683523xS+O.OO971513521x5+O.O412798733x4+O.1634830811x a 
+0.5003357928x2+1.004055716x+1 
4 + x 2 
f (x )=e x2, [-1.4,1.41 u3~u31=-6  
--24 + 18x 2 - 6x 4 + x 6 
d3,2 =O.09456579231xS+O.O8670375004z6+O.5524721176x4+O,98393855z2+l 
840 -- 95x 2 + x 4 
f(x) = sinx, [--2w,2w] U 3 ~ U31 = 24x 
20160+1080x 2 + 36xa+x 6 
ds,2=-O.OOOOOOO12881xll+O.OOOOO2321x 9 - O.O001897528355x7+O.OO8229435596x 5 
-0.1658878632x 3 + 0.99568138x 
2880 + 216x 2 + 12z 4 + x 6 
f(x) =secx, [-4.6,4.6] u3 ~ u31 = 24(120 - 51x 2 + x 4) 
d4,2=(-O.OOOOOO1911166xlO+o.oooo2338714x s - 0.001376716263xs+0.04160950651x 4 
-0.499860131x 2 + 1) -1 
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Figure 1. Approximants of e z. 
3. THE u -APPROXIMATION 
Let {Sn, n --- 1 ,2, . . .  } be a sequence of partial sums 
n-1  
Sn = Z akZk' 
kffi0 
n = 1 ,2 , . . . ,  
for the power series expansion of a function to be approximated of the complex variable z, 
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Figure 2. Differences of e x and its approximants. 
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Figure 3. Approximants of e x2 . 
The k th order u-transform is then defined by (see [4]), 
gk(z) 
Ukn({Sn}) = Dk(z) 
n+k-1 k 
j=0 i=0 
k 
E Wknj Zj 
j=0 
k 
~knj (Sn+j/msn+j-1) 
j=0 
k 
~3 Vknj (1/AS.+j-I) 
j=0 
where 
an+k-j-1 
A is the forward difference operator, i.e., 
, (2) 
AkS.  = A~- IS .+I  - Ak - lS . ,  A°S .  = a. ,  
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Figure 4. Differences of e x2 and its approximants. 
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Figure 5. Approximants of sin x. 
and ai = 0 for i < 0. The rational function ukn represents an approximant of the function f(z) 
and is obtained from k + n terms of the original sequence Sn. A detailed discussion of the 
approximation by (2) is found in [4]. 
4.  DPT-APPROXIMATION 
This section presents the DPT-approximation of a real function over an interval [a, f~], intro- 
duced in [3] and briefly discusses ome associated formulae. For the sake of simplicity, we will 
assume that the interval is symmetrical, i.e., a - -~ ,  f~ > 0. 
From (1), we get that any f(x) E C[a, ~] may be expressed in the form 
f(x) = f(A)dl(X;A,L) + f(L)d2(x;A,L) +h(x)d3(x;A,L). (3) 
Further on, we will assume that L = f~, A = -f~, and f(0) = 0. If the inverse DPT function h(x) is 
unknown, we can replace the third member in the right-hand side of (3) with a linear combination 
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Figure 7. Approx imants  of sec x. 
of basic functions 
8, (z ;  13) = z n - ~" - " ,  z m, n = 3, 4 , . . . ,  
where m = 1 + ((-1) n + 1)/2. The DPT-approximation for f(x) is defined by 
n 
f (x )~f ( -~)d l (x ;~)+f(~)d2(x ;~)  +ZCk(~)Sk(X;~).  
k=3 
(4) 
The polynomials Sk(x;/3) play a basic role in the new approximation and have some important 
properties. We notice that Sn(-~) = Sn(~) = 0 and they are semi-orthogonal 
F (Si, Sj) = SiSj dx = O, /3 if i + j is odd. 
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Figure 9. DPT-approximants ds,. of e x by different derivative points. 
The main task in construction of approximation (4) is to find the unknown coefficients Ck. As it 
was proposed in [3], the c3, c4 . . . .  , an may be found by solution of equations 
dkf(x) dkR(x) 
dx k dx k , k=0,1 , . . . ,  (5) 
in two points x] = A and x2 = L, where R(x) is the right-hand side of (4). We show that the 
quality of approximation depends on the choice of xl, x2. 
5. COMPARATIVE  STUDY OF DPT-APPROXIMANTS 
AND u-APPROXIMANTS 
In this section, we make a comparative study of DPT-approximants (DA) and u-approximants 
(uA) on some test functions. Table 1 is a list of the test functions and their DPT- -and  u m 
approximants. The intervals for computation of the DAs are also given. Figures 1, 3, 5, 7 
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Figure 11. DPT-approximants d4,. of sin x by different derivative points. 
correspond to functions and approximants of Table 1. The DAs are denoted by dp,q, where p 
gives the total number of the unknown coefficients ck in (4) and the second index q indicates that 
the derivatives in (5) are calculated in points :l:13/q. 
The numerical efficiency of the approximants over the interval is better seen from Figures 2, 
4, 6, 8 of differences of the actual functions and their DAs and uAs. It is apparent from the 
comparison of these two kinds of approximants hat for the test functions the DAs are, on the 
whole, better. However, the u-approximants are more accurate near zero, the DPT-approximants 
yield smaller maximal error over the intervals. 
6. NUMERICAL  ASPECTS OF CALCULATION OF DAs 
In this section, we discuss in some detail the numerical calculation of DPT-approximants. For 
computation of unknown coefficients Ck in (4), we set up equations only with derivatives, i.e., 
considered only equations 
dkf (x )  - dkR(x)  k = 1, 2, (6) 
dx k dx  k . . . . .  
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Figure 12. DPT-approximants dl,. of sin x by different derivative points. 
For even and odd test functions (e x2, secx, and sinx), we take in (4) only even and odd basic 
functions, respectively, and the derivatives in (6) are evaluated only in one point ~/q, q > 1. 
Mention must be made that 
{ f(/~) , if f is even, f ( -~)d l  + f(~)d2 
f(f~)~, if f is odd, 
and hence, even/odd functions are approximated by even/odd DPT-approximants (4). If the 
function is neither even nor odd (eX), the derivatives in (6) are computed in two points: first in 
-~/q  and then in B/q, and so the number of derivatives in (6) may be decreased. 
In determination of the derivative points =l=~/q for setting up the linear equations (6), the 
number q plays a special role. The quality of DPT-approximants greatly depends on the proper 
choice of these points. Figures 9-12 show several DAs for three test functions gained by different 
derivative points. The best DPT-approximant with minimal error over an interval is determined 
for given n, f~ by finding the optimal q. 
In our last example, we compare the DPT-approximation f the function f (x )  = sin x with two 
classical, well-known approximations over the interval I - r /2 ,  r/2]. From Section 4.3.97 of [5], we 
get the following approximation of f(x):  
](x)  = x - 0.1666666664x 3 + 0.0083333315x 5 - 0.0001984090x 7 
+ 0.0000027526x 9 - 0.0000000239x 11.
The approximation o fs inx  by Chebyshev-polynomials yields 
h(x) = 0.9999999999x - 0.1666666654x 3 + 0.8333329259 x 10-2x 5 
- 0.1984070239 x 10-3x 7 + 0.2751883664 x 10-5x 9 - 0.2379443358 x 10-7x 11, 
and the DPT-approximant with q0 = 1.89591139 is
ds,qo = 0.9999999993x - 0.1666666649x 3 + 0.8333329922 × 10-2x 5 
- 0.1984086742 x 10-3x 7 + 0.2752912743 x 10-Sx 9 - 0.2399264604 × 10-Tx 11. 
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For the maximal error e of the approximants ] (x) ,  h(x), and d5,qo over [-Ir/2, 7r/2], it holds that 
[¢ I<3× 10 -9 , Ie i<7×10 -11 , and ]~[<3x10 -1° , 
respectively. As the DPT-approximant with q0 = 1.89591139 is the best one we found, the 
Chebyshev-approximation seems to be better than the DPT-approximation by any q. 
7. DISCUSSION AND CONCLUSIONS 
This work is an outcome of investigations on how the new approximation, i.e., the approxi- 
mation obtained by applying the discrete projective transformation, fare in comparison with the 
u-approximation. While the u-approximant behaves better near zero, the DPT-approximants 
give smaller maximum errors over the whole interval, however, they seem to be greater then the 
maximum error of the Chebyshev-approximant. 
The question of convergence of the DPT-approximants in any metrics was not touched and 
remains open. We showed that the quality of new approximants greatly depends on the choice 
of the derivative points. Apparently every function has its own optimal derivative point(s). 
A nice feature of Padd-approximants is that they may be computed by recursive algorithm. 
The DPT-approximants are calculated by solution of systems of linear equations. The special 
structure of these linear systems uggests that recursive algorithm for DPT-approximants may 
be achieved, too. 
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