The Quantum McKay Correspondence for Singularities of type D by Hu, Xiaowen
ar
X
iv
:1
20
7.
45
45
v1
  [
ma
th.
AG
]  
19
 Ju
l 2
01
2
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Xiaowen Hu
Abstract
We prove the quantum McKay correspondence formulae conjectured by J.Bryan and
A.Gholampour for the type D (binary) polyhedral groups in SU(2) and SO(3). We use
the method of induction by the WDVV equation and from the normal subgroups by
J.Bryan and A.Gholampour , and the polynomiality technique developed in this article.
We are also based on the validity of the corresponding conjecture for type A groups,
which is proved by T. Coates, A. Corti, H. Iritani, and H.-H. Tseng.
Keywords : Gromov-Witten invariants, Hurwitz-Hodge integral, McKay correspon-
dence, Crepant resolution conjecture, Quantum Riemann-Roch theorem, Orbifolds.
1 Introduction
Let X be a an effective orbifold with the coarse moduli space X and Y → X be a crepant
resolution. The general principle of McKay correspondence expects that the geometry of X
coincides with that of Y . For the case of [C2/G], where G is a finite subgroup of SU(2), the
classical McKay correspondence states that the representation theory of G is related to the
intersection matrix of the exceptional divisors in Y . In the language of orbifold cohomology
[12] [27], this means a correspondence between the orbifold cohomology of [C2/G] and the
ordinary cohomology of Ĉ2/G. This correspondence is extended to a quantum version, see
[9], [17]. We refer the reader also to see the introduction of [13], [33] for an ample discus-
sion. When X satisfies the Hard Lefschetz condition, which is the case for the quotients of
binary polyhedral groups and polyhedral groups, it is conjectured [9] that the (equivariant)
primary orbifold Gromov-Witten invariants of X and the (equivariant) primary Gromov-
Witten invariants of Y is equal after change of variables and analytic continuation.
J. Bryan and A. Gholampour have computed the genus zero equivariant Gromov-Witten
of Ĉ2/G and Ĉ3/G explicitly in [6], [8] for G ⊂ SU(2) and G ⊂ SO(3), thus obtained a
prediction for the genus zero equivariant orbifold Gromov-Witten of [C2/G]. For their con-
jectural formulae, see Conjecture 1 and Conjecture 2. Their conjecture is proved for the
binary E6 and D4 groups by themselves [7], and by T. Coates, A. Corti, H. Iritani, and
Hsian-Hua Tseng for the binary polyhedral and polyhedral groups of type A. The higher
genus correspondence is partly proved by the results of [23] and [33].
To prove J. Bryan and A. Gholampour’s conjecture, one needs to compute some Hurwitz-
Hodge integrals. For the case of non-abelian groups, the quantum Lefschetz principle [16]
[30] does not applies, at least not directly. The method in [7] is using the WDVV equation,
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and the reduction-to-normal subgroups method, to reduce the concerning integrals finally
to the integrals computed in [10]. We use this approach to reduce the concerning integrals
of binary type D groups to the integrals of type A, together with a small exceptional class
of integrals. Thus we can apply the result of [14], [15] to show that the conjecture holds for
a infinite series of binary Dn. For computing the exceptional class of integrals, one can take
the approach of [32], which is based on the quantum Riemann-Roch theorem of [16], [30].
But in general, this approach does not give a closed formula when one cannot control the
number of Chern characters involved. This is partly because we don’t have a prediction for
the closed formula of descendent Gromov-Witten invariants of [C2/G]. In general, as in the
case of manifolds, such closed formulae do not exist. One can only search for an integrable
hierarchy satisfied by the total descendent (or ancestor) Gromov-Witten potential. Such a
prediction does not exist in our case up to now. For the case of [C3/Z2], the reader may
refer [4], [5].
However, since the prediction for the exceptional integrals is a polynomial of n − 2,
one can try to prove this polynomiality, and since we have proved the conjecture holds for
infinitely many n, it holds for all n.
The proof is organized as follows. In section 2 we recall the orbifold quantum Riemann-
Roch theorem of [16], [30], and give an explicit graph presentation of the formula at least
for the genus 0 part, as an enhancement of the approach of [32]. In section 3 we recall
the content of classical and quantum McKay correspondences, the conjectural formulae of
Bryan and Gholampour [6] and the result for the type A case [15]. In section 4 we adopt
the method of [7] and show that the values of some special correlatos can be deduced from
the corresponding formula of the normal groups. We call this procedure induction from
normal subgroups. In section 5 we adopt another method of [7] and observe that all the
correlators can be determined by some special correlators and the WDVV equation. We
call this procedure induction by the WDVV equation. Roughly speaking, we inductively
solve the linear equations formed by the highest linear terms given by the equaliy of the
coefficients of the WDVV equation. This together with the results of section 4 is enough
to show that the quantum McKay correspondence holds for a infinite series of Dˆn, namely
for n = 2m + 2, m ≥ 1. At the end of this section, we sketch a proof of the conjecture
for Dn ⊂ SO(3). In section 6 we associate a number Sn(Γ) to every decorated Feymann
diagram, and prove the (Laurent) polynomial dependence on n. In section 7 we rearrange
the form of the quantization operator in the orbifold quantum Riemann-Roch in the new
coordinates, then we apply the graph presentation of section 1 and further reduce it to a
summation of fractional Bernoulli numbers over graphs which is treated in section 6. Thus
the result of section 6 gives the polynomiality we need.
One may hope to take a similar approach to obtain the quantum McKay correspondence
of type D for the full gravitational genus zero correlators. For this, one may need to firstly
get a conjectural form of the J-functions, for which the quantum Lefschetz doesn’t directly
apply. Then one can try to do the normal group induction and the WDVV (replaced by
the genus zero topological recursion relations). The polynomiality theorem still holds, as
remarked at the end of section 7. Since our approach needs the genus to be zero in many
aspects, the cases of higher genera remain open.
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2 Equivariant Gromov-Witten invariants of [Cn/G] and orb-
ifold quantum Riemann-Roch
2.1 Definition of the Equivariant Gromov-Witten invariants
Let a finite group G act on Cn via a representation ρ of G, and let C∗ act on Cn diagonally.
When we want to emphasize that Cn is the representation space of ρ, we denote it by Vρ.
The action of C∗ commutes with the action of G, therefore descends to be an action on
[Cn/G], and has a unique isolated fixed substack BG. We define the equivariant Gromov-
Witten invariants of [Cn/G] by virtual localization [21]. When the monodromy data α is not
trivial at every marked points, the moduli spaceMg,α([Cn/G]) is proper, and the definition
coincides with the usual definition [1]. For details, see, e.g., [33].
We denote the equivariant parameter by λ, the equivariant Euler class by cT (·). We use
the notations in [32], [33] and using virtual localization [21], the equivariant correlators are
given by
〈
m∏
j=1
τkj(eJγjK)〉[C
n/G] =
∫
Mg,m(BG;
∐m
i=1 JγiK)
cT (F1ρ,g,m)
cT (F0ρ,g,m)
·
m∏
j=1
ψ¯
kj
j . (1)
Another way to define equivariant Gromov-Witten invariants of [Cn/G] is through
Givental’s formalism of twisted Gromov-Witten invariants, see [16], [30]. Fix a multi-
plicative characteristic class c(·) = exp(∑∞k=0 sk chk(·)), where s0, s1, · · · are parameters.
Following [30], define the (c, ρ)-twisted Gromov-Witten total descendent potential of BG by
Zc,ρ(t) = exp
( ∞∑
g=0
~2g−2
∑
n≥0
1
n!
∫
Mg,n(BG)
c(Fρ,g,n)
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯
k
i
)
. (2)
Then specializing the parameters to s0 = lnλ, and sk = −(k − 1)!/λk for k ≥ 1, we obtain
the equivariant Gromov-Witten invariants.
The two definitions give the same invariants, since the relation between equivariant
Chern classes and Chern characters (i.e., the Newton’s identities) holds for virtual vector
bundles.
2.2 The orbifold quantum Riemann-Roch theorem
Givental’s ingenious quantization formalism makes a way to relate the twisted Gromov-
Witten invariants to the ordinary ones. We recall the formula in the following, and refer
the readers to [16], [30], [32] for the notations. Note that the coefficient of s0 = lnλ encodes
the virtual rank of the virtual Hurwitz-Hodge bundle, and in the practical computations
this rank on the component which we concern is known, thus we can set s0 = 0 and multiply
appropriate powers of λ to the resulting integrals. In this way, the quantum Riemann-Roch
formula becomes more simple.
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Theorem 2.1 ([16], [30]). For p ≥ 1, we have
∂Zc,ρ(t)
∂sp
=
(
sp
Ap+1(Vρ)z
p
(p+ 1)!
)∧
Zc,ρ.
This formula provides an effective way to compute Hurwitz-Hodge integrals, as is shown
by J. Zhou in [32]. We recall this method. Denote by F c,ρ(t) the free energy
F c,ρ(t) =
∞∑
g=0
~2g−2F c,ρg (t)
=
∞∑
g=0
~2g−2
∑
n≥0
1
n!
∫
Mg,n(BG)
c(Fρ,g,n)
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯
k
i .
In the same way, we denote by FG(t) =
∑∞
g=0 ~
2g−2FGg (t) the untwisted free energy. The
operator Op(ρ) :=
(
Ap+1(Vρ)zp
(p+1)!
)∧
is of the form
Op(ρ) = Dp + ~
2
2
p−1∑
l=0
Cαβp ∂β,l∂α,p−1−l, (3)
where Dp is a first order differential operator. Therefore
(Zc,ρ)−1
(
Ap+1(Vρ)z
p
(p+ 1)!
)∧
Zc,ρ
= (Zc,ρ)−1(Dp +
~2
2
p−1∑
l=0
Cαβp ∂β,l∂α,p−1−l) expF
c,ρ
= DpF
c,ρ +
~2
2
p−1∑
l=0
Cαβp ∂β,l∂α,p−1−lF
c,ρ +
~2
2
p−1∑
l=0
Cαβp ∂β,lF
c,ρ∂α,p−1−lF c,ρ. (4)
Taking the coefficients of ~−2, we get
∂
∂sp
F c,ρ0 =
∑
n≥3
1
n!
∫
M0,n(BG)
chp(Fρ,0,n)c(Fρ,0,n)
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯
k
i
= DpF
c,ρ
0 +
1
2
p−1∑
l=0
Cαβp ∂β,lF
c,ρ
0 ∂α,p−1−lF
c,ρ
0 . (5)
Then taking all sk = 0 we obtain
∑
n≥3
1
n!
∫
M0,n(BG)
chp
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯
k
i
= DpF
G
0 +
1
2
p−1∑
l=0
Cαβp ∂β,lF
G
0 ∂α,p−1−lF
G
0 . (6)
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We use the diagram
⑧⑧⑧⑧⑧⑧⑧
1•
to indicate the first term DpF
G
0 , and use the diagram
1• • (7)
to indicate the second term 12
∑p−1
l=0 C
αβ
p ∂β,lF
G
0 ∂α,p−1−lF
G
0 . We give an example.
Example 2.1. Consider [C2/Dˆn] for an even n ≥ 4. See section 3 and 4 for the definition
and some coefficients in the following computations. By definition of the quantization of a
symplectic transform,
(Ap+1(Vρ1)zp
(p+ 1)!
)∧
=
2Bp+1
(p+ 1)!
∂J1K,1+p −
2Bp+1
(p+ 1)!
∞∑
l=0
t
J1K
l ∂J1K,l+p −
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p + 1)!
∞∑
l=0
t
JakK
l ∂JakK,l+p
−2Bp+1(
n−2
2n−4)
(p+ 1)!
∞∑
l=0
t
Jan−2K
l ∂Jan−2K,l+p −
Bp+1(
1
4) +Bp+1(
3
4)
(p+ 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)
+
~2
2
p−1∑
l=0
(−1)l
(
(4n − 8) 2Bp+1
(p + 1)!
∂J1K,l∂J1K,p−1−l + (2n − 4)
n−3∑
k=1
Bp+1(
k
2n−4) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·∂JakK,l∂JakK,p−1−l
+(4n− 8)2Bp+1(
1
2 )
(p+ 1)!
∂Jan−2K,l∂Jan−2K,p−1−l + 4 ·
Bp+1(
1
4) +Bp+1(
3
4 )
(p+ 1)!
(∂JbK,l∂JbK,p−1−l
+∂JabK,l∂JabK,p−1−l)
)
.
Take s0 = s1 = · · · = 0 in (5), we obtain∫
M0,2m(BDˆn;JbK2m)
ch2m−3(Fρ,0,2m)
=
2B2m−2
(2m− 2)!
∫
M0,2m+1(BDˆn;JbK2m,J1K)
ψ¯2m−22m+1 −
B2m−2(14 ) +B2m−2(
3
4 )
(2m− 2)! · 2m
∫
M0,2m(BDˆn;JbK2m)
ψ¯2m−31
+
1
2
· (4n − 8) 2B2m−2
(2m − 2)!
m−1∑
i=1
(
2m
2i
)∫
M0,2i+1(BDˆn;JbK2i,J1K)
ψ¯2i−22i+1
∫
M0,2m−2i+1(BDˆn;JbK2m−2i,J1K)
ψ¯2m−2i−22m−2i+1
+
1
2
· (2n − 4)
n−3∑
k=1
B2m−2( k2n−4 ) +B2m−2(
2n−4−k
2n−4 )
(2m− 2)!
m−1∑
i=1
(
2m
2i
)∫
M0,2i+1(BDˆn;JbK2i,JakK)
ψ¯2i−22i+1
·
∫
M0,2m−2i+1(BDˆn;JbK2m−2i,JakK)
ψ¯2m−2i−22m−2i+1 +
1
2
· (4n − 8)2B2m−2(
1
2 )
(2m− 2)!
m−1∑
i=1
(
2m
2i
)
·
∫
M0,2i+1(BDˆn;JbK2i,Jan−2K)
ψ¯2i−22i+1
∫
M0,2m−2i+1(BDˆn;JbK2m−2i,Jan−2K)
ψ¯2m−2i−22m−2i+1
5
+2 · B2m−2(
1
4) +B2m−2(
3
4)
(2m− 2)!
2m−2∑
i=2
(−1)i
(
2m
i
)∫
M0,i+1(BDˆn;JbKi,JbK)
ψ¯i−2i+1
·
∫
M0,2m−i+1(BDˆn;JbK2m−i,JbK)
ψ¯2m−i−22m−i+1
=
2B2m−2
(2m− 2)!
(n − 2)2m−1
4n− 8 −
B2m−2(14 ) +B2m−2(
3
4 )
(2m− 2)! · 2m
(n− 2)2m−1
4n− 8
+(2n− 4) · 2B2m−2
(2m− 2)!
m−1∑
i=1
(
2m
2i
)
(n− 2)2i−1
4n− 8
(n− 2)2m−2i−1
4n− 8
+(n− 2)
n
2
−2∑
j=1
B2m−2( 2j2n−4 ) +B2m−2(
2n−4−2j
2n−4 )
(2m− 2)!
m−1∑
i=1
(
2m
2i
)
2(n − 2)2i−1
4n− 8
2(n − 2)2m−2i−1
4n− 8
+(2n− 4) · 2B2m−2(
1
2)
(2m− 2)!
m−1∑
i=1
(
2m
2i
)
(n− 2)2i−1
4n− 8
(n− 2)2m−2i−1
4n− 8
+2 · B2m−2(
1
4) +B2m−2(
3
4)
(2m− 2)!
m−2∑
j=1
(−1)
(
2m
2j + 1
)
(n − 2)2j+1
4n− 8
(n− 2)2m−2j−1
4n− 8
=
B2m−2
(2m− 2)!
(n − 2)2m−2
2
− (n− 2)
2m−2
8
· B2m−2(
1
4) +B2m−2(
3
4)
(2m− 2)!
m−1∑
j=0
(
2m
2j + 1
)
+
(n− 2)2m−3
4
n−3∑
j=0
B2m−2( 2j2n−4 )
(2m− 2)!
m−1∑
i=1
(
2m
2i
)
=
B2m−2
(2m− 2)!
(
(n− 2)2m−2 + 22m−3
)(
1− 1
22m−2
)
.
In the last equality we used
n−1∑
k=0
Bp(
k
n
) =
1
np−1
Bp,
n−1∑
k=0
Bp(
2k + 1
2n
) =
( 1
(2n)p−1
− 1
np−1
)
Bp.
When m = 4, this value coincides with the conjecture 1, see section 4.2.
For the integrals involving more than one Chern characters, we can further differentiate
(5) by the sk’s, then set all sk = 0. For example,
∂
∂sp2
∂
∂sp1
F c,ρ0
= Dp1
∂
∂sp2
F c,ρ0 +
1
2
p1−1∑
l=0
Cαβp1 ∂β,l
( ∂
∂sp2
F c,ρ0
)
∂α,p1−1−lF
c,ρ
0
+
1
2
p1−1∑
l=0
Cαβp1 ∂β,lF
c,ρ
0 ∂α,p1−1−l
( ∂
∂sp2
F c,ρ0
)
6
= Dp1
(
Dp2F
c,ρ
0 +
1
2
p2−1∑
l=0
Cα2β2p2 ∂β2,lF
c,ρ
0 ∂α2,p2−1−lF
c,ρ
0
)
+
1
2
p1−1∑
l=0
Cα1β1p1 ∂β1,l
(
Dp2F
c,ρ
0
+
1
2
p2−1∑
l=0
Cα2β2p2 ∂β2,lF
c,ρ
0 ∂α2,p−1−lF
c,ρ
0
)
∂α1,p1−1−lF
c,ρ
0
+
1
2
p1−1∑
l=0
Cα1β1p1 ∂β1,lF
c,ρ
0 ∂α1,p1−1−l
(
Dp2F
c,ρ
0 +
1
2
p2−1∑
l=0
Cα2β2p2 ∂β2,lF
c,ρ
0 ∂α2,p2−1−lF
c,ρ
0
)
,
taking all sk = 0 we obtain
∑
n≥3
1
n!
∫
M0,n(BG)
chp1 chp2
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯
k
i
= (Dp1 ◦Dp2)FG0 +
p2−1∑
l=0
Cα2β2p2 (Dp1 ◦ ∂β2,l)FG0 · ∂α2,p2−1−lFG0
+
p1−1∑
l=0
Cα1β1p1 (∂β1,l ◦Dp2)FG0 · ∂α1,p1−1−lFG0
+
p1−1∑
l1=0
p2−1∑
l2=0
Cα1β1p1 C
α2β2
p2 (∂β1,l1∂β2,l2F
G
0 )∂α2,p−1−l2F
G
0 ∂α1,p1−1−l1F
G
0 .
We use the diagram
⑧⑧⑧⑧⑧⑧⑧
2
❄❄❄❄❄❄❄1 •
to indicate the first term (Dp1 ◦Dp2)FG0 , and use the diagram
2
❄❄❄❄❄❄❄1 • •
to indicate the second term
∑p2−1
l=0 C
α2β2
p2 (Dp1 ◦∂β2,l)FG0 ·∂α2,p2−1−lFG0 , and use the diagram
1
❄❄❄❄❄❄❄2 • •
to indicate the third term
∑p1−1
l=0 C
α1β1
p1 (∂β1,l ◦Dp2)FG0 · ∂α1,p1−1−lFG0 , and use the diagram
1 2• • •
to indicate the fourth term
∑p1−1
l1=0
∑p2−1
l2=0
Cα1β1p1 C
α2β2
p2 (∂β1,l1∂β2,l2F
G
0 )∂α2,p−1−l2F
G
0 ∂α1,p1−1−l1F
G
0 .
Definition 2.2. A labeled tree with half edges (abbreviated by LTHE ) is a connected tree
Γ with edges and half edges, together with a bijection from the set of edges and half edges
to the set {1, · · · , n}. This bijection is called the labeling, and n called the degree of the
labeled tree with half edges.
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Let {Op}1≤p≤r be an ordered set of differential operators of the form (3), where Cαβp are
constant. For a function of t, F (t), consider the expansion of
O1 · · · OrF (t),
one sees that each labeled tree with half edges Γ with degree r gives a contribution, which
we denote by Cont(Γ;O1 · · · OrF (t)). Note that the only labeled tree with half edges that
has a nontrivial automorphism is the diagram (7), whose automorphism group is Z2, and
the factor of 12 is included in the contribution.
Remark 2.1. The differential operators Op(ρ)’s coming from quantization commute pair-
wisely, while the first and second derivatives parts of Op(ρ)’s do not commute. But note
that in our setting, once the order of O1, · · · ,Or is given, the order of the differentiation
for every LTHE is determined with no ambiguity.
We conclude that
Theorem 2.3.
∑
n≥3
1
n!
∫
M0,n(BG)
chp1 · · · chpr
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯
k
i
=
∑
deg(Γ)=r
Cont(Γ;Op1(ρ) · · · Opr(ρ)FG0 ),
where Γ runs over the set of labeled tree with half edges of degree r.
3 McKay correspondence and Bryan-Gholampour conjecture
3.1 The classical McKay correspondence
For a finite subgroup G of SU(2), J. McKay [24] observed the connection between the
representation theory of G and the Dynkin diagram arising from the configuration of the
exceptional divisors of the crepant resolution of C2/G. Here we recall explicitly the McKay
correspondence for the binary dihedral group Dˆn. We give the details for the reader’s con-
venience and to fix the notations. The readers can also refer to [20], [26].
The binary dihedral group Dˆn is generated by a, b, with relations a
n−2 = b2, b4 = 1,
ba = a−1b. There are four 1-dimensional representations of Dˆn. They are
a b
ψ1 1 1
ψ2 1 −1
ψ3 −1 −1
ψ4 −1 1
for 2|n, and
8
a b
ψ1 1 1
ψ2 1 −1
ψ3 −1
√−1
ψ4 −1 −
√−1
for 2 ∤ n. There are n− 3 2-dimensional representations ρ1, · · · , ρn−3, given by
ρk(a) =
(
ωk
ω−k
)
, ρk(b) =
(
1
(−1)k
)
, (8)
where ω = exp(2pi
√−1
2n−4 ). These n+1 representations form the set of the complex irreducible
representations of Dˆn. The inclusion Dˆn ⊂ SU(2) is given by ρ1. Consider the tensor
product of ρ1 with the other irreducible representations, we have
ρ1 ⊗ ψ1 = ρ1, ρ1 ⊗ ψ2 = ρ1, (9)
ρ1 ⊗ ψ3 = ρn−3, ρ1 ⊗ ψ4 = ρn−3, (10)
ρ1 ⊗ ρ1 = ρ2 ⊕ ψ1 ⊕ ψ2, ρ1 ⊗ ρn−3 = ρn−4 ⊕ ψ3 ⊕ ψ4, (11)
ρ1 ⊗ ρk = ρk−1 ⊕ ρk+1, for 2 ≤ k ≤ n− 4. (12)
(13)
These decompositions correspond to the (extended) Dynkin diagram
• • • •
ρ1 ρ2 ρn−4 ρn−3
✇✇
✇✇
✇✇
•
ψ2
ψ1
◦ ✇✇✇✇✇✇
●●
●●
●●
•
ψ4
ψ3
•
Consider also the crepant resolution Y Dˆn of C2/Dˆn, we draw a node for each irreducible
component of the exceptional divisor, and draw an edge connecting two nodes when the
corresponding components intersects, then we obtain the same Dynkin diagram. More pre-
cisely, the intersection matrix is the minus Cartan matrix. This is the classical McKay
correspondence.
3.2 The quantum McKay correspondence
As a special case of the general crepant resolution conjecture [9], [17], [27], Bryan and
Gholampour [6] made the following
Conjecture 1. Let FX0 (x1, · · · , xn) denote the C∗-equivariant genus 0 orbifold Gromov-
Witten potential of the orbifold X = [C2/G], where we have set the unit parameter x0 equal
to zero. Let R be the root system associated to G. Denote by α1, · · · , αn the simple roots,
and R+ the set of positive roots. Then
FX0 (x1, · · · , xn) = 2λ
∑
β∈R+
h(π + Pβ), (14)
where h(u) is a series with
h′′′(u) =
1
2
tan(
−u
2
) (15)
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and
Pβ =
n∑
k=1
bk
|G|
(
2πnk +
∑
g∈G
√
2− χρ1(g)χk(g)xJgK
)
(16)
where bk are the coefficient of β =
∑
k bkαk and nk are the coefficients of the largest root.
Note that nk is also the dimension of χk.
For the polyhedral subgroupsG ⊂ SO(3), Bryan and Gholampour [8] made the following
Conjecture 2. Let FX0 (x1, · · · , xn) denote the C∗-equivariant genus 0 orbifold Gromov-
Witten potential of the orbifold X = [C3/G], where we have set the unit parameter x0 equal
to zero. Then
FX0 (x1, · · · , xn) =
1
2
∑
β∈R+
h(π + Pβ), (17)
where
Pβ =
∑
ρ
bρ
|G|
(
2πnρ +
∑
g∈G
√
3− χρ1(g)χρ(g)xJgK
)
, (18)
where the first sum is over the non-trivial irreducible representations of G.
We have
Theorem 3.1 ([15]). Conjecture 1 and 2 hold for the polyhedral and binary polyhedral
groups of type A.
4 Induction from normal subgroups
Let H be a normal subgroup of G, and i : H →֒ G be the injection. i induces a map from
the set of the congjugation classes of H to the conjugation classes of G, which we denote by
i# : Conj(H) → Conj(G). The representation ρ restricts to be a representation of H (for
which we denote still by ρ), and we can consider the equivariant Gromov-Witten invariants
of the corresponding [Cn/H]. There is a simple relation between the genus 0 Gromov-
Witten invariants of [Cn/G] with monodromies lying in H, and the genus 0 Gromov-Witten
invariants of [Cn/H]. This fact was used in [7], and was also mentioned in [6]. We state it
as
Proposition 4.1.
F
[Cn/G]
0
∣∣∣
t
JγK
l
=0,γ 6∈Image(i#)
=
|H|
|G|F
[Cn/H]
0
∣∣∣
t
JγK
l
=t
i#(γ)
l
. (19)
Proof: The factor |H||G| is due to the degree of Mg,n(BH) to Mg,n(BG). As in the proof
of the lemma 7 in [7], we only need to show that the structure group of the corresponding
G-torsor is reduced to H, when the monodromy data at every marked point is dictated in
H. Thus it suffices to show that the generator of the local group of every nodal point lies in
H. For smooth orbicurves this holds tautologically. It holds for nodal orbicurves because,
firstly we are considering orbicurves of genus 0, so we can do induction from the leaves of
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the dual tree graph, and secondly we have the condition that the orbicurve is balanced at
every nodal point.
We need also to show that the Hurwitz-Hodge bundle associated to the representation
ρ on Mg,n(BG) pulls back to be the corresponding Hurwitz-Hodge bundle on Mg,n(BH) .
Let C be a balanced stable map from a marked orbicurve to BG. The monodromy data at
the marked points all lie in H just means that the morphism C → BG factors through the
canonical morphism BH → BG. Thus we have the following cartesian graph
CG //

∐
|G/H|
pt //

pt

C // BH // BG.
From the right square one sees that the ordinary curve CG is a disjoint union of |G/H|
copies of CH := C ×
BH
pt, and the quotient group G/H acts on the set of copies freely and
transitively. Therefore we have natural isomorphisms of cohomology groups
H i(CG,OCG
⊗
V ∨ρ )
G =
( ∐
|G/H|
H i(CH ,OCH
⊗
V ∨ρ )
H
)G/H
= H i(CH ,OCH
⊗
V ∨ρ )
H .
This proposition imposes a compatibility condition on the conjectural formulae (14) and
(17) for genus 0 primary Gromov-Witten invariants, and we can verify the compatibility
to obtain some Hurwitz-Hodge integrals inductively. We denote the right-handsides of (14)
and (17) by F˜
[C2/Dˆn]
0 and F˜
[C3/Dn]
0 , respectively. We are going to verify that they satisfy
4.1. We shall make use of the following lemma frequently.
Lemma 4.2.
n−1∑
k=0
h(x+
2kπ
n
) =


1
n2h(nx+ π), 2|n, ,
1
n2
h(nx), 2 ∤ n.
Proof: Taking derivatives for three times, we are left to prove
n−1∑
k=0
tan(x+
kπ
n
) =


n tan(nx+ pi2 ), 2|n, ,
n tan(nx), 2 ∤ n.
But
n−1∑
k=0
tan(x+
kπ
n
) = − d
dx
n−1∑
k=0
log cos(x+
kπ
n
) = − d
dx
log
n−1∏
k=0
ei(x+
kpi
n
) + e−x−
kpi
n
2
= − d
dx
log
(
ei
n−1
2
pi(einx + (−1)n−1e−inx))
=
{ − ddx log sin(x), 2|n,
− ddx log cos(x), 2 ∤ n.
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4.1 The compatibility between Dˆn and A2n−5
For the Dˆn generated by a, b and relations a
n−2 = b2, b4 = 1, ba = a−1b, where n ≥ 4,
the subgroup generated by a is a normal subgroup, which is isomorphic to the cyclic group
Z2n−4, or denoted by A2n−5.
For Dˆn, write xl for the coordinate corresponding to eJalK, where 1 ≤ l ≤ n − 2, and
write y, z for the coordinate corresponding to eJbK, eJabK respectively. we have
Pρk =
1
4n − 8
(
4π + 2
n−3∑
l=1
√
2− ωl − ω−l(ωkl + ω−kl)xl + 2(ωk(n−2) + ω−k(n−2))xn−2
)
,
for 1 ≤ k ≤ n− 3, and
Pψ1
∣∣∣
y=z=0
= Pψ2
∣∣∣
y=z=0
=
1
4n− 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−lxl + 2xn−2
)
,
Pψ3
∣∣∣
y=z=0
= Pψ4
∣∣∣
y=z=0
=
1
4n − 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−l(−1)lxl + 2(−1)nxn−2
)
.
For A2n−5, write xˆl for the coordinate corresponding to eJalK, where 1 ≤ l ≤ 2n− 5, we
have
Pσk =
1
2n− 4
(
2π +
2n−5∑
l=1
√
2− ωl − ω−lω−klxˆl
)
,
for 1 ≤ k ≤ 2n−5. Replace xˆl by xl for 1 ≤ l ≤ n−2, and xˆl by x2n−4−l for n−3 ≤ l ≤ 2n−5,
we obtain
Pσk = Pσ2n−4−k = Pρk
for 1 ≤ k ≤ n− 3, and
Pσ0 = 2Pψ1
∣∣∣
y=z=0
= 2Pψ2
∣∣∣
y=z=0
,
Pσn−2 = 2Pψ3
∣∣∣
y=z=0
= 2Pψ4
∣∣∣
y=z=0
.
For simplicity of notations, we let tk = Pρk , 1 ≤ k ≤ n − 3, and tn−2 = Pψ3
∣∣∣
y=z=0
=
Pψ4
∣∣∣
y=z=0
in this subsection. We introduce the notation ti→j to stand for
∑j
k=i tk, when
1 ≤ i < j ≤ n− 2. Thus
Pψ1
∣∣∣
y=z=0
= π −
n−2∑
k=1
tk.
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Now we can write down the contribution of the positive roots to 12λF0, using the notations
of [2], Plate I, V. The contribution of positive roots of the form ǫ1 − ǫj (2 ≤ j ≤ n) is
h(π + (π − t1→n−2)) + h(π + (π − t2→n−2)) + · · · + h(π + (π − tn−2)) + h(2π)
=
n−2∑
i=1
h(ti→n−2) + h(2π).
The contribution of positive roots of the form ǫi − ǫj (2 ≤ i < j ≤ n) is∑
1≤i≤j≤n−2
h(π + ti→j).
The contribution of positive roots of the form ǫi + ǫn (1 ≤ i < n) is
h(2π) +
∑
1≤i≤n−2
h(π + ti→n−2).
The contribution of positive roots of the form ǫ1 + ǫj (2 ≤ j ≤ n− 1) is∑
1≤i≤n−2
h(π + (π + ti→n−2))
=
∑
1≤i≤n−2
h(ti→n−2).
The contribution of positive roots of the form ǫi + ǫj (2 ≤ i < j ≤ n− 1) is∑
1≤i<j≤n−2
h(π + ti→j−1 + 2tj→n−2).
The case of positive roots of type A2n−5 is similar. The verification of the compatibility is
by using the identity h(x)+h(π+x) = 14h(π+2x) many times. Note that this is reminiscent
of the procedure of two-step resolutions of the singularities of type D. It is also related to
the partial crepant resolution conjecture [11].
4.2 The compatibility between Dˆn and Dˆ2n−2
For the Dˆ2n−2 generated by a, b and relations a2n−4 = b2, b4 = 1, ba = a−1b, where n ≥ 4,
the subgroup generated by a2 and b is a normal subgroup, which is isomorphic to Dˆn.
V = ρ1, ω = exp(
2pi
√−1
2n−4 ). When n is even, we have
Pψ1 =
1
4n− 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−lxl + 2xn−2 + (n− 2)
√
2y + (n− 2)
√
2z
)
,
Pψ2 =
1
4n− 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−lxl + 2xn−2 − (n− 2)
√
2y − (n− 2)
√
2z
)
,
Pψ3 =
1
4n − 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−l(−1)lxl + 2xn−2 − (n− 2)
√
2y + (n− 2)
√
2z
)
,
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Pψ4 =
1
4n − 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−l(−1)lxl + 2xn−2 + (n− 2)
√
2y − (n− 2)
√
2z
)
.
Restricting every xi to be 0, we have
Pψ1 =
π
2n− 4 +
√
2
4
y +
√
2
4
z, Pψ2 =
π
2n− 4 −
√
2
4
y −
√
2
4
z,
Pψ3 =
π
2n− 4 −
√
2
4
y +
√
2
4
z, Pψ4 =
π
2n− 4 +
√
2
4
y −
√
2
4
z.
When n is odd, we have
Pψ1 =
1
4n− 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−lxl + 2xn−2 + (n− 2)
√
2y + (n− 2)
√
2z
)
,
Pψ2 =
1
4n− 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−lxl + 2xn−2 − (n− 2)
√
2y − (n− 2)
√
2z
)
,
Pψ3 =
1
4n − 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−l(−1)lxl − 2xn−2 + (n− 2)
√
2iy − (n− 2)
√
2iz
)
,
Pψ4 =
1
4n − 8
(
2π + 2
n−3∑
l=1
√
2− ωl − ω−l(−1)lxl − 2xn−2 − (n− 2)
√
2iy + (n− 2)
√
2iz
)
.
Restricting every xi to be 0, we have
Pψ1 =
π
2n− 4 +
√
2
4
y +
√
2
4
z, Pψ2 =
π
2n− 4 −
√
2
4
y −
√
2
4
z,
Pψ3 =
π
2n− 4 +
√
2
4
iy −
√
2
4
iz, Pψ4 =
π
2n− 4 −
√
2
4
iy +
√
2
4
iz.
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When n is even, we have
1
2λ
F˜
[C2/Dˆn]
0
∣∣∣
∀xi=0
=
n−3∑
k=0
h
( (2n− 3)π
2n − 4 −
√
2
4
(y + z) +
kπ
n− 2
)
+ h(
√
2
2
y)
+h
( π
2n− 4 −
√
2
4
(y + z)
)
+ h(
√
2
2
z) +
n−3∑
k=0
h
( (2n− 3)π
2n − 4 −
√
2
4
(y − z) + kπ
n− 2
)
+
n−3∑
k=0
h
((2n − 3)π
2n − 4 +
√
2
4
(y − z) + kπ
n− 2
)
+
n−3∑
k=0
h
((2n − 3)π
2n− 4 −
√
2
4
(y + z) +
(2n− 4− k)π
n− 2
)
=
2n−5∑
k=0
h
( (2n− 3)π
2n− 4 +
√
2
4
(y − z) + kπ
n− 2
)
+
2n−5∑
k=0
h
( (2n − 3)π
2n− 4 −
√
2
4
(y + z) +
kπ
n− 2
)
+h(
√
2
2
y) + h(
√
2
2
z)
=
1
4(n− 2)2h
(√2(n− 2)
2
(y − z)
)
+
1
4(n − 2)2h
(√2(n− 2)
2
(y + z)
)
+ h(
√
2
2
y) + h(
√
2
2
z).
When n is odd, a similar computation gives,
1
2t
F˜
[C2/Dˆn]
0
∣∣∣
∀xi=0
=
1
4(n − 2)2h
(√2(n− 2)
2
i(y − z)
)
+
1
4(n − 2)2h
(√2(n− 2)
2
(y + z)
)
+h(
√
2
2
y) + h(
√
2
2
z).
Thus it is easy to see that
F˜ [C
2/Dˆ2n]
∣∣∣
∀xi=0,z=0
=
1
2
F˜ [C
2/Dˆn+1]
∣∣∣
∀xi=0,z=y
.
Remark 4.1. Let n be even, and take z = 0. We have
1
2λ
∑
l≥3
yl−3
(l − 3)! 〈e
l
JbK〉[C
2/Dˆn]
=
d3
dy3
( 1
2λ
F [C
2/Dˆ2n]
∣∣∣
∀xi=0,z=0
)
=
n− 2
4
√
2
tan(−n− 2
2
√
2
y) +
1
2
√
2
tan(− y
2
√
2
)
=
n− 2
4
∞∑
m=1
(−1)m(22m − 1)B2m(n− 2)2m−1
22m−1(2m)!
y2m−1
+
1
2
∞∑
m=1
(−1)mB2m
2m−1(2m)!
y2m−1.
Thus
〈e2mJbK 〉[C
2/Dˆn] = λ
((n− 2)2m−2
2
+ 1
) (−1)m−1(22m−2 − 1)B2m−2
2m−1(2m− 2)! .
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When m = 2, this coincides with the result of example 2.1. Note that a discrepancy of sign
arises because here we are integrating (Rπ1∗CDˆn −Rπ0∗CDˆn)ρ1 , by definition.
The following lemma is easy, we record it here for later use.
Lemma 4.3.
F˜
[C2/Dˆn]
0 (x0, · · · , xn−2, y, z) = F˜ [C
2/Dˆn]
0 (x0, · · · , xn−2, z, y).
Proof: This follows from the fact that there is an automorphism of Dˆn sending a to a,
and b to ab, while the representation ρ1 is equivalent to itself by this automorphism.
5 Induction by the WDVV equation
5.1 The case of [C3/Dn]
As a warming up and also for later use, we first show the WDVV-induction for the Dn ⊂
SO(3). The group Dn is generated by a, b and the relations a
n−2 = b2 = 1, ba = a−1b.
We list the conjugacy classes, the elements of the conjugacy classes, the cardinality of the
centralizer of an element in the conjugacy classes and the corresponding variables we use in
the generating function as the following. For Let z(g) be the order of the centralizer of an
element g, and z(JgK) the order of the centralizer of an element in the conjugacy class JgK.
When n is odd, the table is
conjugacy classes J1K JakK, 1 ≤ k ≤ n−32 JbK
elements {1} {ak, an−2−k}, 1 ≤ k ≤ n− 3 {b, ab, · · · , an−3b}
z(JgK) 2n − 4 n− 2 2
variables x0 xk, 1 ≤ k ≤ n−32 y
We use 〈·〉G to denote the genus zero Gromov-Witten invariants of BG. The only nonzero
length three correlators are
〈eJakKeJbKeJbK〉Dn = 1,
〈eJaiKeJajKeJakK〉Dn =
1
n− 2 , for 1 ≤ i, j, k ≤
n− 3
2
satisfying ± i± j ± k ≡ 0(mod n− 2),
〈eJ1KeJakKeJakK〉Dn =
1
n− 2 , 1 ≤ k ≤ n− 3,
〈eJ1KeJbKeJbK〉Dn =
1
2
,
〈eJ1KeJ1KeJ1K〉Dn =
1
2n− 4 .
Note that for the dimensional reason, the length three correlators 〈·〉[C3/Dn] without eJ1K
insertions are related to those of BDn by
〈·〉[C3/Dn] = 〈·〉Dn , (20)
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also, for length three correlator with exactly one eJ1K insertion we have
〈·〉[C3/Dn] = λ−1〈·〉Dn . (21)
This and the next subsection are based on the following
Proposition 5.1. The genus 0 primary equivariant Gromov-Witten potential F
[C2/Dˆn]
0 and
F
[C3/Dn]
0 satisfies the axiom of fundamental class (the string equation) and the WDVV
equations.
Proof: This follows from the theorem 2.1, and Givental’s symplectic geometry of Frobe-
nius structures [19]. Note that the coefficient gij in the WDVV equations is diagonal in the
cases we concern.
In the following part in this subsection, we write 〈·〉 for 〈·〉[C3/Dn] for simplicity of
notations. We follow the strategy of [7], i.e., we select four insertions eJγiK, eJγjK, eJγkK, eJγlK,
and expand the corresponding WDVV equation, thus obtain an equality of two generating
functions. The equality of coefficients will given many equations of correlators. For one of
the equations, we treat the involved correlators of the maximal length as unknown number,
and those of less length as known, thus we obtain a linear equations of some correlators
of the same length. If we can find sufficiently many independent such linear equations, we
can determine some correlators from more simple ones. Following [7], we use the notation
〈· · · (eJγiKeJγjK|eJγkKeJγlK)〉 = 〈· · · (eJγiKeJγkK|eJγjKeJγlK)〉 to indicate that we are expanding the
WDVV
FeJγiKeJγjKeJαKg
eJαKeJβKFeJβKeJγkKeJγlK
= FeJγiKeJγkKeJαK
geJαKeJβKFeJβKeJγjKeJγlK
. (22)
For example, consider the WDVV equation of the form
〈ek1JaK · · · e
kn−3
2
Ja
n−3
2 K
ekbJbK(eJaiKeJbK|eJaiKeJbK)〉
= 〈ek1
JaK
· · · e
kn−3
2
Ja
n−3
2 K
ekb
JbK
(eJaiKeJaiK|eJbKeJbK)〉, (23)
where k1+ · · ·+ kn−3
2
+ kb = m− 3 ≥ 1, 1 ≤ i ≤ n−32 . Expand the left hand side, we obtain
〈ek1JaK · · · eki+1JaiK · · · e
kn−3
2
Ja
n−3
2 K
ekb+2JbK 〉
(〈eJ1KeJbKeJbK〉)−1〈eJaiKeJbKeJbK〉
+〈eJaiKeJbKeJbK〉
(〈eJ1KeJbKeJbK〉)−1〈ek1JaK · · · eki+1JaiK · · · ekn−32
Ja
n−3
2 K
ekb+2JbK 〉+ Length(< m)
= 4λ〈ek1
JaK
· · · eki+1
JaiK
· · · e
kn−3
2
Ja
n−3
2 K
ekb+2
JbK
〉+ Length(< m). (24)
Next we expand the right hand side. To simplify the expressions, we introduce a map
φ : {1, · · · , n−32 } → {1, · · · , n−32 }, such that
φ(i) =
{
2i, if 2i ≤ n−32 ,
n− 2− 2i, if 2i > n−32 .
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Since n is odd, φ is bijective. Thus the right hand side is equal to
∑
1≤l≤n−3
2
〈ek1JaK · · · eki+2JaiK · · · ekl+1JalK · · · e
kn−3
2
Ja
n−3
2 K
ekbJbK〉
(〈eJ1KeJalKeJalK〉)−1〈eJalKeJbKeJbK〉
+〈eJaiKeJaiKeJaφ(i)K〉
(〈eJ1KeJaφ(i)KeJaφ(i)K〉)−1〈ek1JaK · · · ekφ(i)+1Jaφ(i)K · · · ekn−32Jan−32 Kekb+2JbK 〉+ Length(< m)
= (n− 2)λ
∑
1≤l≤n−3
2
〈ek1JaK · · · eki+2JaiK · · · ekl+1JalK · · · e
kn−3
2
Ja
n−3
2 K
ekbJbK〉
+λ〈ek1JaK · · · e
kφ(i)+1
Jaφ(i)K
· · · e
kn−3
2
Ja
n−3
2 K
ekb+2JbK 〉+ Length(< m). (25)
Set ui = λ〈ek1JaK · · · eki+1JaiK · · · e
kn−3
2
Ja
n−3
2 K
ekb+2JbK 〉 for 1 ≤ i ≤ n−32 temporarily. Arranging the
equality (24)=(25) we obtain
4ui − uφ(i) = (n− 2)λ
∑
1≤l≤n−3
2
〈ek1JaK · · · eki+2JaiK · · · ekl+1JalK · · · e
kn−3
2
Ja
n−3
2 K
ekbJbK〉+ Length(< m).
(26)
We view this as a linear system for the variables ui, 1 ≤ i ≤ n−32 . Because φ is a bijection,
the set {1, · · · , n−32 } decomposes into several subsets, each subset being an orbit of the map
φ. Let {i1, · · · , il} be such an orbit, thus it forms a cycle under the iterations of φ. For
the corresponding variables ui1 , · · · , uil , the equations in (26) involving them form a linear
subsystem. The corresponding matrix of coefficients is of the form

4 −1
4 −1
· · · · · ·
4 −1
−1 4

 ,
which is easily seen to be nonsingular. Thus in this way we can determine a correlator with
at least two eJbK-insertions and at least one insertions of the form eJaiK from correlators of
less lengths and correlators of less eJbK-insertions by WDVV equations. Note that a nonzero
correlator has an even number of insertions eJbK, thus at least two, if there is any. Therefore
we finally come to
Theorem 5.2. For odd n ≥ 5, The correlators 〈·〉[C3/Dn] of length at least four are deter-
mined by correlators of length three, the correlators with only insertions of the form eJakK,
1 ≤ k ≤ n−32 , the correlators 〈ekJbK〉 and the WDVV equations.
When n is even, b and ab are not in the same conjugate classes. But the similar theorem
still holds.
Theorem 5.3. For even n ≥ 6, The correlators 〈·〉[C3/Dn] of length at least four are deter-
mined by correlators of length three, the correlators with only insertions of the form eJakK,
1 ≤ k ≤ n−32 , the correlators 〈ekJbK〉, 〈ekJabK〉 and the WDVV equations.
Proof: The proof is more complicated than the former one but less complicated than
and very similar to the proofs in the next subsection, so we omit the details here.
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5.2 The case of [C2/Dˆn]
We have the table
conjugacy classes J1K JakK, 1 ≤ k ≤ n− 3 Jan−2K
elements {1} {ak, a2n−4−k}, 1 ≤ k ≤ n− 3 {an−2}
z(JgK) 4n− 8 2n − 4 4n− 8
variables x0 xk, 1 ≤ k ≤ n− 3 xn−2
conjugacy classes JbK JabK
elements {b, a2b, · · · , a2n−6b} {ab, a3b, · · · , a2n−5b}
z(JgK) 4 4
variables y z
The only nonzero length three correlators are
〈eJakKeJbKeJbK〉Dˆn = 〈eJakKeJabKeJabK〉Dˆn =
1
2
, for 1 ≤ k ≤ n− 3, 2|k,
〈eJakKeJbKeJabK〉Dˆn =
1
2
, for 1 ≤ k ≤ n− 3, 2 ∤ k,
〈eJan−2KeJbKeJbK〉Dˆn = 〈eJan−2KeJabKeJabK〉Dˆn =
1
4
, when 2|n,
〈eJan−2KeJbKeJabK〉Dˆn =
1
4
, when 2 ∤ n,
〈eJ1KeJbKeJbK〉Dˆn = 〈eJ1KeJabKeJabK〉Dˆn =
1
4
,
〈eJ1KeJ1KeJ1K〉Dˆn = 〈eJ1KeJan−2KeJan−2K〉Dˆn =
1
4n − 8 ,
〈eJ1KeJakKeJakK〉Dˆn =
1
2n− 4 , 1 ≤ k ≤ n− 3,
and
〈eJaiKeJajKeJakK〉Dˆn =
1
2n− 4 , for 1 ≤ i, j, k ≤ n− 2 satisfying ± i± j ± k ≡ 0(mod 2n− 4).
Note that for the dimensional reason, the length three correlators 〈·〉[C2/Dˆn] without eJ1K
insertions are related to those of BDˆn by
〈·〉[C2/Dˆn] = λ〈·〉Dˆn , (27)
also, for length three correlator with exactly one eJ1K insertion we have
〈·〉[C2/Dˆn] = 〈·〉Dˆn . (28)
19
Lemma 5.4. The length m(≥ 4) correlators with at least one insertion of the form eJakK,
1 ≤ k ≤ n − 2, are uniquely determined by the correlators of length less than m and the
correlators with only insertions of the form eJakK, 1 ≤ k ≤ n− 2 and the WDVV equations.
Proof: By the string equation we can only consider the correlators without insertions of
eJ1K. We write 〈·〉 for 〈·〉[C2/Dˆn], for simplicity of notations.
For the monodromy reason, 〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK〉 6= 0 forces kn−1 + kn to be even.
We prove the lemma by induction on kn−1+kn. Thus we assume kn−1+kn = 2k+2, where
k ≥ 0.
Consider the WDVV equation
〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK(eJaiKeJbK|eJabKeJabK)〉 = 〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK(eJaiKeJabK|eJbKeJabK)〉,
for any odd i. Expanding both sides, we obtain∑
1≤l≤n−2,2|l
〈· · · eki+1
JaiK
· · · ekl+1
JalK
· · · ekn−1+1JbK eknJabK〉 · (n− 2)
+2〈· · · ekn−1JbK ekn+3JabK 〉+ Length(< m)
=
∑
1≤l≤n−2,2∤l
〈· · · eki+1
JaiK
· · · ekl+1
JalK
· · · ekn−1JbK ekn+1JabK 〉 · (n− 2)
+2〈· · · ekn−1+2JbK ekn+1JabK 〉+ Length(< m), (29)
here we follow the notations in [7], to let Length(< m) stand for any combinations (allowing
products and sums) of correlators of length less than m. Alternating the roles of 〈eJbK〉 and
〈eJabK〉 we have ∑
1≤l≤n−2,2|l
〈· · · eki+1
JaiK
· · · ekl+1
JalK
· · · ekn−1JbK ekn+1JabK 〉 · (n− 2)
+2〈· · · ekn−1+3JbK eknJabK〉+ Length(< m)
=
∑
1≤l≤n−2,2∤l
〈· · · eki+1
JaiK
· · · ekl+1
JalK
· · · ekn−1+1
JbK
ekn
JabK
〉 · (n − 2)
+2〈· · · ekn−1+1JbK ekn+2JabK 〉+ Length(< m). (30)
From (29) and (30) and lemma 4.3 we see that, when kn−1 + kn = 2k + 2 is fixed, we need
only consider the correlators of the form
〈· · · ek+1JbK ek+1JabK〉
or
〈· · · ek+2JbK ekJabK〉.
From now on we treat the two cases 2|n and 2 ∤ n separately for clearness. First we assume
n is even.
Consider the WDVV equation of the form
〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK(eJaiKeJaiK|eJbKeJabK)〉
= 〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK(eJaiKeJbK|eJaiKeJabK)〉, (31)
20
where k1 + · · ·+ kn = m− 3 ≥ 1, 1 ≤ i ≤ n− 3. Expand the left hand side, we obtain
LHS =
∑
1≤l≤n−2
〈ek1JaK · · · e
ki−1
Jai−1K
eki+2
JaiK
e
ki+1
Jai+1K
· · · ekl−1
Jal−1K
ekl+1
JalK
e
kl+1
Jal+1K
· · · ekn−1JbK eknJabK〉
z(JalK)〈eJalKeJbKeJabK〉+
∑
1≤l≤n−2
〈ek1JaK · · · e
kl−1
Jal−1K
ekl+1
JalK
e
kl+1
Jal+1K
· · · ekn−1+1JbK ekn+1JabK 〉
z(JalK)〈eJalKeJaiKeJaiK〉+ Length(< m),
Now we use the proceeding computation of correlators of length 3. To simplify the expres-
sions, we introduce a map φ : {1, · · · , n− 3} → {1, · · · , n− 3, n − 2}, such that
φ(i) =
{
2i, if 1 ≤ i ≤ n−22 ,
2n− 4− 2i, if n−22 < i ≤ n− 3.
Thus we have
LHS =
∑
1≤l≤n−2,2∤l
〈· · · eki+2
JaiK
· · · ekl+1
JalK
· · · 〉 · (n− 2)λ
+〈· · · ekφ(i)+1
Jaφ(i)K
· · · ekn−1+1JbK ekn+1JabK 〉 ·
(
1 · (1− δi,n−2
2
)
+2δi,n−2
2
)
λ+ Length(< m). (32)
Expand the right hand side of (31) as
RHS = 〈· · · eki+1
JaiK
· · · ekn−1+2JbK eknJabK〉z(JbK)〈eJbKeJaiKeJabK〉+ 〈· · · eki+1JaiK · · · e
kn−1+1
JbK e
kn+1
JabK 〉
z(JabK)〈eJabKeJaiKeJabK〉+ 〈eJbKeJaiKeJabK〉z(JabK)〈· · · eki+1JaiK · · · e
kn−1+2
JabK 〉
+〈eJbKeJaiKeJbK〉z(JbK)〈· · · eki+1JaiK · · · e
kn−1+1
JbK e
kn+1
JabK 〉+ Length(< m)
= Length(< m) +


4λ〈· · · eki+1
JaiK
· · · ekn−1+1JbK ekn+1JabK 〉, if 2|i
2λ〈· · · eki+1
JaiK
· · · ekn−1+2JbK eknJabK〉+ 2〈· · · eki+1JaiK · · · e
kn−1
JbK e
kn+2
JabK 〉, if 2 ∤ i
= Length(< m) +


4λ〈· · · eki+1
JaiK
· · · ek+1JbK ek+1JabK〉, if 2|i
4λ〈· · · eki+1
JaiK
· · · ek+2JbK ekJabK〉, if 2 ∤ i
. (33)
In the last equality we have taken kn−1 = kn = k. Now we fix k1, · · · , kn−2, k and set for
1 ≤ i ≤ n− 2
ui =


〈· · · eki+1
JaiK
· · · ek+1JbK ek+1JabK〉, if 2|i,
〈· · · eki+1
JaiK
· · · ek+2JbK ekJabK〉, if 2 ∤ i.
(34)
Thus by the equality (32)=(33) from the WDVV equation (31) we obtain n − 3 linear
equations of u1, · · · , un−2. Consider also the WDVV
〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK(eJan−2KeJan−2K|eJbKeJabK)〉
= 〈ek1JaK · · · e
kn−2
Jan−2K
e
kn−1
JbK e
kn
JabK(eJan−2KeJbK|eJan−2KeJabK)〉. (35)
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Expanding both sides, noting that there exists no nonzero length correlator of the form
〈eJalKeJan−2KeJan−2K〉, where 1 ≤ l ≤ n− 2, we obtain∑
1≤l≤n−2,2∤l
〈· · · ekl+1
JalK
· · · ekn−2+2
Jan−2K
· · · 〉 · (n− 2)λ+ Length(< m)
= 2λ〈· · · ekn−2+1
Jan−2K
· · · ekn−1+1JbK ekn+1JabK 〉+ Length(< m). (36)
Together with the proceeding n − 3 equations, we obtain a linear system of u1, · · · , un−2.
We need to show that this system is nonsingular. For this, consider the fate of each element
i in the set {1, · · · , n− 3} under the iterations of the map φ. There are four types:
Type 1. After a finite iteration of φ, i maps to n− 2.
Type 2. i is fixed by φ.
Type 3. There exists some r > 1 such that i = φ(r)(i), i.e., i, φ(i), ..., φ(r−1)(i) form a cycle
under the iterations of φ. We call such i a φ-cyclic element.
Type 4. After a finite iteration of φ, i maps to a φ-cyclic element, or a φ-fixed element.
For i of type 1, ui obviously can be determined by the correlators of length less than m
and the correlators with less insertions of eJbK and eJabK, since un−2 does, by (36). Type 2 is
also trivial.
For i of type 3, note that the equations involving ui, · · · , uφ(r−1)(i) form a subsystem, for
which the corresponding matrix of coefficients can be arranged to the form

4 −1
4 −1
· · · · · ·
4 −1
−1 4

 ,
which is easily seen to be nonsingular. Finally, the type 4 cases are reduced to the first
three cases. Thus we complete the induction step for the correlators in the form of (34).
Again we fix k1, · · · , kn−2, k and set for ≤ i ≤ n− 2
vi =


〈· · · eki+1
JaiK
· · · ek+1JbK ek+1JabK〉, if 2 ∤ i,
〈· · · eki+1
JaiK
· · · ek+2JbK ekJabK〉, if 2|i.
(37)
Consider the WDVV equation
〈ek1JaK · · · e
kn−2
Jan−2K
ekJbKe
k
JabK(eJaiKeJaiK|eJabKeJabK)〉
= 〈ek1JaK · · · e
kn−2
Jan−2K
ekJbKe
k
JabK(eJaiKeJabK|eJaiKeJabK)〉, (38)
where 1 ≤ i ≤ n− 2. Thus in a similar way we have∑
1≤l≤n−2,2|l
〈· · · eki+2
JaiK
· · · ekl+1
JalK
· · · 〉 · (n− 2)λ+ 〈· · · ekφ(i)+1
Jaφ(i)K
· · · ekJbKek+2JabK〉
·(1 · (1− δi,n−2
2
) + 2δi,n−2
2
)
λ+ Length(< m) = 4vi, (39)
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and ∑
1≤l≤n−2,2|l
〈· · · ekl+1
JalK
· · · ekn−2+2
Jan−2K
· · · 〉 · (n− 2)λ+ Length(< m)
= 2λ〈· · · ekn−2+1
Jan−2K
· · · ekJbKek+2JabK〉+ Length(< m). (40)
The argument for determination of ui’s applies for vi’s.
Thus the proof of the lemma when 2|n is completed.
When 2 ∤ n, we still set ui as in (34). We consider the WDVV equation (31) and (35),
and one easily checks that (32) (33) still holds, while (36) turns into∑
1≤l≤n−2,2∤l
〈· · · ekl+1
JalK
· · · ekn−2+2
Jan−2K
· · · 〉 · (n− 2)λ+ Length(< m)
= λ〈· · · ekn−2+1
Jan−2K
· · · ek+2JbK ekJabK〉+ λ〈· · · e
kn−2+1
Jan−2K
· · · ekJbKek+2JabK〉+ Length(< m).
(41)
The argument for the nonsingularity of the linear system still holds. A similar argument
holds for the correlator of the form (37).
Lemma 5.5. The length m(≥ 4) correlators without insertions of the form eJakK, 1 ≤ k ≤
n− 2, are uniquely determined by the correlators of length less than m and the correlators
with at least one insertion of the form eJaiK, 1 ≤ i ≤ n− 2, and the correlators of the form
〈ekJbK〉 or 〈ekJabK〉 and the WDVV equations.
Proof: Note that 〈ekn−1JbK eknJabK〉 6= 0 implies that kn−1 and kn are both even. Therefore
by (29) and (30) we can inductively determines 〈ekn−1JbK eknJabK〉 from correlators 〈e
kn−1+kn
JbK 〉 or
〈ekn−1+knJabK 〉, and correlators with at least one insertion eJaiK, 1 ≤ i ≤ n−2, and the correlators
of length less than m .
Combining lemma 5.4 and lemma 5.5, by induction on the length of the correlators we
obtain
Theorem 5.6. The correlators 〈·〉[C2/Dˆn] of length at least four are determined by correlators
of length three, the correlators with only insertions of the form eJaiK, 1 ≤ i ≤ n − 2, the
correlators 〈ekJbK〉, 〈ekJabK〉, k ≥ 4, and the WDVV equations.
Corollary 5.7. Conjecture 1 holds for Dˆn if n = 2
m + 2 for some positive integer m ≥ 1.
Proof: It is easily seen that Conjecture 1 holds for length three correlators. The right
handside of (14) satisfies the WDVV equation automatically, since it is the genus 0 primary
Gromov-Witten invariants of the resolution of C2/Dˆn. By theorem 5.6, it suffices to verify
(14) for the special correlators in theorem 5.6. By the results of compatibility of section 4,
and theorem 3.1, it reduces to verify this for Dˆ4. But Dˆ4 has an automorphism sending a
to b, and the pullback of the representation ρ1 is equivalent to itself. Therefor we complete
the proof.
Theorem 5.8. Conjecture 1 holds for Dˆn when n ≥ 4.
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Proof: When n is even, the statement follows from Corollary 5.7 and the polynomiality
theorem 7.2. When n is odd, by propsition 4.1 we have
〈e2k+2JbK 〉[C
2/Dˆ2n−2] =
1
2
2k+2∑
kb=0
(
2k + 2
kb
)
〈ekbJbKe2k+2−kbJabK 〉[C
2/Dˆn].
The statement for Dˆ2n−2 will impose another constraint to the correlators of Dˆn by the
compatibility proved in section 4.2. Note that for a given k, exactly one of 〈ek+1JbK ek+1JabK〉
and 〈ekJbKek+2JabK〉 is nonzero, according to the parity of k. This consideration together with
the equation (29) and (30) completely determines correlators 〈e2k+2JbK 〉 and 〈e2k+2JabK 〉 of length
2k + 2 from the correlators of length less than 2k + 2 and the correlators with at least one
insertion of the form eJaiK, 1 ≤ i ≤ n− 2 . Therefore applications of lemma 5.4, lemma 5.5,
the WDVV equations give the result.
Theorem 5.9. Conjecture 2 holds for Dn when n ≥ 4.
Sketch of the proof: The WDVV induction is treated in subsection 5.1. The induction
from normal subgroups and the polynomiality is very similar to those for Dˆn, and we omit
them. The induction starts from D4, which is an abelian group and the corresponding
conjecture has been proved in [7].
6 Some combinatorics of fractional Bernoulli numbers
6.1 Properties of 1
ζbn−1
For a natural number n, denote ζn = exp(
2pii
n ), and define
αn,b =
1
ζbn − 1
,
for b = 1, · · · , n. We formally set
αn,0 = 0. (42)
Let pm be the m-th Newton symmetric function, i.e., pm(x1, · · · ) =
∑
i x
m
i for variables
x1, · · · . Then we have
Lemma 6.1. For every fixed m ≥ 0, pm(αn,1, · · · , αn,n−1) is a polynomial of n, when n
varies in 2, 3, · · · . Consequently, any fixed symmetric function valued at αn,1, · · · , αn,n−1
depends polynomially on n.
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Proof: We compute the generating function
∞∑
k=0
n−1∑
b=1
zk
(ζbn − 1)k
=
n−1∑
b=1
1
1− z
ζbn−1
= n− 1 +
n−1∑
b=1
z
ζbn − 1− z
= n+
n−1∑
b=0
z
ζbn − 1− z
= n− z d
dz
log
n−1∏
b=0
(1 + z − ζbn)
= n− z d
dz
log
(
(1 + z)n − 1)
= n+
nz(1 + z)n−1
1− (z + 1)n
= (n− 1) + n− 1
2
z +
−5 + 6n− n2
12
z2 +
3− 4n+ n2
8
z3
+
−251 + 360n − 110n2 + n4
720
z4 +
95− 144n + 50n2 − n4
288
z5 + · · ·
In general, it is easily seen that the coefficient of zk in the expansion of z1−(1+z)n at z = 0
is a polynomial in n, for any fixed k.
The Bernoulli polynomials Bm(x) are defined by
tetx
et − 1 =
∞∑
m=0
Bm(x)t
m
m!
, (43)
in particular, Bm = Bm(0) are the ordinary Bernoulli numbers. Define
βm1,··· ,mk(n, b) =
n−1∑
a=0
ζabn
k∏
j=1
Bmj (
a
n
), (44)
for b ∈ Z, thus
n−1∑
b=0
βm1,··· ,mk(n, b) = n
k∏
j=1
Bmj . (45)
Sometimes we use capital letters to stand for sets of subscripts for convenience, i.e., βM (n, b) :=
βm1,··· ,mk(n, b) when M = {m1, · · · ,mk}. One easily checks that
n−1∑
i=0
βM (n, a+ i)βN (n, b− i) = nβM∐N (n, a+ b), (46)
and
βM (2n, b) + βM (2n, n+ b) = 2βM (n, b). (47)
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Consider the generating function, we have
∞∑
m1=0
· · ·
∞∑
mk=0
βm1,··· ,mk(n, b)t
m1
1 · · · tmkk
m1! · · ·mk!
=
n−1∑
a=0
ζabn
k∏
j=1
tje
at
n
etj − 1
=
k∏
j=1
tj
etj − 1 ·
∏k
j=1 e
tj − 1
ζbn
∏k
j=1 e
tj
n − 1
. (48)
Lemma 6.2. There exists a function fm1,··· ,mk(x, y) = y
m−1fm−1(x)+ym−2fm−2(x)+ · · ·+
f0(x), where m =
∑k
i=1mi, and fi(x) depending only on m1, · · · ,mk, is a polynomial of x
for i = 0, · · · ,m− 1, such that
βm1,··· ,mk(n, b) = fm1,··· ,mk(αn,b,
1
n
),
for all n ≥ 1, 1 ≤ b ≤ n− 1.
Proof: For b = 1, · · · , n− 1, this follows from (48) and the expansion
1
ζbne
t
n − 1
=
1
ζbn − 1
∞∑
k=0
(−1)k( 1
ζbn − 1
+ 1)k(e
t
n − 1)k.
We treat αn,0 separately. Take k = 1 in (48) we obtain
βm(n, 0) =
Bm
nm−1
, (49)
βm(nc, bc) =
βm(n, b)
cm−1
, (50)
where c ∈ Z. In general we have the
Lemma 6.3. For fixed m1, · · · ,mk and fixed n, b, βm1,··· ,mk(nc, bc) as a function of the pos-
itive integer c is a Laurent polynomial of c. In particular, βm1,··· ,mk(c, 0) and βm1,··· ,mk(2c, c)
is a Laurent polynomials of c.
Proof: This is obvious by expanding
∞∑
m1=0
· · ·
∞∑
mk=0
βm1,··· ,mk(nc, bc)(ct
m1
1 ) · · · (ctmkk )
m1! · · ·mk!
=
ckt1 · · · tk
(ect1 − 1) · · · (ectk − 1) ·
ec(t1+···+tk) − 1
ζbcnce
t1+···tk
n − 1
=
ck(e(c−1)
∑k
i=1 ti + · · ·+ e
∑k
i=1 ti + 1)∏k
i=1(e
(c−1)ti + · · ·+ eti + 1) ·
k∏
j=1
tj
etj − 1 ·
∏k
j=1 e
tj − 1
ζbn
∏k
j=1 e
tj
n − 1
=
ck(e(c−1)
∑k
i=1 ti + · · ·+ e
∑k
i=1 ti + 1)∏k
i=1(e
(c−1)ti + · · ·+ eti + 1) ·
∞∑
m1=0
· · ·
∞∑
mk=0
βm1,··· ,mk(n, b)t
m1
1 · · · tmkk
m1! · · ·mk! .
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6.2 Summing fractional Bernoulli numbers over a Feymann diagram
Definition 6.4. Let Γ = {V (Γ), E(Γ)} be a connected graph, with each edge decorated
by a finite set consisting of positive integers. We call Γ with such a decoration a decorated
Feymann diagram.
For a given integer n ≥ 1, and a decorated Feymann diagram, we associate a number
Sn(Γ) as follows. For the purpose of this article, we focus on tree diagrams. For a vertex
v ∈ V (Γ), let E(v) be the edges associated to v. For an edge e ∈ E(Γ), denote the two
endpoints of e by u(e) and w(e), with arbitrary choice between the two. We say that u(e)
and w(e) are neighboring.
We shall also need a filtration of Γ. Let Γ(0) = Γ. Cut out the vertices of valence 1 (i.e.
leaves) in Γ and the edges incident to them, we obtain a subtree, which we denote by Γ(1).
We continue this procedure to obtain a finite filtration Γ(0) ⊃ Γ(1) ⊃ · · · ⊃ Γ(N+1) = ∅.
Note that when Γ(k+1) 6= ∅, any two vertices in V (Γ(k))\V (Γ(k+1)) is not connected by any
edge in Γ.
First, for an edge e decorated by (m1,e, · · · ,mk,e), we associate the set of products
Pe = {Bm1,e(aen ) · · ·Bmk,e(aen )|0 ≤ ae ≤ n− 1}. Next we sum all the products of the form∏
e∈E(Γ)
Bm1,e(
ae
n
) · · ·Bmk,e(
ae
n
),
where each ae running over 0 to n− 1, under the restriction that, for each vertex v ∈ V (Γ)
of valence ≥ 2, we demand that ∑e∈E(v) ae ≡ 0(mod n). In other words, every vertex v
contributes a δ-function δ(
∑
e∈E(v) ae) in the mod n sense.
Example 6.1. Let Γ1(m) be the diagram
• •m ,
then
Sn(Γ1) =
n−1∑
a=0
Bm(
a
n
) = βm(n, 0),
which is a Laurent polynomial of n by (49).
Example 6.2. Let Γ2(m1,m2,m3) be the diagram
●●●●●●
✇✇
✇✇
✇✇
•m2
m1•
•• m3 ,
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then
Sn(Γ2) =
∑
0≤ai≤n−1,i=1,2,3,a1+a2+a3≡0(mod n)
Bm1(
a1
n
)Bm2(
a2
n
)Bm3(
a3
n
)
=
n−1∑
a1=0
n−1∑
a2=0
n−1∑
a3=0
n−1∑
b=0
ζ
b(a1+a2+a3)
n
n
Bm1(
a1
n
)Bm2(
a2
n
)Bm3(
a3
n
)
=
1
n
n−1∑
b=0
βm1(n, b)βm2(n, b)βm3(n, b),
which is a Laurent polynomial of n, by lemma 6.1 and lemma 6.2. The same proof applies
for all star diagrams as well.
Example 6.3. Let Γ3(m1, · · · ,m7) be the diagram
❊❊❊❊❊❊❊❊
②②
②②
②②
②②
• m3
m1,m2
•
•• m4
②②②②②②②②
❊❊
❊❊
❊❊
❊❊
•
m6,m7
m5
•
,
then
Sn(Γ3) =
∑
0≤ai≤n−1,i=1,··· ,5,a1+a2+a3≡a3+a4+a5≡0(mod n)
Bm1(
a1
n
)Bm2(
a1
n
)Bm3(
a2
n
)
Bm4(
a3
n
)Bm5(
a4
n
) · Bm6(
a5
n
)Bm7(
a5
n
)
=
n−1∑
a1=0
· · ·
n−1∑
a5=0
n−1∑
b1=0
n−1∑
b2=0
ζ
b1(a1+a2+a3)
n
n
ζ
b2(a3+a4+a5)
n
n
Bm1(
a1
n
)Bm2(
a1
n
)Bm3(
a2
n
)Bm4(
a3
n
)Bm5(
a4
n
)
=
1
n2
n−1∑
b1=0
n−1∑
b2=0
βm1,m2(n, b1)βm3(n, b1)βm4(n, b1 + b2)βm5(n, b2)βm6,m7(n, b2).
We want to show that Sn(Γ3) is a Laurent polynomial of n. By the last equality and lemma
6.2, it suffices to show
n−1∑
b1=0
n−1∑
b2=0
(αn,b1)
k1(αn,b2)
k2(αn,b1+b2)
k3
is a Laurent polynomial of n, for any fixed k1, k2, k3 ≥ 0. Consider the generating function
∞∑
k1=0
∞∑
k2=0
∞∑
k3=0
n−1∑
b1=0
n−1∑
b2=0
(αn,b1)
k1(αn,b2)
k2(αn,b1+b2)
k3tk11 t
k2
2 t
k3
3
=
n−1∑
b1=0
n−1∑
b2=0
ζb1n − 1
ζb1n − 1− t1
ζb2n − 1
ζb2n − 1− t2
ζb1+b2n − 1
ζb1+b2n − 1− t3
=
n−1∑
b1=0
n−1∑
b2=0
n−1∑
b3=0
n−1∑
c=0
ζ
c(b1+b2−b3)
n
n
ζb1n − 1
ζb1n − 1− t1
ζb2n − 1
ζb2n − 1− t2
ζb3n − 1
ζb3n − 1− t3
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=
1
n
n−1∑
b2=0
n−1∑
c=0
ζ
b2(c+1)
n − ζb2cn
ζb2n − 1− t2
n−1∑
b1=0
ζ
b1(c+1)
n − ζb1cn
ζb1n − 1− t1
n−1∑
b3=0
ζ
b3(1−c)
n − ζ−b3cn
ζb3n − 1− t3
=
1
n
n−1∑
b2=0
n∑
c=1
ζ
b2(c+1)
n − ζb2cn
ζb2n − 1− t2
(
nδc,n +
nt1(1 + t1)
c−1
1− (1 + t1)n
)(
nδc,n +
nt3(1 + t3)
n−c
1− (1 + t3)n
)
.
Here the last equality follows inductively from
n−1∑
b=0
ζ
b(c+1)
n
ζbn − 1− t
= nδ0,c + (1 + t)
n−1∑
b=0
ζbcn
ζbn − 1− t
for 0 ≤ c ≤ n− 1, and
n−1∑
b=0
1
ζbn − 1− t
=
n(1 + t)n−1
1− (1 + t)n
as in the proof of lemma 6.1.
For 1 ≤ b2 ≤ n− 1,
n∑
c=1
(
1 + t1
1 + t3
)cζcb2n = −
(
1− (1 + t1
1 + t3
)n
)
(1 + αn,b2) ·
1 + t1
1 + t1 − αn,b2(t3 − t1)
,
thus the statement reduces to the case of example 6.2. This proof applies for any Γ with
Γ(2) = 0 as well.
Proposition 6.5. For any decorated tree Feymann diagram Γ,
∑
0≤bv≤n−1,v∈V (Γ1)
( ∑
v∈V (Γ1)
(αn,bv)
kv
∑
e∈E(Γ1)
(αn,bu(e)+bw(e))
ke
)
is a Laurent polynomial of n, with fixed natural numbers kv’s and ke’s.
Proof: We prove this proposition by induction along the stratification of Γ. For v1 ∈
V (Γ(k))\V (Γ(k+1)), and v2 ∈ V (Γ(k+1)) such that there is an edge e ∈ E(Γ) connecting v1
and v2, consider the generating function
∞∑
k1=0
∞∑
k2=0
∞∑
ke=0
n−1∑
b1=0
(αn,b1)
k1(αn,b2)
k2(αn,b1+b2)
ketk11 t
k2
2 t
ke
e
=
n−1∑
b1=0
ζb1n − 1
ζb1n − 1− t1
ζb2n − 1
ζb2n − 1− t2
ζb1+b2n − 1
ζb1+b2n − 1− te
=
n−1∑
b1=0
n−1∑
be=0
n−1∑
c=0
ζ
c(b1+b2−be)
n
n
ζb1n − 1
ζb1n − 1− t1
ζb2n − 1
ζb2n − 1− t2
ζben − 1
ζben − 1− te
,
thus the same argument as in example 6.3 reduce Γ(k) to the diagram Γ(k)\{v1, e}. This
process finally terminates at a star diagram since the diagram is tree.
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Theorem 6.6. For a decorated Feymann tree diagram Γ, Sn(Γ) is a Laurent polynomial
of n.
Proof: Since for any v ∈ V (Γ1), we have ∑
0≤ae≤n−1,e∈E(v),
∑
e∈E(v) ae≡0(mod n)
(·)
=
1
n
∑
0≤ae≤n−1,e∈E(v)
n−1∑
bv=0
ζ
bv
∑
e∈E(v) ae
n (·),
by lemma 6.2 and lemma 6.3, we are left to proposition 6.5.
7 Polynomiality of 〈e2mJbK 〉[C
2/Dˆn] for even n
In this section, firstly we write the differential operator
(Ap+1(Vρ1 )zp
(p+1)!
)∧
from the flat coordi-
nates to the coordinates associated to the semisimple basis of the untwisted Gromov-Witten
potential, and then to the mixed coordinates (51). Secondly we make some manipulations
and then modify it into a more simple operator (52), which gives the same correlators we
need, by the symmetry of the total descendant potential that the differential operators act
on. Finally we make some de´vissages of the differential operators and the trees to prove the
(Laurent) polynomiality of the correlators we concern.
According to [22], the Gromov-Witten potential of BG takes a simple form in the
semisimple basis given by the characters of the irreducible representations of G. We follow
the notations of [22], and the notations for the representations of Dˆn in section 3.
fψ1 =
1
4n − 8(eJ1K +
n−3∑
1
eJakK + eJan−2K + eJbK + eJabK),
fψ2 =
1
4n − 8(eJ1K +
n−3∑
1
eJakK + eJan−2K − eJbK − eJabK),
fψ3 =
1
4n − 8(eJ1K +
n−3∑
1
(−1)keJakK + eJan−2K − eJbK + eJabK),
fψ4 =
1
4n − 8(eJ1K +
n−3∑
1
(−1)keJakK + eJan−2K + eJbK − eJabK),
fρl =
2
4n − 8(2eJ1K +
n−3∑
1
(ωkl + ω−kl)eJakK + 2(−1)leJan−2K),
for l = 1, · · · , n − 3. Denote the coordinates according to the basis {fα} by {uαj }, with
the subscripts j indicating the degree of powers of the ψ-classes, i.e.,
∑
α fαu
α
j =
∑
β eβt
β
j .
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Then we have
t
JbK
j =
1
4n − 8u
ψ1
j −
1
4n− 8u
ψ2
j −
1
4n − 8u
ψ3
j +
1
4n− 8u
ψ4
j ,
t
JabK
j =
1
4n − 8u
ψ1
j −
1
4n− 8u
ψ2
j +
1
4n − 8u
ψ3
j −
1
4n− 8u
ψ4
j ,
t
J1K
j =
1
4n − 8(u
ψ1
j + u
ψ2
j + u
ψ3
j + u
ψ4
j + 4
n−3∑
l=1
uρlj ),
t
JakK
j =
1
4n − 8(u
ψ1
j + u
ψ2
j + (−1)kuψ3j + (−1)kuψ4j + 2
n−3∑
l=1
(ωkl + ω−kl)uρlj ),
t
Jan−2K
j =
1
4n − 8(u
ψ1
j + u
ψ2
j + u
ψ3
j + u
ψ4
j + 4
n−3∑
l=1
(−1)luρlj ),
and the inverse transform
uψ1j = t
J1K
j + 2
n−3∑
k=1
t
JakK
j + t
Jan−2K
j + (n− 2)tJbKj + (n− 2)tJabKj ,
uψ2j = t
J1K
j + 2
n−3∑
k=1
t
JakK
j + t
Jan−2K
j − (n− 2)tJbKj − (n− 2)tJabKj ,
uψ3j = t
J1K
j + 2
n−3∑
k=1
(−1)ktJakKj + tJa
n−2K
j − (n− 2)tJbKj + (n− 2)tJabKj ,
uψ4j = t
J1K
j + 2
n−3∑
k=1
(−1)ktJakKj + tJa
n−2K
j + (n− 2)tJbKj − (n− 2)tJabKj ,
uρlj = t
J1K
j +
n−3∑
k=1
(ωlk + ω−lk)tJa
kK
j + (−1)ltJa
n−2K
j .
In the following we shall also use a mixed coordinates,
uρlj = t
J1K
j +
n−3∑
k=1
(ωlk + ω−lk)tJa
kK
j + (−1)ltJa
n−2K
j (51)
for 0 ≤ l ≤ n − 2, together with tJbKj and tJabKj . The coordinates transforming matrix is
obvious.
Now we rewrite the operator
(Ap+1(Vρ1 )zp
(p+1)!
)∧
in the new coordinates as
(Ap+1(Vρ1)zp
(p+ 1)!
)∧
=
2Bp+1
(p+ 1)!
∂J1K,1+p −
2Bp+1
(p+ 1)!
∞∑
l=0
t
J1K
l ∂J1K,l+p −
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p + 1)!
∞∑
l=0
t
JakK
l ∂JakK,l+p
−2Bp+1(
n−2
2n−4)
(p+ 1)!
∞∑
l=0
t
Jan−2K
l ∂Jan−2K,l+p −
Bp+1(
1
4) +Bp+1(
3
4)
(p+ 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)
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+
~2
2
p−1∑
l=0
(−1)l
(
(4n − 8) 2Bp+1
(p + 1)!
∂J1K,l∂J1K,p−1−l + (2n − 4)
n−3∑
k=1
Bp+1(
k
2n−4) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·∂JakK,l∂JakK,p−1−l + (4n − 8)
2Bp+1(
1
2)
(p+ 1)!
∂Jan−2K,l∂Jan−2K,p−1−l + 4 ·
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
·(∂JbK,l∂JbK,p−1−l + ∂JabK,l∂JabK,p−1−l)
)
=
2Bp+1
(p+ 1)!
( 4∑
i=1
∂
∂uψi1+p
+
n−3∑
j=1
∂
∂u
ρj
1+p
)
− 2Bp+1
(p+ 1)!
1
4n− 8
∞∑
l=0
( 4∑
i=1
uψil + 4
n−3∑
j=1
u
ρj
l
)
( 4∑
i=1
∂
∂uψil+p
+
n−3∑
j=1
∂
∂u
ρj
l+p
)
−
n−3∑
k=1
Bp+1(
k
2n−4) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
1
4n− 8
·
∞∑
l=0
(
uψ1l + u
ψ2
l + (−1)kuψ3l + (−1)kuψ4l + 2
n−3∑
j=1
(ωkj + ω−kj)uρjl
)
·
(
2
∂
∂uψ1p+l
+ 2
∂
∂uψ2p+l
+ 2(−1)k ∂
∂uψ3p+l
+ 2(−1)k ∂
∂uψ4p+l
+
n−3∑
j=1
(ωkj + ω−kj)
∂
∂u
ρj
p+l
)
−2Bp+1(
1
2)
(p + 1)!
1
4n− 8
∞∑
l=0
( 4∑
i=1
uψil + 4
n−3∑
j=1
(−1)juρjl
)( 4∑
i=1
∂
∂uψil+p
+
n−3∑
j=1
(−1)j ∂
∂u
ρj
l+p
)
−Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
(
1
4
(uψ1l − uψ2l − uψ3l + uψ4l )(
∂
∂uψ1p+l
− ∂
∂uψ2p+l
− ∂
∂uψ3p+l
+
∂
∂uψ4p+l
)
+
1
4
(uψ1l − uψ2l + uψ3l − uψ4l )(
∂
∂uψ1p+l
− ∂
∂uψ2p+l
+
∂
∂uψ3p+l
− ∂
∂uψ4p+l
)
)
+
~2
2
p−1∑
l=0
(−1)l
[
(4n − 8) 2Bp+1
(p + 1)!
( 4∑
i=1
∂
∂uψil
+
n−3∑
j=1
∂
∂u
ρj
l
)( 4∑
i=1
∂
∂uψip−1−l
+
n−3∑
j=1
∂
∂u
ρj
p−1−l
)
+(2n− 4)
n−3∑
k=1
Bp+1(
k
2n−4) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·4
( ∂
∂uψ1l
+
∂
∂uψ2l
+ (−1)k ∂
∂uψ3l
+ (−1)k ∂
∂uψ4l
+
n−3∑
j=1
ωkj + ω−kj
2
∂
∂u
ρj
l
)
·
( ∂
∂uψ1p−1−l
+
∂
∂uψ2p−1−l
+ (−1)k ∂
∂uψ3p−1−l
+ (−1)k ∂
∂uψ4p−1−l
+
n−3∑
j=1
ωkj + ω−kj
2
∂
∂u
ρj
p−1−l
)
+(4n− 8) · 2Bp+1(
1
2)
(p + 1)!
( 4∑
i=1
∂
∂uψil
+
n−3∑
j=1
(−1)j ∂
∂u
ρj
l
)( 4∑
i=1
∂
∂uψip−1−l
+
n−3∑
j=1
(−1)j ∂
∂u
ρj
p−1−l
)
+4(n− 2)2 · Bp+1(
1
4) +Bp+1(
3
4 )
(p+ 1)!
(
(
∂
∂uψ1l
− ∂
∂uψ2l
− ∂
∂uψ3l
+
∂
∂uψ4l
)
·( ∂
∂uψ1p−1−l
− ∂
∂uψ2p−1−l
− ∂
∂uψ3p−1−l
+
∂
∂uψ4p−1−l
)
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+(
∂
∂uψ1l
− ∂
∂uψ2l
+
∂
∂uψ3l
− ∂
∂uψ4l
)(
∂
∂uψ1p−1−l
− ∂
∂uψ2p−1−l
+
∂
∂uψ3p−1−l
− ∂
∂uψ4p−1−l
)
)]
=
2Bp+1
(p+ 1)!
( 4∑
i=1
∂
∂uψi1+p
+
n−3∑
j=1
∂
∂u
ρj
1+p
)
− 1
4n− 8
∞∑
l=0
[
2βp+1(2n − 4, 0)
(p + 1)!
(
(uψ1l + u
ψ2
l )(
∂
∂uψ1l+p
+
∂
∂uψ2l+p
) + (uψ3l + u
ψ4
l )(
∂
∂uψ3l+p
+
∂
∂uψ4l+p
)
)
+
2βp+1(2n − 4, n− 2)
(p+ 1)!
(
(uψ1l + u
ψ2
l )(
∂
∂uψ3l+p
+
∂
∂uψ4l+p
) + (uψ3l + u
ψ4
l )(
∂
∂uψ1l+p
+
∂
∂uψ2l+p
)
)
+
n−3∑
j=1
βp+1(2n − 4, j) + βp+1(2n− 4,−j)
(p+ 1)!
(uψ1l + u
ψ2
l )
∂
∂u
ρj
l+p
+
n−3∑
j=1
βp+1(2n − 4, n − 2 + j) + βp+1(2n − 4, n − 2− j)
(p+ 1)!
(uψ3l + u
ψ4
l )
∂
∂u
ρj
l+p
+4
n−3∑
j=1
βp+1(2n − 4, j) + βp+1(2n − 4,−j)
(p+ 1)!
u
ρj
l (
∂
∂uψ1l+p
+
∂
∂uψ2l+p
)
+4
n−3∑
j=1
βp+1(2n − 4, n − 2 + j) + βp+1(2n − 4, n − 2− j)
(p + 1)!
u
ρj
l (
∂
∂uψ3l+p
+
∂
∂uψ4l+p
)
+2
n−3∑
i=1
n−3∑
j=1
(βp+1(2n− 4, i + j) + βp+1(2n − 4, i− j)
(p+ 1)!
+
βp+1(2n− 4,−i+ j) + βp+1(2n− 4,−i− j)
(p+ 1)!
)
uρil
∂
∂u
ρj
l+p
]
−
∞∑
l=0
Bp+1(
1
4) +Bp+1(
3
4)
(p+ 1)!
(
1
2
(uψ1l − uψ2l )(
∂
∂uψ1p+l
− ∂
∂uψ2p+l
) +
1
2
(uψ3l − uψ4l )(
∂
∂uψ3p+l
− ∂
∂uψ4p+l
)
)
+
~2
2
p−1∑
l=0
(−1)l
[
8(n − 2)βp+1(2n− 4, 0)
(p+ 1)!
(
(
∂
∂uψ1l
+
∂
∂uψ2l
)(
∂
∂uψ1p−1−l
+
∂
∂uψ2p−1−l
)
+(
∂
∂uψ3l
+
∂
∂uψ4l
)(
∂
∂uψ3p−1−l
+
∂
∂uψ4p−1−l
)
)
+ 8(n− 2)βp+1(2n − 4, n− 2)
(p+ 1)!
·
(
(
∂
∂uψ1l
+
∂
∂uψ2l
)(
∂
∂uψ3p−1−l
+
∂
∂uψ4p−1−l
) + (
∂
∂uψ3l
+
∂
∂uψ4l
)(
∂
∂uψ1p−1−l
+
∂
∂uψ2p−1−l
)
)
+8(n− 2)
n−3∑
j=1
βp+1(2n − 4, j) + βp+1(2n − 4,−j)
(p + 1)!
(
∂
∂uψ1l
+
∂
∂uψ2l
)
∂
∂u
ρj
p−1−l
+8(n− 2)
n−3∑
j=1
βp+1(2n − 4, n− 2 + j) + βp+1(2n − 4, n− 2− j)
(p + 1)!
(
∂
∂uψ3l
+
∂
∂uψ4l
)
∂
∂u
ρj
p−1−l
+(2n− 4) 1
(p + 1)!
n−3∑
i=1
n−3∑
j=1
(
βp+1(2n − 4, i + j) + βp+1(2n − 4, i− j)
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+βp+1(2n− 4,−i+ j) + βp+1(2n− 4,−i− j)
) ∂
∂uρil
∂
∂u
ρj
p−1−l
+8(n− 2)2 · Bp+1(
1
4) +Bp+1(
3
4 )
(p+ 1)!
(
(
∂
∂uψ1l
− ∂
∂uψ2l
)(
∂
∂uψ1p−1−l
− ∂
∂uψ2p−1−l
)
+(
∂
∂uψ3l
− ∂
∂uψ4l
)(
∂
∂uψ3p−1−l
− ∂
∂uψ4p−1−l
)
)]
=
2Bp+1
(p+ 1)!
n−2∑
j=0
∂
∂u
ρj
1+p
− 1
4n− 8
∞∑
l=0
[
4βp+1(2n − 4, 0)
(p + 1)!
(
uρ0l
∂
∂uρ0l+p
+ u
ρn−2
l
∂
∂u
ρn−2
l+p
)
+
4βp+1(2n − 4, n− 2)
(p+ 1)!
(
uρ0l
∂
∂u
ρn−2
l+p
+ u
ρn−2
l
∂
∂uρ0l+p
)
+2
n−3∑
j=1
βp+1(2n − 4, j) + βp+1(2n − 4,−j)
(p+ 1)!
uρ0l
∂
∂u
ρj
l+p
+2
n−3∑
j=1
βp+1(2n − 4, n − 2 + j) + βp+1(2n − 4, n − 2− j)
(p + 1)!
u
ρn−2
l
∂
∂u
ρj
l+p
+4
n−3∑
j=1
βp+1(2n − 4, j) + βp+1(2n − 4,−j)
(p+ 1)!
u
ρj
l
∂
∂uρ0l+p
+4
n−3∑
j=1
βp+1(2n − 4, n − 2 + j) + βp+1(2n − 4, n − 2− j)
(p + 1)!
u
ρj
l
∂
∂u
ρn−2
l+p
+2
n−3∑
i
n−3∑
i
(βp+1(2n− 4, i + j) + βp+1(2n − 4, i− j)
(p+ 1)!
+
βp+1(2n− 4,−i+ j) + βp+1(2n− 4,−i− j)
(p+ 1)!
)
uρil
∂
∂u
ρj
l+p
]
−Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)
+
~2
2
p−1∑
l=0
(−1)l
[
(8n − 2)βp+1(2n− 4, 0)
(p+ 1)!
( ∂
∂uρ0l
∂
∂uρ0p−1−l
+
∂
∂u
ρn−2
l
∂
∂u
ρn−2
p−1−l
)
+(8n− 2)βp+1(2n − 4, n − 2)
(p+ 1)!
( ∂
∂uρ0l
∂
∂u
ρn−2
p−1−l
+
∂
∂u
ρn−2
l
∂
∂uρ0p−1−l
)
+(8n− 2)
n−3∑
j=1
βp+1(2n − 4, j) + βp+1(2n − 4,−j)
(p + 1)!
∂
∂uρ0l
∂
∂u
ρj
p−1−l
+(8n− 2)
n−3∑
j=1
βp+1(2n − 4, n− 2 + j) + βp+1(2n − 4, n− 2− j)
(p + 1)!
∂
∂u
ρn−2
l
∂
∂u
ρj
p−1−l
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+(2n− 4) 1
(p + 1)!
n−3∑
i=1
n−3∑
j=1
(
βp+1(2n − 4, i + j) + βp+1(2n − 4, i− j)
+βp+1(2n− 4,−i+ j) + βp+1(2n− 4,−i− j)
) ∂
∂uρil
∂
∂u
ρj
p−1−l
+4 · Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
(∂JbK,l∂JbK,p−1−l + ∂JabK,l∂JabK,p−1−l)
]
.
Note that when 2 ∤ (p + 1) and p ≥ 2, (Ap+1(Vρ1 )zp(p+1)! )∧ = 0. In the following we assume
2|(p + 1). Let uρjl = 12(vjl + v2n−4−jl ) and u¯
ρj
l =
1
2 (v
j
l − v2n−4−jl ), for 1 ≤ j ≤ n − 3. We
formally modify the operator
(Ap+1(Vρ1 )zp
(p+1)!
)∧
as
(Ap+1(Vρ1)zp
(p+ 1)!
)∧
mod
=
2Bp+1
(p+ 1)!
2n−5∑
j=0
∂
∂vj1+p
− 4
4n− 8
∞∑
l=0
2n−5∑
i=0
2n−5∑
j=0
βp+1(2n − 4, j − i)
(p+ 1)!
vil
∂
∂vjl+p
−Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)
+
~2
2
p−1∑
l=0
(−1)l
[
8(n − 2)
2n−5∑
i=0
2n−5∑
j=0
βp+1(2n− 4, i + j)
(p + 1)!
∂
∂vil
∂
∂vjp−1−l
+4 · Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
(∂JbK,l∂JbK,p−1−l + ∂JabK,l∂JabK,p−1−l)
]
.
(52)
By [22], the all genera free energy of BDˆn
F Dˆn = F
({v0l + (n− 2)tJbKl + (n− 2)tJabKl
(4n − 8) 2(1−l)3
})
+ F
({v0l − (n− 2)tJbKl − (n− 2)tJabKl
(4n − 8) 2(1−l)3
})
+F
({vn−2l − (n− 2)tJbKl + (n− 2)tJabKl
(4n− 8) 2(1−l)3
})
+ F
({vn−2l + (n − 2)tJbKl − (n − 2)tJabKl
(4n− 8) 2(1−l)3
})
+
n−3∑
j=1
F
({ vjl + v2n−4−jl
(2n − 4) 2(1−l)3
})
. (53)
Recall the quantum Riemann-Roch theorem and the notations in section 1. We have
Lemma 7.1. (Ap+1(Vρ1)zp
(p+ 1)!
)∧
Zc,ρ =
(Ap+1(Vρ1)zp
(p+ 1)!
)∧
mod
Zc,ρ.
Proof: Under the change of coordinates {uρjl , u¯
ρj
l } to {vjl , v2n−4−jl } we have
(a+ b)
∂
∂u
ρj
l
= (a+ b)
( ∂
∂vjl
+
∂
∂v2n−4−jl
)
= 2a
∂
∂vjl
+ 2b
∂
∂v2n−4−jl
− (a− b)
( ∂
∂vjl
− ∂
∂v2n−4−jl
)
.
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Thus when f is a function of u
ρj
l ,
(a+ b)
∂
∂u
ρj
l
f =
(
2a
∂
∂vjl
+ 2b
∂
∂v2n−4−jl
)
f.
This elementary fact applies in our case.
Theorem 7.2. For fixed m ≥ 2, 〈e2mJbK 〉[C
2/Dˆn] is a Laurent polynomial of n− 2.
Proof: We separate the operator
(Ap+1(Vρ1 )zp
(p+1)!
)∧
mod
into two parts,
Lp :=
2Bp+1
(p + 1)!
2n−5∑
j=0
∂
∂vj1+p
− 1
n− 2
∞∑
l=0
2n−5∑
i=0
2n−5∑
j=0
βp+1(2n − 4, j − i)
(p+ 1)!
vil
∂
∂vjl+p
+
~2
2
p−1∑
l=0
(−1)l8(n − 2)
2n−5∑
i=0
2n−5∑
j=0
βp+1(2n− 4, i+ j)
(p+ 1)!
∂
∂vil
∂
∂vjp−1−l
,
Mp := −
Bp+1(
1
4 ) +Bp+1(
3
4)
(p + 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)
+
~2
2
p−1∑
l=0
(−1)l4 · Bp+1(
1
4) +Bp+1(
3
4)
(p + 1)!
(∂JbK,l∂JbK,p−1−l + ∂JabK,l∂JabK,p−1−l).
Thus Lp1 commutes with Mp2 for p1, p2 ≥ 1. By theorem 2.1, it suffices to show that,
for any p1, · · · , pk ≥ 1, the coefficient of every term tJbKl1 · · · t
JbK
lr1
t
JabK
lr1+1
· · · tJabKlr2+1 in the LTHE
contributions in (
Lp1 · · ·LpkF Dˆn0
)∣∣∣
all vj
l
=0
is a Laurent polynomial of n− 2. But we have
2Bk1+1
(k1 + 1)!
1
n− 2
2n−5∑
j1=0
∞∑
l=0
2n−5∑
i2=0
2n−5∑
j2=0
βk2+1(2n − 4, j2 − i2)
(k2 + 1)!
( ∂
∂vj11+k1
vi2l
) ∂
∂vj2l+k2
=
2Bk1+1
(k1 + 1)!
1
n− 2
2n−5∑
j1=0
2n−5∑
j2=0
βk2+1(2n − 4, j2 − j1)
(k2 + 1)!
∂
∂vj2k1+k2+1
=
2Bk1+1
(k1 + 1)!
1
n− 2
2n−5∑
j2=0
(2n− 4)Bk2+1
(k2 + 1)!
∂
∂vj2k1+k2+1
=
4Bk1+1Bk2+1
(k1 + 1)!(k2 + 1)!
2n−5∑
j=0
∂
∂vjk1+k2+1
,
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and
k1−1∑
l1=0
(−1)l18(n − 2)
2n−5∑
i1=0
2n−5∑
j1=0
1
n− 2
∞∑
l2=0
2n−5∑
i2=0
2n−5∑
j2=0
βk1+1(2n − 4, i1 + j1)
(k1 + 1)!
·βk2+1(2n − 4, j2 − i2)
(k2 + 1)!
∂
∂vi1l1
( ∂
∂vj1k1−1−l1
vi2l2
) ∂
∂vj2l2+k2
=
k1−1∑
l1=0
(−1)l18
2n−5∑
i1=0
2n−5∑
j1=0
2n−5∑
j2=0
βk1+1(2n− 4, i1 + j1)
(k1 + 1)!
βk2+1(2n − 4, j2 − j1)
(k2 + 1)!
∂
∂vi1l1
∂
∂vj2k1+k2−1−l1
=
k1−1∑
l=0
(−1)l16(n − 2)
2n−5∑
i=0
2n−5∑
j=0
βk1+1,k2+1(2n − 4, i+ j)
(k1 + 1)!(k2 + 1)!
∂
∂vil
∂
∂vjk1+k2−1−l
.
n−1∑
j=0
βM (n, i+ j)βN (k − j)
=
n−1∑
j=0
n−1∑
a=0
n−1∑
b=0
ζa(i+j)n ζ
b(k−j)
n BM (
a
n
)BN (
b
n
)
= n
n−1∑
a=0
ζa(i+k)n BM (
a
n
)BN (
a
n
)
= nβM
∐
N (n, i+ k).
Since we shall take all vjl = 0 at last, which forces that every v
j
l must be differentiated.
Furthermore, We have the
Claim 1: it suffices consider the operators of the form
2n−5∑
j=0
∂
∂vj1+p
(54)
or
~2
2
2n−5∑
i=0
2n−5∑
j=0
βM (2n − 4, i+ j) ∂
∂vil
∂
∂vjk
. (55)
Proof of the claim 1: It is obvious, by noting that the ranges of the subscripts of vil are
independent of n.
Now let us consider only the operators of the form (55). In this case every LTHE con-
cerned has no half edges. Because of the existence of the set of subscripts M , every LTHE
naturally equipped with the M ’s becomes a decorated Feymann diagram. Fix such a deco-
rated Feymann diagram Γ, we shall show that
Claim 2: Cont(Γ) can be written in the form
∑
i fiSn−2(Γi), where fi are Laurent
polynomials of n− 2, and Γi run over the set of subtree of Γ.
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Proof of Claim 2: We prove this by induction along the stratification of Γ. First let
v1 be a vertex in V (Γ(1))\V (Γ(2)). Suppose Γ is not a star diagram. Then the vertices
neighboring to v1 are all leaves, except exactly one. Let the vertices neighboring to v1 be
u1, · · · , ur, ur+1, the corresponding edges be e1, · · · , er, er+1, and assume that u1, · · · , ur
are leaves, and thus ur+1 is not. Let Mi be the decoration of ei, 1 ≤ i ≤ r + 1. For every
leaf neighboring to v1, the first derivative (
∂
∂vi
l
F Dˆn0 )
∣∣
all vj
k
=0
gives no contribution, unless
i = 0 or n− 2. Thus the contribution of such a leaf is
βMi(2n − 4, j) + βMi(2n − 4, n− 2 + j) (56)
multiplied by
(∂liF
Dˆn
0 )
({(n− 2)tJbKl + (n− 2)tJabKl
(4n − 8) 2(1−l)3
})
+ (∂liF
Dˆn
0 )
({−(n− 2)tJbKl − (n− 2)tJabKl
(4n − 8) 2(1−l)3
})
. (57)
But the factor (57) has all coefficients Laurent polynomials of (n − 2) 13 , so we can drop it
out and take (56) as the contribution of ui, 1 ≤ i ≤ r. By (47),
βMi(2n− 4, j) + βMi(2n− 4, n − 2 + j) = 2βMi(n− 2, j),
Therefore the contribution of v1 and all leaves neighboring to v1 is
2r
2n−5∑
j=0
βMr+1(2n− 4, j + k)
r∏
i=1
βMi(n− 2, j)
∂
∂vjli
F Dˆn0
∣∣∣
all vts=0
= 2r
2n−5∑
j=0
βMr+1(2n− 4, j + k)
r∏
i=1
n−1∑
ai=0
ζjain−2
∏
m∈Mi
Bm(
ai
n− 2)
∂
∂vjli
F Dˆn0
∣∣∣
all vts=0
=
n−1∑
a1=0
· · ·
n−1∑
ar=0
[
2n−5∑
j=0
βMr+1(2n − 4, j + k)
r∏
i=1
ζjain−2
∂
∂vjli
F Dˆn0
∣∣∣
all vts=0
· 2r
r∏
p=1
∏
m∈Mp
Bm(
ap
n − 2)
]
.
(58)
In the last equality we have separated the product in the squared brackets into two parts. We
compute the first part individually, since this computation will be common in the induction.
2n−5∑
j=0
βMr+1(2n − 4, j + k)
r∏
i=1
(
ζjain−2
∂
∂vjli
)
F Dˆn0
∣∣∣
all vts=0
= βMr+1(2n− 4, k)
r∏
i=1
(4n − 8) 2
∑
li−2r
3
[
(∂l1,··· ,lrF
Dˆn
0 )
({(n− 2)tJbKl + (n− 2)tJabKl
(4n− 8) 2(1−l)3
})
+(∂l1,··· ,lrF
Dˆn
0 )
({−(n− 2)tJbKl − (n− 2)tJabKl
(4n− 8) 2(1−l)3
})]
+βMr+1(2n − 4, k + n− 2)
r∏
i=1
(4n− 8) 2
∑
li−2r
3
[
(∂l1,··· ,lrF
Dˆn
0 )
({(n− 2)tJbKl + (n− 2)tJabKl
(4n− 8) 2(1−l)3
})
+(∂l1,··· ,lrF
Dˆn
0 )
({−(n− 2)tJbKl − (n− 2)tJabKl
(4n− 8) 2(1−l)3
})]
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+n−3∑
j=1
(
βMr+1(2n − 4, j + k) + βMr+1(2n − 4, n− 2 + j + k)
)
·
r∏
i=1
ζjain−2(2n − 4)
2
∑
li−2r
3 ∂l1,··· ,lrF
Dˆn
0 (0)
= 2βMr+1(n− 2, k)
r∏
i=1
(4n − 8) 2
∑
li−2r
3 ·
[
(∂l1,··· ,lrF
Dˆn
0 )
({(n − 2)tJbKl + (n − 2)tJabKl
(4n− 8) 2(1−l)3
})
+(∂l1,··· ,lrF0)
({−(n− 2)tJbKl − (n− 2)tJabKl
(4n− 8) 2(1−l)3
})]
+
n−3∑
j=0
βMr+1(n− 2, j + k)
r∏
i=1
ζjain−2(2n − 4)
2
∑
li−2r
3 ∂l1,··· ,lrF
Dˆn
0 (0)
−2βMr+1(n− 2, k)
r∏
i=1
(2n− 4) 2
∑
li−2r
3 ∂l1,··· ,lrF
Dˆn
0 (0). (59)
Now we call back the second part of (58) and compute the sum
n−1∑
a1=0
· · ·
n−1∑
ar=0
n−3∑
j=0
(
βMr+1(n− 2, j + k)
r∏
i=1
ζjain−2 · 2r
∏
m∈Mi
Bm(
ai
n− 2)
)
= 2r(n− 2)
∑
0≤ai≤n−1,1≤i≤r+1,a1+···ar+1≡0(mod n)
ζ
kar+1
n−2
r+1∏
i=1
∏
m∈Mi
Bm(
ai
n− 2),
(60)
Also,
n−1∑
a1=0
· · ·
n−1∑
ar=0
(
βMr+1(n− 2, k)
r∏
i=1
2r
∏
m∈Mi
Bm(
ai
n− 2)
)
= 2rβMr+1(n− 2, k)βM1(n− 2, 0) · · · βMr(n− 2, 0)
= 2rβM1(n− 2, 0) · · · βMr(n− 2, 0) ·
∑
ar+1
ζkar+1n
∏
m∈Mr+1
Bm(
ar+1
n− 2),
(61)
by lemma 6.3, βM1(n − 2, 0) · · · βMr(n − 2, 0) is a Laurent polynomial of n − 2. By (59),
(60), (61), the output of the contribution of v1 is a linear combination of
∑
0≤ai≤n−1,1≤i≤r+1,a1+···ar+1≡0(mod n)
ζ
kar+1
n−2
r+1∏
i=1
∏
m∈Mi
Bm(
ai
n− 2) (62)
and ∑
ar+1
ζkar+1n
∏
m∈Mr+1
Bm(
ar+1
n− 2), (63)
with coefficients Laurent polynomials of (n − 2) 13 . Then one does the same thing for all
vertices in V (Γ(1))\V (Γ(2)). In the induction from Γ(1) to Γ(2), the same computations as
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(59) applies. And one finally sees that we obtain many summing as Sn−2(Γi) for subtrees Γi.
As a last word, one need not worry about the fractional power of (n − 1) 13 , since the
fractional power in (53) arises as an integer power distributed to several variables, by the
proof of proposition 4.2 in [22]. Thus we have proved the Claim 2.
Finally we need consider the operators of the form (54) and (55) together. However,
including the operators of the form (54) just gives more times of differentiation to F Dˆn0 in
(59), and one easily sees that the Claim 2 still holds. Therefore we complete the proof of
the theorem.
Remark 7.1. In fact our proof gives more than we need, i.e., we have proved the polyno-
miality of the gravitational descendant correlators 〈∏ki=1 τpi(eJbK)∏lj=1 τqj(eJabK)〉[C2/Dˆn] for
fixed k, l and pi, qj independent of n. This result coincides with the theorem 2.7 in [23] for
suitable reduced descendant invariants, by the corresponding conjectural quantum McKay
correspondence for descendant invariants.
Remark 7.2. One can use the same method to prove the polynomiality of 〈e2mJbK 〉[C
2/Dˆn] for
odd n. In fact the proof for odd n is less complicated, as in the WDVV induction. We
only treat the cases for even n because in corollary 5.7 we showed that the quantum McKay
correspondence holds for infinitely many even n.
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