We propose periodic Macdonald processes as (q, t)-deformation of periodic Schur processes and a periodic analogue of Macdonald processes. It is known that, in the theory of stochastic processes related to a family of symmetric functions, the Cauchy-like identity plays a role of a partition function. We compute the partition function of periodic Macdonald processes relying on the free field realization of the Macdonald theory; the trace formula for a vertex operator to be precise. We also study several families of observables for periodic Macdonald processes and give the formula of their correlators. The technical tool is the free field realization of operators that are diagonalized by the Macdonald symmetric functions, where the operators admit expressions by means of vertex operators and the trace formula can be applied. We show that, when we adopt Plancherel specializations, the corresponding Macdonald process is related to a Young diagram-valued periodic continuous process. It is known that, for periodic Schur processes, determinantal formulas are only available when we extend them to take into account the charge. We also consider this kind of shift-mixed periodic Macdonald processes and discuss their Schur-limit.
Introduction
Recent studies in the field of Integrable Probability revealed that many integrable stochastic models are unified in the framework of Macdonald processes [BC14, BCGS16] in the sense that, at a certain choice of specializations and parameters, the probability law of the corresponding Macdonald process coincides with the one of a stochastic models one is interested in. One of features of Macdonald processes is the determinantal structure; there are several series of observables available for Macdonald processes whose expectation value is written as multiple integral of a determinant, and moreover, when we consider the generating function of a series of observables, then its expectation value is expressed by a Fredholm determinant. Therefore, once a stochastic model is identified with a Macdonald process, one can study it by means of its determinantal structure and even carry out an asymptotic analysis (e.g. [FV15, Bar15] ).
At the Schur-limit, where the Macdonald symmetric functions reduce to the Schur symmetric functions, Macdonald processes obviously reduce to Schur processes [Oko01, OR03] . In [Bor07] , there was proposed a periodic analogue of Schur processes and shown that the periodic Schur processes admit determinantal structure in the correlation functions after taking account the charge (see also [BB19] for an alternative approach). Then it would be natural to ask how a periodic analogue of Macdonald processes can be formulated and observables are available, which is addressed in the present paper.
We fix parameters 0 < q, t, u < 1 and write P λ/µ (X; q, t) and Q λ/µ (X; q, t) for the Macdonald symmetric function and the dual Macdonald symmetric function associated with a skew partition λ/µ. Here we understand X = (x 1 , x 2 , . . . ) as a set of infinitely many variables. We also take sequences ρ + = (ρ + 0 , . . . , ρ + N −1 ) and ρ − = (ρ − 1 , . . . , ρ − N ) of (q, t)-Macdonald positive specializations of the ring of symmetric functions (see Sect. 2 for defintions). We associate to two sequences λ = (λ 1 , . . . , λ N ) and µ = (µ 1 , . . . , µ N ) of partitions the following weight:
(1.1)
where we understand λ N +1 = λ 1 and ρ + N = ρ + 0 . It is obvious that the weight vanishes unless the partitions satisfy the following inclusion properties:
In this paper the following n-fold q-Pochhammer symbol is extensively used: (a; p 1 , . . . , p n ) ∞ = ∞ i 1 ,...,in=0
(1 − ap i 1 1 · · · p in n ).
The following proposition gives the partition function of a periodic Macdonald process.
Proposition 1.1. We have
, whereΠ q,t;u (X; Y ) = i,j≥1
(tx i y j ; q, u) ∞ (x i y j ; q, u) ∞ .
Though this could be proved by a direct computation, we show it, in Sect. 3, by identifying the ring of symmetric functions with a Fock representation of a Heisenberg algebra and applying free field computation. The relevant formula is the trace of a vertex operator (in a extended sense) shown in Subsect. 2.2.
It is natural to define a periodic Macdonald process as follows:
Definition 1.2. Fix N ∈ N and parameters 0 < q, t, u < 1 and take sequences ρ + = (ρ + 0 , . . . , ρ + N −1 ) and ρ − = (ρ − 1 , . . . , ρ − N ) of (q, t)-Macdonald positive specializations of the ring of symmetric functions. we define a probability measure on Y N from the weight in (1.1) by P ρ + ,ρ − q,t;u (λ 1 , · · · , λ N ) = 1 Π q,t;u (ρ + ; ρ − ) µ∈Y N W ρ + ,ρ − q,t;u (λ, µ) and call it an N -step periodic Macdonald process. When N = 1, the probability measure on Y is called a periodic Macdonald measure.
In Sect. 4, we will define a continuous time periodic stochastic process on Y called a stationary periodic Macdonald-Plancherel process and show that a joint law for fixed times is described by a periodic Macdonald process specified by Plancherel specializations. This stochastic process reduces to the one considered in [BB19] at q = t.
We also study observables for periodic Macdonald processes. In [Shi06,FHH + 09], the authors showed that several operators that are diagonalized by the Macdonald symmetric functions admit expressions using vertex operators on a Fock space. In the previous work [Kos19] , we applied their construction to Macdonald processes, recognized that earlier results regarding Macdonald processes are recovered in the free field approach and furthermore found that the determinantal structure of Macdonald processes is manifest at the operator level. In this paper, we apply the method in [Kos19] to periodic Macdonald processes.
In our setting, any function on Y can be regarded as a random variable. For N random variables f 1 , . . . , f N , we define their correlator under an N -step periodic Macdonald process P ρ + ,ρ − q,t;u by E ρ + ,ρ − q,t;u [f 1 [1] · · · f N [N ]] := (λ 1 ,...,λ N )∈Y N f 1 (λ 1 ) · · · f N (λ N )P ρ + ,ρ − q,t;u (λ 1 , . . . , λ N ).
If N = 1, we simply write E ρ + ,ρ − q,t;u [f ] := E ρ + ,ρ − q,t;u [f [1] ]. In the description of the results, the following function of z (a) = (z (a) i , . . . , z (a) ra ), a = 1, . . . , N depending on two parameter p 1 , p 2 is used repeatedly.
Let us introduce a series of observables. For r ∈ N, we consider a random variable E r : Y → F defined by E r (λ) := e r (q λ t −ρ+1 ), λ ∈ Y, where e r is the r-th elementary symmetric function and the specialization is given by x i → q λ i t −i+1 . Then the correlator of these random variables under an N -step periodic Macdonald process is computed as follows.
Theorem 1.3. For r 1 , . . . , r N ∈ N, the correlator of E r 1 , . . . , E r N under an N -step periodic Macdonald process P ρ + ,ρ − q,t;u is computed as
Here χ[·] is the indicator defined by χ[P ] = 1 if P is true and χ[P ] = 0 if P is false.
We will prove this theorem relying on the free field realization of the observable E r and the trace formula for a vertex operator in Sect. 5, where we also see the correlators of other series of observables. Note that, in the formula (1.2), the measure part ∆ q,t −1 ;u (z (1) , . . . , z (N ) ) is universal in the sense that it is independent of specializations ρ + and ρ − . Now let us see a particular case of N = 1 as a corollary.
Corollary 1.4. For r ∈ N, the expectation value of E r under a periodic Macdonald measure P ρ + ,ρ − q,t;u is given by
Here the measure part ∆ q,t −1 ;u (z) reduces to unity at u → 0 so that the expectation value is written as multiple integral of a single determinant. Therefore, at u = 0, the expectation value of the generating function of E r , r ∈ N admits an expression as a Fredholm determinant. If u > 0, however, the integrand is modified by the measure ∆ q,t −1 ;u (z).
We also consider the shift-mixed version of a periodic Macdonald measure, which is a probability measure on Y × Z extended from a periodic Macdonald measure (N -step periodic Macdonald processes can be also extended to shift-mixed ones in an obvious manner, so we omit them in the present paper). Recall that, in the Schur case [Bor07, BB19] , several determinantal formulas are only available after extending a periodic Schur measure to a shift-mixed one.
Let q, t, u ∈ (0, 1). To define a shift-mixed periodic Macdonald measure, we also take an additional parameter ζ ∈ (0, 1). Definition 1.5. Let ρ + , ρ − : Λ → R be Macdonald positive specializations. Then the corresponding shift-mixed periodic Macdonald measure is a probability measure P ρ + ,ρ − q,t;u,ζ on Y × Z defined by
The partition function is immediately given by
where ϑ 3 (ζ; u) = n∈Z u n 2 /2 ζ n is a Jacobi theta function.
Accordingly, the observables E r , r ∈ N for periodic Macdonald processes are extended onto Y × Z as follows: for r ∈ N, we writeẼ r : Y × Z → R for a random variable defined byẼ r (λ, n) = t −rn E r (λ), λ ∈ Y, n ∈ Z. The expectation values of these observables under a shift-mixed periodic Macdonald measure are computed in the following theorem that will be proved in Sect. 6. Theorem 1.6. For each r ∈ N, we have
In Sect. 6, we will also see that at the Schur-limit q → t, the formula reduces to multiple integral of a single determinant.
Proposition 1.7. For each r ∈ N, we have
This paper is organized as follows: The following Sect. 2 is devoted to preliminaries, where we will review some notions of symmetric functions and Fock representations of a Heisenberg algebra. We will also present the trace formula of a vertex operator in an extended sense and recall the free field realization of operators diagonalized by the Macdonald symmetric functions. In Sect. 3, we introduce a periodic Macdonald process and apply the trace formula of a vertex operator in Sect. 2 to the computation of a partition function to prove Proposition 1.1. In Sect. 4, after recalling a Plancherel specialization of the Macdonald symmetric functions, we define a periodic continuous process and show that its joint law for fixed times is a periodic Macdonald process. In Sect. 5, we give a proof of Theorem 1.3 and study some other series of observables In Sect. 6, we consider the shift-mixed version of a periodic Macdonald measure and prove Theorem 1.6 and its Schur-limit Proposition 1.7. We also show that the Macdonald operators at the Schur-limit are written in terms of free fermions, which gives the origin of well-known determinantal structure of Macdonald processes. We have two appendices which focus on combinatorial aspects of periodic Macdonald processes. In Appendix A, we study a generalization of the MacMahon formula for cylindric partitions, which was obtained in [Lan12] before the author's work. We include a detailed and self-contained proof here. In Appendix B, we study the trace of Macdonald refined topological vertices proposed in [FW17] as an attempt to generalize the results in [BKY18] .
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Preliminaries

Symmetric functions.
Here we recall the basic notion of symmetric functions. A detail can be found in [Mac95] . Let us begin with recalling that a partition is a non-decreasing sequence of non-negative integers λ = (λ 1 , λ 2 , . . . ) such that its weight is finite: |λ| = i≥1 λ i < ∞. We denote the collection of partitions by Y.
Let F = Q(q, t) be the field of rational functions of q and t. The ring of symmetric polynomials of n variables is denoted as Λ (n) = F[x 1 , . . . , x n ] Sn and the ring of symmetric functions is defined by Λ := lim ← −n Λ (n) in the category of graded rings. In case we specify the variable X = (x 1 , x 2 , . . . ) of symmetric functions, we write Λ X for the corresponding ring of symmetric functions. For a symmetric function F ∈ Λ, its n-variable reduction, i.e. the image of the canonical projection Λ → Λ (n) is denoted by F (n) .
We recall some series of symmetric functions. For r ∈ N, the r-th power sum symmetric function is p r (X) = i≥1 x r i and the r-th elementary symmetric function is e r (X) = i 1 <···<ir x i 1 · · · x ir . For a partition λ = (λ 1 , λ 2 , . . . ) we set p λ = p λ 1 · · · p λ ℓ(λ) and e λ = e λ 1 · · · e λ ℓ(λ) . Then the collections { p λ : λ ∈ Y } and { e λ : λ ∈ Y } are both bases of Λ. Take a partition λ = (λ 1 , . . . , λ n ) of length less than or equal to n. Then the corresponding monomial symmetric polynomial of n-variable is defined by
where the sum runs over distinct permutations σ of (λ 1 , . . . , λ n ). Then the sequence
defines a unique symmetric function m λ (X) ∈ Λ called the monomial symmetric function corresponding to λ. The collection { m λ : λ ∈ Y } is known to form a basis of Λ.
To the aim of introducing the Macdonald symmetric functions, let us define a bilinear form ·, · q,t : Λ × Λ → F by
Here we denote the multiplicity of a number i in a partition λ by m i (λ) so that a partition λ = (λ 1 , λ 2 , . . . ) is equivalently expressed as λ = (1 m 1 (λ) 2 m 2 (λ) . . . ). Recall that the dominance order on Y is defined so that λ ≥ µ if λ 1 + · · · + λ k ≥ µ 1 + · · · + µ k holds for all k = 1, 2, . . . . The Macdonald symmetric functions { P λ (q, t) } form a unique basis of Λ specified by the following properties:
The Macdonald symmetric functions are also characterized as simultaneous engenfunctions of a family of commuting operators. For a fixed n < ∞, let us introduce the Macdonald difference operators D (n) r , r = 1, . . . , N on Λ (n) by
Then a Macdonald symmetric polynomial P
is an eigenpolynomial such that
λ (q, t), r = 1, . . . , n. Obviously, the Macdonald difference operators do not extend to operators on Λ since their eingenvalues explicitly depend on the number of variables n. Instead, we define renormalized operators
with D (n) 0 = 1. Then the projective limit E r = lim ← −n E (n) r exists for all r ∈ N and is diagonalized by the Macdonald symmetric functions so that
Here
Let us describe some Pieri rules for the Macdonald symmetric functions. For a partition λ and a box s = (i, j) ∈ λ, we write a λ (s) = λ i − j and l λ (s) = λ ′ j − i for the arm length and the leg length, respectively. Using these notions, we set
For a skew partition λ/µ, we denote the union of rows (resp. columns) containing boxes in λ/µ by R λ/µ (resp. C λ/µ ). Assume that µ ≺ λ and set
For r ∈ N, we write g r (q, t) = Q (r) (q, t). Then we have
Though we have been regarding q and t as indeterminates, they have to be thought of real parameters for application to probability theory.
x n ] Sn be the ring of symmetric functions over R. For q, t ∈ R such that |q|, |t| < 1, we write, by abuse of notation,
Note that, for a specialization θ, its evaluation at F ∈ Λ R is often written as F (θ) instead of θ(F ). The following theorem is due to [Mat19] .
Let X and Y be two sets of infinite variables. Then they are combined to be a single set of infinite variables (X, Y ) and a Macdonald symmetric function P λ (X, Y ) of (X, Y ) corresponding to a partition λ makes sense. The Macdonald symmetric functions corresponding to skew-partitions are defined as coefficients in expansion of P λ (X, Y ) with respect to the Macdonald symmetric functions of Y , i.e., P λ/µ (X) is defined by
Fock representations of a Heisenberg algebra.
The Heisenberg algebra we work with is an associative algebra U over F generated by a n , n ∈ Z\ { 0 } subject to relations
Let F |0 be a one dimensional representation of U + defined by U + |0 = 0. Then the Fock representation is defined by means of induction so that F = U ⊗ U + F |0 ≃ U − ⊗ F F |0 . Obviously, it admits a basis labeled by partitions. For a partition λ = (λ 1 , . . . , λ ℓ(λ) ) ∈ Y, we set |λ := a −λ 1 · · · a −λ ℓ(λ) |0 . Then the collection {|λ : λ ∈ Y} forms a basis of F. The dual Fock representation is a right representation of U defined analogously. Let F 0| be a one dimensional representation of U − such that 0| U − = 0 and define a right representation by
We define a bilinear paring ·|· : F † × F → F by two properties, 0|0 = 1 and u|a n · |v = u| · a n |v for all u| ∈ F † , |v ∈ F and n ∈ Z\ { 0 }. Then the assignments ι : F → Λ and ι † :
Therefore, the Fock spaces are identified with the space of symmetric functions equipped with a bilinear pairing.
A relevant class of operators in this paper is that of vertex operators (in an extended sense). For commuting symbols γ n , n ∈ Z\ { 0 }, we write
where a n ∈ End(F) is the action of the corresponding Heisenberg generator on F. In this paper, we will adopt following two manners to understand a vertex operator.
(1) There is a Z-graded commutative algebra R = n∈Z R n over F such that γ n ∈ R n , n ∈ Z\ { 0 }. We define a completed tensor product End(F)⊗R := n∈Z End(F)⊗ F R n . Then the vertex operator is understood as
The tensor product of them also admits an
The isomorphisms ι and ι † are realized as computation of matrix elements of vertex operators. Let us introduce
Notice that these are vertex operators specified by γ ±n = 1−t n 1−q n p n (X) ∈ Λ X , γ ∓n = 0, n > 0. We will rely on extensive use of the following fact.
For a symmetric function F ∈ Λ, we write |F :
for any skew-partition λ/µ.
In this paper, trace of a vertex operator plays a significant role. Let D ∈ End(F) be the degree operator defined by D |λ = |λ| |λ , λ ∈ Y. The following formula was essentially discussed in e.g. [DM00, CW07].
Proposition 2.3. Let γ n , n ∈ Z\ { 0 } be commuting symbols and let u be yet another formal variable. Then we have
Remark 2.4. The both sides are understood as follows.
(
Proof. For a partition λ ∈ Y, we denote by π λ : F → F |λ the projection with respect to a basis {|λ : λ ∈ Y}. Then we can see that
Here, note that
Since |λ| = n>0 m n (λ)n, the trace becomes
completing the proof.
Associated with γ i = (γ i n : n ∈ Z\ { 0 }), i = 1, . . . , N , the normally ordered product of corresponding vertex operators is defined by
That is, we put positive modes of the Heisenberg algebra on the right and negative modes on the left. Also, note that, in a normally ordered product, vertex operators are commutative.
The following formula will be extensively used under the name of the operator product expansion (OPE):
be sequences of commuting symbols. Then the corresponding vertex operators admit the following formula:
Proof. It follows from the Baker-Campbell-Housdorff formula. Note that since a commutator of two of Heisenberg generators is central, thus higher commutator does not appear in the exponential.
2.3. Free field realization of operators. Since we have identified the Fock space F with the space of symmetric functions, we can also identify an operator T ∈ End(Λ) with one T := ι −1 •T •ι ∈ End(F), the free field realization of T . We introduced a family of renormalized Macdonald operators E r , r ∈ N. To describe their free field realization, we introduce a vertex operator
Proposition 2.6 ( [Shi06, FHH + 09, Kos19] ). For each r ∈ N, the free field realization of the r-th renormalized Macdonald operator is given by
Here the integral
√ −1 is understood as the linear functional taking the residue of the integrand and a rational function of the form 1
Owing to the property P λ (q, t) = P λ (q −1 , t −1 ) of a Macdonald symmetric function, a renormalized Macdonald operator with inverted parameters E ′ r := E r (q −1 , t −1 ) is also diagonalized by the Macdonald symmetric functions. Let us introduce another vertex operator
Then, by definition, these operators are diagonalized by the Macdonald basis so that
Let us see yet other series of operators diagonalized by the Macdonald basis following [Shi06, FHH + 09, Kos19]. For r ∈ N, we introduce the following operator
Then we have
The other series corresponds to G r , r ∈ N with inverted parameters.
Then they are diagonalized so that
Periodic Macdonald processes
The aim of this section is to prove Proposition 1.1. Let us define a universal version of the weight (1.1). Let N ∈ N. We write X = (X 0 , . . . ,
When we fix parameters q, t ∈ R such that |q|, |t| < 1, adopt specification at these parameters and take N -tuples of (q, t)-Macdonald positive specializations
Proof of Proposition 1.1. Our goal is to show
Let us first write the weight by means of matrix elements of vertex operators:
Recalling the property Id F = λ∈Y |P λ (q, t) Q λ (q, t)| and the definition of the degree operator D, we can see that
To apply the trace formula in Proposition 2.3, we rearrange the operators in the trace in the normally ordered manner. By a standard computation of OPE for vertex operators Proposition 2.5, we have
Repeating this kind of reordering, we can make the operators normally ordered so that
where we set
Now we can apply Proposition 2.3 to obtain
Notice thatΠ
Therefore, we obtain the desired result.
Let us investigate some limiting cases.
• When N = 1, we have λ,µ∈Y
which was proved in [RW18] . • At the limit u → 0, it reduces to the partition function for a Macdonald process [BC14, BCGS16] :
• At the Schur-limit q → t, the partition function for a periodic Schur process
Stationary periodic Macdonald Plancherel process
For a positive number ξ > 0, we write ρ ξ for the Plancherel specialization of parameter ξ, i.e., it is a specialization ρ ξ : Λ → R defined by ρ ξ (p n ) = ξδ n,1 , n ∈ N.
Proposition 4.1. For ξ > 0, the Plancherel specialization of the Macdonald symmetric functions are given by
Here we write dim q,t (µ, λ) and dim ′ q,t (µ, λ) for deformed dimensions defined by
where the sum runs over paths from µ to λ in the Young graph and we wrote ν 0 = µ, ν |λ|−|µ| = λ.
Proof. The Pieri rules say
On the other hand, a Plancherel specialization of the Macdonald symmetric functions is computed as
Then the desired results can be verified combinatorially.
For parameters γ > 0 and u ∈ (0, 1), we define an operator on F
Proposition 4.2. For a fixed γ > 0 and parameters u, v ∈ (0, 1), we have
Moreover, Tr F (T (γ) (u)) = 1/(u; u) ∞ .
Proof. This is verified by a direct computation:
Therefore, the desired property holds.
For λ, µ ∈ Y, we write a matrix element of T (γ) (u) as 
. . , n + 1. Then the joint law for λ(b i ), i = 0, 1, . . . , n is the corresponding (n + 1)-step periodic Macdonald process at u = e −β :
Prob(λ(0), λ(b 1 ), . . . , λ(b n )) = P ρ + ,ρ − q,t;e −β (λ(0), λ(b 1 ), . . . , λ(b n )) Proof. The joint probability law is proportional to
Recall that the degree operator D commutes with a projection |Q λ P λ |. By moving the exponentiated degree operators except for the one in the first line to the right and using the cyclic property of the trace, we see that it is identical to
· · · × Γ(ρ γ(e bn −e b n−1 ) ) + |Q λ(bn) P λ(bn) | Γ(ρ γ(e −bn −e −β ) ) − , which is just proportional to the desired (n + 1)-step periodic Macdonald process.
Observables of periodic Macdonald measures
For a random variable f :
where the function f is identified with the spectrum of the operator O(f ). We also write, for Macdonald positive specializations ρ + and ρ − ,
Then the correlator of random variables f 1 , . . . , f N under an N -step periodic Macdonald process P ρ + ,ρ − q,t;u is just the following trace over the Fock space F:
, where 1 is the unit function 1(λ) = 1, λ ∈ Y.
Proof of Theorem 1.3: First series of observables.
Comparing the values of the random variable E r and the eigenvalues of the r-th Macdonald operator in Sect. 2, we can conclude that O(E r ) = t r E r .
Proof of Theorem 1.3. The proof is very similar to that presented in [Kos19] except for that the vacuum expectation value there is replaced by the trace over the Fock space here. From Proposition 2.6, it follows that
:η(z 1 ) · · · η(z r ): .
Now the product of operators
is not normally ordered with respect to the Heisenberg algebra. The first step is to rearrange it into the normally ordered product. By a standard computation of OPE Proposition 2.5, we have
for n > 0. Applying the trace formula for a vertex operator in Proposition 2.3, we can see that the desired result follows.
We saw in Corollary 1.4 that, when N = 1, the expectation value gets simpler. Let us see a particular case where the specializations ρ + and ρ − are both a Plancherel specialization ρ γ(1−u) for γ > 0 as in Sect. 4. Then the kernel of the determinant becomes
Example 5.1. Let us compute the specific case r = 1. In this case,
Recall that the 0-th order modified Bessel function of the first kind is defined by
Then the desired expectation values is expressed as
Let us further take the Hall-Littlewood limit q → 0. Under this limit, we have
Therefore, we can see that
In the subsequent subsections, we focus on a periodic Macdonald measure N = 1. It is not difficult to see that the results below can be extended to an N -step periodic Macdonald processes of N ≥ 2.
5.2.
Second series of observables. The next series of observables is obtained from the first one by inverting parameters q and t. For r ∈ N, we consider a random variable
Proof. We write :
Then, by a standard computation of OPE Proposition 2.5, we have
We can see that the operator in the right hand side is
for n > 0. The trace formula in Proposition 2.3 gives the desired result.
If we take the Plancherel specialization ρ ± = ρ γ(1−u) with γ > 0, the kernel function becomes
Example 5.3. In case of r = 1, we have
In the q-Whittaker limit, t → 0, we have
Therefore,
Third series of observables.
For r ∈ N, we consider G r : Y → F defined by G r (λ) = g r (q λ t −ρ ; q, t). Following the argument in Subsect. 2.3, we see that the corresponding operator is
which is almost the same as O(E r ) except for the determinant part and the overall sign. Therefore, the following theorem immediately follows.
Theorem 5.4. For r ∈ N, the expectation value of G r under a periodic Macdonald
Fourth series of observables. The final series of observable we consider is G ′ r :
which is almost the same as O(E ′ r ). Therefore, we have the following. Theorem 5.5. For r ∈ N, the expectation value of G ′ r under a periodic Macdonald
Shift-mixed measures and the Schur-limit
In this section, we prove Theorem 1.6 concerning an expectation value under a shiftmixed periodic Macdonald measure and its Schur-limit Proposition 1.7. 6.1. Fock space description. It is immediate that a shift-mixed periodic Macdonald measure admits an interpretation in terms of Fock spaces. We set Ξ = F ⊗ C[e ±α ] and Ξ † = F † ⊗ C[e ±α ]. We often write |v ⊗ e nα := |v ⊗ e nα ∈ Ξ, |v ∈ F, n ∈ Z and v ⊗ e nα | = v| ⊗ e nα ∈ Ξ † , v| ∈ F † , n ∈ Z. A paring Ξ † × Ξ → C is naturally defined by v ⊗ e mα |w ⊗ e nα = v|w δ m,n , v| ∈ F † , |w ∈ F, m, n ∈ Z. We define the charge operator a 0 ∈ End(Ξ) by a 0 |v ⊗ e nα = n |v ⊗ e nα , |v ∈ F, n ∈ Z and the energy operator H = D + a 2 0 /2. Then the weight of a shift-mixed periodic Macdonald measure is expressed as
Obviously, the operator corresponding toẼ r is
which we call the r-th extended Macdonald operator. Therefore, the expectation value is computed as
Proof of Theorem 1.6. It follows straightforwardly that
while the trace over the Fock space F has been computed in the proof of Theorem 1.3 6.3. Schur-limit. We fix t and consider the Schur-limit q → t. Let us introduce the charged free fermion:
a −n n z n exp − n>0 a n n z −n , ψ * (z) = e α z a 0 exp − n>0 a −n n z n exp n>0 a n n z −n .
According to the boson-fermion correspondence (see e.g. [KRR13, Lecture 5]), the space Ξ is isomorphic to the fermion Fock space with respect to so defined fermion fields at the Schur-limit q → t. For r ∈ N, set
Proposition 6.1. For each r ∈ N, the extended Macdonald operatorẼ r reduces, at the Schur-limit q → t, to E r (t).
Proof. Owing to the fermionic Wick formula or the Cauchy determinant formula, we see that
which implies the desired result.
Note that the operator E 1 (t) is essentially the same as the one introduced in [OP06]. Due to Proposition 6.1, we can say that the Macdonald operators are deformation of the operators E r (t), r ∈ N, each of which is realized by means of the charged free fermion. More precisely, we apply deformation of the Heisenberg algebra only after rearranging the operator E r (t) in normally ordered manner with respect to the bosonic modes to obtain the corresponding Macdonald operator. Note that a similar observation has been given in [Pro19] for the Nazarov-Sklyanin operator in the Jack case [NS13] . Following this recognition about the Macdonald operators, we can understand the determinant found in the free field realization of the Macdonald operators, which is also the origin of the determinantal structure of Macdonald processes, as remnant from when they were written in terms of free fermions before the deformation.
We can see that the boson-fermion correspondence implies the following identity.
Proposition 6.2. Let x 1 , . . . , x r , y 1 , . . . , y r be indeterminates and let u, ζ ∈ (0, 1) be parameters. We have
Proof. We compute the correlation function
in two different ways; in the bosonic and fermionic methods. On the bosonic side, we have
The trace over Ξ is evaluated by decomposing it into the sum over charges and the trace over F that can be computed by applying Proposition 2.3. Consequently, we have ψ(x 1 ) · · · ψ(x r )ψ * (y r ) · · · ψ * (y 1 ) u,ζ (6.1)
On the other hand, the fermionic Wick formula (see [BB19, Appendix B]) allows us to have
where the two point function is obviously
as a special case of (6.1) at r = 1. Comparing (6.1) and (6.2), we can see the desired identity.
As an application of Proposition 6.2, we can check that the formula in Theorem 1.6 reduces to integral of a single determinant at the Schur-limit q → t proving Proposition 1.7, which is of course expected since the observableẼ r reduces to E r written by means of fermions.
Appendix A. Generalized MacMahon formula for cylindric partitions
In this appendix, we describe an application of periodic Macdonald processes to combinatorics; generalized MacMahon formula for cylindric partitions. In the first version of the manuscript for this paper that appeared on arXiv, the content of this appendix was in the main text. Later, we found that the same result had been obtained in [Lan12] . We believe, however, that including this appendix containing a self-contained description and a detailed proof of the generalized MacMahon formula for cylindric partitions in the present paper much helps readers who are concerned with combinatorics.
A.1. From plane partitions to cylindric partitions. A plane partition is a collection of non-negative integers π = (π i,j ) i,j∈N such that π i,j ≥ π i,j+1 and π i,j ≥ π i+1,j for all i, j ∈ N and |π| = i,j∈N π i,j < ∞. When a plane partition is represented as π 1,1 π 1,2 π 1,3 · · · π 2,1 π 2,2 π 2,3 · · · π 3,1 π 3,2 π 3,3 · · · . . . . . . . . . . . . , it is naturally understood as a collection of boxes in (R ≥0 ) 3 so that there are π i,j boxes of unit linear length piled vertically at the position (i, j) ∈ R 2 . Let us denote the collection of plane partitions by P. Then the generating function of plane partitions is given by (see e.g. A two parameter (q, t)-deformation of the MacMahon formula was proposed by [Vul09] . Let us fix (i, j) ∈ N 2 and define partitions λ, µ and ν by λ = (π i,j , π i+1,j+1 , . . . ), µ = (π i,j+1 , π i+1,j+2 , . . . ), ν = (π i+1,j , π i+2,j+1 , . . . ).
Associated with these data, we set
where f (u) = (tu;q)∞ (qu;q)∞ . The product reduces to a finite product since the factor is unity for sufficiently large m. Then the weight for a plane partition π is defined by
Since, if π i,j = 0, F π (i, j; q, t) = 1, the product over N 2 can be replaced by a product over the support of π. The generalized MacMahon formula by [Vul09] reads
Note that when we set q = t, it recovers the MacMahon formula.
Remark A.1. Let us set, for n, m ∈ Z ≥0 ,
Then we havef
.
Therefore the weight for each box (A.1) is also written as
which is the same as the one used in [Vul09] (The symbolf here is denoted as f in [Vul09] ).
In this appendix, we describe this kind of generalized MacMahon formula for cylindric partitions. To define a cylindric partition, it is convenient to regard a plane partition as a sequence of partitions. There are several ways of it. In fact, we can define a sequence (λ i : i = 1, 2, . . . ) of partitions by λ i = (π i,1 , π i,2 , . . . ) or λ i = (π 1,i , π 2,i , . . . ), or even by λ i = { (k, l) ∈ N 2 : π k,l ≥ i } from a plane partition π. The relevant way for us is, however, to identify a plane partition π with a bilateral sequence (λ i : i ∈ Z) of partitions each of which is a diagonal slice of the plane partition defined by λ 0 = (π 1,1 , π 2,2 , . . . ), λ n = (π 1,n+1 , π 2,n+2 , . . . ), λ −n = (π n+1,1 , π n+2,2 , . . . ), n > 0.
It is immediate that a bilateral sequence (λ i : i ∈ Z) of partitions determines a plane partition if and only if the relations
hold. Here, we write λ ≻ µ for two partitions λ, µ if µ ⊂ λ and the skew-partition λ/µ is a horizontal strip, i.e., it has at most single box in each column.
We further extend the notion of a plane partition introducing a boundary profile. For a partition ν, a plane partition with boundary profile ν is a collection π = (π i,j ) i∈N,j≥ν i +1 such that π i,j ≥ π i,j+1 , π i,j ≥ π i+1,j for all i ∈ N, j ≥ ν i +1 and |π| = i∈N ∞ j=ν i +1 π i,j < ∞. To associate a bilateral sequence of partitions to a plane partition with boundary profile ν, we extend π ∈ P(ν) to π = (π i,j ) i,j∈N by setting π i,j = ∞ if (i, j) ∈ ν, where we identified a partition ν with its support ν = { (i, j) : i = 1, . . . , ℓ(ν), j = 1, . . . ν i }. Then we set λ 0 = (π 1,1 , π 2,2 , . . . ),λ n = (π 1,n+1 , π 2,n+2 , . . . ),λ −n = (π n+1,1 , π n+2,2 , . . . ), n > 0.
For each n ∈ Z, we write p n = min { j ∈ N :λ n j < ∞ } and define λ n = (λ n pn ,λ n pn+1 , . . . ). Then we have obtained a bilateral sequence (λ n : n ∈ Z) of partitions from a plane partition with boundary profile ν. To recover a plane partition with boundary profile ν from a bilateral sequence of partitions, we define the Maya diagram of ν by
Then a bilateral sequence (λ n : n ∈ Z) of partitions determines a plane partition with boundary profile ν if and only if the relations
for all n ∈ Z hold. When ν = ∅, this condition reduces to the one for a plane partition since M(∅) = Z ≤−1 .
We can define a cylindric partition as a generalization of a plane partition with a boundary profile viewed in the above manner. Let us fix N ∈ N and and write [1, N ] = { 1, . . . , N }. A cylindric partition of periodicity N and boundary profile M ⊂ [1, N ] is a sequence λ = (λ 1 , . . . , λ N ) of partitions such that
for all k = 1, . . . , N , where we identify λ N +1 = λ 1 . We write CP(N, M) be the collection of cylindric partition of periodicity N and boundary profile M. For a cylindric partition λ ∈ CP(N, M), we call the number |λ| = N k=1 |λ k | its weight. We define a weight for a cylindric partition λ ∈ CP(N, M). For fixed k ∈ [1, N ] and j ∈ N, we define partitions
The generalized MacMahon formula [Lan12] for cylindric partitions reads as follows. 
A.2. Proof of Theorem A.2. This subsection is devoted to a proof of Theorem A.2. Given a boundary profile M ⊂ [1, N ], we apply the following specializations to the weight
x 1 = x 2 = · · · = 0, and if k ∈ M, then ρ + k : x 1 = x 2 = · · · = 0, ρ − k : x 1 = s k , x 2 = x 3 = · · · = 0.
The specializations ρ + 0 and ρ − N are defined so that if N ∈ M, then ρ + 0 : x 1 = 1, x 2 = x 3 = · · · = 0, ρ − N : x 1 = x 2 = · · · = 0, and if N ∈ M, then 
Proof. Since for each k = 1, . . . , N , either ρ + k or ρ − k is the zero specialization, the weight vanishes unless µ k = λ k when k ∈ M and µ k = λ k+1 when k ∈ M. Recall that [Mac95, Chapter VI, (7.14) and (7.14 ′ )]
It is obvious from the definition of the weight
Now the right hand side can be further computed by means of Proposition 1.1 to be
It remains to show the following property.
Lemma A.4. For every λ ∈ CP(N, M), we have
Proof. We show this by induction in terms of numbers of boxes. For the empty cylindric partition ∅ = (∅, . . . , ∅), it is obvious that F ∅ (q, t) = 1 = Φ ∅ (q, t). Given λ ∈ CP(N, M), let us fix k ∈ {1, . . . , N } and write λ = λ k , λ L = λ k−1 , λ R = λ k+1 , where we understand λ 0 = λ N and λ N +1 = λ 1 . We let λ ′ be the partition made from λ by removing the last row, i.e., λ ′ = (λ 1 , . . . , λ ℓ(λ)−1 , 0) and assume that λ ′ = (λ 1 , . . . , λ L , λ ′ , λ R , . . . , λ N ) ∈ CP(N, M). Then it suffices to show that
On one hand, we have
the second factor of which is
(3) When λ L ≻ λ ≺ λ R . In this case, ℓ(λ L ) = ℓ(λ R ) = ℓ(λ) and
the first factor of which is
In any case, we can see (A.2) and, therefore, the desired relation
A.3. Limiting cases. Let us investigate some limiting cases. Obviously, at the Schurlimit q → t, the weight F λ (q, t) reduces to the unity and our formula recovers the MacMahon formula for cylindric partitions presented in [Bor07] . 
The generalized MacMahon formula for plane partitions [Vul09] is recovered at the infinite period limit N → ∞. To see this, we translate a boundary profile M in Z and understand M ⊂ { −N, −N + 1, . . . , N − 2, N − 1 }. Therefore, it is a boundary profile of cylindric partitions of periodicity 2N . In particular, if we take M = { −N, −N + 1, . . . , −1 }, we have
At the limit N → ∞, the collection CP(2N, M) of cylindric partitions approaches the collection of plane partitions P and, assuming s ∈ (0, 1), the right hand side converges to
To describe the Hall-Littlewood limit q → 0, we introduce some notions. Let us fix a cylindric partition λ ∈ CP(N, M) of periodicity N and boundary profile M. For a position (k, j) ∈ [1, N ] × N, the level h(k, j) is defined by
We also say that a position (k, j) is adjacent to ( 
where the product runs over local connected components of fixed levels and h(B) is the level of boxes constituting B. In fact, the following proposition is the Hall-Littlewood limit of Theorem A.2 investigated in [CSV11] .
Proposition A.6. Let N ∈ N and let M be a boundary profile. Then
Proof. Our goal is to show that F λ (0, t) = A λ (t) for all λ ∈ CP(N, M). Fix λ and assume that (k, j) ∈ [1, N ] × N is of level h and belongs to a connected component B of the same level. The weight F λ (k, j; q, t) is decomposed into three parts:
For the definition of partitions λ, µ, ν, see Sect. 1. The first part is identical to unity because, by definition of the level, we have
Since f (u) → 1 − tu at the Hall-Littlewood limit q → 0, the third parts converge to unity at that limit. Only the second part has nontrivial limit so that
Notice that (k,j)∈B c(k, j) = |B| − 1 B : local, |B| = N B : global. Therefore, we have
We say that a cylindric partition λ ∈ CP(N, M) is a strict cylindric partition if there is no local connected component of level larger than 1. We denote SCP(N, M) is the collection of strict cylindric partitions in CP(N, M). Since the weight A λ (t) is defined multiplicatively, it vanishes at t = −1 if λ contains a local connected component of level larger than 1. Therefore, we have
where k(λ) is the number of local connected components (of level 1) in the support of λ. In [FW07, Vul07] , the authors found the shifted MacMahon formula for strict plane partitions. The following corollary of Proposition A.6 is an analogue of their formula for cylindric partitions. 
Appendix B. Trace of Macdonald refined topological vertices
A topological vertex is a combinatorial object that counts the number of plane partitions with prescribed asymptotic partitions. In [FW17] , the authors proposed a generalization of a topological vertex called a Macdonald refined topological vertex that unifies the refinement of a topological vertex [AK05, IKV09, AK09, AFS12] and the Macdonald deformation [Vul09] . For a triple of partitions λ, µ and ν, the corresponding Macdonald refined topological vertex is V λµν (x, y; q, t) = s∈ν (tx lν (s)+1 y aν (s) ; q) ∞ (x lν (s)+1 y aν (s) ; q) ∞ η∈Y P λ/η (y ρ−1 x −ν ′ ; q, t)Q µ/η (x ρ y −ν ; q, t),
where the specializations are defined by y ρ−1 x −ν ′ : x i → y i−1 x −ν ′ i and x ρ y −ν : x i → x i y −ν i , i ≥ 1. When we set q = t, it reduces to the refined topological vertex and when we further set x = y, it reduces to the topological vertex [AKMV05] . In [BKY18] , the authors presented several trace identities for topological vertices. A generalization of one of their results to a Macdonald refined topological vertex reads as follows: For those specializations, we have
for n > 0. Therefore,
(tx i y ν 1 −ν i ; q, u, y) ∞ (x i y ν 1 −ν i ; q, u, y) ∞ To write another formula regarding the trace of a Macdonald refined topological vertex, we denote the set of nonnegative signatures as
Sign + N , Sign + N = λ = (λ 1 , . . . , λ N ) ∈ Z N : λ 1 ≥ · · · ≥ λ N ≥ 0 .
We set ℓ(λ) = N if λ ∈ Sign + N . Note that, in contrast to a partition, λ ℓ(λ) can be zero. As in the case for a partition, we also write m r (λ) = # { i : λ i = r } and |λ| = i λ i . Theorem B.3. Letq andt be parameters possibly different from other ones q, t, x, y. We have the following identity: Proof. First, notice that V ∅λ (q, t;q,t) V ∅∅λ (q, t;q,t) = P (q −λ ′ t ρ−1 ;q,t) = e 1 (q −λ ′ t ρ−1 ) = E ′ 1 (λ ′ ).
