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ABSTRACT. A two-dimensional thermal convection problem in a circular an-
nulus subject to a constant inward radial gravity and heated from the inside 
is considered. A branch of spatio-temporal symmetric periodic orbits that are 
known only numerically shows a multi-critical codimension-two point with a 
triple +l-Floquet multiplier. The weakly nonlinear analysis of the dynamics 
near such point is performed by deriving a system of amplitude equations us-
ing a perturbation technique, which is an extensión of the Lindstedt-Poincaré 
method, and solvability conditions. The results obtained using the amplitude 
equation are compared with those from the original system of partial differen-
tial equations showing a very good agreement. 
1. Introduction. The free thermal convection of a Boussinesq fluid in a circular 
annulus, subject to a constant inward radial gravity and heated from the inside is 
considered. This problem provides the simplest two-dimensional model for natural 
convection in the equatorial plañe of atmospheres and planetary interiors (see [9], 
and the introduction of [12]). Since the problem is independent of the axial coordí-
nate z, only roll-like structures, which are exact solutions for a cylindrical annulus 
subject to stress-free and perfectly conducting top and bottom boundaries [1], and 
perturbations keeping the two-dimensionality are studied. 
Beyond the physical relevance of the problem, the z-independent Boussinesq 
equations constitute a dynamical system of great interest from the point of view 
of the bifurcation theory. It is complex enough to give rise to new or not well 
known spatio-temporal dynamics, but, since it is two-dimensional, it can still be 
deeply explored from numerical simulations for small aspect ratios. In this case, the 
number of coexistent flows is relatively small and low-dimensional dynamics may be 
expected. The nonlinear dynamics can be understood in terms of the bifurcation 
theory for systems of ordinary differential equations (ODEs). In this sense, the 
results presented in this paper also concern other problems that are equivariant 
under the same symmetry group (0(2)). Such is the case of the dynamics that arises 
on a thin smectic-yl liquid crystal ñlm suspended in a small annulus, with an electric 
ñeld applied in the radial direction [5], or of Rayleigh-Bénard convection [3, 7]. 
We develop a perturbation method to build and analyze the amplitude equations 
near a codimension-two bifurcation of a group orbit of symmetric time periodic 
solutions. They are direction reversing traveling waves, which drift back and forth 
in the angular direction without net drift [8]. Due to the rotation invariance of 
the problem, the group orbit is a circle. The codimension-two point was detected 
by integrating the full PDE system, and the numerical results indicate that the 
bifurcated flows keep some spatio-temporal symmetries, which consequently prevent 
net azimuthal drift. This dynamical behavior may seem anomalous in the context 
of known bifurcation theory, and requires a theoretical explanation. 
One of the techniques usually employed to study theoretically the dynamics and 
bifurcations of symmetric periodic orbits consists of constructing return maps, in 
order to describe the trajectories avoiding the time dependence of the periodic 
orbits [17]. Other authors adopt a more formal approach and study the problem 
in the context of equivariant bifurcation theory [10, 16, 11]. Probably, the method 
used in [2, p.135, VI.1] for ribbon solutions in the Taylor-Couette problem is the 
most closely related to the method developed here. However, the time evolution for 
the ribbon solutions is trivial because they are azimuthal rotating waves, and the 
coefñcients of the amplitude equations are not computed. 
We propose a new approach to account for the nonlinear dependence of the period 
of the orbits, which can be thought as a generalization of the Lindstedt-Poincaré 
technique of ODEs to PDEs. It is a semi-analytical classical technique of relatively 
easy application to systems with quadratic nonlinearities. This technique allows to 
calcúlate (the coefñcients of) the amplitude equations that describe the dynamics on 
the center manifold associated with bifurcation points, including spatial symmetry-
breaking transitions. Equivariant bifurcation theory alone does not provide the 
numerical valúes of the coefñcients, and return maps are not directly known in 
PDE systems, which is an additional strong difñculty when trying to calcúlate 
amplitude equations using this approach. In this paper, the symmetry properties of 
the eigenfunctions obtained in the numerical linear stability analysis of a circle of 
stable D4-symmetric periodic orbits us, found for radius ratios 0.3 < r¡ < 0.35, are 
used to derive the amplitude equations, to anticipate the appropriate expansión of 
us, and to simplify the recursive system of nonhomogeneous equations that involve 
the coefñcients. These equations exhibit T-periodic solutions if and only if their 
forcing terms are orthogonal to the ñve linearly independent periodic orbits of the 
adjoint problem. Weakly nonlinear Floquet analysis of PDEs is also used in [18], [15] 
for the study of pattern formation in weakly damped Faraday waves, but in this 
case the problem is self-adjoint and the basic solution analytically known. 
The paper is organized as follows. After the introduction and the statement of 
the problem in Sec. 2, Sec. 3 describes the linear stability analysis of the PDEs, 
and the symmetries of the eigenfunctions at the multi-critical bifurcation point. 
Secs. 4 and 5 deal with the amplitude equations and with the system of linear 
partial differential equations that determine the coefñcients through the appropriate 
solvability conditions. The latter are derived in an appendix, where the formulation 
and resolution of the adjoint problem is also given. The amplitude equations are 
analyzed in Sec. 6, and the ñnal conclusions are contained in Sec. 7. 
2. Thermal convection in a circular annulus. Let us consider Boussinesq 
thermal convection in a two-dimensional annulus of inner and outer radii i?¿ and 
R0 = Ri + d, heated from inside. The problem is governed by mass conservation, 
Navier-Stokes and energy equations, 
V - v = 0, (1) 
(0 t + v - V ) v = -p^Vp + vV^-asiT-Ti), (2) 
(0 t + v - V ) T = «V2T, (3) 
respectively, where v is the velocity ñeld, T the temperature, p¿ the density at T¿, 
p the deviation of the pressure from the hydrostatic pressure, g = — gér the radial 
gravity vector, a the thermal expansión coefñcient, v the kinematic viscosity, and 
K the thermal diffusivity of the fluid. Non-slip and perfectly conducting boundary 
conditions are taken, namely v = 0, and T = T¿ and T = T0 at i?¿ and R0, 
respectively. 
By taking AT = T¿ — T0, d, and d? /K as temperature, length, and time units, 
respectively, the three non-dimensional parameters that appear in the equations 
are the radius ratio, r¡ = Ri/R0, the Prandtl number, a = I//K, and the Rayleigh 
number, Ra = aATgd3/nv. With this scaling, the non-dimensional inner and outer 
radii are fi¿ = 77/(1 — r¡) and R0 = 1/(1 — rj), and the non-dimensional ñelds are 
u = {d/n)v, and T = T/AT. 
In order to eliminate the pressure, the velocity u is written as u = / é g + V x (ipéz), 
where éz is the unit vector perpendicular to the plañe of the annulus. Then, the 
stream function 
*( t , r ,0) = V ( í , r , 0 ) - f f(t,r)dr (4) 
JRi 
veriñes u = V x (^éz), f(t, r) = Pgug(t, r, 6), and Pgt¡j(t, r, 0) = 0, where 
Peg(t,r,0) = —J g(t,r,0)d0 
is the azimuthal average operator. Note that the azimuthal mean flow / is needed 
if the azimuthal average of -¡/> is imposed to be zero by using homogeneous boundary 
conditions, which are convenient in numerical computations. 
The equations for / and -¡/> are the azimuthal average of the azimuthal component 
of the Navier-Stokes equation, and the z component of its curl, respectively. The 
energy equation is written for the perturbation of the conductive state © = T — Tc, 
the conductive state being u = 0, Tc(r) = % + ln(r/i?j)/lníy. Then, 
'I 0 0 \ / A íaK 0 0 \ / / N 
0 i" 0 dt 8 = 0 A - ( r M n ? ? ) - 1 ^ 8 
v0 0 A \ V>/ \ 0 ar-iRa de CTAA / \ip. 
(5) 
Pfí ¡r Atpdgtp 
JW,e) - fdee/r 
,(1 - Pe)J(*P, AV-) + Afc%^/r - fdg^/rj 
where A = (dr + l/r)dr + ( l / r 2 )9 | e , A = dr(dr + 1/r), and J{h,g) = {drhdgg — 
drgdgh)/r. With this formulation, the no-slip boundary conditions for the velocity 
ñeld, and the conditions for the temperature perturbation at the boundaries are 
/ = V> = dA = © = 0 at r = ñ 0 , ñ¿. (6) 
See [14] for details. A simple inspection reveáis that the system is 0(2)-equivariant, 
0(2) being generated by arbitrary rotations and reflections with respect to diame-
ters, i.e., the actions 
9—>9 + 90, u—> u . . 
9^290-9, u^(u, [) 
with u = (/, ©, tp) and C,u = (— / , ©, —"0)) leave the system invariant. The equations 
are autonomous, and so invariant under arbitrary time transíations t —> t + to-
3. Symmetric periodic orbits and their stability. The conductive steady 
state is an 0(2) invariant solution of the system for any Ra and a valúes. Below the 
critical Rayleigh number for the onset of thermal convection, heat is transported by 
conduction. When Ra is increased, keeping a = 0.025 and r¡ near 0.3, the conductive 
steady state suffers successive steady bifurcations, which break its invariance under 
arbitrary rotations. The new nonaxisymmetric steady solutions have consecutive 
azimuthal wavenumbers n = 3, 2, 4, etc., but maintain the reflection symmetry pgk, 
with respect to appropriate diameters 9/. = 9Q + kn/n, and the invariance under 
2kn/n rotations, <5"2fc7r/«> w i th k = 0 , 1 , . . . , n — 1. The angular phase 0Q is ñxed by 
the initial conditions. The discrete spatial symmetry group of these steady solutions 
is Dn , generated by the 2n/n rotation, and the reflection through 0\ = 0Q + ir/n, 
i. e., 
P27r/n : 9 —> 9 + 2ir/n, u —> u, 
ag1 : 9 —> 291 —9, u —> Qu. 
Their spatio-temporal symmetry group is Dn x R, where R is the time translations 
group. 
FIGURE 1. Stable n = 4 steady solution at Ra = 6300, and r¡ = 0.3. 
Bifurcations from the conductive state are symmetry-breaking steady-state bifur-
cations in which multiplicity two eigenvalues cross the imaginary axis and genérate 
a circle of solutions. All the steady states above described, except for the branch 
with azimuthal wavenumber n = 3 are, initially, unstable. However, the branch 
with azimuthal wavenumber n = 4 stabilizes at higher Ra valúes, after all positive 
eigenvalues have crossed back the imaginary axis. Fig. 1 shows the spatial symme-
tries of a stable steady solution on this branch at Ra = 6300, and r¡ = 0.3. The 
stream function, ^(t,r,9), is plotted on the left. Solid and dashed lines indicate, 
respectively, anti-clockwise and clockwise vórtices. The temperature perturbation, 
@(í, r, 9), is plotted on the right. Solid and dashed lines correspond, respectively, to 
higher and lower temperatures than that of the conductive state. This convention 
will be kept along the paper. All the contour plots of the paper have azimuthal 
phase #o = 0. 
By increasing Ra further, the steady n = 4 branch loses stability in a Hopf 
bifurcation, which yields a new circle of stable time periodic orbits, us, plotted as 
the lower horizontal line in the bifurcation diagrams of Figs. 2 and 3 (see [12] for 
further details on the sequence of bifurcations), and is labeled with n = 4 because 
us keeps the 7r/2-rotational symmetry of the steady state. The bifurcation breaks 
the (purely spatial) reflection symmetry of the steady solutions, but preserves a 
spatio-temporal reflection symmetry. Thus the spatio-temporal isotropy group of 
us (see Fig.4) is D4, generated by 
PTT/2 • 9—>9 + ir/2, US—>US, 
<rei: t ^ t + T/2, 9 - • 29í - 0, us-> Qus, 
where T is the period of us, and 9\ = 9Q + ir/'4. Physically these are direction 
reversing traveling waves without net azimuthal drift. From now on, we shall focus 
on this branch of symmetric time periodic orbits, which will be referred to as the 
basic branch. 
The symmetric time periodic solutions, u, obtained for r¡ = 0.32 and 0.35 are 
shown in ñgs. 2 and 3, respectively, where the norm ||w — MS||L2(SI) (associated to 
the inner product deñned in eq. (40) below) is plotted versus Ra. At every point 
of the diagram, u and us are calculated by using the Poincaré map obtained upon 
intersection of the orbits with the hyperplane deñned such that the net azimuthal 
mass flow 
/ ( * ) = p - ^ - p " / ° / (* , r )dr 
vanishes. Newton-Krylov continuation of periodic orbits [19] is used, with Ra as 
the continuation parameter. The ñelds 0 and tp are expanded in Fourier series in 
the azimuthal direction, and collocation for their coefñcients and for / is employed 
in a radial mesh of Gauss-Lobatto points. 
Solutions related by the symmetries of the system, (7), are projected onto the 
same point of the diagrams, and stable/unstable solutions are plotted with solid/dashed 
lines. This convention will be kept along the paper. The change of line style in the 
middle of branch (i) in Fig. 3, corresponds to a real ¡1 = +1 bifurcation, which 
breaks the last spatio-temporal symmetry of the periodic orbit, and so produces a 
branch of azimuthally drifting quasi-periodic orbits (not shown in Fig. 3). In the 
remaining bifurcation points some spatio-temporal reflection symmetries are pre-
served, and thus lead to bifurcated branches that exhibit no net azimuthal drift. 
Their stability is generally studied computing the Floquet multipliers (FM) with 
an Arnoldi method. If it is required due to multiplicities in the spectrum, a more 
expensive subspace iteration method is used. 
At any valué of Ra, the spectrum of the linearized problem around any periodic 
solution, u, has two marginal ¡1 = +1 FMs due to invariance under rotation and 
time translation with eigenfunctions 
U4 = dgu, U5 = dtu. 
When r¡ = 0.32 (Fig. 2), the ñrst pitchfork bifurcation on the n = 4 branch at 
Ra = 10557 is an azimuthal subharmonic (the (7r/2)-azimuthal period is doubled) 
instability. It preserves the invariance under a ir rotation, and in consequence is 
labeled as n = 2 (the label (ii) is also used for comparison with the final results). 
The second instability at Ra = 10961 is associated with a double ¡1 = +1 FM, 
and breaks all spatial symmetries. Thus it yields two different bifurcated branches 
(i) and (iii)(a), not related by the symmetries of the system. Instead, when r¡ = 
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FIGURE 2. Bifurcation diagram of symmetric periodic orbits for 
r¡ = 0.32. 
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FIGURE 3. Bifurcation diagram of symmetric periodic orbits for 
r¡ = 0.35. 
0.35 (Fig. 3), the ñrst instability at Ra = 8860 is the one that breaks all the 
spatial symmetries and gives rise to branches (i) and (iii)(a), the latter being now 
subcritical. This implies that the order in which these two bifurcations occur as Ra 
is increased is reversed as r¡ moves between these two valúes. Thus, both bifurcation 
points must coalesce at some intermedíate valué of r¡. We are interested in studying 
this codimension-two point, obtained numerically at the critical radius ratio r¡c = 
0.3255 and critical Rayleigh number Rac = 10385. At this point the double FM 
(forced by the symmetries), and the spatial subharmonic pitchfork bifurcations of 
time periodic orbits collapse in a triple ¡i = +1 bifurcation (plus the other two FM 
with eigenfunctions U4, Us deñned above). Since the solutions that bifúrcate from 
the basic branch still preserve some spatio-temporal reflection symmetries, all the 
branches of time periodic solutions plotted in figs.2 and 3 at r¡ = 0.32 and 0.35 
correspond to solutions with no net drift. Now, we are interested in elucidating 
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FIGURE 4. From left to right, (a), (b) instantaneous streamlines 
and temperature perturbation, respectively for us(0), and (c), (d) 
for us{T/2). Rac = 10385, r¡c = 0.3255. 
whether mode interactions near the codimension-two point can break the spatio-
temporal reflection symmetry and trigger net-driíting instabilities [4]. 
Let Ui, with i = 1, . . . ,5, be the eigenfunctions associated to the quintuple 
¡JL = +1 FM. If Ui, U2 correspond to the double FM, they can be chosen such that 
Ui(t, r, 9) = —U2(t, r,6 + TT/2) (see the ñrst and third rows of Fig. 5). Both break 
the spatial symmetries of the basic solution, but each of them retain one spatio-
temporal symmetry. Consequently the symmetry groups of U\ and U2 are both Z2, 
generated by a^/2 and a o, respectively. 
The eigenfunction U3, shown in Fig. 6, breaks the ir/2 rotational invariance, but 
maintains the invariance by a ir rotation, and under spatio-temporal reflections by 
0\ = ir/4 and 63 = ?>ir/A. Its symmetry group is Z2 x Z2, generated by pv and 0^/4. 
The eigenfunction U4 = dgus, shown in Fig. 7, maintains the TT/2 rotational 
invariance, but changes the spatio-temporal symmetry because the azimuthal de-
rivative introduces a change of sign. Its symmetry group is Z4 generated for instance 
by /v/4. In addition, U5 = dtus has the same symmetries as us (Fig. 8). Therefore, 
its symmetry group is D4 (see also [13]). 
In order to anticípate the form of the amplitude equations, the spatial ir/2 rota-
tion and two spatio-temporal reflections by the diameters 0\ = 0 and #2 = ir/2 are 
considered, namely 
PTT/2 • 9—>9 + ir/2, us—>us, 
a0 : t —>• t + T/2, 6 —> -9, us —> (us, 
o-jr/2 : í —>• í + T/2, 9 -^ ir - 9, us -^ C,us, 
even though these are not independent, since a^/2 = p\¡2 ° ao-
4. Symmetries of the eigenfunctions: Amplitude equations. As indicated 
above, we could expect that the system exhibits drift instabilities (yielding rigid-
like rotations around the origin) when the spatio-temporal reflection symmetries are 
broken. Then, near the codimension-two point, the rotation would be quite slow 
FIGURE 5. From left to right, (a), (b) instantaneous streamlines 
and temperature perturbation, respectively, for Ui(0), (c), (d) for 
IMT/2), (e), (f) for U2(0), and (g), (h) for U2(T/2). Rac = 10385, 
r¡c = 0.3255. 
and would involve the [/4-eigenmode associated with the invariance under rotations. 
As usually [4], a convenient weakly nonlinear description of these rotating solutions 
requires to use a rotating frame of reference with 0 = <p(t), where the possibly 
non-constant (slow) azimuthal phase shift <p must be determined as a part of the 
solution. Similarly because of the invariance under time translations we introduce 
a slow, time dependent temporal phase </>, which must also be determined as a part 
of the solution. The shifts <p and </> are associated with the U4 and U5 eigenmodes, 
respectively. Thus, near the multi-critical point the solution can be written as 
3 
u(t, r, 6) = US{T, r, 6 - <p{t)) +J2Aj(t)Uj(^ ^ e ~ V>(t)) + •••, (8) 
FIGURE 6. From left to right, (a), (b) instantaneous streamlines 
and temperature perturbation, respectively, for 1/3(0), and (c), (d) 
for U3(T/2). Rac = 10385, r¡c = 0.3255. 
FIGURE 7. From left to right, (a), (b) instantaneous streamlines, 
and temperature perturbation, respectively, for 1/4(0), and (c), (d) 
for U4(T/2). Rac = 10385, i]c = 0.3255. 
where T and t are a fast and a slow time variables, related to the original time 
variable as 
T = t-4>(t), t = t. (9) 
The amplitudes Aj are real because the eigenfunctions Uj are real. In order to make 
the analysis below more flexible, we are not scaling the slow time variable t. The 
fact that this variable is slow is imposed requiring that both the amplitudes and 
the phase shifts depend weakly on time, namely 
\Áj\4¿\Aj\4¿lfoij = 1,2,3, M « l , H « l , (10) 
FIGURE 8. From left to right, (a), (b) instantaneous streamlines, 
and temperature perturbation, respectively for Us(0), and (c), (d) 
for U5(T/2). Rac = 10385, r¡c = 0.3255. 
where the dot means d/dt, and we are also imposing that the real amplitudes be 
small (as required by the weakly-nonlinear level of our analysis), namely that the 
solution be cióse to a (conveniently rotated and translated in time) base solution. 
The structure of the amplitude equations is restricted by the symmetries of the 
eigenfunctions at the codimension-two bifurcation point. These symmetries can be 
extracted from figures (4-6), to be 
Cu„, U-\ —> —CU-i, 
T/2, e^-e, v^-v ' Un cu2, u3 <U3, 
•T/2, Lf- ¥ 
Us 
Un 
6 + ir/2, cp^cp + ir/2 
Cus, UÍ -> CUi, 
• - c u 2 , u3 -+ - c u 3 , 
us —> us, U\ —>• -U2, 
U2 -+ Uu U3 -+ -U3. 
These lead to the following symmetries in terms of the amplitudes Aj, the phase 
shift <p, and the time shift </> transformations 
ip —> -ip, Ai —> -Ai, A3 
(p^n-(p, A2 —>• -A2, A3 
cp^cp + n/2, Ai^-A2, A2^Ah A3^-A3. 
Up to third order, the most general equations that are invariant under the above 
symmetries are of the form 
Ái = {o.iei + o.3e2)Ai+fiiA2A3 + {^iA\+l2Al+l3Al)Ai 
Á2 = {aiSi + a3e2)A2+l3iAiA3 + {1iAl+l2Al+l3Al)A2 
(a2ei + o.Ae2)A3 + fí2AiA2 + [lA{A\ + A\) + ^A\\A3 
-A3, 
-A3, 
Ai, A3 
(11) 
A3 
4> 
= S(A¡-A¡)A3, 
-Z/ l£ l v¡£2 + Zi(Al + Al) + £2Al 
(12) 
(13) 
(14) 
(15) 
(16) 
The unfolding parameters, E\ = (Ra — Rac)/Rac, and £2 =r¡ — r¡c are small, namely 
M « l , | e 2 | « l , (17) 
and the coefñcients v\, ai, «2, /?i, /?2, 71, • • •, 75, £, £1, and £2 are all 0(1) in the 
limit (17), and are determined through appropriate solvability conditions, which 
are considered below. The coefñcients 1/2, «3 and «4 are obtained from the slopes 
of the plots in figures 9(b) and (d), resulting from the linear stability analysis. 
Note that the amplitude equations (12)-(14) are decoupled from (15)-(16), and 
that the fourth equation gives the slow drift velocity of the pattern ¡p, which vanishes 
identically in the invariant manifolds Ai = ±^2 and A3, = 0, but is generically 
nonzero outside these manifolds, and can lead to a slow net drift (recall that an 
additional fast, instantaneous drift of the pattern, with no net drift, was already 
present in the basic periodic solution). 
5. Determination of the coeflicients of the amplitude equations. The co-
efñcients of the equations (12)-(16) are determined numerically by perturbing the 
solution u, and applying solvability conditions. For the sake of clarity, we only 
consider at the moment perturbations in the Rayleigh number, which only appears 
in the linear part of the right hand side of the equations (5). Perturbations in r¡ 
instead will be avoided at this stage setting £ 2 = 0 (and added a posteriori, using 
fig.9), because they affect both the spatial domain and nonlinear terms in equations 
(5), and thus would lead to fairly involved perturbed equations. 
At £2 = 0 (namely, r¡ = rjc), the system (5) is rewritten as 
Codtu = C\u + £iC,2U + B[u, u), (18) 
where u = (/, ©, tp), CQ denotes the linear operator appearing in the left hand side 
of eq. (5), while the linear operator appearing in the right hand side has been split 
into two parts because of its linear dependence on Ra = Rac(í + £1). The (non-
symmetric) bilinear operator B results from convective terms, and is independent 
of Ra. The boundary conditions (6) are (implicitly) imposed in the domain of the 
linear operators; note that this implies that CQ admits a bounded inverse. 
Since we have been able to anticípate the amplitude equations (12)-(16), we 
can also anticípate the appropriate expansión in the solution u. The amplitude 
equations contain terms that are not of the same order, and thus there are several 
distinguished limits (namely, several relations between the small parameter £1, the 
small amplitudes, and the large slow temporal scale in which the amplitudes evolve). 
In order to avoid restricting the analysis to a particular distinguished limit, we 
consider £1 and the amplitudes Aj as independent small quantities, and seek a 
series expansión of the solution in powers of these quantities, up to the appropriate 
order. The basic solution us and the eigenfunctions Uj must be expanded in powers 
of £1, as 
us = u°s+£iul-\ 
Uj = U°+£iU¡ + --- for j = l , . . . , 3 , 
The expansions (8) are rewritten to include higher order terms, as 
3 3 3 3 
u = u°s+£iu1s+J2MU° +eiU¡)+ J2 AkAlU1kl+YJAJYJAlU% + ..., (19) 
j=l k,l = l j=l k=í 
k<l 
where all the functions w™, t/j™, and U"l depend on (r,r,6 — <p), and Aj and 
<p depend weakly on t (see (10)), with the fast and slow time variables, T and t 
deñned in (9). Note that this means that the time derivative of u in eq. (18) must 
be calculated as 
dt = (l- 4>)dT - ipde + d¡, 
and that Ukl = U¡-k. Also, we are neglecting ei-perturbations of £/¿¡ and £/?fc, 
which are not needed below, and only those third order terms that contribute to 
the amplitude equations are displayed. For convenience, we rewrite the amplitude 
equations (12)-(16) as 
3 3 
Áj(t) = Uj€XAj + J2 Í3jkiAkAt + AjJ2"íjkAl, 
k,l = l k=í 
k<l 
3 
j,k = l 
Úi=k 
3 
4>{t) = -v^ + Y^íóA]. 
Comparison with (12)-(16) shows that 
Vl=Vi, « i = a2 = « 1 , &3 = « 2 , /?123 = /?213 = / ? 1 , /?312 
711 = 722 = 7 l>7 l2 = 721 = 72, 713 = 723 = 73 , 731 = 732 
733=75, ¿31 = S32 = 5, £ 1 = | 2 = £ l , 6 = 6 , 
the remaining coefñcients $jki, 7jfc, and Sjk being zero. 
Substituting the expansión (19) and the amplitude equations (20)-(22) into (18), 
and setting to zero the coefñcient of each monomial in £1, Ai, A2, and As, we 
obtain a recursive system of linear equations that are nonhomogeneous versions 
of the equation that gives the eigenfunctions £7° for j = 1 , . . . , 5, which is eq. (25) 
below. Since this homogeneous equation is singular, namely it exhibits nontrivial T-
periodic solutions, when a forcing term is added the resulting equation does possess 
T-periodic solutions only if the forcing term satisñes an appropriate solvability 
condition, which is obtained in the Appendix. This will determine the coefñcients, 
¿>i, aj, $jki, 7¿fc, Sjk, and £¿ in the amplitude equations (20)-(21). At leadíng order, 
we obtain 
£0dTu0s=£lU0s+B(u0s,u0s), 
which is the equation veriñed by the unperturbed, basic solution w°. At order O(ei), 
we get 
C0dTuls = C1u1s+B(u0s,u1s)+B(u1s,u0s) + C2u0s-iy1CodrU0s, (24) 
which gives the ei-correction to the basic solution. By applying solvability condi-
tions it provides v\. At order O(Aj), the relevant equation is 
¿ = 1,2,3 (20) 
(21) 
(22) 
= /?2, 
= 74, (23) 
C0dTU° = dU° + B(u°s, U°) + B(U°, u°), (25) 
which is the equation veriñed by the unperturbed eigenfunctions. At order O(EIAJ), 
the following equation results 
C0dTU¡ = dU¡ + B{u°s, U¡) + B(U¡,u°) + C2U° + B{uls, U°) + B(U?, u¡) (26) 
This equation provides both the ei-corrections of the eigenfunctions and (applying 
a solvability condition) the coefñcients áj. At order 0(AkA¡), with j ^ k, we obtain 
C0dTUld = C&li + B(u°, Uk\) + B(Ulhu°a) + B(Ul U?) + B(U?, U¡) 
3 (27) 
which provides the coefñcients $jki, and the functions Ukl, with k ^ l. If instead 
k = l, then we have 
C0dTU¡k = CxUlk + B(u°s, U¡k) + B{Ulk,u°a) + B{U°, U°k) + £kC0dTu°s, (28) 
which allows to calcúlate the functions Ukk (recall that 0jkk = 0), and £k. At order 
0{AjA\), with j ^ k, we obtain 
C0dTU% = CxU]k + B(u°s, U%) + B{U2jk, u°s) + B(Uk\, U°) + B{U°, Ulkk) 
3 
+ B(U¡k, U°k) + B(U°k, U¡k)-2J2 fakCoUl - -~/jkCoU° (29) 
+ 5jkC0deu0s + ÍkC0dTU°, .0 , ¿_ r_£¡ TjO 
where ¡3¡jk = $ijk/2 if j < k, and ¡3¡jk = $ikj/2 if j > k. This provides the 
coefñcients 7¿fc and Sjk. If instead j = k, we obtain 
C0dTU^ = C,Ul + B(u°s, 11%) + B{U}p u°s) + B(U¡p U¡) + B(U°, U]j) (30) 
which provides the coefñcients 7¿¿ (recall that Sjj = 0). 
This completes the derivation of the coefñcients of the amplitude equations (20)-
(22) or, invoking (23), the coefñcients of (12)-(16). These are as given below, in 
(31). In addition, we have checked that the parity and symmetries of the functions 
ul, Uj, and Ujk (j,k = 1,2,3), obtained in the computation of the constants are 
those expected from the recursive system of equations. 
Looking at the perturbations (19), and at the linear approximations of the am-
plitude equations (20), it turns out that the FM associated with U\ and U3, (at 
£2 = 0) are ¡i\ = exp(aieiT) ~ 1 + a.\£\T and ¡12 = exp(a3£iT) ~ 1 + cf¡,e\T. 
This provides an alternative, direct method to calcúlate á\ = «i and «3 = «2 (see 
(23)). Similarly, «3 and «4 of equations (12)-(14) can be calculated through the £2-
perturbations of the Floquet multipliers at E\ = 0, as ¡i\ = exp(«3£2T) — 1 + «3£2T 
and ¡12 = exp(«4£2T) — 1 + a ^ T . The slopes rno of the double FM, rns of the 
simple FM displayed in Fig. 9(a), and the period T = 0.1395 of us at Rac = 10385, 
give «i = rno/T = 2.88, «2 = rris/T = 1.26. Those displayed in Fig. 9(b) give 
«3 = 'mo/T = 26.09, and «4 = ms/T = 4.13. Moreover, when Aj = 0, the plots of 
T versus E\ and £2 in Fig. 9(c, d) with the transformation T = (1 + v\E\ + ^2^2)^ 
supply an estimate of Vj = Vj = —rrijT/T, for j=í and 2. They give v\ = 0.556, 
£j ( X l ( f ) e2 ( x 1(T ) 
(c) (d) 
m^-0.07762 mT=-0.17339 
£j ( X l ( f ) 
0 0.25 
,3 > 
e2 (x l ( f ) 
FIGURE 9. Linear dependence oí the leading Floquet multipliers 
near the multi-critical point versus the unfolding parameters: a) 
£i, and (b) £2. Linear dependence oí the period T, (c) on £1, and 
(d) on £2. 
and V2 = 1.24. The valúes oí the coefñcients v\, a.\ and «2 agree very well with 
those calculated using the solvability conditions on eqs.(24) and (26). 
Finally, we have all coefñcients in eqs.(12)-(16), which are 
«1 = 2.88, «2 = 1-26, «3 = 26.09, a4 = 4.13, /?i = 0.805, /32 = 0.540, 
71 = -0.157, 72 = -0.339, 73 = -0.491, 74 = -0.126, 75 = -0.0519, 
S = 0.576, £1 = 0.00217, £2 = 0.495, vx = 0.560, v2 = 1.24. 
(31) 
Note that because «3 = 26.09 is fairly large, the unfolding parameter £2 must be 
extremely small, such that «3£2 <C 1 to get good results. 
6. Analysis of the amplitude equation. Now we consider the amplitude equa-
tions (12)-(16), with the various coefñcients as given in (31). The bifurcation dia-
gram for ñxed £2 and varying e-¡_, such that \e-¡_\ <C 1 and |£2| <C 1 is topologically 
equivalent to that in Fig. 10 if £2 < 0, and to that in Fig. 11 if £2 > 0. In these 
figures, we are plotting 
\\u-us\\L2{n) ~ ^Ja^Al+AD+azAl, 
where, from (19), u-us ~ J2j=i AjUj>the weights are ai = ||t/10||L2(f2) = H^lUaCn) 
and as, = \\U¡¡ \\L2(CI)^ a n ( i mutual orthogonality of U®, U^, and U¡¡ is taken into 
account. Also, numerical integration of the amplitude equations for various valúes 
of the parameters E\ and £2, and various initial conditions, show that for large time 
the solutions always converge to a steady state, which is of one of the following 
types: 
i.- (Ai,A2,A3) = (A,0,0) or (0,A,0), with A given by 
CKl£i + a3E2 = -~{\A2. 
These branches bifúrcate from the basic solution at E\ = — a3e2/ai, at a 
double-zero bifurcation. 
ii.- (AUA2,A3) = (0,0, A3), with A3 given by 
a2£i + a4e2 = ~^A\, (32) 
which bifúrcate from the basic solution at E\ = — a4e2/a2, in a pitchfork 
bifurcation. 
iii.- {Ai, A2, A3) = (A,±A,A3), with A ^ 0 and A3 ^ 0 given by 
2 _ a1e1+a3e2±/31A3 + -/3Al 
71 +72 
J-Í , ^ A ai£l +as£2 ±PiA3 + -f3Al 3 
±{a2e1 + a4e2)A3 • ¿(/32 ± 274A3) ± 7 5 ^ = 0. 
71 +72 
(33) 
This gives two bifurcated branches, namely (a) a primary bifurcation at 
e\ = —a2e2/a\, and (b) a secondary branch that bifurcates from the branch 
considered in (ii) at the point (A\,A2,A3) = ( 0 , 0 , ^ ) such that (see (32), 
(33)) 
ai£i + a3e2 ± (í\A3 + 73A| = a2£i + a4£2 ± ^A\ = 0. (34) 
The system (33) with A3 = 0 or A = 0 recovers solutions (i) and (ii) respec-
tively. 
All steady states considered above are puré modes, and exhibit no slow drift (¡p = 0). 
In principie, the system could exhibit also mixed modes, such that Ai ^ A2 and 
A3 y^ 0. This requires that the amplitudes be quite large as £1 ^ 0 and £2 —> 0, 
which is outside the validity of the amplitude equations. By integrating the time 
dependent amplitude equations we have not found attractors at low amplitudes 
leading to quasi-periodic drifting dynamics. 
Figures 10 and 11 display two bifurcation diagrams for £2 = —0.0055 (r¡ = 0.32 
as in Fig. 2) and 0.0045 (r¡ = 0.33). All curves shown correspond to steady solutions 
of one of the above described types, and have been labeled accordingly. Because 
of the symmetries (11), each point of branches of types (i) and (iii) corresponds to 
four different steady states of the amplitude equations, and to two for points in case 
(ii). Note that, in both cases, the system exhibits, at least, one stable steady state. 
In Fig. 10 the primary bifurcated branches from the basic solution (Ai = A2 = 
A3 = 0) are found at £1 = 0.0181 and £1 = 0.0498. All of them are supercritical. 
The secondary bifurcated branch corresponds to steady states of type (iii)(b), with 
the bifurcation points given by (34). 
Concerning Fig. 11, two primary branches bifúrcate sub and supercritically at 
£1 = —0.0407, while the second primary bifurcation at £1 = —0.0148 is supercrit-
ical. Note that the upper branch of the ñrst bifurcation terminates at a point of 
the primary branch starting at £1 = —0.0148. This end point and the starting 
point of the secondary branch satisfy (34). In any event, comparison of Figs. 10 
and 11 conñrms the interchange in order of the single and double bifurcations as 
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FIGURE 10. Stable (solid) and unstable (dashed) steady states of 
(12)-(14) for £2 = -0.0055. 
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FIGURE 11. As in Fig. 10 for £2 = +0.0045. 
£2 changes sign. It shows that D4-symmetric periodic orbits in 0(2)-equivariant 
systems have generically a double bifurcation point giving rise to two branches of 
symmetric periodic orbits with just one spatio-temporal reflection symmetry. One 
of these branches is supercritical for any £2 valué, and the other is super/subcritical 
depending on whether £2 < 0 or £2 > 0, respectively. The simple pitchfork bifur-
cation is also supercritical for any £2 valué, and the secondary bifurcation on this 
branch is also generic, being sub/supercritical for £2 < 0 or £2 > 0, respectively. As 
£2 —> 0 it moves to us. So, for any valué of £2, only one of the branches emerging 
near E\ = 0 is subcritical (see also Fig. 12 corresponding to £2 = 0). 
The next three figures show the comparison between the bifurcation diagrams 
corresponding to the initial PDE (thick lines) and the system of ODE (12)-(14) 
(thin lines) for three different valúes of £2. Figs. 2 and 10 have been superposed in 
Fig. 13, and Fig. 11 and the bifurcation diagram obtained from the PDE system 
for £2 = +0.0045 in Fig. 14. Both diagrams show that for small amplitudes, 
iii(M 
^^ 
- / 
\ / 
'"1 
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FIGURE 12. As in Fig. 10 for e2 = 0. 
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FIGURE 13. Superposition of Figs. 2 and 10 for e2 = -0.0055. 
(b) Detail of (a) for small amplitudes. The thick and thin lines 
correspond to the PDE and the ODE systems, respectively. 
and £2 = r¡ — r¡c small and constant, the system of ODEs reproduce quantitatively 
the bifurcations found in the PDEs, and at least the qualitative behavior and the 
stability of any branch, even at high amplitudes. The small differences in the 
bifurcation points of the n = 4 branch are due to the dependence of the eigenvalues 
on E\ and e\, which has not been taken into account. The larger differences in 
secondary bifurcations, especially in the turning (saddle-node) point in Fig. 14 are 
due to the neglected higher order nonlinear terms. Note that the good quantitative 
agreement is sometimes surprising since the involved valúes of ||w — ws|| (say, 0.5 in 
Fig. 13) cannot be considered small. If necessary, to corred the mismatch of Figs. 13 
and Fig. 14, the second order terms could be added in the model a posteriori by 
extending Fig. 9 to higher ei, £2 valúes, and ñtting a quadratic curve. 
As anticipated at the end of last section, high £2 valúes are too large to get good 
quantitative comparison with the numerically obtained solution. This is illustrated 
in Fig. 15, which is a superposition of Fig. 3 (rj = 0.35) with the corresponding 
diagram given by the amplitude equations for £2 = 0.0245. Now the primary double-
zero bifurcation gives unacceptable |Aei| = 0.075 differences, and the fold takes 
place at 0(1) amplitudes. This indicates that nonlinear interactions of other modes 
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FIGURE 14. (a) Superposition of Fig. 11 and the bifurcation dia-
gram obtained from the PDE system for £2 = +0.0045. (b) Detail 
of (a) for small amplitudes. The thick and thin lines correspond to 
the PDE and the ODE systems, respectively. 
-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 
FIGURE 15. (a) Superposition of Fig. 3 and the bifurcation dia-
gram obtained from the ODE system for £2 = +0.0245. (b) Detail 
of (a) for small amplitudes. The thick and thin lines correspond to 
the PDE and the ODE systems, respectively. 
not considered in the model are already important. However, even in this case, 
the model maintains the main features at small amplitudes, namely, the character 
of the bifurcations on the n = 4 branch, and the ñrst pitchfork bifurcation on the 
n = 2 branch of the PDEs. In fact, the amplitude equations do show all bifurcations 
in Fig. 3, including the instability point in the middle of one of the branches that 
bifúrcate at Ra = 9880, which involves net drifting solutions, but these occurs 
for large valúes of the amplitudes, which are outside the validity of the amplitude 
equations. 
7. Conclusions. We have introduced a numerical perturbation technique to deter-
mine the coefñcients of the amplitude equations near bifurcations of spatio-temporal 
symmetric periodic solutions. This technique only requires an accurate time evolu-
tion code. In fact, the calculation of the adjoint problem can be avoided by imposing 
that the solutions of (24)-(30) be bounded. However, in this case the method is not 
so fast and requires minimizing the linear growth slope with respect to the param-
eters. In any event, the generalization of the Lindstedt-Poincaré technique results 
to work very well for PDE systems. To our knowledge, no similar techniques have 
been developed in the literature for the precise calculation of the coefñcients of the 
amplitude equations near bifurcation points in Floquet problems in PDEs. Sym-
metry arguments allow to guess the form of the amplitude equations, but not the 
numerical valúes of the coefñcients, which can be essential to anticípate the range 
of validity of the approximation and to explain quantitative discrepancies. For in-
stance, the poor comparison in Fig. 15 becomes clear noticing the large numerical 
valué of the coefñcient «3. Empirical fitting can of course be always done, but this 
is not convincing enough and, in fact, can yield wrong results when the number of 
unknown coefñcients is large. For example, since as mentioned above, the ampli-
tude equations do contain all bifurcations shown in Figs. 2 and 3 (some of them 
for large valúes of the amplitudes, which are not acceptable), these two diagrams 
could be approximated reasonably well by appropriate (but wrong) selection of the 
coefñcients. 
In the case considered in this paper, the analysis of the amplitude equations 
confirms the numerical results. Any of the branches that bifúrcate from the D4-
symmetric basic solution, us, consist of time periodic orbits that exhibit no net 
drift. Namely, near the múltiple (+1) bifurcation the dynamics is also restricted to 
the invariant manifolds Ai = ±^2 , and A3 = 0, and therefore <f = 0. Thus, due 
to the symmetry fourteen branches of periodic orbits without net azimuthal drift 
collapse at the triple ¡1 = +1 bifurcation point. However, it is necessary to consider 
the invariance of the system by rotations to determine the local coefñcients of the 
amplitude equations. 
Appendix A. Solvability conditions. The coefñcients of the amplitude equa-
tions (20)-(22) are calculated imposing that the nonhomogeneous, linear problems 
(24), (26)-(30), possess T-periodic solutions (solvability condition), or equivalently 
(see below) that all solutions to these equations be bounded as T —> 00 (elimination 
of secular terms). These equations can be written as 
5 
C0dTU = CU + H-J2 bjCoU", 
where 
C = C1+B(;u°a)+B(u°a,-), (35) 
U¡ = deu°s, U¡ = dTu°s, and H[T) = H(T + T). 
Let the constant, invertible linear operator £Q, and the T-periodic, linear oper-
ator C be such that the homogeneous equation 
C0dTU = CU, [/(O) = U0 (36) 
defines a unique solution U(T) = Q(T)UQ, where, for each T > 0, the Green operator 
Q(T) is a linear, compact, Fredholm operator in a Hilbert space (E, (•,•)). Note 
that the Floquet multiphers of (36) are the eigenvalues of Q(T). Assume in addition 
that eq. (36) exhibits the Floquet multiplier ¡1 = +1 with (algebraic and geometric) 
multiplicity five, and that the remaining Floquet multipliers are within the unit 
circle, at a nonzero distance from the boundary. 
Lemma 1. The equation 
C0dTU = CU + H (37) 
exhibits T-periodic solutions if and only if 
(H,U*)dT = 0 forj = l,...,5, (38) 
/o 
where U* are five linearly independent, T-periodic eigenfunctions of the adjoint 
problem 
-£jdTU* = £TU*, 
which also exhibits the Floquet multiplier ¡i = + 1 with multiplicity five; these eigen-
functions can be chosen such that JQ (U*, C^Uk) dr =1 and O if j = k and j ^ k, 
respectively. Hete, T stands for the adjoint with respect to the inner product (•, •}. 
Furthermore, if these conditions hold, then (37) possesses a five-dimensional, linear 
manifold of periodic solutions. 
Proof. The statement tha t (37) exhibits T-periodic solutions if and only if (38) holds 
is proved by the argument in [6, p.206, theorem 7.3.2], after slight modiñcations. 
Adding the general T-periodic solution of (36) to a particular T-periodic solution 
of (37), the last s tatement follows. D 
L e m m a 2. The solutions of the equation (37) are of the form 
5 
U = Y^ aJTU°+v+Ks- T> (39) 
where U®, .. ., U$ are five linearly independent periodic solutions of (36) associated 
with the Floquet multiplier ¡i = -\-í, V is T-periodic, and E.S.T denote exponentially 
small terms as T —> oo. Thus, this systern exhibits periodic solutions if and only if 
aj =0, 3 = ! , - • • , 5 . 
Proof. Replace (39), ignoring E.S.T., into (37), to obtain tha t this latter equation 
holds provided tha t 
5 
C0dTV = CV + H~Y^ ajCoU®. 
D 
Applying the preceding lemma, the constants aj can be uniquely selected such 
tha t this problem possesses periodic solutions. Adding the general solution of the 
homogeneous versión of (37), we readily obtain the E.S.T.. 
Note that J0 (•, •) dr defines an inner product in the space of those time dependent 
functions defined in the domain of the operator C tha t are T-periodic. Also note 
tha t the problem giving U* must be integrated backwards when dealing with the 
Navier-Stokes equations (or with any other parabolic problem). 
Summarizing, imposing boundedness of the solutions of (37) is equivalent to 
impose tha t this equations possess T-periodic solutions. Each of these properties 
can be used to uniquely calcúlate the coefñcients of the amplitude equations. 
In order to apply all these to the linear problems in Sec. (5), the Hilbert space 
E is defined as the (T2) space of those square integrable functions in i?¿ < r < R0, 
0 < 9 < 2n, with the inner product 
{Ul,u2) = — / ( / i / 2 + e 1 e 2 + V i V ' 2 ) r d r ^ , (40) 
FIGURE 16. From left to right, (a), (b) instantaneous streamlines 
and temperature perturbation, respectively, for U*(0), (c), (d) for 
U¡(T/2), (e), (f) for £/2*(0), and (g), (h) for E/2*(T/2). Rac = 10385, 
i]c = 0.3255. 
FIGURE 17. From left to right, (a), (b) instantaneous streamlines 
and temperature perturbation, respectively, for U^(0), and (c), (d) 
for E/3*(T/2). Rac = 10385, i]c = 0.3255. 
(c ) 
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FIGURE 18. From left to right, (a), (b) instantaneous streamlines, 
and temperature perturbation, respectively, for U%(0), and (c), (d) 
for U¡(T/2). Rac = 10385, i]c = 0.3255. 
FIGURE 19. From left to right, (a), (b) instantaneous streamlines, 
and temperature perturbation, respectively, for Ug(0), and (c), (d) 
for E/5*(T/2). Rac = 10385, i]c = 0.3255. 
and the linear operator £ is as deñned in (35). Note that the range of the operator 
Q is the subspace of those functions such that Cu is square integrable and u satis-
fies the boundary conditions. The adjoint operator £ T is obtained imposing that 
{ui, Cu2) = ( £ T M I , M 2 ) for all wi,«2 in the range of Q. Using these, the deñnition 
(40), and that Pj = Pg, Pgf = f, and (1 — Pg)ip = ip, we obtain upon repeated 
integration by parts invoking the boundary conditions (6), £ j = £Q and 
£ ' 
0 
A 
(r2 l n ry ) - 1 ^ 
Pe A (V^VoAO - ®d9es/r - ^d9A^s/r 
-j(*ps,e) + fsdee/r 
(i - p9) AJ(V, V,) - J(V>, AV>S) - J(e, es) +A ({fde^s + fM) /r) 
\ fde^s + Afsd9^ ¡r ) 
where us = (fs, Qs, ips). 
The T-periodic eigenfunctions U* of the adjoint problem are shown in Figs. (16-
19). They are ordered to be in correspondence to £/?. Each U* has the same spatial 
and spatio-temporal symmetries as U . Because of these symmetries and those of 
H, each coefñcient can be determined directly selecting the only U* which does not 
verify identically the orthogonality condition (38). 
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