Accurate oculomotor control is one of the essential pre-requisites for successful visuomotor coordination. In this paper, we suggest a biologically inspired control system for learning gaze stabilization with a biomimetic robotic oculomotor system. In a stepwise fashion, we develop a control circuit for the vestibulo-ocular reex (VOR) and the opto-kinetic response (OKR), and add a nonlinear learning network to allow adaptivity. We discuss the parallels and dierences of our system with biological oculomotor control and suggest solutions how to deal with nonlinearities and time delays in the control system. In simulation and actual robot studies, we demonstrate that our system can learn gaze stabilization in real time in only a few seconds with high nal accuracy.
Introduction
Oculomotor control is the foundation of many biological visual systems. Firstly, oculomotor control is needed to select which visual information should be processed by the limited sensory resources of the eye and the following brain circuits. This role is particularly important in primates that employ foveal vision. In an alternative view, the selection process required by oculomotor control can also be conceived of as an active spatial segmentation process to facilitate visual perception.
Secondly, the functionality of oculomotor control is not just important i n the spatial but also in the temporal domain. As eye m o vements must be executed in a sequential manner, it is crucial to focus visual attention at the right time on the right targets such that subsequent information processes, in particular motor planning and execution, receive relevant information suciently fast to update on-going processes. From this viewpoint, oculomotor control may be a most crucial constraint o f h o w m o vement of other body parts are planned. Alternatively, i n o r d e r to obtain full understanding of limb motor control, it may be necessary to study oculomotor control. Recent p h ysiological research provides several insights that are consistent with the above statements. For instance, Gauthier et al. demonstrated a tight coupling of oculomotor and limb-motor systems through oculo-manual tracking experiments of visual targets 1 , and Miyashita et al. showed that anticipatory saccades in sequential procedural learning in monkeys are tightly coupled to the limb-motor system 2 .
Finally, since an oculomotor system usually resides in a moving body, o n e of the most basic and phyologenetically oldest functions of oculomotor control is the stabilization of sensory input. Successful visual perception requires that retinal images remain constant, at least for a certain amount of time. Moreover, anchoring the visual system on a specic target also allows to keep a reference of the location of the body in the environment during self-motion 3 .
The goal of our research i s t o i n vestigate the interplay b e t ween oculomotor control, visual processing, and limb c o n trol in humans and primates by exploring the computational issues of these processes with a biologically inspired articial oculomotor system on a anthropomorphic robot(see below picture).
Many articial vision systems 3;4 have been developed to include oculomotor control techniques. To contrast these \mov-ing" vision systems from research conduced using purely \static" vision systems, the term \active" vision was introduced 3 . Although most of these approaches are inspired by biology's active vision 5;6;7;8;9 , only few implementations of oculomotor systems can be found that try to emphasize biological plausibility.
In this paper, we will focus on an active vision system that employs as much as possible computational mechanisms that have been discovered in neurophysiological research on primates. The system is thus termed a biomimetic oculomotor system. We will restrict our scope in this paper to the most basic oculomotor behaviors, i.e., the stabilization of visual information by means of oculomotor reexes. First, we will review some of the elementary principles of biological gaze stabilization reexes. Second, we will focus on exploring how, from a computational point of view, ecient learning of these reexes could be achieved based on parallels that have been developed in research o n t h e v estibulocerebellum. Then, we describe the experimental setup we h a ve d e v eloped to explore the feasibility of biomimetic oculomotor control. At the end, we present experimental results.
2 Biological VOR-OKR Models 2.1 The VOR and the OKR When we w ave our hand in front of our eyes at a moderate frequency, i t s e e m s blurred, while there is no blurring when we look at the non-moving hand during movement of our head at a similar frequency. The former phenomenon involves the Opto-Kinetic-Response (OKR), one of the basic reexes to stabilize images on the retina. As sensory input, the OKR receives retinal slip information. Retinal slip is usually dened as the overall velocity with which an image drifts on the retina. As the goal of the OKR is to keep the image still on the retina, retinal slip can be used as an error velocity signal for the OKR system. We will also use the positional error signal in our experiments below, and thus, we will explicitly distinguish between retinal slip error and retinal slip error velocity when necessary. Otherwise, retinal slip will denote both position and velocity errors.
The second phenomenon above w h i c h resulted in non-blurred visual perception is due to the Vestibulo-Ocular-Reex (VOR). The VOR uses as sensory input the head velocity signal acquired by the vestibular organ in the semicircular canal. This signal is available with short latency (15-30ms) and can thus stabilize the image on the retina more eciently than the OKR, whose retinal slip-based negative feedback system operates with about 80-100ms latency. The VOR inverts the sign of the measured head velocity a n d , w i t h t h e help of a well-tuned feedforward controller, rapidly generates the appropriate motor commands for the eyes. This fast control loop allows for non-blurred perception at much higher frequencies than the OKR.
For biological systems it known that VOR and OKR cooperate to achieve visual stabilization. The output of the vestibular system has been shown to be proportional to the head velocity in the frequency range between 0.02 and 2 H z 10 . However, its output is attenuated during rotational head motion with constant velocity, which leads to a vanishing of the VOR response. In this situation, the slip of the image on the retina will elicit a response from the OKR such that the OKR instead of the VOR will stabilize the retinal image. The OKR is well suited to ll in the missing VOR performance as its preferred frequency range is much l o wer than that of the VOR.
An Overview of Previous Learning Models of VOR and OKR
VOR performance is not genetically preprogrammed but rather adaptive. During experimental manipulations of retinal slip using magnifying spectacles, inversion prisms, or rotating visual screens, the VOR gain (the ratio of eye t o head velocity) changes after some adjustment t i m e s u c h that the previous performance of keeping images still on the retina is recovered. This learning is assumed to happen in the the vestibulocerebellum. Especially for the horizontal VOR, the neural control circuitry has been studied intensively since it involves only a small number of brain areas, i.e., a three neuron reex arc and the H-zone 11 of the cerebellar occulus, which i s a l s o k n o wn to participate in the OKR.
Gomi and Kawato proposed a model of VOR-OKR learning, simulated simultaneous adaptation of VOR and OKR 12 , and compared it with the biological data. Based on Ito's research, learning in their model takes place in the cerebellar occulus according to the feedback-error learning theory 13 . Lisberger and his colleagues have proposed VOR learning models where learning occurs both in the cerebellar occulus and the brainstem 14;15 using ndings from a previous line of research 16;17 . Their scheme is more complex than the Gomi and Kawato model as it dierentiates frequency dependent sites of learning in the brain in order to explain a larger set of experimental VOR stimuli. Quinn et al. provided a simulation of adaptive m e c hanisms in the vestibuloocular reex employing a learning algorithm similar to feedback-error learning, however, without investigating the co-operation and coordination between the OKR with the VOR 18 . Another application of FEL to learning ocolomotor control was reported by Berthouze et al. 8 . These authors trained a 3-layer perceptron in a smooth pursuit task to demonstrate principles of learning by demonstration. 3 A Computational Model of VOR-OKR
Research Objectives
From a control theoretic point of view, the VOR-OKR system corresponds to a negative feedback controller based on retinal slip information, augmented with a feedforward controller based on vestibular input. Control with such a system is straightforward if the dynamics of the eye system is known and the feedback pathways have no delays. However, the opposite is true for biological and even articial oculomotor systems: retinal slip information is signicantly delayed due to the overhead of complex computations in the visual pathway, and the oculomotor plant is nonlinear. The nonlinearities in articial systems result from distortions of the lens of camera-eyes and nonlinear spring terms added by the relatively heavy cables attached to the cameras. In both biology and articial oculomotor system, the oset between the rotational axes of the eye-balls and the head causes an additional nonlinearity 14;19 . In order to cope with these problems, two routes can be taken. In clas-sical control engineering, manual system identication would be employed to model the nonlinearities and delays in the control system as well as possible. Afterwards, a nonlinear controller could be designed to achieve appropriate VOR-OKR performance 20 . Despite this approach has been successful, it cannot cope with the inevitable changes of dynamical systems over time, and it requires a fair amount of manual work. Therefore, we will follow an adaptive control strategy in this paper, similar to biology organisms. Biological apparently equips motor systems with some crude initial performance, and ne-tunes the performance during development by means of adaptive neural networks. Feedback error learning mimics such a process.
In the following sections, we will develop an oculomotor control system that resembles the functionality of the brainstem and cerebellar pathways in biological oculomotor control. Our goal is to obtain a computationally ecient, control theoretically sound, and as much as possible biologically plausible VOR-OKR circuit. Equipped with a state of the art nonparametric neural network, our approach will be demonstrated to have fast learning convergence, excellent performance, and the ability to deal with unknown nonlinearities and time delays in the control system. During our development, for the sake of clarity it is initially assumed that the oculomotor system is linear. This assumption is also made in most biological research, since reex loops and antagonistic activation can strongly contribute to a linearization of the nonlinear muscle properties, and the oculomotor system is unaected by i n teraction forces from limb movement due to its low inertia. In later sections, we will relax the linearity assumption.
A Simple VOR System
A most basic model of the VOR system can be synthesized as a feedforward open-loop controller using an inverse model control (Figure1). Here, the oculomotor plant is a rst order linear system as in most biological studies. The inverse dynamics model requires two gains, a positiongain in the integrator pathway, a n d a v elocity gain in the velocity pathway. If these gains closely approximate the stiness and damping terms of the oculomotor dynamics, perfect feedforward control is achieved.
Obviously, the control system in Figure 1 is only marginally stable due to the oating integrator. One possibility to add robustness is to employ a leaky integrator instead of a perfect integrator, a strategy that is also employed in biology ( Figure 3 suggests an alternative solution to stabilize the control system of Figure 1 by employing negative feedback from a simple feedback controller, e.g., a proportional controller in our rst order dynamics example in Figure 3 . The output of the feedback controller is interpreted as a velocity signal and added to the input of the integrator. Even if the feedback pathway is delayed and has low gain, excellent and stable VOR performance can be achieved with this new control system.
Merging the VOR with an OKR-like Pathway
With one more modication, the nal basic design of an VOR-OKR controller can be accomplished. The feedback error signal can be replaced by retinal slip error and retinal slip error velocity which are computed by the visual systems, as has been made explicit in Figure 4 . After multiplying these signals with appropriate gains and summing them up, the output of the feed- Robinson suggested that the outputs of all oculomotor behaviors converge as velocity commands in a direct pathway and an integrated indirect pathway. The nal motor command is generated in these two nal pathways and subsequently relayed to the motoneurons. A large amount of evidence supports that oculomotor behaviors employ v elocity control 22 , t h us indicating that velocity signals may be the major component o f t h e nal common path. Such v elocity commands could also carry an inverse dynamics model of the eye-muscle system.
By inspecting Figure 4 more carefully, a n d b y conceiving of the inverse dynamics controller as a nal common path, this control circuit can be interpreted as realizing an VOR-pathway and an OKR-like pathway. In the biological oculomotor system, the OKR is conventionally dened as a compensatory negative feedback controller for the VOR. In this sense, the pathway i n volving the PD controller based on retinal slip can be called the OKR pathway in our nal diagram.
Adding a Learning Network
In a last step, a learning component is added to the circuitry in Figure 4 , illustrated in Figure 5 . Here, the original VOR-like feedforward pathway is called a 'direct pathway', and a learning system is added in parallel of the direct pathway as an 'indirect pathway', analogously to how the cerebellar pathway acts in parallel to the brainstem pathways. The error signal for updating the learning module is generated according to the principle of feedback error learning 12 . Feedback-error learning (FEL) does neither prescribe the type of neural network employed in the control system nor the exact layout of the control circuitry. Rather FEL is a principle of learning motor control. It employs an approximate way of mapping sensory errors into motor errors that, subsequently, can be used to train a neural network by supervised learning. As a computationally ecient learning mechanism, we suggest to use Recursive Least Squares (RLS) for FEL, a Newton-like method with very fast convergence, high robustness, and without the need for elaborate parameter adjustments 23 . To apply RLS for FEL, a small modication in the RLS algorithm is required. The normal RLS is formulated as in Equations 1 and 2, where w is the regression vector to be estimated, P is the inverted covariance matrix of the input data, is the input vector, y is the output vector, andŷ is the predicted output vector. is a forgetting factor, discussed below.
[P(t 0 1) 0 P(t 0 1)(t) (t)P(t 0 1)
w(t) = w(t 0 1) + P(t)(t)(y(t) 0ŷ(t)) (2) y(t) = w(t)(t)
As can be seen in Equation 2, normal RLS requires the presence of a target output y in the update rules. In motor learning, target values for motor commands rarely exist since errors are usually generated in sensory space, not in motor command space. The strategy of FEL can be interpreted as generating a pseudo target for the motor command y(t 0 1) = y(t 0 1) + (t), where 
It should be noted that FEL requires the appropriate time alignment o f error and state, as shown in Equation 4. Moreover, since the feedback error signal is only an approximate value, it is necessary to add a forgetting factor in RLS, as shown above. lies in the [0; 1] interval. For = 1, no forgetting takes place, while for smaller values, older values in the matrix P will be exponentially forgotten. This forgetting strategy allows to neglect training data from the early stages of learning, where the feedback error was large and most likely the most inaccurate. Figure 6 shows a Matlab/Simulink model for the suggested VOR learning system. The oculomotor plant is described as M + B _ + K = where (M ;B;K) = ( 3 :6889 2 10 04 ; 0:0341; 0:4875). These values were derived from our real experiments. Since the mass term M is very small, the system can be considered rst order. 0.5 Hz sinusoidal head motion was generated, and 33 ms sensor delay w as assumed. Figure 7 illustrates the time course of the retinal slip from the simulation employing several variations in the control circuitry. (a) shows the time course of the retinal slip acquired by the complete control system as in Figure 6 . In Figure 7 : Time course of the retinal slip for several control variants cases described in Figure 6 the vestibular signal was not passed to the integrator. And in (d), even the feedback signal was not integrated anymore. Only the complete system can achieve perfect performance, i.e., zero retinal slip.
Learning with the Delayed-Error Signal
For successful feedback-error-learning, the time-alignment b e t ween input signals and the feedback-error signal is critically important, and, thus, additional techniques are required in the case of delayed sensory feedback. To solve t h i s \temporal credit assignment problem", the concept of eligibility traces has been suggested in both biological modeling and machine learning 24 . For neurons in the brain, it is assumed that a second messenger would tag a synapse as eligible for modication. This \tag" would decay with an appropriate time constant, thus forming a temporal eligibility window. Kettner et al. proposed a cerebellar learning model that uses this idea for learning smooth pursuit 25 . From a biological point of view, it seems to be unusual that Kettner et al. suggested that the cerebellum would participate in predicting the target: this function is normally attributed to earlier processing in the brain. However, Kettner et al.'s approach remains an attractive computational model due to its exibility and simplicity. From the view point of time series prediction, Figure 8 ): inputs signals are fed to the learning module with increasingly larger delay times. An appropriate learning algorithm will associate the feedback error signal with the inputs at the appropriate delay time such that learning can be successful. We will apply learning with tapped delay lines in our robot experiments below.
Learning in Nonlinear Systems
A linear approximation for oculomotor systems is convenient in biological studies, but not necessarily warranted if the performance of oculomotor control is of concern. There are three sources of nonlinearities in biology: i) muscle nonlinearities, ii) perceptual distortion due to foveated vision, and iii) o-axis eects. O-axis eects result from the non-coinciding axes of rotation of eyeballs and the head and require a nonlinear adjustment of controller gains as a function of focal length, eye, and head position. O-axis nonlinearities are equally encountered in articial oculomotor systems. In order to deal with these nonlinearities, a nonlinear learning system needs to replace the RLS solution from above. The appealing performance of recursive least squares can be carried over to the nonlinear domain by employing local version of RLS, as suggested in the Receptive Field Weighted Regression (RFWR) algorithm 26 . RFWR constructs a system of receptive elds for incremental function approximation. A predictionŷ for a query point x is calculated from the normalized weighted sum of the individual predictionsŷ k of all receptive elds:ŷ = P K k=1 w kŷk P K k=1 w k (6) The weights w k correspond to the activation strengths of the corresponding receptive elds. They are determined from a multidimensional Gaussian kernel:
The receptive eld is thus parameterized by its location in input space, c k 2 R n , and a positive dene distance metric D k , deteremining the size and shape of the receptive eld.
Within each receptive eld, a linear function models the relationship between input and output data in analogy to RLS: To clarify the elements and parameters of RFWR, Figure 11 gives a networklike illustration for a single output system. The inputs are routed to all receptive elds, each of which consists of a linear and a Gaussian unit. The learning algorithm of RFWR determines the parameters c k ; M k ; and k for each receptive eld by nonparametric regression techniques 26 .
For updating k , RFWR adopts the local version of the RLS formulae:
In analogy with RLS, in order to use RFWR with FEL, the update equation for k needs to be adjusted to: We implemented an on-line learning system of the VOR to investigate the different v ariants of oculomotor controllers from the previous sections. Figure 12 shows our experimental setup. Two CPU boards (Motorola MV2604) in a VME bus carry out all necessary computations out of the real-time operating system VxWorks. One CPU board is dedicated for visuomotor control; the other one controls our oculomotor system and a Mitsubishi 7DOF manipulator (PA-10) that mimicks a neck system. For the purpose of this paper, only one camera eye is used. Video signals from the camera are processed in a Fujitsu tracking vision board at 60 Hz non-interlace. This frequency governs the visuomotor control loop. The camera is mounted on the PA-10 which g e nerates both head motion and an external visual stimulus. In order to mimic the semicircular canal of biological systems, we attached a gyro-sensor circuit to the head (Murata Manufacturing). From this sensor, the head angular velocity signal is acquired through a 12 bit A/D board. As described later, the oculomotor control loop runs at 480 Hz, the vision loop runs at 60 Hz, and the head control loop runs at 100 Hz.
Mimicing the eye-muscle system
The pan-tilt actuators of our oculomotor system are controlled by a PMC DCX-1000 board at 1 KHz using torque control. The torque signals are com- posed of a feedforward and a feedback command. The feedforward command is the sum of the indirect and the direct pathway i n F i g u r e 5 a n d , d u e t o t h e constraints of video signal, can only be generated at at 60 Hz. In contrast, the feedback command is generated in a fast, vision independent c o n trol loop at 480 Hz using a PD servo based on the optical encoder reading of each D O F o f the oculomotor system. We conceive of the fast PD loop as implementing the spring-like properties of the eye-muscle system. Such a system operates in a high gain mode due to the short latencies that a \mechanical feedback system" (e.g., a mechanical spring) would implement. Our fast servo mimics such a m echanical feedback system. Note that the desired position and velocity o f t h e cameras in the fast PD loop are xed to zero. Thus, if zero torque is provided to this controller, the cameras return smoothly to their zero positions, while a sustained deviation from zero position requires a sustained feedforward signal. These features are in analogy with features observed in biological oculomotor control.
The fast PD servo adds a variety of appealing properties to our oculomotor system. First, the PD servo linearizes the oculomotor system, as fast reex loops in biological systems are thought to linearize muscle dynamics. Second, the fast PD servo de-emphasized the role of inertia in our oculomotor system by adding signicant spring and damping terms. This property makes it possible to learn a good approximation of the inverse dynamics of the system without the need for acceleration terms that are usually plagued by noise and time lags due to on-line ltering.
Third, the fast PD servo contributes an extra stabilization and smoothing eect. Usually, feedback control of the eyes would be run solely out of the slow 60 Hz vision loop that dominates the generation of position and velocity targets for the PD controller. Instead, by using the fast PD loop to alter the \mechanical" properties of the oculomotor system, and by treating the signals generated from retinal slip information as feedforward signals, we a c hieve higher stability of our system, and smoother control. The latter point i s d u e to the double integration that the feedforward signals eectively undergo when entering the fast PD loop.
Retinal slip acquisition
We use both visual-tracking and optical ow calculation in order to acquire the retinal slip and the retinal slip velocity, respectively. Both processings are based on the block-matching method which is performed by the Fujitsu Tracking Vision board in real-time.
In the beginning of each learning experiment, a template image is sampled from the the center of the image, and stored in memory. During the experiment, visual-tracking of the template image is performed in a pre-specied search area, and its resulting motion-vector is used as a retinal slip. The top row of Figure 13 shows time course of the acquired retinal slip by our vision system. For this plot, the eye w as xed in the head, and the head was rotated sinusoidally. The bottom row o f Figure 13 shows the time course of the differentiated retinal slip. This retinal slip velocity is too noisy for the learning.
As on-line ltering would produce too much time lag in the signal, we c hose spatial averaging of multiple optical ow detectors. The mid row o f F i g u r e 1 3 illustrates samples of the retinal slip velocity acquired by this method. Comparing the data in the mid row with the data in the bottom row demonstrates the feasibility of spatial averaging of ow v ectors in order to calculate velocity signal.
Experimental Results
The axis eects, however, were negligible since the visual stimulus was far from the eye and the head motion remained small. Learning proceeded according to the control system in Figure 5 . One second after the start of data collection, the head movement started. Figure 14 shows the time course of learning. Learning occured rapidly such that at after 9 seconds of movement the amplitude of the retinal slip converged to about 0.01 rad (0.5 visual degrees). The second set of experimental results was obtained from a head movement generated by three superimposed sinusoidal signals with frequencies of 0.6, 0.8, and 1.4 Hz and amplitudes of 0.1, 0.1, 0.05 rad (cf. Figure 17, bottom) , respectively, and a visual stimulus at 0.5 m distance, i.e., a distance that emphasized the o-axis nonlinearities. We compared three dierent learning system in this experiment: (a) RLS with one delay-line, (b) RFWR with no delay-line, and (c) RFWR with one delay-line. Due to the faster head motion, it was expected that one delay-line was required to overcome the visual delays of the robotic system. Figure 15 , Figure 16 , and Figure 17 present the results of this experiment. Figure 15 shows the time course of the rectied retinal slip error obtained from a moving average over 2 second time windows. The need for a nonlinear module and delay lines is clearly demonstrated in this plot: only RFWR with one delay-line converges to a small retinal slip error, while the other learning system have signicantly worse performance. Figure 17 illustrates the entire learning trial of the RFWR with one delay line. 6 
Conclusion
Our research objective is to study the computational processes of oculomotor control, visual processing, limb control, and the interdependencies of these three modalities by using a humanoid robot. This paper took a rst step towards this goal by exploring adaptive gaze stabilization in a biomimetic articial oculomotor system, i.e., an oculomotor system that tries to include as much as possible principles from neurobiology. First, in a stepwise fashion, we d e v eloped an oculomotor control circuit for the vestibulo-ocular reex (VOR) and the opto-kinetic response (OKR). In its nal form, the system showed a surprising similarity with the neurophysiological direct pathway o f the VOR-OKR cooperative reex system. Second, in an indirect pathway, w e added a learning network to allow adaptivity. The learning system employed a nonlinear version of recursive least squares for fast learning, feedback-error learning as the learning principle, and tapped-delay lines to overcome the inevitable visual processing delays. In simulations, it was shown that this system can acquire perfect VOR performance after about 10 seconds of learning. In experiments with our robotic oculomotor system, we demonstrated that this learning speed carried over to an actual oculomotor system. The nal retinal slip error of the actual system remained in the range of 60:02 rad, even in the case of strong nonlinearities of the oculomotor control system due to o-axis eects and short focal length. To our knowledge, these results are among the fastest and most accurate learning results of the VOR in a robotic oculomotor system.
Our VOR-OKR model works very well with the vestibular input, but, similarly as in biology, it does not perform as well when only visual input is present, i.e., in the case of a pure OKR stimulus. Perfect OKR performance cannot be achieved by our simple adaptive circuit, since perfect OKR performance requires to also learn how to predict the dynamics of the visual stimulus. In primates, the smooth pursuit system takes over in such cases, and also the saccadic system cooperates to keep the eyes on target. Our future work will address adding smooth pursuit and saccadic behavior to our current system, and how these dierent behaviors can adapt simultaneously without interference. 
