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In order to improve the accordance between measured and calculated energy loss distributions
a new tuning method is suggested. The idea is that the oscillator strength function or, equiv-
alently, the dielectric function of the specific medium used in the detector can be extracted
from a deconvoluted well measured dE=dx spectrum. This procedure involves rather delicate
numerical problems, which will be discussed in detail. The method is in particular suitable for
detectors with thin layered sampling (xP < 1 cm) where traditional methods tend to fail due
to the difficulties of correcting for detector inefficiencies and smearing. This is illustrated by
testing the method on data from a thin layered Time Projection Chamber, TPC.
(Submitted to Nuclear Instruments and Methods A)
1 Introduction
The measurement of the ionization energy loss (dE=dx) of a charged particle in a gas filled
proportional chamber is still one of the most important means for particle identification in the
Lorentz factor range   4  300. Due to competing requirements of minimal loss of particles
inside the detector, fast response and also good tracking capabilities todays Time Projection
Chambers (TPCs) have a comparable low value on the product of sampling length and pressure
(xP ), usually in the region 0.5–1 cmatm. From the point of view of dE=dx this has the
advantage of giving a high Fermi plateau but the resolution becomes worse unless the number
of samplings per track is increased. Another problem which arises is that various smearing
effects of the measured amplitudes become sizable compared to the intrinsic energy loss. The
simulation of the dE=dx therefore becomes more complicated. Further calibrations are usually
also necessary since the detector conditions may change with time for various reasons; e.g. the
pressure, gas mixture and temperature can vary with the surrounding conditions, variations in
beam luminosity or background may increase the space charge etc.. All such effects must be
taken into account in the simulation of the ionization energy loss. For those reasons but also
because the solution of the problem is interesting in itself we present in this paper a method to
tune globally the dE=dx simulations to the detector response.
The basic assumption, which validates the method proposed here, is that all properties
of the detector itself can be contained in one single function which is independent of the
kinematics of the incident charged particle. This is clearly the case for the intrinsic energy loss
where the dielectric function, or equivalently the oscillator density function, contains all the
electro-magnetic properties of the medium. It does not seem to be too unrealistic to further
assume that all smearing effects, due to the detector (including the electronic chain) of the
intrinsic energy loss, also are independent of the kinematics of the incident particle. Hence it
should be possible to define a detector specific dielectric function containing, in addition to
the dielectric properties of the medium, also all smearing of the amplitude due to the detector.
Since this function uniquely determines the ionization energy loss (Landau-) distribution for
any particle and momentum the opposite must also be true, i.e. given a well measured Landau
spectrum for a particle of known momentum and type we should be able to calculate the detector
specific dielectric function. This procedure involves two specific problems: (1) a deconvolution
of the Landau distribution to obtain the single collision cross section and (2) determination of the
dielectric function from the single collision cross section. The first problem may be solved by an
appropriate parametrization of the measured Landau spectrum as will be shown in next section.
The dielectric function is related to the single collision cross section via a first order differential
equation whose solution will be treated in section 3. In the following section a convenient
method to fit the parameterization to data is proposed. Then follows a short discussion on
possible numerical problems. Finally, the results are presented where a special effort has been
made to show how the different steps in the calculations are performed. The method is applied
to data from the TPC detector in the DELPHI experiment at the Large Electron Positron (LEP)
collider, CERN.
2 De-convolution of the Landau distribution

























we may deduce the single collision cross section, d
dE
. x is the detector thickness,  the energy
loss and n
e
the number of electrons per unit volume. In the following we will suppress the
1
explicit dependence on x in  ((x;)  ()) and its Laplace transform (^(x;)  ^()).












































































The integral on the right hand side is the Laplace transform of ( E) d
dE






















Given that ^ is analytic with no other types of singularities than poles in the domain T ,





































2 T are the poles of order 
k
to ^(s). The proof
of (6) can be found in any standard text on the theory of complex integrals, see for instance [2].
The result (5) together with (6) is remarquable; the single collision cross section d
dE
is
completely determined by the zeros and poles of the Laplace transformed Landau distribution.
The integral in the exponent in (1) exists in the lower limit if





; 8E : 0 < E  (7)
(note that 1   e sE  sE as E ! 0) and in the higher limit if





; 8E : B  E <1(8)
The former condition is always fulfilled by (5) whereas the latter imposes <(z
k
) < 0 and
<(p
k
) < 0, i.e. the contour “C” in (6) should only enclose the roots and zeros in the left half
plane.
Now, as will be seen in section 5, it is usually possible to fit the following function to the
measured ()

































The remaining problem is to determine the zeros (
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 : : :  (s + 
n
)
n+1 we get a polynom of degree  (n + 2)(n + 1)=2   3.
The polynomial equation thus obtained can be solved numerically if n is reasonably small (e.g.
n = 4 results in a 12th degree polynomial) and the roots (
i
) are in general complex.






































(E)! A  2 as E ! 0.
3 The Dielectric Function
The electro dynamic properties of the detector medium are completely contained in the








are real. An alternative
quantity is the Oscillator Strength Density, which we denote f(E) in the following. The functions
f(E) and 
2















is the plasma frequency of the detector medium (~
p
 0:82 eV for argon at NTP).




















where the Cauchy principal value of the integral should be taken.
We aim to determine (E) (or f(E)) from the single collision cross section d
dE
(E) which
we in turn extracted from the Landau distribution as described in previous section. To this end
we need an expression which relates  and d
dE
. An useful approximate equation is for instance



































f() d  (E; )
)
where A = 0:1536z2(Z=A
0
) MeV/cm, ze, , Z , A
0
and  are the charge and velocity of the
incident particle, atomic number, mass number and density of the medium respectively. m
e
is
the electron rest mass and  is the density correction,
































which is small for  . 20   30 (2 = 1=(1   2)).
It is instructive to study the equation without the density term. Then (14) becomes a first



















































































is an integration constant. There are two singularities which should be investigated:
E ! 0 and 2 + log(E=E
max














































































































from which we conclude that the integration constant C
1
must be zero if we require F (E) to be
non-singular in E = 0.

























































where a is an arbitrary constant chosen as 0  a < x. The integral from 0 to a is finite;
1=log
2
(x) = 0 in x = 0 though all derivatives are infinite. We may expand the logarithm in the

















+ : : :
4
Only the first term on the right hand side contributes to the limit as all others are finite and hence















+ log(1   x)) =  1
Note that this limit is independent of a.




















































































Since f(E) is a density function it should be positive and hence F (E) should be an
monotonous increasing function. This puts some extra requirements on the asymptotic behaviour
of the function H(E) which in our case is just a finite sum of exponentials. It can be shown that
F (E) gets the mentioned properties if H(E) fulfills:
H(E)  Ce







which in our approximation (11) implies a pole very close to the real axis. From (9) one
concludes that such a pole governs the high energy behaviour of the Landau distribution, i.e.
far out on the tail, where the information from data is very poor. Therefore we cannot expect
d
dE
(E)  H(E)=E to have the correct asymptotic behaviour; at some point the approximation
breaks down and the obtained oscillator density function f(E) may become negative. This will
indeed be seen in the result section below but, as also shown in the same section, the non-physical
high energy behaviour of f(E) has no influence on the calculated Landau distributions.

























(H 0()  dH()=d).




(E) given by (25) and (13) can be used as a start function for






























































where we have used (12) to eliminate all f(E)=E. (E)
n
etc. denotes the calculated  after n
iterations with (E)
1
given by (25) and (13). One usually reaches reasonable convergens after
only a few iterations.
Two constants enter in the formulae above: E
max
, the maximum energy transfer in a
single collision, and 
p
, the plasma frequency of the detector medium. Those constants should
in principle be scaled from eV to the same energy unit as is measured by the detector, e.g. the
ionization corresponding to one flash ADC count. However, as they are material constants of
the detector medium they can both be used for further fine tuninig the kinematic dependence
in (14) and (15) if, for instance, a second Landau spectrum or the truncated mean (hdE=dxi) vs.
 has been measured.
4 The Fit Procedure
The fit of the function g() (9) to the measured Landau distribution is a standard numerical
problem. The iterative scheme to find a solution to the system of minimization equations
proposed in this section is reasonable stable and easy to implement. The integrals are carried
out analytically as far as possible in order to reduce the numerical work and uncertainties.



































; : : : ; 
n
)(29)
The minimum is determined by setting the gradient to zero: r
;
I(;) = 0, which corre-

































































(i 2 [1; n] )















































































































































































(x) dx (= 1)(35)




(E)! 0 as, E !1, it
must be made sure that all 
i
are positive. We may also require that 
i
> 0 to aviod (E) < 0
for some energy outside the interval where the fit was performed. It is therefore necessary to
take the absolute value of the right hand sides in (34).
If the energy is scaled so that the measured Landau distribution has its peak around x = 1,
a good starting point for the iteration is 
i




The formulae in section 2–4 have been implemented in a FORTRAN program. It has been
found that the proposed iterative solutions (26) and (34) are numerically quite stable and it is
usually sufficient with single precision calculations. The by far most difficult step turns out to
be the finding of the zeros 
i
of g^(s) especially when n > 3. For this we have used a CERN
program library routine ([4]), which calculates the zeros in complex double precision. Because
d
dE
(E)! 0 forE !1, the roots are required to lie in the left halfplane (<(
i
) < 0). Therefore,
the contourC in (5) and (6) must be chosen to enclose all zeros and poles in<(s) < 0. Note that
whereas the poles are already constrained to fulfil this requirement as was discussed in the end of
previous section, the zeros (
i
) are more difficult to control. In numerical calculations one may
thus try to either discard any root with <(
i
) > 0 or reduce n. This latter choice also protects
against unavoidable rounding errors which could be the origin of the “unphysical” roots. Hence
the procedure to obtain the results in the following section has been to start with n = 5 (18
zeros) and decrease n until the real parts of all the roots are < 0.
6 Results
As an instructive example, and also a demonstration of its functionality and capability, the
described tuning method is applied to a given data sample from the Time Projection Chamber
(TPC) in the DELPHI experiment at the Large Electron Positron (LEP) collider, CERN. The
characteristics of the TPC are listed in table (1). The data consist of identified (by other means
than dE=dx) electrons, muons and pions in Z0 ! +  decays. Such events serve as a good
testing ground for dE=dx since the  decay products have reasonably large momentum spectra
(2–45 GeV/c in the present sample) and they are usually well isolated; more than 86% of the 
decays are 1-prong, i.e. contain only one charged track. Thus, possible effects from electronic
undershoot, overlapping ionization clusters etc. will not disturb the measurements. Of course,
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active length 2  134 cm
radius 32.5 – 116 cm
volume  14 m3
gas 80% argon +20% CH
4
electric field 150 V/cm
magnetic field 1.2 Tesla
pressure 1 atm
wire spacing 0.4 cm
number of wires 192
































Table 2: The parameters of the fits in figure (1).
in the end such effects must also be understood but the clean environment in  decays is perfect
for the first tuning of the dE=dx calculations.
Figure 1 shows a measured Landau spectrum for muons with p 2 [30; 35] GeV. In the





for the different fits. In the following it will be shown in detail how the single collision
cross section is calculated from the n = 2 parametrization of the Landau distribution.
























=  2:703 and the zeros are given by the
roots to the polynomial equation
0:815(s + 2:703)
3




















Figure 1: The different fits to the measured Landau distribution. The solid curves shows the fit
for n=2,3,4 and 5 corresponding to increasing quality of the fit. The difference between the n=4
and n=5 fits is negligible which can be seen in the magnification of the peak.Here the ionization
is measured in the Flash Analog to Digital Converter (FADC) counts of the detector electronics.






=  1:538 + 0:325i
z
3
=  1:538   0:325i


































Whereas the poles, 
i
, are directly related to the fitted Landau distribution, there is no
clear interpretation of the zeros, 
i
. Due to their imaginary parts the zeros may give rise to
structures in d
dE
, which resemble the edges at threshold energies of the atomic shells apparent
when the same function is calculated from, for instance, a tabulation of the photo absorption
cross section. However, it is hard to believe that the measured Landau distribution contains such
detailed information from the atomic level. It is more likely to be a coincidence.




(E) can now proceed
according to the iterative scheme proposed in section 3. Figure (3) depicts the obtained 
2
and
also reveals a disturbing behaviour at high E: 
2
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Figure 2: The obtained E d
dE
(E) for n = 2; 3; 4; 5. For n = 5 two roots with <(
i
) > 0 were
discarded according to the discussion in previous section. The y scale in the plots was arbitrarily
chosen so that xn
e
= 1. The structures visible in the n = 4 approximation of E d
dE
(E) are due
to the imaginary parts of the zeros (
i
) to equation (10).
physical high energy behaviour is probably due to a too fast drop in the tail of the parameterized
Landau function, which was already discussed in the end of section 3.
With the obtained 
2
(E) all necessary information needed for calculating any Landau
distribution is present. A program, described in [6], calculates the Landau distributions from the
oscillator density by means of to (14) and (1). The output is compared with data in figures (4)
and (5). Unfortunately no measured Landau distribution of identified (by other means than





fine tuned to fit the truncated mean (hdE=dxi) vs.  plot shown figure (5).
There is a deviation between the measured hdE=dxi for electrons from photon conversion
and the calculated curve in figure (5). In the formulae (14) and (15) it is assumed that the incident
particle is much heavier than the atomic electrons. This is obviously not a valid approximation
when the incident particle is an electron. Further corrections are thus needed but this discussion
falls outside the scope of the present paper.
In figure (4) one sees a discrepancy at low energies between measured and calculated
spectra. Indeed there is a constant offset in the data whereas the calculated distributions begin
in zero. A better low energy behaviour could be achieved if higher terms were included in the
fit (equation (9)) but this would lead to practically insolvable polynomial equations for finding
the zeros of g^(s). The simpler way to overcome the problem is to shift the energy scale by the
constant offset before doing the fit to the measured Landau distribution. The same shift must
then appear throughout the calculations. The predicted Landau distributions when taking into
account a constant offset of 50 energy units are shown together with data in figure (6). For mere























(E) calculated from the d
dE
(E) in figure (2) with the procedure outlined in section 3.
The non-physical high energy behaviour is discussed in the text and in the end of section 3.
The solid and dashed lines are the n = 2 and n = 4 approximations respectively. The in folded





























Figure 4: Calculated Landau distributions vs. real data. Note that the measured distribution for
32.5 GeV/c (p=m  307)  was used in the tuning. The solid line shows the data, dashed and


















Figure 5: Truncated mean (80% lowest amplitudes kept) vs.  (p=m). The filled circles are 
from  decays, the filled pyramids are  fromK0
s











Figure 6: Calculated Landau distributions with a constant offset of 50 energy units vs. real data.
A n = 4 approximation was used. The solid lines show the data for p=m = 4, 23 and 307
respectively where the latter was used for the tuning. The measured distribution for p=m = 4
was obtained with hdE=dxi tagging of minimum ionizing pions. One thus must take into account
that it is biased to the hdE=dxi cuts used in the tagging.
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7 Conclusions
We have in detail described a new method to obtain an accurate prediction of the ionization
energy loss in proportional chamber detectors. The method relies on the assumption that all
detector specific properties can be contained in a single effective dielectric function, which may
be obtained from a well measured Landau distribution for a give particle velocity. The energy
loss calculations are thus tuned to the detector and no further information like tabulation of the
photoionization cross section or simulation of detector smearing should be needed.
A reasonable robust mathematical procedure to extract the effective dielectric function
from the measured Landau distribution has been described and applied to data from the Time
Projection Chamber in the DELPHI experiment at CERN. The results from this test show an
excellent agreement between the data and the tuned dE=dx calculations in particular if the low
energy offset in the measured distribution is taken into account.
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