Incorporating information about DNA structure can increase the reliability of predictions of transcription factor binding sites.
The standard methods for predicting the binding sites of transcription factors (TFs) involve the use of matrix-based scoring systems (Stormo, 2013) . While those approaches often work reasonably well, they have two types of limitations. First, they assume the binding sites are all of fixed length and the positions in the binding site contribute independently to the binding affinity. Second, they are agnostic about mechanism; for example, a particular base may be preferred because it interacts directly with the protein, usually through hydrogen bonds or van der Waals contacts, or it may contribute to structural variations in DNA that the protein prefers. In this issue of Cell Systems, Mathelier et al. (2016b) address both limitations simultaneously by demonstrating that an approach incorporating information about DNA structure has superior performance to standard matrix-based methods in identifying TF binding sites (Mathelier et al., 2016) . Notably, this is the largest and most comprehensive such demonstration making use of an extensive collection of ChIPseq datasets for many different TFs. Such an improvement in identifying the locations of in vivo binding sites promises to aid in the elucidation of TF-DNA regulatory interactions and in modeling the consequences of sequence variations that effect TF binding and gene expression.
Matrix-based methods of modeling TF binding sites assign a score (which, depending on the method, may be a probability, a log-probability, a log-odds ratio, an energy or other possible interpretations) for the entire site that is the sum (or product if a probability) of the scores for each position in the site (Stormo, 2013) . Regardless of the particular method, the models all assume that the positions contribute independently to the total score. Even as much more data have been collected for many more TFs, that approximation has held up surprisingly well (Weirauch et al., 2013) . However, there are some TF families where more complex models, allowing for both non-independence between positions and variable lengths of binding sites, have clear advantages (Mathelier and Wasserman, 2013; Weirauch et al., 2013; Slattery et al., 2014) .
One of the ways in which the positions in a binding site can contribute non-independently is through variations in the DNA structure, such as minor groove width and various parameters that quantify the roll and twist of the DNA double helix. Those variables depend on local DNA sequence context (Rohs et al., 2009) , and incorporating them into an encoding of the sequence captures that context information. Based on extensive computational analysis a database of structural parameters has been derived for all possible DNA pentamers (Zhou et al., 2013) . The combined sequence and structure scores for a DNA motif can be used to search for good predicted binding sites in a genomic sequence (Figure 1) .
The current work from Mathelier et al. (2016) is more extensive than previous studies that provided evidence that adding structural information to matrix-based methods improves their fit to data from both in vitro and in vivo experiments (Yang and Ramsey, 2015; Zhou et al., 2015) . In contrast to previous studies, the authors use a model that weights the importance of structural parameters across the binding site instead of summary statistics for the whole binding site, and they comprehensively compare their models against several other sequenceonly models. The accuracy of each model was assessed by predicting binding sites in ChIP-seq peaks compared to compositionally matched random genomic regions from 400 ChIP-seq datasets for 76 TFs containing a diversity of DNA binding domains. To generate the structurebased models, the authors started with sequence-only matrices optimized on the ChIP-seq data and then used support vector machine learning to find weighting parameters for the structure variables that optimized the prediction accuracy.
For most TFs, the increased accuracy is quite modest, but for two TF families in particular, the E2F and MADS-domain families, the improvement is substantial. Because the modeling uses structural parameters explicitly, this also provides a plausible mechanism for differences in TF affinity to different sites and for the enhanced accuracy of binding site prediction. For both the E2F and MADSdomain families, the most important structural parameter was the propeller twist of the base pairs at specific positions of the interactions, consistent with the structures of complexes observed by X-ray crystallography (Mathelier et al., 2016b) . Besides being useful for predicting the locations of TF binding sites in genomic DNA, improvements in the motif scoring should also be very useful in predicting the effects of non-coding sequence variants on regulatory interactions that control gene expression.
There remain some open questions and problems. There is currently no standard modeling approach that includes structure and no easy way to search for binding sites with such models. Augmentations to motif databases such as JASPAR (Mathelier et al., 2016a) and Cis-BP (Weirauch et al., 2014) and modified software would enable such enhanced searches (Figure 1 ), but they don't exist yet.
Another problem arises when trying to infer mechanisms of specificity because the DNA structure depends on the sequence, thus making it difficult to unambiguously separate contributions from sequence and structure. One could determine the structure of the protein-DNA complex at atomic resolution and then observe variations in the DNA structure and direct contacts between the protein and DNA to deduce the mechanism of interaction, but that approach is not amenable to high-throughput analyses. An alternative approach is to build sequence-based motifs that include non-independent contributions between positions in the binding sites, methods which do currently exist (Mathelier and Wasserman, 2013; Stormo 2013) . Because the higher-order sequence Mathelier et al. (2016b) include four additional ''second order'' structural parameters not shown here for simplicity. The sequence-only motif (left) encodes the sequence information in gray scale, indicating the value associated with each possible base at each position (and shown graphically in the logo above). The structure-added model (right) includes parameters in shades of the associated colors, indicating the value associated with that structure parameter. The score assigned to each possible alignment of the motif with the sequence (with the motif scanned along the sequence, black arrow at top) is the sum of the products of the corresponding matrix elements at each alignment position. Note that there is a single highest scoring alignment, which corresponds to the sequence CCATAATTGG that is a good match to the motif. Including structural parameters alters the score at each position and, in this example as evidenced by a single high-scoring position, increases the discrimination for the optimal binding site.
contributions can be modeled with independent parameters, eliminating confounding effects, it is possible to identify the combinations of positions that contribute non-independently to binding. That leaves open the problem of inferring mechanism, but those parameters might be used in post-processing steps to infer likely mechanisms that best account for the optimal models, including both direct sequence contacts and structural effects. Advances in inferring structural contributions to binding would also lead to improved recognition models and the design of proteins with desired specificities.
