Upper bound for spectrum.
In this section we introduce the notion of interpolating between two sets in the complex plane (see 1. 3) and then we obtain an upper bound for the spectrum of an operator on an interpolation space by "interpolating its extreme spectra (see 1.9 )." Basic situation 1.1. B O ,B X are two Banach spaces continuously embedded in a topological vector space V so that B o D B t is dense in both B o and B x . The corresponding spaces [B o , J5J,, 0 ^ s ^ 1, are the spaces defined in [2, p. 114] . By [2, §9.3] General notation. For a normed linear space B, \\ \\ B will denote the norm of B. We will sometimes use || || to denote || || B if no confusion results. The space of bounded linear operators on a normed linear space B with the operator norm will be denoted O(B). We will call bounded linear operators, operators. If T is an operator, sρ(T) will denote the spectrum of T and r(T) the spectral radius of T, the smallest number r such that sρ(T)C{z:\z\^r}.
If F is analytic on sp(T), then
F(T) will denote the operator (2τri)~Ί (AJ-Γ)"

1^
where y is an Jγ envelope of sp(T) in the domain of F. If E is a subset of the complex plane, R(E) will denote the rational functions with poles in the complement of E. We next introduce the notion of interpolation sets I s (E o , E x ) corresponding to two given compact sets E θ9 E x in the plane. These interpolation sets will be used to provide an upper bound for the spectrum of operators T s .
If F is a complex valued function and t is a positive real number, let L(t,F) denote the set of elements x in the domain of F such that DEFINITION (F o ,F 1 ) OgsSl.
For a complex number z and a positive real number t let D(z, t) denote the set of complex numbers w such that | z -w | < t. Let D(z, t] denote the closure of D (z, t) . For a set A in a topological space int A will denote the interior of A. LEMMA 1.5. Let K be a compact subset ofD(0, 1) .
To each e>0 and s, 0<s<l, there corresponds a δ >0 such that for each ζ in K y D (ζ, δ]CD(0, l) and
Proof For ζ injί, let λ^ denote the anajytic function defined by We next observe that if λ k E, then the operators (λ -T s )'\ 0 g s 1 , and agree on B o Π B x . To see this we first note that since (A -To)" Thus,
Since y was chosen arbitrarily in B o Π B x and x does not depend on 5, we have shown that the operators (A -T s ), Ogs^l, all agree on BoΠBi. Consequently, the operators G(T S ), OSsSl, all agree on
. Since G π (T 0 )jt converges to F(T 0 )x in B o and F(Ti)x in B t and since B o and B x are continuously embedded in V, it follows that F(T 0 )x = F(TI)JC. This completes the proof.
Comment. In view of Lemma 1.6 it is natural to ask whether the set E in 1.6 can always be taken to be sρ(T 0 ) U sp(Ti). We have not been able to answer this question. The best that we have done is the content of the next lemma. Since the operators (T s ) n , 0 ^ s g 1, all agree on B o Π J3i, it follows from 1.2 that Since e was chosen arbitrarily, the conclusion of the lemma follows from our observations and the fact that r(Γ s ) = lim|| (Γ s Proo/. Suppose that the theorem is false; that is, suppose that there is a λ in sp(T s ) which is not in I 5 (sρ(T 0 ), E). In particular, there is a pair (r, F) corresponding to the sets sp(T 0 ) and E as in 1.3 such that λ& L(r\ F). However, since E Cdomain of F and 1.6 implies that A G E, we conclude that
(4)
Define the operators U t = F{T), OSί^l, in the usual manner of spectral theory. Since λ G sρ(T s ) it follows from the spectral mapping theorem that (5) F(λ)esp(l/.). From 1.6 it follows that the operators U h 0 S t g 1, all agree on B o Π B x ; consequently, we conclude from 1.8 that
By the choice of F, sρ(7])C{z: \F(z)\ ^ r'}, / = 0,1. From this and the spectral mapping theorem we obtain (7) sp(ί/,)C{z:|z|Sr'}, ;=0,l.
If we combine (5) thru (7) we get | F(λ) | ^ r s , which contradicts (4). This completes the proof.
Set approximation by lemniscates.
The main purpose of this section is the proof of the approximation theorem, Theorem 2.6.
By a simple set we mean a compact set with dense interior and with a boundary consisting of a finite number of disjoint simple closed curves which are also regular analytic curves (see [1, p. 226] ). For notation we use dE and int E to denote the boundary and the interior, respectively, of a set E in the plane. REMARK 2.1. By a harmonic triple in this paper we mean what is defined in [4, 5.1] except that we do not require that the interior of E x be connected. The main result about harmonic triples that we will need is [4,5.3] Proof. Because of Runge's theorem it clearly suffices to prove Lemma 2.4 for the case where D x is a connected simple set, so we will assume that D x is a connected simple set. Let ω n , n = 1,2, , be the function defined on the domain of ω as follows: ω n (z) = 1/n if ω(z) g 1/n and ω n (z) = ω(z) if ω(z)> 1/n. Locally, each ω n is either a harmonic function or the maximum of two harmonic functions. Thus, each ω n is subharmonic; and, since the sequence ω n decreases pointwise to α>, we see that ω is also subharmonic. Let U denote the interior of E u Since ω is subharmonic on the domain [/, the Riesz theorem [5, p. 48] implies that We will now establish the following. < 6, for 2.5. There is a continuous function u λ on D ι such that: u x is harmonic on (7, | u(z)-u x {z)\ < e for z in D 1 and all the periods of the harmonic conjugate of u λ are rational multiples of 2π.
We may assume that the boundary of D x has at least two components. Let γ n+1 denote the boundary component of D 1 which also forms the boundary of the unbounded component of the complement of Di and let γ u --, y n denote the other boundary components of D u Let ω ; denote the harmonic measure of γ h j = 1, , n, with respect to the region U [1, p. 245] . Let a Kj denote the period of the harmonic conjugate of ω ι corresponding to the curve γ k (see [1, p. 162] ). We define u x by: ,2, -,n) for an appropriate choice of the numbers e ; . Since the matrix (a kJ ), 0 ^ /c, 7'^ rc, is a nonsingular matrix [1, p. 246] and since the period of the harmonic conjugate of u λ corresponding to the curve y k is p k +Σy€ / α jy , where p k is the period of the harmonic conjugate of u corresponding to γ k , it follows that we can choose the numbers e, in such a way that -β <βj <e for each / and the numbers p k + Σ ; e^,, fe = 1, , n, are all rational multiples of 2^. The conclusion of (2.5) follows from the above remarks and the maximum principle.
We now return to the proof of Lemma 2.4. Since the boundary curves of D x are analytic curves and ω is constant on each component of the boundary of D 1 it follows from the reflection principle that ω has an extension to a function which is harmonic on a neighborhood of £>!. Since the integral in (1) is clearly harmonic on a neighborhood of the boundary of D u it follows that u has an extension which is harmonic on a neighborhood of D t . Consequently, u x also has an extension which is harmonic on a neighborhood of Ό x . By 2.5 we can choose an integer m such that the periods of the harmonic conjugate h of mu x are all multiples of 2 n . Let g = e mUl+ih . From what we have noted above we conclude that g has an extension which is analytic on a neighborhood of D τ . Since g has no zeros in D x we can use Runge's theorem to choose an element g x in R{D X ) such that (3) \m-*log\g 1 (z)\-u 1 (z)\<e, zeD t . Πj (z -cij) where the α 7 are the numbers that appear in (2) . From (1), (2) Choose e, η > 0 so that (6) e + 7/ < 1 -€ and
Corresponding to e and η we choose b and / as in Lemma 2.4. For convenience, let h = b log |/|. Let H 0 = {z:/i(z) §e-fη}. Since /ι is subharmonic on {z: ω(z)< η}and h ^ 6 + η on the set {z: ω(z)= η}, it follows that h g e + η on {z: ω (z) g η}. In particular, D o C H o . Thus, Since Λ is superharmonic on the complement of D λ and h ^ 1 -e on {z: ω(z)= 1}, we have (9) fι(z)gl-e, z^D t .
Suppose z E /ί 0 , so h(z)^€ + η. Since β + η < 1 least. Thus either ω(z)^= η or ω(z)^2β 4-η. Consequently, auu. v^y we obtain (10) Ho C £0+0(0,60.
Let H ι = {z: H(z)^ 1 -e}. We have already noted that if ω(z) g η, then h(z)^ e + η. From this and (6) it follows that h{z)^\-e if ω(z)^l-2e. Thus
We conclude from (7) We define F and r as follows: F = e~i e+ri)/b f and r = e κi-.H«+Ί»tf Evidently, r>l, FGRiEJ and H^Lir^F) for / = 0,1. The conclusion of the theorem now follows from (8), (10), (11), and (12).
3. The upper bound is best possible. The purpose of this section is to establish Theorem 3.1. This theorem gives a class of operators for which the upper bound given in Theorem 1.9 is attained; therefore, it shows, in particular, that an upper bound for sp(T s ) which depends only on sp(T 0 ) and sp(7i) can be no better than the one given in Theorem 1.9 provided that sρ(Γ 0 ) and sρ(Ti) satisfy the one further condition imposed in Theorem 3.1.
If E is a compact set in the plane, then C R (E) will denote all functions which are the uniform limit of sequences in R(E). Proof. It is clear in this case that the set E of Theorem 1.9 is E x and that E o = sp(Γo). Thus, sp(Γ 5 ) C I s (E o , E λ ) . Now suppose that z E I S (E O , E x ) . Since the conclusion of the theorem is obvious in case s = 0 or 1, we assume 0< s < 1. To show that z Esp(T s ) we first show that (1) \x(z)\^\\x\\ B ., xGR(E ί ).
Let e > 0. Since B o Π B, = B u it follows from [4, 2.5] that there is an / in 9 = &(B 0 , Bι) (see [2] for definition of &) such that f(s) = x, 
