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Abstract 
‘Tipping points’ in the climate system are characterised by a nonlinear response 
to gradual forcing, and may have severe and wide-ranging impacts. One of the 
best ways to identify and potentially predict threshold behaviour in the climate 
system is through analysis of palaeoclimate records. It has been suggested that 
early warning signals occur on the approach to a tipping point, generated from 
characteristic fluctuations in a time series as a system loses stability. Although 
early warning signals have been found in climate models and high-resolution 
marine and ice core palaeodata, studies from terrestrial records are lacking.  
 
In this study, a number of Pleistocene terrestrial records were selected to 
represent a range of regions strongly influenced by different climate modes 
which are thought to be capable of displaying threshold behaviour. These 
records included lake sediments from the North Atlantic, tree-rings from the 
South Pacific, a Chinese speleothem and were complemented by a new 
Greenland ice core chronology. Recently developed methods to detect signals 
of ‘critical slowing down’, ‘flickering’, and stability changes on the approach to a 
tipping point were utilised. Specific methodological issues arising from analysing 
palaeoclimate data were also investigated using a simple bifurcation model. 
 
A number of key criteria were found to be necessary for the reliable identification 
of early warning signals in palaeoclimate records, most crucially, the need for a 
low-noise record of sufficient data length, resolution and accuracy. Analysis of a 
Chinese speleothem identified the East Asian Summer Monsoon as an 
important climate ‘tipping element’, which may display a cascade of impacts. 
However, in some cases where early warning signals may fail, a deeper 
understanding of the underlying system dynamics is required to inform the 
development of more robust system-specific indicators. This was exemplified by 
the analysis of an abrupt, centennial-duration shutdown recorded during the 
Younger Dryas Chronozone in New Zealand, which demonstrated no slowing 
down, consistent with a freshwater pulse into the Southern Ocean. This study 
demonstrates that time series precursors from palaeoclimate archives provide a 
means of useful forewarning of many potential climate tipping points. 
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Chapter 1: Introduction and 
Literature Review 
This chapter introduces the concept of abrupt climate change and provides a 
detailed literature review on the detection of tipping points in climate systems, 
including an introduction to dynamical systems theory. A discussion of early 
warning signals of bifurcations includes different indicators that can be used for 
detection. A research outline is presented with an overview of the structure of 
this thesis.  
 
 
1.1. Introduction and Research Context 
Climate change is one of the defining issues of our age. Although this threat 
can be obscured by shorter-term problems, it is an issue that affects or will 
affect the lives of everyone. While it may well seem that interest and recognition 
of climate and how it affects (and is affected by) our everyday lives is a 
relatively recent phenomenon, the notion of ‘climate’ has existed for many 
millennia. However, for thousands of years climatology remained largely 
descriptive until the advent of computers in the 1940s, allowing climate to be 
analysed numerically. The ideas of chaos and complexity in the climate leading 
to abrupt and non-linear transitions from Edward Lorenz in the 1950s served to 
strengthen these ideas, and challenged the famous aphorism of Carl Linnaeus: 
“natura non facit saltus” – nature makes no leaps.  Although this was an 
essential element of Charles Darwin’s natural evolution in the ‘Origin of Species’, 
increasing evidence for abrupt transitions in nature gave limitations to this 
classic paradigm.  
 
Large and abrupt climate changes have occurred repeatedly in the past, when 
parts of the Earth system were forced across thresholds. These have been 
recorded in a range of palaeoclimate archives. Probably the most important 
 20 
breakthrough regarding the quantification of abrupt climate change was the 
discovery of high-resolution palaeorecords, which showed that some climate 
changes occurred at timescales of just decades. The realisation of just how fast 
the climate system could switch from one state to another was evidenced from 
analysis of ice cores from Greenland, which demonstrated the rapid and abrupt 
termination of the ice ages (Steffensen et al., 2008). A remarkable amount of 
data has now been collected and published detailing the nature and extent of 
abrupt climate change, and although these data have helped to build a detailed 
picture of these changes in our past, the mechanisms that cause or amplify 
them are still largely unknown.  
 
Abrupt climate change constitutes one of the largest unknown threats for the 
future. The 2007 IPCC report has been criticised for ‘lulling society into a false 
sense of security’ by their smooth projections of climate change (Lenton et al., 
2008). However, although the IPCC AR5 has recognised the dangers of abrupt 
and irreversible changes in the climate, many global circulation models appear 
to have a limited ability to (re)produce abrupt climate change (Valdes, 2011). 
Furthermore, it is increasingly recognised that the consequences to society of 
abrupt changes are both larger and more difficult to adapt to than gradual 
changes. 
 
Recently the term ‘tipping point’ has rapidly risen into prominence. The term 
was first popularised as a book title: Malcolm Gladwell’s ‘The Tipping Point: 
How little things can make a big difference’ (Gladwell, 2000). This book is 
largely an examination of the social epidemics of the past, and how they came 
to be, with a broad range of examples spanning the sharp increase in the 
popularity of Hush Puppy shoes to the steep drop in the New York crime rate. 
However, this term has since been adopted by the climate community to 
describe certain types of abrupt climate change: Lenton (2011) defines a 
climate tipping point as “when a small change in forcing triggers a strongly 
nonlinear response in the internal dynamics of part of the climate system, 
qualitatively changing its future state”.  
 
It is this nonlinear response to forcing that characterises abrupt climate change. 
Many abrupt events have been argued to be the result of simple underlying 
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system dynamics (Scheffer et al., 2009). These abrupt events have been 
termed ‘critical transitions’ or ‘bifurcations’. Furthermore, it has been suggested 
that even if there is not a thorough mechanistic understanding of complex 
systems, some generic rules can be used to identify the risk of such dramatic 
events. Using these generic rules, a suite of ‘early warning indicators’ are 
applied to capture the characteristic fluctuations present in the data preceding a 
tipping point (Dakos et al., 2008).  
 
A growing number of studies have implemented these techniques on a range of 
systems, extending far beyond climate science, including ecology, social 
science, medicine, financial systems and many more (see below for examples). 
Leading early warning indicators of tipping include (though are by no means 
limited to) increasing trends in autocorrelation and variance, and changes in 
skewness (Dakos et al., 2012a) (discussed more in Section 1.10). 
 
Climate/Environment 
• Ancient climate transitions (including the Greenhouse-Icehouse transition 
and the last four glacial terminations) have been found to have 
increasing autocorrelation of the state variable (often temperature 
proxies) before the shift (Livina and Lenton, 2007; Dakos et al., 2008). 
• Land degradation has also been investigated, with early warning signals 
present in the spatial patterning of land (Bailey, 2011).  
 
Ecology 
• Extinction experiments were carried out and found a rise in 
autocorrelation and skewness in the population before an extinction 
event (Drake and Griffen, 2010). 
• Many ecological experiments have been undertaken with increased 
variance found in overexploited fish populations (Hsieh et al., 2006), 
phosphorus concentration ecological systems exhibiting lake 
eutrophication (Guttal and Jayaprakash, 2008; van Nes and Scheffer, 
2007; Wang et al., 2012b), and other marine shifts (Carpenter and Brock, 
2006). 
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Medicine 
• Work has also been carried out outside of environmental science; in 
medicine, epileptic seizures (McSharry et al., 2003; Meisel and Kuehn, 
2012; Kramer et al., 2012) and asthma attacks (Venegas et al., 2005) 
have been investigated. 
• Early warning signals have been found in emotional state before the 
onset of a depressive episode (van der Mheen et al., 2013). 
• Recently, the discovery of bimodal microbial communities that inhabit the 
human intestine have been suggested to display tipping behaviour (Lahti 
et al., 2014).  
 
Social sciences 
• Social scientists have looked at social change, with many examples from 
Gladwell (2000) but also more recent research on ‘buzzwords’ on the 
internet (Neuman et al., 2011).  
 
Finance 
• Time series of financial systems, which have large and abrupt events 
such as bubbles and crashes, have also been analysed (Yan et al., 
2010; Diks and Wang, 2012). 
• May et al. (2008) note that there is a similarity between ecological 
systems and banking systems, and that the Wall Street Crash of 1929 
and the Great Depression are examples of tipping points. Moreover, 
financial systems are excellent candidates for further research, partially 
due to the abundance of data and information that can easily be 
collected.  
• These techniques have also been applied to the US housing market, 
where early warning signals are found in volume of homes sold before 
the Subprime crisis in 2007-2008 (Tan and Cheong, 2014). 
 
However, despite the broad range of studies that have investigated the 
presence of early warning signals, many, particularly from climate science and 
ecology, have been based on simple models and have therefore neglected the 
more complex behaviours associated with most environmental systems. More 
complex models, experimental data and palaeoenvironmental studies must 
 23 
therefore be utilised to test and improve existing protocols for the search for 
early warning signals. Furthermore, it is suggested that due to the complex 
structure and dynamics of the climate system, a combination of palaeoclimate 
reconstructions and modelled data is required to understand how the climate 
system has responded to different perturbations in the past and to improve our 
ability to predict future abrupt climate change.  
 
In particular, insights gained from past periods of rapid climate change are an 
important focus for palaeoclimate research to help inform our projections of how 
the climate system could respond to rapid changes in the future, and provide 
potential analogues for times of rapid climate change similar to today (Snyder, 
2010). In addition, these analogues should help to enhance understanding of 
the sensitivity of systems, both physical and social, to abrupt climate change. 
There is a wealth of palaeoclimate data available which can help to test and 
develop models as well as give long-term perspectives for complex systems.  
 
 
1.2. Definitions, metaphor, and agency 
Definitions of abrupt climate change are numerous, varied and necessarily 
subjective. Whilst all essentially describe the same phenomenon, the exact and 
technical definition has both theoretical and practical significance. In terms of 
policymaking, these definitions are key. Furthermore, the differential use of 
linguistics can undermine collaborative efforts between different disciplines and 
make it more difficult to engage with different people. Alarmist language (such 
as ‘catastrophic bifurcation’) can also influence attitudes, particularly for non-
specialist audiences. 
 
The IPCC AR5 definition of abrupt climate change is “a change in the climate 
system that takes place over a few decades or less, persists (or is anticipated to 
persist) for at least a few decades, and causes substantial disruptions in human 
and natural systems” (IPCC, 2013). However, since many scenarios such as 
the rapid melting or collapse of the Greenland ice sheet or a 
weakening/shutdown of the Atlantic Meridional Overturning Circulation (AMOC) 
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are unlikely to occur within a century, this definition significantly narrows the 
breadth of changes that are included in this definition. Instead, Lenton (2011) 
suggests that the definition should be as broad as possible to include a large 
range of situations.  
 
The definition of a tipping point is perhaps even more contentious. The tipping 
point metaphor has spread rapidly from the social to the physical sciences, and 
over the last decade, the term has witnessed a rapid growth, and perhaps slight 
change, in its use. Though the term originated from Malcolm Gladwell’s book, it 
has been used in epidemiology to describe the point at which an infectious 
disease is no longer controlled, as well as regularly in mainstream media to 
describe a sudden change in the consensus of opinion. The definition of a 
tipping point justifiably changes with the application to which it is directed; 
Malcolm Gladwell defines a tipping point as “that magic moment when an idea, 
trend, or social behaviour crosses a threshold, tips, and spreads like wildfire”, 
and the Oxford English Dictionary as “the point at which a series of small 
changes or incident becomes significant enough to cause a larger, more 
important change”. Whilst these definitions clearly refer to social systems, the 
definition as termed above by Lenton (2011) is clearly a much more technical 
summary, though the underlying meaning of the term is not appreciably 
different.  
 
There are several key aspects to consider when defining abrupt climate change, 
or tipping points, including the resolution and age of the data being examined 
(Fu et al., 1999), as well as the type of climatic shift. Importantly, ‘abrupt’ as 
used by the palaeoclimate community clearly has different meanings than 
would be used in contemporary discourse (Hulme, 2003). Climatic shifts can be 
the result of changes in dominant oscillations (such as the Mid-Pleistocene 
transition between dominant 41 ka and 100 ka glacial-interglacial cycles which 
occurred ~1 million years ago), changes in the phase between different climate 
signals (e.g. ENSO/monsoons), or indeed singular events and discontinuities in 
palaeoclimate data. Furthermore, spatio-temporal patterns are important to 
consider since “climate dynamics can often projected onto a limited number of 
modes or patterns of climate variability” (Lohmann, 2009). Most abrupt climate 
changes are regional in their spatial extent. However, regional changes can 
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have remote impacts due to atmospheric and oceanic teleconnections, and thus 
can often have an indirect global impact (Lohmann, 2009). 
 
A well-known example of past abrupt climate change is the Younger Dryas 
stadial (Greenland Stadial-1, GS-1) that occurred around 11.7-12.9 ka BP 
(Steffensen et al., 2008), thought to be linked to changes in the Atlantic 
thermohaline circulation (THC). Onset and termination of the event occurred 
over a period of less than a decade each and encompassed a temperature 
change of 10°C (Alley et al., 1993; Mayewski et al., 1993).  
 
 
1.4. Research Outline 
Gaps in the knowledge  
A detailed review of the literature is undertaken in Section 1.5, which introduces 
the basic concepts of dynamical systems theory and its application to tipping 
points. This is followed by an evaluation of current techniques used to detect 
early warning signals of these tipping points, finishing with examples found in 
the palaeoclimate record. This section identifies some gaps in the knowledge 
identified from a thorough review of the literature, which have helped to form the 
thesis aims.  
 
Research into early warning signals of tipping points is relatively recent, and 
consequently there are several areas in need of further investigation. Using 
palaeoclimate records is one of the best ways to test theories of climatic change, 
particularly since there is still a lack of model predictive capacity for abrupt 
climate change. The generation of high-resolution palaeoclimate data can be 
difficult, expensive and extremely time-consuming to obtain. However, since 
predominantly only ice and marine core records have so far been investigated, 
there has been no systematic study of how long or well-resolved a time series 
must be to carry out tipping point analysis. Perretti and Munch (2012) suggest 
that further research is needed on identifying suitable early warning indicators 
for sparsely sampled data sets. Most studies using palaeoclimate data rely on 
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ice or marine core data; however, there is a wealth of palaeoscience data 
available to analyse (Dearing, 2013), to advance the understanding of  the 
dynamics of past abrupt climate changes. This thesis therefore aims to 
determine whether other terrestrial archives can be suitable for use in tipping 
point analysis.  
 
In addition to an increased understanding of data characteristics needed for 
tipping point analysis, particularly when using palaeoclimate data, other 
practical limitations of tipping point analysis include the effects of different levels 
of noise (or internal variability) in a system, as well as the efficacy and the 
reliability of recently proposed early warning indicators. The effect of these must 
be more clearly known for an increased ability to infer the proximity of a system 
to a threshold. Even when using generic indicators, an appreciation of the 
system dynamics may be extremely valuable when considering certain 
methodological choices. In particular, data-specific approaches could also be 
considered due to the different construction of certain palaeoclimate datasets.  
 
Finally, Lenton et al. (2012b) note that further work in establishing a framework 
for statistical testing against a null hypothesis is necessary for the advancement 
of using early warning signals for the detection of tipping points.  
 
Thesis aims 
1) Assess and develop the existing methodologies for assessing tipping points 
in palaeoclimate data. 
2) Determine the potential for and explore different ways of detecting early 
warning signals of impending tipping points in terrestrial palaeoclimate data 
by selecting suitable sites in a range of regions, investigating a range of 
proxies.  
3) Investigate the impact of data length, resolution, noise and chronology on 
the analysis.  
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Thesis Structure 
Chapter 1 and 2 are review chapters covering the literature and methodology of 
tipping point analysis. Chapter 3 includes a further exploration into some of the 
issues brought up by the initial two chapters. Chapters 4, 5, 6, and 7 are results 
chapters from tipping point analysis of a range of different palaeoclimate 
archives. Chapter 8 collates the findings from each chapter into themes that are 
found throughout the thesis to provide a synthesis of findings. 
 
This project was devised to ascertain the potential for the detection of early 
warning signals in palaeoclimate data. The suitability of the palaeoclimate 
archives selected were carefully considered to allow a detailed investigation of 
different proxy archives and their potential for detecting early warning signals of 
tipping. Initial selection of appropriate data included records from around the 
Atlantic basin; although there are records of abrupt climate change all over the 
globe, distinct anomalies have been found around the Atlantic region. 
Furthermore, in the Atlantic, there is an almost unparalleled reserve of proxy-
climate data from the marine, terrestrial and polar ice realms, in terms of the 
quality, quantity and geographical proximity of all three archives. The INTIMATE 
(Integration of Icecore, Marine and Terrestrial Records) project has 
concentrated one of its major activities around the North Atlantic region, as 
together, these records represent one of the best global archives for studying 
both short and long-term climate changes (Walker et al., 2001). Many of the 
datasets found within the Atlantic region can be dated with a relatively high 
degree of accuracy (through radiocarbon dating, varve sequences, tree-ring 
records and ice-layer chronologies).  
 
The North Atlantic region in particular has been a key area of research, 
especially during the Late-glacial; terrestrial records from NW Europe and North 
America have consolidated new and old data from the Greenland Ice Sheet, 
which have revolutionised ideas on the rapidity and short duration of climate 
change during this time (Bond et al., 1993; Hughen et al., 1996; Stuiver and 
Grootes, 2000; Walker et al., 2001). Variations in the thermohaline circulation 
have long been regarded to play an important role in climatic change in the 
Atlantic region. Modelling studies have shown that the thermohaline circulation 
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exhibits multiple stable states, therefore making the North Atlantic an ideal area 
of initial study.  
 
Since one of the aims of this thesis was to explore the potential for tipping point 
analysis in terrestrial palaeoclimate data, a range of different appropriate 
proxies were carefully selected. However, in addition to varying the type of 
proxies used, the time period of analysis, and the climate event being analysed 
are also varied. This enables a broader investigation of the prospects for using 
palaeoclimate records for tipping point analysis. This study will initially focus on 
records from the Late Quaternary, largely because records from this period 
provide the greatest potential for high-resolution datasets as well as a high level 
of dating accuracy. The Younger Dryas is one of the most well documented 
climate anomalies during this period and its signal is displayed in many 
palaeorecords around the Atlantic basin. In addition, model simulations have 
suggested that the end of the Younger Dryas is characterised by a bifurcation, 
making records spanning this time period good candidates to find early warning 
signals of a potential tipping point. The age of the records being analysed 
gradually increase over the thesis, from the Younger Dryas Chronozone to the 
beginning of the penultimate glacial cycle. 
 
The records chosen include two lake sediment cores from northwest Europe 
and a tree-ring record from New Zealand all spanning the Younger Dryas 
Chronozone, an ice core record from Greenland spanning the Late Pleistocene 
and a speleothem record from China spanning the penultimate glacial cycle. A 
detailed description of each of these is found below, and a full justification into 
the specifics of the records and why they were chosen is found in each chapter. 
This selection was thought to be appropriate to fulfil the aims of this thesis 
(though it is acknowledged that there are many more records that would also 
have fulfilled the criteria detailed in Chapter 3).  
 
Chapter 1 discusses the current literature and assesses the outstanding issues 
for further investigation. This includes a background into dynamical systems 
theory; an understanding of which is necessary for the understanding of how 
techniques used to detect early warning signals work. This also enables a 
detailed insight into the current techniques, and their advantages and 
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disadvantages, to assess which might be most suitable for use in the 
subsequent chapters of this thesis.  
 
Chapter 2 explains the detailed methodology used in tipping point analysis, 
including methods to assess significance of tipping point analysis. This includes 
a detailed description of the codes that can be used in the computer software ‘R’ 
that are used in the subsequent chapters of this thesis. A discussion of the 
effects of false negatives and false positives is also found here.   
 
Chapter 3 aims to generate guidelines regarding the most suitable data 
characteristics for tipping point analysis, as well as investigating the effect of 
parameter choices and the noise intensity on the analysis. Initial work focuses 
on data from a simple bifurcation model, which allows easy manipulation of the 
data. Two chronologies from the Cariaco Basin spanning the Younger Dryas 
Chronozone are examined, to investigate the importance of a well-constrained 
chronology on tipping point analysis. 
 
Chapter 4 addresses whether lacustrine sediment records can be used for the 
analysis of tipping points by analysing the data preceding the termination of the 
Younger Dryas Stadial, thought to characterised by a bifurcation in the climate 
system. Data analysed include data obtained from a lake in northwest England 
(Hawes Water) and a lake from western Norway (Lake Kråkenes). These data 
were selected due to the relative abundance of lacustrine records in a wide 
range of locations (e.g. not limited to certain geographical areas such as ice 
cores). Currently only ice and marine cores have been used in tipping point 
analysis, so this chapter aims to investigate whether lake records are able to 
produce early warning signals of tipping. This particular record was chosen for 
reasons described above; since the termination of the Younger Dryas is thought 
to be characterised by a bifurcation, these two European records chosen are 
ideal to test whether early warning signals of this bifurcation can be detected.   
 
Chapter 5 investigates the use of tree-ring sequences in tipping point analysis. 
This record provides a unique opportunity to test whether an annually resolved 
record of climate variability can produce early warning signals of tipping, as well 
as exploring some of the methodological issues associated with these types of 
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composite records. A newly created (unpublished) New Zealand Kauri tree 
chronology presents an annually-resolved record of climate in New Zealand 
during the Younger Dryas Chronozone. This allows a comparison to the results 
from Chapter 4, which investigated the Younger Dryas in the North Atlantic. 
Given the controversy surrounding the global extent of the Younger Dryas, this 
was a particularly interesting record to study. Both potential analysis and tipping 
point analysis were applied on this record, representing the first time tree-rings 
have been used for this analysis. 
 
Chapter 6 analyses the Greenland ice core δ18O over the Late Pleistocene 
using both the original and a revised GICC05 chronology (recently constructed 
by combining the GICC05 record and the Cariaco basin record to improve the 
precision and accuracy) to investigate the changing stability structure of the 
climate system, applying both tipping point analysis and potential analysis. 
Although not a terrestrial record, this ice core record was chosen due to the 
opportunity to studying two chronologies associated with the record to 
investigate the importance of chronological differences. This record also linked 
to the previous two chapters by analysing a longer time period immediately prior 
to the Younger Dryas, in the same North Atlantic region.  
 
Chapter 7 investigates a high-resolution and absolute-dated East Asian 
Summer Monsoon record from a Chinese speleothem over millennial 
timescales. Specifically this chapter investigates abrupt monsoon shifts during 
the penultimate glaciation. The strongly bimodal nature of the monsoon over 
precessional timescales is ideal to investigate the presence of bifurcations 
within the monsoon system. Speleothem records are under-studied proxies for 
tipping point analysis; this particular record was selected because modelling 
studies have suggested the presence of a bifurcation within the monsoon 
system, making this record of monsoon intensity and ideal record to investigate.  
 
Chapter 8 concludes by summarising the major findings of this study, 
identifying some of the main themes that can be identified across the different 
results chapters, and providing research guidelines for tipping point analysis on 
palaeoclimate data. Areas for future investigation are also discussed.  
 31 
1.5. Literature Review: Introduction 
The term ‘tipping point’ has emerged from the recognition of the universality of 
abrupt and nonlinear transitions that occur in nature and society at a wide range 
of scales. Examples include the stability of our climate and ecosystems, as well 
as human population growth and the rise and fall of civilisations. Despite the 
expectation that there exists some degree of proportionality between cause and 
effect (Gladwell, 2000), it is now apparent that in fact many systems are 
characterised by nonlinear responses. When these nonlinear systems reach a 
certain critical threshold, a small perturbation can trigger a large and abrupt 
change. Although these abrupt changes are thought to be relatively rare, they 
are of fundamental importance to society (Scheffer et al., 2009), and therefore 
must be more fully understood. There has recently been a large expansion of 
interest in the field of tipping points, and although there is a long history of 
studies of abrupt change, the potential for prediction of these tipping points 
means that more and more disciplines are embracing this concept.  
 
There is clear evidence from the geological record that the Earth experienced 
rapid transitions between different climatic modalities in the past. This has been 
demonstrated by rapid shifts in δ18O and δD in ice cores from Greenland and 
Antarctica e.g. (Petit et al., 1999; Kawamura et al., 2007; Steffensen et al., 
2008), as well as many other palaeoclimate records showing rapid climate 
transitions such as the temperature jumps associated with Dansgaard-
Oeschger oscillations (Dansgaard et al., 1993), abrupt millennial-length cold 
events such as the Younger Dryas stadial (Steffensen et al., 2008), and the 
desiccation of lakes in African and Asian monsoonal areas e.g. (Alley et al., 
2003). However, despite the increasing number and integrity of these records, 
the thresholds or complex feedbacks that control the climate are poorly 
understood. A more robust understanding of these climate thresholds and 
feedbacks, as well as the variation of climate in different modalities, is therefore 
of increasing importance. In particular, dynamical systems theory can help to 
explain some of the key concepts that are fundamental to the understanding of 
the climate system. 
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1.6 Dynamical Systems Theory 
Dynamical systems theory first entered the realm of palaeoclimate science with 
the development of idealised models designed to represent the effect of 
astronomical forcing on the response of ice sheets (see Crucifix (2012) for a 
review). Bifurcation theory has since been used in many models of climate sub-
system interactions e.g. (Ghil and Childress, 1987), and more recently, 
hysteresis experiments have been undertaken to identify the number of states 
in individual components of the climate system e.g. (Rahmstorf et al., 2005). 
Appreciation of dynamical systems theory is important, as it can help to explain 
some of the patterns of behaviour in different climate systems to create an 
enhanced understanding (and therefore predictive capacity) of catastrophic 
climate change (Crucifix, 2012). This section includes a brief explanation of 
nonlinear systems, multiple stable states and bifurcation theory, three of the 
most important aspects of dynamical systems theory with respect to tipping 
points. This will provide a basis from which to distinguish bifurcations from other 
types of tipping; this is discussed in more detail in Section 1.6.4. 
 
 
1.6.1. Nonlinear Systems 
Although linear behaviour is more intuitively understood, nonlinear behaviour is 
in fact much more prevalent in the Earth system. Linear systems are typified by 
a response proportional to the magnitude of the external forcing, and an 
oscillatory frequency equal to that of the forcing (Rial et al., 2004). Figure 1.1a 
displays the equilibrium state of a linear system, but shows that an abrupt shift 
in a system state may still occur in a linear system when driven by a large 
external force. 
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Figure 1.1 Equilibrium curves in linear and nonlinear systems. The grey dotted arrows 
denote the direction in which the system moves when it is not on the curve (and 
therefore not in equilibrium). From (Scheffer et al., 2009). 
 
 
Conversely, nonlinear systems can display sharp transitions even in the 
presence of smooth forcing, where small changes in some parameters cause a 
disproportional change in behaviour. Figure 1.1b, c and d all show equilibrium 
curves of nonlinear systems. Figure 1.1b shows that although a small 
perturbation can trigger a large shift in the system, a reversal of those 
conditions of an equally small magnitude can reverse the shift. Accordingly, it 
does not display hysteresis, broadly defined as a path-dependence of the 
equilibrium state of the system associated with multiple stable states (i.e. Figure 
1.1c and Figure 1.1d). There are many examples in the Earth system where the 
amplitude of response is extremely disproportionate to the forcing. The glacial 
terminations of the Quaternary are a prime example of a large change in the 
system triggered by small change in solar forcing (Hays et al., 1976). The 
climate system is a well-cited example of nonlinearity e.g. (Lorenz, 1968; 
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Rahmstorf, 1995; Rial et al., 2004), which also gives rise to phenomena such as 
chaos, first demonstrated in 1963 by Edward Lorenz when running climate 
forecasts. Lorenz found that even tiny changes in initial conditions could cause 
a large divergence in the resulting forecast when run over a certain time period 
(Lorenz, 1963). This sensitivity to initial conditions is one of the defining 
features of a chaotic system. 
 
 
 1.6.2. Multiple Stable States 
Although recognition of multiple stable states in ecology occurred several 
decades ago with initial examples in marine ecosystems e.g. (May, 1977), the 
existence of multiple equilibria remains a central question in climate research. 
Lorenz (1968; 1970) first discussed the difference between transitive 
(supporting one set of long-term statistics, with one stable state) and intransitive 
(supporting two or more sets of long-term statistics, with more than one stable 
state) systems. Initially, it was thought that multiple stable states implied, in the 
absence of historical/palaeo data, that natural systems were inherently 
unpredictable. However, palaeoclimate records have demonstrated that the 
Earth’s climate has varied from a range of very different climate states, from the 
ice-covered expanse of the Neoproterozoic e.g. (Hoffman et al., 1998) to the 
ice-free Cretaceous e.g. (Zachos et al., 2001), with the current climate situated 
somewhere in between the two. Moreover, there is increasing evidence to show 
that the climate has changed abruptly in the past, such as the saw-tooth pattern 
of the glacial cycles over the last 2 million years (Petit et al., 1999). Multiple 
equilibria may have played an important role in these changes e.g. (Lenton et 
al., 2008).  
 
Sometimes detection of multiple stable states is difficult, because differences 
between the two states are too subtle, or one state occurs more naturally than 
the other. Alternative stable state theory broadly proposes that a change in the 
conditions of a system can result in an abrupt shift in the state of the system. 
Multiple stable states typically arise due to the presence of a catastrophic fold 
bifurcation, separated by an unstable equilibrium (as seen in Figure 1.1c and 
Figure 1.1d). Scheffer et al. (2009) note that this separation of the two stable 
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states by an unstable equilibrium is essentially what distinguishes a true critical 
transition.  
 
 
Figure 1.2 Stability landscape showing alternative/multiple stable states 
 
 
The stability of dynamical systems can be depicted through stability landscape 
diagrams, which indicate the stable and unstable state spaces of a system. The 
slope of these stability diagrams corresponds to the rate of change of the 
system; therefore, when the slope is 0, the rate of change is 0 and thus the 
system is at equilibrium. Multiple stable states are illustrated in stability 
landscapes, shown in Figure 1.2, with two valleys (A) and one hilltop (B). The 
two valleys are ‘attractors’, with stable equilibria, where small perturbations will 
cause the ball to return to the valley, whereas the hilltop is a ‘repellor’, with an 
unstable equilibrium, where small perturbations would have a runaway effect, 
displacing the ball into one of the valleys. With multiple stable states, if the 
perturbation is large enough (internal or external), the system may move into a 
different basin of attraction. The basin of attraction is defined as the region of 
states in a dynamical system around the equilibrium state, where the system 
tends to remain. The size of the perturbation needed for the system to cross the 
critical threshold thus depends on the size of the basin of attraction that the 
system is leaving. 
 
Although these diagrams are very useful as an intuitive aid, they cannot be 
taken too literally. Scheffer et al. (2009) point out four major shortcomings: firstly, 
the speed of the ball/system is not necessarily proportional to the angle of the 
slope; secondly, the landscapes are one-dimensional in the sense that they 
only account for one variable; clearly many systems are affected by a range of 
 36 
different variables. Thirdly, the diagrams fail to show how some unstable 
attractors such as limit cycles and strange attractors affect the system. A limit 
cycle (as discussed in Section 1.6.3) is defined as an ‘isolated closed trajectory’ 
that can only occur in nonlinear systems, whereby neighbouring trajectories 
may spiral either towards or away from the limit cycle (Fuchs, 2012). A stable 
limit cycle attracts neighbouring trajectories and can thus exhibit self-sustained 
oscillations, whilst an unstable limit cycle repels neighbouring trajectories. 
Strange attractors, such as the Lorenz attractor, are equations that represent 
the complex behaviour of a chaotic system, where this aperiodic, non-repeating 
pattern represents the path traced by a point in that phase space (Fuchs, 2012). 
Importantly, it cannot be known exactly where on the attractor the system will 
be, but the state of the system must remain on the attractor; these systems are 
deterministic, but highly sensitive to initial conditions. It is not possible to 
adequately illustrate these characteristics on a two-dimensional stability 
landscape. Lastly, the stability landscapes portray a suggested constancy; in 
reality, stability landscapes can change gradually as a result of a slow change 
in conditions as well as stochastic fluctuations. However, despite these 
limitations, stability landscapes remain one of the best ways to illustrate multiple 
equilibria. 
 
 
 1.6.3. Bifurcation Theory 
The term ‘bifurcation’ is used in a broad sense to describe an abrupt change in 
the stability properties of a dynamical system that occurs at a critical parameter 
value (Guckenheimer and Holmes, 1996). The bifurcation point of a system is 
the point at which it leaves its current equilibrium. At this point, there is a 
“sudden qualitative change in the flow” as a result of changes to the parameters 
in the governing equations of the system (Hoyle, 2006). There are several 
different types of bifurcation, and Thompson and Sieber (2010) provide a 
comprehensive review of these. The usual definition of a bifurcation involves 
the concept of ‘topological equivalence’, which is how the phase portrait 
changes its topological structure as a parameter is varied (Tredicce et al., 2004). 
Examples include changes in the number or stability of fixed points, closed 
orbits, or saddle connections as a parameter is varied.  
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The bifurcations most relevant to critical transitions are the codimension-1 
events (Thompson et al., 1994), also known as catastrophic bifurcations 
(typically ‘saddle-node’ or ‘fold’ bifurcations) and Hopf bifurcations. The co-
dimension of a bifurcation refers to the number of parameters that must be 
varied for the bifurcation to occur. Catastrophic bifurcations are characterised 
by the fact that ‘‘an infinitesimally small change in a control parameter can 
invoke a large change in the state of a system if it crosses the bifurcation" 
(Scheffer, 2009).  
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Figure 1.3 Bifurcation diagrams showing (a) Saddle-node/Fold bifurcation, (b) 
Transcritical bifurcation, (c) Supercritical Pitchfork bifurcation; and (d) Subcritical 
Pitchfork bifurcation, where the thick black line indicates the stable state(s) (attractors) 
and the dashed line shows the unstable state(s) (repellors); where x is the dynamical 
variable and r is the independent variable. From (Strogatz, 1994). 
 
 
Saddle-­‐node	   /	   Fold	   bifurcation	   (Figure	   1.3a): on one side of the bifurcation two 
equilibria exist, whilst at the point of bifurcation these two equilibria collide and 
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disappear. There are several examples of these bifurcations in the Earth 
system. The thermohaline circulation is thought to contain a saddle-node 
bifurcation, where the circulation breaks down (Rahmstorf, 2000). A simple box 
model of the Indian summer monsoon has also displayed a saddle-node 
bifurcation causing a shift from a wet to a dry summer monsoon (Zickfeld et al., 
2005). A saddle-node bifurcation is also present in the conceptual model of 
atmosphere-vegetation interaction in North Africa (Brovkin et al., 1998), 
indicating the ‘greening of the Sahara’ at 5 ka BP was due to the crossing of a 
threshold.  
 
Transcritical	  bifurcation	  (Figure	  1.3b): occurs when the system has an equilibrium 
that exists for all values of the parameter. When this equilibrium collides with 
another equilibrium, the two equilibria exchange their stability properties, but 
continue to exist both before and after the bifurcation. This type of bifurcation is 
common in systems with symmetry, as fixed points appear and disappear in 
symmetrical pairs. An example of this is found in a complex climate model 
(HadCM3) simulating the future dieback of the Amazon rainforest, where a 
transcritical bifurcation is approached as productivity of the forest declines, due 
to the co-existence of zero and non-zero stable states of tree cover (Boulton et 
al., 2013).  
 
Pitchfork	  bifurcation: only exists when there is reflectional symmetry present in 
the system. Figure 1.3c shows a supercritical pitchfork bifurcation and Figure 
1.3d shows a subcritical pitchfork bifurcation, where the pitchfork is inverted. 
This was first described by Euler in 1744 in the analysis of ‘Euler buckling’ of a 
slender elastic column (Euler, 1744). Some very simple models of the THC 
incorporate a subcritical pitchfork bifurcation, however this is replaced by a fold 
bifurcation in more complex models (Thompson and Sieber, 2011).  
 
In a dynamical system, stable and unstable equilibrium points are the simplest 
forms of attractors and repellors, although there are also cyclic and chaotic 
attractors. For systems that are cyclic, the crucial point at which the system 
changes from stable to cyclic is known as a Hopf bifurcation (Figure 1.4a). This 
is a way in which a fixed point can lose stability without colliding with any other 
fixed points (Strogatz, 1994). Like pitchfork bifurcations, a Hopf bifurcation can 
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be supercritical or subcritical and the latter is more dramatic and potentially 
dangerous. Although only subcritical Hopf bifurcations are true critical 
transitions, even supercritical Hopf bifurcations have been associated with rapid 
destabilisation and extinction of populations; transitions in a trophic food chain 
model have are characterised by a supercritical Hopf bifurcation (Lade and 
Gross, 2012). The ‘limit cycle’ is probably the simplest alternative to a stable 
state, as there is a predictable cyclic pattern. The limit cycle consists of an 
extremely slow build-up followed by a sudden discharge, followed by another 
slow build-up and so on. Oscillations of this type are often called relaxation 
oscillators because the ‘stress’ accumulated during the slow build-up is ‘relaxed’ 
during the sudden discharge (Strogatz, 1994). It is thought that the small ocean 
oscillations during the Holocene may be the results of a relaxation phenomenon 
(Crucifix, 2012). Other climatic phenomena such as the Dansgaard-Oeschger 
events, Heinrich events and the glacial cycles of the Pleistocene have had 
relaxation oscillations invoked as a possible cause (Paillard, 2001; Paillard and 
Parrenin, 2004; Gildor and Tziperman, 2000; MacAyeal, 1993; Saltzman and 
Sutera, 1984). Stable limit cycles are very important scientifically because they 
model systems that exhibit self-sustained oscillations. These systems oscillate 
even in the absence of external periodic forcing such as the van der Pol 
oscillator (Figure 1.4b) (Crucifix, 2012).  
 
 
  
 
Figure 1.4 (a) Illustration of a Hopf bifurcation, and (b) illustration of a van der Pol 
oscillator model (Thompson et al. 1994). 
 
 
a) b) 
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Thompson and Sieber (2011) proposed a novel classification system to 
distinguish between different types of transitions, not by a mathematical 
parameter, but by the response of the system that would be observed as a 
control parameter is moved slowly across its critical threshold. This was based 
on how continuous the dependence of the system on the control parameter was. 
Three categories (safe, explosive and dangerous) were thus devised (see 
Figure 1.5).  
 
Safe: A safe bifurcation is where there is no discontinuous change in the 
dependence of the system on the control parameter, and instead the attractor is 
characterised by a continuous growth of a new stable form (e.g. supercritical 
Hopf bifurcation). 
 
Explosive: There is a discontinuous change in the dependence of the system on 
the control parameter, with a new, enlarged attractor. The system may display 
temporal intermittency due to the new attractor being visited infrequently (e.g. 
some subcritical and fold bifurcations).  
 
Dangerous: The current attractor simply disappears, forcing the system to jump 
into an entirely new, forming attractor. These transitions often display hysteresis, 
staying in the vicinity of the new attractor beyond the reversal of the initial 
perturbation (e.g. some subcritical Hopf bifurcations, saddle-node bifurcations). 
 
 
 
 
Figure 1.5 Classification of bifurcations according to their outcome (Thompson et al., 
1994). 
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1.6.4. B-tipping, N-tipping and R-tipping 
A definition of tipping in its general sense often refers to “a critical threshold at 
which a tiny perturbation can qualitatively alter the state or development of a 
system” (Lenton et al., 2008). However, it has recently been identified that 
tipping points can be categorised into different classes (Ashwin et al., 2012). 
Bifurcational tipping or ‘B-tipping’ has long been recognised to lead to a sudden 
climatic shift, and the majority of the literature so far is based on such 
bifurcational tipping e.g. (Dakos et al., 2008; Livina and Lenton, 2007; Ditlevsen 
and Johnsen, 2010), particularly where systems tip as a result of the loss of 
stability. However, it has been suggested that systems can be driven to tipping 
purely by noise alone, without the presence of a bifurcation (Sutera, 1981; Sura, 
2002). This noise-induced tipping (N-tipping) can be intuitively understood as 
noise causing a sudden exit from the basin of attraction. The difference 
between noise-induced tipping and bifurcational-tipping is illustrated in Figure 
1.6. Noise-induced tipping occurs when there is an already available state for 
noise to push the system into (bottom left panel); in contrast, bifurcational-
tipping occurs when the state that the system was occupying disappears 
(bottom right panel).  
 
 
 
 
Figure 1.6 Schematic of a noise-induced transition and a bifurcation, and the 
corresponding potential curves. Modified from (Livina et al., 2011), 
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The stochastic perturbations that are imposed on long-term climatic trends are a 
classic example of noise-induced tipping. Whilst the termination of the Younger 
Dryas stadial is a prime example of bifurcational tipping, the onset of the 
Younger Dryas is thought to result from noise-induced tipping (Lenton et al., 
2012b). This is discussed in more depth in Chapter 4.  
 
A third type of tipping has been proposed, called rate-induced tipping (R-
tipping), which occurs when the rate of change with respect to an 
input/parameter of the system is sufficiently large so as to cause the system to 
‘tip’, or move away from a branch of attractors (Ashwin et al., 2012). In this 
scenario, the rate of change is too fast for the system to track. This rate-induced 
tipping may not necessarily be associated with either bifurcation or noise, 
although this is often the case. Ashwin et al. (2012) detail how each tipping 
mechanism can individually produce a tipping response. It is noted however, 
how the different tipping mechanisms can interact, especially depending on the 
rate of change of the system. Most importantly, however, Ashwin et al. (2012) 
emphasize that because N-tipping and R-tipping are not associated with a 
change of stability of the system (as in B-tipping), there is no reason to assume 
that early warning signals to detect B-tipping should deliver a useful prediction 
in the case of noise-induced or rate-dependent tipping. Indeed, N-tipping is 
inherently unpredictable, and although techniques to predict R-tipping are under 
current research, some cases of R-tipping are thought to display similar early 
warning signals to B-tipping. Although B-tipping is currently the main focus of 
enquiry with regard to climate tipping points, R-tipping could be a significant 
area of development in the future e.g. (Perryman and Wieczorek, 2014).  
 
 
1.7. Tipping Elements 
Tim Lenton and colleagues provide a comprehensive definition of a tipping 
element and identified a suite of tipping elements, as displayed in Figure 1.7. 
According to Lenton et al. (2008), a climate tipping element is defined as a 
large-scale component of the Earth system that may be ‘‘switched into a 
qualitatively different state by small perturbations". There is a distinctive 
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difference between the definition of a tipping element, and the conventional 
definition of a tipping point. A tipping element includes systems where the 
transition is not necessarily faster than the forcing, as well as systems which 
may undergo a qualitative change as a result of small variations in the control 
parameter but do not necessarily cross a critical threshold; a deliberately broad 
definition. The stipulation of a political and ethical time horizon further narrows 
the selection of potential tipping elements. This was carried out to give a ‘policy-
relevant dimension’; these horizons are (arbitrarily) defined as 100 years and 
1000 years respectively, time frames that have the power to influence present-
day decisions.  
 
 
 
	  
Figure 1.7 Lenton’s Tipping Elements (Lenton et al., 2008). 
 
 
These tipping elements are classified into three main sub-categories: those 
involving melting of ice, oceanic and atmospheric circulation changes, and 
biome loss. The Arctic summer sea-ice, the Greenland ice sheet and the West 
Antarctic ice sheet (WAIS) are all considered to display bi- or multi-stability and 
are thought to contain a possible bifurcation, all of which may display a collapse 
within the ‘ethical time horizon’ (Lenton et al., 2008). Bistability is also 
suggested for the Amazon rainforest, with positive feedbacks causing difficulty 
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in re-establishing the forest. The Indian Summer Monsoon (ISM), the West 
African monsoon (WAM) and the El Niño Southern Oscillation (ENSO) all show 
signs of a bifurcational structure (Lenton et al., 2008). Multiple stable states 
have been shown to be present in the thermohaline circulation (Stommel, 1961), 
and ocean-atmosphere general circulation model simulations suggest that the 
THC may pass a tipping point this century.  
 
An appreciation of the connectivity between these sub-systems is very 
important, since it is believed that ‘domino dynamics’ could occur, where the 
tipping of one sub-system into a different state may trigger the collapse of an 
inter-connected sub-system (Levermann et al., 2012; Lenton and Ciscar, 2013; 
Lenton and Williams, 2013). Tipping points that could amplify future warming, 
reduce the effectiveness of carbon sinks, or increase the sensitivity of the 
climate, may increase the likelihood of further tipping points. For example, a 
rapid loss of Arctic ice may change regional weather patterns, which could 
speed up the melting of the Siberian Permafrost (Marshall, 2013). However, 
until feedbacks both within and between systems are more fully understood, it 
will be extremely difficult to model a ‘cascade’ of tipping points.  
 
 
1.8. Early warning signals of bifurcation 
Although there are many types of bifurcations, those that involve ‘jump 
phenomena’ (exhibiting large and abrupt changes in the system dynamics) are 
arguably of most importance in terms of their impact. These types of 
bifurcations are found in a wide range of systems, including solutions to the 
nonlinear Schrodinger equation (Sacchetti, 2009), as well as climatic, ecological, 
biomedical and financial systems, as discussed in Section 1.1. Forecasting 
bifurcations is a significant challenge, particularly when an accurate model of 
the system is not available. However, a range of techniques have been 
developed to create early warning signals of impending bifurcations (Dakos et 
al., 2008; Dakos et al., 2010; Guttal and Jayaprakash, 2009; Dakos et al., 2013). 
The presence of ‘critical slowing down’ (discussed in Section 1.8.2) has been 
used as a physical basis for these early warning signals, and attempts to extract 
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the signal of critical slowing down from time series data have resulted in a 
number of different approaches. Techniques used to monitor the changing 
recovery rate of the system include measuring the autocorrelation and variance, 
as well as other indicators such as skewness and flickering, described briefly 
below and in more detail in Chapter 2. However, a certain amount of data 
processing must take place before these indicators are measured. This pre-
processing, which can include data selection, aggregation, interpolation and 
detrending, as well as ways to measure the significance of the indicator trends, 
is also discussed in more detail in Chapter 2.  
 
 
1.8.1. Generic indicators vs. System-specific indicators 
Although the tipping points discourse initiated the search for generic indicators, 
it has recently been recognised that the analysis of some systems would benefit 
from system-specific indicators; although the decrease in recovery rate is 
generic, the exact relationship between the recovery rate and the width of the 
basin of attraction is unique to each system (Scheffer, 2009). Whilst this 
detracts from the elegance of the generic indicators, for some systems, 
particularly where there are complex interactions, using system-specific 
information is often advantageous. This does, however mean that the system 
needs to be fully understood.  
 
 
1.8.2. Metric-based vs. Model-based data 
The analysis of time series prior to bifurcations can be carried out using either 
observational or palaeoclimate data or outputs from climate models. Dakos et al. 
(2012a) group leading indicators for critical transitions into two categories: 
metric-based and model-based. Both aim to quantify changes in the statistical 
properties of the time series data but the model-based indicator aims to fit the 
data to a specific model structure (Dakos et al., 2012a). In addition, both types 
of indicator aim to identify changes in the recovery rate and the variability of the 
system. These changes are then analysed to determine whether they follow the 
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predicted theoretical changes for systems approaching a critical transition 
(Dakos et al., 2012a). This thesis focuses on metric-based indicators. Dakos et 
al. (2012a) used simulated time series with a critical transition in order to 
compare all indicators across identical datasets, as well as data limitations for 
the different methods. 
 
It is clearly very important to have model-independent (metric-based) indicators 
that can be used as early warning signals for impending critical transitions, as it 
gives potential for the identification and initiation of management strategies that 
may prevent or mitigate the effects (Guttal and Jayaprakash, 2008). However, 
these indicators must be able to robustly identify the presence of an impending 
critical transition with a large enough lead time to prevent the shift. Currently, 
however, the chances of false positives or false negatives (discussed in 
Chapter 2) must be sufficiently reduced before this is possible. Some modelling 
experiments have shown that at present, lead times are too long for the current 
response strategies (Biggs et al., 2009; Contamin and Ellison, 2009; Sirota et 
al., 2013). However, this thesis is primarily tasked with detecting palaeoclimate 
tipping points, to indicate whether such systems may also display abrupt 
changes in the future, and whether any early warning signals may thus be 
detected in observational data of these systems.  
 
 
1.8.3. Critical slowing down 
As a system approaches a critical transition, it has been observed that the 
recovery rate of the system in response to perturbations becomes slower. This 
phenomenon, termed critical slowing down, works on the basis that the 
characteristic return time to equilibrium increases on the approach to a 
threshold. A universal law for this increase is found, discussed in detail in 
Wissel (1984). Although the term ‘critical slowing down’ has occurred 
sporadically in the ecological literature, the seminal paper by Dakos et al. 
(2008) first introduced the term with respect to the climate system, and defined 
it as “the characteristic slowing down of fluctuations in a system, starting well 
before the actual shift occurs”. This mechanism causing critical slowing down is 
fundamentally inherent to all bifurcational tipping points (Dakos et al., 2008), 
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(although of course this does not mean that the signal is always detected; see 
Chapter 2 for discussion on false negatives). The expression of critical slowing 
down can be illustrated well with a stability landscape; when the system 
approaches a bifurcation point, the basin of attraction starts to become wider 
and shallower (van Nes and Scheffer, 2007). Because of this, if the system is 
perturbed slightly, the system can travel further in the basin of attraction and 
takes longer to return to its equilibrium state. The system thus becomes 
increasingly slow in recovering from small perturbations. In the case of a 
classical fold bifurcation (Figure 1.3a), stability landscapes such as Figure 1.8 
intuitively represent how the rate of recovery in response to perturbations 
changes on the approach to a bifurcation. Both the size and shape of the basin 
of attraction changes; as the basin of attraction shallows and widens, it causes 
the slopes to become less steep, before finally flattening at the point of 
bifurcation. Due to the shallowing of the basin, the timescale of the return to 
equilibrium gradually gets longer. This is illustrated in Figure 1.8 below. 
 
 
 
 
Figure 1.8 Stability landscape showing resilience of a system. Modified from (Van Nes 
and Scheffer, 2007). 
 
 
Autocorrelation 
There have been various methods to exploit the changing return rate to 
equilibrium. Held and Kleinen (Held and Kleinen, 2004) and Dakos et al. (2008) 
discovered that critical slowing down leads to an increase in autocorrelation in 
the time series of fluctuations. Because critical slowing down causes the 
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intrinsic rates of change in the system to decrease, the state of the system at 
any given moment becomes more and more like its past state, which is 
detected as an increase in the autocorrelation (and thus memory) of the time 
series (Ives, 1995). There are several methods used to measure this; the 
autocorrelation at lag-1 measures the similarity of each data point to the 
previous one, and detrended fluctuation analysis measures the short-term 
memory of the system. Autocorrelation is regarded as the leading indicator of 
regime shifts and has been used in a wide range of studies. Dakos et al. (2008) 
analysed the autocorrelation in eight reconstructed time series of abrupt shifts 
in the palaeoclimate. In all examples, an increase in autocorrelation in the time 
period before the shift was observed. Rising autocorrelation appears to be a 
robust indicator of critical slowing down, though this does not mean that it is 
always a flawless indicator in practice (Dakos et al., 2012c), discussed in more 
detail in Chapter 2.   
 
 
Variance 
Rising variability is also an early warning signal of many types of tipping. Like 
autocorrelation, variance is expected to increase on the approach to a 
bifurcation, associated with a widening and shallowing of the basin of attraction, 
allowing the system to travel further from its stable equilibrium. Variance is a 
measurement of the spread of the numbers in a dataset by measuring the 
average of the squared distance from the mean. It is thought that the variance 
of temporal fluctuations increases, and the variance spectra shifts towards 
lower frequencies on the approach to a critical transition (Carpenter and Brock, 
2006; Kleinen et al., 2003). However, it can be difficult to distinguish increased 
variance due to critical slowing down and increased variance due to unrelated 
noise increases. Although Thompson and Sieber (2010) stated that the 
autocorrelation and variance should increase together, there are some factors 
described below which suggest that variance is not as robust an indicator as 
autocorrelation and would therefore not necessarily be expected to rise 
synchronously. This is discussed in more detail in Chapter 2.  
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State-dependent stochasticity, or multiplicative noise, where the magnitude of 
noise depends on the state of the system, has been suggested to reverse the 
expected trend in variance. This is because when a parameter of the system is 
affected by noise, the trend in variance is modulated by the system’s sensitivity 
to that parameter (Dakos et al., 2012c). When this noise is constant, the 
variance in the fluctuations of the system may either increase or decrease on 
the approach to a bifurcation. If the sensitivity of the system to the noise-
disturbed parameter is not zero, and it stays constant or increases towards the 
bifurcation, the trend in variance should increase.  However, if the sensitivity of 
the system to the noise-disturbed parameter decreases toward the bifurcation, 
the trend in variance may also decrease (Dakos et al., 2012c). It should be 
noted that the trend in the lag-1 autocorrelation is insensitive to this effect. 
 
Trends in variance may also be muted if the system in question has low rates of 
change relative to the frequency characteristics of the forcing (Dakos et al., 
2012c). Since the system tracks a fluctuating equilibrium, if the system is 
inherently slow, it will not track the fluctuations in the system completely. When 
critical slowing down is added, this exacerbates the limited capacity of the 
system to track the fluctuations, which may mask the increase in variance 
(Dakos et al., 2012c).  
 
More problems may arise when applying early warning signals to real-world 
(rather than modelled) data. With limited data, if the time window for measuring 
variance is too short, this can lose the variance related to the lowest 
frequencies, particularly if the detrending filters out the slow parts of the 
variability (Dakos et al., 2012a). Thus even if the real variance is constant, a 
negative trend may be recorded.  
 
 
Squealing 
‘Squealing’ is defined as “the amplification of small shocks that occurs as the 
square of the modulus of the leading eigenvalue approaches 1 from below” 
(Brock and Carpenter, 2010), or in more general terms, the amplification of 
variance on the approach to the critical point by continual small shocks to the 
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system. This is due to the gradually decreasing rate of recovery in response to 
perturbations on the approach to a critical point, causing an increasing trend in 
variance (Scheffer et al., 2009). An area of higher volatility will thus appear 
around the critical point in comparison to an area of low volatility far from the 
critical point. This clustering of high volatility can be seen in the appearance of 
conditional heteroskedasticity (Seekell et al., 2011), which is a measure of the 
change in the pattern of variability in a time series, characterised by a strong 
positive relationship between the squared residuals at time 𝑡 and the squared 
residuals at time 𝑡 + 1. Importantly, however, even if variance decreases on the 
approach to a critical transition, conditional heteroskedasticity should still 
appear, since there should still be a clustering of variance (in this case, low 
variance) (Seekell et al., 2011). Although conditional heteroskedasticity is often 
used in economics, for example in plots of stock market returns (Engle, 1982), it 
has only very recently been applied to ecological systems (Dakos et al., 2012a; 
Seekell et al., 2013). However, it was found that conditional heteroskedasticity 
can be a powerful leading indicator for food web models with regime shifts, 
although significant tests occurred mostly when the regime was flickering 
between two stable states (Seekell et al., 2011). Squealing is mechanistically 
distinguished from flickering (see Section 1.8.4), which is caused by the system 
jumping between two stable states near the critical point.  
 
 
Skewness 
Several other indicators have been investigated, many of which aim to detect 
nonlinearity in the basin of attraction (i.e. changes which are a result of the 
contribution of nonlinear terms to the dynamics of the system). Indicators such 
as skewness (Guttal and Jayaprakash, 2008; Guttal and Jayaprakash, 2009) 
have been used to detect asymmetric fluctuations (the tendency for the system 
to preferentially stay in one side of the basin of attraction), as a result of the 
deformation of the basin of attraction before the point of bifurcation. The 
asymmetric landscape is reflected in an asymmetric recovery time, which can 
be measured in terms of the changing asymmetry of the time series distribution 
(Guttal et al., 2013). It is further noted that although autocorrelation is only able 
to detect bifurcational tipping, skewness can also be an effective early warning 
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signal of both bifurcational-tipping as well as noise-induced tipping (Scheffer et 
al., 2001; Guttal and Jayaprakash, 2007; Guttal and Jayaprakash, 2008).  
 
Unlike autocorrelation and variance, where the sign of the change is important, 
this indicator simply measures the changing asymmetry, which can be from 
zero skewness to either positive or negative values, or from one sign of 
skewness to the other (Guttal and Jayaprakash, 2008). This indicator has been 
tested by studying a parameterised lake eutrophication model, where a trend of 
changing skewness was detected several years before the occurrence of the 
regime shift in the lake (Guttal and Jayaprakash, 2008). This study also 
performed a thorough test of the robustness of skewness as an indicator in a 
more complex ecological model by varying model parameters and data density, 
and found that although skewness can fluctuate for short periods, significant 
changes which are an order of magnitude larger than the time scale of 
background fluctuations can be considered as a reliable early warning signal of 
an impending tipping point (Guttal and Jayaprakash, 2008). Skewness has also 
been detected in a range of other studies, often in concurrence with other 
indicators of tipping e.g. (Wang et al., 2012b). There are cases where skewness 
fails as an early warning signal, such as when the shift occurs too rapidly, 
however most other indicators also fail in these circumstances.  
 
 
Spatial signatures 
Spatial autocorrelation, skewness and variance have also been increasingly 
used as indicators, particularly with respect to vegetation changes (Dakos et al., 
2010). Spatial vegetation patterns from three models of desertification have 
been analysed for signs of critical slowing down (Dakos et al., 2011), by looking 
at the distribution of abundances of metapopulations or vegetation in 
fragmented habitats/ecosystems. Studies have found that spatial correlation 
increases (Dakos et al., 2010), and spatial variance and spatial skewness may 
also rise (Guttal and Jayaprakash, 2009) in the period preceding a regime shift. 
This has been demonstrated in a cellular automaton model of a semi-arid 
vegetation cover, where both temporal and spatial autocorrelation and variance 
patterns were reported as effective precursors of a regime shift (Bailey, 2011). 
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1.8.4. Flickering 
‘Flickering’ can occur if stochastic forcing is strong enough to move the system 
back and forth between two basins of attraction as the system reaches the 
bistable region before the bifurcation (Scheffer et al., 2009), and has been 
demonstrated in models of lake eutrophication (Wang et al., 2012b; Carpenter 
and Brock, 2011). It is thought that under such noisy conditions, indicators that 
extract the signals of critical slowing down, such as autocorrelation and 
variance, may fail. Many Earth systems are known to be situated within highly 
stochastic environments, and therefore flickering may well be more relevant 
than indicators measuring critical slowing down. Indeed, it is been noted that 
many studies which give empirical evidence of critical slowing down do so 
under almost noise-free conditions, which preconditions the systems to display 
critical slowing down rather than flickering (Dakos et al., 2013). However, given 
that such almost noise-free systems are rare in the Earth system, it is thought 
that flickering may well be more prevalent than current studies have accounted 
for.  
 
Furthermore, it has recently been posited that flickering may often be reflected 
in rising variance (and possibly rising autocorrelation and skewness), in ways 
which resemble the effects of critical slowing down but are in fact due to an 
alternative mechanism (Dakos et al., 2013). If the system is flickering between 
two different states, increasing variance would be expected, however, 
autocorrelation and skewness may increase or decrease if the time series is at 
a low resolution, although the mechanism behind these changes is currently not 
well understood. A recent study of a flickering lake system found an increase in 
variance and a decrease in autocorrelation before the shift to a eutrophic state 
(Wang et al., 2012b). Dakos et al. (2013) carried out a number of experiments 
involving a minimal model of a bistable lake system (oligotrophic and eutrophic 
states), and determined that trends in autocorrelation, variance and skewness 
can be similar for critical slowing down and flickering. While on one hand this 
suggests that these indicators are robust in indicating whether a regime shift is 
approaching, on the other hand it implies that these indicators cannot easily 
differentiate between critical slowing down and flickering. Although this is 
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particularly true for variance, trends in autocorrelation as a result of flickering 
are less well understood (Dakos et al., 2013). 
 
Other examples of flickering include data from Lake Kråkenes in Scandinavia 
(Bakke et al., 2009), where titanium content within a core from the lake was 
used as a proxy for glacier mass turnover. Four hundred years prior to the 
termination of the Younger Dryas, there is a marked increase in the signal 
strength of titanium, giving the appearance of flickering. This dataset is further 
analysed in Chapter 4. In addition, in the biomedical realm, flickering has been 
used as a robust sign of an imminent epileptic seizure, although unlike other 
systems such as the climate, neural dynamics benefit from detailed 
computational models and the ability to analyse a range of experimental data 
where the timescale of a transition is in the order of minutes rather than days to 
centuries (Kramer et al., 2012).  
 
In terms of the information that these early warning signals provide, it has been 
argued that flickering allows an insight into the alternative attractors of a system, 
and enables a reconstruction of the basin of attraction through looking at the 
probability densities of their states (Livina et al., 2010; Dakos et al., 2012a; 
Scheffer et al., 2012). In contrast, critical slowing down only allows an insight 
into the resilience of a system with respect to its current attractor. Another 
advantage of flickering as an early warning signal is that it is detectable in low 
resolution and shorter scale time series where the signal of autocorrelation may 
otherwise be lost (Wang et al., 2012b).  
 
 
1.8.5. System-specific indicators  
It has become increasingly apparent that system-specific indicators can be 
developed which make use of specific knowledge of parameters/variables in a 
system. An example of a system-specific indicator is found in model simulations 
of Amazon rainforest dieback (Boulton et al., 2013). Having found a lack of 
convincing trend in the autocorrelation in the time series (thought to be due to 
the rapid and nonlinear forcing), other process-based indicators were 
considered. Boulton et al. (2013) found that the sensitivity of net ecosystem 
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productivity to temperature anomalies seemed to increase on the approach to 
dieback, attributed to the nonlinear sensitivity of ecosystem respiration to 
temperature. Although this system-specific indicator reveals only the tendency 
for decreasing resilience of the forest rather than a universal threshold value, 
this stability indicator is potentially observable in the real world (Cox et al., 
2013). The analysis undertaken in Chapter 5 also exemplifies the use of 
system-specific (or in this case, data-specific) characteristics.  
 
 
1.8.6. The distance towards transition  
In theory, at the point of bifurcation, the dominant eigenvalue of the system 
tends to zero and the autocorrelation coefficient reaches unity. Consequently, 
the distance to the transition should be the difference between the current 
autocorrelation value and one. However, in practice, the bifurcation point and 
the point of transition are rarely concurrent due to the presence of stochastic 
noise, which often forces systems to tip before they have reached the 
bifurcation point. This is a vital distinction, which can help to explain why some 
of the indicator trends do not always behave as expected. This is discussed 
more in Chapter 3, where the influence of noise is examined in more detail. 
These indicators can therefore not be used as predictive tools to calculate the 
exact point of tipping. Instead, these early warning signals can act as relative 
measures of proximity to a critical transition, or the relative resilience of a 
system.   
 
 
1.9. Potential Analysis 
When systems are characterised by high levels of stochastic noise, early 
warning signals may not always detect the approach of a bifurcation. Moreover, 
the system may also exit its present state before the bifurcation point is reached. 
When multiple stable states are present, the system may enter these different 
states, particularly under high levels of noise. This can be manifested as 
flickering or noise-induced tipping. Although noise-induced tipping is inherently 
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unpredictable in terms of detecting critical slowing down, if a system has high 
internal variability, coupled with the presence of multistability, the number of 
states can be detected, along with their stability properties. Stability changes in 
the Late Pleistocene have been investigated using potential analysis, 
investigating Greenland ice core δ18O records (Livina et al., 2010; Lenton et al., 
2012a), specifically looking at Dansgaard-Oeschger events. This technique is 
described in more detail in Chapter 2, and utilised in Chapters 5 and 6.  
 
 
1.10. Examples in the Palaeoclimate Record 
1.10.1. The Atlantic Thermohaline Circulation 
Although a significant number of dynamical systems have been identified as 
having critical transitions, the archetypal example of a tipping point within the 
Earth system is the Atlantic thermohaline circulation (THC) (Stommel, 1961). As 
one of the most well studied components of the Earth system, the bifurcational 
structure is fairly well understood, although poorly quantified in the real world. 
The THC has multiple stable states, as described in Section 1.6.2, and can 
therefore switch abruptly between these states as a result of gradual changes in 
freshwater forcing. The THC is characterised by two distinct equilibria: a 
thermohaline circulation, where the temperature effects dominate, and a 
halothermal circulation with salinity effects dominating (as was the case 50 Myr 
BP) (Ghil, 2012). In a simplified mathematical setting, transitions between these 
two equilibria occur at a pitchfork bifurcation. Stommel’s box model was the first 
simple mathematical model to study a climate system’s major process, 
suggesting that the THC had multiple equilibria (Stommel, 1961). Stommel 
proved that there were two steady-state solutions to govern the temperature 
and salinity differences between two well-mixed boxes. The direction of flow in 
the upper and lower pipe distinguished between the thermohaline and 
halothermal flow (Ghil, 2012). Although in reality the situation is much more 
complex with sea-ice cover and atmospheric circulation almost certainly 
influencing the dynamics of the system and potentially even having thresholds 
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themselves, the simplified model provides a good way of studying tipping 
elements. 
 
It has been suggested that anthropogenic activity may also change the control 
parameter: this can occur through changes in the surface density of the North 
Atlantic driven by anthropogenic surface warming, increased freshwater forcing 
from melting ice sheets and increased precipitation (Bahn et al., 2011), so that it 
passes the critical threshold, switching the THC to an alternative stable state. 
The potential impacts of passing this critical threshold could include the regional 
warming of the North Atlantic climate by several degrees (Schaeffer et al., 2002; 
Vellinga and Wood, 2002) and global and local changes in sea level of between 
25 and 80 cm  (Bahn et al., 2011). The THC displays hysteresis, as displayed in 
Figure 1.9.  
 
 
 
	  
Figure 1.9 Hysteresis in the THC, where the upper branch of the hysteresis is 
characterised by warm North Atlantic sea surface temperatures (SST) and the lower 
branch by cold sea surface temperatures. The blue and red arrows indicate a given 
perturbation in the freshwater balance of the North Atlantic; this can cause transitions 
from an initial state 1 to states 2 and/or 3. The dashed lines represent thresholds. 
(Stocker and Marchal, 2000). 
	  
 
Figure 1.9a shows that from states 1 to 2, the system displays a linear, 
reversible response, whereas Figure 1.9b shows that from state 1 to 2, the 
process is non-linear. Figure 1.9c shows that to reverse the system, the level of 
forcing must go back beyond the threshold level that tipped the system initially. 
Hysteresis of the THC has been found in both simple box models as well as 
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many (though by no means all) complex Ocean-Atmosphere GCMs (Stommel, 
1961; Rahmstorf et al., 2005; Lenton et al., 2007; Fraedrich, 2012). Hysteresis 
is common in many other systems exhibiting bifurcations, and is defined as the 
inability for a system after undergoing a shift to revert to its original state by 
applying the same forcing in reverse; a larger forcing is needed to revert to the 
original state, and this is the difference between the two critical thresholds for 
the forward and reverse shift.   
 
 
Application of early warning signals 
The THC and climatic events associated with this system have been analysed 
for early warning signs of tipping. Lenton et al. (2009) demonstrate that in a 
three-dimensional model of the THC, which shows hysteresis, detection of 
some early warning of a tipping point is possible. However, there is a large 
range between models regarding the amount of freshwater forcing needed to 
‘tip’ the system (Rahmstorf et al., 2005). In addition, the high level of noise 
found within the system can trigger the THC to collapse well before the 
bifurcation point is reached.  
 
Changes in freshwater forcing were thought to play a significant role in the 
abrupt climatic anomalies during the last glacial cycle, particularly the Younger 
Dryas Stadial (Rahmstorf, 2002). Although possible tipping in a modelled THC 
has been addressed, e.g. (Dijkstra et al., 2004), there has been relatively little 
analysis of palaeoclimate data. Livina and Lenton (2007) presented the first 
bifurcation predictions of the THC employing palaeoclimate data, using the 
Greenland ice core records. They demonstrate that the termination of the 
Younger Dryas event, about 11,500 years ago, shows signals of a bifurcation. 
Dakos et al. (2008) also analysed the termination of the Younger Dryas using 
the Cariaco basin record and found similar positive trends in autocorrelation.  
 
A study by Bakke et al. (2009) suggested that flickering between two states 
preceded the termination of the Younger Dryas. Rapid alternations between 
glacial growth and melting were found from a multi-proxy analysis of a lake core 
in Norway, and at the same time, alternations in sea temperature and salinity 
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were found from a core from the Nordic seas. These findings suggest that the 
end of the Younger Dryas was the result of a deterministic component of the 
system rather than a noise-induced shift (Thompson and Sieber, 2010). 
 
 
1.10.2. Dansgaard-Oeschger events 
Dansgaard-Oeschger oscillations are rapid climate fluctuations that occurred 
during the last glacial period, taking the form of rapid warming events (of up to 
10°C) in the Northern Hemisphere (Dansgaard et al., 1993). They have been 
suggested to represent ‘stochastically induced jumps between alternative 
attractors’ (Ganopolski and Rahmstorf, 2002; Dakos et al., 2013), though other 
studies suggest that they may be characterised by the presence of a bifurcation. 
Ditlevsen and Johnsen (2010) studied the Dansgaard-Oeschger climate events 
as the most pronounced repeated transitions during the last glacial period using 
the δ18O isotope data from the NGRIP ice core (a proxy for atmospheric 
temperature over Greenland). However, although tipping point analysis was 
undertaken, none of the transitions showed any statistically significant sign of 
increased variance and autocorrelation prior to the abrupt changes, and were 
therefore suggested to be noisy bifurcations rather than critical transitions. 
 
Conversely, a recent study (Cimatoribus et al., 2013) has proposed that D-O 
events were associated with the crossing of a tipping point in the climate 
system, using the same δ18O data from NGRIP spanning the time interval from 
60 to 14.5 ka (b2k). However, Cimatoribus et al. (2013) analysed the average 
characteristics of the early warning signals (autocorrelation, variance and 
memory) found in the ensemble of the D-Os rather than single events, as in 
Ditlevsen and Johnsen (2010). This ensemble technique is discussed in more 
detail in Chapter 2. The contrasting conclusions from these two studies highlight 
the need for guidelines with respect to the data characteristics and parameter 
choices when carrying out analysis. 
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Chapter 2: Methodology 
Chapter 1 outlined some of the early warning indicators that have been used 
throughout the literature. This chapter details the methodological issues 
associated with detecting these early warning indicators, including data pre-
processing, measurement of the indicators and significance testing, and 
analyses their advantages and limitations.  
 
 
2.1. Early warning signals: A toolbox 
A toolbox for early warning signals of tipping points has been under 
development since 2008 by a group of researchers based primarily at 
Wageningen University in the Netherlands, and was released in late 2012 
(Dakos et al., 2012a; Dakos et al., 2012b). Although this PhD was initiated well 
before the publication of this toolbox online, and code was already written for 
the vast majority of the analysis, the toolbox was useful to test against to ensure 
that the results were replicable. This PhD therefore also applies a selection of 
this toolbox. Different independent and complementary methods from this 
toolbox (Dakos et al., 2008; Dakos et al., 2012a) and elsewhere e.g. (Livina and 
Lenton, 2007) have been assessed for their suitability for providing an early 
warning system of impending tipping points. All codes for analysis were written 
by the author, except where otherwise stated. All data analysis was undertaken 
using the R Project for Statistical Computing (R Core Team, 2013), version 2.10 
to 3.0.2, henceforth referred to as ‘R’.  
 
This chapter describes the range of methods used for tipping point analysis, 
which are broadly divided into three main stages: data selection, pre-processing, 
and measuring the early warning indicators (including measuring significance of 
trends). The advantages and limitations of some of the methodological choices 
are also discussed, including the prospect for false negatives and positives.  
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2.2. Data selection and pre-processing 
This thesis has identified a range of palaeoclimate data that is thought to be 
suitable for tipping point analysis. These data display various proxies for 
different climate systems, all of which have a suggested presence of threshold 
behaviour. However, there has been surprisingly little literature on the suitability 
of different types of palaeoclimate data for tipping analysis. Some of these 
issues, including the length of the data and the accuracy of the chronology used 
are addressed in Chapter 3. This section discusses the pre-processing steps 
that must be taken before the data is ready for tipping point analysis.   
 
 
2.2.1. Change-point analysis 
Once the dataset has been selected, a certain amount of pre-processing is 
required before early warning indicators can be applied to the data. It is 
important to use only the data before the transition to ensure that data points 
that are part of the transition are not included. Inclusion of these data points 
would cause increased serial correlation and therefore bias the resulting 
detection of certain early warning indicators. Thompson and Sieber (2010) 
reinforce this important point. However, determining the exact point at which the 
transition occurs can be problematic, as there is no consensus concerning 
exactly where the cut-off should be. Currently this point is simply determined by 
eye, although there are ongoing efforts to quantify this point using change-point 
analysis to quantitatively detect the point of change (Beaulieu et al., 2012). 
 
Change-point methods have been increasingly used by studies wishing to add 
more statistical rigour to their choice of data cut-off. A change-point is 
determined as a point in time at which the parameters of the underlying 
distribution/model used to describe the time series abruptly change in the mean, 
variance or trend (Beaulieu et al., 2012). However, most change-point methods 
exhibit a lack of flexibility, which can be detrimental for some datasets. 
Furthermore, since climate time series are known to exhibit autocorrelation, this 
may result in a spurious detection of non-existent shifts. A simulation study 
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used to determine how many observations are necessary for detection of a 
change-point found that the probability of detecting a shift depends more upon 
the magnitude of the shift than the length of the time series (Beaulieu et al., 
2012). Comparative studies using differing methods can be useful to 
discriminate between several change-point models.  
 
However, given the limited need for complex change-point methods, and since 
by eye, the tipping point should be obvious, the simple change-point Excel add-
on called ‘Shifts’ can be used, developed to detect statistically significant shifts 
in the mean level and magnitude of fluctuations in time series (Rodionov, 2004; 
Rodionov, 2005). This software has two parameters that control the scale and 
magnitude of the shifts to be detected. These are the significance level and the 
cut-off length; only regimes that are longer than the cut-off length will be initially 
detected, and those shorter will only be selected if the magnitude of the shift is 
high enough. The Huber’s weight parameter must also be selected, which 
controls the weights assigned to the outliers, though since this parameter only 
affects the calculation of the average value of the regimes, this does not affect 
the actual change-point, so can be kept as the default value.  
 
 
2.2.2. Aggregation of data 
Aggregation of data (time-averaging) is also applied at this point if it is deemed 
necessary to reduce the effect of noise. Aggregation can be applied to a time 
series prior to analysis by averaging over non-intersecting windows of a chosen 
length (Lenton et al., 2012a). Since the indicators of critical slowing down aim to 
measure the critical decay rate, any perturbations that are faster than this 
critical rate are unimportant. In principle, therefore, data should be sampled “at 
intervals shorter than the characteristic time scales of the slowest rate of return 
of the system” (Dakos et al., 2012a). To a point, the noise due to faster return 
rates of the system can be filtered out in the next step of filtering and detrending, 
but if there are large amounts of noise, the data can be aggregated to reduce 
this effect. This does mean that the number of data points is substantially 
reduced so this must be carried out with caution, and only where there are 
enough data points in the dataset to allow this e.g. (Lenton et al., 2009).  
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For example, Lenton et al. (2012a) used the GICC05 chronology to re-analyse 
the GRIP, NGRIP and GISP2 ice cores at 20-year resolution (aggregated over 
shorter timescale variability and fast decay modes). Since critical slowing down 
is a property of the slowest decay mode of the system, annual resolution data is 
not required and aggregated data is more appropriate in this instance. However, 
it is noted that the choice of window length to aggregate over requires an 
understanding of the dynamics of the system which is often not available 
(Dakos et al., 2012a). Furthermore, changes in the mean or variance of the time 
series can occur when aggregating linear processes, so must therefore be used 
with caution (Seekell et al., 2013). It should also be noted that the necessity of 
aggregation for many palaeorecords may be low, since they already tend to 
integrate over longer time scales; research has shown that fast decay modes 
do not appear to dominate the signal as might be expected (Lenton et al., 
2012a). Indeed, an analysis of the effects of aggregation using three model 
experiments involving the gradual forced collapse of the AMOC on the leading 
early warning indicators found that either a longer filtering bandwidth (discussed 
below), or aggregation to a 5-year timescale was sufficient due to the relatively 
fast dynamics and short memory of the atmosphere (Lenton et al., 2012a). 
 
Aggregation of data may be particularly relevant when using data obtained from 
the ITRAX core scanner, which provides high-resolution XRF analysis with a 
resolution of up to 200 microns. However, due to this extremely high resolution 
(particularly in comparison to other palaeoclimate proxies), where appropriate, 
this data can be aggregated to minimise the levels of noise. This is discussed in 
more detail in Chapter 4. Aggregation can also be implemented when sampling 
intervals are irregularly spaced, or where there is missing data. For example, if 
samples are taken at monthly intervals, but not over the winter months, the data 
may be aggregated over yearly intervals e.g. (O’Regan and Drake, 2013). This 
is an alternative to interpolation, discussed below, although has the cost of 
losing data.  
 
 
 63 
2.2.3. Interpolation of the data  
The very nature of palaeodata means that it is rarely found with equally spaced 
data points. Dakos et al. (2008) state that “obviously, working with non-
equidistant data violates the basic assumptions behind time series analysis”; 
therefore, the data should be interpolated to create a dataset with equidistant 
data points. In addition, some autoregressive models can only be used on 
equidistant data. Interpolation also ensures that a sliding window relating to a 
certain number of data points relates to the same time period.   
 
However, interpolation of data can cause the detection of spurious 
autocorrelation (Dakos et al., 2008). If the density of actual data points 
decreases on the approach to the shift, interpolation would cause the density of 
the interpolated data points approaching the transition to be higher than the 
original data, which could cause a positive trend in autocorrelation. To ensure 
the robustness of the interpolation, it is important to compare the distribution of 
data points in the original data with the interpolated data. Generally, the nature 
of palaeoclimate data means that there are rarely a decreasing number of data 
points with time, although there are clearly exceptions. Any spurious increase in 
autocorrelation caused by the data interpolation should, therefore, be ruled out. 
In addition, the sensitivity of the results can be tested with respect to the 
interpolation by carrying out replicate analysis on both the original and 
interpolated record. Since analysis of time series with non-equidistant data 
contravenes some basic assumptions of time series analysis, it cannot be used 
as an indicator for the results; instead it is simply used as a confirmation of the 
robustness of the results using the interpolated dataset. However, measuring 
variance, unlike autocorrelation, does not require equidistance in the data, and 
thus can be measured both with and without interpolation.  
 
Cimatoribus et al. (2013) investigated the sensitivity of the analysis of 
Dansgaard-Oeschger events to different time steps for the interpolation, and 
found low sensitivity to these choices as long as the time step for interpolation 
was kept beneath a certain threshold. A systematic sensitivity test to analyse 
the effects of interpolation on the results is advised; when analysing the eight 
ancient abrupt events (including the last four glacial terminations, the 
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Greenhouse-Icehouse transition, the desertification of North Africa, Bølling-
Alleröd transition and the termination of the Younger Dryas) (Dakos et al., 2008), 
interpolated and non-interpolated data were found to give ‘approximately similar 
results’, with the trend statistic of the same order of magnitude.  
 
Although there are several methods of interpolation, a linear interpolation is 
most often used (Thompson and Sieber, 2010). Dakos et al. (2008) used 
MATLAB and the function interp1()	  to linearly interpolate the data, with the 
equivalent function approx() in R 2.15.2 used in this thesis to interpolate 
linearly.  
 
 
2.2.4. Detrending the data 
In order to estimate the indicators of critical slowing down, non-stationarities in 
the data should be removed by detrending. If a time series is non-stationary, its 
underlying probability distribution changes over time due to the presence of 
trends, cycles and/or random walks. Thus if there is no clear trend to the data, it 
does not necessarily need to be detrended e.g. (Lenton et al., 2009). However, 
generally speaking, and particularly for palaeoclimate data, detrending is 
usually required due to the presence of trends. Good detrending is vital 
because unfiltered trends may lead to false patterns in autocorrelation. Several 
different detrending approaches can be used to remove slow trends from the 
original record. Linear detrending is the simplest technique to remove non-
stationarities. This detrending is carried out within the sliding window of analysis 
(a sliding window is where statistics are calculated for a small section, or 
window, of the data, which incrementally advances across the whole data set 
by each time step of the record). However, though a simple technique, it can 
introduce a large bias, particularly with a large window size and if the data is 
highly non-stationary.  
 
Alternatively, a Gaussian kernel smoothing function can be applied over the 
entire interpolated record before the transition (Dakos et al., 2008), rather than 
within a sliding window. Lenton et al. (2012a) have shown that there is no 
significant difference between results obtained from applying the Gaussian filter 
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over the entire time series rather than detrending within a sliding window. The 
kernel of a smoothing function defines the shape of the function that is used to 
take the average of the neighbouring points; a Gaussian kernel takes the shape 
of a Gaussian curve. A Nadaraya-Watson kernel regression estimate can 
similarly be used to find a non-linear relationship using a locally-weighted 
average (in the R function ksmooth()). Generally, a more sophisticated 
Gaussian detrending is better able to cope with non-stationarities in the data.  
One of the chief difficulties in carrying out the detrending of the data is choosing 
the size of the bandwidth; this determines the amount of smoothing applied 
(see Figure 2.1 for illustration). Bandwidths must be chosen such that the slow 
trends in the record are successfully removed, whilst ensuring that the data is 
not ‘over-fitted’ (Dakos et al., 2008). If the bandwidth is too wide it may not 
remove the slow trends completely, leading to a false autocorrelation, whereas 
a too narrow bandwidth may remove the short-term fluctuations that display 
signs of critical slowing down (Dakos et al., 2008). In particular, this may 
become a problem in the time period just before the transition since the 
dynamics of the system are slowing and hence the fluctuations of the system 
are increasingly dominated by low frequencies; care must be taken not to filter 
out these fluctuations. It has been found that if the bandwidth is too narrow, 
detrending can cause the estimated variance to decrease, even though the 
actual variance is increasing (Dakos et al., 2012a).  
 
 
Figure 2.1 Examples of effect of different bandwidth sizes on detrending (black line is 
data from the bifurcation model, purple line is detrending line). (This data is derived 
from a simple bifurcation model, described in Section 3.1.1). 
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Selecting a bandwidth size of 10% of the length of the record is an arbitrary 
value suggested by Dakos et al. (2012a). However, often, determining the 
bandwidth size by visually fitting to the data is necessary to ensure a suitable 
detrending. An alternative option of a bandwidth selector function based on the 
R function bw.nrd0() implements Silverman’s ‘rule-of-thumb’ (Silverman, 
1986) for choosing the bandwidth of  a Gaussian kernel density estimator (this 
function only works with a Gaussian smoothing function). The function defaults 
to “0.9 times the minimum of the standard deviation and the interquartile range 
divided by 1.34 times the sample size to the negative one-fifth power unless the 
quartiles coincide when a positive result will be guaranteed” (Silverman, 1986, 
p.48).  
 
The residual time series is thus obtained by subtracting the detrended record 
from the interpolated record. The resulting residuals should be independent and 
identically distributed (Dakos et al., 2012a), and should fluctuate around zero as 
an (effectively) stationary time series. A BDS test (after the initials of W. Brock, 
W. Dechert and J. Scheinkman) can be used to detect hidden nonlinearity or 
non-stationarity in the residual time series that has been missed by detrending. 
This test can be found in the R package ‘earlywarnings’ (Dakos et al., 2012b). 
Once satisfied that the detrending has been successful, the residual time series 
is used for the estimation of autocorrelation and variance.  
 
Some of the parameter choices made when looking for early warning signals 
can have a large effect on the results. In particular, the choice of the bandwidth 
when detrending the data and the size of the sliding window when calculating 
autocorrelation are probably the two most important and influential parameters. 
Dakos et al. (2008) carried out an extensive analysis to ensure that the 
observed increase in autocorrelation was largely independent of the choice of 
the parameters (by analysis of surrogate time series, as well as changing 
parameter choices), and concluded that the autocorrelation results were 
statistically significant, and not an artefact of the choice of parameters 
(Thompson and Sieber, 2010).  
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2.3. Parameter choices 
Size of sliding window of analysis and detrending bandwidth 
Early warning indicators are estimated within a sliding window of fixed size over 
the residual time series (see Figure 2.2 for illustration). When deciding upon the 
size of the sliding window, there is inevitably a trade-off between time resolution 
and reliability of the estimate. A smaller sliding window allows the short-term 
changes in the early warning indicators to be tracked, but the smaller number of 
data points in the window decreases the reliability of the estimate of the early 
warning indicators. If the bandwidth chosen is such that slow trends are not fully 
removed, the larger the window, the more bias will be incorporated into the 
trend, removing the assumed stationarity. In addition, the larger the window, the 
fewer points there are to calculate the Kendall’s correlation coefficient (see 
Section 2.6).  
 
 
 
 
Figure 2.2 Example of a sliding window of analysis; the ACF indicator (bottom panel) is 
calculated from the residuals within the sliding window (red box in top panel). (This 
data is derived from a simple bifurcation model, described in Section 3.1.1). 
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record length. More information on the trade-offs inherent in choosing the size 
of the sliding window is found in Ditlevsen and Johnsen (2010). It is important 
that there are a sufficient number of data points within the sliding window to 
calculate the indicator statistic, as well as a sufficient number of sliding windows 
to calculate the estimator trend. Livina and Lenton (2007) suggest that “a 
window length equal to 10% of the length of the series is an appropriate choice: 
bigger windows would provide poor final statistics of the propagator, whereas 
smaller windows would be insufficient to estimate the decay rate using the ACF 
[autocorrelation function]”. However, Dakos et al. (2008) and many other more 
recent studies (see Table 2.1) recommend a sliding window of 50% of the data 
length. Since many data records (particularly palaeoclimate data) are limited in 
length and resolution, the analysis must be completed using the best possible 
parameters available, whilst ensuring these are still robust. In order to assess 
the most appropriate size of the sliding window, several methods can be used, 
as detailed below. Chapter 3 investigates in more detail what effect parameter 
choices have on the trends of the indicators. A review of the literature has been 
conducted to ascertain the window lengths used in tipping point analysis (Table 
2.1).  
 
 
Data Length Window length  Reference 
Vostok – T1 591 50% (Dakos et al., 2008) 
Resource biomass model 1000 50% (Dakos et al., 2012a) 
Lake model 1500 13% (Seekell et al., 2011) 
Lake system 118 50% (Wang et al., 2012b) 
Vostok – T1 
GISP2 
Cariaco 
GENIE-1 
GENIE-2 
513 
132 
2111 
37600 
5270 
50% 
50% 
50% 
50% 
50% 
(Lenton et al., 2012a) 
GRIP/GISP2 1586 10% (Livina and Lenton, 2007) 
AMOC model 2500 20% (van der Mheen et al., 2013) 
Lake model 400 15% (Carpenter et al., 2013) 
Disease emergence 450 50% (O’Regan and Drake, 2013) 
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simulations 
US housing market 18 50% (Tan and Cheong, 2014) 
Allee threshold model 500 50% (Boettiger and Hastings, 
2012) 
Social-ecological model 400 50% (Lade et al., 2013) 
  
Table 2.1 Table showing the window length of analysis used for different studies. A 
window length of 50% is used in almost all studies, regardless of the length of the data 
or the type of data.   
 
2.4. Metric-based indicators 
2.4.1. Extracting the signal of critical slowing down 
As discussed in Chapter 1, critical slowing down is the reduction in the rate of 
recovery from perturbations as the system approaches the bifurcation. Attempts 
to extract the signal of this critical slowing down from time series data have 
resulted in a number of different approaches and techniques. These indicators 
are all calculated within a sliding window of fixed size.  
 
Degenerate Fingerprinting:	  Held and Kleinen (2004) pioneered an approach 
called degenerate fingerprinting, which uses the autocorrelation function to 
estimate the decay rate in the system. This technique works by reducing the 
data to a one-dimensional time series and then applying the autocorrelation 
function at lag-1 to determine the proximity of consecutive observations. An 
increase towards the value of 1 indicates the approach to a bifurcation point. 
The equation to calculate this is shown below, where 𝑥 represents the system 
at time 𝑡, 𝐴𝑅! is the autoregressive coefficient and 𝜀 is a Gaussian white noise 
process (Box et al., 2008). 
 
	   𝑥 𝑡 + 1 = 𝐴𝑅!𝑥 𝑡 + 𝜀	   (2.1)	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A detailed description of the derivation of how AR(1) shows slowing down in 
stochastic dynamical systems is found in Appendix 1. Autocorrelation, broadly 
speaking, is the correlation of the dataset within itself, and the lag refers to the 
offset of the analysis; lag-1 analyses the correlation of adjacent data points. 
Since the spatial dynamics of the time series are thought to become degenerate 
at the transition (Held and Kleinen, 2004), only the lag-1 information is relevant. 
Conventional autocorrelation lag-1 functions are related to the shortest time 
scale and are thus vulnerable to the influence of noise. Aggregation (time 
averaging) of the time series can therefore be necessary (as discussed in 
Section 2.2.2), although the time series must be long enough to carry out such 
aggregation.  
 
Detrended Fluctuation Analysis (DFA):	   This is thought to improve the 
estimation of short-term decay; by measuring the short-term memory of the 
system rather than measuring correlations at a given lag, DFA measures a 
range of correlations by extracting the fluctuation function of a time series. DFA 
was originally developed by Peng et al. (1994) to detect long-term correlation in 
DNA sequences, and essentially works by analysing the scaling properties of 
the fluctuations after detrending the data. DFA works by extracting the 
fluctuation function from non-overlapping windows of size s, which, if the data 
series is ‘long-term power law correlated’, increases by a power law (Livina and 
Lenton, 2007). The DFA method also includes an internal detrending routine. 
 
	   𝐹 𝑠   ∝    𝑠   ∝  	   (2.2)	  
	   	  
	   	   	  
where ∝ is the DFA scaling exponent. When compared, however, the lag-1 
autocorrelation method and the DFA method give very similar results (Lenton, 
2011), although DFA is more data-demanding, and when using short time 
series, tends to produce an oscillating trend prior to bifurcation (Lenton et al., 
2012a). Although a complementary approach is recommended, where both 
methods are applied to act as a cross-check, since DFA is less reliable with 
short time series (a characteristic of most palaeodata), the AR(1) approach is 
preferred for the purposes of this thesis. 
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Power spectrum analysis:	  Since autocorrelation at lag-1 ignores changes in 
the correlation structure at higher lags, power spectrum analysis is used to 
show changes in the complete spectral properties of a time series prior to a 
critical transition. The power spectrum is a Fourier Transform of the time series 
that show how much variability occurs in each frequency band. A slowing in the 
dynamics of the system would be reflected by a shift in the power spectrum 
toward higher variation at lower frequencies, also known as ‘spectral reddening’ 
(Kleinen et al., 2003; Lenton et al., 2012a). Kleinen et al. (2003) conclude that 
“the magnitude of the power spectral density in the limit of zero frequency 
increases inversely proportionally to the distance to the bifurcation point, while 
the cut-off frequency decreases proportionally to the square root”. This is 
independent of exact parameter values and is therefore a generic property of 
systems approaching a saddle-node bifurcation. Other studies investigating 
spectral densities found clear signs of spectral reddening on the approach to a 
regime shift (Biggs et al., 2009). 
 
 
2.4.2. Calculation of Autocorrelation/ Rising Memory  
Autocorrelation at lag-1 can be calculated using the computer program R 2.15.2, 
using the function ar.ols() as well as the similar function acf().	   The 
ar.ols()	   function is designed to fit an autoregressive time series model of 
order 1 to the data by an ordinary least squares method. Ordinary least squares 
(OLS) is used as a method to estimate the unknown parameters in a linear 
regression model, minimising the sum of the squared vertical distances 
between the observed responses in the dataset and the responses predicted by 
the linear approximation. The ar.ols() function assumes that the data is 
stationary and ergodic (which is expected with successful detrending). The 
acf() function is a slightly different measurement of the slowing down of the 
system, and calculates a very similar (though not exactly the same) result to the 
ar.ols() function.  
 
There are two measures that can be taken from the AR(1) coefficient: the 
absolute values and the trend. Mathematically speaking, the autocorrelation is 
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thought to reach a value of 1 at the point of bifurcation itself. However, the 
absolute value of the AR(1) indicator is affected by the detrending procedure 
and noise levels. Furthermore, the absolute value of the AR(1) coefficient is the 
result of the ratio between the time scale of the dynamics of the system and the 
frequency of measurements, so high AR(1) coefficients may simply reflect 
frequent measurements relative to slower internal fluctuations (Lenton et al., 
2012a). Secondly, as the system approaches a tipping point, the basin of 
attraction gets shallower, therefore making it more likely that noise in the 
system will cause it to ‘tip’ before it reaches the critical point. This is termed a 
‘noise-induced escape’ from the basin of attraction and is described in detail by 
Thompson and Sieber (2010). Since “the probability of early escape can be 
expressed in terms of the relation between noise level and drift speed of the 
bifurcation parameter”, early escape is likely to arise whenever the noise level is 
large when compared to the drift speed of the control parameter (Thompson 
and Sieber, 2010). A higher amplitude of stochastic forcing would also cause 
the transition to occur further from the point of bifurcation (Thompson and 
Sieber, 2011; Lenton et al., 2012a). It is therefore thought that a positive trend 
in the AR(1) coefficient is a better indicator of critical slowing down than the 
absolute value of the AR(1) coefficients. 
 
 
2.4.3. Rising variance 
Rising variance is another leading indicator of critical slowing down. As the 
system approaches a tipping point, the basin of attraction becomes shallower 
and wider. This causes increased autocorrelation as described above, but also 
should theoretically cause an increased variance of the observed signal, 
because as the system gets closer to the tipping point, the basin gets wider and 
therefore the system can travel further and further from its stable equilibrium 
until it passes the critical threshold. This results in increased variance. The 
equation to calculate variance is found in Equation 2.3, where 𝜎! is the variance, 
(𝜎 is the standard deviation), 𝑋 is a sample, 𝜇 is the population mean and 𝑁 is 
the number of samples in the population.  
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 𝜎! = Σ(𝑋 − 𝜇)!𝑁  (2.3) 
 
Ditlevsen and Johnsen (2010) suggested that the detection of a simultaneous 
rise in both autocorrelation and increased variance were necessary in order for 
a tipping point to be determined since the two signals are intrinsically connected. 
However, although theoretical investigations clearly indicate that rising variance 
is expected on the approach to a critical transition, palaeoclimate data may 
exhibit non-constant variability. Other studies e.g. (Lenton et al., 2012a) 
suggest that variance may not necessarily increase, because as the system 
slows down, it loses the ability to track changes in the system. This can occur if 
critical slowing down causes the slower decay of fluctuations, thus reducing the 
system’s ability to track the variable forcing, which can result in reduced 
variance (Lenton, 2011). Furthermore, the measured variability may be the 
result of more than one source of variability, such as squealing (the 
amplification of small shocks to a system) or flickering (occasional large 
excursions close to the point of bifurcation) e.g. (Brock and Carpenter, 2010). It 
is therefore of considerable importance to acknowledge the potential sources 
affecting the observed noise of the time series (Carpenter and Brock, 2011).  
 
Although the time series must be equidistant for the measurement of 
autocorrelation, this is not a requirement for the measurement of variance. 
Analysis should therefore be undertaken with both interpolated and non-
interpolated data to ensure robustness. Similarly, an unbiased estimate of 
variance can still be obtained from a short time series, which is not the case for 
autocorrelation. Dakos et al. (2012a) investigated the effect of the length of the 
time series on the autocorrelation and variance and found that the mean error 
of estimates decreased as the length of the time series increased, though this 
error was higher for autocorrelation than for variance. However, when close to 
the transition, the mean error of the variance increases, whilst the distance to 
the transition has no effect on the mean error for autocorrelation. Although 
Dakos et al. (2012a) do not suggest a reason for these findings, the results 
indicate that variance may be slightly less reliable as an indicator than 
autocorrelation. 
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Lenton et al. (2012a) suggests that palaeodatasets are more likely to show 
decreasing trends in variance than modelled datasets. Although the differences 
in the examples used can be explained by the difference in size of the datasets 
and the rate of forcing of the system, a more likely explanation is due to the 
differing noise levels. For example, the increased variance detected from the 
GISP2 data at the end of the last ice age is thought to be attributed to pulses of 
meltwater during the deglaciation, causing increased fluctuations in the Atlantic 
THC (Lenton et al., 2012b). Similarly, the decrease in variance detected from 
the Cariaco basin core corresponding to the end of the Younger Dryas is 
thought to reflect declining fluctuations in freshwater forcing of the Atlantic 
during the restabilisation of the ice sheets during the cold period of the Younger 
Dryas (T.Lenton, pers. comm.). In contrast, experiments modelling a forced 
collapse of the thermohaline circulation e.g. CLIMBER-2, GENIE-1 and GENIE-
2, are less affected by changing levels of noise, and all display increasing 
trends in variance (Lenton et al., 2012a). Further discussion of the relationship 
between noise and variance is found in Chapter 3.  
 
2.4.4. Calculation of Variance 
Variance can be calculated using R 2.15.2, with the var() function. Some 
ecological studies instead express variance as standard deviation (which is the 
square root of variance) e.g. (Carpenter and Brock, 2006). Variance is 
calculated over a sliding window of analysis of the same size as used to 
measure autocorrelation. The absolute values of variance are strongly 
dependent on the degree of detrending, so the analysis of variance is based on 
the trend of the variance alone.  
 	  
2.4.5. Skewness and flickering 
Several other potential indicators of approaching tipping points have been 
investigated. Some of these methods aim to detect nonlinearity in the basin of 
attraction in what Sieber and Thompson (2012) call ‘nonlinear softening’. 
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Indicators of nonlinearity include increasing/decreasing skewness e.g. Guttal 
and Jayaprakash (2008), which occurs when the basin of attraction deforms 
asymmetrically. A simple function to measure skewness (such as the function 
skew() in R) can be used to determine if there has been a change in the 
skewness. The sign of the signal (i.e. whether it increases or decreases) is not 
directly relevant as it is the change rather than direction of change that is 
important. 
 
The usefulness of skewness as an early warning indicator can be limited 
depending on the nature of noise (Guttal and Jayaprakash, 2008). A recent 
study found that although smoothing/detrending the original data does not alter 
the ‘qualitative features’ of skewness, it can amplify the trends (Guttal et al., 
2013). It has been argued that in some circumstances, such as when the 
system is characterised by a wide, symmetric basin of attraction with increasing 
external fluctuations, skewness is a more reliable indicator of a bifurcation than 
variance, because variance will increase with increasing external fluctuations 
regardless of whether there is an impending bifurcation (leading to false 
alarms); in contrast, skewness will only increase/decrease when the basin 
becomes asymmetric (Guttal and Jayaprakash, 2008).  
 
A consistent change in skewness can be an indicator of flickering, which can 
occur if stochastic forcing is strong enough to move the system back and forth 
between two basins of attraction as the system reaches the bistable region 
before the bifurcation (Scheffer et al., 2009). Flickering has been shown in 
models of lake eutrophication (Carpenter and Brock, 2006), and a study by 
Bakke et al. (2009) suggested that flickering preceded the termination of the 
Younger Dryas stadial. Recent studies on flickering systems have suggested 
that although variance is expected to increase, the trend in autocorrelation may 
in fact decrease (Wang et al., 2012b). 
 
 
2.4.6. Table of leading indicators 
Table 2.2 shows the various metric-based indicators that may be used to 
display early warning signals, and shows the phenomenon (e.g. rising memory, 
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rising variability or flickering) that the indicator can display. Ideally, when 
conducting tipping point analysis, the selection of indicators should include at 
least one that captures changes in the memory of the time series and one that 
captures the changing variability of the time series. Combining these indicators 
reduces the chance of false alarms, though does not exclude the possibility of 
missed alarms (discussed in more detail in Section 2.7.2) (Dakos et al., 2012a). 
 
 
 Phenomenon  
Method/Indicator 
Rising 
memory 
Rising 
variability 
Flickering Reference 
Lag-1 autocorrelation/ 
AR(1) coefficient 
X  X ? (Held and Kleinen, 
2004) 
Return rate (inverse 
of AR(1) coefficient) 
X  X ? (Carpenter et al., 2008) 
Detrended fluctuation 
analysis indicator 
X   (Livina and Lenton, 
2007) 
Spectral density X   (Kleinen et al., 2003) 
Spectral ratio X   (Biggs et al., 2009) 
Spectral exponent X   (Dakos et al., 2012a) 
Standard deviation  X X (Carpenter and Brock, 
2006) 
Coefficient of 
variation 
 X X (Carpenter and Brock, 
2006) 
Skewness  X X (Guttal and 
Jayaprakash, 2008) 
Kurtosis  X X (Biggs et al., 2009) 
Conditional 
heteroskedasticity 
 X X (Seekell et al., 2011) 
BDS test  X X (Carpenter et al., 2011) 
 
Table 2.2 Adapted from (Dakos et al., 2012a), displays a range of leading indicators, 
the underlying dynamical phenomenon associated with it, and the original reference in 
which it was developed.  
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2.4.7. Combination of techniques 
As Lenton et al. (2012a) note, probably the most robust early warning signal 
comes from a combination of many different indicators and statistical properties 
of the data. If several independent techniques suggest that the system is 
approaching a tipping point, this enhances the overall robustness. However, as 
briefly mentioned in Chapter 1, it is claimed that both variance and 
autocorrelation must increase together to be taken as a sign of an approaching 
tipping point (Ditlevsen and Johnsen, 2010). This follows from the fluctuation-
dissipation theorem (Kubo, 1966), whereby both autocorrelation and variance 
depend upon the curvature of the potential well; if affected by critical slowing 
down, the change in curvature of the basin of attraction would affect both 
autocorrelation and variance simultaneously. The derivation of the fluctuation-
dissipation theorem is found in Box 2.1.   
 
 
Box 2.1 Critical Slowing-Down and the Fluctuation-Dissipation Theorem 
(after Ditlevsen (2012)) 
 
We consider a stochastic differential equation,  
 𝑋!!! −   𝑋!Δ𝑡 = 𝑓 𝑋! +   𝜎𝜀! 
 
where 𝑓 𝑋!   is a force associated with the gradient of an underlying potential, 
and 𝜎𝜀! is a noise term: 
 
We consider small fluctuations of the system about a stable equilibrium state at   𝑋 = 𝑋!, and make a linear approximation: 
 𝑓 𝑋   ≈ 𝑓 𝑋! −   𝛼 𝑋 − 𝑋! =   −𝛼𝑥 
 
where 𝑥 =    𝑋 − 𝑋!  is the distance of the system from the equilibrium state, 
and we have used the fact that equilibrium implies that 𝑓 𝑋! = 0 . The 
parameter 𝛼  is the curvature of the underlying potential around the stable 
equilibrium. Time-series precursors of tipping points essentially try to detect 
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increases in the sensitivity of the system to forcing as a tipping point is 
approached, where the system sensitivity is given by 1 𝛼.  
 
Under these assumptions the discretised form of the system looks like a simple 
AR(1) process: 𝑥!!! = (1− 𝛼Δ𝑡)𝑥! +   𝜎𝜀!Δ𝑡 
 
where the AR(1) coefficient is given by:  
 𝐴𝑅(1) = (1− 𝛼Δ𝑡) 
 
 
Thus as the system approaches a tipping point and its sensitivity increases 
(𝛼 → 0)     the AR(1) coefficient will approach 1 from below. This is called Critical 
Slowing Down. 
 
The variance equation is derived by squaring and time-averaging: 
 𝑥!!!! =    ( 1− 𝛼Δ𝑡 𝑥! +   𝜎𝜀!Δ𝑡)!  
 =    𝑥!! − 2𝛼 𝑥!! −   𝜎!Δ𝑡 Δ𝑡 +   𝑂(𝛼!Δ𝑡!) 
 
For a stationary process 𝑥!!!! =    𝑥!!   and assuming Δ𝑡 ≪ 1   , so that terms of 
order 𝛼!Δ𝑡! can be neglected, gives: 𝑥!! =    𝜎!2𝛼   Δ𝑡 
 
This is a Fluctuation-Dissipation relationship relating the variability of the system 
to its sensitivity to external forcing: 
 𝜎!!𝜎! =    Δ𝑡2𝛼   
 
Thus as the system approaches a tipping point and its sensitivity increases 
(𝛼 → 0)  , we also expect the ratio of the variance of the system variable to the 
variance of the external forcing, to go to infinity. Note also that the time-
resolution of the time-series (Δ𝑡) influences the absolute values of both the 
variance and AR(1) coefficient of the system variable 𝑥.  
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Following Box 2.1, Ditlevsen and Johnsen (2010) have thus declared that any 
increase in autocorrelation without a corresponding increase in variance should 
not be considered as a sign of an impending tipping point. Figure 2.3 illustrates 
the effect of a changing value of alpha on the curvature of the potential well. 
However, this view is challenged by others, who suggest that variance is more 
affected by other factors than autocorrelation; for example, when the system 
loses the ability to track the changes in the system and follow the fluctuations, 
the autocorrelation and variance may not necessarily respond synchronously 
e.g. (Dakos et al., 2012c; Lenton et al., 2012b; Livina et al., 2012). Indeed, 
several counter-examples have been identified where autocorrelation rises prior 
to a bifurcation, but variance does not (Dakos et al., 2012a; Livina et al., 2012).  
 
 
Figure 2.3 Schematic showing the effect of the changing curvature of the potential well 
on alpha. 
 
 
2.4.8. Plotting  
Thompson and Sieber (2010) make an important point regarding at what point 
in the sliding window the data should be plotted. Although Dakos et al. (2008) 
plot end-window, Thompson and Sieber (2010) note that data should be plotted 
mid-window whenever the intention is to “make a forward extrapolation to the 
target”. However, since this project does not attempt to make forward 
extrapolations, all graphs are plotted at end-window.   
 
However, when thinking about future changes, perhaps a better technique is 
advocated by Biggs et al. (2009), who apply a policy window, during which it is 
possible for management action to avert a regime shift if such action is taken 
before a certain point, past which the regime shift is inevitable. This means that 
!!!!! !!!! !!!! !!!!!!
!!!!! !!!! !!!! !!!!!!
!!!!! is large 
 
 ! is small !!!!!
!!!!! is large 
 
 ! is small !!!!!
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early warning indicators of the regime shift must be pronounced within this 
window to stimulate this management action in time. The indicators can still be 
plotted at end-window in this instance since management decisions are not 
taken by forward extrapolation. Since early warning indicators usually occur 
before the regime shifts (particularly for ecological regime shifts), this can allow 
time for restorative action (Biggs et al., 2009). 
 
 
2.5. Potential Analysis 
The term potential analysis is used to describe a technique that is used to 
determine the number of states in a system over time, inferred from a non-
oscillatory polynomial potential (Livina et al., 2010). The approach used in 
potential analysis originates from the work of Hasselmann (1976), who initiated 
a new conceptual, stochastic approach to climate modelling. In systems with a 
relatively high level of noise, if there are multiple stable states present, the 
system is likely to sample some of these states over time. Potential analysis 
(Livina et al., 2010; Kwasniok, 2013b) aims to deduce the number of states, or 
‘potential wells’ that the system has sampled, as well as providing information 
about the stability properties of these potential wells. Potential analysis can be 
an early warning indicator of flickering, since it can identify the presence of 
alternative regimes (Dakos et al., 2012a). It is important to note that potential 
analysis can only infer the number of states that the system has sampled; the 
technique cannot predict the presence of an alternative state that the system 
has not visited.  
 
 A key part of understanding the underlying dynamics of a system comes from 
an appreciation of the number of states within the system. For some time series 
data, this can be visually obvious or is pre-determined by a theoretical model 
(e.g. the Stommel box model of the thermohaline circulation (Stommel, 1961)). 
However, the exact number of states in a system is sometimes difficult to 
determine by eye, particularly when there are more than two states present. 
Potential analysis therefore represents a more formal way of determining the 
number of states in a system, though as noted by Livina et al. (2010), this is still 
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‘necessarily approximate’ due to the limitations outlined below. Importantly, this 
analysis is based on the assumption that the transitions of the system between 
different states are caused by stochastic noise.  
 
Potential analysis assumes that the climate system in question can be treated 
as a series of nonlinear dynamical equations, and that the dynamics of this 
system can be described by a stochastic differential equation (i.e. involving a 
stochastic parameter or noise term). This usually takes the form of a Langevin 
equation: 
 𝑧 =   −𝑈! 𝑧 +   𝜎𝜂 (2.4) 
 
where 𝑈 𝑧  is the potential function, 𝑧 is the climate variable in question, 𝜎 is 
the noise level, and 𝜂 is the Gaussian white noise (with zero mean and unit 
variance). The underlying potential of this system can be described by a 
polynomial equation, the fit of which is used to estimate the number of system 
states. The corresponding Fokker-Planck equation to the chosen stochastic 
differential equation is used to describe the probability density function. This 
has a stationary solution (Gardiner, 2009), which depends only upon the 
underlying potential function (as derived from the polynomial fit) and the noise 
level. Since this gives a “one-to-one correspondence between the potential and 
the stationary probability density of the system” (Livina et al., 2010), the 
underlying potential can be successfully reconstructed from the time series data. 
The exact method used is split into stages and described below, and illustrated 
in Figure 2.4, as found in Lenton (2012): 
 
Stage 1:  
Select data.  
 
Stage 2:  
Construct a histogram from a chosen window of time series data. 
 
Stage 3: 
Convert this histogram into an empirical probability density of the data, using a 
standard Gaussian kernel estimator. This may be inverted to aid visual analysis. 
The modality of the distribution should indicate the existence of other states; for 
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instance, the existence of a ‘shoulder’ superimposed onto a smooth unimodal 
curve implies that a second state is present. The completion of this stage is 
sufficient to indicate the presence of multistability and thus other time series 
analysis techniques as described in Section 2.4 can be undertaken on the basis 
of these results. Further stages described below are used to determine the 
coefficients of the reconstructed potential and thus can further be used to derive 
a nonlinear stochastic model (as described in Chapter 7).  
 
 
Stage 4:  
The probability density is inverted (if not inverted in Stage 2), log-transformed, 
and scaled by the noise level.  
 
Stage 5:  
A least-square fit is applied on the transformed distribution, with polynomial 
functions of increasing, even order (e.g. second order quadratic fit, 4th order, 6th 
order etc). When the least-square fit returns a negative leading coefficient, this 
represents a solution which is not physically reasonable, and therefore the 
polynomial of the highest order with a positive leading coefficient is taken to be 
the most suitable representation of the probability density of the time series. 
The order of the best-fit polynomial reflects the number of potential system 
states identified along the time series (2nd order for a one-well potential, 4th 
order for a double-well potential) (Dakos et al., 2012a). 
 
Stage 6 
The number of states in the system is then determined from the number of 
inflection points in the fitted polynomial potential. A simple one-well potential 
has no inflection points, and each additional pair of inflection points 
corresponds to an additional potential well.  
 
 
Stage 7: 
An Unscented Kalman Filter (Kwasniok and Lohmann, 2009) is used to 
estimate the coefficients of the reconstructed potential. To achieve this, the 
noise level must be accurately estimated; this can be performed using a 
 83 
wavelet denoising routine, which enables the separation of the potential and the 
noise e.g. (Livina et al., 2011; Livina et al., 2013) 
 
 
 
 
Figure 2.4 Illustration of the method of potential analysis, depicting the stages 1 to 6 as 
described above. From (Lenton, 2012) 
 
 
The method of potential analysis was initially validated on artificial data (see 
Figure 2.5), which suggested that time windows of 400 data points were 
sufficient to achieve reliable results (Livina et al., 2010). This also indicated that 
if the time window of analysis is too short, the probability of correct detection of 
the number of wells may be low, due to poor statistics. Furthermore, there is an 
inherent delay in the detection of a change in state due to the use of a sliding 
window of analysis. This delay was found to be around 40-50% of the size of 
the window, so although an exact time cannot be specified, the approximate 
time window of the shift can be detected. The chosen size of the sliding window 
is thus a trade-off between the amount of data included in the analysis and the 
degree of accuracy for the timing of any changes detected. Analysis of 
palaeoclimate data (see Chapter 6) to investigate the most appropriate time 
window found that a shorter time window could be used as long as the window 
captured the mean recurrence time of the events in question (Livina et al., 
2010; Livina et al., 2011). 
!
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Figure 2.5 Potential analysis using artificial data; a) using four different potentials (one-
well to four-wells); b) the resulting time series; c) contour plot of the number of detected 
wells (one-well = red, two-well = green, three-well = cyan, four-well = purple) over time 
(x-axis) and over different sliding windows (y-axis). From (Livina et al., 2010). 
 
 
2.6. Significance testing  
There are several different ways to calculate the statistical significance, as 
detailed below. It is important to not only to test the robustness but also the 
significance of the results. This is particularly relevant for identifying the false 
positives (where trends in the indicators are due to random chance) (Dakos et 
al., 2012a).  
 
Kendall’s tau   The nonparametric Kendall’s tau rank correlation coefficient 
was applied in Dakos et al. (2008) to test for statistical dependence for a 
sequence of measurements against time (Mann, 1945). Kendall’s tau 
essentially measures the concordance between pairs of adjacent data. The test 
is non-parametric as it does not rely on any assumptions about the distributions 
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of the data. Using R 2.12.2, the function cor.test(kernel=“kendall”) is 
used (p-values two-tailed with α=0.05). The tau value can vary between +1 and 
-1, which shows the sign and strength of the monotonic relationship between 
the two variables. This provides a rapid appraisal of the trends in 
autocorrelation and variance on the approach to a tipping point. The equation 
used to calculate Kendall’s tau is below:   
 
	   τ = number  of  concordant  pairs − number  of  discordant  pairs12n n− 1  (2.5)	  
 
Other measures to calculate the statistical trend include the Pearson’s 
correlation coefficient e.g. (Drake and Griffen, 2010), and Spearman’s 
correlation coefficient. However, although Abdullah (1990) notes that Pearson’s, 
Spearman’s and Kendall’s correlation coefficient are all robust against a 
substantial number of outliers, Kendall’s tau is thought to be less sensitive to 
extreme outliers than the Pearson’s correlation coefficient (McCabe and Wolock, 
2002), and is often preferred for its simplicity and ease of interpretation (Kendall, 
1948).  
 
 
2.6.1. Contour plots 
Contour plots can be used to assess the best size of the bandwidth and the 
sliding window with respect to two parameters. The contour plot uses Kendall’s 
tau value to assess the significance of the relationship (a value of 1 being a 
perfect positive relationship), showing which bandwidth and sliding window 
provide the most significant relationship. This is a valuable visual aid to enable 
rapid identification of the effect of changing these parameter sizes on the 
analysis.   
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2.6.2. Calculating error 
Contour plots only identify the best sliding window/bandwidth size to use on the 
basis that the ‘best’ size equates to the highest Kendall’s tau value. This 
assumes that firstly, there is an approaching bifurcation, and secondly that the 
‘best’ value is the highest Kendall’s tau, not necessarily the most robust result. 
It may well be that the most robust method is also the one that gives the highest 
Kendall’s tau value, but this should not be assumed. It is predicted that as the 
size of the sliding window increases, the error on the AR(1) will decrease. This 
is because the larger the size of the sliding window, the more points there are 
within that window to calculate the AR(1), and so the error will be smaller. 
However, as the window size increases, the error associated with Kendall’s tau 
should theoretically increase because there will be fewer points (outside the 
sliding window) with which to calculate the trend statistic.  
 
Dakos et al. (2012c) suggest that a way to assess the error is to test how often 
there would be failure to identify an increase in variance or autocorrelation. This 
was undertaken by estimating the probability that the indicator estimate 
(autocorrelation or variance) far from the transition would be bigger than the 
indicator estimate close to the transition (P>0.025). Using several permutations 
of a model, indicator estimates of pairs of data were taken to calculate the 
chance of not identifying an indicator, and found that the chance of not 
identifying an increase in autocorrelation and variance decreased the longer the 
time-series was. Importantly, this error was higher for autocorrelation than for 
variance (Dakos et al., 2012c).  
 
A null hypothesis can be created simply as a model without a tipping point, with 
the alternative hypothesis including a tipping point. Whilst in modelling studies 
this is simple to do, with palaeoclimate data this is more challenging. However, 
it is sometimes possible to use data from a period that is not approaching a 
tipping point to use in place of a null model. Simulating comparison groups is 
therefore useful in the absence of controls (Boettiger and Hastings, 2012). A 
likelihood ratio test can then be used to compare the two models and compute 
a p-value to decide whether to reject or accept the null hypothesis.  
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2.6.3. Creating a Null Model  
Null models are used as a term of comparison to some measured data. “A null 
model is a pattern-generating model that is based on randomisation of 
ecological data or random sampling from a known or imagined distribution…the 
randomisation is designed to produce a pattern that would be expected in the 
absence of a particular ecological mechanism” (Gotelli and Graves, 1996, p.3). 
Null models rely on the principles of falsification, as advocated by Karl Popper 
(1959), whereby negative evidence can be used to refute a hypothesis but 
confirmatory evidence cannot be used to ‘prove’ a hypothesis. This emphasises 
the importance of a null hypothesis as a basis of refutation. However, some 
scholars have argued that a type II error (incorrectly accepting a null 
hypothesis) is just as serious a mistake as a type I error (incorrectly rejecting a 
null hypothesis) (Toft and Shea, 1983). 
 
Null models emphasise the potential importance that stochastic mechanisms 
have in the production of natural patterns, whilst not requiring a direct 
consideration of driver mechanisms. Underlying environmental variability is thus 
reflected in null models. Indeed, one of the fundamental points of null models is 
the requirement that the signal of the mechanism must be stronger than the 
signal of noise from natural variation (May, 1974; Gotelli and Graves, 1996).  
 
Null models can be constructed by creating surrogate time series (Theiler et al., 
1992). Surrogate data is intended to provide a ‘statistically rigorous, foolproof 
framework’, attempting to find the least interesting explanation that cannot be 
ruled out based on the data (Schreiber and Schmitz, 2000). For example, a null 
hypothesis would be that the data were generated by a stationary Gaussian 
linear stochastic process (or an autoregressive moving average process). 
Surrogate time series are designed to have the same properties as the original 
data (e.g. time probability distribution), whilst being as random as possible 
otherwise. Many algorithms to generate surrogate data have been proposed, 
which can be divided into two main groups; typical realisations, which are 
derived from a model fitted to the original data, and constrained realisations, 
which are created directly from a transformation of the original data. The latter 
method is preferred since it does not depend on a particular model, and is non-
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parametric. Regardless of which method is chosen, the surrogate data are 
known not to have the property of interest (in this case an increasing 
autocorrelation at lag-1 and variance along the time series). 
 
The procedure used to construct a surrogate data set from the original time 
series depends on the null hypothesis being examined (Rapp et al., 2001). 
Perhaps the simplest algorithm is the ‘random shuffle’, which can be used if the 
null hypothesis is that the discriminating statistic can be obtained from 
independent and identically distributed (IID) random numbers. Here, surrogate 
data are created by randomising the original data over several thousand 
permutations. This method guarantees the same amplitude distribution as the 
original time series, but destroys any ordered structure or linear correlation 
(Theiler et al., 1992). The surrogate data are thus viewed as uncorrelated noise. 
An autoregressive moving average (ARMA) process can also be used to 
generate this surrogate time series.  
 
A discriminating statistic for the original and each of the surrogate time series 
are computed. The statistical significance can hence be obtained for the original 
data by comparing against the probability distribution of the surrogate data. If 
the value computed for the original time series lies beyond that of the surrogate 
time series, the null hypothesis is rejected, and the statistical significance can 
be calculated (Theiler et al., 1992). The point is thus to observe whether similar 
results might have been obtained from the same analysis applied to surrogate 
data. 
 
Using the statistical software R 3.0.2 (R Core Team, 2013), the function 
sample() was applied to the original data, creating a matrix of 1000 iterations 
of the randomised data. 1000 iterations were deemed to be a sufficient number 
to adequately estimate the probability distribution of the null model. However, 
although 1000 iterations were run where possible, long computational time of 
this process meant that this was not always practical, and in these cases 500 
iterations were used. Sensitivity analysis found that this was more than 
sufficient to provide a robust null model. Tipping-point analysis was then run on 
these iterations (using the same parameter choices as the original data), to 
produce a histogram of the distribution of Kendall tau values for autocorrelation 
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and variance. The 95th percentile is then established to provide the 95% 
significance threshold. If the analysis of the original data falls within this zone, 
the result can be deemed statistically significant at the 95% level (that is, there 
is a 5% chance that the result from the original data is due to chance), see 
Figure 2.6. A slight modification to this method was also undertaken whereby 
the data was detrended first, and then the residuals were randomised 1000 
times, and the same steps as above were followed (Figure 2.7). 
 
The R earlywarnings package has recently been updated to include a function 
to test significance. The function surrogates_ews() uses a similar method to 
the randomisation technique described above by using an ARIMA model to 
provide an ensemble of surrogate time series (Dakos et al., 2012a), Figure 2.8. 
These three methods are compared below, using data derived from a simple 
bifurcation model, described in Section 3.1.1. 
 
 
 
 
 
Figure 2.6 Histograms showing Kendall tau distribution of 1000 randomised iterations 
of the model bifurcation data; a) autocorrelation; b) variance. The blue dotted line 
shows the 95% significance level and the red line indicates the result of analysis on the 
original data. 
 
a) b) 
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Figure 2.7 Histograms showing Kendall tau distribution of 1000 randomised iterations 
of the model bifurcation data residuals; a) autocorrelation AR(1); b) variance. The blue 
dotted line shows the 95% significance level and the red line indicates the result of 
analysis on the original data.  
 
 
 
 
Figure 2.8 Histograms showing Kendall tau distribution of 1000 surrogate time series 
generated after fitting an ARMA model on the model bifurcation data; a) autocorrelation 
AR(1); b) variance. The black vertical lines show the 5% and 95% significance level 
and the black dot indicates the result of analysis on the original data.  
 
 
The two slightly different methods for creating a surrogate time series clearly 
show very little difference in the distribution of Kendall tau estimates and the 
position of the 95% significance level. Though Kendall tau value for 
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autocorrelation for the original data is beyond the 95% significance line, the 
Kendall tau for variance is just below it.  
 
 
2.7. False positives and negatives 
Although the identification of early warning signs of bifurcational tipping seems 
promising, there are a number of problems and limitations associated with this, 
including the potential for false positives and false negatives. These are 
detailed below: 
 
 
2.7.1. False alarms 
Ditlevsen and Johnsen (2010) stress the need for distinguishing between a true 
warning of an impending critical transition and a false alarm due to a rise in 
variance and autocorrelation through either other causes or coincidence. 
Indeed, changes in autocorrelation, variance and skewness can occur near 
other bifurcations with no abrupt transitions (Guttal and Jayaprakash, 2009), 
such as bifurcations leading to cycles. This was demonstrated by Kéfi et al. 
(2013), who showed that when smooth transitions modify the potential well of a 
system and decrease the value of its dominant eigenvalue, this results in longer 
return times and an associated rise in autocorrelation and variance. Although 
the shape of increase of these indicators tends to be different, distinguishing 
between them can be difficult. These changes can also be observed in systems 
which show flattening and asymmetry but have only one stable state. This 
problem affects all of the indicators discussed above, and as yet does not have 
a robust solution, although suitable bandwidths for detrending as well as 
suitable parameter choices and data characteristics should be chosen to 
increase robustness. In addition, the analysis of many indicators as a cross-
check can help guard against false alarms (Lenton et al., 2012a).  
 
 
 92 
2.7.2. Missed alarms 
Perturbations to a system may well trigger a transition before the bifurcation 
point is reached, so although trends such as autocorrelation can serve well as 
early warnings, predicting the actual point of transition is still extremely difficult 
(Scheffer et al., 2009). This is termed the ‘probability of early escape’ 
(Thompson and Sieber, 2010), which can be expressed graphically by the 
relation between noise level and the drift speed of the bifurcation parameter. 
Early escape may occur whenever the noise level is large in relation to the drift 
speed of the control parameter.  
 
Biggs et al. (2009) further point out that gradual increases in autocorrelation 
and variance only indicate that there is an ‘‘ongoing, directional change in some 
driver" and therefore adds no information regarding how close to a regime shift 
the system may be. However, generic early warning signals such as those 
discussed can show a relative change in the resilience of a system. In reality, 
most systems tend to exhibit a combination of bifurcational-tipping and noise-
induced tipping. In some cases, the noise level can be taken account of 
(Thompson and Sieber, 2010), and estimates of early warning can be adjusted 
accordingly, although if the noise levels are too high, it can prevent the 
detection of any early warning signals (Lenton, 2012).  
 
These indicators also fail to detect early warning signals of a regime shift if the 
shift occurs too rapidly, described as rate-induced tipping by Ashwin et al. 
(2012). Critical slowing down will only occur if the system is moving gradually 
toward a threshold. If the system passes a critical threshold as a result of a 
large disturbance, it will lack the preceding loss of resilience of the system and 
thus the transition will not be marked by slowing down (Dakos et al., 2008). Any 
changes in autocorrelation, variance and skewness may therefore reflect the 
actual regime shift rather than an early warning signal. However, early warning 
signals of R-tipping are being investigated, and it is thought that in some cases, 
early warning signals can be found (Perryman and Wieczorek, 2014). 
 
Livina and Lenton (2007) suggest that in real-time climate monitoring, it is not 
until the point of bifurcation, or very close to that point, that there can be any 
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certainty about the occurrence of a critical transition; this is because it may be 
avoided by feedbacks or changes in forcing at any point up to the point of 
transition itself.  
 
A large amount of work on early warning signals is either theoretical or has only 
been tested with simple models. Work is currently underway to test whether 
these early warning signals can be detected in highly complex real systems (e.g. 
Lenton et al., 2009). For these methods to be applied, a time series must be 
acquired which is an order of magnitude longer than the transition time of the 
system, as well as having a time resolution of an order of magnitude higher 
(Livina and Lenton, 2007). However, a recurrent issue in all real systems, from 
climate to ecology, is that there is a paucity of sufficiently long and high-
resolution datasets. Low-resolution records may not be sufficient to capture the 
short-term autocorrelation e.g. Guttal and Jayaprakash (2008). False negatives 
can thus occur where the early warning signals fail to detect the impending 
transition. 
 
Autocorrelation, variance, skewness and flickering are all useful indicators for 
systems that are stochastically forced, but that have ‘‘an underlying attractor 
that corresponds to a stable point" (Scheffer et al., 2009). However, from the 
point of view of early warning systems, critical transitions in cyclic and chaotic 
systems are much less well studied (Scheffer et al., 2009). These transitions 
are associated with particular types of bifurcation; however, as Thompson and 
Sieber (2010) point out, the methods described above for the detection of 
bifurcations do not distinguish between the possible types of bifurcation. Rather, 
they can only detect whether a system is close to a bifurcation or not; this is a 
key limitation of this technique. 
 
Despite these limitations, the detection of early warning signals in palaeoclimate 
data is certainly worth pursuing. Improvements in the techniques of time series 
and statistical analysis should ensure increased robustness, and if these 
methods can be proved for palaeodata there will surely be a vast potential for 
the prediction and forecasting of future tipping points. 
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2.8. Flow chart 
This chapter has described the range of methods that can be used for time 
series analysis. This section outlines the methodological stages that have been 
chosen for use in the subsequent chapters of this thesis, and can broadly be 
split into 3 steps: data selection, pre-processing and measuring the early 
warning indicators (see Figure 2.9 for schematic flowchart). Some of the 
methodological choices have been informed by analysis undertaken in Chapter 
3, and many of the pre-processing steps are dependent on the specific data 
being examined. Having considered a range of early warning indicators, those 
chosen for analysis in this thesis are autocorrelation and variance (as discussed 
in Section 2.4.6), as well as skewness in some suitable cases. Figure 2.9 shows 
a schematic flowchart, designed to show the stages of methodology as 
described in this chapter that will be used in the subsequent chapters.   
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Figure 2.9 Flowchart of methodology  
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Chapter 3: Data characteristics 
 
This chapter investigates in more depth the data characteristics, parameter 
choices, effects of noise, and the influence of chronology on data analysed for 
tipping points. Data from a simple bifurcation model is manipulated to assess 
the impact of these changes. Greyscale data from the Cariaco Basin is also 
selected as a suitable palaeoclimate record to analyse the effect of chronology 
changes, over the period of the Younger Dryas Stadial.  
 
 
3.1. Early warning signals: A review 
Chapter 1 has outlined some of the early warning indicators that have been 
used throughout the literature, and Chapter 2 has detailed the methodological 
issues associated with the detection of early warning signals and analysed their 
strengths and limitations. Here, a systematic investigation into some of the 
methodological details and parameter choices inherent in the tipping point 
analysis is undertaken, to determine some of the best methods of practice. 
Since this thesis is mostly investigating palaeoclimate data, it is worth 
expounding on some of the key methodological issues that are particularly 
affected by the type of data that is characteristic of palaeoclimate data, such as 
short length and low resolution time series.  
 
This chapter is focused on three main areas: 
• The influence of data characteristics and parameter choices, including 
the point at which the data is cut-off before the tipping point, the data 
length, the resolution and size of sliding window of analysis and size of 
smoothing bandwidth. 
• Effects of noise on indicator trends, including the reliability of the 
indicators. 
• Effects of chronology on analysis. 
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An assessment of the time series characteristics needed for an unbiased 
estimation of autocorrelation and variance was undertaken by Dakos et al. 
(2012c). This study used model outputs as surrogate observations, including a 
time series generated by a first-order autoregressive process approaching 
random walk, a time series with increasing noise intensity, data from numerical 
experiments, such as the overharvesting model of May (1977), and a small 
selection of palaeorecords previously analysed in Dakos et al. (2008). It was 
found that:  
• Data must be equidistant for the calculation of autocorrelation at lag-1 
but not for variance. 
• ‘Short’ time series can deliver an unbiased estimate for variance but not 
for autocorrelation (but no threshold value of ‘short’ was given). 
• The mean error in the estimates of both autocorrelation and variance 
decreases as the length of the time-series increases, but increases 
closer to the transition for variance, with no change for autocorrelation.  
•  Increased temporal resolution did not affect the estimate of 
autocorrelation and variance within the range tested.   
 
This chapter will build on these findings, particularly focusing on issues that are 
important when using palaeoclimate data. To achieve this, a range of different 
data will be manipulated to investigate these issues, including data generated 
from a simple bifurcation model, as well as palaeoclimate data from the Cariaco 
Basin.  
 
 
3.1.1. Model bifurcation data 
Firstly, sample data from a simple bifurcation model is generated to use for 
analysis (R code used to generate this model is shown in Box 3.1). This data is 
1000 data points long, with a fold bifurcation occurring approximately three-
quarters of the way through the data set. In this chapter, this data is 
manipulated to display different characteristics such as different time series 
lengths and resolution. The model can also be manipulated to generate data 
with different noise levels, which will also be examined. This enables testing of 
the effect of data characteristics on the leading indicators. 
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Since this data is easy to manipulate by changing parts of the model (i.e. 
different resolution, length and level of noise, as well as the shape of the 
potential wells) data generated from this model will mostly be used. In particular, 
by changing the noise level in the system, it is investigated if there is a 
threshold at which the noise will mask the memory of the system and the signal 
of critical slowing down is lost. However, it is also important to test as many 
aspects as possible on palaeodata, which is why for some appropriate sections 
in this Chapter, the Cariaco Basin data (discussed below) is also analysed.  
 
In many sections of the analysis, several hundred realisations of the bifurcation 
model will be used (discussed in Section 3.2). This will enable the construction 
of histograms to display the range of the different Kendall tau values associated 
with tipping point analysis for each realisation. For example, Figure 3.1 shows 
the measures of autocorrelation and variance and the associated Kendall tau 
values for a single realisation of the bifurcation model code. When constructing 
the histograms, the code is looped to repeat this several hundred times (where 
each realisation is different due to the noise term), which allows a more robust 
analysis of the effects of changing data characteristics. The different methods 
that can be used to achieve this are discussed in Section 3.3. This chapter 
therefore uses a combination of analysis of a single realisation (for better 
visualisation of the process) as well as analysis over several hundred 
realisations of the bifurcation model. A null model, constructed as described in 
Chapter 2, is used to compare and assess the statistical significance of the 
results. 
 
 
Data Visualisation 
Effective data visualisation and graphing of data is of vital importance for the 
clear communication of data, results, or information. Both aesthetics and 
functionality are needed to achieve this. This is particularly important when 
there is a large volume of data to present. Many of the results presented in this 
chapter incorporate a large volume of data, which can complicate the data 
visualisation. Different data visualisation techniques were therefore considered, 
such as contour plots and coloured plumes to aid interpretation.  
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Box 3.1 Bifurcation Model Code 
 # x axis for plotting 
 x <- seq(-2,2,by=0.01) 
 
 # bifurcation parameter         
 mu <- 2*sqrt(3)/9  
  
 # time steps from 1 to 1000 in steps of 1       
 t <- seq(1,1000,by=1)  
 
  # the change in the bifurcation parameter over time (the length of t compared 
to mu). The critical point is reached at t=900. 
 m <- mu*t/900  
  
 # set up vector to hold created time series equal to the length of t 
 a <- rep(NA,(length(t)+1)) 
  
 # start it in the left well (-1 is near the equilibrium of the initial state) 
 a[1] <- -1        
  
 # loop through a forward Euler scheme with a time step of ½.  
 # the noise term ‘rnorm’ is a random-normal value with zero mean and a 
standard deviation of 1.  
 
 for (i in 1:length(m)) { 
  a[i+1]<- a[i]+(1/2)*(-a[i]^3+a[i]+m[i])+0.1*rnorm(1)) 
   } 
  
# this creates a dataframe with a tipping point, called ‘tip’.  
 b <- seq(1,1001,by=1)  
 tip <- cbind(b,a)       
(Adapted from Boulton (2013)).  
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3.1.2. Cariaco Basin data 
Grayscale data from a marine sediment core from the Cariaco basin (off the 
coast of Venezuela) is used for examination of the effects of chronology 
precision (Hughen et al., 2006). Grayscale is a proxy commonly used in marine 
cores, measured by the extraction of grayscale values from photographs of 
deep-sea sediment cores. Since sediment brightness is often controlled by 
sediment carbonate content, grayscale values can be interpreted in terms of 
sediment carbonate content (Ortiz and O’Connell, 2005). Strong upwelling in 
the basin contributes to the anoxic sea floor conditions, meaning that there is 
little bioturbation, enabling laminated layers to be deposited. The Cariaco 
sediments allow a chronology of annual-decadal resolution to be obtained, 
providing an ideal data set to use to investigate effects of artificial chronological 
issues. As described in Chapter 1, the Younger Dryas stadial is an excellent 
time period for the study of tipping points and hence will be examined in this 
chapter (discussed in more detail in Chapter 4).  
 
The Cariaco Basin record has had several updated chronologies applied, which 
enables a comparison of the effects of different age depth models. The two 
records compared here are the 1998 chronology, based on 14C calibration and 
calendar varves, and the 2000 chronology, based on an updated varve 
chronology.  
 
 
3.2. Reliability of Indicators 
Due to the possibility of false negatives, a single realisation of a system on the 
approach to a bifurcation may not, by chance, display early warning signals of 
critical slowing down (Keuhn 2001). Therefore, it is advantageous to work with 
an ensemble of realisations of a system in order to build up better statistics for 
hypothesis testing. Whilst this is simple for analyses based on system models, 
unfortunately for most palaeodata there is usually only one realization of each 
event. In some systems, however, there can be repetitions of events that can 
be amalgamated into an ensemble. A key example of this is the series of 
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Dansgaard-Oeschger events that occurred ~25 times during the last glacial 
period. As demonstrated in (Ditlevsen and Johnsen, 2010), these events can be 
combined to form an ensemble, aligned at the point at which tipping occurs, and 
can be treated in a similar way to many realisations of a model. In Chapter 5, 
which investigates abrupt monsoon transitions, this ensemble technique is also 
used for a series of abrupt shifts in the East Asian Summer Monsoon.  
 
A key question when running simulations is determining the number of 
realisations needed to reach a chosen level of precision in the results. Too few 
realisations and the outputs may not be reproducible, but too many realisations 
take a long time to compute. Since between 100 and 1000 realisations have 
been used in similar previous studies (Ditlevsen et al., 2007; Lade et al., 2013), 
1000 was thought to be an appropriate number. When carrying out analysis in 
this chapter to assess the influence of changes, in general, 1000 realisations of 
the bifurcation model were analysed to ensure that any results found were 
statistically robust. However, due to the long computational time of this process, 
this was not always practical, and in these cases 500 realisations were used. 
Sensitivity analysis found that this was more than sufficient to provide reliable 
results. All tipping point analysis was carried out using the methods described in 
Chapter 2. An investigation into parameter choices such as the size of the 
sliding window is undertaken in Section 3.5; meanwhile, the default sliding 
window size for analysis will be 50% of the data length before transition unless 
otherwise stated. Histograms of the distribution of Kendall tau values for 
autocorrelation and variance respectively are used to interpret the results from 
these 1000 realisations. 
 
 
3.3. Data selection 
Determining the correct selection of data to analyse involves assessing where 
the cut-off both just before the tipping point and far from the tipping should be 
placed, to ensure that data from beyond the tipping point is not included in the 
analysis. This is important since data from an alternative climate state would 
bias the analysis (Thompson and Sieber, 2011). In terms of selecting the cut-off 
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point far from the tipping point, the maximum length should be chosen that is 
still in the same climate state. For example, this is illustrated by data spanning 
the Younger Dryas Stadial (such as the Cariaco Basin record), whereby tipping 
point analysis of the termination should only use data from within the Younger 
Dryas cold state; inclusion of data from the warm interstadial state before the 
onset of the Younger Dryas would bias the analysis.  
 
In terms of determining the cut-off point just before the tipping point at which the 
system tips into an alternative state, this is more clearly defined in some data 
than in others. For example, non-catastrophic bifurcations such as transcritical 
bifurcations, displayed in models of Amazon forest dieback (Boulton et al., 
2013), do not exhibit a sharp ‘cliff-like’ transition that is characteristic of other 
bifurcations, and thus defining the point of tipping can be rather subjective. This 
section therefore investigates the most appropriate methods of data selection, 
by analysing the bifurcation model.  
 
Figure 3.1 shows the differences in the indicator trends that occur if the data is 
cut-off after the transition has taken place, as well as the effects of cutting-off 
too early. Encouragingly, the Kendall tau results for autocorrelation and 
variance show little change, suggesting that the sensitivity of the results to the 
point at which the data is cut-off is not particularly high. Although this does not 
mean that the cut-off point is inconsequential, in data sets where it is harder to 
see the transition point by eye, this suggests that the results are unlikely to be 
biased by a non-optimal cut-off point.  
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Figure 3.1 Bifurcation data showing AR(1) and variance with blue and red lines 
respectively (with a grey plume to show range of parameter choices). The three 
columns show results when the data is cut-off (a) at; (b) after, and (c) before, the time 
that the system state visually changes. 
 
 
A sequential regime shift detection software called ‘Shifts’ can be used to detect 
the location of a change point and was specifically developed for climate data 
(Rodionov, 2004; Rodionov, 2005). The magnitude and scale of the regimes to 
be detected are controlled by two parameters: the significance level (i.e. the 
smallest magnitude of shift to be detected) and the cut-off length (i.e. the length 
of the regime before the shift). These parameters were chosen such that the 
shift was detected at 0.01 significance. Figure 3.2 uses the model bifurcation 
data to assess where the ‘Shifts’ package identified the regime shift to be.   
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Figure 3.2 Sample bifurcation data showing the point(s) at which the ‘Shifts’ detection 
package (Rodionov, 2004; Rodionov, 2005) identifies regime shifts.  
 
 
The shift is detected at 754, which is only four data points away from the visual 
cut-off that was applied at 750. Given the results from Figure 3.2, this suggests 
that the shift detection package could be used as a robust and unbiased 
indicator of the cut-off point. However, since it would be more harmful in terms 
of potential bias to have the cut-off too late rather than too early, a visual cut-off 
will be used, with the shifts detection package consulted to guide the visual 
inspection if it is unclear.  
 
However, although this package is able to determine the change-point 
accurately, it is also helpful to have a function in the statistics software R, which 
can detect a change point, to enable detection of a change point within a code 
loop. Several different functions were investigated, and the function 
detectChangePointBatch()(Ross, 2013) was selected. This function is 
used to detect a single change point in a sequence of observations using the 
Change Point Model (CPM) framework, processing the observations in one 
batch, which is suitable for this analysis. However, there is a small tendency for 
this function to ‘overshoot’ the change-point, as illustrated by a selection of 
model simulations in Figure 3.3. This is because the function detects the mid-
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point of the change rather than the beginning of the change; since it is 
preferable in this particular circumstance to undershoot rather than overshoot 
the change-point, a unit 1% of the length of the time series will be removed to 
ensure no data beyond the shift is included in the analysis. By using this R 
function (and slight modification), this means that the bifurcation model, where 
the tipping occurs anywhere between 500 and 1000 time units due to the 
effects of white noise (as shown by Figure 3.4), can be run several 
hundred/thousand times, and the analysis applied to create a histogram using 
the individualised selection of the data.  
 
 
Figure 3.3 Figure showing 6 of the 1000 model simulations, with the dashed line at the 
point where the R function determines the change point for each simulation. 
 
 
Figure 3.4 1000 simulations of the bifurcation model showing the different positions 
that tipping occurs. Some studies select the data by cutting it off at the first point of 
tipping in any of the simulations (as shown by the black vertical dashed line).  
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An investigation into the effects on the analysis of different methods of data 
selection was undertaken. Previous studies using models have determined the 
earliest change point in all simulations of the model, and then run the analysis 
on all simulations, using data only up to this point e.g. (Boulton et al., 2013). 
This is advantageous in some respects, since then the time series data are all 
the same length, and thus the sliding window of analysis would be the same 
length (and thus the results should be comparable as they are not influenced by 
the use of different parameters). However, this method has the potential to lose 
valuable data for those simulations that tip much later. Another method, 
developed here, is to select the change point of each individual simulation, 
before applying the analysis, detailed below. This method is varied by using 
either a fixed window size for all of the individual time series, or a changing 
window size set at half the length of the data, which is different for each time 
series.  
 
Method 1: Run 1000 simulations of bifurcation model. Determine the earliest 
point that any simulation tips. Run analysis on all simulations using data only up 
to this point. Run the analysis using same window size (half of the data length) 
and bandwidth for all simulations.  
 
Method 2: Use 1000 simulations (from method 1). Determine the change point 
of each individual simulation. Run the analysis, using a window size of half of 
the data length (will differ for each simulation), and same bandwidth for all 
analysis.  
 
Method 3: Use 1000 simulations (from method 1). Determine the change point 
of each individual simulation. Run the analysis, using a fixed window size (half 
the size of the shortest time series after cut-off) and same bandwidth for all 
analysis.  
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Figure 3.5 Histograms showing autocorrelation and variance, showing the difference in 
histogram frequency distribution for each method of data selection.  
 
 
 Method 1 Method 2 Method 3 
Autocorrelation -0.949 -3.039 -1.097 
Variance -0.169 -1.539 -0.869 
 
Table 3.1 Table showing measures of skewness for the Kendall tau distributions of 
autocorrelation and variance for the 3 different methods used.  
 
 
Results from Figure 3.5 show that there is a significant difference between the 
three methods employed (although it is noted that these were extreme 
examples). Although method 1 shows the Kendall tau values for autocorrelation 
to be slightly negatively skewed, there appears to be little skew towards higher 
Kendall tau values for variance. The skewness values (a measure of how 
assymmetrical the distribution is) for each histogram constructed are shown in 
Table 3.1, which quantifies the skewness of the histograms observed in Figure 
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3.5. A value of skewness greater than 1 or less than -1 is commonly taken to 
indicate that there is substantial skewness (a negative skew is an asymmetrical 
distribution with a long tail to the left) (GraphPad, 2014). 
 
Interestingly, the shape of distribution of the histograms for autocorrelation and 
variance are slightly different, with autocorrelation giving higher skewness 
values. The histogram showing autocorrelation is more positively skewed than 
the histogram for variance, suggesting that autocorrelation is a more robust 
indicator of critical slowing down. However, Ditlevsen and Johnsen (2010) 
disagree and suggest that changes in variance may provide a statistically more 
robust early warning signal than changes in autocorrelation. Whilst this may be 
the case under some noise conditions, this may depend on the level and 
constancy of the noise experienced by the system. In particular, the presence of 
multiplicative noise (whereby the noise is proportional to the signal) may have 
more of an effect on variance than autocorrelation (Dakos et al., 2012c; Guttal 
et al., 2013).   
 
 
3.4. Data length and resolution 
Livina and Lenton (2007) have suggested a ‘minimum’ data length for analysis, 
based on theoretical maximisation of statistical significance of data. However, 
there has been no published systematic investigation with regard to what the 
ideal and minimum data lengths for analysis are. The length and resolution of 
the data can have large effects on the analysis. This is particularly relevant 
when considering palaeoclimate data, since unlike models, if the resolution is 
not high enough to produce early warning signals reliably, it is not possible 
simply to increase the time step. Furthermore, since palaeoclimate data is often 
expensive and time consuming to obtain, an indication of the resolution needed 
to produce reliable early warning signals would be of great use. To help to 
determine this, the bifurcation model was analysed by running 500 realisations 
each using six different time steps, and analysing the histograms of the 
resulting Kendall tau values for the leading indicators. The six time steps used 
are increments of 0.5, 1, 2, 3, 4, and 5 over the period 1 to 1000.  
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Figure 3.6 shows the effect of decreasing the resolution of the data on the 
reliability of the leading indicators. The histograms were overlain on histograms 
constructed from surrogate time series with no bifurcation present, and the 95% 
significance line constructed from this null model was plotted. Figure 3.6 shows 
that the probability of identifying a statistically significant increasing trend in 
autocorrelation and variance with p>0.05 decreases as the resolution of the 
dataset also decreases. The highest temporal resolution (shortest time step) 
gave the most robust results, with all the Kendall tau values for autocorrelation 
showing p values > 0.05. As the temporal resolution decreased, the Kendall tau 
values still almost exclusively displayed p values > 0.05. However, once the 
resolution reached a tenth of the resolution in Figure 3.6a, as shown in Figure 
3.6f the Kendall tau values, though still negatively skewed, started to become 
much less robust. The corresponding results for variance displayed a similar 
pattern, however, the high Kendall tau values decreased much more quickly 
than for autocorrelation. Although autocorrelation has been suggested to be 
more sensitive to change in data length/resolution than measures of variance, 
(Dakos et al., 2013; Ditlevsen and Johnsen, 2010), these results indicate that 
for this bifurcation model at least, the opposite appears to be true. Once the 
resolution reached a sixth the resolution of Figure 3.6g, shown in Figure 3.6j, 
less than half of the Kendall tau values were above the 95% significance level, 
and at a tenth the resolution of Figure 3.6g, as shown in Figure 3.6l, the signal 
is lost almost completely. Figure 3.7 shows density plots for autocorrelation of 
these results; this also shows that autocorrelation is more robust under a 
decreasing resolution than variance. 
 
The model bifurcation data is also analysed with different lengths. This is achieved 
by starting at an incremented number of points into the record. This helps to 
determine the effects of the length of the time series, and whether there should be 
a minimum recommended length. It is difficult to find the most appropriate way to 
display the results of this analysis; although the results could be compacted into a 
bar chart or histogram, this can lose vital information about the shape of the trend. 
Therefore, different lengths were analysed and plotted using both a single 
realisation of the bifurcation model, with a grey ‘plume’ used to demonstrate the 
range of results possible using different parameters (Figures 3.8 and 3.9), as well 
as histograms of 500 realisations of the bifurcation model (Figure 3.10).  
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Figure 3.7 Density plots illustrating the effect of a decreasing temporal resolution; a) 
shows the density plot for autocorrelation and b) shows the density plot for variance. 
(Note the different scales for the two plots). Res0.5 is the highest resolution (1 to 1000, 
by 0.5) and res5 is the lowest resolution (1 to 1000, by 5). 
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Figure 3.8 Sample bifurcation data showing AR(1) and variance (grey plume showing 
the range of parameter choices); a) shows the results from the entire data length; b) 
where the data is cut-off by 200 points at the beginning; c) data is cut-off by 300 points; 
d) data is cut-off by 400 points; e) 500 points; f) 600 points.  
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Figure 3.10 Line graphs displaying the changes in the Kendall tau values of 
autocorrelation and variance over different time series lengths (a), and at different 
resolutions (b). 
 
 
Figure 3.8 shows the effect of different lengths and resolutions of the data on 
the trends of autocorrelation and variance. This shows a range of different 
Kendall tau values, which is also displayed in Figure 3.9 and 3.1. The trend in 
the Kendall tau values for either autocorrelation or variance at full resolution or 
half resolution is not clear for the simple sample of bifurcation data. However, 
Figure 3.9, which displays 500 realisations of the simple bifurcation model, 
shows a clear trend where decreasing data length leads to lower reliability in 
the early warning indicators. In Figure 3.10a, there is a sharp drop in both 
indicators when the length reaches 100 data points in length. Dakos et al. 
(2012c) showed that the chance of not reliably identifying a rise in 
autocorrelation and variance is higher for shorter time series (which is intuitive 
since there are fewer data points to calculate the trend). However, the results 
from Figures 3.8, 3.9 and 3.10 indicate that even with relatively short time 
series, a strong trend in Kendall tau can still be found. This analysis was also 
undertaken with data of half the resolution to determine whether the length of 
the time series has more of an effect with a lower resolution time series. 
Perhaps rather counterintuitively, the autocorrelation at half resolution in fact 
showed a decrease with longer data lengths. However, this can be explained by 
the fact that closer to the tipping point, the data is expected to show the largest 
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increase in recovery time. Perhaps with the longest data lengths, the dynamics 
of critical slowing down are not picked up so readily by the indicators far from 
the bifurcation point, particularly at a lower resolution. The variance at half 
resolution, in comparison, showed little change in the Kendall tau value at 
different data lengths.  
 
One of the shortcomings of this analysis is that the size of the sliding window 
must inevitably change with the change in data length. This analysis was 
conducted with a sliding window of size 50% of the data length, meaning that 
the Kendall tau value may also be affected by the changing size of the sliding 
window.  
 
 
3.5. Parameter choices 
The choice of parameters (specifically size of the sliding window of analysis, 
and size of the detrending bandwidth), have been shown in many studies to 
produce an effect on the analysis e.g. (Lenton et al., 2012a). Graphs are 
displayed in this chapter showing the effect of different window sizes on the 
model bifurcation data by using coloured plumes to show the spread of results 
from different analyses.   
 
Contour plots (as briefly described in Chapter 2) are extremely useful for a rapid 
appraisal of how dependent on the parameter choices the value of the Kendall 
tau is. The major drawback to this is that the Kendall tau value is only a 
statistical indicator of the concordance of pairs, and cannot give information 
about the shape of the trend. An alternative method of using a plume of data to 
show where the spread of values would fall helps to supply this information. 
However, a limitation of this technique is that the plume can be misinterpreted, 
by assuming that the indicator trend could fall anywhere in the plume whereas 
generally, the range of indicator trends tend to have the same shape and 
gradient and are simply displaced vertically. This is indicated by Figure 3.11.   
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Figure 3.11 a) Sample bifurcation data and b) residuals showing c) AR(1) and d) 
variance with blue and red lines respectively. The dark grey plume indicates the range 
of analyses with window size from 25-75% of the data length and the light grey plume 
indicates the range of analyses with window size from 40-60%. The bandwidth varies 
from 5-15% of the data length.  
 
 
Figure 3.11 shows that there is not a large difference in the trend with different 
parameters used for window sizes. The shorter window sizes are found above 
the blue/red line and the longer window sizes below the blue/red line. 
Encouragingly, the probability plume for the larger range of window sizes (dark 
grey) is not significantly bigger than the smaller range (light grey). Furthermore, 
since it is the trend rather than the absolute values that are of most importance, 
the fact that gradient of the two bands are comparable, means that the Kendall 
tau rank correlation coefficient would not be significantly altered under different 
parameter choices.  
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3.6. Effect of Noise 
Holling (1973) first emphasised the importance of environmental variability in 
the modelling of ecological systems, noting that stochastic noise reduced the  
resilience of a system. Although the efficacy of the leading indicators has been 
interrogated using a long time series with low noise levels, the predictive ability 
of these indicators with strong noise and a low sampling effort has not been 
tested. Perhaps unsurprisingly, ecological studies were the first to assess the 
influence of noise on the ability to forecast impending regime shifts. Increased 
levels of noise lead to reduced indicator performance in a lake eutrophication 
model (Contamin and Ellison, 2009). Analysis of the leading early warning 
indicators using a multi-species model (Carpenter and Brock, 2004) found that 
both increased noise intensity and decreased sampling rate were found to have 
a strong negative effect on the ability to detect early warning signals of an 
impending shift (Perretti and Munch, 2012). Although rising variance was found 
to be the best performing indicator, skewness and kurtosis were found to 
benefit from an slightly increased noise level (Perretti and Munch, 2012). 
 
Given the profound costs (both ecological and societal) of some regime shifts, 
such as lake eutrophication and transitions from grasslands to drylands, tools 
and policies to prevent these state transitions are of great interest (Bestelmeyer 
et al., 2013). Proposed management approaches include resilience-based 
management via a mechanistic understanding of the system thresholds, as well 
as the development of early warning indicators for imminent regime shifts e.g. 
(Bestelmeyer et al., 2013). For the second approach to be useful, the time in 
which it takes to detect the proximity to the threshold, as well as to apply 
management strategies to prevent the shift, must be shorter than the time that 
noise would be expected to tip the system. This is described as the ‘mean first 
exit time’ (Kleinen et al., 2003), which is a function of the amplitude of noise and 
the distance from bifurcation.  
 
The influence of noise is examined here in a simple bifurcation model. Firstly, 
the influence of noise intensity on the position of the tipping point is examined. 
Secondly, the influence of noise intensity on the reliability of the leading 
indicators is examined.  
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Figure 3.12 a) 1000 simulations of bifurcation model with low noise level, b) 1000 
simulations of bifurcation model with high noise level.  
 
 
 
 
Figure 3.13 Histograms to show that the tipping point occurs much earlier when the 
noise is higher (noise1 = low noise, noise3 = high noise).  
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Figure 3.12 and Figure 3.13 show (extreme) examples of the effects of different 
levels of noise. The simulations from the bifurcation model tip to the alternative 
stable state much earlier with a higher noise level. Figure 3.13 shows the 
density distribution of the position of the tipping point for each set of simulations 
under different noise levels. When there is a higher level of noise, the system 
tips much further from the bifurcation point. Figure 3.14 illustrates the reliability 
of the leading early warning indicators for tipping under different noise levels, 
varying from a minute level of noise (0.001rnorm), to a high level of noise 
(0.15rnorm). Figure 3.14 shows that early warning signals are much stronger 
with a reduced noise intensity, when the system tips closer to the bifurcation 
point. As the system approaches bifurcation the basin of attraction becomes 
steadily shallower, causing alpha in the fluctuation-dissipation theorem to 
decrease (Box 2.1). If high levels of noise tip the system far from the bifurcation 
point, alpha is still relatively large (see Figure 2.1), and so the trends in 
autocorrelation and variance would not be as pronounced. As in Figure 3.6, the 
histograms were overlain on histograms constructed from surrogate time series 
with no bifurcation present, and the 95% significance line constructed from this 
null model was plotted. Similarly to Figure 3.6, the Kendall tau values for 
variance showed much lower reliability than for autocorrelation, suggesting that 
it is a less reliable indicator. The Kendall tau values for autocorrelation at 
medium noise levels (Figure 3.14c and d) all showed p values > 0.05. 
Interestingly, Figure 3.14a and g show marginally less reliable results than 
when the noise level is higher (0.001rnorm compared to 0.01rnorm). This is as 
expected, because the signals of critical slowing down rely on noise to cause 
the perturbations in the system, which is recorded by a slower recovery rate. 
However, when noise levels are increased too much, the system does not often 
have time to recover from the perturbations, so cannot as reliably record signals 
of critical slowing down, as shown in Figures 3.14f and l.  
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3.7. Effect of Chronology 
The Cariaco Basin greyscale record described earlier is ideally suited to test the 
effects of different chronologies. This sub-section will analyse two slightly 
different chronologies over the Younger Dryas period.  
 
 
 
Figure 3.15 Tipping point analysis of two chronologies from the Cariaco Basin showing 
autocorrelation (bottom left panel) and variance (bottom right panel) using both the 
1998 chronology (shown in green) and the 2000 chronology (shown in purple).  
 
 
Figure 3.15 shows the results of tipping point analysis as carried out on the two 
separate chronologies. However, after looking at the density of points for both 
chronologies, particularly for the 2000 chronology, there is a much lower density 
of points between 12800 and 12500 than for the rest of the record. Following 
Dakos et al. (2008), the record was therefore cut-off to exclude this section, as 
interpolation could bias the results. Figure 3.16 shows the results from this 
analysis and shows a much stronger positive trend in autocorrelation, but a less 
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clear trend in variance. As discussed above, although Ditlevsen and Johnsen 
(2010) propose that an increase in variance with autocorrelation must be seen 
together if they are to be viewed as early warning signal, Dakos et al. (2012c) 
disagree and state that there are many more factors that may influence 
variance than autocorrelation; in particular, as the system nears the tipping 
point it loses the ability to reliably track changes in the system.   
 
 
 
Figure 3.16 Tipping point analysis of two chronologies from the Cariaco Basin showing 
autocorrelation (bottom left panel) and variance (bottom right panel) using both the 
1998 chronology (shown in green) and the 2000 chronology (shown in purple), using a 
different selection of data. 
 
 
Figure 3.15 and Figure 3.16 not only display the differences in the two 
chronologies, but also the influence that the different selection of data has on 
the results. In order to recreate the results from Dakos et al. (2008), the section 
for analysis was changed. It is thought that this was undertaken by Dakos et al. 
(2008) due to the difference in density during the first part of the Younger Dryas 
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in the 2000 chronology. It is important to have a broadly constant density of 
data points to avoid problems associated with interpolation.  
 
 
3.8. Discussion/Conclusions 
This chapter has explored some of the data pre-processing that must take place 
before the tipping point analysis occurs, and what effect these processes have 
on the analysis. In particular, one of the most important aspects in terms of 
deciding which records to analyse is the data characteristics necessary. The 
effect of data selection, data length, data resolution, level of noise, and 
precision of chronology were investigated. 
 
The appropriate selection of the data, in terms of ensuring the analysis is not 
contaminated with data from a different state, as well as the cut-off point before 
the transition, was shown to be important for reliability of the analysis. Whilst 
selecting data beyond the tipping point is known to create bias by including data 
from an alternative state, the risks of cutting the data selection off too early 
have been less well studied. The histograms in Figure 3.14 illustrate that a non-
optimal cut-off will significantly reduce the power of the analysis, giving lower 
Kendall tau values than if the data had been cut-off closer to the tipping point 
(but not beyond).  
 
Importantly, Section 3.3 investigated the effect of different data lengths and 
showed that the time series must have over 100 data points for a reliable 
analysis of early warning signals, and ideally more than 200 data points. This 
allows an easy initial assessment of whether a time series has a sufficient 
number of data points to be considered for analysis. However, not only is the 
data length important, the resolution of the time series must also be such that it 
is able to record signals of critical slowing down. This chapter tested the 
resolution at which the memory of the system is destroyed. Figures 3.6 and 3.7 
illustrate the effects of a decreasing resolution on the reliability of 
autocorrelation and variance as indicators of critical slowing down. A null model 
was constructed from surrogate time series to show the statistical significance 
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of the results. The probability of identifying a statistically significant increasing 
trend in autocorrelation and variance with p>0.05 decreases as the resolution 
decreases, however, the trend in autocorrelation remained more robust with a 
lower resolution than the trend in variance.  
 
The effect of noise level was also investigated, finding that the system will ‘tip’ 
into the alternative state earlier if there is increased noise, as displayed by 
Figures 3.12 and 3.13. This chapter also examined how much noise would be 
needed to destroy the memory of the system. It was found that an increasing 
level of noise decreased likelihood of finding early warning signals with p>0.05. 
A very low noise level was investigated and found that with extremely low levels 
of noise, the early warning signals were less reliable than for low noise levels. 
This is suggested to be due to the necessity of some amount of noise to record 
the signals of critical slowing down.  
 
The effect of the chronology was also investigated as this addresses specific 
concerns that are particularly relevant when analysing palaeoclimate data. Age-
depth models are often dependent on resources and therefore knowing the 
effect of a non-optimal age model on the analysis is of great importance. The 
analysis found that different age models do not seem to have a large effect on 
the analysis, which is extremely encouraging for the further use of 
palaeoclimate data in this area. 
 
This chapter has investigated how certain data characteristics can affect the 
reliability of early warning indicators for tipping point analysis. The results from 
this chapter will help to inform the rest of the thesis, and help to understand 
some of the strengths and limitations to the analysis.  
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Chapter 4: Terrestrial Younger 
Dryas records 
This chapter undertakes a short literature review of the Younger Dryas Stadial 
and its relation to the tipping point literature and methodology. Two terrestrial 
climate records have been selected as suitable datasets for analysis: one from 
Hawes Water, a small lake in northwest England, and one from Lake Kråkenes 
in western Norway. These lakes both provide continuous climate records 
throughout the Late-glacial period.   
 
 
4.1. Introduction 
The sequence of events that occurred during the Last Glacial Termination are 
key examples of abrupt climate change, with the termination of the last glacial 
period punctuated by the much-studied Younger Dryas Stadial (GS-1), a 
millennial-long abrupt cooling event before the onset of the Holocene. The 
Younger Dryas is one of the most well documented climate anomalies during 
the Late Quaternary and its signal is displayed in many palaeorecords around 
the Atlantic basin, yet there is still no conclusive mechanism to explain the 
abrupt onset and termination. Whilst the onset appears to be consistent with a 
noise-induced mechanism of ‘tipping’, the termination of the Younger Dryas 
Stadial is viewed as an ‘archetypal’ example of a bifurcational tipping point, 
consistent with the restart of the thermohaline circulation. This section will 
include a brief review of the background literature with respect to the global 
extent, onset, intra-variability and termination of this period.  
 
The previous chapter touched on some Younger Dryas profiles from the 
Cariaco Basin marine sediment. This chapter investigates whether it is possible 
to detect tipping points in terrestrial datasets that are not annually resolved. 
Much of the initial tipping point literature has focused on high-resolution ice or 
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marine archives, and very little work has since been carried out on terrestrial or 
lacustrine datasets. Since high resolution ice and marine records are hugely 
demanding in terms of both project time and expense, it is particularly valuable 
to investigate terrestrial archives, since they are much more prevalent and less 
costly to obtain. Chapter 3 investigated some of the important factors with 
regard to data requirements; however, more research on palaeoclimate records 
from terrestrial records is still necessary. It is increasingly recognised that 
although the early warning signals as proposed by Dakos et al. (2008) are 
intended to be generic, the mechanism of the tipping, as well as the proxy being 
measured, should also be considered.  
 
Fieldwork was undertaken to obtain a terrestrial climate record from Hawes 
Water, a small lake in northwest England, which is one of the best-preserved 
archives of Younger Dryas climate variability in Britain (Jones et al., 2002; 
Bedford et al., 2004; Marshall et al., 2007; Lang et al., 2010). Another terrestrial 
record of Younger Dryas variability from Lake Kråkenes, southern Norway 
(Bakke et al., 2009), is also investigated (data downloaded from NOAA).  
 
 
4.2. Brief literature on the Younger Dryas 
4.2.1. Extent and timing 
Evidence for the Younger Dryas has been found in a large variety of climatic 
proxies, including ice cores, loess deposits, pollen records, ocean sediments 
and glacial moraines. The event itself is named after a flower (Dryas octopetala), 
a cold-tolerant plant found to be common in Scandinavian pollen records during 
this period. This evidence is well established in the region of the North Atlantic, 
but both evidence and chronological control in other areas of the globe are 
lacking (Rutter, 2003). Although Mercer (1969) describes the Younger Dryas as 
“a European climatic anomaly”, more recent research has suggested that the 
cooling may have reached a global scale, though this too is highly controversial. 
Records from the tropics show a Younger Dryas signature in precipitation 
records (Peterson et al., 2000; Hughen et al., 2000) which suggests that 
 129 
climatic events in the region of the North Atlantic are linked to changes in 
precipitation in the low latitudes (Bromley et al., 2011). Palaeodata from the 
Southern Hemisphere is difficult to obtain due to the lack of continental 
landmasses; however, the mid-latitude glaciers present in New Zealand, Chile 
and Argentina are crucial to understanding the extent of the Younger Dryas due 
to their sensitivity to atmospheric cooling (Singer, 1998). Moraine deposits from 
New Zealand have controversially been suggested to indicate a synchronous 
glacial re-advance attributed to the Younger Dryas (Denton and Hendy, 1994; 
Ivy-Ochs et al., 1999; Newnham and Lowe, 2000). However, consideration of 
other geomorphological and palynological evidence does not support the 
suggestion that the Younger Dryas reached New Zealand (Turney et al., 2003; 
Turney et al., 2007b; Barrows et al., 2007). The purported lack of a Younger 
Dryas event in some regions of the Southern Hemisphere has profound 
implications for the understanding of its origins and how the global climate 
system works.  
 
A more thorough understanding of the palaeoclimate with respect to timing and 
extent of abrupt events clearly hinges on accurate chronologies as well as 
reliable proxies. Although there are inherent difficulties in dating not only the 
onset and termination of this event, significant advances have been made in the 
quantification and timing of past abrupt climatic change in the North Atlantic. A 
new level of dating accuracy and precision was yielded by the NGRIP ice core, 
enabling a sub-annual resolution multi-proxy record to be obtained (Steffensen 
et al., 2008). Ramp-fitting results for δ18O from the NGRIP core show the onset 
of the Younger Dryas to be at 12,712 ±74 cal yr BP, and the termination at 
11,711 ±12 cal yr BP (Steffensen et al., 2008). The conventional view of the 
Younger Dryas is that of a gradual onset of the cooling, ending with an abrupt 
warming at the termination. This asymmetrical shape is thought to be explained 
as a consequence of freshwater-triggered switches in North Atlantic Deepwater 
(NADW) formation.  
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4.2.2. Onset 
Despite many decades of research, the mechanisms behind the causation of 
the Younger Dryas are still not fully understood. The onset of the Younger 
Dryas was marked by a 10°C mean annual temperature change in the 
Greenland ice cores (Steffensen et al., 2008), and was recorded as a rapid 
cooling in terrestrial and limnic proxies from Europe e.g. (Brauer et al., 2008; 
Neugebauer et al., 2012; Lohne et al., 2013). 
 
The onset of the Younger Dryas is thought to be consistent with a ‘noise-
induced’ tipping (Ashwin et al., 2012) (discussed in Chapter 1), where a large 
perturbation causes a non-linear response in the system. Many hypotheses 
have been proposed for the origins of this large perturbation, however no 
consensus has yet been reached. A large proportion of the extensive literature 
on the Younger Dryas involves some kind of catastrophic event causing the 
reorganisation of the thermohaline circulation in the North Atlantic, associated 
with changes in North Atlantic Deep Water (NADW) formation. Although a 
reorganisation of ocean circulation is still widely accepted to be involved in the 
Younger Dryas cold event, Broecker et al., (2010) challenge the need for a 
unique trigger for this event, proposing that the Younger Dryas is “an integral 
part of the sequence of events involved in glacial terminations”, after similar 
abrupt cooling events were identified during the last four glacial terminations 
(Cheng et al., 2009b). Both palaeoclimate research and modeling studies have 
been employed to gain insight into the causes of the Younger Dryas. 
 
The longest standing theory proposes that due to the climatic warming at the 
end of the last glacial period, the Laurentide Ice Sheet, which covered much of 
North America, retreated to form a vast meltwater lake, Glacial Lake Agassiz 
(Broecker, 2006; Broecker et al., 1989). A sudden destabilization of this lake 
subsequently caused a meltwater pulse of low salinity water into the North 
Atlantic, which cut off the formation of NADW, disrupting the thermohaline 
circulation (THC), therefore cooling the climate in the North Atlantic and 
surrounding regions (Boyle and Keigwin, 1987). There are a number of 
conflicting opinions regarding the source and routing of this freshwater (Bradley 
and England, 2008; Broecker, 2006). Over the last few decades, several 
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possible routes have been proposed, including an eastward route via the St 
Lawrence River into the North Atlantic (Broecker et al., 1989; Broecker, 2006), 
and southwards along the Mississippi River into the Gulf of Mexico (Teller et al., 
2002). However, the recent identification of an outburst flood path running 
through the Mackenzie River system into the Arctic Ocean from Lake Agassiz 
(Murton et al., 2010) has supported the proposal that freshwater forcing into the 
Arctic Ocean was the trigger for the Younger Dryas cold reversal (Tarasov and 
Peltier, 2005). 
 
However alternative mechanisms have also been proposed, such as the much-
debated extra-terrestrial impact hypothesis (Firestone et al., 2007; Kennett et al., 
2009). This suggests that presence of nanodiamonds and other impact markers, 
found in >50 sites across North America give evidence for an extra-terrestrial 
impact event, which subsequently caused the destabilization of the Laurentide 
ice sheet, and a subsequent sudden release of meltwater and icebergs, 
weakening the thermohaline circulation (Firestone et al., 2007). However, the 
impact hypothesis is highly controversial; many of the impact markers that have 
been presented as evidence of an impact event are not considered diagnostic 
evidence for impacts (Paquay et al., 2009; French and Koeberl, 2010), such as 
presence of circular morphology, spherules and microsperules. Indeed, some of 
the conditions (high temperatures, low oxygen and a source of carbon) that 
produce charcoal, soot and carbon spherules can also be found in wildfires 
(Paquay et al., 2009). Several attempts have been made to corroborate the 
evidence of an impact event, however, “of the 12 original lines of evidence [as 
presented by Firestone et al. 2007], 7 have so far proven to be non-
reproducible” (Pinter et al., 2011). Furthermore, only in a recent review paper 
(van Hoesel et al., 2014) has the timing of the proposed Younger Dryas impact 
been thoroughly reviewed; poor age control and age discrepancies of up to two 
centuries between different sites with impact markers provide further challenges 
to the impact hypothesis. In sum, three possibilities remain: that there is no 
impact origin (which leaves the sporadic presence of nanodiamonds 
unexplained), that there were multiple smaller impacts with local effects 
(indicating that the rapid climate change and megafaunal extinctions at this time 
were unrelated to the impacts), or that there was an impact origin (indicating an 
erroneous chronology at some of the sites) (van Hoesel et al., 2014). 
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The idea that a rapid shutdown of the thermohaline circulation was the 
mechanism behind the onset of the Younger Dryas Stadial is in fact consistent 
with both the Younger Dryas Impact hypotheses, and the abrupt re-routing of 
outflow from Lake Agassiz, and still regarded as the most likely explanation. 
The regulation of the global climate is strongly influenced by the overturning 
circulation in the North Atlantic. Changes in the formation of deepwater in the 
North Atlantic by open-ocean convection can be reconstructed using a variety 
of methods, which help to examine changes in oceanic convection. The 
exchange of surface and deep waters is limited by the presence of strong 
vertical density gradients within the global ocean; it is only in specific and 
limited locations that a weak stratification of the water column and intense 
surface buoyancy losses allow deepwater convection, where surface water 
mixes with deepwater at great depths (Marshall and Schott, 1999; Thornalley et 
al., 2011). The Labrador and Greenland Seas are the two locations in the North 
Atlantic where well-ventilated and nutrient-poor surface waters are converted 
into NADW, which subsequently spreads southwards to occupy the deep 
Atlantic. This convection feeds the thermohaline circulation which transports 
heat northwards, causing a strong effect on regional climate (Rahmstorf, 1996). 
However, palaeoceanographic studies have shown that open-ocean convection 
and the global circulation have been altered at times in the past e.g. (Sarnthein, 
2011). Specifically, proxies used for reconstructing water mass source changes 
by exploiting differencing residence times of isotopes (such as εNd values and 
231Pa/230Th ratios) have documented a greater invasion of southern-sourced 
water during the Younger Dryas (Piepgras and Wasserburg, 1987).  
 
The exact forcing mechanisms behind the onset of this canonical abrupt climate 
event remain intensely debated. Since some of the unresolved problems 
regarding the Younger Dryas onset are related to dating uncertainties, an 
increased effort to obtain highly-resolved records with well-constrained 
chronologies is essential. In addition, a more precise quantification of the 
magnitude and location of freshwater necessary for the disruption of the AMOC 
from coupled Earth system models may enhance the mechanistic 
understanding of this event.  
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4.2.3. Intra-Younger Dryas variability 
NADW appears to have been the dominant water mass at mid-depths of the 
northern North Atlantic during the mid-Younger Dryas, suggesting that the 
formation of intermediate water rather than deepwater characterised much of 
the Younger Dryas (Elmore and Wright, 2011; Roberts et al., 2010). However, 
the pattern of the benthic foraminiferal δ13C record (a proxy for deep ocean 
palaeocirculation) during the Younger Dryas follows the shape of a ‘W’, where 
there are decreasing values at the onset of the Younger Dryas, followed by a 
recovery, before a second decrease is detected and then a final recovery at the 
termination of the Younger Dryas (Elmore and Wright, 2011). This pattern has 
been interpreted to reflect changes in the dominant water masses and the 
NADW flux and has been identified at a range of sites at different depths 
(Elmore and Wright, 2011; McManus et al., 2004).  
 
Various proxy records from the Younger Dryas reflect different magnitudes of 
NADW reductions and recovery, however this is thought to be due to 
“differences in location, proxy biases, and age control” (Elmore and Wright, 
2011). Significant variability within the Younger Dryas has been revealed by 
high resolution records from the GISP2 ice core (Stuiver and Grootes, 2000), 
and evidence of tripartite divisions of the Younger Dryas are found in the 
Salpausselk moraine system of Finland, IRD records from the North Atlantic, 
and the atmospheric radiocarbon record during the Younger Dryas (Bond, 
2003). It is not clear whether these multi-centennial oscillations are linked to 
changes in NADW formation, or whether they are simply a pervasive feature of 
the climate system (Bond, 2003), although they have been attributed to 
fluctuations in the freshwater flux through the St Lawrence River during the 
Younger Dryas (Carlson et al., 2007). 
 
 
4.2.4. Termination of the Younger Dryas 
The termination of the Younger Dryas is typified by an extraordinary rate of 
change, which, to date, cannot be reproduced in climate models (Steffensen et 
al., 2008). In GRIP and GISP2, the deuterium excess, a proxy of Greenland 
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precipitation moisture source, switched mode within just 1-3 years, which 
initiated a more gradual change (over half a century) in the Greenland air 
temperature, as recorded by the δ18O (Steffensen et al., 2008). Ice 
accumulation also doubled within three years in the NGRIP core, central 
Greenland (Alley, 2000). There appears to be no external ‘trigger’ for this abrupt 
termination, and instead is thought to be caused by an underlying bifurcation in 
the climate system, most likely within the thermohaline circulation, causing a 
strongly non-linear response to smooth forcing. As described in Chapter 1.10, 
the THC is well-known to display threshold behaviour and hysteresis.  
 
Furthermore, model simulations have supported the suggestion that the end of 
the Younger Dryas is characterised by a bifurcation, making this particular 
climate anomaly a good candidate for tipping point analysis (Lenton et al., 
2012a). Indeed, Livina and Lenton (2007) presented the first bifurcation 
predictions of the termination of the Younger Dryas employing palaeodata, 
using the Greenland ice core δ18O records from GISP2, which displayed early 
warning signals of a bifurcation. This was based on the presence of an upward 
trend in the DFA propagator, however, since this analysis included data from 
the Late-glacial Interstadial it may have contaminated the results with data from 
an alternative climate state, and so cannot be regarded as reliable. However, 
data from the Cariaco basin during this time period was also analysed, and 
found to have a strong increasing trend in autocorrelation (Dakos et al., 2008) 
prior to the abrupt warming at the termination of the Younger Dryas.  
 
Taylor et al. (1993) first recognized the tendency of climate systems to ‘flicker’ 
when approaching major climate transitions. This rapid mode of climate 
variation between two states was seen in measurements of ice conductivity, 
reflecting rapid variations in dust content in the GISP2 Greenland Ice Core on 
the approach to the termination of the Younger Dryas. A study by Bakke et al. 
(2009) also suggested that flickering preceded the termination of the Younger 
Dryas. Rapid alternations between glacial growth and melting were found from 
a multi-proxy analysis of a lacustrine core from Lake Kråkenes in Norway, and 
at the same time, alternations in sea temperature and salinity were found from a 
core from the Nordic seas (Bakke et al., 2009). A selection of this data from 
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Lake Kråkenes is further analysed in Section 4.10 to investigate further 
expected early warning signals of flickering.  
 
 
4.3. Hawes Water: Setting and Literature 
To identify whether early warning signals of tipping can be found in terrestrial 
palaeoclimate records, this chapter analyses data from lacustrine sediments 
from northwest Europe, spanning the period of the Younger Dryas. Hawes 
Water is a small hard-water lake situated in northwest England (54°10'56.18"N, 
2°48'12.37"W), see Figure 4.1 and 4.2. Significant work over the last decade 
has shown that the site is of particular scientific interest (Lang et al., 2010; 
Bedford et al., 2004; Jones et al., 2011). The lake itself is approximately 400 m 
long, 225 m wide, 12 m deep and 8 m above sea level, and is surrounded by 
marginal lacustrine deposits to the north and east from a previous period of 
higher lake level, with continuous sedimentation spanning the Late-glacial 
transition. There is no evidence for either marine incursion or renewed 
glaciation during this period (Jones et al., 2002). The surrounding area is 
underlain by a carboniferous limestone catchment, and in some places, overlain 
with thin glacial diamicts and soil. This catchment covers an area of 
approximately 1.7 km2. 
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Figure 4.1 Map of Hawes Water, northwest England, black star shows location of 
coring site. Red dot on inset map shows location relative to rest of UK.  
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Figure 4.2 Photo of Hawes Water, pointing north towards the coring site. Photo 
courtesy of Jim Marshall.  
 
 
The lake is oligotrophic and monomictic, and the surface waters are 
supersaturated with respect to calcite in the summer (Marshall et al., 2007). 
This results in significant carbonate precipitation onto the lake bed during this 
period since higher temperatures lower the saturation point of carbonate 
(Pentecost, 2009). Uniquely for the Lake District, Hawes Water continued to 
precipitate carbonate throughout the Late-glacial, where the lake was 
dominated by the input of allochthonous material (mostly clays) and a lower, but 
still measurable rate of carbonate precipitation. This gives an opportunity to 
obtain isotopic values covering this time period. Past work has produced a δ18O 
signal which closely parallels records from Greenland and Europe (Marshall et 
al., 2002), enabling a preliminary chronology to be obtained by identification of 
age tie-points and simple tuning. 
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The first major analyses at Hawes Water were conducted by Oldfield (1960a, 
1960b), particularly focusing on pollen analysis. Since then, a remarkably 
detailed picture of the Late-glacial environmental history of the area has been 
established, with detailed reconstructions of biological and geomorphic events 
(Gale, 1985). The lake sediments have been shown to be sensitive to climate 
change (Jones et al., 2002). The environmental record broadly follows that of 
the rest of the British Isles; a general climate amelioration from the Last Glacial 
Maximum (LGM) through the Holocene, with the Younger Dryas climatic cold 
anomaly superimposed.  
 
 
4.4. Methods 
A sediment core from the margins of Hawes Water was taken for the analysis of 
the Younger Dryas Stadial in a terrestrial record. Various analyses were 
undertaken including loss-on-ignition, stable isotope analysis and X-ray 
fluorescence. Whilst loss-on-ignition was primarily used to align the overlapping 
sections of core, the data derived from stable isotope analysis and X-ray 
fluorescence were intended for use in tipping point analysis. 
  
Core acquisition: A Late-glacial sediment sequence from the northern margins 
of the lake was cored using a large-diameter ‘Russian’ corer. Previous research 
at Hawes Water indicated that there are extensive terrestrialised carbonate 
benches around the margins of the lake (from a period of higher lake level 
during the Late-glacial), and that the northern margins of the lake had the 
thickest section of Younger Dryas clay which was just a couple of meters below 
the surface (Jones et al., 2002; Marshall et al., 2002). Initially, a thin gouge was 
used to find the distinctive Younger Dryas transition/tripartite sequence (marked 
by a ~40 cm band of clay), and a fat gouge then used to excavate the top 2 m 
of peat to enable easier coring further down. The first core was taken at a depth 
of 267 cm to 315 cm to capture the top of the clay layer. A second hole was 
excavated with the fat gauge adjacent to the first, and a second core was taken 
to overlap slightly with the first core. A third core was taken from the primary 
hole, with depths overlapping core 2, encompassing the bottom of the clay layer. 
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This parallel boring with overlap technique was used to ensure the recovery of 
the complete sedimentary record e.g. (Jones et al., 2002). A GPS position was 
taken at the core site (054°11.032’ N, 002°48.119’W, elevation: 7 m).  
 
 
Sub-sampling: Once the core was transported back to Exeter, it was stored in 
the cold store at 5°C to ensure preservation. The sediment core was sub-
sampled at 1 cm intervals to give a continuous high-resolution record. Since 
contamination is an important source of uncertainty that can affect 
palaeoenvironmental studies, at all stages, thorough cleaning of equipment was 
undertaken to minimise this risk.  
 
 
Stratigraphy: The core was classified using the modified Troels-Smith 
classification (Kershaw, 1997). This system involves an appraisal of the 
physical properties of the sediment, the humicity, and the nature and proportion 
of the components that make up the sediment.  
 
 
Loss-on-Ignition (LOI): The protocol of Santisteban et al. (2004) and 
Rosenmeier and Abbot (2005) was broadly followed for the Loss-on-Ignition 
procedure. The water content of lake sediment, organic matter content and 
carbonate content can be estimated by weight loss measurements in core sub-
samples subjected to sequential heating (Santisteban et al., 2004). Organic 
matter is oxidised to carbon dioxide and ash at temperatures between 200°C 
and 500°C, and further evolution of carbon dioxide from carbonate material 
occurs at temperatures between 700°C and 900°C (Santisteban et al., 2004).  
 
After drying overnight at 105°C, organic matter content is therefore calculated 
as the difference in the dry sample weight and the weight of the ash created 
following ignition in a furnace at 550°C for 4 hours. Carbonate content is 
calculated as the difference of the weight of post 550°C ash and the weight of 
the ash created following ignition in a furnace at 950°C for 2 hours. 
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Box 4.1 LOI calculations 
 
% Organic Matter = [Weight of Post 550°C Ash] / [Weight of dry sample] x 100 
 
% CaCO3 = 
 [Weight of Post 550°C Ash] – [Weight of Post 950°C Ash] x 2.274 x 100 
   [Weight of dry sample] 
 
The value 2.274 is derived from the molecular weight of CaCO3 (100.088) 
divided by the molecular weight of CO2 (44.009), as the CO2 is burnt off, leaving 
behind calcium oxide.  
 
 
The difference in weight between the 550°C ashes and the 950°C ashes is 
assumed to be result of the loss of carbon dioxide during the breakdown of the 
carbonate mineral. However, although this technique cannot indicate which 
carbonate minerals are present, calcium carbonate is typically the dominant 
form of carbonate within lake sediments, and weight losses at 950°C can 
therefore be used as an estimation of calcium carbonate content. However, 
Santisteban et al. (2004) warn that clay minerals may contain a significant 
amount of lattice-bound hydroxide (potentially as much as 5% by weight). At 
high temperatures (over 550°C), this hydroxide may be liberated as water and 
may therefore result in errors in the calcium carbonate content estimates of up 
to 5%.  
 
 
Stable isotope analysis: The pioneering work of McCrea (1950) and Urey et al. 
(1951) initialised the use of stable isotope geochemistry as an indicator of 
palaeoclimate and since then numerous studies have utilised this approach for 
a range of different archives, such as ice cores, marine cores, speleothems, 
tree rings, and lake sediments, by exploiting the different isotope fractionation 
under different conditions. Studies of stable isotope records from lake 
sediments can provide valuable information regarding past climatic conditions 
over a range of time scales. In particular, the potential for oxygen isotope 
compositions to be used for palaeotemperature reconstructions has been 
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exploited in previous studies of Hawes Water e.g. (Leng and Marshall, 2004) as 
well as other lacustrine carbonate lakes (e.g. Lake Gurzensee, Urswick Tarn 
and Cunswick Tarn). However, the range of isotopes that can be measured in 
lake sediments is dependent on the type of material that becomes incorporated 
into the lake deposits (Leng et al., 2006). Hawes Water is one of the only lakes 
in northwest England where enough carbonate is incorporated throughout the 
Late-glacial to enable isotopic measurement. In hard-water lakes such as 
Hawes Water, δ18O can be analysed on both bulk carbonates (Eicher and 
Siegenthaler, 1976), as well as carbonate remains from specific aquatic 
organisms such as ostracod valves, mollusc shells and chironomids  
(Verbruggen et al., 2010; Bedford et al., 2004). This study will analyse the 
former.  
 
Monitoring of the modern lake (Marshall et al., 2007) has demonstrated that the 
micrite sediment that has accumulated in the lake since the last glaciation has 
formed in isotopic equilibrium with the water in the lake, thus meaning that 
changes in the environment should be recorded by the isotopic signal from the 
sediment. Furthermore, this study also suggested that bioturbation to the lake is 
minimal, resulting in very sharp isotopic and stratigraphic transitions. 
 
Stable Isotope Analytical Method: Sample preparation was carried out at 
Exeter University, broadly following the protocol detailed in Marshall et al., 
(2002), outlined in Box 4.2 below.   
 
 
Box 4.2 Preparation procedure for isotope analysis 
 
Day 1: Place samples (~3-5 g) in 100 ml 5% sodium hypochlorite (stir 
occasionally) to remove organics. Leave in fumehood overnight. 
Day 3: Sieve the samples (using an 80 µm mesh), into a 500 ml beaker 
(keeping the fine fraction), washing material through with distilled water and a 
brush. This is to remove the coarse, often bioclastic particles. Top up to 500 ml 
with distilled water.  These can sit on a lab bench with a watch glass on top.  
Day 4: Once the samples have settled, gently decant as much of the water as 
possible. This is wash number 1. 
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Day 5: Repeat (wash 2) 
Day 6: Repeat (wash 3)  
Day 7: Repeat (wash 4) 
Day 8: Decant and transfer into centrifuge tubes. Centrifuge and decant, top up 
with distilled water, centrifuge and decant again. Freeze dry sediment. Samples 
are then ready for isotope analysis. 
 
It is vital to remove all traces of sodium hypochlorite as this can damage the 
mass spectrometer. Due to the much larger volumes involved in using 500 ml 
beakers rather than small centrifuge tubes, washing with this volume of water is 
thought to be more effective than using small centrifuge tubes, as it 
substantially reduces the risk of contamination.  
 
 
The isotope analysis was carried out at Liverpool University under the 
supervision of Professor Jim Marshall and Dr Stephen Crowley. Carbon dioxide 
was prepared for mass spectrometric measurement of carbon (13C/12C) and 
oxygen (18O/16O) isotope ratios by reacting sample powders, containing 
approximately 2 mg of calcite to completion (10 minutes reaction time), with 
polyphosphoric acid (specific gravity of 1.93 to 1.94 at 15°C), under vacuum, at 
a temperature of c. 90°C, using a VG ISOCARB automated ‘common acid bath’ 
gas preparation system (Swart et al., 1989). The CO2 released by the reaction 
was recovered cryogenically and mass ratios (m/z 45/45 and m/z 46/44) were 
measured relative to a comparison (reference) CO2 by dual-inlet, stable isotope 
ratio mass spectrometry with a VG SIRA10 mass spectrometer. Resultant δ45 
and δ46 values were corrected for 17O effects following the procedures of Craig 
(1957) and calibrated to the Vienna Pee Dee Belemnite (VPDB) international 
reference scale by concurrent measurement of CO2 produced from a calcite 
laboratory quality control material prepared under identical conditions to the 
sample unknowns. 
 
The isotopic compositions of the sample unknowns are reported as differences 
in the amount ratios of carbon and oxygen isotopes with respect to the same 
ratios defined for VPDB by reference to NBS 19 (Coplen, 1996). Resultant 
isotope data are expressed as δ13C and δ18O values on the VPDB scale, e.g. 
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(4.1) 
 
where  are, respectively, the amounts of 18O and 16O in 
calcite in units of moles, and similarly for those values defined for VPDB. 
Analytical precision for both isotope ratios is estimated to be better than  ±0.1  ‰  (1𝜎) based on replicate analysis of laboratory quality controls materials. 
 
 
Geochemistry: The ITRAX core scanner (high-resolution XRF analysis) 
provides a rapid, detailed and non-destructive characterisation of the variation 
of density and chemical element composition along sediment cores. Although 
interpretation of the data does require some caution, identifying invalid data is 
often possible by the examination of variations in the element integral and the 
detector-sediment distance (Croudace et al., 2006). ITRAX is particularly 
effective to aid the identification of geochemically distinctive marker beds, and 
to give indications of differences in provenance between beds. 
 
The changes apparent in lake sediments manifest themselves at a speed 
proportional to the sedimentation rate, and while traditional subsampling and 
chemical analysis methods do provide a wealth of information, X-ray 
fluorescence core scanning technologies such as ITRAX enable a very high 
resolution (up to 200 µm step size, 400 µm used in this study) and non-
destructive measurement of the elemental/chemical changes along the 
sediment core.  
 
The cores were scanned at the National Oceanography Centre, Southampton 
with an ITRAX micro-XRF core scanner from Cox Analytical Systems. Technical 
information regarding the core scanner is covered in Croudace et al. (2006). 
Downcore elemental profiles were obtained at a spatial resolution of 400 µm on 
three cores from Hawes Water spanning depths of 267-375 cm, detecting 40 
elements ranging from Al to U. 
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4.5. Results 
The distinct changes in colour, lithology, and chemical composition, as well as 
variations in the loss on ignition of samples, indicate that there were major 
environmental changes over the period of sediment accumulation. Figures 4.3- 
4.7 show the results of the analysis described above. A chronology has been 
constructed for the Hawes Water sequence, discussed in more detail in Section 
4.7.  
 
 
 
 
Figure 4.3 Photograph of core 2 from Hawes Water, showing the distinctive 
boundaries between carbonate and clay. 
 
 
 
 
Figure 4.4 Hawes Water ITRAX radiograph (top) and optical images (bottom).  
 
Younger Dryas 
Clay Carbonate 
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Figure 4.5 Graph showing from left to right: stratigraphy, LOI, and isotope results from 
Hawes Water, as well as the oxygen isotope curve from GRIP (grey) and 5 point 
moving average (black). 
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Figure 4.6 Graph showing selected elements from ITRAX (grey line is original data, 
black line is 5 point moving average). 
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Figure 4.7 Traffic light plot showing the temporal development of the different elements 
from the Hawes Water Core. The elements are transformed into quintiles (green=low 
values, red=high values), and are sorted according to their loadings on the first 
principal component. (Chronology produced as described in Section 4.7).  
 
 
4.5.1. Zonation 
The zonation of multi-proxy data is commonly used to aid interpretation and 
discussion. Stratigraphically, the sediment core is typified by 4 distinct sections, 
which appear to be reflected in all of the data obtained. The zonation was 
undertaken first by visually appraising the available data, based primarily on 
stratigraphic changes, as well as from Figure 4.7, which clearly distinguishes 
points of change. The ‘Shifts’ Excel add-on can be used (described in Chapter 
2) to identify change-points in the data, and can be used as a complementary 
tool to identify appropriate zone boundaries for the record.  
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Through matching an event stratigraphy of stable isotope inflections from 
Hawes Water and the GRIP ice core (see Section 4.7), the significant shifts 
observed in the stratigraphy, LOI, oxygen isotope curve and elemental results 
are suggested to encompass the Younger Dryas Stadial, spanning the end of 
the Devensian at the base of the core to the early Holocene at the top.  
 
Zone 1 (373-360 cm, 15000-14570 yr BP) – Glacial-Interglacial transition 
This zone encompasses the end of the Devensian, characterised by a cold 
climate, and the Glacial-Interglacial transition, which is defined by the onset of 
major warming. This zone of the sediment cores is characterised initially by dark 
clay-like sediment, low organic and carbonate content, high silicate content, and 
low δ18O values. However, the onset of carbonate accumulation is typified by 
the start of a climate amelioration at the beginning of the Glacial-Interglacial 
transition.    
 
Zone 2 (360-301 cm, 14570-12635 yr BP) – Late-glacial Interstadial 
The Late-glacial Interstadial is characterised by a further amelioration of climate. 
Further increases in carbonate accumulation reach a peak of 90% during Zone 
2, which indicates a stabilisation of the catchment and high lake productivity. 
Elemental results suggest that the sedimentary regime within the lake was 
primarily autochthonous, with little evidence for inwash events. However, the 
presence of four isotopic excursions, some of which with corresponding peaks 
in elements of detrital origin (such as potassium, titanium and iron), as well as 
excursions in the LOI curve, suggests that the interstadial before the Younger 
Dryas was not exclusively stable. 
 
Zone 3 (301-271 cm, 12635-11650 yr BP) – Younger Dryas Stadial 
The onset of the Younger Dryas is marked by a sharp stratigraphic change from 
a dominance of carbonate to high clay proportions. Crucially, however, although 
the proportion of carbonate throughout the Younger Dryas is low, carbonate 
precipitation continued throughout this period, albeit at a much lower rate 
(Marshall et al., 2002). Elements of detrital origin become dominant once more, 
whilst elements such as calcium and scandium (lake productivity indicators) are 
depleted.  
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Zone 4 (271-267 cm, 11650-11520 yr BP) – Onset of Holocene 
The onset of the Holocene (or termination of the Younger Dryas) is typified by a 
reverse isotopic shift of a similar magnitude to that which is found at the onset 
of the Younger Dryas, with the sediment changing from clay to carbonate again. 
This marks a return to an autochthonous sedimentary regime in the lake and a 
climb to warmer climate conditions.  
 
 
4.6. Data Analysis 
Stratigraphy: The sediment core collected has a clear visible stratigraphic 
change, starting with silicates at the very bottom, moving to carbonate, 
changing very abruptly to clay, and returning to carbonate material at the top. 
Colour changes over the core broadly correspond to changes in carbonate 
content, exhibiting three distinct lithostratigraphic zones (excluding the very 
base of the core). This tripartite structure is distinctive of Late-glacial sediment 
sequences (Lowe and Walker, 1997). The radiograph from the ITRAX has the 
potential to show additional stratigraphic changes that are not apparent visually, 
as well as being used to determine whether any atypical results were due to 
inconsistencies in the core surface.  
 
 
Loss-On-Ignition (LOI): The LOI graph (Figure 4.5) shows clear changes in 
organic, carbonate and silicate content, marked by horizontal dashed lines. 
These changes occur simultaneously to the stratigraphic changes. The organic 
matter content varies between 2% and 10%, with highest values in Zone 2, and 
lowest values in Zone 3. Carbonate content is greatest in Zone 2, reaching a 
peak of 95% when warm temperatures during the Late-glacial Interstadial 
caused increased productivity. Carbonate content decreases in Zone 3, 
associated with lower productivity due to colder temperatures during the 
Younger Dryas. The silicate content is highest in Zone 3, reaching almost 80%, 
due to the increased flux of detrital material into the lake from the catchment. 
The main source of this detrital material is thought to be from the erosion of 
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glacial-drift sediments in the catchment due to increased periglacial activity 
during this time. 
 
 
Isotopes: The oxygen isotopic curve (Figure 4.5) is thought to reflect the 
pattern of environmental change at Hawes Water. Zones 2 and 4 have 
significantly higher δ18O values than zones 1 and 3. The shift into the Younger 
Dryas is marked by a ~2‰ negative shift, with a reverse shift about half this 
magnitude at the termination of the Younger Dryas. The values during the 
Younger Dryas indicate cold conditions. The shifts towards more negative 
oxygen isotope values during the Younger Dryas is supported by other lake 
sediment studies from northwest Europe (Ammann and Lotter, 1989; 
Schwander et al., 2000; Birks and Ammann, 2000; Marshall et al., 2002), as 
well as the NGRIP δ18O record (Rasmussen et al., 2006). This supports the 
view that the isotopic record at Hawes Water primarily reflects the temperature-
dependent changes in the isotopic composition of meteoric water, and is thus a 
suitable proxy for climate in this area.  
 
There are four short-term climate oscillations represented by the δ18O record 
that occur during Zone 2 (the Late-glacial Interstadial), superimposed upon the 
long-term trend during this period. These four oscillations have been observed 
and labelled as ‘events A-D’ by Marshall et al. (2002). These are each 
characterised by a negative δ18O shift, the largest of which being ~1.5‰ (event 
B). Each is thought to represent a short cooling of the climate. Some of these 
have been linked with vegetation decline from pollen records (Marshall et al., 
2002; Jones et al., 2002). However, when compared to the pollen records, there 
appears to be a distinct lag in events B-D, where the vegetation response does 
not occur until the second stage of cooling has begun (Jones et al., 2002). 
 
There was insufficient carbonate at the very base of the core, precluding the 
measurement of isotopes from depths 368-375 cm. Remarkably, Hawes Water 
is one of few carbonate-precipitating lakes in the UK that continues to 
precipitate enough carbonate throughout the Younger Dryas to enable isotopic 
measurement. The possibility that the isotopic shifts observed in the δ18O 
record were the result of contamination by detrital carbonate was considered; 
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however, previous studies analysed the sediments from the Younger Dryas 
stadial and found no evidence of clastic fragments, and were compared with 
interstadial sediments, finding no discernible difference (Jones et al., 2002). In 
addition, the similarity of the δ18O record from Hawes Water to the Greenland 
δ18O record suggests that the isotopic shifts in Hawes Water are not the result 
of contamination, and instead both records appear to have responded to the 
same climatic forcing.  
 
 
Geochemistry/ITRAX: Using ITRAX for the analysis of lake sediments is still a 
relatively new technique. The chemical record retrieved from lake sediments is 
the result of a number of integrated factors and processes; these include the 
rock composition of the lake basin and catchment area, atmospheric deposition, 
weathering and erosion, sedimentation and post-depositional processes (Boyle, 
2001). These processes will have been affected by changes in the past climate 
as well as changes in productivity, hydrological regime and internal processes 
of the lake.  
 
The quality of the ITRAX data can also be affected by gaps and cracks in the 
core surface. This can usually be seen by sharp changes in the count rate 
(kcps), and the argon count. The argon count indicates the changing distance 
between the laser and the core, so should display sharp increases where there 
are cracks in the core. If this is also visible in the radiograph, this indicates that 
the count rate for other elements may be erroneous, so should therefore be 
removed. Figure 4.6 shows that the argon count does not change significantly 
throughout the core, suggesting that changes in the geochemical record are not 
an artefact of changes in the surface of the core. 
 
To avoid misinterpretations of the data, Löwemark et al. (2011) advise to 
normalise against a conservative element such as aluminium to allow a better 
assessment of the relative changes of each element measured. This is because 
the XRF signal emitted is related to the composition of the sediment, and 
therefore changes in the content of organic matter will result in changes in the 
absolute count number for some elements measured. This is known as the 
‘closed-sum’ effect, and is particularly important in organic-rich sediment 
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(Calvert, 1983; Löwemark et al., 2011). Aluminium is often chosen because it is 
usually abundant in most minerals but is rarely affected by diagenetic and 
biological process. This is particularly important in sediment cores that show a 
significant change in the organic matter content. However, in the Hawes Water 
core (Figure 4.6), aluminium is not present in the carbonate material and 
therefore cannot be used for normalisation. In addition, having carried out LOI, 
it is clear that the Hawes Water core is not organic-rich, and also % organic 
matter does not change significantly down the core; consequently the closed-
sum effect should not be significant and normalisation is not necessary.  
 
Cores consisting of fine-grained clay or silt sediments (such as the Younger 
Dryas section of the Hawes Water core) are most amenable to ITRAX scanning 
since these sediments match the grain-size of the homogeneous powder used 
in conventional XRF analysis (Weltje and Tjallingii, 2008). In addition, since the 
highest resolution that may be deemed meaningful depends on the size of the 
largest grains present, clay sediments can be measured at a higher resolution 
than larger grained sediments. Furthermore, the signal to-noise ratio depends 
on the homogeneity of the core (in terms of the surface elevation, grain size and 
water content) relative to the sampling interval of the core scan (Weltje and 
Tjallingii, 2008); since the homogeneity of the clay Younger Dryas section is 
high, the signal to-noise ratio is therefore also high. Although this reduces the 
need for aggregation of the time series, aggregation was investigated when 
carrying out tipping point analysis, discussed in more detail in Section 4.8.  
 
In general, it is the relative changes in elemental profiles that are of interest to 
palaeoclimate studies, rather than the absolute concentrations. In addition, to 
avoid artefacts generated by possible dilution (e.g. changes in TOC), elemental 
ratios will also be considered (Löwemark et al., 2011). Broadly, three different 
groups can be observed; firstly, the elements that are only present between 
272-300 cm and at the base of the core, secondly elements that are generally 
abundant but increase between 272-300 cm, and thirdly elements that are also 
generally abundant but decrease between 272-300 cm.  
 
The Ca/Fe count is indicative of the (autochthonous) carbonate:detrital clay 
ratio. The Hawes Water core displays a significant shift from a relatively high 
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Ca/Fe to a very low count during the Younger Dryas, as a result of the change 
of material from predominantly carbonate to clay. The calcium content is 
significantly reduced during the Younger Dryas as a result of the change of 
material from calcium carbonate to clay. Changes in Fe can suggest redox 
conditions in the lake (Löwemark et al., 2011; Kylander et al., 2011) or detrital 
inputs and/or changes in sediment source (Davison, 1993). A link between Mn 
and Fe indicates redox, and a link between Fe and K/Ti/Rb indicates detrital 
input (Kylander et al., 2011). Figure 4.7 shows that there is closer link between 
Fe and K/Ti/Rb than Mn, suggesting that the increase in Fe is more likely the 
result of detrital input than redox conditions. 
 
Elements that are of detrital origin also include Al and K, which can be 
interpreted as evidence of clay entering the system (Löwemark et al., 2011; 
Moreno et al., 2009). Al and K are only found in the sediment core between 278 
cm and 300 cm, and at the base of the sediment core. The sudden shift to lower 
temperatures at the onset of the Younger Dryas caused reduced soil stability 
and significant erosion of the landscape surrounding the lake, and exposed the 
glacial clays from the last glacial maximum, consequently causing this clay to 
be inwashed into the lake. The sharp increase in abundance of elements of 
detrital origin such as Al and K can therefore be regarded as evidence of 
increased weathering (Cohen, 2003). 
 
Silicon is usually interpreted as detrital in origin, but can also be an indicator of 
biological activity (Löwemark et al., 2011). However, trace amounts during the 
interglacial seem to indicate that there is minimal biogenic silica produced 
biologically, which therefore suggests that the silicon present during the 
Younger Dryas is minerogenic. Moreover, the Si/Ti ratio is low, suggesting that 
biogenic silica is only a very minor component in the lake sediments. 
 
Principal component analysis: This was carried out to identify patterns of 
variability shared between different elemental profiles. Principal component 
analysis is a mathematical technique, which partitions the total variance within a 
dataset into successive components, and allows the reduction of ITRAX 
elemental data to a number of significant variables. The first principal 
component should account for the highest amount of variance within the data, 
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with each succeeding component accounting for a decreasing amount of 
variance within the dataset. The first principal component is controlled mainly by 
autochthonous calcium at one end, and by Ti, Zn, V, and other detrital elements 
at the other end (representing allochthonous material) (Figure 4.8). The second 
principal component is mainly controlled by manganese. The first principal 
component explains 52.10% of the variance, and the second principal 
component 7.52%, indicating that there is a strong common signal throughout 
the dataset.  
 
 
 
 
Figure 4.8 A correlation biplot showing the results of standardised Principle 
Component Analysis for the first and second principal component axes. 29 elements 
(red) were included in the analysis relative to the first and second PCA axes. The black 
dots indicate the depths. The correlation between the vectors is indicated by the angle 
between them (0°/180° corresponds to a strong positive/negative correlation; 90° 
corresponds to no correlation).  
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4.7. Constructing a chronology 
To carry out tipping point analysis it is vitally important to have a robust and 
high-resolution chronology. Radiocarbon dating is the most often used tool to 
construct a chronology for records spanning the Quaternary. However, as with 
all dating methods, there can be problems associated with dating accuracy and 
uncertainty. Radiocarbon dating works best with terrestrial plant material, which 
has fixed its carbon directly from the atmosphere. Material from lake deposits 
can contain carbonate and other organic material whose carbon was derived 
from lake waters; this can be problematic as lake waters contain a mixture of 
atmospheric carbon and ‘old carbon’ (e.g. derived from the weathering of 
bedrock carbonates in the catchment), which would result in radiocarbon ages 
being older than they actually are. This is termed the ‘hard water effect’ (Hajdas, 
2006).  
 
Previous studies at Hawes Water (Jones et al., 2002; Jones et al., 2011) have 
used birch fruit to enable radiocarbon dating during the Late-Glacial period, 
which avoids issues of the ‘hard water effect’ by virtue of being terrestrial plant 
material. A systematic search for birch fruit in my Hawes Water core was 
therefore undertaken by sieving at 125 µm and searching the coarse fraction 
under a stereomicroscope. However, although a few macrofossils were found, 
this was not enough to date the core successfully. 
 
Radiocarbon dating of concentrated pollen grains has the potential to generate 
a radiocarbon chronology without problems of the hard water effect or 
contamination. However, most methods previously used have significant 
shortcomings, particularly with respect to the time needed to extract enough 
pollen grains at a reasonably purity (Porch and Kershaw, 2007). However, a 
new method involving extraction of specific fossil pollen grains from lake 
sediments has recently been developed (Tennant et al., 2013) which allows the 
collection of sufficient quantities of pollen to be radiocarbon dated. This method 
uses a flow automated cytometry system (FACS) to sort the pollen grains by 
exploiting the auto-fluorescent properties of sporopollenin, the outer cell wall of 
a pollen grain, which is distinctive for each species of pollen (more detail in 
(Tennant et al., 2013)).  
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Two samples from my Hawes Water core were selected at periods where 
previous pollen studies from Hawes Water have indicated the highest 
proportion of birch pollen, as displayed in Figure 4.9 (Jones et al., 2011). 
Although this core was not dated, the shape of the pollen curve was similar to 
the oxygen isotope curve, with a distinctive reduction in both δ18O and birch 
pollen at the onset of the Younger Dryas. The corresponding periods of high 
birch pollen were thus estimated at depths of 309 cm and 312 cm. This was to 
determine whether there would be sufficient pollen grains to enable radiocarbon 
dating. These two samples were prepared for pollen analysis using a modified 
version of the standard protocol for sub-fossil extraction (Faegri and Iversen, 
1989). To prevent the addition of modern carbon to the sample, the standard 
acetolysis stage was replaced by a nitric acid digestion (Tennant et al., 2013), 
and Lycopodium tablets were not added to the sample. This protocol was used 
to remove as much other debris from the sample as possible to speed up the 
detection time in the FACS machine.  
 
 
 
 
Figure 4.9 Concentration of betula pollen (%) from (Jones et al., 2002). The curve is 
visually similar to the isotope curve in Figure 4.5, and so depths at which the highest 
percentages of betula were recorded here were translated to my Hawes Water core to 
increase the chances of finding enough pollen grains to date. 
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Figure 4.10 a) Plot of forward scatter (FSC-A) indicative of particle size vs. internal 
complexity (SSC-A), indicative of the internal and surface structure of the particles; b) 
Plot of forward scatter (FSC-A) vs. B 530/30-A (488 nm excitation, 530 emission 
detector with a 30 nm window, signal area measurement), indicative of pollen 
florescence, region P1 identified as birch pollen; c) FSC-A vs. SSC-A as a contour plot 
to identify different pollen populations; d) FSC-A vs. V 450/40-A (395 nm excitation, 
450 nm emission detector with 40 nm window, signal area measurement), for further 
selection of events, region P2 used for the sorting of pollen grains.  
 
 
Each sample was analysed under a fluorescence microscope to check pollen 
content and identify the regions of fluorescence for birch (betula) pollen. 
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However, after running both samples through the FACS it soon became clear 
that there was not a high enough concentration of birch pollen to enable dating, 
given the constraints on machine time. Roughly 3 million grains are required to 
enable radiocarbon dating, yet one sample yielded just 11 birch pollen grains 
(Figure 4.10), so this scheme had to be abandoned.  
 
Constructing a radiocarbon-based chronology was therefore not possible due to 
the paucity of terrestrial macrofossils and birch pollen in the cores. However, 
even if we did have material to date with 14C, precise radiocarbon dating would 
have been problematic due to the presence of major radiocarbon plateaus at 
12700 14C yr BP and 10000 14C yr BP (Ammann and Lotter, 1989). These 
plateaus are thought to relate to a reinvigoration of deep ocean circulation; 
indeed (Anderson et al., 2007, p.150) note that it is somewhat ironic that “the 
environmental changes of interest for dating are themselves responsible for the 
large changes in atmospheric carbon that make radiocarbon dating so 
problematic”. Difficulties in dating not only the onset and termination of the 
Younger Dryas, but also events that occurred within this time frame, make 
investigating the causes of this event even more challenging. 
 
Attempts were made to find the Vedde or Borrobol Late-glacial tephra, 
documented at several sites in Scotland e.g. (Lowe and Turney, 1997), and 
other parts of northwest and central Europe e.g. (Blockley et al., 2007; 
Matthews et al., 2011; Birks et al., 1996; Bakke et al., 2009). This would have 
enabled a chronostratigraphic tie-point with the NGRIP ice core to be 
established. Tephra can sometimes be identified visually, through the 
appearance of dark bands of allochthonous particles. If the tephra is not visible, 
it can still be present as microscopic cryptotephra (Lowe and Hunt, 2001), and 
may be seen in elemental records, characterised by a distinctive peak in certain 
elements. This tephra can also be identified using a transmitted light 
microscope. Tephra are known to have characteristic fluted and vesicular 
morphologies, and can be differentiated from other minerogenic material using 
plane-polarised light (Hall and Pilcher, 2002). However, despite following these 
protocols, these tephra were not found, possibly due to the alkaline nature of 
the lake waters which can dissolve the fine grained silica which is characteristic 
of these particular tephra (Lang et al., 2010). 
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Uranium series dating using thermal ionisation mass spectrometry (TIMS) was 
successfully applied to early Holocene samples from Hawes Water (Marshall et 
al., 2007). However, this technique cannot be used on samples that are very 
organic rich, or dominated by clay detritus (Lang et al., 2010); since the Hawes 
Water core has a large section of clay material, this dating technique was 
therefore not applicable.  
 
Due to the difficulties in creating a radiocarbon chronology it was therefore 
decided to tune the Hawes Water δ18O record to the NGRIP δ18O record on the 
Greenland Ice Core Chronology 2005 (GICC05) (Rasmussen et al., 2006). 
Tuning has been advocated by many scientists under the assumption that 
major climate events must have been synchronous and expressed on a large 
scale (although there are also strong opponents to this, discussed below). 
Indeed, astronomical tuning is currently the most accurate dating method for 
sediment records spanning the last 35 million years (Tiedemann et al., 2007). 
Tuning works by using events, assumed to be synchronous, to create a tie-point 
between proxy sites, particularly if an event has unique shape identification and 
a linear accumulation assumed between tie-points. This technique is particularly 
advantageous where radiocarbon dating is problematic. 
 
Tie-points are identified by visual correlation to the ‘mother archive’, in this case, 
the NGRIP δ18O record. Eye-fitting methods can potentially overestimate the 
correlation of “optically striking patterns” (Schwander et al., 2000), which may in 
some cases be the result of stochastic fluctuations. However, although some 
studies tried to remove this bias by slightly smoothing the record e.g. 
(Schwander et al., 2000), this can lead to the misalignment of sharp features in 
the record. Since the period of interest is characterised by a number of sharp 
changes, smoothing was not carried out as it was deemed to add more errors 
than it would remove.  
 
Tuning between European sites and Greenland δ18O profiles is based on the 
assumption that the warming and cooling events (and thus the changes in δ18O) 
during the Late-glacial Interstadial were synchronous over the Northern 
Hemisphere. This assumption is underpinned by the fact that mechanisms such 
as the North Atlantic Oscillation are synoptic in scale (Hurrell et al., 2003) and 
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therefore it is unlikely that events of similar magnitude will occur in a time-
shifted climatic pattern without being dampened or otherwise altered (van 
Raden et al., 2013). 
 
Tuning using the software AnalySeries (version 2.0.4.2) (Paillard, 2014) 
enables a visual correlation of tie-points. Van Raden et al., (2013) found in their 
study correlating the Gerzensee δ18O records with NGRIP δ18O, that a visual 
match based on event tie-points was not more than ±10 years different from 
fine tuning using Monte Carlo simulations. Since these errors are far smaller 
than most other dating techniques, it was therefore decided that for this study, 
the quantity, magnitude, and similarity of inflections of the Hawes Water δ18O 
and NGRIP δ18O records indicated that tuning by utilisation of visual tie-point 
was sufficiently accurate.   
 
The NGRIP δ18O record was chosen since the Greenland ice cores are “the 
best-resolved and most complete template for climatic events during the Last 
Termination in the North Atlantic region”, and because this record has been 
adopted by the North Atlantic INTIMATE group as a regional stratotype (Lowe 
et al., 2008). Whilst the GICC05 chronology inevitably has some limitations 
(such as consistency in defining annual layers), the chronology is based on 
several Greenland ice cores, which gives a wider range of data to be examined 
simultaneously (and hence individual proxies can be attributed higher 
confidence in their interpretation if certain trends are replicated) (Lowe et al., 
2008). Furthermore, the entire record is based on annual layer counting which 
allows the duration of individual events to be estimated with a very high 
precision, and the counting errors to be quantified more robustly (Lowe et al., 
2008).  
 
Eleven tie-points were identified between the Hawes Water (ZAT) δ18O record 
and the NGRIP δ18O record (see Figure 4.11). These were based on the onset 
and termination of the Younger Dryas Stadial, and the minima and maxima of 
the four Interstadial oscillations termed events A, B, C, and D after (Jones et al., 
2002). These sub-millennial cooling events are compared to the NGRIP record, 
and appear to equate with similar fluctuations (though there are slight 
differences in magnitude). 
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Figure 4.11 Graph displaying the tie-points (red dotted lines) used for tuning between 
the Hawes Water record and the GRIP record (grey is original data, black line is 5 point 
moving average). Events A, B, C, and D correspond to the 4 excursions found in 
Marshall et al. (2002). 
 
 
However, as mentioned above, tuning is not always recommended due to the 
assumptions that must take place. Firstly, all palaeoclimate data have an 
inherent degree of uncertainty, both in the measures of the age estimates as 
well as the in proxy itself. Secondly, and crucially, it is important that statements 
expressed about the record are not the result of circular reasoning. This has 
been dubbed as the ‘reinforcement syndrome’ (Oldfield, 2001). Examples of this 
are where statements are made about the timing of events in relation to the 
record that has been tuned to; any changes would inherently be synchronous 
since they were fitted to the same chronological framework (Blaauw, 2012). 
However, it is recognised that in some circumstances where tuning is 
unavoidable, issues can be minimised by ensuring that the tie-points are 
reliable and precise. The proxies used should agree and ideally should be 
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matching. The ‘mother archive’ should be precisely dated with errors/uncertainty 
explicitly stated.  
 
A recent paper exemplifying the dangers of tuning suggests a lag of 200 years 
in the lake sediment hydrological response to the temperature drop at the onset 
of the Younger Dryas (Moreno, 2014; Rach et al., 2014). This is a change that, 
had it not been independently dated, may have been assumed to be 
synchronous with the temperature change in Greenland. Whilst this raises 
concerns that a similar lag could have been apparent at the onset of the 
Younger Dryas at Hawes Water, often there must be a compromise between 
the precision of tuning required, and the time and budget available. However, 
the lack of suitable material for radiocarbon dating precluded establishing a 
robust and independent chronology, regardless of the time and budget available. 
Furthermore, in this case, unlike many studies, the precision of the chronology 
is not the primary aim of the record; whilst in an ideal scenario, the chronology 
must be as tight as possible, for the tipping point analysis that will be 
undertaken, this should not make a discernible difference, since the points are 
in sequential order anyway. This was supported by investigations in Chapter 3.  
 
 
4.8. Tipping Point Analysis 
Tipping point analysis was undertaken following the methods outlined in 
Chapter 2, and as outlined in Figure 4.12. When the fieldwork and laboratory 
work for this data was undertaken, there was very little literature on the length of 
data or resolution needed to carry out time series analysis. Only highly-resolved 
ice cores and varved lakes had been used as palaeoenvironmental records for 
tipping point analysis. The aim of this chapter was therefore to investigate a 
non-varved terrestrial record to see whether early warning signals could be 
found.  
 
Although the isotopic signature recorded in Hawes Water was of high quality, it 
was soon established that with only 30 data points within the Younger Dryas 
Stadial itself, there were not sufficient data points to allow a rigorous tipping 
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point analysis. During the early stages of this thesis, it was unclear whether 
data from the Late-glacial Interstadial (before the onset of the Younger Dryas) 
could be used in the analysis of the termination of the Younger Dryas. In the 
analysis of two climate proxies from three Greenland ice cores, Lenton et al., 
(2012b) did include this data, since using the GICC05 timescale at 20 year 
resolution does not provide enough data points to analyse only the Younger 
Dryas period reliably. However, it has been suggested that the data analysis 
should not be contaminated by data from a different climatic state (Thompson 
and Sieber, 2011), in addition to difficulties in detrending adequately.  
 
Instead, a higher resolution record was needed in order to carry out tipping 
point analysis over the Younger Dryas period. Geochemical analysis was thus 
undertaken on the sediment core and was carried out at a much higher 
resolution: rather than every centimetre as the isotopic analysis was carried out, 
the geochemical analysis was measured at 400 µm resolution, resulting in 750 
data points over the same 30 cm interval. However, as discussed in Chapter 
2.2.2, perturbations that are faster than the critical decay rate are unimportant, 
so aggregation can be used to reduce this (though not essential) e.g. Lenton et 
al. (2009). However, deciding if this is necessary can be problematic since the 
critical decay rate of the system is often not known. The Hawes Water dataset 
was downsampled and aggregated over both 3 and 5 points to determine 
whether this made a significant difference on the analysis (aggregation over 
longer periods would have not produced sufficient data points (>100) for robust 
analysis). Results of this from selected elements are found in Figures 4.15 and 
4.16. Aggregation can also be necessary if the sampling measurements are 
undertaken at a resolution that cannot be meaningful (e.g. smaller than the size 
of the largest grain size); however, due to the small grain size of clay sediments 
that characterise the Younger Dryas, and the lack of bioturbation in the lake, 
this was not thought to cause a problem.   
 
Although the ITRAX core scanner can measure scores of different elements, it 
is important to choose the elements to be used for analysis carefully. Since 
Hawes Water is a calcium carbonate lake, and typically saturated with respect 
to calcium carbonate, particularly during the summer months (Marshall et al., 
2007), for the purposes of this study, it is assumed that the carbonate fraction 
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found in the sediment cores is represented by the amount of calcium detected 
by the core scanner. This is supported by previous studies of Hawes Water and 
other calcite lakes such as Elk Lake, Minnesota (Jones et al., 2002; Dean, 
1993). Calcium was thus chosen as a suitable element due to its abundance in 
the core (largely controlling the first principal component of the dataset) and its 
correlation with the oxygen isotope curve. Results from tipping point analysis on 
calcium data from the Hawes Water core are displayed in Figures 4.13 and 4.14.  
Titanium and other detrital elements were also analysed due to their detrital 
origins and relative abundance during the Younger Dryas (Figures 4.15, 4.16 
and 4.17). It was thought that fluctuations in detrital input due to climatic 
fluctuations would be recorded by detrital elements such as titanium, and would 
therefore also be suitable elements to analyse.  
 
 
 
 
Figure 4.12 Flowchart of methods for tipping point analysis used for Hawes Water 
elemental data. 
 
 
 
 
Figure 4.13 Tipping point analysis of calcium data from the ITRAX analysis of 
the Hawes Water sediment core, analysing data from just within the Younger 
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Dryas. (A) shows the original calcium data, with the data from the Younger 
Dryas in green, detrending line in pink, (B) shows the residual data after 
detrending, (C) shows the autocorrelation over the sliding window of analysis 
(50%) (as depicted by the vertical dashed lines), (D) shows variance over the 
sliding window of analysis. 
 
 
 
 
Figure 4.14 Tipping point analysis of calcium data having been downsampled 
and aggregated over 3 and 5 points from the ITRAX analysis of the Hawes 
Water sediment core, analysing data from just within the Younger Dryas. (A) 
shows the downsampled and aggregated calcium data over 3 points, with the 
data from the Younger Dryas in green, detrending line in pink, (B) shows the 
residual data after detrending, (C) shows the autocorrelation over the sliding 
window of analysis (50%) (as depicted by the vertical dashed lines), with 
downsampled and aggregated over 3 (solid line) and 5 (dashed line) points, (D) 
shows variance over the sliding window of analysis downsampled and 
aggregated over 3 (solid line) and 5 (dashed line) points. 
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Figure 4.15 Tipping point analysis of titanium data from the ITRAX analysis of 
the Hawes Water sediment core, analysing data from just within the Younger 
Dryas. (A) shows the original calcium data, with the data from the Younger 
Dryas in green, detrending line in pink, (B) shows the residual data after 
detrending, (C) shows the autocorrelation over the sliding window of analysis 
(50%) (as depicted by the vertical dashed lines), (D) shows variance over the 
sliding window of analysis. 
 
 
 
Figure 4.16 Tipping point analysis of titanium data having been downsampled 
and aggregated over 3 and 5 points from the ITRAX analysis of the Hawes 
Water sediment core, analysing data from just within the Younger Dryas. A) 
shows the downsampled and aggregated titanium data over 3 points, with the 
data from the Younger Dryas in green, detrending line in pink, (B) shows the 
residual data after detrending, (C) shows the autocorrelation over the sliding 
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window of analysis (50%) (as depicted by the vertical dashed lines), with 
downsampled and aggregated over 3 (solid line) and 5 (dashed line) points, (D) 
shows variance over the sliding window of analysis downsampled and 
aggregated over 3 (solid line) and 5 (dashed line) points. 
 
 
 
 
Figure 4.17  Tipping point analysis of vanadium data from the ITRAX analysis of 
the Hawes Water sediment core, analysing data from just within the Younger 
Dryas. A) shows the original vanadium data, with the data from the Younger 
Dryas in green, detrending line in pink, (B) shows the residual data after 
detrending, (C) shows the autocorrelation over the sliding window of analysis 
(50%) (as depicted by the vertical dashed lines), (D) shows variance over the 
sliding window of analysis. The shape of the autocorrelation and variance trend 
is typical of other detrital elements analysed. 
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4.9. Discussion 
Since the oxygen isotope record was not of sufficient resolution/length to carry 
out tipping point analysis, tipping point analysis was only carried out on certain 
elements from the high-resolution XRF record. The element calcium was 
initially chosen since it was believed to reflect the productivity of the lake, and 
therefore linked to the climatic conditions of the catchment.  
 
Tipping point analysis using the element calcium shows a strong decreasing 
trend in both autocorrelation and variance. This is not consistent with the trends 
expected from critical slowing down or from flickering. Since ITRAX data is of 
very high resolution, the data were down-sampled to assess whether the high 
noise levels might be masking the signal. However, the results showed little 
change in autocorrelation and a similar trend in variance apart from a rise from 
11800 kyr, ~100 years prior to the termination. The element titanium was also 
investigated since this was thought to provide evidence of catchment changes 
through inwash activity, however, this showed similar results to calcium with a 
decreasing trend in both variance and autocorrelation, although the rise in 
variance from 11800 kyr is comparable to Figure 4.13 and 4.14. Other detrital 
elements (including vanadium (Figure 4.17), potassium and zinc) were also 
analysed, however these displayed similar results to titanium. 
 
There could be various reasons for failing to find early warning signals of the 
tipping point at the end of the Younger Dryas in this data. The most likely 
explanation is that the proxies used for tipping point analysis (calcium and 
titanium) did not record a close enough signal to the actual climate signal in 
question. Hawes Water is situated in a well-buffered catchment, meaning that it 
can absorb the impact of certain changes, resulting in a loss of high frequency 
variability, regardless of sample frequency. This means that any early warning 
signals could have been masked, since fluctuations in the climate may not have 
caused resultant fluctuations in the geochemical record through the buffering of 
the catchment. Indeed, it is possible the actual climate change would have had 
to be underway or even finished before the catchment would respond, which 
would therefore not record signals of critical slowing down in the elemental 
record. This has been referred to as ‘shredding’ of the environmental signal 
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(Jerolmack and Paola, 2010), when sediments do not respond to climate 
forcing in a near-linear manner (Armitage et al., 2011).  
 
However, it is still unclear whether the reason for the absence of early warning 
signals was due to the proxy used not having a close enough climate signal, or 
whether elemental data have a too high a noise level to act as a suitable proxy 
for use in tipping point analysis, or indeed a combination of the two. Another 
elemental dataset from the same time period was thus sought to attempt to 
resolve this. Importantly, this dataset was required to provide a high frequency 
climate signal to avoid the dangers of signal ‘shredding’.  
 
 
4.10. Lake Kråkenes 
4.10.1. Flickering as an early warning signal 
The termination of the Younger Dryas Stadial (GS-1) has been described as the 
‘archetypal example’ tipping point associated with the sudden onset of North 
Atlantic deepwater formation and the intensification of the Atlantic Meridional 
Overturning Circulation (AMOC). However, the precise mechanism of change 
remains uncertain. Rather than a single abrupt warming, there is evidence for a 
‘flickering’ on and off the AMOC leading up to the onset of the Holocene.   
However, although a comprehensive literature is found on critical slowing down, 
relatively little attention has been given to the expression of flickering preceding 
a tipping point. This section analyses sub-decadal elemental data from Lake 
Kråkenes in Norway, to investigate possible indicators of early warning signals 
of flickering. This data has been provided by J.Bakke with kind permission. 
 
The considerable majority of research regarding early warning signals of tipping 
points has concentrated on the presence and manifestation of critical slowing 
down (an increasingly slower recovery time in response to perturbations). It has 
only recently been recognised that since most systems are embedded in highly 
stochastic environments, the gradual slowing down of recovery time may not be 
observed. Under such noisy conditions, the generic leading indicators of 
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increased autocorrelation and variance may not signal the approach to a tipping 
point (Dakos et al., 2013). Instead, highly stochastic environments may induce 
flickering between two different states, in this case, between an ‘interstadial’ 
and a ‘stadial’ state.  
 
The underlying system dynamics that occur when a system displays flickering 
are similar to critical slowing down, but have some important differences. For 
both mechanisms, when there is an upcoming bifurcation, the ‘basin of 
attraction’ of the current state becomes shallower, and an alternative state 
develops its own basin of attraction (Figure 4.18). However, flickering between 
these two basins of attraction only occurs if the noise is strong enough to 
occasionally and briefly escape to the alternative state, before returning 
(Scheffer et al., 2012). This flickering is termed ‘driver-mediated’ flickering 
(Dakos et al., 2013), whereby the slow forcing causes a change in the basin of 
attraction, making flickering more likely closer to the bifurcation.  
 
 
 
 
Figure 4.18 Schematic showing two basins of attraction (A and C), separated by an 
unstable equilibrium (B). Flickering occurs when the system (represented by the red 
ball) oscillates between the two basins of attraction. 
 
 
Early warning signals of flickering have been detected for the onset of 
eutrophication in lake models (Guttal and Jayaprakash, 2008; Wang et al., 
2012b), and in low-resolution lake sediments (Wang et al., 2012b). However, 
high-resolution geochemical data for climatic, rather than ecological shifts, have 
thus far been neglected. Since the drivers of climate often act on a slower 
timescale to ecological shifts, this distinction is of particular interest for 
C
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understanding the mechanisms of past change. Previous studies have 
suggested the termination of the Younger Dryas in the North Atlantic passed a 
tipping point (Dakos et al., 2008; Lenton et al., 2012a) but the role (if any) of 
flickering in understanding the sequence of events remains unclear. The high-
resolution (sub-decadal) record of environmental change from Kråkenes, 
Norway, is analysed to understand better the events that occurred prior to the 
onset of the Holocene.  
 
A systematic investigation of how flickering affects generic early warning signals 
was undertaken by Dakos et al. (2013) and determined that in theory, variance 
should rise as flickering occurs; mathematically, the return rate of the system 
approaches 0 at the critical point, and the variance of the state variable is 
inversely proportional to the rate of return (Carpenter and Brock, 2006; Brock 
and Carpenter, 2010). There have been several examples of systems showing 
increased variance at the onset of flickering, including a low resolution 
palaeoclimate record from a flickering lake system before the transition to a 
eutrophic state (Wang et al., 2012b). 
 
However, other studies have suggested that temporal autocorrelation may 
either increase (Dakos et al., 2012c; Lenton et al., 2012a) or decrease (Wang et 
al., 2012b) due to flickering. Wang et al. (2012b) suggest that an increase in 
variance coupled with a decrease in autocorrelation is in line with the expected 
findings for flickering systems in highly stochastic environments. A change in 
skewness is also expected (though it is important to note that the sign of the 
signal is not directly relevant as it indicates the direction of change) (Scheffer et 
al., 2009).  
 
The change in skewness as an indicator of flickering exploits the asymmetry in 
the potential well of the system that can occur on the approach to a tipping point 
(Guttal and Jayaprakash, 2008). When alternative stable states are present on 
the approach to a tipping point, the system will preferentially spend more time in 
one side of the potential well, thus causing asymmetry and a change in 
skewness of the time-series data. However, it is noted that the external 
fluctuations must be of a sufficient magnitude for the system to enter the 
asymmetric part of the potential well (Guttal and Jayaprakash, 2008). 
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The choice of parameters in the analysis of critical slowing down (size of the 
sliding window and detrending bandwidth) are shown to have an effect on the 
trend of the indicators (Lenton et al., 2012a), and a trade-off procedure as well 
as sensitivity analysis is generally employed to ensure a robust analysis. 
However, it has been suggested by Dakos et al. (2013) that the size of the 
sliding window employed for the analysis of flickering should be shorter (~10% 
of time series) than typically used for critical slowing down (~50% of time series), 
to enable a better tracking of the noise, despite the implication that more erratic 
trends in the indicators will result (Lenton et al., 2012a).  
 
 
4.10.2. Regional setting 
Lake Kråkenes (62°02’N, 5°0’E) is situated on the western Norwegian coast 
(see Figure 4.19), in southern Scandinavia, where the Younger Dryas Stadial 
was first recognised and named (Mangerud et al., 1974). According to Lowe et 
al. (1994), the climatic change at the termination of the Younger Dryas is “more 
abrupt, better defined, and of larger amplitude along the western seaboard of 
Europe than in most other areas”, thus making this record ideally placed to 
study during period. At the onset of the Younger Dryas Stadial, a cirque glacier 
rapidly formed within the catchment of the lake, which had a strong influence on 
the lacustrine sediments. Temperature was the primary driver of change at Lake 
Kråkenes, with important influences on glacier mass balance, vegetation 
changes and snow cover. This in turn affected the supply of particulate 
minerogenic and terrestrial organic matter into the lake (Birks et al., 2000).  
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Figure 4.19 Map of showing location of Lake Kråkenes, western Norway (red star) 
northwest Europe.  
 
 
Multi-elemental analysis of Lake Kråkenes sediments has suggested rapid 
alternations (at decadal-centennial intervals) between glacial growth and 
melting 400 years before the abrupt termination of the Younger Dryas Stadial 
and transition into the Holocene (Bakke et al., 2009). This is most clearly 
expressed by the count rate of the element titanium which was used as a proxy 
for glacier mass turnover, and gives the appearance of flickering in the record, 
complemented by other data including sea surface temperature and dry bulk 
density. This flickering is thought to be due to a feedback cycle causing periodic 
changes in sea-ice cover and corresponding reorganisations of atmospheric 
circulation in the North Atlantic resulting in multidecadal fluctuations in surface 
temperature (Bakke et al., 2009). The geographic location, high-resolution 
elemental record, and its redox-insensitive nature are ideally placed to 
investigate the effect of flickering on the generic early warning signals.  
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4.10.3. Material and methods 
The sub-decadally resolved geochemical record from Lake Kråkenes was 
analysed for early warning signals of flickering over the entire Younger Dryas 
Stadial. Sharp lithostratigraphic boundaries are found within the Lake Kråkenes 
sediments, due to the high rate of sedimentation from the cirque glacier at the 
head of the valley (Gulliksen et al., 1998). In total 96 radiocarbon dates reported 
from previous studies were recalibrated by OxCal 4.0 (Bronk Ramsey, 2001) 
(IntCal05), and an age-depth model was constructed using the onset and exit of 
the Younger Dryas and the Vedde ash as tie-point, before converting onto the 
NGRIP age model (to enable easier comparison between different archives) 
(more detail in Bakke et al., 2009). The visual onset of flickering in the titanium 
record occurred at 12150 yr BP, shortly after the Vedde ash horizon.   
 
Time-series analysis can be used to investigate early warning signals of tipping 
points by looking at the pattern of fluctuations in short-term trends of the data 
before the transition takes place. Firstly, the data was selected and pre-
processed; the termination of the Younger Dryas is defined in the age-model, 
so this date was used as the cut-off point for the analysis. Long-term trends 
were removed using an appropriate detrending bandwidth. The autocorrelation, 
variance and skewness were measured from the resulting residuals over a 
sliding window of analysis, following (Lenton et al., 2012a; Dakos et al., 2012a; 
Dakos et al., 2013), using the statistics software R 3.0.2. A range of sliding 
window sizes was investigated (10%-75%) to assess the most appropriate size. 
Although a shorter window size (<50%) was advocated by Dakos et al. (2013), 
this assessment was for ecological systems which have a faster timescale of 
dynamics than climate systems. The nonparametric Kendall tau rank correlation 
coefficient was applied to provide a quantification of indicator trends and test for 
statistical dependence (Kendall, 1948).  In addition, a surrogate time series is 
constructed (as outlined in Chapter 3) and used to assess significance of the 
indicator trends found.   
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4.10.4. Results  
Figure 4.20 shows a strong decreasing trend in the autocorrelation coefficient, 
with a simultaneous increasing trend in the variance. The large step change in 
skewness seems to be due to the presence of a single large fluctuation, which 
indicates a high sensitivity to the data. Figure 4.21 displays the contour plots 
showing the variability in the Kendall tau rank correlation coefficient associated 
with different parameter choices for the size of the sliding window and 
detrending bandwidth. For variance and autocorrelation, a sliding window of 
50% of the data length seems to give the most robust trends, although strong 
trends (Kendall tau >0.5/<-0.5 for variance and autocorrelation respectively) are 
found over all sliding window sizes and bandwidths analysed. The lack of any 
vertical structure in the contour plots indicates that changes in the selected 
bandwidth sizes do not influence the analysis. The contour plot for skewness 
(Figure 4.21c) shows that the different window sizes affects the analyses to a 
much greater extent than with the variance and autocorrelation. Furthermore, 
the analysis shows that the shorter window sizes give higher Kendall tau values 
for skewness. Figure 4.22 shows the results in relation to a null model; the 
results from the original data fall outside the 95% significance level, indicating 
that the results obtained are very unlikely to have occurred by chance alone.  
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Figure 4.20 Lake Kråkenes Ti data, residuals after smoothing, data density, 
autocorrelation, variance and skewness. The Kendall tau value gives the significance 
of the trend. The grey plume indicates the range of analysis with a bandwidth of 5-15% 
and a sliding window of 40-60%.  
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Figure 4.21 Contour plots for Lake Kråkenes Ti data showing effects of parameter 
choices on; a) variance, b) autocorrelation, and c) skewness. (Bandwidth from 5-20% 
of data length and window size from 10-75% of data length).  
 
 
 
 
Figure 4.22 Histograms showing Kendall tau distribution of 1000 randomised iterations 
of the original data; a) autocorrelation AR(1); b) variance. The blue dotted line shows 
the 95% significance level and the red line indicates the result of analysis on the 
original data.  
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4.10.5. Discussion 
Early warning signals for flickering have been suggested to resemble the 
indicators for critical slowing down, despite the different mechanisms causing 
the separate phenomena (Dakos et al., 2013). However, results show that a 
decreasing trend in autocorrelation coupled with an increasing trend in variance 
are characteristic of flickering systems prior to a tipping point, in contrast with 
systems exhibiting critical slowing down, which show an increasing trend in both 
autocorrelation and variance. This is intuitive since increased excursions to an 
alternative basin of attraction will result in increasing variance, whilst this 
flickering will essentially destroy the memory of the system, resulting in 
decreasing autocorrelation. 
 
Sensitivity analysis was employed to determine to what extent the choice of 
parameters for the smoothing bandwidth or size of sliding window had an 
impact on the results. The results were determined to be highly robust over a 
range of different parameter choices, adding increased confidence to the 
interpretation of a rising trend in variance coupled with a decreasing trend in 
autocorrelation as early warning signals of flickering prior to a critical transition. 
A change in skewness is apparent but less robust than the other indicators. The 
strongest trends in variance and autocorrelation are with a sliding window of 
50% of the time series; we suggest that this is due to the comparatively longer 
timescale of dynamics of the climate system under investigation than the 
ecological systems investigated elsewhere. However, although the strongest 
trends in skewness are found with shorter window sizes, we propose that that 
this is due to the sensitivity of this analysis to the data; with a smaller sliding 
window this means that there are fewer opportunities for a single extreme 
measurement to influence the overall trend.  
 
As described in Chapter 2, null models can be used to test for the statistical 
significance of the results. A null model was thus constructed, by randomising 
the data over 1000 iterations. The 95th percentile was identified and compared 
to the result from analysis of the original data (Figure 4.22). 
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Although there are numerous climate records spanning the Younger Dryas, this 
is the first terrestrial record that has been used to detect early warning signals 
of a tipping point. Inherent limitations of palaeoclimate data such as poor 
resolution and age chronology can hinder the use of time-series analysis in 
detecting early warning signals. With a tightly constrained age model, high-
resolution data (which is both cost and time efficient to obtain) and a clear 
climate signal from the proxy data, the record from Lake Kråkenes is ideally 
suited for this analysis. Crucially, early warning signals manifest themselves 
before the visual onset of flickering.  
 
 
 
 
Figure 4.23 Flow chart showing feedback cycle causing flickering, as described in 
(Bakke et al., 2009). 
 
 
This flickering was prevalent for 400 years before the termination of the 
Younger Dryas, suggesting large-scale rapid re-organisations of atmospheric 
circulation. Specifically, this flickering is suggested to be caused by a feedback 
cycle as illustrated in Figure 4.23. This cycle is thought to operate on decadal-
centennial timescales, driven by the interaction of atmospheric and oceanic 
dynamics. This is supported by modelling studies of responses of the AMOC to 
freshwater forcing (Alley, 2000; Manabe and Stouffer, 2000). Although a mode 
of variability described as flickering (measured as oscillations in electrical 
conductivity) has been detected in GISP2 during the Last Termination (Taylor et 
al., 1993), there is a noticeable absence of a visual signal of flickering during 
the entire Younger Dryas Stadial. Although ice core records from Greenland do 
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not have sufficient data points during the Younger Dryas Stadial to carry out 
tipping point analysis, it is unlikely that the visual absence of flickering is due to 
the resolution of the data; instead, this has broader implications with regard to 
the ability of Greenland ice cores to capture rapid changes in climate dynamics 
in the North Atlantic.  
 
 
4.11. Conclusions: Results from Hawes 
Water and Lake Kråkenes 
The oxygen isotope curve that was produced from the Hawes Water core was 
comparable to both the oxygen isotope curves from the other Hawes Water 
cores e.g. (Marshall et al., 2002) as well as NGRIP, adding increased 
confidence to the robustness of the record (in terms of both magnitude of the 
oscillations and timing). It was disappointing that an independent chronology 
could not be put in place but given the paucity of radiocarbon material to date 
and the lack of tephra, unfortunately there was little other option but to tune to 
the GICC05 chronology. Having said that, since the GICC05 chronology is 
robust, and any changes that happen in Greenland are likely to be near-
synchronous with northwest England, this option is by no means unsatisfactory.  
 
However, although the oxygen isotope curve was veritable, it was quickly 
realised that since only the data from within the Younger Dryas should be used 
for tipping point analysis of the termination (as data from an alternative state e.g. 
prior to the onset of the Younger Dryas should not be used as it would bias the 
analysis), this meant that there were only 30 data points from the oxygen 
isotope curve within the Younger Dryas. Since the analysis from Chapter 3 
confirmed that there must be over 100 data points to carry out an unbiased 
analysis, the data from the oxygen isotope curve could not be used for tipping 
point analysis.  
 
Despite this, the oxygen isotope curve was still essential for the construction of 
a chronology. However, a higher resolution record from within the Younger 
Dryas was available in the form of the geochemical record. ITRAX is a relatively 
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new and non-destructive technique, and was considered to have great potential 
given the ease and relatively low cost of analysis (which often limits the number 
of samples analysed in a palaeoclimate record), particularly since the lake was 
known to have minimal bioturbation (presence of bioturbation could have 
smoothed the record and thus made aggregation necessary). However, 
although there were sufficient data points to carry out tipping point analysis, no 
early warning signals in the form of either critical slowing down or flickering 
were detected for any of the elements analysed. This is suggested to be due to 
the elemental signature not providing a close enough proxy to the climate signal 
in question. Furthermore, since Hawes Water is a buffered catchment, the 
changing climate fluctuations in the thermohaline circulation or other areas of 
the North Atlantic may not have been recorded faithfully to the geochemical 
record. This was the first tipping point analysis carried out on a non-varved 
lacustrine sediment record, and although did not find presence of early warning 
signals, it highlighted the importance of having a sufficient resolution to give 
enough data points for tipping point analysis to be carried out, and the 
importance of recording a direct climate signal. 
 
Consequently, a climate record derived from geochemical data spanning the 
same period from Lake Kråkenes was obtained and tipping point analysis was 
undertaken. The titanium record from Lake Kråkenes was known to record a 
direct climate proxy from changes in glacier mass balance, and thus was 
thought to have the potential to show early warning signals. It is thought that the 
element used in this study, titanium, was able to track more closely to the 
influences of the actual climatic event, with titanium being a direct and 
unbuffered indicator of inwash. Although the Hawes Water sediment also 
records a detrital inwash signal, which was certainly linked to changing climate 
patterns, it appears that this signal was not sensitive enough to record signals 
of either critical slowing down or flickering. The most likely explanation centres 
on the buffered catchment that Hawes Water is characterised by, meaning that 
changes in the catchment may not be exactly reflected in the response of the 
lake sediments, which has been described as signal ‘shredding’ (Jerolmack and 
Paola, 2010).   
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The record from Lake Kråkenes had been shown to display visual signs of 
flickering (Bakke et al., 2009) (an early warning indicator of tipping (Dakos et al., 
2013)), but it was interesting to carry out analysis to determine what the leading 
indicators of critical slowing down were expected to do if flickering were to 
manifest before a critical transition. This analysis shows that strong and robust 
early warning signals of flickering can be found in the form of an increasing 
trend in variance, a decreasing trend in autocorrelation and a change in 
skewness in high-resolution elemental data prior to the termination of the 
Younger Dryas from Lake Kråkenes. These changes in autocorrelation and 
variance are supported by findings from Wang et al. (2012b) from a flickering 
lake system. This flickering was prevalent for 400 years before the termination 
of the Younger Dryas, suggesting large-scale rapid re-organisations of 
atmospheric circulation. However, to date, no visual signal of flickering during 
the Younger Dryas stadial has been observed in Greenland ice core records, 
perhaps suggesting that Greenland may not capture all the rapid changes in the 
North Atlantic.  
 
The analyses on these two terrestrial records were the first attempted on 
terrestrial palaeoclimate records to detect early warning signals of tipping points. 
The analysis on the Lake Kråkenes data is the first example of successfully 
identifying early warning signals of a climate tipping point using terrestrial 
palaeoclimate data. One of the key difficulties in detecting early warning signals 
in terrestrial data is that often time series data are often not sufficiently long or 
highly resolved to detect upcoming state changes. It is important that the data is 
of sufficient length and resolution (>100 data points), and that the proxy 
measured records a signal close enough to the climate signal in question. 
Moreover, this is the first time that high resolution XRF data has been used for 
this purpose, giving excellent prospects for the future use of lake sediments in 
anticipating abrupt climate changes.  
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Chapter 5: Investigating 
stability changes in a tree-ring 
record spanning the Late-
glacial period 
 
Results from Chapter 4 indicated problems with the resolution of the chronology 
as well as the problems of recording a direct climate signal. Tree-ring records 
represent some of the longest, high-resolution records of climate variability, 
however thus far, tipping point analysis on these valuable archives has not 
been attempted. Understanding the steps involved in the construction of a tree-
ring record is of crucial importance, as applying the correct pre-processing 
methods relies on the understanding of the principles of dendrochronology. A 
tree-ring series from northern New Zealand that spans the Younger Dryas 
Chronozone is analysed, containing an abrupt, centennial-duration shutdown at 
~12.5 ka cal BP), enabling an insight into the different climatic response of the 
Southern Hemisphere over the Late-glacial period.  
 
 
5.1. Introduction 
The Late-glacial period was a time of rapid and large-magnitude climatic and 
environmental change. As briefly discussed in Chapter 4, the global extent of 
the Younger Dryas Stadial is still an area of controversy. Ongoing uncertainties 
over ice-core chronologies have meant that the synchronicity of abrupt climate 
change during this period is not fully known. Although stadial conditions have 
been found throughout the North Atlantic and other areas of the Northern 
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Hemisphere (Broecker, 2003), the expression of a Younger Dryas cooling event 
in the Southern Hemisphere, particularly the southwest Pacific, is controversial. 
 
Possible mechanisms to explain synchronous cooling (i.e. a global Younger 
Dryas) include changes in atmospheric greenhouse gas content which would 
drive global synchronous changes in climate (Denton et al., 1999). Alternatively, 
an antiphase relationship would be characterised by a ‘bipolar seesaw’ 
(Broecker, 1998) whereby the oceanic southern mid-latitudes are warmed when 
the AMOC is weakened and vice versa (Knutti et al., 2004). According to the 
thermal bipolar seesaw hypothesis, a shutoff of the thermohaline circulation 
would trigger cooling in the north but should produce warming in the south, 
because heat is no longer exported northward (Stocker and Johnsen, 2003). 
 
Although there has been an expansion in sequences spanning the Last Glacial-
Interglacial transition, the comment that “there are no Late-glacial isotopic 
sequences from the New Zealand region with sufficient resolution or dating to 
address the question of the Younger Dryas” (McGlone, 1995), still stands when 
it comes to resolving the chronology and climate of the Younger Dryas 
Chronozone in New Zealand. Poor chronology and sampling resolution have 
also hindered the interpretation of geomorphic and vegetational evidence 
(Newnham, 1999). A crucial piece of evidence in this regard is the Waiho Loop 
advance of the Franz Joseph Glacier on the west coast of South Island, New 
Zealand, which has featured in arguments both for (Denton and Hendy, 1994) 
and against (Turney et al., 2007b) a Younger Dryas cooling episode. Most 
recently, however, cosmogenic isotope dating applied to boulders on the Waiho 
Loop moraine found evidence for a sustained glacial advance through the 
Younger Dryas Chronozone, culminating in maximum expansion during the 
early Holocene (Barrows et al., 2007). Modelling work has suggested that the 
Franz Joseph Glacier is highly sensitive to temperature (Anderson and 
Mackintosh, 2006). Detailed mapping and reconstructions are contradictory with 
evidence of warming (Singer, 1998; Turney et al., 2003; Turney et al., 2006; 
Kaplan et al., 2010) and cooling (though starting several hundred years before 
the onset of cooling in the Northern Hemisphere) (Hajdas et al., 2006) through 
this period. Other geomorphological evidence from the Southern Alps of New 
Zealand appears to support the latter view (Basher and McSaveney, 1989; Ivy-
 185 
Ochs et al., 1999). It is clear that whilst this issue is far from resolved, New 
Zealand is a key location for further investigation.  
 
Although the variability evident in New Zealand palaeorecords cannot be 
explained by chronological imprecision alone (Newnham et al., 2012), the 
annual resolution, high accuracy and secure chronology of tree-ring archives 
indicate their potential suitability for palaeoclimate reconstruction. Indeed, tree-
ring sequences represent some of the best-dated archives of climate variability 
in New Zealand. The Northland subfossil kauri record is one of the best dated 
records of climate variability of the Late-glacial (Turney et al., 2007a), and 
therefore offers the opportunity to investigate a well-dated climate record during 
this contentious time period.  
 
A tree-ring sequence from New Zealand exists that spans the period 13-11.6 ka 
BP, which encompasses the Younger Dryas Chronozone. This data has been 
provided by J.Palmer with kind permission. This tree-ring sequence was 
constructed from subfossil kauri trees, found preserved in a bog in Northland, 
New Zealand. Kauri provides some of the longest tree-ring records due to the 
length of the individual tree-ring record (contemporary kauri trees commonly live 
to 600 years, and the age of subfossil kauri trees can exceed 2000 years). 
When compared to European tree-ring records, which are typically produced 
from pine and oak trees with a life-span of just a few hundred years, kauri can 
be utilised to produce a robust chronology spanning millennia. A phenomenon 
called the ‘segment-length curse’ (Cook et al., 1995) can arise when splicing 
together relatively short tree-ring segments due to the potential loss of low-
frequency climate signal as a result of the standardisation curve that must be 
applied to each individual ring-width series (see Section 5.2). Although kauri 
trees can have locally absent and/or false rings, as well as poor circuit 
unconformity and compressed rings due to wedging, such problems can 
generally be resolved by rigorous analysis with sufficient replication both within 
and between trees (Fowler et al., 2004). 
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5.2. Dendrochronology and dendroclimatology 
Dendrochronology is a dating technique that uses the measurement and 
comparison of tree-ring widths to develop a record of growth, and by 
association, changes in climate and/or environment. This section will give a 
very brief overview of dendrochronology; a detailed description of the principles 
and methodology is found in Speer (2010). Many trees are known to lay down a 
single growth ring during the growing season, and in some species (including 
kauri), these are clearly separated and defined by a boundary formed at the end 
of this growing season. The annual variation in tree-ring width is widely 
recognised to yield important palaeoclimate information (Bradley, 1999). 
However, although climate can have a significant influence on tree growth, 
other local and environmental factors can play a role. Nonetheless, since 
growth conditions change each year, and trees in the same locality should 
respond to these changes in the same way, a distinctive pattern can be found 
across trees. It is important, however, to ascertain that the trees have a 
common signal in their rings to enable dendrochronology. Furthermore, 
particularly when considering applications of dendroclimatology, it is important 
to ensure that the ring-widths record year-to year variability in response to 
variations in climate, termed ‘sensitivity’ (Fritts, 1976). This is normally 
interpreted as providing a good indication that the tree is responding to 
environmental influences such as climate; in contrast, a complacent ring-width 
series is characterised by little variability in the ring-widths. 
 
Tree-ring chronologies must be of high statistical quality and so therefore 
require robust, well-replicated data. The principle of replication states that the 
environmental signal being investigated can be maximised and the amount of 
‘noise’ minimised by sampling several trees per sites (and several radii per tree). 
Obtaining more than one stem radius per tree reduces the amount of ‘intra-tree 
variability’. Confidence in the interpretation of resulting reconstructions 
generally increases as the sample number of tree cores increases. Although 
some researchers have adopted a lower threshold set at ~10 trees to give 
confidence to reconstructions (Fowler et al., 2012), this is sensitive to the 
flexibility of the standardisation splines used (see below). A more common 
benchmark of chronology quality is an expressed population signal (EPS) score, 
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which quantifies how well a chronology represents the ‘hypothetical perfect’ 
chronology based on a finite number of trees where only the span of the 
chronology where EPS>0.85 is considered robust for climatic reconstructions 
(Briffa and Jones, 1990). Another useful criterion to check the reliability of the 
chronology is the Rbar value, which is the average correlation between tree-ring 
series. Rbar is independent of sample size and is an indication of common 
variance (Cook and Kairiukstis, 1990). Sample depth (the number of samples 
that represent a period of time) is an important issue for both dendrochronology 
and climate reconstruction (Speer, 2010). 
 
Before data from different tree cores are combined, each tree-ring series must 
be cross-dated and standardised (the term ‘series’ refers to a single set of tree-
ring measurements e.g. for each tree radius). This standardisation is to remove 
the growth trend (i.e. normally “younger” tree-rings, or those close to the pith, 
are larger than the tree-rings formed towards the outside edge of the trunk) 
(Fritts, 1976). Decadal-scale departures are usually radii-specific, and are 
generally caused by natural competition or injury rather than climatic signals, 
and are thus removed using a close-fitting flexible spline (Fowler et al., 2004). 
The degree of smoothing is modified by a changing bandwidth; large 
bandwidths lead to a stiff trend line while small bandwidths adopt a more 
flexible spline. The choice of spline stiffness depends somewhat on the climatic 
timescale of interest; trends of the same or higher length than the smoothing 
spline applied are effectively removed. Importantly, an inappropriate choice of 
smoothing spline to standardise each tree-ring series may build spurious 
autocorrelation into the tree-ring index (Cook and Kairiukstis, 1990). After 
standardisation, all tree-ring series have a mean of one, and are transformed to 
dimensionless index values. These series can then be averaged together to 
develop a tree-ring index chronology for the site. The resultant index represents 
average annual growth conditions from all the measured series, with no linear 
trend and a mean of one.    
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5.3. Kauri trees 
Kauri (Agathis australis) are large coniferous trees that have a present day 
natural range limit of north of 38°S on the North Island of New Zealand, 
although in the past, their range extended further south. Kauri trees are 
particularly noted for their size and longevity, commonly reaching heights of >30 
meters, diameter >2 meters and ages of >600 years old (Ahmed and Ogden, 
1987). Ancient kauri trees have been found with diameters over 4 meters and in 
excess of 2000 years old. A particular characteristic of kauri trees is that they 
often have long uninterrupted trunks, rarely having branches along the lower 
trunk. Although this makes these trees ideal for the timber industry (a key 
reason for the present day rarity and consequent protection), these features 
also make kauri ideal for developing tree-ring chronologies (Dunwiddie, 1979). 
Widespread logging in the late 19th and early 20th centuries wiped out a large 
proportion of the trees, however, paradoxically, past logging has in fact created 
an additional potential for other archives, as a significant amount of relic 
material is held in museums or remains as abandoned stumps (Fowler et al., 
2004; Cook et al., 2006). In addition, kauri wood is also commonly found 
preserved in peat bogs (sometimes called subfossil or ‘swamp’ kauri), which 
enables kauri tree-ring sequences to span back several thousands of years 
(Ogden et al., 1992; Palmer et al., 2006). A particularly valuable feature of kauri 
trees in terms of palaeoclimate research is that they produce annual tree-rings 
which are ‘highly sensitive to climatic change’ (Buckley et al., 2000; Fowler et al., 
2008; Turney et al., 2010).  
 
Recognition of prospects of using kauri for tree-ring studies started in the mid-
20th century (Bell and Bell, 1958). The Late Quaternary history of kauri and its 
climatic significance has been investigated over several decades of research. A 
detailed comparison was undertaken on contemporary kauri trees (Fowler et al., 
2004) to establish the suitability of these trees for dendrochronology. The 
resulting patterns in the growth rings have been used to develop an overlapping 
series, which extends back 4500 years (Boswijk et al., 2014). 
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5.3.1. Climate-growth relationship 
New Zealand is situated in the southern temperate zone, a crucial location for 
detecting changes in the broad-scale circulation on timescales from decades to 
centuries (Buckley et al., 2000), and particularly sensitive to changes in mid-
latitude westerly circulation (Lorrey et al., 2014). New Zealand, and in particular 
the kauri region of Northland, is influenced by the El Niño Southern Oscillation 
(ENSO) phenomenon (Salinger, 2005; Fowler et al., 2012). ENSO is a mode of 
natural climate variability occurring in the 2-7 year time band. The Southern 
Oscillation is a measure of atmospheric pressure over the Pacific-Indian Ocean 
region. Atmospheric and oceanic condition in the tropical Pacific fluctuate 
between El Niño, where warm waters from the western tropical Pacific migrate 
eastwards, and La Niña, where a cooling of the tropical Pacific occurs. El Niño 
events are characterised by higher air pressures over Australia and Indonesia, 
causing drier conditions or drought, and lower air pressures in the central and 
eastern Pacific causing strong rains along the west coast of South America. La 
Niña events are generally characterised by opposite patterns. Early analysis of 
the climate response function of kauri suggested that good growth was 
associated with dry and sunny conditions during the growing season (austral 
spring/summer) (Ogden and Ahmed, 1989). Since then, more studies have 
investigated the climate-growth relationship e.g. (Ogden et al., 1992; Buckley et 
al., 2000; Fowler et al., 2004; Fowler et al., 2008; Wunder et al., 2013). Long-
term average growth provides valuable insights into conditions during different 
periods. For example, wood growth rates during the interstadial, compared to 
modern trees, suggest that kauri was stressed by lower temperatures and a 
wetter environment (Ogden et al., 1992). Arguably more importantly, the year-
on-growth has been used to identify changes in climate variability, and 
associated modes of variability. 
 
Evidence from a combination of proxies has suggested that during the 20th 
century, the El Niño Southern Oscillation (ENSO) was the dominant driver of 
inter-annual climate variability over Northland, New Zealand, and significantly 
impacted on the radial growth of kauri (Fowler et al., 2008). The kauri ring-width 
chronology has thus been interpreted as an index of ENSO activity (i.e. 
frequency/magnitude of El Niño and La Niña events), with wider rings formed 
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during El Niño events and smaller rings formed during La Niña events (Fowler 
et al., 2008; Fowler et al., 2012). Research investigating the climate-growth 
relationship found that most kauri trees analysed formed 50% of their annual 
rings in October and November (Wunder et al., 2013), corresponding to the 
period when the climate of New Zealand experiences the strongest influence of 
ENSO events (Mullan, 1995). This growth window of kauri therefore allows an 
ENSO signal to be directly captured (unlike other species such as the Australia 
Red Cedar with is dormant in the austral spring) (Wunder et al., 2013).   
Specifically, it is thought that the evolving variance structure of kauri (as 
recorded by the standard deviation of the tree-ring sequence) is a proxy for the 
change in strength of the teleconnection of ENSO to northern New Zealand 
over the last millennium with increased variability of tree-rings widths reported 
for El Niño events (Fowler et al., 2008).   
 
However, Fowler et al. (2008) caution that changes in the variance structure of 
a tree-ring sequence can be related to changes in sample depth, tree size and 
age. Resampling experiments must therefore be undertaken to measure the 
effect of sample composition on the variance structure over a range of scales. 
Fowler et al. (2012) documented a reduction in variance of the kauri ring-width 
series during the Little Ice Age (c.1400-1700 C.E) (Mann et al., 2009), and 
suggested that it may be due to a reorganisation of ENSO’s teleconnection to 
northern New Zealand or a near-collapse of ENSO activity. Mechanistically, this 
could have occurred through a northerly shift of the Southern Hemisphere 
westerlies and the sub-tropical front in a similar manner as suggested during 
glacial times (Fowler et al., 2012; Bard and Rickaby, 2009). It is plausible to 
suggest that such alterations in the ENSO teleconnections to northern New 
Zealand may have occurred in the past. However, it is noted that using 
teleconnected relationships to infer remote palaeoclimate variations can be 
problematic due to the possibility of non-stationarities (Fowler et al., 2012; 
Gallant et al., 2013).  
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5.4. Application of tree-ring datasets to 
tipping point analysis 
Although annual tree-ring data has not yet been utilised in tipping point analysis, 
tree-ring records have several features that make them particularly well suited 
for both climatic reconstruction as well as tipping point analysis. Tree-rings are 
such a valuable archive due to their chronological precision, high-resolution, 
ease of replication and wide geographic availability. However, the utilisation of 
tree-ring series for tipping point analysis is probably one of the best examples of 
the importance of knowing how the data are compiled. Tree-ring chronologies 
are subtly different from most other palaeoclimate archives in terms of the 
methods of assembling the record. For instance, unlike oxygen isotope values 
extracted from ice core layers for example, a tree-ring width index is averaged 
over a number of tree cores, to remove potential local bias. It is therefore 
extremely important to be aware of the processing that has been used in the 
development of a tree-ring chronology and adjust tipping point methodologies 
accordingly. An appreciation of this averaging and standardisation is necessary 
to ensure that the data are pre-processed in the most appropriate way, taking 
into account how it was compiled.  
 
An informal protocol for the application of tipping point analysis to tree-ring data 
for those who are not experts in dendrochronology is currently lacking. This 
section endeavours to provide brief guidelines to ensure that results obtained 
from tipping point analysis are robust. Firstly, it is essential to understand (or at 
least have an awareness of) how a tree-ring record is constructed. Since the 
final record is an average and smoothed (to some extent), the traditional 
methods of tipping point analysis may not entirely appropriate, since some 
modes of variability have already been removed. Instead, records should be 
analysed by not detrending them before analysis, since this removes variability. 
In addition, the standard deviation that is calculated from the averaged dataset 
gives a measure of the variance structure of the record; a higher standard 
deviation suggests that there is more variability with each tree-ring of the 
averaged sequence. This data should therefore be treated as a useful indicator 
of the changes in variance in the tree-ring sequence, and tipping point analysis 
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(both detrended and non-detrended) should be applied on this data in addition 
to the mean ring-width index.  
 
An additional problem is that tree-ring series are highly autocorrelated; that is 
the tendency for a tree to display a correlation between ring-width in year n to 
ring-width in year n+1. This is due to the inertia in growth between years. 
Presence of autocorrelation can bias statistical analyses. The autocorrelation 
function (acf), displays the correlation between lagged values for different 
numbers of years of lag (e.g. lag-1 is the 1 year lag). It is important to note that 
it is difficult to distinguish the amount of temporal autocorrelation in tree ring 
records that is due to biological or climatic processes (Fritts, 1976). Crucially, 
tree-ring chronologies may be pre-whitened to remove their short-lag 
autocorrelation, or they may be left in their original autocorrelated states. 
Autocorrelation may be removed from the tree-ring sequence by individually 
fitting a first order autoregressive (AR(1)) model to each tree-ring series. The 
residuals from the model are then ‘corrected’ tree-ring indices. The tree-ring 
sequence may then be ‘re-reddened’ by building the removed autocorrelation 
back into the reconstruction using the pooled time series model of the tree-ring 
series (Melvin and Briffa, 2008). However, climatic persistence may 
inadvertently be removed along with nonclimatic persistence. The effect of 
these modifications to the power spectrum on tipping point analysis is not 
known. Since tipping point analysis measures the increasing memory of the 
time series, removal of autocorrelation is likely to invalidate the analysis. Pre-
whitening and re-reddening may have a similar effect, however it is possible 
that an increased autocorrelation caused by critical slowing down may still 
persist. The uncorrected chronology probably has the highest potential for 
detecting early warning signals, though this is still unknown.  
 
Secondly, it is important to know not only that the tree-ring series is sensitive to 
climate fluctuations (and therefore should display year-to-year ring width 
variability) rather than being ‘complacent’ (showing little variability), but also 
what climate signal the ring-width variations are responding to. Whilst 
temperature, radiation and precipitation are the most common limiting factors to 
growth, many tree-ring sequences differ on their exact climate proxy. For 
example, whilst the kauri tree-ring sequence over the last millennium is thought 
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to be most responsive in growth to cooler, drier conditions, tree-ring sequences 
developed from Scots pine in northern Scotland are thought to be limited by 
summer temperature (Grace and Norton, 1990).   
 
Thirdly, a finer appreciation of some of the statistical rigours necessary for tree-
ring analysis is also necessary. A minimum sample depth (number of tree radii 
per calendar year) of ~10 is suggested to enable provision of a climate signal. If 
the EPS (Expressed Population Signal) is larger than 0.85, this usually 
suggests that the tree-ring chronology is of sufficient quality. It is also important 
that resampling experiments have been undertaken to measure the effect of 
sample composition on all the ring-width characteristics, but particularly on the 
variance structure. This will help to determine whether, for example, a reduction 
in the variance structure during a particular period is likely due to a climate 
signal or simply a result of sample mix changes. This is vital to ensure that 
incorrect assertions are not made; interpretation of changes in the variance 
structure must always necessarily be cautious.  
 
 
5.5. Towai Bog: Site Description 
Towai Bog, Northland (35°30.393’S, 174°10.376’E; Figure 5.1) is situated on 
low-lying farmland reclaimed from former swamp conditions. The site is close to 
the coast, with a low-altitude and low-relief, and is typical of the environments 
across Northland from which other subfossil kauri have been extracted. 
Importantly, the site is well-exposed and therefore the growth habitat should 
have been broadly homogeneous, minimising the effects of a micro-climate 
signal being recorded in some tree-ring records and ensuring a regional climate 
signal in the overall chronology. The wood is excellently preserved with the bark 
typically still attached.  
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Figure 5.1 Location of Towai Farm, where the subfossil kauri were found. Figure 
modified from (Hogg et al., 2013). 
 
5.6. Methods 
5.6.1. Kauri chronology 
A 1450 year long kauri chronology has been constructed from 77 radial series 
of 30 subfossil trees extracted from Towai Farm, Northland, New Zealand, 
spanning the interval ~13.1-11.7 kyr BP, by Dr Jonathan Palmer and colleagues 
(Hogg et al., 2013). The final series has a declining number of samples at each 
end of the chronology, meaning that currently only the middle 1172 year section 
is securely cross-matched (with an EPS >0.85), whilst the remaining 115 yr and 
164 yr at the old and young end respectively are undergoing efforts to increase 
replication (Hogg et al., 2013). Unfortunately, the lack of replication at the 
younger end of this sequence weakens the linkages with the Northern 
Hemisphere absolute tree-ring chronology. However, the chronology was 
locked onto a calendar timescale through cross-dating with a sample from 
another site in Northland and 14C wiggle matching between the radiocarbon 
dates from the young end of the tree-ring series to IntCal13 (see Hogg et al. 
The New Zealand Kauri Research Project 2037
METHODS
Dendrochronology
It is crucial that calibration data sets are obtained from securely cross-dated and well-replicated tree-
ring sequences. Kauri trees used for the measurements were excavated from a farm site at Towai,
Northland, New Zealand. A total of 30 logs were collected, from which 77 radial series were mea-
sured to produce a chronology that spans 1451 yr. The average length of the series is 551 yr, with an
average ring-width of 1.13 mm, with only 0.63% missing rings. The average cross-correlation coef-
ficient between all the series is 0.71. The number of logs measured per tree-ring number is shown in
Figure 2.
The 1451-yr series has a declining number of samples at each end. In tree-ring research, a major
emphasis is placed on ensuring chronologies are well replicated in an effort to avoid any dendro-
chronological dating errors. A frequently used criterion for establishing if sufficient replication is
present is the expressed population signal, or EPS (Wigley et al. 1984). With an EPS threshold of
>0.85 applied to the Towai kauri chronology, the first 115 yr (i.e. oldest rings) and the last 164 yr
(i.e. youngest rings, see Figure 2) have inadequate sample depth. The intervening 1172 yr is thought
to have adequate replication and the subset of 12 samples selected for the kauri laboratory intercom-
parison was taken from this interval (Figure 2). The lack of replication at the younger end of the
Towai kauri series weakens linkages with the NH extended absolute tree-ring chronology, and
efforts are currently underway to extract new kauri logs to increase the sample depth for this part of
the chronology.
Figure 1 Location of Towai site containing YD-age kauri
TOWAI
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(2013) for more detail). The time span of the kauri chronology therefore 
provides an annually-resolved record of change capturing the onset and most of 
the Younger Dryas Chronozone.  
 
Two versions of the chronology (J.Palmer, unpublished data) are considered 
here. The two versions of the chronology are derived from slightly different 
filtering processes, both using the computer program ARSTAN (Cook, 1985; 
Cook and Briffa, 1990). Towai_crn was derived from a two-stage process. The 
first process involved standardisation, using a curve fitting procedure called the 
Friedman variable span smoother (Friedman, 1984). This procedure has an 
alpha parameter that determines the stiffness of the fit and can be chosen from 
one to nine, where one is the most flexible and 9 is the most stiff. An alpha 
setting of 7 was chosen, since a stiffer spline is favoured for long tree-ring 
series (Speer, 2010). Following this, the indices were again adjusted using a 
‘signal-free adjustment’ (Melvin and Briffa, 2008). This process ‘pre-whitens’ the 
chronology by removing some of the autocorrelation (by fitting an AR(1) model 
to each tree-ring series). This autocorrelation is inspected and if in common with 
other tree-ring series, is added back to the series, known as ‘re-reddening’.  
 
Towai_Std was derived from the same first stage process as Towai_crn, 
applying the same standardisation procedure. However, the subsequent signal-
free adjustment was not applied to this chronology, meaning that it may well be 
more suitable for tipping point analysis than Towai_crn.  
 
Regardless of the method used, a 100 year long abrupt ‘downturn’ in the mean 
ring-width index, variance and the standard deviation of the sequence is clearly 
observed between ~12500 and ~12400 cal yr BP in the subfossil kauri ring-
width sequence (see Section 5.7). Resampling was undertaken to ensure that 
changes in the variance structure of the tree-ring sequence was not a result of 
changes in sample depth and an evolving sample mix (J.Palmer, unpublished 
data). This may be due to the long length of each of the kauri tree-ring series: 
another benefit of using long-lived trees in dendrochronology.  
 
The robust nature of the tree-ring chronology is therefore ideal to test whether 
the observed downturn is due to a forced transition, a noise-induced transition 
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or a bifurcation (See Figure 5.2). A forced transition could have occurred due to 
a forced movement of a single stable state (with no associated change in the 
underlying structure of the potential) due to a large external perturbation. A 
noise-induced transition could have occurred if there was a large perturbation 
that shifted the climate into an alternative stable state, and a bifurcation could 
have occurred due to a loss of stability of the inhabited stable state. 
 
 
 
 
Figure 5.2 Schematic of a forced transition, noise-induced transition and a bifurcation 
and the corresponding potential curves. From (Livina et al., 2011). 
 
 
5.6.2. Time series analysis  
Time series analysis was undertaken to investigate the mechanisms of change 
in the record. Crucially however, as discussed in Section 5.4, since tree-ring 
sequences are inherently different in the way in which they are constructed, 
slightly different methods must be used. Firstly, when pre-processing the data, it 
is important that only the section of the sequence that is used for analysis is 
where the EPS > 0.85. This ensures the robustness of the analysis. In addition, 
only the data from before the downturn must be used, so data was selected 
spanning the period 13000-12500 cal year BP. Secondly, since an internal 
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detrending routine was already applied to the data before it is compiled, further 
detrending may not be appropriate; it is not yet known what effect the signal-
free adjustment (prewhitening and re-reddening) will have on tipping point 
analysis (or, indeed the original autocorrelated sequence). Thirdly, other 
chronology statistics that are generated during the compiling process are used 
to characterise the sources of variance in tree-ring data e.g. (Cook and 
Kairiukstis, 1990) and can be used to supplement the standard analysis. 
Specifically, the standard deviation of the ring width index (also known as the 
‘variance structure’) shows the amount of inter-tree variability of a tree-ring 
chronology. Standard deviation includes both the low and high frequency 
variations in a tree-ring chronology (Fritts, 1976) and thus can be used as an 
alternative measure of how variance changes in a system. If the observed 
downturn were caused by a bifurcation in the climate system critical slowing 
down would cause the variance of the system to increase. However, the 
standard deviation of a tree-ring chronology is affected by a range of factors, 
including the strength and variance of the climate signal, the sensitivity of the 
trees to the climate signal, and sample mix changes (Cook and Kairiukstis, 
1990), and thus the effect of critical slowing down on this statistic is not fully 
known. The downturn observed in the two Towai chronologies are 
characterised by both a decreased variability in the ring-width index, as well as 
decreased standard deviation, therefore suggesting that the standard deviation 
is linked to the amount of variability in the ring-width chronology. Although there 
are complex interactions between variability in the climate signal and inter-tree 
variability, standard deviation is likely to be a useful statistic to consider.  
 
Tipping point analysis, as described in Chapter 2, was therefore performed, 
using both detrended and non-detrended data, as well as analysing both the 
ring width index and the standard deviation, to assess if early warning signals 
could be found of this downturn. Since there is a possibility that this downturn is 
noise-induced, this suggests that early warning signals may not be found since 
noise-induced tipping does not cause critical slowing down. 
 
Potential analysis was also carried out to determine if there was a change in the 
underlying potential of the system, following the method described in Chapter 2 
Potential analysis can be a type of early warning indicator of flickering or noise-
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induced tipping, particularly in systems characterised by high levels of noise, 
since it can identify the presence of alternative regimes (Dakos et al., 2012a). 
Potential analysis can indicate the number of states present (and how this 
changes over time) by assessing the modality of the empirical probability 
density of the data. A sliding window is used to detect the change in stability 
over time; the size of the sliding window used is a trade-off between the amount 
of data included in the analysis and the degree of accuracy for the timing of any 
changes detected. Since the period of interest in this record was 100 years long, 
the window was chosen larger than this to ensure the correct detection of the 
number of states. A combination of tipping point analysis and potential analysis 
can help to narrow down the relative likelihoods of the downturn being due to a 
forced transition, noise-induced transition or a bifurcation.  
 
 
5.7. Results and data analysis 
The data (see Figure 5.3) displays a clear downturn at ~12500 cal yr BP 
(situated in the middle of the Younger Dryas Chronozone), where there is a 
marked decrease in the standardised ring-width index, as well as a much 
reduced variability during this period. This downturn lasts just 100 years, before 
returning abruptly to the previous mode of variability.  
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Figure 5.3 a) Ring-width index, standardised using a modified version (by Ed Cook) of 
the signal free program (Melvin and Briffa, 2008) (dashed yellow lines mark the onset 
and termination of the Younger Dryas Chronozone); b) sample size (number of trees) 
for each ring; c) EPS and Rbar values that shows the interval of the chronology that is 
robust (where EPS>0.85, above the red line). Modified from J.Palmer (unpublished 
data). 
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Figure 5.4 a) Towai_crn ring-width index, b) ACF of Towai_crn, c) Towai_Std ring-
width index, d) ACF of Towai_Std. where the blue dotted lines in b) and d) represent 
the 95% confidence interval. 
 
 
Figure 5.4 shows the difference in the autocorrelation structure between the two 
different ring-width chronologies. Towai_crn (modified by the signal-free 
adjustment (Melvin and Briffa, 2008)) shows a highly autocorrelated sequence, 
with autocorrelation exceeding the significance bounds for all lags plotted, 
whereas Towai_Std shows a weaker (though still present) autocorrelation, with 
fewer lags exceeding the significance bounds. The 100 year downturn appears 
to be much more prominent in the Towai_crn sequence than the Towai_Std 
sequence, with the ring-width index below the mean of one for the entire period 
of the downturn. This is likely due to the signal-free adjustment process, which 
re-reddened the series to increase sensitivity. Tipping point analysis was 
undertaken on both Towai_crn and Towai_Std, to determine whether there is a 
difference in the analysis of the two sequences. To ensure robustness in the 
interpretation of the results, analysis was undertaken on both detrended and 
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non-detrended data for the tree-ring indices as well as the standard deviation 
data from the Towai_Std sequence (this was not available from Towai_crn).  
 
Figure 5.5 and 5.6 (showing results of tipping point analysis for the Towai_crn 
and Towai_Std ring-width sequences respectively, considered before the abrupt 
downturn) were remarkably similar, with generally similar Kendall tau values, 
and no visual signal of early warning signals of a bifurcational tipping point. The 
trend in autocorrelation decreased whilst the trend in variance initially 
decreased until a steady increase at around 12650 cal yr BP, 150 years before 
the onset of the downturn at ~12500 cal yr BP. However, neither the 
autocorrelation nor variance showed increases with p<0.05. This suggests that 
the downturn is not preceded by critical slowing down, and therefore is possibly 
not characterised by a bifurcation. However, due to the possibility of Type II 
errors (false negatives), not finding early warning signals cannot prove that 
there is no bifurcation. The standard deviation data for Towai_Std was analysed 
(Figure 5.7) and found decreases in both autocorrelation and variance.  
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Figure 5.5 Time series analysis on Towai_crn data preceding the downturn. (A) Kauri 
ring-width Index (black) and detrending line (purple); (B) Residuals from detrended 
data; (C) Autocorrelation over the sliding window (Window = 50% of data), dashed line 
indicates result with no detrending; (D) Variance over the sliding window, dashed line 
indicates result with no detrending. Kendall tau correlation coefficient used to measure 
the significance of the trend (top non-detrended result, bottom detrended result). (E) 
Null model derived from surrogate time series showing significance level of results for 
autocorrelation and (F) variance.  
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Figure 5.6 Time series analysis on Towai_Std data preceding the downturn. (A) Kauri 
ring-width Index (black) and detrending line (purple); (B) Residuals from detrended 
data; (C) Autocorrelation over the sliding window (Window = 50% of data), dashed line 
indicates result with no detrending; (D) Variance over the sliding window, dashed line 
indicates result with no detrending. Kendall tau correlation coefficient used to measure 
the significance of the trend (top non-detrended result, bottom detrended result). (E) 
Null model derived from surrogate time series showing significance level of results for 
autocorrelation and (F) variance. 
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Figure 5.7 Time series analysis on Towai_Std standard deviation data preceding the 
downturn. (A) Kauri Index standard deviation (black) and detrending line (purple); (B) 
Residuals from detrended data; (C) Autocorrelation over the sliding window (Window = 
50% of data), dashed line indicates result with no detrending; (D) Variance over the 
sliding window, dashed line indicates result with no detrending. Kendall tau correlation 
coefficient used to measure the significance of the trend (top non-detrended result, 
bottom detrended result). (E) Null model derived from surrogate time series showing 
significance level of results for autocorrelation and (F) variance. 
0.0
0.2
0.4
0.6
0.8
1.0
S
ta
nd
ar
d 
de
vi
at
io
n
Age (cal year BP)
Window = 50 % Bandwidth = 30A
-13000 -12800 -12600 -12400
-0.2
-0.1
0.0
0.1
0.2
R
es
id
ua
ls
B
0.00
0.05
0.10
0.15
0.20
0.25
0.30
A
R
(1
)/A
C
F 
in
di
ca
to
r
Τ =  -0.744
Τ =  -0.677
C
-13000 -12800 -12600 -12400
0.006
0.007
0.008
0.009
0.010
Age (years BP)
V
ar
ia
nc
e
Τ =  -0.847
Τ =  -0.71
D
-1.0 -0.5 0.0 0.5 1.0
0
10
20
30
40
50
60
70
95%5%
Kendall tau
Fr
eq
ue
nc
y
Autocorrelation
-1.0 -0.5 0.0 0.5 1.0
0
20
40
60
80
95%5%
Kendall tau
Fr
eq
ue
nc
y
VarianceE F 
 205 
 
 
 
Figure 5.8 Time series analysis on Towai_crn data during the downturn. (A) Kauri ring-
width Index (black) and detrending line (purple); (B) Residuals from detrended data; 
(C) Autocorrelation over the sliding window (Window = 50% of data), dashed line 
indicates result with no detrending; (D) Variance over the sliding window, dashed line 
indicates result with no detrending. Kendall tau correlation coefficient used to measure 
the significance of the trend (top non-detrended result, bottom detrended result). (E) 
Null model derived from surrogate time series showing significance level of results for 
autocorrelation and (F) variance. 
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Figures 5.8 and 5.9 shows tipping point analysis carried out on data during the 
downturn to see if early warning signals were displayed on the abrupt exit from 
the downturn. Both Towai_crn and Towai_Std showed increases in 
autocorrelation (though only the non-detrended results from Towai_Std showed 
increases with p<0.05) but no consistent trend in variance. Since variance can 
sometimes not show the expected rise consistent with the fluctuation-
dissipation theorem, it is possible that the increases in autocorrelation could 
signify early warning signals of a bifurcation at the exit of the downturn. Figure 
5.10 displays indicators for the Towai_Std standard deviation data, which 
showed no trend in autocorrelation, but a robust increase in variance with both 
the detrended and non-detrended results showing p<0.05. 
 
 
 
 
 
 
 
 
 
 207 
 
 
 
Figure 5.9 Time series analysis on Towai_Std data during the downturn. (A) Kauri ring-
width Index (black) and detrending line (purple); (B) Residuals from detrended data; 
(C) Autocorrelation over the sliding window (Window = 50% of data), dashed line 
indicates result with no detrending; (D) Variance over the sliding window, dashed line 
indicates result with no detrending. Kendall tau correlation coefficient used to measure 
the significance of the trend (top non-detrended result, bottom detrended result). (E) 
Null model derived from surrogate time series showing significance level of results for 
autocorrelation and (F) variance. 
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Figure 5.10 Time series analysis on Towai_Std standard deviation data during the 
downturn. (A) Kauri Index standard deviation (black) and detrending line (purple); (B) 
Residuals from detrended data; (C) Autocorrelation over the sliding window (Window = 
50% of data), dashed line indicates result with no detrending; (D) Variance over the 
sliding window, dashed line indicates result with no detrending. Kendall tau correlation 
coefficient used to measure the significance of the trend (top non-detrended result, 
bottom detrended result). (E) Null model derived from surrogate time series showing 
significance level of results for autocorrelation and (F) variance. 
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Potential analysis was therefore carried out to investigate whether the downturn 
was characterised by the presence of an alternative stable state, or whether it 
was simply the changing position of the underlying potential. The green line in 
the top panel of Figure 5.11 indicates the presence of a two-well potential, due 
to the clear presence of a ‘shoulder’ on the main basin. The shape of the 
underlying potential both before (red and green line) and after (purple and 
orange line) the downturn indicates the presence of a single well potential. The 
shift to a ‘shoulder’ indicates the presence of a semi-stable state, which could 
suggest that the downturn could have been due to either a bifurcation or a 
noise-induced transition between two states.  
 
 
 
 
Figure 5.11 Potential analysis from the Towai_Std data, showing a shift in the basin of 
attraction to show a ‘shoulder’ during the downturn (green period). 
 
 
5.8. Discussion/Conclusions 
The analysis of these tree-ring data highlighted important methodological issues 
associated with the construction of the tree-ring sequence in relation to tipping 
point analysis. In particular, understanding the smoothing procedures inherent 
in constructing a tree-ring sequence as well as adjustments to the 
autocorrelation structure of the data and the use of other data derived from 
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producing the chronology such as the standard deviation, means that the 
generic early warning indicators may be adapted as required. Importantly, there 
was little difference in the structure of the trends in autocorrelation and variance 
between the two ring-width sequences that had been treated slightly differently 
in terms of their autocorrelation structure. Since the autocorrelation is only re-
added if in common with other tree-ring series, this should in theory maximise 
the signal of critical slowing down (which should be common to all tree-ring 
series), and minimise the autocorrelation caused by biological inertia. It is 
therefore suggested that the signal-free adjustment that is applied to some tree-
ring sequences should not invalidate tipping point analysis, although an 
appreciation of how the autocorrelation structure may have changed is 
important. Indeed, although the data analysed in this chapter was also re-
reddened, sometimes autocorrelation is simply removed from the sequence 
without being replaced, which would almost certainly cause problems for tipping 
point analysis.    
 
Results from tipping point analysis displayed no clear early warning signals of 
critical slowing down prior to the abrupt downturn observed in the mean ring-
width index or the standard deviation. However, although the difference 
between the detrended and non-detrended results was minimal, there was a 
clear difference in the behaviour of the indicators for the mean ring-width index 
and the standard deviation. Whilst the variance did show an increasing trend 
starting about 150 years before the downturn in the mean ring-width data, which 
could potentially be an indication of noise-induced tipping (Ditlevsen and 
Johnsen, 2010), this was not matched in the standard deviation data. The data 
was also analysed during the downturn to test whether there may have been a 
bifurcation at the exit of the downturn. Increases in autocorrelation were found 
in both detrended and non-detrended data for both tree-ring sequences (though 
only one of the 4 results showed 95% significance). Although variance showed 
little trend in the Towai_crn or Towai_Std, the standard deviation data did show 
significant (p>0.05) increases in variance for both detrended and non-detrended 
data. 
 
Application of potential analysis identified a ‘shoulder’ in the underlying potential 
during the 100-year downturn period. This suggests the presence of an 
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alternative state, present only for the short lived period of the downturn, and 
potentially highly degenerate.  
 
A combination of potential analysis and tipping point analysis suggest the 
presence of an alternative stable state, which was entered for a short-lived 
period in the middle of the Younger Dryas Chronozone. Tipping point analysis 
on the two ring-width sequences as well as the standard deviation of one of the 
sequences suggest that, similar to the Younger Dryas Stadial in the Northern 
Hemisphere, the onset of the downturn was possibly caused by a noise-induced 
tipping (supported by a lack of autocorrelation increase, but a short-lived 
increase in variance just prior to the downturn). The exit of the downturn 
showed increases in autocorrelation in the ring-width sequences and an 
increase in variance in the standard deviation data, which may be consistent 
with a bifurcation. It is important to note that, in contrast to the Northern 
Hemisphere, the downturn observed in the Towai sequence was not 
synchronous with the onset of the Younger Dryas Stadial and was of 
significantly shorter duration. Conclusions are tentative however, due to the less 
well-known mechanistic driver to such changes (unlike the well-known 
hysteretic threshold behaviour associated with the THC).  
 
As discussed in Section 5.3, there has been evidence for the diverging strength 
of the ENSO teleconnection to New Zealand at times in the past. A study 
presenting a 700 year long kauri tree-ring record from Northland, New Zealand 
(Fowler et al., 2012) suggests that a reorganisation or weakening of the ENSO 
teleconnection to the New Zealand region may have occurred during the Little 
Ice Age Chronozone. This is proposed due to the presence of a reduced 
chronology variance in the kauri tree-ring sequence, and supported by a 
selection of other ENSO proxies (as reported in Fowler et al. (2012)). The 
mechanisms that were suggested to be behind this were a northerly shift of the 
Southern Hemisphere Westerlies and the subtropical front during the Little Ice 
Age (Fowler et al., 2012), akin to a smaller-scale version of larger shifts 
identified during glacial times (Bard and Rickaby, 2009). This is supported by a 
synoptic Little Ice Age atmospheric circulation reconstruction (Lorrey et al., 
2014), which suggests that ENSO teleconnections can vary significantly on 
multi-decadal scales.  
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The observed reduction in the mean ring-width index and the standard deviation 
in the Late-glacial subfossil kauri record are broadly consistent with the 
changes observed during the Little Ice Age Chronozone in the kauri ring-width 
sequence from the last millennium. Though further work is currently being 
undertaken to determine whether changes in the strength of the ENSO 
teleconnection can be extrapolated to the Late-glacial period, it is tentatively 
suggested that a similar mechanism could explain the downturn observed in the 
Late-glacial record. Strong interdecadal variability has been documented during 
the Younger Dryas Chronozone in the South Pacific (Corrège et al., 2004), 
invoking links with the mid-latitudes. However, more palaeoclimate records and 
modelling studies are needed to more fully understand ocean-atmosphere 
dynamics during the Younger Dryas Chronozone in the Southern Hemisphere. 
Furthermore, it is not clear whether early warning signals should be expected if 
there is a shift in the teleconnection strength rather than a shift in the underlying 
potential of the system.  
 
This chapter outlines the exciting prospects for using tree-rings in tipping point 
analysis, particularly since it represents such a valuable archive in terms of its 
chronological control and annual resolution. Further work is ongoing to improve 
the mechanistic understanding behind the abrupt changes observed in the New 
Zealand kauri record. Furthermore, isotopic signatures from tree-ring 
sequences could also provide valuable new insights into the climate and 
environmental change during growth of the Towai kauri e.g. (Brookman, 2014). 
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Chapter 6: Stability changes 
during the Late Pleistocene 
 
This chapter investigates stability changes over the Late Pleistocene by the use 
of two complementary techniques. As well as using tipping point analysis, this 
chapter investigates the application of a technique called ‘potential analysis’ 
which enables the detection of the number of stable states in a system over 
time. Two chronologies are investigated: the GICC05 δ18O chronology and a 
new precisely dated Greenland ice core δ18O chronology constructed by 
combining GICC05 and the absolutely-dated Cariaco Basin record of 
Intertropical Convergence Zone (ITCZ) movement.  
 
 
The analysis from this chapter is based on data derived from an updated 
chronology (Box 6.1 and Table 6.1), constructed by C.Turney and provided with 
kind permission. Wavelet analysis (Figure 6.1 and 6.2) of this chronology was 
undertaken by C.Turney and reproduced with kind permission.  
 
6.1. Introduction  
The Late Pleistocene was characterised by a series of severe (regional 
temperature changes of up to 16˚C) and rapid (commencing within years to 
decades) climate oscillations known as Dansgaard-Oeschger (D-O) events that 
have been identified in oceanic, ice and terrestrial records throughout the 
Northern Hemisphere (Wolff et al., 2010). The millennial length D-O events can 
be grouped into semi-regular cooling cycles with an asymmetrical ‘saw-tooth’ 
pattern (Bond Cycles) (Bond et al., 1993) that culminate in massive discharges 
of ice into the North Atlantic, known as Heinrich events (Dansgaard et al., 1993; 
Grootes et al., 1993; Bond and Lotti, 1995). 
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The warming associated with the D-O events is thought to have extended 
across much of the Northern Hemisphere, with shifts in Greenland and Europe 
widely reported, but also documented in speleothem records of the Asian 
summer monsoon (Wang et al., 2001; Barker et al., 2011). Importantly, 
antiphase temperature trends recorded in Antarctica (EPICA, 2006; Petersen et 
al., 2013) have been used to support the idea of a bipolar seesaw, linked to 
changes in the Atlantic Meridional Overturning Circulation (AMOC) with a 
reduction in deepwater formation in the north (McManus et al., 2004) and 
increased overturning in the south (Stocker and Johnsen, 2003). Although there 
is also a well-established link between the D-O events and changes in the 
AMOC e.g. (Timmermann et al., 2003), the origin of the D-O events, and their 
suggested periodicity remains unclear.  
 
A recently suggested mechanism to explain the characteristic temporal 
evolution of the D-O events invokes abrupt changes in sea-ice cover (Petersen 
et al., 2013). This paper describes a sequence of events for the proposed 
oscillation mechanism: stadial conditions exist prior to the D-O event, with an 
extensive ice shelf along the eastern Greenland margin; the abrupt warming of 
the D-O event is induced by the break-up of this ice shelf (possibly caused by 
the warming of subsurface waters e.g. (Joughin et al., 2010; Marcott et al., 
2011; Dokken et al., 2013)), causing a rapid retreat of sea ice and a 
corresponding rapid rise in Greenland temperatures. The ice shelf gradually 
regrows, causing a gradual cooling in Greenland, until the sea-ice-albedo 
feedback (Gildor and Tziperman, 2003) causes an expansion in sea ice, and 
stadial conditions return. The cooling effect of a large ice shelf in addition to 
extensive sea ice cover would cause regionally cold surface temperatures. The 
duration of the cooling phase is dependent on the time required to regrow the 
ice shelf, whilst the duration of the warming phase is dependent on the time 
required to remove it. In addition, freshwater hosing experiments have linked 
North Atlantic sea ice cover to D-O warming events e.g. (Vellinga and Wood, 
2002).  
 
However, the periodic behaviour of these events is uncertain. Although a strong 
peak in the power spectrum at 1470 yr periods has been reported in the GISP2 
isotope record (Grootes and Stuiver, 1997), suggesting the presence of periodic 
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forcing, it was subsequently discovered that most of the power associated with 
the 1470 yr band came from D-O events 5-7 only (Schulz, 2002). Further 
statistical testing of this periodicity was undertaken, using both the NGRIP 
GICC05 and GISP2 time scales (Ditlevsen et al., 2007), and found that the 
detection of a periodicity relies strongly on the dating accuracy of the D-O 
events. The reoccurrence times of the D-O events were found to be 
indistinguishable from a random occurrence, suggesting that there is no 
periodic forcing component. This is an important distinction to make when 
identifying the underlying causes of this dominant mode of climate variability. 
Stochastic resonance has also been proposed as a mechanism for the D-O 
events (Ganopolski and Rahmstorf, 2002). Stochastic resonance occurs when 
there is a combination of weak periodic forcing and stochastic fluctuations, 
where the forcing alone is too weak to cause the transition, and noise is 
necessary to induce the shift. However, since a ~1500 year forcing cycle 
remains unidentified, and moreover the ~1500 year recurrence time is 
suggested to be coincidental (Ditlevsen et al., 2007), the concept of stochastic 
resonance as a mechanism for the D-O events remains questioned (Crucifix, 
2012).  
 
The D-O events are largely associated with Marine Isotope Stage (MIS) 3, 
encompassing the period 30-60 ka. Marine Isotope Stages (MIS) are periods of 
the palaeoclimate alternating from warm to cool periods, derived from oxygen 
isotope data from deep ocean cores. The MIS timescale was developed from 
the pioneering work of Emiliani and Urey in the 1950s; the stages with even 
numbers have high levels of oxygen-18, representing glacial conditions, while 
the stages with odd numbers have low levels of oxygen-18, representing 
interglacial conditions. During late MIS 2, the D-O cycles that characterised 
MIS3 became less prominent and were completely suppressed between 23 and 
18 ka BP (Grootes and Stuiver, 1997; Stuiver and Grootes, 2000). For a long 
time, the causes for this relatively senescent phase have remained unclear 
(Schulz et al., 1999), although reconstructions have suggested that “higher-
amplitude variability and more frequent D-O events occurred when the climate 
was in an intermediate state”, with minimal activity during interglacials and 
glacial maxima (Barker et al., 2011). However, recent work enabling the 
detection of the number of states within a system has suggested that a shift 
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from a bistable to a monostable state occurred at some point prior to the Last 
Glacial Maximum (LGM) (Livina et al., 2010). Although the exact timing of this 
shift is unclear, it appears broadly to coincide with the absence of D-O events 
during MIS 2. The bistable state is thought to incorporate the Dansgaard-
Oeschger oscillations (characterised by a warm interstadial state, and a cold 
stadial state), whilst the monostable state dominates during the Last Glacial 
Maximum and through Termination 1 (MIS 2). This shift from a two-well to a 
one-well potential has been interpreted as the loss of the ‘warm’ state that 
characterised the peak of the D-O events.  
 
The distinctive shape of the events (see Figure 6.1), and their suggested links 
to the hysteretic AMOC, implied the presence of multistability, but Livina et al. 
(2010) was the first study to demonstrate this statistically. Indeed, this 
bimodality was first recognised by Wunsch (2003), who investigated the 
underlying probability densities of the GRIP and GISP2 isotope records. It is 
suggested that the switches between the ‘cold’ and ‘warm’ state are due to the 
presence of a threshold mechanism, strongly influenced by noise (Rahmstorf, 
2003).  
 
This chapter aims to test whether early warning signals of a bifurcation from a 
two-well to a one-well potential during the Late Pleistocene, as suggested by 
Livina et al. (2010), can be detected using the methods described in Chapter 2. 
In addition, a new chronology based on synchronous movements of the ITCZ 
associated with D-O warming from the Cariaco Basin and Hulu cave (discussed 
in Section 6.2) is tested to determine whether the two methods of tipping point 
analysis and potential analysis are age-model dependent.  
 
 
6.2. Data 
A new precisely dated Greenland ice core δ18O chronology has been 
constructed over the last 60 ka BP, using the absolutely-dated Cariaco Basin 
record of Intertropical Convergence Zone (ITCZ) movement (C.Turney, 
unpublished data), henceforth referred to as the Cariaco-GICC05 chronology. 
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This chronology was constructed by determining, using a chi-squared test, that 
the D-O events were statistically identical in both the Atlantic Cariaco Basin 
record and the GICC05 chronology (C.Turney, unpublished data). More details 
regarding the construction of the chronology are found in Box 6.1 and Table 6.1.  
 
When comparing the oxygen isotope record from the original GICC05 
chronology over the last 60 ka to the updated Cariaco-GICC05 chronology, the 
pattern of change is broadly identical; however, there is a slight difference in the 
time-frequency of the analysis, particularly the spectral profile (see Figures 6.1 
and 6.2). Indeed, previous studies have shown that the spectral characteristics 
of Greenland δ18O records appear to be strongly age model dependent 
(Ditlevsen et al., 2007). Wavelet analysis of the updated chronology (Caraico-
GICC05) detects a switch in the dominant oscillations of the system at ~31ka 
(see Figure 6.1), from a dominant millennial periodicity to dominant oscillations 
in the 40-90 year band. However, wavelet analysis of the original GICC05 
chronology (Figure 6.2) does not detect this abrupt transition in pervasive 
periodicities, and instead displays a much more gradual change.  
 
 
Box 6.1 Construction of the Caraico-GICC05 chronology (C.Turney, 
unpublished) 
 
While the Greenland ice cores (DYE-3, GRIP and NGRIP on the GICC05 
timescale) (Rasmussen et al., 2006; Svensson et al., 2008) provide a detailed 
record of climate change for the North Atlantic, cumulative counting errors can 
exceed 2%, potentially resulting in calendar timescale offsets of up to 1,000 
years (Muscheler et al., 2014). However, abrupt warming associated with D-O 
events can be used as tie points to correlate multiple climate records 
(Shackleton et al., 2004), providing the opportunity to improve precision. A 
novel approach was used to determine the onset and duration of D-O events by 
combining the calendar-age estimates for abrupt warming obtained from 
Greenland with the Venezuelan Cariaco Basin marine record of shifts in the 
trade winds associated with northward migration of the Intertropical 
Convergence Zone (ITCZ) in the tropical Atlantic during interstadials (Hughen et 
al., 2006). The Cariaco sediments are annually laminated during the Late-
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glacial and Holocene, providing independent age control since 14.7 kyr, a 
period during which near-synchronous changes in the ITCZ and North Atlantic 
warming have been demonstrated (Steffensen et al., 2008).  
 
Prior to 14.7 kyr, the Cariaco record preserves evidence of distinct millennial-
scale variability in sedimentological and geochemical proxies that have been 
robustly correlated with the uranium series-dated Hulu Cave δ18O record (with 
age uncertainties <1%) (Edwards et al., 2013), providing an absolute age 
timescale. The rapid northward ITCZ migrations recorded in Cariaco Basin are 
statistically identical in time to abrupt North Atlantic warming as reported in the 
Greenland ice cores (Svensson et al., 2008; Wolff et al., 2010; Muscheler et al., 
2014), suggesting no significant temporal lag (within errors) between the tropics 
and the polar region during interstadials (Hughen et al., 2006), consistent with a 
reduction in the latitudinal temperature gradient and an ‘instantaneous’ 
hemispheric-wide atmospheric response (Rind, 2000).  
 
OxCal 4.1 (Ramsey, 2008) was used to combine the two chronologies, using 
the absolutely dated onset of each interstadial in Cariaco and the annual layer-
counted onset and duration from Greenland, to generate a new, highly precise 
record of the timing and duration of abrupt and extreme swings in north Atlantic 
temperature during the past 56 kyr (Table 6.1). This new reconstruction shows 
that while all estimates of the onset of interstadial events in the GICC05 δ18O 
record are within the errors of the new Cariaco-Greenland chronology, the 
uncertainty surrounding these transitions is greatly reduced (by 18-79%) and 
significant shifts in the mean age are also visible (notably during interstadial 
events IS5, IS9 and IS13). 
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1Derived from Greenland (Wolff et al., 2010) 
2Derived from Cariaco Basin (Hughen et al., 2006). 
 
Table 6.1 Summary of ages for interstadial and Holocene warming over the past 
56,000 years using the Greenland ice core GICC05 and Cariaco Basin marine 
sedimentary records, along with the combined mean age (at 1σ) used to construct the 
new chronology. t values from Chi-squared test of variance for combined ages derived 
from OxCal (Tzedakis et al., 2007). Table provided by C.Turney (unpublished). 
Interstadial Greenland 
onset, cal. 
BP1 
±1σ Cariaco 
onset, 
cal. BP2 
±1σ t (5% 3.8) Combined mean 
age, cal.  BP 
(onset of 
Interstadial) 
±1σ Offset from 
Greenland (% 
change in 
error) 
Offset from 
Cariaco (% 
change in error) 
Termination 
of 
Interstadial1 
Holocene 11,653 50    11,653 50    
GI-1 14,642 93 14,600 125 0.1 14,627 76 15 (18.3) -27 (39.2)  12,727 
GI-2 23,290 298 23,790 268 1.6 23,566 201 -276 (32.6) 224 (25.0)  23,466 
GI-3 27,730 416 27,855 119 0.1 27,846 116 -116 (72.1) 9 (2.5)  27,546 
GI-4 28,850 449 28,639 126 0.2 28,654 123 196 (72.6) -15 (2.4)  28,354 
GI-5 32,450 566 31,599 152 2.1 31,656 148 794 (73.9) -57 (2.6)  31,156 
GI-6 33,690 606 34,226 224 0.7 34,162 213 -472 (64.9) 64 (4.9)  33,762 
GI-7 35,430 661 35,357 288 <0.1 35,369 266 61 (59.8) -12 (7.6)  34,669 
GI-8 38,170 725 38,355 194 0.1 38,343 189 -173 (73.9) 12 (2.6)  36,743 
GI-9 40,110 790 41,368 340 2.1 41,171 314 -1,061 (60.3) 197 (7.6)  40,871 
GI-10 41,410 817 42,192 197 0.9 42,149 193 -739 (76.4) 43 (2.0)  41,449 
GI-11 43,290 868 43,808 189 0.3 43,785 186 -495 (78.6) 23 (1.6)  42,785 
GI-12 46,810 956 47,540 211 0.6 47,506 208 -696 (78.2) 34 (1.4)  44,906 
GI-13 49,230 1,015 50,801 691 1.6 50,303 573 -1,073 (43.5) 498 (17.1)  
GI-14 54,170 1,150 53,972 719 <0.1 54,028 610 142 (47.0) -56 (15.2)  
GI-15 55,750 1,196 55,961 672 <0.1 55,910 587 -160 (50.9) 51 (12.6)  
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Figure 6.1 A) Greenland ice core δ18O on the updated Cariaco-GICC05 timescale, with 
the D-O events and Heinrich events numbered; B) Wavelet power spectrum of the new 
Greenland ice core record (on the Cariaco Basin-Hulu Cave chronology) documenting 
the switch in pervasive periodicity from 1300-1700 years to 40-90 years at 31 ka. The 
contour levels are selected so that 75%, 50%, 25% and 5% of the wavelet power is 
above each respective level. Analysis was undertaken using the interactive software 
available at http://paos.colorado.edu/research/wavelets/; C) Obliquity curve (Berger 
and Loutre, 1991) showing the minima at ~30 ka BP. Figure provided by C.Turney 
(unpublished).  
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Figure 6.2 A) Greenland ice core δ18O on the GICC05 timescale, with the D-O events 
highlighted by the grey bands and numbered; B) Wavelet power spectrum of the 
GICC05 Greenland ice core record. The contour levels are selected so that 75%, 50%, 
25% and 5% of the wavelet power is above each respective level. N.B. Time is from 
left to right. Analysis was undertaken using the interactive software available at 
http://paos.colorado.edu/research/wavelets/. Figure provided by C.Turney 
(unpublished). 
 
 
These datasets are therefore ideal to ascertain whether the shift in the number 
of states present detected by Livina et al. (2010) using the original GICC05 
chronology can also be detected using the Cariaco-GICC05 chronology, and if 
so, whether a different or more precise age estimate can be obtained. This 
should determine the importance of the chronology on potential analysis. Since 
the switch between a bistable to monostable state during the Late Pleistocene 
A 
B 
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is thought to be characterised by a bifurcation, early warning signals of this shift 
should be displayed. 
 
 
6.3. Methods  
To determine whether the switch from a bistable to a monostable state can be 
detected using the Cariaco-GICC05 chronology, the first three stages of 
potential analysis were undertaken. In addition, tipping point analysis was 
employed to see if early warning indicators of this bifurcation could be detected.  
 
 
6.3.1. Potential Analysis 
Potential analysis is a technique used for identifying the underlying stability 
structure and the existence of alternative stable states in a time series e.g. 
(Livina et al., 2010; Kwasniok, 2013b). The method also allows the derivation of 
the shape of the underlying potential of a system, assuming that the time series 
can be approximated by a stochastic potential equation (Livina et al., 2010; 
Livina et al., 2011). When this analysis is carried out over a sliding window 
(ranging from 10% to 50% of the data length), this allows an appreciation of 
how the potential changes through time. Importantly, potential analysis can be a 
type of early warning indicator of flickering or noise-induced tipping, particularly 
in systems characterised by high levels of noise, since it can identify the 
presence of alternative regimes (Dakos et al., 2012a).  
 
The exact methodology of potential analysis is outlined in detail in Chapter 2, 
however, briefly, stability analysis can be undertaken by creating a smoothed 
histogram of the frequencies of observations either once over the entire time 
series or through a rolling analysis over a sliding window. The size of the sliding 
window here is a trade-off between the amount of data included in the analysis 
and the degree of accuracy for the timing of any changes detected. This 
histogram is converted into an empirical probability density of the data (over a 
sliding window), which may be inverted to aid visual interpretation. The number 
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of states present may be indicated by the modality of the distribution, as well as 
the number of inflection points present.  
 
Potential analysis has been used extensively in the analysis of the Greenland 
ice cores over the Quaternary period. In particular, the Dansgaard-Oeschger 
(D-O) oscillations of the Late Pleistocene are thought to be characterised by the 
system switching randomly between two states (Livina et al., 2010; Ditlevsen 
and Johnsen, 2010; Livina et al., 2011), and potential analysis has indicated the 
presence of a two-well potential. However, as briefly discussed in Chapter 1.10, 
researchers are divided over the exact mechanisms of change. 
 
The method of potential analysis was initially validated on artificial data (see 
Chapter 2) however, since palaeoclimate time series are generally much shorter 
than the artificial data initially used, analysis of the GRIP and NGRIP δ18O 
record was undertaken to investigate appropriate time windows as well as the 
effects of high noise levels (Livina et al., 2010). The mean recurrence time 
(Kramers waiting time) of each D-O event was measured to find the most 
appropriate window size that would enable a high probability of the correct 
detection of the number of states. Furthermore, analysis on noisy time series 
found that even when a system has a high noise level (for instance when the 
noise level is five times as high as the depth of the potential well), potential 
analysis is still able to detect the underlying structure of the potential (Livina et 
al., 2010). In fact, in systems with only a small level of noise (where the noise 
level is smaller than the depth of the potential well), the detection of other 
potential wells is less successful, as the system is less likely to sample these 
other states (over the same time period) (Livina et al., 2011). This previous work 
demonstrated that potential analysis is most successful in systems with a 
relatively high level of noise.  
 
For the purposes of this study, it is the number of states in the system over the 
window of analysis that is of interest; stages 4-7 of potential analysis which find 
the coefficients of the potential are not necessary (see Chapter 2.5). The 
window of analysis was chosen following Livina et al. (2011); the mean waiting 
time of D-O events is about 2.7 ka (Ditlevsen et al., 2005), which means that 
with a window size of 10 ka, the probability of erroneous detection of a single-
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well potential is of order exp(-10/2.7)~0.025, giving high probability of a 
bifurcation being correctly detected. Thus, a histogram was constructed, 
converted into an empirical probability density and inverted. Instead of counting 
the number of inflections over time and plotting them as a contour plot e.g. 
(Livina et al., 2010), an alternative method of visualising the changing shape of 
the underlying potential over time was created as an animation showing the 
shape of the potential changing over the moving sliding window. This has 
benefits over the contour plot method as more subtle changes can be inferred. 
Potential analysis was also applied on the original GICC05 chronology to 
compare to this previously published work. 
 
 
6.3.2. Tipping point analysis 
Since the results from Livina et al. (2010) suggest a bifurcation in the climate 
system sometime prior to the LGM, tipping point analysis was undertaken to 
search for early warning signals of this bifurcation, measuring the trends in 
autocorrelation and variance over a sliding window (as described in Chapter 2). 
This analysis was undertaken on both the original GICC05 chronology as well 
as the updated Cariaco-GICC05 chronology. The indicators are expected to 
increase on the approach to a tipping point due to the gradual decrease in 
recovery rate to perturbations (Dakos et al., 2008). The cut-off point was chosen 
as 31 ka since this was the point at which the wavelet analysis identified the 
switch in pervasive periodicities. Although the potential analysis from Livina et 
al. (2010) indicated that the actual bifurcation may have occurred between 31 
and 28 ka, the cut-off point was chosen as 31 ka to ensure that data beyond the 
bifurcation point were not included in the analysis. Since the appropriate 
detrending bandwidth was difficult to determine, a thorough sensitivity analysis 
was undertaken to ensure that results were not dependent on the choice of 
detrending bandwidth. The nonparametric Kendall tau correlation coefficient 
was applied to test for statistical significance. These results were tested against 
1000 generated surrogate time series to assess the significance level.  
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6.4. Results and data analysis 
Figure 6.3 shows snapshots of the changing shape of the potential well over 
time using the Cariaco-GICC05 chronology. Figure 6.3 starts with a two-well 
potential at 60 ka (Figure 6.3a); this two-well potential remains dominant until 
Figure 6.3e, where the right-hand well starts become much shallower at around 
~30 ka. At Figure 6.3f, a one-well potential emerges, which is sustained until 
Figure 6.3h, during the Late-glacial Interstadial (GI-1 or the Bølling-Alleröd), 
which is characterised by a two-well potential. With the onset of the Holocene 
(Figure 6.3i), the climate system appears to have reverted to a one-well 
potential.   
 
Figure 6.3 can be compared to Figure 6.4 from Livina et al. (2010), where the 
change from a one-well to a two-well potential occurs broadly at the same time. 
However, Figure 6.4 uses a range of different time windows whereas the 
analysis in this chapter (e.g. Figure 6.3) uses a window of 10 ka (which has the 
lowest probability of erroneous detection (Ditlevsen et al., 2005; Livina et al., 
2011)). Figure 6.4 shows that the switch from a two-well to a one-well potential 
occurs somewhere between 20 and 28 kyr BP in both the GRIP and the NGRIP 
chronologies. To enable a direct comparison to the updated Cariaco-GICC05 
chronology, when only looking at the 10 ka time window this switch occurred at 
~23 kyr BP. Analysis of the updated Cariaco-GICC05 chronology shows that 
the switch to a monostable state was complete by 28 ka, with the presence of a 
small semi-stable state for 3 kyr preceding this.  
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Figure 6.3 Nine snapshots of the animation showing the changing shape of the 
potential well over time (from a to i) using the new updated Cariaco-GICC05 timescale. 
N.B. Time is from left to right.   
 
!!
!!
!!!!
a) b) c) 
d) e) f) 
g) h) i) 
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Figure 6.4 Potential analysis of the Greenland ice core data: (a) GRIP time series; (b) 
contour plot depicting the number of detected states (one-well = red, two-well = green, 
three-well = cyan, four-well = purple) over time (over different sliding windows); (c) 
NGRIP time series; (d) contour plot as in (b). From (Livina et al., 2010). 
 
 
To enable a more precise comparison between the two chronologies, 
particularly at the transition from a bistable to a monostable state at sometime 
during ~20-30 ka, potential analysis was applied to both chronologies and both 
plotted in Figure 6.5. Snapshots of the stability structure are shown, using both 
the GICC05 (green) and the Cariaco-GICC05 (black) chronologies. These 
snapshots help to illustrate the shape of the underlying potential, which 
provides more information about the stability of the states than the contour plot 
in Figure 6.4. Figure 6.5 firstly suggests that the that D-O events 2, 3 and 4 
occur when the ‘cold’ state has lost its clear two-mode stability and only has 
marginal stability. Secondly, Figure 6.5 provides a possible explanation for the 
observed bistability in the GICC05 chronology from Livina et al. (2010); 
specifically, Figure 6.5i shows that although the Cariaco-GICC05 chronology 
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has only one inflection point, the GICC05 chronology (green) has two inflection 
points at the base of the main well. This could be the result of the smoothing 
function and is unlikely to demonstrate any real bistability. This does however, 
explain why the contour plot in Figure 6.4 (GICC05) shows the presence of a 
two-well potential for much longer than the animation snapshots in Figure 6.3 
(Cariaco-GICC05), since it simply measures the number of inflection points in 
the underlying potential. Importantly, these results suggest that the animation 
plots allow a more precise identification of the stability structure of the 
underlying potential. 
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Figure 6.5 Nine snapshots of the animation showing the changing shape of the 
potential well over time (from a to l) using the new updated Cariaco-GICC05 timescale 
(black) and the GICC05 timescale (green), showing the transition from a bistable to a 
monostable state, covering the period 35-20 ka.  
 
  
!
!!
!!
!!!!!!!
a) b) c) 
d) e) f) 
g) h) i) 
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Results from tipping point analysis finds a positive trend in both autocorrelation 
and variance, starting 10,000 years before the switch in dominant periodicities 
at 31ka (Figure 6.1), consistent with the climate system reaching a tipping point 
(Figure 6.6, 6.8). These trends are robust over a range of smoothing 
bandwidths and size of sliding window, and show a statistically significant 
increase (Figure 6.7). There is little difference in Figures 6.6 and 6.8, 
suggesting that tipping point analysis is less sensitive to the chronology used 
than spectral analysis. This is a positive finding particularly in terms of 
palaeoclimate records that cannot always be precisely dated. Furthermore, this 
analysis therefore indicates that even if an age model has large errors, this 
should not produce a significant influence on the analysis. This is the first 
evidence of the detection of early warning signals of a bifurcation in the climate 
system during the Late Pleistocene. 
 
 
 
 
 
Figure 6.6 Data from 56ka to 31ka. (A) black line is the Greenland δ18O with the 
Cariaco-GICC05 chronology applied, and the purple line is the detrending line; (B) 
Residuals from the detrended data; (C) Autocorrelation over the sliding window 
(Window = 50% of data); (D) Variance over the sliding window. A Kendall tau value to 
measure the significance of the trend is taken from 40ka (at the blue and red dashed 
lines in panel C and D). A clear positive trend in both autocorrelation and variance is 
found, with Kendall tau values of 0.649 and 0.730 respectively.  
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Figure 6.7 Histogram showing frequency distribution of Kendall tau values from 500 
realisations of a surrogate time series model. The grey dashed lines indicates the 90% 
and 95% significance levels and the blue and red vertical lines show the Kendall tau 
values from the Cariaco-GICC05 time series for autocorrelation (A) and variance (B) 
respectively. 
 
 
 
 
 
Figure 6.8 Data from 60ka to 31ka. (A) black line is the Greenland δ18O with the 
GICC05 chronology applied, and the purple line is the detrending line; (B) Residuals of 
from detrended data; (C) Autocorrelation over the sliding window (Window = 50% of 
data); (D) Variance over the sliding window. A Kendall tau value to measure the 
significance of the trend is taken at from 40ka (blue and red dashed lines in panel C 
and D). A clear positive trend in both autocorrelation and variance is found, with 
Kendall tau values of 0.431 and 0.907 respectively.  
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6.5. Discussion/Conclusions 
Stability analysis of the full record indicates that during the period 56-31ka, the 
North Atlantic climate system existed in a bistable state, frequently switching 
between warm and cool periods, characterised by the Dansgaard-Oeschger 
oscillations. However, following 31 ka, the system appears to move into 
different pervasive periodicity. A switch from a two-well potential to a one-well 
potential is observed both in the original GICC05 chronology and the updated 
Cariaco-GICC05 chronology. By 31 ka, both chronologies have lost full stability 
of the ‘cold’ state and display only marginal stability until 28 ka, when the ‘cold’ 
state fully disappears. The two D-O events (3 and 4) that occur just after 31 ka 
appear to be manifestations of large perturbations or flickering, whereby the 
system is still able to enter the alternative state due to large perturbations – 
albeit temporarily - even if it is not fully stable. Importantly, these particular D-O 
events are short-lived and do not display the same saw-tooth shape that is 
characteristic of the previous D-O events. Furthermore, the snapshot plots 
explain why a bistable state is found for longer in the analysis from Livina et al. 
(2010), as two inflection points are found in a single-well potential between 28 
and 20 ka. Importantly, these results suggest that the animation plots allow a 
more precise identification of the stability structure of the underlying potential 
than the contour plot. This monostable state is briefly punctuated by the Late-
glacial Interstadial (also known as the Bølling-Alleröd, or GI-1), characterised by 
a two-well potential, before returning to a monostable state during the Holocene. 
 
Early warning signals in the form of an increasing trend in both autocorrelation 
and variance are found in both chronologies, with the increase starting from 40 
ka BP, about 10 ka before the shift for the Cariaco-GICC05 chronology and 
starting slightly later in the original GICC05 chronology. A sensitivity analysis 
was performed to ensure that results were not dependent on the choice of 
detrending bandwidth, and found that increasing trends in autocorrelation and 
variance were found under a range of bandwidth sizes from 5-20% (illustrated 
by the grey plumes in Figures 6.6 and 6.8, encompassing a range of lines which 
had the same gradient but were displaced vertically). These results were also 
tested against surrogate time series, which found that the trend in 
autocorrelation was significant at the 90% level (p<0.1) and the trend in 
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variance significant at the 95% level (p<0.05) (Figure 6.7). Despite the high 
levels of noise that must be influencing the system, this indicates that critical 
slowing down was observed preceding the bifurcation at ~31 ka. These results 
supports the analysis by Livina et al. (2010), and the results from the updated 
chronology in this chapter, which show a bifurcation in the climate system at 31-
28 ka caused by a move from a bistable to a monostable potential.  
 
The mechanisms behind this bifurcation are unclear, although there have been 
several suggested reasons. The expression of the short-term oscillations in the 
GICC05 (and Cariaco-GICC05) δ18O record appears to be associated with 
changes in the stability structure of the climate system. These short-term 
oscillations, depicted in Figure 6.1, are linked to both atmospheric pressure and 
sea ice extent in the North Atlantic, particularly in the Labrador sea, over 
timescales consistent with the North Atlantic Oscillation (40-90 years) (Hurrel, 
1995; Kvamstø et al., 2004; Strong and Magnusdottir, 2009). The notable 
change in the dominant periodicities around 30 ka is thought to be related to a 
change in source water at this time, as measured by the deuterium excess from 
GRIP (Masson-Delmotte et al., 2005). Modelling experiments have suggested 
that an expansion of sea ice in the Labrador Sea at ~31 ka, coinciding with the 
declining limb of obliquity (Turney et al., in prep), caused the suppression of D-
O events after 28 ka and the resumption of the short-term oscillations.  
 
This chapter successfully demonstrated the use of both tipping point analysis 
and potential analysis on a palaeoclimate ice core record. A suite of analysis 
over different chronologies enables a different insight into the mechanistic 
drivers of the climate changes observed. Importantly, chronological differences 
did influence the potential analysis somewhat, with the GICC05 chronology 
depicting two inflection points during the period 28-20 ka, which was not 
matched by the Caraico-GICC05 chronology. However, chronological 
differences did not affect the tipping point analysis as much and produced 
similar results. The relatively high levels of noise in the system, which is 
advantageous for potential analysis, did not appear to hinder the tipping point 
analysis, which is more vulnerable to high levels of noise.    
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Chapter 7: Abrupt transitions in 
the East Asian Summer 
Monsoon 
This chapter investigates the drivers of monsoon variability over orbital 
timescales. Palaeo-records from China (Wang et al., 2001; Wang et al., 2008a; 
Cheng et al., 2009a) demonstrate that over millennial timescales the East Asian 
Summer Monsoon (EASM) is dominated by abrupt and large magnitude 
monsoon shifts, alternating from periods of high monsoon rainfall to weak 
monsoon rains. It has been hypothesised (Schewe et al., 2012) that over these 
timescales, the EASM exhibits two stable states with bifurcation-type tipping 
points between them. This hypothesis is tested by looking for early warning 
signals of past bifurcations in speleothem records from Chinese caves (Wang et 
al., 2001; Cheng et al., 2006; Wang et al., 2008a), spanning the penultimate 
glacial cycle, and in multiple simulations of a model derived from the data.  
 
 
Speleothem data analysed in this Chapter were accessed from the online 
resource NOAA. A non-stationary potential analysis (Section 7.2.3) was applied 
on the speleothem data by F.Kwaniok; 100 realisations of this model and the 
bifurcation diagram parameters were provided with kind permission. All figures 
were produced by the author. 
 
 
7.1. Introduction 
The Asian Summer Monsoon directly influences over 60% of the world’s 
population (Wu et al., 2012; He et al., 2007), yet the drivers of past and future 
variability remain highly uncertain (Levermann et al., 2009; Zickfeld et al., 2005). 
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Over orbital timescales, palaeo-records from China (Wang et al., 2001; Wang et 
al., 2008a; Cheng et al., 2009a) have demonstrated that the East Asian 
Summer Monsoon (EASM) is dominated by large and abrupt monsoon shifts, 
alternating between periods of strong and weak monsoon rains. Monsoon shifts 
over previous millennia have been linked to the catastrophic demise of Chinese 
dynasties (Zhang et al., 2008), suggesting that future shifts, whether caused by 
solar forcing or anthropogenic forcing, could be similarly devastating. Section 
7.1.1 introduces the mechanisms of monsoon formation over annual timescales, 
and Section 7.1.3 discusses the forcings of the monsoon over geological 
timescales. This chapter aims to investigate whether the non-linear behaviour 
observed in a Chinese speleothem record of monsoon variability over the 
penultimate glacial cycle is caused by the presence of a bifurcation in the 
monsoon system and whether early warning signals of these bifurcations can 
be observed.  
 
 
7.1.1. Monsoons  
Monsoons are a seasonal phenomenon responsible for producing the majority 
of summer precipitation within the tropics. Although there are many different 
definitions used to describe the monsoon, the IPCC AR5 report defines it as “a 
tropical and subtropical seasonal reversal in the both the surface winds and 
associated precipitation, caused by differential heating between a continental 
scale land mass and the adjacent ocean, which generally occur over land in 
summer” (IPCC, 2013). In 1686, Halley interpreted the monsoon as a ‘giant 
land-sea breeze’ (Halley, 1686), driven by the differential heating of the sea and 
land and the consequent seasonal reversal in wind direction. In Halley’s model, 
this land-sea breeze is driven by the differences in the specific heat capacities 
of land and ocean. The specific heat capacity of water is roughly four times that 
of dry land (Wang, 2006), which causes the formation of overturning cells with 
low pressure over the land surface, causing a flow of air from the ocean. This 
inflow carries water vapour evaporated from the oceans, which falls as 
monsoon rainfall. Important processes that are essential for monsoon 
development include convection and surface-atmosphere interactions, while 
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teleconnections between other circulation patterns are known to influence 
monsoon development.  
 
Convection  Mesoscale convection occurs in monsoon regions which manifest 
as a convection system with a ‘contiguous precipitation area’ of >100 km on the 
horizontal scale (Wang, 2006). (More information on the formation of mesoscale 
convective systems in the East Asian Summer Monsoon can be found in 
Johnson et al. (2005)(Johnson et al., 2005)). Surface exchanges represent 
important components of monsoon forcings and response. During the summer 
rains, diabetic heating can form positive feedbacks with the temperature 
gradient, influencing the monsoon circulation (Wang, 2006). Topographically 
influenced circulations have a significant impact on monsoon precipitation in the 
Asian monsoon region. The influence of the Tibetan plateau over geological 
timescales is discussed in Section 7.1.3. 
 
Teleconnections  A large body of observational and modelling research 
suggest that there is a strong interaction between the Asian Monsoon and 
ENSO, with recent changes in the teleconnection strength between the two 
(Kinter et al., 2002). Changes in the location of Walker cell associated with 
ENSO cycles and SST anomalies can vary the strength of Walker cell 
subsidence, causing a remote influence on the monsoon (Wang, 2006). 
 
However, whilst the existence of a continental-scale land-sea contrast is not 
disputed, it has been questioned whether this is in fact the main driving force 
behind monsoon circulation. In particular, the concept of gradual radiative 
heating is inconsistent with the rapid onset of monsoon precipitation and 
reversal of surface winds (Bordoni and Schneider, 2008). There has been a 
growing recognition over the last few decades that the monsoon system is a 
strongly coupled atmosphere-ocean process. The paradigm has recently shifted 
from understanding the monsoon as a purely atmospheric phenomenon driven 
by the differential heat capacities of the land and ocean, to the understanding 
the importance of ocean dynamics, SST anomalies and land surface 
interactions (Wang, 2006).  
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Recent observations have led to an alternative theory that the monsoon is a 
manifestation of the seasonal migration of the intertropical convergence zone 
(ITCZ), and therefore can be considered a global scale climate system (Chao, 
2000; Trenberth et al., 2000; Wang et al., 2009). It is argued that the monsoon 
is not a local phenomenon, but instead a global phenomenon that occurs along 
the entire tropical zone of the Earth. This different explanation centres on 
simulations of an ‘aquaplanet’ (a hypothetical, water-covered earth), which finds 
that the differential heat capacities between water and land are not necessary 
to generate monsoons (Bordoni and Schneider, 2008). Instead, interaction 
between large-scale extratropical eddies (circular air movements) and the 
tropical circulation is sufficient to propagate the development of monsoons 
(Bordoni and Schneider, 2008), and can account for the rapidity of monsoon 
onset. This theory emphasises the importance of feedbacks between the ITCZ, 
extratropical eddies and the tropical circulation.  
 
Importantly, the existence of the ITCZ does not rely on land-sea contrast (Chao, 
2000; Chao and Chen, 2001). The ITCZ is a divide of the atmospheric 
circulation of the two hemispheres; in the Atlantic and eastern Pacific, the ITCZ 
is always located north of the equator with minor seasonal shifts, where the 
trade winds converge to produce minor convective systems; in the western 
Pacific and Indian Ocean, the ITCZ has a much larger seasonal migration, 
where the trade winds converge to produce large scale convective systems 
(Wang, 2009). The monsoon is thus interpreted as an intertropical convergence 
zone (ITCZ) located more than 10° from the equator, whereby the land-sea 
contrast or sea surface temperature (SST) can provide a favourable longitudinal 
location for the ITCZ (Chao and Chen, 2001).  Figure 7.1 shows the global 
distribution of monsoon precipitation regions and the importance of the ITCZ on 
the location of these monsoon regions. Most regions between 35°N and 25°S 
experience a monsoon effect (Bridgman and Oliver, 2006). 
 
The concept of the ‘global monsoon’ is defined as the seasonal overturning of 
the atmosphere on a global scale associated with a seasonal contrast in 
precipitation (Wang, 2009). The global aspect of the monsoon is emphasised 
due to the importance of solar forcing in driving the circulation patterns. 
However, although the palaeoclimate community still tend to refer to 
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palaeomonsoons as regional phenomena, the concept of the ‘global monsoon’ 
is now established, and several papers have recently been published that 
highlight the global connectivity of regional monsoon systems over geological 
timescales (Cheng et al., 2012; Wang et al., 2012a).  
 
 
 
 
Figure 7.1 Observed global distribution of monsoon precipitation regions (defined as 
the local summer-minus-winter precipitation rate >2.0 mm d-1, with >55% of the annual 
precipitation total occurring in summer) (Wang et al., 2012), where boreal summer is 
defined as May-September and austral summer November-March. (Adapted from 
(Chen and Sun, 2013)). 
 
 
Regional Monsoon systems 
The Asian-Australian Monsoon is driven by the seasonal variation in the thermal 
contrast between the Eurasian landmass and the Pacific-Indian ocean, and 
consists of 5 sub-systems: Indian (or South Asian), East Asian, Maritime 
Continent, Australian, and Western North Pacific monsoons. The East Asian 
Summer Monsoon affects the area to the east of the Bay of Bengal and the 
Tibetan plateau (An, 2000). It delivers around 80% of the mean annual 
precipitation during the boreal summer (Wang et al., 2008a), and therefore 
plays a key role in the weather and climate of the regions it affects, as well as 
 
 
Figure 2 (Adapted from Chen and Sun, 2013) Observed global distribution of 
monsoon precipitation regions (defined as the local summer-minus-winter 
precipitation rate >2.0 mm d-1, with >55% of the annual precipitation total occurring 
in summer) (Wang et al., 2012), where boreal summer is defined as May-September 
and austral summer November-March.  
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globally. The Indian Monsoon has been widely studied for many decades, 
however it is only relatively recently that the East Asian Monsoon has received 
similar attention (Yihui and Chan, 2005). Furthermore, some studies presumed 
that the East Asian monsoon has a comparable forcing mechanism to that of 
the Indian monsoon e.g. (Wang et al., 1999), which has since been challenged 
e.g. (Tian et al., 2005). Indeed, a number of noticeable differences have been 
observed in proxy records of the features and amplitudes of variations between 
the ISM and the EASM, demonstrating different responses of these two 
monsoon systems to global scale climatic changes (Cai et al., 2009).  
 
On annual timescales, the East Asian Summer Monsoon is characterised by a 
summer wet season with southerly air flow and a winter dry season with 
northerly air flow. Recent reports from the IPCC AR5 have shown that over 85% 
of CMIP5 models project an increase in the mean precipitation of the EASM 
over the next century, with over 95% of models projecting an increase in heavy 
precipitation events (IPCC, 2013). Consideration of a wide variety of metrics 
indicates that CMIP3 models show ‘reasonable skill’ in simulating large-scale 
circulation of the EASM, however, reproducing the position of the monsoon rain 
band is significantly poorer (Boo et al., 2011). Since climate change may bring a 
change in the position of the monsoon rain band (Li et al., 2010), this deficiency 
is of increased concern. The vast majority of climate models predict an 
increased rainfall in the Asian monsoon region associated with global warming, 
with an SST warming trend observed over the last 20 years centred in the 
Indian Ocean (Bridgman and Oliver, 2006). Potential early warning signals of 
such changes, particularly if abrupt, would therefore be of great value.  
 
The East Asian Winter Monsoon results from the development of a cold-core 
high over the Siberia-Mongolia region during the boreal winter, which moves 
southwards to produce pressure surges and negative temperature anomalies 
over the Asian continent – this atmospheric flow is referred to as the EAWM 
(Chang, 2004). Less research has been undertaken on the EAWM than the 
EASM, largely because its impacts on society are smaller. However, the vast 
deposits of sand on the Chinese Loess Plateau provide opportunities to 
construct proxy records of palaeo-EAWM variability through grain-size 
variations (Hao et al., 2012). Other archives of past EAWM variability are also 
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found elsewhere, such as the high resolution record of sediment from Lake 
Huguang Maar in coastal southeastern China (Yancheva et al., 2007). 
Specifically, magnetic properties and the titanium content of sediments are 
used as proxies for the strength of the winter monsoon winds. An anticorrelation 
is found between the EAWM and the EASM which is suggested to be explained 
by the migration of the ITCZ (Yancheva et al., 2007). 
 
  
7.1.2. Potential impacts of monsoon shift 
The Asian Summer Monsoon directly influences over 60% of the world’s 
population (An, 2000; Wu et al., 2012), and has a direct influence on agriculture, 
health, water resources, economies and ecosystems of these areas (Webster et 
al., 1998). The monsoon also has impacts on the global atmospheric circulation 
through a range of teleconnections. 
 
A critical question faced by people who live in monsoon regions today is 
whether, and in what ways, contemporary climate change will affect the 
monsoon system. This can only be answered by detailed analysis of the past 
history of monsoon climates, as well as modelling efforts to constrain the 
regional impacts of future changes in climate. The area that the EASM affects is 
densely populated, with a large proportion of this population heavily reliant on 
monsoon rains for agriculture. However, it is not just the lack or delay of 
monsoon rains that can cause problems; devastating floods associated with the 
monsoon have the potential to adversely affect tens of thousands of people. 
Annual economic losses due to floods and droughts reached over 200 million 
yuan (US$ 24 billion), accounting for 3-6% of China’s GDP during the early 
1990s (Huang et al., 2007) (and references therein).  
 
Societal change as a result of monsoon variability is not unprecedented; 
instrumental and historical records suggest that the decline and subsequent 
collapse of the Tang dynasty can be correlated to variability in the East Asian 
Monsoon, indicating that major changes in Chinese dynasties occurred during 
dry phases of the monsoon, whilst ‘golden ages’ occurred during wet phases 
(Yancheva et al., 2007). Older records have also correlated the rise and demise 
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of Chinese dynasties over longer timescales using high resolution speleothem 
δ18O records from a suite of Chinese caves, though with some regional disparity 
(Zhang et al., 2009; Zhang et al., 2008).  
 
However, contemporary anthropogenic changes that are unprecedented pose 
significant problems with respect to the predictability of the monsoon. It has 
recently been found that “the sign of the correlation between the Asian 
Monsoon and temperature switches around 1960, which suggests that 
anthropogenic forcing superseded natural forcing as the major driver of Asian 
Monsoon changes in the late 20th century” (Zhang et al., 2008). Identifying the 
forcing mechanisms for both past and future monsoon variability is therefore of 
fundamental importance.  
 
In addition, an appreciation of the links between tipping points in the physical 
climate system and those that may be present in the impacts of such shifts is 
crucial (Lenton et al., 2008; Lenton and Ciscar, 2013). Tipping points in such a 
large system as the East Asian Monsoon may present serious and potentially 
abrupt impacts in relation to food security, health, migration and conflict.  
 
 
7.1.3. Orbital forcing 
This chapter focuses on the response of monsoon systems to orbital forcing on 
glacial-interglacial timescales, rather than the seasonal shifts of the monsoon 
rains. The geological beginnings of the EASM are thought to be linked to the 
uplift of the Tibetan plateau, which began about 50 million years ago. Further 
significant increases in altitude occurred at 8-10 million years ago (Zhisheng et 
al., 2001), although the climatic consequences of these uplift phases are 
unclear. Using aeolian sediments from China (Sun et al., 1998a; Sun et al., 
1998b), and marine sediment from the Indian and North Pacific Oceans, three 
stages of monsoon development have been identified (Zhisheng et al., 2001). 
Increased seasonality is observed about 8.5 million years ago, consistent with 
the further uplift of the Tibetan plateau causing an environmental response. 
Indicators of summer and winter monsoon strength (Zhisheng et al., 2001) 
suggest a continued and simultaneous intensification during the late Pliocene 
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(3.6-2.6 Ma). The onset of major Northern Hemisphere glaciation starting at 2.6 
million years ago and in cycles throughout the Pleistocene, is thought to have 
strongly influenced the Asian monsoons, with a more variable EASM (stronger 
during interglacials and weaker during glacials), but a consistently strong 
EAWM (Zhisheng et al., 2001).  
 
Proxy records suggest that variations of the East Asian monsoon have been 
closely correlated with the variations of the Earth’s orbital parameters, and 
global ice volume on an orbital scale over the Pleistocene (Tian et al., 2005) 
(see Figure 7.2). Orbital forcing is a term used to express the incoming solar 
radiation (insolation) changes according to the variations in the Earth’s orbital 
parameters. This includes changes in the eccentricity, obliquity and precession 
of the Earth’s orbit, and affects the seasonal and latitudinal distribution, and 
magnitude of the solar energy received at the top of the atmosphere. Orbital 
parameters for the past and future have been obtained through precise 
astronomical calculations (Milankovitch, 1941; Laskar et al., 2004).  
 
John Kutzbach hypothesised in 1981 that low-latitude insolation forces the 
strength of the monsoon on orbital timescales, with subsequent feedbacks from 
the climate system (Kutzbach, 1981). This orbital monsoon hypothesis was 
supported by the discovery of oxygen isotopic signals from speleothem deposits 
in Chinese caves showing that the Asian monsoon system has a dominant 
precessional cycle on a timescale of around 23,000 years, as shown by the 
pronounced blue and red contours in Figure 7.3 (Wang et al., 2001; Wang et al., 
2008a; Yuan et al., 2004). Northern Hemisphere summer insolation (NHSI) not 
only drives glacial-interglacial cycles (Milankovitch, 1941; Kawamura et al., 
2007) but also plays an important role in monsoon timing and variability.   
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Figure 7.2 (a) Northern Hemisphere Summer Insolation (NHSI) at June 30°N (Berger 
and Loutre, 1991) (grey), speleothem data from Sanbao Cave (Wang et al., 2008a) 
(blue), (b) speleothem data from Hulu Cave (Wang et al., 2001); speleothems MSH 
(red), MSP (green) and MSX (yellow), (c) CO2 (ppmv) from the Antarctic Vostok ice 
core (Petit et al., 1999) (black), (d) δ18O per mille benthic carbonate (Lisiecki and 
Raymo, 2005) (proxy for global ice volume) (purple).  
 
 
 245 
 
 
Figure 7.3 Morlet wavelet analysis for the Sanbao SB11 δ18O record. The colour bar 
on the right indicates the amplitudes of the coefficients. A pronounced cycle at bands 
20-25 kyr (average of ~23 kyr) exists throughout the past 220 kyr, with relatively weak 
cycles of 50-60 kyr from 220-100 kyr followed by a gradual shift of 40 kyr cycles. From 
(Wang et al., 2008b). 
 
 
Spectral analysis shows no significant phase difference between the mid-July 
NHSI and the EASM δ18O signal (Wang et al., 2008a; Cheng et al., 2012), 
based on the hypothesis that δ18O of seasonal precipitation reaches a minima 
at mid-July, when the land-sea temperature contrast is at its largest  and the 
summer monsoon is at its strongest (Wang et al., 2008a). However, when 
compared with a mid-June NHSI, the δ18O presents at 2-3 kyr lag, which has 
been attributed to millennial-scale EASM events which would delay the onset of 
the EASM with respect to rising NHSI (Ziegler et al., 2010a). Although these two 
hypotheses disagree on the exact timing of the response of the monsoon to 
NHSI, they do agree that variations in NHSI are the primary forcing of the 
EASM.  
 
However, the phase relationships between precession periods and the 
palaeomonsoon variability cannot be interpreted within a linear context of 
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increased northern hemisphere insolation. It is likely that global ice volume is 
also an important factor (Cheng et al., 2012), particularly for the East Asian 
winter monsoon (Tian et al., 2005; Wang, 2009). The influence of the northern 
hemisphere insolation at the precession band is believed to be modulated and 
phase-lagged by terrestrial ice volume effects (Liu et al., 2006). Ice volume 
effects have also been invoked to help explain the presence of a longer lag 
between the change in insolation and the monsoon transition at glacial 
terminations (Cheng et al., 2009a).  
 
The EASM fluctuations that are recorded in speleothem records from Sanbao, 
Hulu and Dongge caves broadly follow NHSI, but are also punctuated by 
millennial-centennial scale fluctuations, some of which have been tentatively 
correlated to Greenland Interstadial (GIS) events, such as the Dansgaard-
Oeschger oscillations (Wang et al., 2008a). The 2-3 kyr lag in monsoon 
response to the mid-June NHSI at 30°N has been attributed to the influence of 
these millennial-centennial scale fluctuations (Cheng et al., 2012; Ziegler et al., 
2010a). Weak monsoon events during periods of high northern hemisphere 
insolation have been linked to cold anomalies in the North Atlantic and 
subsequent feedbacks in atmospheric circulation (Ziegler et al., 2010a; Cheng 
et al., 2009a).  
 
 
7.1.4. Nonlinear changes  
Whilst the NHSI is a sinusoidal forcing, the Chinese speleothem δ18O records 
exhibit features of a step change, as illustrated in Figure 7.2a. This pattern 
suggests that there is nonlinearity within the monsoon system. It has been 
hypothesised that these abrupt events may be due to some kind of threshold 
mechanism (Levermann et al., 2009; Schewe et al., 2012). 
 
A positive moisture-advection feedback is suggested as the main candidate for 
the abrupt changes observed in the EASM (Zickfeld et al., 2005; Levermann et 
al., 2009). The atmospheric humidity level over the oceans as a feedback is 
discussed in detail in (Levermann et al., 2009), where the land-ocean pressure 
gradient which is the main driver of the monsoon circulation, is reinforced by the 
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moisture that the monsoon itself carries from the ocean; this feedback is 
thought to cause the presence of two stable states, with strong and weak 
precipitation over Asia respectively (Zickfeld et al., 2005). A reduced form model 
of the Indian Monsoon was developed showing the presence of a saddle-node 
bifurcation in response to changes in the land surface albedo (Zickfeld et al., 
2005). Although the Indian Monsoon and East Asian Monsoon have 
characteristic differences, it is likely that the underlying mechanisms of change 
will be similar.  
 
A minimum conceptual model of an idealised monsoon circulation developed by 
(Schewe et al., 2012) shows a non-linear solution structure with thresholds for 
switching a monsoon system between ‘on’ or ‘off’ states that can be defined in 
terms of atmospheric humidity – in particular, atmospheric specific humidity 
over the adjacent ocean. Below this threshold, no physical solution to the model 
exists, and monsoon rainfall over land cannot be sustained. This model was 
applied over orbital timescales and compared to a speleothem δ18O record from 
central China, interpreted to represent the strength of the EASM (Wang et al., 
2008a), giving comparable results. Crucially, this threshold hypothesis predicts 
that transitions between strong and weak regimes of the EASM should display 
early warning signals, such as critical slowing down, if they are slowly forced 
toward a bifurcation. Highly-resolved and precisely dated speleothem records 
are ideally placed to test this idea. 
 
 
7.1.5. Speleothems: Proxy for monsoon variability 
A speleothem is a cave stalagmite, stalactite or flowstone, which is formed 
when rainwater percolates through limestone rock, dissolving CaCO3. When the 
rainwater drips onto the cave floor, the dissolved CaCO3 is re-precipitated and 
the speleothem is gradually built up over time. Speleothems are extremely rich 
palaeoclimatic archives. Recent advances in sampling, such as laser ablation 
mass spectrometry, and dating, such as new inductively coupled plasma mass 
spectrometry (ICP-MS) techniques, have led to focused and high quality 
research which have placed speleothem archives at the forefront of 
palaeoenvironmental and palaeoclimatic reconstructions.  
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The isotopic fractionation that takes place during the formation of speleothems 
enables their use as palaeoenvironmental proxies; there are several climatic 
proxies that are routinely examined from speleothems such as the oxygen 
(δ18O) and carbon (δ13C) isotope ratios, growth intervals, annual band thickness 
and trace elements. However, the interpretation of some of these proxies still 
holds a small degree of uncertainty, as the true sensitivity of the measured 
parameters to climatic variables are still not fully understood. It is important to 
note that the integrity of each monsoon proxy depends on the extent to which it 
responds to monsoon forcing as well as responses to non-monsoon forcings 
(and in this case, the extent to which these processes can be identified and 
removed).  
 
The δ18O variations in speleothems are influenced by a range of effects, which 
vary between different regions. These can broadly be split into 2 main factors: 
1. Isotopic composition of cave water 
a) Rainfall amount 
b) Isotopic composition of rain 
c) Evaporation in soil 
d) Isotopic composition of moisture source 
2. Cave temperature 
 
The interpretation of δ18O in speleothem records is complicated due to the 
multiple and competing factors that influence isotope fractionation. The oxygen 
isotopic composition of speleothem calcite has been widely used to reconstruct 
palaeohydrological variations due to the premise that the δ18O of speleothem 
calcite records the δ18O of precipitation. Observed isotopic composition of 
precipitation has been shown to be inversely correlated with precipitation 
amount over low latitude island and coastal regions (Lee and Swann, 2010; 
Dansgaard, 1964), a relationship known as the ‘amount effect’. The δ18O of 
speleothem calcite in China has traditionally been used as a proxy for the 
‘amount effect’ (Wang et al., 2008a; Wang, 2009; Cheng et al., 2009a; Cheng et 
al., 2006).  
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However, this view has recently been challenged by an alternative hypothesis 
suggesting a different source region of the precipitation (Pausata et al., 2011; 
Johnson, 2011). Specifically, it is hypothesised that during Heinrich events, 
reduced precipitation over the Indian subcontinent leads to isotopically enriched 
water vapour being transported east into China, thus causing the changes in 
speleothem calcite δ18O from Chinese caves to reflect instead changes in the 
intensity of the Indian summer monsoon rather than the East Asian monsoon 
(Pausata et al., 2011). However, conflicting results have been published 
involving changes in precipitation in east China e.g. (Wang and Chen, 2012), 
disputing the model results of Pausata et al. (2011). 
 
The persistence of the ‘amount effect’ has also been challenged by other 
palaeo-wetness proxies, notably (Maher, 2008), and other studies (Vuille et al., 
2005) which advocate that the δ18Oprecipitation in the EASM is primarily 
reflected by changes in upstream hydrological processes, rather than the 
amount of precipitation at the site (Lee and Swann, 2010). The isotopic 
composition of incoming vapour and local evapotranspiration must remain 
constant to interpret the amount of local precipitation from oxygen isotopic 
measurements of the speleothem calcite (δ18Op). If these conditions are not 
met, measurements of δ18Op will instead reflect changes in δ18Ovapour. This is 
because over subtropical ocean regions, the isotopic composition of evaporated 
vapour is ~10% higher than the near-surface atmospheric vapour. Nevertheless, 
Hulu cave is shown to be suitable for the interpretation of the ‘amount effect’, 
since subtropical coastal regions exhibit relatively small changes in the isotopic 
composition of the incoming vapour. However, Lee and Swann (2010) warn that 
sites further inland may not be suitable, though it is not indicated whether 
Sanbao cave meets the necessary criteria. Replication tests have been carried 
out on speleothems from Sanbao Cave and found that the changes in δ18O “are 
likely caused by variations in meteoric δ18O and in temperature-dependent 
fractionation during calcite precipitation” (Cheng et al., 2009b). Since the effect 
of fractionation is negligible even for temperature shifts of ~ 5°C, this suggests 
that changes in δ18O of meteoric precipitation is the main process which affects 
the δ18O of speleothems in Sanbao Cave (Cheng et al., 2009a; Cheng et al., 
2009b). Replication tests between Sanbao and Hulu Cave δ18O record have 
also been conducted (Wang et al., 2008b), and found that the Sanbao records 
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robustly replicate the Hulu records within dating errors in all contemporaneous 
growth periods (with the small offset in δ18O values attributed to local altitude 
effects).  
 
However, speleothem δ18O values may only be interpreted in terms of climate if 
the system has remained closed from water or rock interactions and kinetic 
processes. The ‘Hendy criteria’ are used to ensure that kinetic fractionation has 
not affected calcite deposition and tests whether the calcite has been 
precipitated in isotopic equilibrium. The Hendy criteria state that the δ18O should 
be constant along a single growth horizon and that the δ18O and δ13C should 
not co-vary down the length of a growth axis or along laminae (since this would 
indicate the presence of kinetic fractionation) (Hendy, 1971). The rationale 
behind this is that if kinetic fractionation did occur during precipitation, the 
isotopic ratios would change in concert as the water ran off the speleothem 
sides. However, if precipitation occurred under isotopic equilibrium, only the 
δ18O should remain constant along the growth layer. However, the Hendy 
criteria have been criticised by Dorale and Liu (2009), who suggest that δ13C 
could be affected by climate though feedbacks with soil productivity and 
vegetation and hence could cause correlation between δ18O and δ13C. 
 
Some researchers argue that the only real way to ensure equilibrium deposition 
is to directly measure and monitor the isotopic composition of drip waters and 
calcites in modern cave systems, whilst measuring environmental conditions, 
and use this information to help interpret the speleothem palaeorecord e.g. 
(Bar-Matthews et al., 2003; Harmon et al., 2004; Dorale and Liu, 2009). 
However, it is clear that although this approach may be beneficial, in many 
cases this may simply be unfeasible, particularly since there is no guarantee 
that modern processes will directly reflect past processes.  
 
Replication is also often used (where possible) as a rigorous test for isotopic 
equilibrium. Speleothem records from different caves or locations within the 
cave are compared during an overlapping time period (Kelly et al., 2006). Given 
the variable growth conditions (such as drip rates, flow path, residence time, 
concentration of solutes, CO2 partial pressures, and degassing time), it is 
unlikely that the speleothem records would be comparable if kinetic processes 
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had taken place (Dorale and Liu, 2009). The EASM record has been primarily 
inferred from oxygen isotope records from Sanbao Cave, China. However, it 
has been suggested that a reliance on a single cave system (particularly for the 
late Quaternary period) may not provide a comprehensive picture of the 
evolution of the EASM, with specific concerns regarding the spatial extent (Li et 
al., 2013). Although oxygen isotope records from Hulu and Dongge caves have 
also been used (Wang et al., 2001; Kelly et al., 2006; Cheng et al., 2006; Yuan 
et al., 2004), increased efforts to develop speleothem records from other caves 
in regionally distinct areas have spawned a number of new records of EASM 
variability. A new spliced record from Yangkou cave in Chongqing, southwest 
China, has recently been developed, which when superimposed on the Sanbao 
record, displays a consistent similarity, supporting the notion that shifts in the 
EASM affected most of mainland China (Li et al., 2013).   
 
Splicing together several speleothems from the same cave is often used to 
generate a longer compound series; Li et al., (2013) used five stalagmites from 
Yangkou cave which formed within a time interval of 120-206 kyr BP. Although 
splicing allows the construction of long records by utilising overlapping 
speleothems, the resulting composite series varies in reliability along its length 
(with a higher dependence on the overlapping sections than on those where 
there is only one speleothem). Given the localised and random effects that are 
linked to speleothem proxy records, studies of high frequency climatic variability 
should, where possible, only use individual rather than compound records.  
 
A systematic study was recently published which examined the evolution of the 
climate and precipitation δ18O in China for the last 21,000 years, using 
observations, palaeodata, and modelling (Liu et al., 2014). This study asserts 
that the δ18O of Chinese speleothem records represent the intensity of the 
EASM system, taking into account upstream depletion. Indeed, this supports 
the clarification by Cheng et al. (2012), that the δ18O value recorded by Chinese 
speleothems indicates “a mean state of summer monsoon intensity or 
integrated moisture transport rather than the amount of local precipitation”. This 
is consistent with the characteristic response pattern of monsoon rainfall within 
China, whereby speleothem δ18O are well replicated, despite their widespread 
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locations (Liu et al., 2014; Cheng et al., 2009a; Duan et al., 2014; Li et al., 
2013).  
 
 
7.1.6. Dating 
Two of the key advantages of speleothem archives are their independent age 
control, and their relative longevity (in comparison to lake sediments and tree 
rings for example). The most common method of dating speleothems is by 
Uranium-series dating, although radiocarbon dating can also be applied. In 
some cases, the speleothems may have annual lamina which can be counted in 
a similar way to tree rings, however, the existence of missing and false annual 
banding have been suggested to impede the use of counting annual laminae in 
speleothems to construct a robust chronology (Shen et al., 2013).  
 
Uranium-series dating is based on the decay of the 238U and 234U isotopes to 
230Th and has an upper age limit of just over 500,000 years. In addition, the U-
Th ages are absolute ages and require no correction, unlike radiocarbon dating. 
However, this assumes that there is no initial 230Th in the speleothem calcite, 
which is the subject of uncertainty; if there is 230Th present at the time of 
speleothem formation, this can lead to artificially old U-Th ages. Whilst it is 
clearly most desirable to work on speleothems with a low initial 230Th level, this 
is not always possible. Furthermore, a measure of 232Th is often used as a 
proxy for 230Th to assess the risk of contamination of initial 230Th, although there 
are evidently associated errors (there are few estimates of this ratio, and 
moreover, the ratio is thought to vary between sites and over time).  
 
Other errors associated with the dating of speleothems include the occurrence 
of hiatuses or non-linear growth rates. Typically, proxies such as δ18O are 
measured at a much higher resolution than U-Th dates and therefore if these 
effects are undetected, this can introduce significant chronological error. 
However, with careful sampling techniques, screening for hiatuses and 
replication, the risk of these errors occurring can be reduced.   
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7.2. Methods 
To test the conceptual model of Schewe et al. (2012), the mechanisms behind 
abrupt shifts in the EASM over the penultimate glacial cycle were investigated. 
In particular, the aim was to detect the presence of early warning signals in the 
palaeodata before the abrupt monsoon transitions. These techniques involve 
specific data requirements; not only does the data have to show a clear climate 
proxy, it also has to be of an adequate length, resolution and density. A 
relatively constant density of data points is important, since the time series 
analysis methods require interpolation to equidistant data points, and if there is 
a trend of increasing or decreasing density this could skew the results. 
 
 
7.2.1. Choice of data 
As discussed in Section 7.1.5, although there are multiple factors influencing 
the sensitivity of speleothems to climatic variations, including the influence of 
the Indian Monsoon (Pausata et al., 2011; Liu et al., 2006), robust replications 
suggest that  records of Chinese speleothem δ18O mainly represent changes in 
δ18O precipitation values with regional extent, driven by the EASM (Wang et al., 
2001; Cheng et al., 2012; Li et al., 2013; Liu et al., 2014), and thus can be used 
as proxies of the strength of the EASM. Some of the particular strengths of 
speleothem δ18O as climate proxies are their long duration (103-104 years), 
high-resolution (ranging from annual to centennial) and very precise and 
absolute-dated chronologies, which makes them ideal for tipping point analysis. 
Sanbao Cave in central China (speleothem SB11) (Cheng et al., 2006) and 
Hulu Cave in eastern China (speleothem MSP) (Wang et al., 2001) have two of 
the highest resolution chronologies in the time period of interest, with a 
relatively constant density of data points, and provide some of the best records 
of Quaternary-scale monsoonal variation. The records selected also do not 
include any visible hiatus. More information about these records can be found in 
the supplementary info from Cheng et al. (2009). Crucially, the two caves were 
chosen in regionally distinct areas (Figure 7.4), which means that any 
corresponding results cannot be explained by local effects. Although spliced 
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records are generally longer, continuous records from one speleothem are 
preferred due to the lower risk of errors being introduced. This is another reason 
why the Sanbao speleothem SB11 is so widely used as an EASM proxy 
because of its long duration from an individual speleothem. 
 
Sanbao Cave (31°40’ N, 110°26’ E, 1900 m above sea level) is located in Hubei 
province, central China, on the northern slopes of Mount Shennongjia, near the 
southern edge of the Chinese Loess plateau. The climate is dominated by the 
EASM, with a mean annual rainfall of 1900-2000 mm, 80% of which falls in the 
EASM season, and a mean temperature of 8-9°C (Wang et al., 2008a). These 
data were accessed from the online resource NOAA (Wang et al., 2009). 
 
Hulu cave (32°30’ N, 199°10’ E, 140 m a.s.l.) is located in Jiangsu Province, 
eastern China 28 km east of Nanjing, and about 300 km west of Shanghai. The 
climate is also dominated by the EASM, with a mean annual rainfall of 1015 mm, 
of which 80% is attributed to the EASM and a mean temperature of 15.4°C 
(Wang et al., 2001). Hulu and Sanbao Caves are approximately 800 km apart. 
These data were accessed from the online resource NOAA (Wang et al., 
2004b). 
 
 
Figure 7.4 Map showing the location of Sanbao and Hulu caves in China 
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As described in Chapter 2, the data must be pre-processed. Interpolation is 
necessary to produce equidistant data points, and the data must be detrended 
to remove long-term trends and thus create data residuals. As discussed in 
Section 7.2, interpolation can incorporate bias into the analysis. The effect of 
interpolating the data is illustrated in Figure 7.5 and 7.6 (for data from Sanbao 
Cave (SM11) and Hulu Cave (MSP) respectively), showing that the density of 
the data points does not change linearly over time and is therefore unlikely to 
bias the results. Since speleothem MSP from Hulu Cave only spanned 155-133 
ka, the abrupt increase in monsoon intensity as shown in speleothem SB11 at 
130 ka was not recorded.  
 
 
 
 
Figure 7.5 Data pre-processing for the original Sanbao Cave (Speleothem SB11) data. 
This data was smoothed (purple line) over an appropriate bandwidth to produce data 
residuals and interpolated to produce an equidistant data set, as shown by the pink line 
and points. 
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Figure 7.6 Data pre-processing for the original Hulu Cave (Speleothem MSP) data. 
This data was smoothed (purple line) over an appropriate bandwidth to produce data 
residuals and interpolated to produce an equidistant data set, as shown by the pink line 
and points. 
 
 
Figure 7.5 and 7.6 display the density data and raw and interpolated data, 
which show that the observed trends in autocorrelation are not an artefact of the 
data interpolation for both Sanbao and Hulu caves. This is because the density 
of the data (shown in the bottom left panels of Figures 7.5 and 7.5) do not 
display large differences over time or decrease as the data become younger; if 
the density of the original data points decreased on the approach to a tipping 
point, interpolation would cause the density of the interpolated data to be higher 
than the original data, which would cause a biased positive trend in 
autocorrelation (as discussed in Section 2.2.3). Speleothem SB11 has one of 
the longest, continuous δ18O records in China, with a very well constrained 
chronology and a temporal resolution of around 100 years (Wang et al., 2008a). 
Speleothem MSP has a comparable resolution and density to the SB11.  
 
However, the linear age-model for speleothem SB11 (derived from linear 
interpolation between 23 U-Th dates) was only calculated to 1 decimal place, 
which resulted in the same age being assigned to multiple δ18O samples. Since 
one of the basic assumptions of time series analysis is that the data is 
equidistant, the age model was recreated, including another decimal place (see 
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Figure 7.7 for original age model). Whilst this updated age model is not 
accurate enough for this to be a ‘true’ estimate, when carrying out time series 
analysis (particularly potential analysis) it is necessary for the data points to 
have a density larger than zero (that is that there are no duplicate 
measurements for a single depth), to ensure that autocorrelation at lag-1 is 
calculated accurately. A comparison was made for both age models to ensure 
spurious results were not found. Figure 7.5 and 7.8 show no significant 
difference, indicating that the updated age model would not cause spurious 
results.  
 
 
 
Figure 7.7 Image of stalagmite SB11, with the 230Th dating positions indicated by the 
black points. The age-depth model is constructed by linear interpolation between each 
of the 230Th dates. From (Wang et al., 2008b). 
 
!
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Figure 7.8 Data pre-processing for the Sanbao Cave (Speleothem SB11) data with the 
updated age model. This data was smoothed (purple line) over an appropriate 
bandwidth to produce data residuals, and interpolated to produce an equidistant data 
set, as shown by the pink line and points. 
 
 
 
7.2.2. Tipping Point analysis 
A search for early warning signals of bifurcations was carried out during each 
stable period between 230-128 ka BP of the Sanbao Cave speleothem δ18O 
record (Figure 7.12 and 7.13). To see if the signal is widespread, the same 
analysis was undertaken on a second speleothem δ18O record in a regionally 
distinct area (Figure 7.14). Although speleothem MSP at Hulu Cave spans a 
shorter time period than the speleothem at Sanbao (160-125 ka BP), replication 
adds increased confidence to the interpretation.  
 
Chapter 2 describes in detail the methodology used for tipping point analysis, 
however, a brief outline of the methods is described below. First, visual 
selection of the data is undertaken, by carefully selecting only data from before 
the start of each monsoon transition, until the forthcoming transition (See Figure 
7.9). This is necessary to avoid contaminating the analysis with data from a 
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different state. Secondly, a Gaussian kernel smoothing function is applied over 
suitable smoothing bandwidth to remove the long-term trends, and linear 
interpolation applied to achieve equidistant data points (a necessary 
assumption for time-series analysis). Finally, the R functions for autocorrelation 
at lag-1 (acf() and ar.ols()) and variance (var()) are applied to the 
resulting residual data over a sliding window of analysis of about half the data 
length, as discussed in Chapter 2 (Lenton et al., 2012a). These indicators are 
expected to increase on the approach to a bifurcation due to the gradual 
decrease in recovery rate to perturbations (Dakos et al., 2008; Lenton et al., 
2012a). Furthermore, increased variance of the observed signal should 
theoretically be detected in line with autocorrelation, because as the system 
approaches the tipping point, the basin of attraction gets wider and therefore 
the system can travel further and further from the stable state until the critical 
threshold is passed. 
 
 
 
 
Figure 7.9 Graph showing SB11 data, where each section of data used for tipping 
point analysis is shown by the blue hatched areas.   
 
 
The nonparametric Kendall’s tau rank correlation coefficient was applied (Dakos 
et al., 2008) to test for statistical dependence for a sequence of measurements 
against time (Mann, 1945). It can vary between +1 and -1, indicating the sign 
and strength of any trends in autocorrelation and variance. This provides a 
rapid and objective appraisal of the significance of the trend. A contour plot was 
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also constructed to show trends in autocorrelation and variance over a wide 
range of smoothing bandwidths and sliding windows. 
 
 
Surrogate time series 
These results were also tested against a 1000 surrogate time series, as 
described in Chapter 2. Each of the transitions from speleothem SB11 was 
analysed, as well as the transition from Hulu cave. The trends for the surrogate 
time series, estimated by Kendall tau correlation coefficient were compared to 
the trends estimated in the original time series. The significance level is thus 
computed to produce the probability of finding false positives.  
 
 
Ensemble analysis 
Even in the presence of a bifurcation, transitions can take place due to the 
presence of noise, and in these cases no early warning signals will be detected. 
However, it has been suggested that when considering the average from a 
sufficiently large ensemble of events, “early warnings signals should be 
detected unambiguously” (Cimatoribus et al., 2013), and can uncover signals 
that may otherwise be too weak for detection. An ensemble method was 
undertaken on the Dansgaard-Oeschger oscillations (Ditlevsen and Johnsen, 
2010) to exploit the fact that there are several ‘replications’ of this event; 
however this study did not consider the average quantity of the ensemble. 
However, when this was considered, Cimatoribus et al. (2013) detected early 
warning signals in the averaged ensemble, consistent with the hypothesis that 
D-O events take place close to a bifurcation point.  
 
 A similar method was therefore undertaken on the monsoon transitions as 
recorded in the speleothem record. Analysing the properties of an ensemble of 
events, rather than a single realisation, (where possible), is thought to be a 
more robust approach as well as being more theoretically sound (Kuehn, 2011; 
Cimatoribus et al., 2013). The ‘mean’ monsoon transition is therefore 
characterised by the early warning indicators, rather than each event treated 
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separately. To achieve this, the data record is cut into time slices encompassing 
each stable period before transition. The point of transition is then aligned for all 
events and an ensemble of events is thus defined. Each stable period is then 
individually analysed and the early warning indicators are then averaged for the 
whole ensemble.  
 
 
7.2.3. Potential Analysis 
Simple probability density analysis was undertaken to analyse the stability 
structure of the data. This was done by selecting appropriate bin sizes and 
plotting a histogram of the resulting frequency distribution. The function 
livpotential_ews() from the earlywarnings package was also used, 
which performs a “one-dimensional potential estimation derived from a 
univariate time series”, which combined with the function PlotPotential() 
allows a visualisation of the potential function (Dakos et al., 2012a; Livina et al., 
2010).  
 
To examine further the dynamical origins of this bimodality, a non-stationary 
potential analysis was applied (Kwasniok, 2013b; Kwasniok, 2013a) by Dr 
Frank Kwasniok, Department of Mathematics, University of Exeter. A potential 
model was constructed, modulated by the Northern Hemisphere Summer 
Insolation at June 30°N. Since the monthly maximum insolation shifts in time 
with respect to the precession parameter, the 30°N June insolation was chosen 
because EASM development is affected by both remote and local insolation 
forcing (Liu et al., 2006), and thus an insolation latitude local to the Sanbao 
Cave record was selected. Although Ruddiman (2006) suggests that the EASM 
responds to 65°N 21 July NHSI with a “near-zero” phase lag, comparison with a 
local insolation is consistent with other studies from both Sanbao Cave and 
other regions (Cheng et al., 2006). Additionally, it is acknowledged that the 
insolation changes of 65°N 21 July as used by Wang et al. (2008b) are very 
similar in terms of the timing of the maxima and minima. 
 
Non-stationary potential analysis (Kwasniok, 2013b; Kwasniok, 2013a) is a 
method developed by Dr Kwasniok for the derivation of a simple dynamical 
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model modulated by time series data, modulated by external factors (in this 
case the solar insolation). This analysis allows the reconstruction of the 
changing shape of the potential over time, and this, as well as the noise level, is 
estimated from the data in a maximum likelihood framework. The monsoon 
system is here assumed to be governed by the one-dimensional Langevin 
equation: 
 
 𝑥 = −𝑉! 𝑥; 𝑡 + 𝜎𝜂 (7.1) 
 
where 𝜂 is a white Gaussian noise process (zero mean and unit variance), and 𝜎 is the amplitude of the stochastic forcing. The potential landscape 𝑉 𝑥; 𝑡  is 
time-dependent, linearly modulated by the solar insolation: 
 
 𝑉 𝑥; 𝑡 = 𝑈 𝑥 + 𝛼  𝐼(𝑡)𝑥 (7.2) 
 
where 𝑈 𝑥  is the time-independent part of the potential, modelled by a fourth-
order polynomial, 𝐼 𝑡  is the insolation forcing, 𝛼 is a coupling parameter and 𝑥 
is the model variable identified from the speleothem record.  
 
This model was designed to cover the possibility of both directly forced 
transitions as well as noise-induced transitions (including stochastic resonance). 
Interestingly, upon visual inspection of the data, Dr Kwasniok suggested that 
the structure showed strong similarities to data affected by stochastic 
resonance. Stochastic resonance is a phenomenon often observed due to the 
addition of noise in a bistable system. Importantly, stochastic resonance will 
only occur if the frequencies apparent in the noise resonate with the 
frequencies in the direct forcing (in this case the solar forcing). This causes 
amplification of the signal, which allows the threshold in the bistable system to 
be breached, and the system to switch to the alternative stable state. At the 
optimum signal-to-noise ratio, the switching between states shows periodicity.  
 
An ensemble of 100 realisations of the potential model was produced, and each 
of the stable parts of the data prior to each monsoon transition was analysed 
looking for early warning signals. This was done after pre-processing the data 
by selecting data only in the stable period prior to the transition. The tipping 
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point analysis methodology, as discussed in Chapter 2, was then followed. 
Histograms were made to show the distribution of the Kendall tau rank 
correlation coefficient for autocorrelation and variance over the transitions in the 
100 realisations of the model to determine whether there was a tendency to 
more positive values (indicating an increasing trend). The resolution of the 
output of the model was chosen to be comparable to the palaeoclimate record 
from which the model was derived (a resolution of 102 years).  
 
 
7.3. Results and Data Analysis 
Simple probability density analysis suggests that there are two modes in the 
EASM between 240-128 ka BP (as displayed by the double peak structure in 
Figure 7.10), supporting a number of studies that observe bimodality in tropical 
monsoon systems (Zickfeld et al., 2005; Schewe et al., 2012). Figure 7.11 
shows the visualisation of the potential function, which also illustrates the 
bimodality of the data. However, the presence of bimodality does not 
necessarily indicate the presence of bistability; potential analysis is therefore 
used to determine the dynamical origins of this bimodality.  
 
 
 
Figure 7.10 Histogram showing the probability density of the speleothem data (SB11) 
aggregated over 224-128 ka BP.  
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Figure 7.11 Visualisation of the potential function derived from the data, showing the 
presence of multiple stable states.  
 
 
A search for early warning signals of bifurcations was carried out during each 
stable period between 230-128 ka BP of the Sanbao Cave (SB11) speleothem 
δ18O record, as well as the Hulu Cave (MSP) speleothem δ18O record, 
measuring the trends in autocorrelation and variance over a sliding window 
(Lenton et al., 2012a). The monsoon transition at the termination was analysed 
first, as shown in Figures 7.12-7.14. Contour plots showing the range of Kendall 
tau values for different window lengths and smoothing bandwidth sizes are 
shown in Figure 7.15. The results for the monsoon transitions in the period 
preceding this are shown in Figure 7.16.  
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Figure 7.12 Tipping Point analysis on data from Sanbao Cave (Speleothem SB11) with 
the original chronology, (31°40’N, 110°26’E). Data was smoothed over an appropriate 
bandwidth to produce data residuals, and analysed over a sliding window (of size 
between the two grey vertical lines). The grey vertical line at 131 ka BP indicates the 
tipping point, and the point up to which the data is analysed. 
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Figure 7.13 Tipping Point analysis on data from Sanbao Cave (Speleothem SB11) with 
the updated chronology, (31°40’N, 110°26’E). Data was smoothed over an appropriate 
bandwidth to produce data residuals, and analysed over a sliding window (of size 
between the two grey vertical lines). The grey vertical line at 131 ka BP indicates the 
tipping point, and the point up to which the data is analysed. 
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Figure 7.14 Tipping Point analysis on data from Hulu Cave (Speleothem MSP) 
(32°30’N, 119°10’E). Data was smoothed over an appropriate bandwidth to produce 
data residuals, and analysed over a sliding window (of size between the two grey 
vertical lines). The grey vertical line at 133 ka BP indicates the tipping point, and the 
point up to which the data is analysed. 
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Figure 7.15 Contour plots showing a range of window and bandwidth sizes for the 
analysis; (a) SB11 autocorrelation, (b) SB11 variance, (c) MSP autocorrelation, (d) 
MSP variance. Black stars indicate the parameters used for the analysis in Figures 
7.12 and 7.14.  
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Figure 7.16 (a) Contour plots overlain on δ18O speleothem data from Sanbao Cave 
(SB11) (blue) and NHSI at June 30°N (grey). The width of each contour plot 
corresponds to the period of analysis, excluding the vertical transitions. The colour 
legend shows the Kendall tau values (-1 to 1) from autocorrelation over a range of 
smoothing bandwidths (5-15%) and sliding windows (40-60% of data range). (b) The 
panels below show the corresponding autocorrelation and variance for each stable 
period prior to a transition.  
 
 
A clear increase in the trend is found for both autocorrelation and variance, 
covering data spanning the period 150 to 128 ka BP, before Monsoon 
Termination II in speleothem SB11 (see Figure 7.2, 7.12 and 7.15). These 
proportional positive trends in both autocorrelation and variance are consistent 
with the behaviour expected from the fluctuation-dissipation theorem on the 
approach to a bifurcation (Box 2.1) (Ditlevsen and Johnsen, 2010). Furthermore, 
the contour plot corresponding to this period shows robust positive trends in 
autocorrelation and variance over a wide range of smoothing bandwidths and 
sliding window sizes, where the Kendall tau value is over 0.8 for the vast 
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
90
100
110
120
130
Contour plot for SB11, Termination II
Bandwidth
W
in
do
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
80
90
100
110
120
Contour plot for SB11, erminatio  II
Ban width
W
in
d
o
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
50
55
60
65
70
Contour plot for SB11, Termination II
Bandwidth
W
in
d
o
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
50
55
60
65
70
Contour plot for SB11, Termination II
Bandwidth
W
i
n
d
o
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
35
40
45
Contour plot for SB11, Termination II
Bandwidth
W
i
n
d
o
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
35
40
45
Contour plot for SB11, Termination II
Bandwidth
W
in
d
o
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
90
100
110
120
130
Contour plot for SB11, Termination II
Bandwidth
W
i
n
d
o
w
-1.0
-0.5
0.0
0.5
1.0
2 3 4 5 6 7 8
50
55
60
65
70
Contour plot for SB11, Termination II
Bandwidth
W
in
d
o
w
220 200 180 160 140
-6
-7
-8
-9
-10
-11
-12
δ1
8 O
 (‰
 V
P
D
B
)
Age (ka BP)
30
°N
 W
m
-2
440
460
480
500
520
540
0 50 100 150 200
21
6
21
8
22
0
22
2
22
4
Index
x
K
en
da
ll 
Ta
u
0.88
0.90
0.92
0.94
0.96
0.98
1.00
Far.data$time
Fa
r.d
at
a$
ar
A
R
(1
) i
nd
ic
at
or
219 218 217 216 215
0.04
0.05
0.06
0.07
Fvariance.data$time
Fv
ar
ia
nc
e.
da
ta
$v
ar
ia
nc
e
V
ar
ia
nc
e
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Ear.data$time
E
ar
.d
at
a$
ar
204 203 202 201 200
0.02
0.04
0.06
0.08
Evariance.data$time
E
va
ria
nc
e.
da
ta
$v
ar
ia
nc
e
0.85
0.90
0.95
1.00
1.05
Dar.data$time
D
ar
.d
at
a$
ar
194 193 192 191
0.0
0.2
0.4
0.6
0.8
1.0
Dvariance.data$time
D
va
ria
nc
e.
da
ta
$v
ar
ia
nc
e
0.50
0.55
0.60
0.65
Car.data$time
C
ar
.d
at
a$
ar
84 183 182 181 180
0.015
0.020
0.025
0.030
0.035
Cvariance.data$time
C
va
ria
nc
e.
da
ta
$v
ar
ia
nc
e
Age (ka BP)
0.80
0.82
0.84
0.86
0.88
Bar.data$time
B
ar
.d
at
a$
ar
172 170 168 166
0.13
0.14
0.15
0.16
0.17
0.18
0.19
Bvariance.data$time
B
va
ria
nc
e.
da
ta
$v
ar
ia
nc
e
0.6
0.7
0.8
0.9
Zar.data$time
Za
r.d
at
a$
ar
156 154 152 150
0.05
0.10
0.15
0.20
0.25
0.30
Zvariance.data$time
Zv
ar
ia
nc
e.
da
ta
$v
ar
ia
nc
e
0.76
0.78
0.80
0.82
0.84
0.86
0.88
Aar.data$time
A
ar
.d
at
a$
ar
142 138 134
0.065
0.070
0.075
0.080
Avariance.data$time
A
va
ria
nc
e.
da
ta
$v
ar
ia
nc
e
 270 
majority of these differing parameter choices (as shown by the predominantly 
red colour in Figure 7.16). 
 
To see if the signal is widespread, the same analysis on a second speleothem 
record in a regionally distinct area (Figure 7.4) was undertaken. Although 
speleothem MSP at Hulu Cave (32°30’N, 119°10’E) (Wang et al., 2001) spans a 
shorter time period than the speleothem at Sanbao Cave (160-125 ka BP), the 
results are comparable for both sets of data (Figures 7.12 and 7.14), adding 
increased confidence in the interpretation. 
 
Each of the transitions in speleothem SB11 over the period 240-150 ka BP 
were also analysed, however, although the first three transitions showed 
positive indicator trends for both autocorrelation and variance, these were fairly 
weak, and the remaining transitions showed no robust evidence for critical 
slowing down (see Figure 7.16).  
 
 
7.3.1. Testing against a surrogate time series  
To ascertain the significance level of the results found, these were tested 
against a surrogate time series. Figure 7.17 shows that for the Sanbao SB11 TII 
analysis, the Kendall tau value for autocorrelation falls beyond the 95% 
significance line, and the Kendall tau value for variance falls between the 90% 
and 95% significance lines, indicating that there is only a very low probability 
that these early warning signals were the result of chance. Figure 7.18 shows 
the same graph for the Hulu MSP TII data, with the Kendall tau value for 
autocorrelation also falling beyond the 95% significance line, but the Kendall tau 
value for variance falling some way short, suggesting that there is a higher 
probability that the result found for variance was due to chance.  
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Figure 7.17 Histogram showing frequency distribution of Kendall tau values from 1000 
realisations of a surrogate time series model. The grey dashed lines indicate the 90% 
and 95% significance level and the blue and red vertical lines show the Kendall tau 
values from the original SB11 time series at Termination II for autocorrelation (A) and 
variance (B) respectively. 
 
 
 
 
Figure 7.18 Histogram showing frequency distribution of Kendall tau values from 1000 
realisations of a surrogate time series model. The grey dashed line indicate the 95% 
significance level and the blue and red vertical lines show the Kendall tau values from 
the original Hulu MSP time series at Termination II for autocorrelation (A) and variance 
(B) respectively. 
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7.3.2. Ensemble analysis 
An ensemble method was undertaken to see if early warning signals could be 
found within the averaged ensemble. The ensemble average for autocorrelation 
had a Kendall’s tau value of 0.2197 and for variance an average Kendall’s tau 
value of 0.2607 over the seven sections of the record analysed (see Table 7.1 
for more details). These results do not provide robust early warning signals. 
However, with only seven members, this ensemble is very small and could thus 
contain a bias. In addition, the standard deviation of the ensemble is large, 
particularly where the ensemble has fewer members further from the transition 
(due to the differing length of each time period).  
 
 
Time Period AR(1) Kendall tau Variance Kendall tau 
216-224 ka BP 0.5382 0.6532 
200-209 ka BP 0.4659 0.8463 
192-198 ka BP 0.4576 0.9718 
180-190 ka BP -0.0709 -0.4600 
166-178 ka BP 0.1984 0.1751 
150-163 ka BP -0.8095 -0.8271 
131-156 ka BP 0.7581 0.7209 
Average 0.2197 0.2972 
 
Table 7.1 Table displaying the individual and average Kendall tau value for AR(1) and 
variance on each time period of analysis.  
  
 
The ensemble was tested against a surrogate time series, and similarly 
inconclusive evidence was found. Although one ensemble member for 
autocorrelation and three ensemble members for variance fell over the 90% 
significance line, the ensemble average for both autocorrelation and variance 
fell some way off the 90% significance line.  
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Figure 7.19 Histogram showing frequency distribution of Kendall tau values from 700 
realisations of a surrogate time series model (created from 100 randomisations of each 
period from the ensemble). The grey dashed line indicates the 90% significance level 
and the blue and red vertical lines show the Kendall tau values from each member of 
the ensemble from the original Sanbao SB11 time series for autocorrelation (A) and 
variance (B) respectively. The green and purple lines show the ensemble average for 
autocorrelation and variance respectively. 
 
 
7.3.3. Potential Analysis 
To help interpret these results, the aforementioned potential model was applied 
(see Figure 7.20 for bifurcation diagram). Transitions occur in the model as a 
result of direct solar insolation forcing when the system reaches the end of the 
stable branches.  
 
An ensemble of 100 realisations of the potential model was produced and 
plotted in Figure 7.21 in a probability plume. These 100 realisations appear 
broadly to follow the path of June insolation at 30°N (red) with a small phase lag. 
The model simulations also follow the speleothem palaeodata (green) for all but 
the monsoon transition at 130 ka BP near Termination II, where the model 
simulations show no extended lag with respect to the insolation. The 
dependence of the model on the solar forcing explains the high degree of 
synchronicity and the phase lag between the transitions and the solar forcing. 
Although the trajectory range of the simulations from the potential model 
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broadly follow the speleothem data (green line in Figure 7.21), they do not 
present the increased lag that is found in the palaeodata at the Termination at 
130 ka, suggesting that there is an additional mechanism not included in the 
model.  
 
 
 
 
Figure 7.20 (a) Bifurcation diagram obtained from potential model analysis, showing 
bistability and hysteresis (parameters provided by F.Kwasniok). Solid black lines 
indicate stable states, dotted line unstable states, and dashed vertical lines the jumps 
between the two stable branches. (b) Shows how the shape of the potential well 
changes over one transition cycle (198-175 ka BP) (long dash = 535 Wm-2, short dash 
= 531 Wm-2, solid = 490 Wm-2, dotted = 449 Wm-2) (for more details see Figure 7.22). 
 
 
Each of the stable periods of the data prior to each monsoon transition were 
analysed looking for early warning signals for all 100 realisations of the model. 
The Kendall tau correlation coefficient was applied to the trends in 
autocorrelation and variance, and these values were plotted in histograms 
(Figure 7.21b-d). No consistent early warning signals were found for any of the 
monsoon transitions. Analysis of the changing shape of the underlying potential 
(Figure 7.22) suggests that there are no prolonged periods of flattening before 
each transition due to the rapidity of the solar forcing. Since a gradual flattening 
of the potential is fundamental to critical slowing down, this could explain the 
lack of early warning signals in the palaeodata and the model data.  
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Figure 7.21 (a) Probability range of 100 model simulations (provided by F.Kwasniok), 
with the June 30°N NHSI (in red), and the palaeodata from SB11 (in green); 
histograms showing the distribution of the Kendall tau values from running the AR(1) 
(b), ACF (c) and variance (d) over the monsoon transitions for the period 230-128 ka 
BP. Note there is no significant skewness associated with  trends towards increased 
autocorrelation and variance.  
 
 
Importantly, the resolution of the output of the model was chosen to be 
comparable to the speleothem record from which the model was derived (a 
resolution of 102 years). However, following the results found from Chapter 3 
(regarding importance of the resolution and length of the dataset), it is 
suggested that since the model contained a bifurcation, even if the forcing was 
to rapid to detect early warning signals of critical slowing down, if the resolution 
of the model was increased enough, early warning indicators should 
theoretically be found. This was investigated by altering the resolution of the 
model (by decreasing the time step used), however, still no early warning 
signals were found, suggesting that an additional factor may be involved. When 
the model was further modified by reducing the noise level, it was found that 
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when the noise was decreased to a tenth the level of the noise used initially, 
robust early warning signals were found. Theoretically this is expected since 
modifying the potential model to this degree inevitably finds early warning 
signals since there is a bifurcation present in the model. Importantly, an 
increase in resolution alone was not sufficient alone to detect early warning 
signals without a decrease in the noise level.  
 
 
 
 
Figure 7.22 Potential analysis showing the changing shape of the potential well over 
(B) a normal transition cycle, and (C) the transition cycle at the termination. (Dotted 
lines show stages of the transition over high, medium, and low insolation values). 
There is some visible flattening in the potential in (C), which is due to the reduced 
amplitude of the solar forcing at the termination.  
 
 
7.4. Discussion 
It is important to note that although the presence of early warning signals in 
time series data has been popularly used for the detection of bifurcations in a 
range of systems (Dakos et al., 2008; Lenton et al., 2012b), there are instances 
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when bifurcations are not preceded by critical slowing down, for instance when 
a system is forced rapidly, or where there are very high levels of noise. 
Consistent with this, no prolonged periods of flattening of the potential are found 
prior to transitions when the solar forcing changes rapidly. However, although 
there is some flattening in the potential apparent at the termination, as shown 
by Figure 7.22, this is due to the reduced amplitude of the solar forcing at the 
termination, and is not sufficient to explain the early warning signal detected in 
the palaeodata at the termination. It is therefore suggested that additional 
forcing mechanisms are present at the termination that cannot be captured by 
the potential model (as evidenced by the trajectory of the data falling outside 
the probability range of the potential model in Figure 7.21). These are 
discussed in Section 7.4.2.   
 
 
7.4.1. Early warnings and missed alarms 
Robust early warning signals are found at Monsoon Termination II from two 
speleothem records in regionally distinct areas. The indicator trends were tested 
against a surrogate time series, and the Kendall tau values were found to be 
over the 95% significance level in autocorrelation for both Sanbao and Hulu 
Cave. However, inconsistent early warning signals are displayed for the 
monsoon transitions over the interglacial period. Whilst the first three transitions 
showed increasing trends in both autocorrelation and variance, these were 
weak in comparison to the robust trends detected at the termination, and were 
less consistent with changing bandwidth and sliding window lengths used. The 
three transitions closest to the termination displayed either negative or no 
significant trends in autocorrelation and variance. It is tentatively speculated 
that this may be due to the stronger forcing for the first three transitions than the 
next three, but it is not clear whether this would have made a difference.  
 
Tipping point analysis of the 100 realisations of the potential model was 
undertaken to test whether early warning signals could be detected. These 
results are displayed in the histograms in Figure 7.21, and show no significant 
pattern to suggest successful detection of early warning signals. Analysis of the 
structure of the potential model indicates that a bifurcation is passed but the 
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strength and rapidity of the forcing is such that there is not sufficient time with a 
flattened potential to pick up signals of critical slowing down. However, when 
the noise level in the model is severely reduced and the resolution increased in 
the potential model, robust early warning signals can be found. Therefore, it is 
suggested that a combination of the rapidity of the forcing and the high level of 
noise may have masked any early warning signals associated with critical 
slowing down. Importantly, although present day observational records can be 
collected with a much higher resolution than the speleothem data analysed in 
this chapter, neither the rapidity of the forcing nor the level of noise in the 
system can be changed. This therefore warns that potential future transitions in 
the East Asian Summer Monsoon may not display early warnings. 
 
 
7.4.2. Termination processes: Weak Monsoon Interval 
At glacial terminations, additional processes, mechanisms and interactions are 
thought to be involved. A ‘Weak Monsoon Interval’ (WMI) is found in the last 
four monsoon terminations of the EASM, characterised by a prolonged weak 
monsoon and cold Greenland temperatures (Cheng et al., 2009a). According to 
(Cheng et al., 2009a), the mechanism for terminations seems to be based on 
the rising insolation, which triggers the initial disintegration of the massive ice 
sheet. This in turn triggers a slowing of the Atlantic MOC, which generates a 
North Atlantic cold anomaly due to the reduction in the surface-ocean heat flux 
to the North Atlantic. Atmospheric teleconnections (Zhang and Delworth, 2005) 
subsequently cause the weakening of the Asian Monsoon and move the ITCZ 
southward (Peterson et al., 2000; Wang et al., 2004a). The corresponding rise 
in Antarctic temperature could be the result of CO2 rise due to the bipolar 
seesaw mechanism (Broecker et al., 1985), as well as southward shifts in 
atmospheric circulation patterns, including the ITCZ and westerly winds.  
 
It has been suggested that lithospheric rebound from the isostatic depression 
from maximum ice volume (Cheng et al., 2006) could have lagged the glacial 
recession for the first stage of the WMI, since the length of the WMI is 
consistent with the time constant of glacio-isostatic adjustments (Cathles, 1975). 
However, although global ice volume was linearly incorporated into the potential 
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model, this had no discernible effect on the output. Alternatively, the cold 
anomaly associated with Heinrich event 11 (at 135 ka BP) has been invoked as 
a possible cause of the WMI, cooling the North Atlantic and shifting the Polar 
front and Siberian high southwards, forcing an equator-ward migration of 
westerly airflow across Asia (Broecker et al., 1985; Kelly et al., 2006; Cheng et 
al., 2009a). Such a scenario would maintain a low thermal gradient between the 
land and sea, causing the Weak Monsoon Interval at 134-128 ka BP(Cheng et 
al., 2009a) and suppressing a simple insolation response.  
 
However, although the WMI is pervasive across Chinese speleothem records 
e.g. (Kelly et al., 2006; Wang et al., 2001; Cheng et al., 2006; Yuan et al., 2004; 
Li et al., 2013), and can be found in an Indian Summer Monsoon stack from the 
Arabian Sea (Caley et al., 2011), they are notably absent in the West African 
Monsoon and East African monsoon (Weldeab et al., 2007; Bar-Matthews et al., 
2003; Drysdale et al., 2009), and in some records of the Indian Summer 
Monsoon (An et al., 2011). This therefore disputes the suggestion that the 
southward migration of the ITCZ causes the WMI since it would be expected to 
be recorded in the African monsoon regions. An alternative explanation invokes 
a dominant control of the Southern Hemisphere, rather than the Northern 
Hemisphere, during glacial periods (An et al., 2011), incorporating the role of 
orbital forcing (Caley et al., 2013). A three-phase termination mechanism is 
proposed, whereby a minima in monsoon strength is observed in synchrony 
with maximum ice volume during phase 1. Phase 2 is characterised by an 
increase in Southern Hemisphere temperature with decreasing ice volume, 
leading to a weakening of the Mascarene high pressure system, weakening the 
cross-equatorial monsoon gradient, leading to the WMI. Phase 3 occurs when 
global ice volume decreases to an interglacial state, causing a recovery in the 
cross-equatorial monsoon gradient, causing a strengthening of the monsoon 
(An et al., 2011; Caley et al., 2013). Although this is still under debate, it is 
apparent that the relationship between different regional monsoons is more 
complex than is represented in Ziegler et al. (2010b).  
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7.5. Conclusions and Implications 
A fold bifurcation structure is detected in the EASM in data analysed over the 
penultimate glacial cycle, supporting previous hypotheses e.g. (Schewe et al., 
2012). However, no consistent early warning signals were found for the abrupt 
monsoon shifts in the period between 230-150 ka BP, in either the palaeodata 
or the model simulations. The absence of any observed critical slowing down is 
therefore suggested to be due to the rapidity of the forcing and the high levels 
of noise, preventing a steady flattening of the potential. However, strong 
evidence of critical slowing down is found before the abrupt monsoon shift at 
Termination II (130 ka BP) in the palaeodata but not the model simulations, 
suggesting this is due to the longer lag in the palaeodata, most probably due to 
cooling in the North Atlantic, flattening the potential and thus enabling the 
detection of critical slowing down. 
 
Importantly, these results suggest the presence of an additional ‘tipping element’ 
in the climate system. It is therefore suggested that the East Asian Summer 
Monsoon should be included as a possible future ‘tipping element’ e.g. (Lenton 
et al., 2008) to ensure that any potential future impacts and connections with 
other tipping elements can be appropriately explored. Furthermore, these 
results have significant implications for the prospect of finding early warning 
signals of future abrupt transitions in the EASM. The early warning signals 
found in the speleothem data at Termination II indicate that additional 
processes can suppress the simple insolation response of the EASM. Existing 
findings e.g. (Zickfeld et al., 2005) suggest that systematic forcing of the heat 
balance of monsoon systems, including anthropogenic albedo changes through 
sulphur emissions and land-use changes, as well as rising greenhouse gas 
concentrations, could trigger abrupt transitions between different monsoon 
regimes in the future. Furthermore, studies suggest that since the 1970s, there 
has been a steady weakening of the EASM, associated with regional 
anthropogenic aerosol forcing (Xu et al., 2006; Wang and Ding, 2006). Since 
present day aerosol and greenhouse gas forcing are rapid (relative to e.g. 
insolation changes), this suggests that if they could cause a future abrupt 
monsoon shift it would be unlikely to carry early warning signals.   
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Chapter 8: Conclusions 
 
This chapter summarises the results from the range of data investigated and 
outlines the advances that this thesis has made, as well as highlighting areas 
for further research. 
 
 
Palaeoclimate records have shown that the Earth has a long history of 
undergoing abrupt transitions. These changes are inherent to our climate 
system. The collaboration of research from the palaeoclimate community and 
climate modellers and statisticians to provide an expert elicitation e.g. (Kriegler 
et al. 2009) have helped to identify key areas where climate thresholds might 
have been crossed. This thesis has investigated some of these identified 
systems, as well as other systems that may present tipping behaviour, using a 
range of different proxies, over different time periods. One of the primary 
motivations for this thesis was to determine whether tipping point analysis has 
potential for use on terrestrial and low-resolution palaeoclimate records.  
 
This thesis has shown that there is significant potential for the use of a range of 
palaeoclimate records to identify the presence of threshold behaviour in climate 
systems in the past. Although previous studies e.g. (Dakos et al., 2008) 
successfully analysed palaeoclimate data from ice and marine cores for the 
presence of early warning signals of tipping, this thesis has highlighted the 
potential for other terrestrial palaeoclimate datasets such as lacustrine, tree-ring 
and speleothem records, which are far more ubiquitous. The suitability of the 
palaeoclimate archives selected were carefully considered throughout the 
thesis. The range of records selected allowed a detailed investigation of 
different proxy archives and their potential for detecting early warning signals of 
tipping. The existing methodologies were refined and a simple and effective 
method of determining the significance was developed.  
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Analysis of palaeoclimate records is one of the best ways to suggest which 
systems may be vulnerable to tipping in the future, particularly since abrupt 
climate changes are not always well modelled. Moreover, the development of 
techniques used to detect early warning signals of tipping points that occurred 
in the past is essential for their potential to be realised in the future. A detailed 
summary of chapter findings is found in Section 8.1.1, followed by the 
identification of central themes that run through the thesis (Section 8.1.2). 
General guidelines for carrying out tipping point analysis on palaeoclimate data 
are then discussed (Section 8.1.3) before reflecting on the findings of this thesis 
(Section 8.2) and identification of future work (Section 8.3).   
 
8.1. Summary of findings 
8.1.1. Chapter findings 
A simple bifurcation model was used to investigate the data characteristics and 
methodological parameter choices that affect the analysis, particularly for 
palaeoclimate records. These include the data selection, length, resolution, size 
of sliding window of analysis and size of smoothing bandwidth, as well as the 
levels of noise in the system. Results found that a higher resolution, longer 
dataset and lower noise levels all caused a higher probability of successfully 
detecting early warning signals. Autocorrelation was found to be a more reliable 
indicator of critical slowing down than variance, contrary to other studies e.g. 
Dakos et al. (2012c), which found variance to be a more robust indicator. 
However, this may due to the different models used to test this. In addition, two 
slightly different chronologies were tested from the Cariaco Basin during the 
Younger Dryas Stadial and found little difference in results. This is promising for 
palaeoclimate records since the dating accuracy is sometimes uncertain. 
Key findings: Suggestion of methodological guidelines for statistically 
significant detection of early warning signals. Little difference in the 
results for tipping point analysis with minor chronological differences was 
found. 
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Two terrestrial lake sediment records from northwest Europe were investigated 
spanning the Late-glacial period. The abrupt termination of the Younger Dryas 
has been suggested to be the result of a bifurcation in the climate system, 
switching from a cold stadial state into the warm Holocene (Lenton et al., 
2012b). The Hawes Water sediment record was obtained to determine whether 
terrestrial palaeoclimate data could be used to find early warning signals of this 
suggested tipping point. Although the δ18O record was too short to be used for 
tipping point analysis, it was necessary to provide a chronology. Instead, high-
resolution XRF elemental data was analysed since this was thought to provide 
an adequate length and resolution for tipping point analysis. Several different 
elements were investigated, including calcium, titanium, vanadium, potassium 
and zinc; however, none displayed increasing trends in autocorrelation and 
variance, as would be expected in systems influenced by critical slowing down. 
This is suggested to be due to the lack of a directly transmitted climate signal 
recorded by the lake sediments; since Hawes Water is contained within a 
buffered catchment, a ‘shredding’ of the climate signal could have masked the 
signal of critical slowing down.  
Key findings: Importance of sufficient data length/resolution, and 
importance of the proxy record recording a directly transmitted climate 
signal.  
 
An elemental record from Lake Kråkenes in northwestern Norway (Bakke et al., 
2009) was analysed to investigate whether an unbuffered catchment would 
display signals of a bifurcation at the termination of the Younger Dryas. This 
lake record had already been suggested to show a visual signal of flickering 
400 years prior to the termination of the Younger Dryas. This was thought to be 
due to the rapid oscillations in ocean and atmospheric dynamics, which caused 
the episodic peaks in meltwater production from the glacier within the 
catchment of Lake Kråkenes. Flickering as an early warning signal has been 
suggested by Wang et al. (2012b) to display early warning indicators in the form 
of increasing variance and decreasing autocorrelation. Tipping point analysis 
was applied on the titanium elemental data from Lake Kråkenes, and found 
clear early warning signals, with a robust increasing trend in variance and a 
decreasing trend in autocorrelation. These trends were tested against surrogate 
data and were found to be significant at the 95% level. This analysis indicated 
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that high-resolution XRF data from palaeoclimate records with a direct climate 
signal has significant potential for the detection of early warning signals.  
Key findings: Importance of the understanding how climate system 
influences the proxy record. First detection of early warning signals of 
climate flickering in a lake record. 
 
Since high-resolution terrestrial palaeoclimate data provided encouraging 
results, a tree-ring sequence from the Southern Hemisphere was sought. It was 
hoped to find a tree-ring sequence spanning the same (Late-glacial) period to 
enable contrasting analysis over the two Hemispheres, especially since the 
global extent of the Younger Dryas is an area of particular interest and 
controversy. In addition, and of perhaps most interest and uniqueness, was the 
application of tipping point analysis on tree-ring sequences. This was 
approached with due consideration since tipping point analysis of tree-ring 
sequences is challenging due to the key differences in the way in which tree-
ring series are constructed (in comparison to many other palaeorecords such as 
ice cores and lake sediments). Some adaptations to the methodology were 
necessary to ensure that the analysis was robust. In short, analysis was 
undertaken on both detrended and non-detrended data, on both the ring width 
index and the standard deviation (used as an additional measure of the 
variance of the system). Potential analysis was also undertaken and identified a 
‘shoulder’ in the underlying potential during the observed downturn, suggesting 
the presence of a (potentially highly degenerate) alternative state during this 
100 year long downturn. Although interpretations of the mechanisms behind this 
shift require more work to be substantive, it is suggested that the downturn 
reflects a reduction in the strength of the ENSO teleconnection to this region.  
Key findings: Importance of understanding the construction of the proxy 
record. First tipping point analysis on a tree-ring record and possible 
detection of a noise-induced shift to an alternative state during downturn. 
 
The analysis of a longer timescale of change was undertaken by using a 50 ka 
long δ18O ice core record from Greenland (during the last glacial period). The 
presence of a bifurcation in the climate system at some point prior to the Last 
Glacial Maximum, characterised by a change from a bistable to a monostable 
state, has been proposed (Livina et al., 2010); however, tipping point analysis 
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was not undertaken to see if this bifurcation could be seen in the form of early 
warning signals of critical slowing down. A new technique called ‘potential 
analysis’ (Livina et al., 2010) was used to detect the number of states in a time 
series. The bistable state is thought to be the result of the Dansgaard-Oeschger 
oscillations, which were large but relatively brief excursions to a warm state 
during the Late Pleistocene. The move to a monostable state coincided with a 
reduction in the frequency and magnitude of the D-O events. An increasing 
trend in both autocorrelation and variance was detected, starting 10 ka before 
the observed shift in periodicities at 31 ka. Tipping point analysis and potential 
analysis were also undertaken on an updated chronology (Cariaco-GICC05), 
constructed using the combined chronologies of the GICC05 record and the 
Cariaco basin record of Intertropical Convergence Zone (ITCZ) movement. This 
was analysed to determine whether the analysis of stability changes would be 
strongly affected by different chronologies. A clear change from a bistable to a 
monostable state was found in the updated chronology, though suggested to 
have occurred slightly earlier than in the original GICC05 chronology (Livina et 
al., 2010). Tipping point analysis similarly found robust signals of critical slowing 
down preceding the bifurcation at ~31 ka.  
Key findings: Effect of different chronologies on different types of time 
series analysis. Early warning signals of bifurcation found even in a 
relatively noisy record. 
 
Analysis of speleothem data over an even longer timescale, during the 
penultimate glacial cycle was undertaken. The δ18O from speleothem calcite 
from Chinese caves is thought to be a proxy for the strength of the East Asian 
Summer Monsoon over orbital timescales (Cheng et al., 2012). A suitable 
speleothem record was selected with the highest resolution and longest 
duration of all the speleothem records considered. Although the penultimate 
glacial termination was the initial focus of enquiry, the structure of the 
speleothem δ18O record indicates that there were periodic abrupt changes in 
the strength of the monsoon occurring on precessional timescales. Tipping 
point analysis was undertaken to determine whether early warning signals of 
monsoon transitions could be detected. Although robust trends in 
autocorrelation and variance were found at the end of the penultimate glaciation 
(monsoon termination II), inconsistent results were found for the preceding 
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transitions. Multiple simulations of a potential model derived from the data were 
analysed to determine whether early warning signals could be detected. A fold 
bifurcation structure was detected in the data from potential analysis, however 
no early warning signals were detected in the model simulations. The absence 
of critical slowing down in the model simulations and the palaeodata is 
suggested to be due to the rapidity of the forcing, preventing a steady flattening 
of the potential. Strong evidence of critical slowing down was observed in the 
palaeodata at monsoon termination II due to the longer lag caused by the weak 
monsoon interval at terminations, suppressing the simple insolation response of 
the monsoon. Recent findings e.g. (Zickfeld et al., 2005) have suggested that 
anthropogenic forcing may alter the heat balance of monsoon systems, and 
therefore may trigger abrupt monsoon transitions in the future, which may be 
unlikely to carry early warning signals. Furthermore, since the East Asian 
Summer Monsoon has a direct impact on agriculture, health, water resources, 
economies and ecosystems of much of east Asia (Webster et al., 1998), the 
potential impacts of a ‘tipping cascade’ could be devastating on a global scale. 
Key findings: Evidence for East Asian Monsoon as an important climate 
tipping element, with a potential cascade of impacts. Early warning 
signals found at the termination but not in the preceding monsoon 
transitions due to rapidity of the forcing and high noise level in the 
system.  
 
8.1.2. Research Themes 
This thesis has identified several central themes from the range of 
palaeoclimate data analysed and has made important methodological advances 
specific to palaeoclimate records. Four key problems currently hinder the 
identification of early warning signals in palaeoclimate records. These are the 
availability of data (in terms of length and temporal resolution), the importance 
of chronological precision, the nature of the climate signal recorded, and the , 
the problem of stochastic noise. In addition, the importance of understanding 
the construction of the climate records, the strength of the forcing, and the 
mechanism of change for each individual record being analysed was 
highlighted, since this understanding can add increased robustness to the 
interpretation of the analysis. Importantly, although generic indicators can be 
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utilised in most climate records, generic rules to negate some of the issues 
outlined cannot always be specified since these can be dependent on the 
specific system in question. However, certain recommendations can be 
suggested which are useful as guidelines for all systems; these are discussed 
in Section 8.1.3. System-specific knowledge must then be utilised to inform the 
analysis. In particular, this thesis has validated the potential for system-specific 
and data-specific early warning indicators, which will become a significant area 
of further research. 
 
Availability of data 
The length and resolution necessary for robust tipping point analysis was first 
investigated using the bifurcation model, suggesting that a minimum of 100 data 
points was necessary to provide a robust analysis. Although each dataset is 
likely to have a slightly different minimum number of data points, the 30 data 
points that were available in the oxygen isotope record for Hawes Water was 
highly unlikely to be sufficient. Thus, a high-resolution elemental dataset was 
obtained and analysed to enable sufficient data points throughout the Younger 
Dryas for tipping point analysis. A tree-ring sequence was obtained in order to 
analyse an annually resolved terrestrial record, which removed the potential 
problem of both low resolution and chronological imprecision.  
 
Importance of chronological precision 
The importance of chronological precision was investigated by using two slightly 
different chronologies from the Cariaco Basin sediment during the Younger 
Dryas Chronozone and found little significant difference on the results of tipping 
point analysis. Analysis of the Greenland ice core δ18O during the Late 
Pleistocene using the GICC05 chronology and an updated Caraico-CICC05 
chronology also yielded few differences in tipping point analysis; however 
wavelet analysis and potential analysis both displayed some differences that 
although fairly minor, affected the interpretation of the results. This is promising 
for the application of tipping point analysis on palaeoclimate records since high 
levels of chronological precision can be very difficult and costly to obtain.  
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Climate signal / mechanism of change  
In particular, the analysis of lake sediments highlighted that there is often as 
much to gain from a negative result as a positive result. The importance of 
recording a directly transmitted climate signal was displayed by the failure to 
find early warning signals of critical slowing down in Hawes Water, and the 
success of detecting signals of flickering in Lake Kråkenes. Furthermore, this 
study highlighted the importance of understanding the climate signal recorded 
by the proxy archive – whilst Hawes Water was able to record the differing 
levels of carbonate productivity and clastic input to the lake, the elemental 
profile was not sensitive enough to record the fluctuations with critical slowing 
down. In contrast, the titanium record from Lake Kråkenes was able to record a 
directly transmitted climate signal from atmospheric fluctuations via glacier 
melting to the detrital input in the lake sediments without any ‘shredding’ of the 
climate signal. An adequate understanding of the palaeoclimate record 
(specifically the proxy being measured) is therefore necessary to inform tipping 
point analysis.  
 
Noise level 
The bifurcation model also suggested that a high noise level could destroy the 
signals of critical slowing down. Many palaeoclimate archives contain a large 
amount of extraneous noise, which may mask the climate signal. Although the 
Greenland δ18O record was characterised by relatively high levels of noise, a 
signal of critical slowing down was still detected, suggesting that high noise 
levels do not always prevent the detection of critical slowing down. However, 
analysis of different noise levels in the simple monsoon model suggested that a 
high noise levels prevented the detection of early warning signals, supporting 
results found in Chapter 3.  
 
System-specific approaches 
In terms of developing early warning signals, a more system-specific approach 
is recommended rather than relying on generic indicators. A truly system-
specific approach depends on a deeper understanding of the mechanisms and 
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system dynamics, which are not necessary when using the generic indicators. 
System-specific and data-specific knowledge was of particular importance when 
analysing the Towai tree-ring dataset. The tree-ring sequence was primarily 
analysed to understand the methodological issues associated with tree-ring 
archives and develop a robust tipping point analysis approach. This included 
the knowledge of the standardisation procedure as well as the pre-whitening 
and re-reddening techniques. In addition, analysis of the Chinese speleothem 
record highlighted the importance of understanding the proxy data to interpret 
the climate record accordingly.  
 
 
8.1.3. Research Guidelines 
A set of guidelines have been synthesised for the application of tipping point 
analysis on palaeoclimate data. These guidelines provide suggestions for the 
some of the methodological choices inherent in using palaeoclimate data. 
However, there are some situations where general guidelines cannot be used 
and the record must be treated according to the specific characteristics of that 
record, as discussed below.  
 
1. Data characteristics  
Results from Chapter 3 suggest that the minimum number of data points that 
can be used for tipping point analysis to get robust results is 100, and ideally 
over 200. This guideline can be used for all palaeoclimate records. The 
sampling resolution of the data is more record-specific and depends on the 
timescale of the forcing, although a general rule is that the higher the sampling 
resolution the better.  However, a system that is forced more rapidly requires a 
higher sampling resolution than a system with slower dynamics.  
 
2. Data pre-processing 
Data pre-processing is essential for all palaeoclimate records – the data must 
be selected such that only one climate state is sampled, and the data is cut-off 
before the tipping point. Interpolation is only required if data is not equidistant 
(which is often the case for palaeoclimate data), and must only be carried out if 
the density of the data points does not change significantly across the record. 
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Detrending is necessary to remove long-term trends in the record, although for 
tree-ring records this is not necessary due to the standardisation process when 
constructing a tree-ring record.  
        
3. Early warning indicators 
Appropriate early warning indicators must be chosen consistent with the type of 
tipping being analysed. Both autocorrelation and variance are recommended in 
order to detect changes in the variance structure and memory of the time series. 
Bifurcational-tipping is expected to either display critical slowing down or 
flickering, dependent on the noise level of the system (flickering only occurs in 
systems with a high level of noise, though this level is unique to each system). 
An understanding of the climate system being analysed is necessary to know 
whether to expect critical slowing down or flickering. Critical slowing down 
should produce an increase in both variance and autocorrelation, whereas 
flickering will produce an increase in variance and a decrease in autocorrelation. 
Noise-induced tipping is not thought to show early warning signals, unless it is 
caused by gradually larger fluctuations, in which case an increase in variance 
will be observed.  
 
4. Significance and identification of false positives and false negatives 
Significance of the results should be tested by comparing against surrogate 
time series. This helps to identify the chances of a false positive result. 
Identification of situations that are likely to produce false positives and 
negatives is useful to enable a more thorough understanding of the results. 
High noise levels and low sampling resolution may cause greater likelihood of 
false negatives. 
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8.2. Reflections 
Why is it so difficult to detect and avoid an unexpected 
transition? 
Though there has long been an encouraging theoretical scope for the presence 
and detection of early warning signals of approaching tipping points in climate 
systems, there are still considerable practical limitations to the application of 
early warning signals in policy decision making (Lenton, 2012). Probably the 
largest shortcoming is that at present, there is no way of determining exactly 
how close we are to a tipping point, and for now, techniques to forecast 
impending tipping points are unlikely to provide an early warning with sufficient 
lead times to reverse it. Although expert elicitation has been used to provide an 
account of the probability and closeness of tipping events (Kriegler et al., 2009), 
this is subjective and certainly not predictive.  
 
There are uncertainties not only in the predictive power of the early warning 
indicators and the associated problem of stochastic uncertainty, but also 
uncertainty in the management of systems. If a future tipping point is predicted, 
the crucial next step is being able to implement management action to prevent 
in time. Where tipping points are unavoidable, early warning indicators may act 
as an aid to ‘pre-emptive adaptation’ (Lenton, 2011; Lenton, 2014). Whilst for 
small-scale ecological systems this seems to be a manageable target, in large-
scale complex climate systems this is clearly much more challenging.  
 
This thesis investigated a range of different early warning indicators, each 
selected for their suitability to the conditions of each climate record. It is 
suggested that the most appropriate early warning indicator depends on the 
type of system and the type of proxy data being used, as well as an 
appreciation of what the data actually implies in terms of the mechanisms of 
change. Methodological choices also depend on the type of data being 
examined; for example, if aggregating data, choosing the window to aggregate 
over ‘depends on a fairly deep understanding of the dynamics of the system’ 
(Dakos et al., 2012a). When using palaeoclimate data, a thorough 
understanding of how the dataset is actually constructed is vital, as discussed in 
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Chapter 5. All data are subject to uncertainties, whether due to interpretation of 
proxies or accuracy of dating, and an appreciation of these uncertainties is 
essential. 
 
The theoretical grounds on which the early warning indicators are based 
assume only weak stochastic disturbances. Chapter 3 showed that high levels 
of noise can mask the signal of critical slowing down. The exact noise level at 
which critical slowing down is detected is specific to each system so generic 
rules cannot be used to determine whether a system is too noisy to display 
critical slowing down. However, in systems which display high levels of noise, 
potential analysis can be used to identify the number of states in the system, 
and flickering can be identified through trends of increased variance and 
decreased autocorrelation. However, stochastic uncertainty is still one of the 
most limiting factors to tipping point analysis. 
 
As briefly mentioned in Chapters 1 and 5, moving towards a more system-
specific approach has been identified as a key area for further research. Whilst 
one of the intrinsic allures of tipping point analysis is that it uses generic 
techniques that can be used for a wide range of systems, one way in which a 
large step in progress can be made is to generate system-specific methods 
which exploit the knowledge that we have of each system. There are of course 
many difficulties inherent in applying generic rules to disparate systems. One of 
the most exciting developments in the field of tipping point analysis is that 
increasingly diverse fields are using the generic approaches and adapting these 
to suit their data needs. These approaches have the potential to develop and 
diversify the existing approaches.  
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8.3. Identification of future research 
How to better predict and prepare for abrupt climate changes in 
the future? 
There is a rapidly growing literature on the importance of resilience, mitigation, 
and adaptation in relation to climate change. This work is increasingly taking 
place in a policy context, since averting potential climate shifts is dependent on 
policy processes that allow a rapid response to early warning indicators of 
impending tipping points. As noted by Biggs et al. (2009), there is often a 
‘discrete window for policy action’, after which some shifts could become 
irreversible. Although this has been clearly demonstrated in ecological systems, 
with rapid recovery in fisheries after fishing controls were brought in 
(Beddington et al., 2007), this approach appears to be rarely considered in 
climate systems, possibly because the impacts of such controls would inevitably 
be much larger.  Consequently, determining specific thresholds of early warning 
indicators to initiate management action is necessary, rather than relying on 
detecting indicator trends, which do not indicate the distance to the transition. At 
present, indicator trends cannot be relied on as there is still no adequate way to 
provide information on the distance to either the theoretical bifurcation point, or 
the predicted point of tipping (taking into account the effect of noise).  
 
Until recently, climate change assessments mostly overlooked low-probability 
high-impact events, however, the IPCC AR5 included sections on ‘climate 
surprises’. There has also been recognition of the increasing importance of 
regional and spatial scales, as aggregate estimates can mask the effect of 
changes at smaller scales.  
 
Capturing the impacts of a tipping cascade 
Perhaps one of the most important areas for future research is capturing the 
impacts of passing tipping points (Lenton and Ciscar, 2013). This includes not 
only the climatic impacts, but also economic impacts (such as magnitude of 
GDP loss) and other social impacts (such as malnutrition, migration and 
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conflict). Importantly, there is a differing spatial distribution of impacts from the 
local to the global scale, and these differ with differing tipping elements. For 
example, some tipping points will initially have fairly localised impacts, such as 
the dieback of the Amazon rainforest, others have continental scale impacts, 
such as a shift in the Asian monsoon, and others have a global impacts, such 
as methane release from thawing permafrost. However, of increasing concern is 
the presence of potential interactions and causal connections between tipping 
elements in the climate system (Lenton et al., 2008; Lenton and Williams, 2013). 
The presence of these ‘domino dynamics’ or ‘tipping cascades’ have the 
potential to change impacts from a local scale to a global scale. For example, 
changes in the frequency or magnitude of the El Niño Southern Oscillation 
(ENSO) may influence precipitation patterns in South America and 
subsequently affect the probability of Amazon forest dieback. A collapse of the 
West Antarctic Ice Sheet (which has recently been suggested to have declined 
to a point that is irreversible (Joughin et al., 2014)) is expected to increase sea 
level, thus encouraging the additional melting of the Greenland Ice Sheet, as 
well as potentially encouraging the melting of the Arctic permafrost. There are 
numerous further linkages and feedbacks between different tipping elements; 
however, the potential for a planetary-scale shift, as proposed in Barnosky et al. 
(2012) adds increased concern to the current rate and magnitude of global 
climate changes.  
 
 
8.4. Concluding remarks 
The methods described in this thesis are well suited to identifying threshold 
behaviour both in palaeoclimate as well as observational data. This thesis has 
identified the presence of an additional tipping element in the climate system. A 
tipping point in the East Asian Summer Monsoon arguably has one of the 
greatest potential impacts, given the huge population it directly influences, as 
well as the further cascade of tipping impacts, both climatic and social, it may 
cause. It is yet unclear whether early warning signals will be able to reliably 
detect and avoid climate (or other system) tipping points in the future. However, 
until feedbacks both within and between systems are more fully understood, it 
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will be extremely difficult to model a ‘cascade’ of tipping points. A continued 
systematic search of other potential future tipping elements or threshold 
behaviour is thus essential.   
 
“The precise levels of climate change sufficient to trigger tipping points 
(thresholds for abrupt and irreversible change) remain uncertain, but the risk 
associated with crossing multiple tipping points in the earth system or in 
interlinked human and natural systems increases with rising temperature 
(medium confidence).” (IPCC, 2013) 
 
An enhanced understanding of feedbacks and thresholds within the climate 
system, as well as robust early warning signals, will surely produce more 
confident action to reduce the potential impact of abrupt changes on the 
physical and social systems on which we depend. 
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Glossary 
Basin of attraction The region of states in a dynamical system around the 
equilibrium state, where the system tends to remain. 
 
Bifurcation The point at which the system leaves its stable 
equilibrium. 
 
Bimodal The presence of two maxima in a statistical distribution. 
 
Bistability Where two alternative states co-exist. 
 
Catastrophic 
bifurcation 
A type of bifurcation whereby the current state 
disappears, forcing the system into an alternative state. 
 
Conditional 
heteroskedasticity 
A measure of the change in the pattern of variability in a 
time series. 
 
Critical 
point/threshold 
Point at which the system is very sensitive to changing 
conditions.  
  
Critical slowing 
down 
A phenomenon whereby the recovery rate of the system 
increases (becomes slower) in response to perturbations. 
 
Critical transition Abrupt shift in the qualitative behaviour of a system, 
observed when the system reaches a threshold. 
 
Early warning 
indicators 
A suite of statistical measures that change on the 
approach to a bifurcation. 
 
Hysteresis A path-dependence of the equilibrium state of the system 
associated with multiple stable states. 
 
 298 
Multiple/alternative 
stable states 
Presence of more than two stable states within a system. 
 
 
Multiplicative noise A random signal that gets multiplied. 
 
Non-linear system A system whereby the output is not proportional to its 
input. 
  
Non-stationarity Trend, or change in the underlying probability distribution 
of a time series over time. 
 
Potential well The localised region around an attractor / minimum of 
potential energy. 
 
Squealing The amplification of small shocks to a system. 
 
Stability landscape / 
Potential landscape 
Indicates the stable and unstable state spaces of a 
system. 
 
 
White / Gaussian 
noise 
A random process of uncorrelated variables with a 
constant power spectral density; Gaussian white noise 
has a normal distribution with zero mean and unit 
variance.  
 
Tipping point “When a small change in forcing triggers a strongly 
nonlinear response in the internal dynamics of part of the 
climate system, qualitatively changing its future state” 
(Lenton, 2011).  
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