Hydraulic Structures: a Challenge to Engineers and Researchers. Proceedings of the International Junior Researcher and Engineer Workshop on Hydraulic Structures by Jorge Matos & Hubert Chanson
 
 
 
 
 
THE UNIVERSITY OF QUEENSLAND 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
REPORT CH61/06 
 
AUTHORS: Jorge MATOS and Hubert CHANSON 
HYDRAULIC STRUCTURES: A CHALLENGE 
TO ENGINEERS AND RESEARCHERS 
DIVISION OF 
CIVIL ENGINEERING
 
HYDRAULIC MODEL REPORTS 
 
This report is published by the Division of Civil Engineering at the University of 
Queensland. Lists of recently-published titles of this series and of other publications 
are provided at the end of this report. Requests for copies of any of these documents 
should be addressed to the Civil Engineering Secretary. 
 
The interpretation and opinions expressed herein are solely those of the author(s). 
Considerable care has been taken to ensure accuracy of the material presented. 
Nevertheless, responsibility for the use of this material rests with the user. 
 
 
Division of Civil Engineering 
The University of Queensland 
Brisbane QLD 4072 
AUSTRALIA 
 
 
Telephone: (61 7) 3365 3619 
Fax:  (61 7) 3365 4599 
 
URL: http://www.eng.uq.edu.au/civil/ 
 
First published in 2006 by 
Division of Civil Engineering 
The University of Queensland, Brisbane QLD 4072, Australia 
 
 
© Matos & Chanson 
 
 
This book is copyright 
 
 
ISBN No. 1864998687 
 
 
The University of Queensland, St Lucia QLD, Australia 
i 
 
HYDRAULIC STRUCTURES: A CHALLENGE TO ENGINEERS AND 
RESEARCHERS 
 
by 
 
Jorge Matos 
 
and 
 
Hubert Chanson 
 
 
Proceedings of the International Junior Researcher and Engineer Workshop on Hydraulic Structures 
(IJREWHS'06), held on 2-4 Sept. 2006 in Montemor-o-Novo, Portugal 
Edited by Jorge Matos and Hubert Chanson 
 
Report CH61/06 
Division of Civil Engineering, The University of Queensland, Brisbane, Australia 
December 2006 
 
ISBN 1864998687 
 
 
 
Photograph of the Alqueva dam outlet on 20 May 2005 (Courtesy of Jorge Matos) 
ii 
TABLE OF CONTENTS 
 
  Page 
 
Table of contents ii 
 
Foreword / Préface v 
by Jorge Matos and Hubert Chanson 
 Workshop organisation vii 
 Acknowledgements vii 
 Organising Institutions, Sponsor and Supporting Organisations viii 
 Statistical Summary ix 
 
Photographs of the Workshop x 
 Photographs of the Technical Visit xii 
 
List of the Workshop Participants xv 
 Photographs of the Workshop Participants xvi 
 
List of Expert-Reviewers xvii 
 
About the Editors xviii 
 
 
Keynote 
Research Quality, Publications and Impact in Hydraulic Engineering into the 21st 
Century. Publish or Perish, Commercial versus Open Access, Internet versus Libraries? 1 
by Hubert Chanson 
 
Articles 
Dynamic Behaviour of Jets Issued from Howell-Bunger Valves 11 
by Floriana M. Renna, Oronzo Pizzutolo and Pedro A. Manso 
 
Experimental Investigation of Air Circulation Patterns in Classical Hydraulic Jumps 21 
by Felix Boller 
 
Session Report 31 
 
Photographs of Hydraulic Structures (1) 36 
 
iii 
Labyrinth Spillways: Comparison of Two Popular U.S.A. Design Methods and 
Consideration of Non-Standard Approach Conditions and Geometries 37 
by Greg Paxson and Bruce Savage 
 
Discharge Capacity and Residual Energy of Labyrinth Weirs 47 
by Ruth Lopes, Jorge Matos and José Falcão de Melo 
 
Photographs of Hydraulic Structures (2) 56 
 
Energy Dissipation in Vertical and Stepped Sewer Drops in a Circular Channel: a 
Physical Model Study 57 
by João Afonso, Jorge Matos and Maria do Céu Almeida 
 
Session Report 67 
 
Photographs of Hydraulic Structures (3) 70 
 
Hydrodynamic Pressure Field on Steeply Sloping Stepped Spillways 71 
by Jaime Federici Gomes, António Táboas Amador, Marcelo Giulian Marques, Jorge 
Matos and Martí Sánchez-Juny 
 
Experimental Investigations on the Stability of Riprap Slope Protection Layers on 
Overtoppable Earth Dams 81 
by Rüdiger Siebel 
 
Non-Aerated Skimming Flow Properties on Stepped Chutes over Embankment Dams 91 
by Inês Meireles, João Cabrita and Jorge Matos 
 
Photographs of Hydraulic Structures (4) 100 
 
Session Report 101 
 
Photographs of Hydraulic Structures (5) 104 
 
Determination of Design Parameters for Coastal Dikes - Case Study: Meldorf Bight on 
the German North Sea 105 
by Layla Loffredo, Dirk Schulz, and Jort Wilkens 
 
Contribution to the Design of Artificial Surfing Reef Breakwaters for Coastal Protection 115 
by Mechteld ten Voorde, José Simão Antunes do Carmo and Maria da Graça Neves 
iv 
 
Waves caused by Landslides into Reservoirs and their Impacts on Dams 125 
by Rita Fernandes de Carvalho, José Simão Antunes do Carmo and André Pestana 
 
Session Report 135 
 
Advanced Post-Processing and Correlation Analyses in High-Velocity Air-Water 
Flows. 1- Macroscopic Properties 139 
by Hubert Chanson and Giovanna Carosi 
 
Advanced Post-Processing and Correlation Analyses in High-Velocity Air-Water 
Flows. 2- Microscopic Properties 149 
by Hubert Chanson and Giovanna Carosi  
 
PIV Limitations in Water-Pump Intake Measurements 159 
by Alexandre Caimoto Duarte and José Matos Silva 
 
Technologic Innovation in Data Acquisition Systems applied to Environmental 
Monitoring - Development of an Automatic Water Quality Mapping System 169 
Diogo Anjos 
 
Session Report 179 
 
Index of Contributors 183 
 
Index of Subjects 184 
 
Bibliographic reference of the Report CH61/06 187 
 
v 
FOREWORD / PRÉFACE 
by Jorge Matos and Hubert Chanson 
 
Following the idea and concept of the European Junior Scientist Workshops of the IWA/IAHR 
Joint Committee on Urban Drainage, the IAHR Hydraulic Structures Section, jointly with the 
Instituto Superior Técnico (IST) and the Portuguese Water Resources Association (APRH), 
organised the International Junior Researcher and Engineer Workshop on Hydraulic Structures 
(IJREWHS'06). The International Junior Researcher and Engineer Workshop on Hydraulic 
Structures (IJREWHS'06) was held at Hotel da Ameira, Montemor-o-Novo, on 2-4 September 
2006. A half-day technical tour included the visit to some relevant hydraulic schemes in Alentejo 
region, namely the Alqueva and Pedrógão dams on the Guadiana River (Photographs No. 1 and 2). 
The IJREWHS'06 workshop addressed conventional and innovative aspects of hydraulic structures 
design, operation, rehabilitation, and interaction with the environment. The main themes of the 
workshop embraced the hydraulics of dams and hydropower schemes, river structures, hydraulic 
structures in urban drainage and sewer systems, as well as coastal protection systems. 
This workshop provided an opportunity for young researchers and engineers (typically post-
graduate students, but also young researchers and engineers in both public and private sectors) to 
present ideas, plans, and preliminary results of their own research in an inspiring, friendly, co-
operative, and non-competitive environment. The event was attended by 24 junior participants and 
by several national and international experts from consultancy and research in hydraulic 
engineering. A total of 8 countries were represented during the event, namely Australia, Germany, 
Italy, Netherlands, Portugal, Spain, Switzerland, and the United States of America. In total 15 
lectures were presented during the five sessions.  
In the workshop, the junior participants themselves chaired sessions, played the role of "advocatus 
diaboli" (devil's advocate) and prepared the reports for all sessions to identify key scientific 
elements and pending questions. Such an active involvement in the workshop organization and 
management is considered a main feature of these junior workshops. In order to help junior 
participants in these tasks, specific guidelines were provided. These were prepared by the occasion 
of the 18th European Junior Scientist Workshop, and permission for its distribution was kindly 
given by Prof. Jean-Luc Bertrand-Krajeswski. Another interesting mark of this workshop was the 
presence of engineering consultants and research experts, with the aim to stimulate the debate 
during the presentations, as well as during the subsequent round table discussion. 
The publication of the workshop papers marked the successful conclusion of this event. The 
proceedings were edited by the current executive committee, Chairman and Secretary, of the IAHR 
Hydraulic Structures Section. They contains 16 papers involving 31 authors from 9 countries and 3 
continents, plus 5 session reports, and 5 pages of photographs of hydraulic structures from around 
the world, in addition to the photographs of the workshop and of the technical visit. Each paper was 
peer-reviewed by a minimum of two experts. The discussion reports were included for the benefit 
of the readers. 
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RESEARCH QUALITY, PUBLICATIONS AND IMPACT IN HYDRAULIC 
ENGINEERING INTO THE 21ST CENTURY. PUBLISH OR PERISH, 
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LIBRARIES? 
 
Hubert Chanson 
Division of Civil Engineering, The University of Queensland, Brisbane QLD 4072, Australia, 
h.chanson@uq.edu.au 
 
Keywords: Research publications, Quality, Impact, Peer reviews. 
 
Abstract : One of the main objectives of the first International Junior Researcher and Engineer 
Workshop on Hydraulic Structures is to provide an opportunity for young researchers and engineers 
to present their research. But a research project is only completed when it has been published and 
shared with the community. Referees and peer experts play an important role to control the research 
quality. While some new electronic tools provide further means to disseminate some research 
information, the quality and impact of the works remain linked with some thorough expert-review 
process and the publications in international scientific journals and books. Importantly unethical 
publishing standards are not acceptable and cheating is despicable. 
 
INTRODUCTION 
Engineering is related to the application of science to real-world applications. But what is the real-
world? For the last three decades, the higher education, research and professional environments 
have been completely transformed by the "electronic/digital information revolution". That is, the 
introduction of personal computer, the development of email and world wide web, the introduction 
of search engines, and broadband Internet connection at home. This tendency has been associated 
with the development of digital resources, e-journals, publishing databases, and open-access 
repositories. All these e-resources have had some impact on the access and retrieval of technical 
information used in engineering projects, sometimes at the expenses of technical contents and 
research quality. 
Some key objectives of the first International Junior Researcher and Engineer Workshop on 
Hydraulic Structures (IJREWHS'06) are to provide an opportunity for young researchers and 
engineers to present some quality research work in a co-operative environment and with the aim to 
inspire forthcoming research publications. The writer argues that a successful research project is 
one whose results are published and shared with the research and engineering community. While 
some new electronic tools provide further means to disseminate some research information, the 
quality and impact of the works are linked with some thorough expert-review process and the 
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publications in international scientific journals and books. 
 
RESEARCH PUBLICATIONS IN HYDRAULIC`ENGINEERING: PUBLISH OR PERISH 
A research project is only completed when it has been published and shared with the community 
including researchers and professionals. There is no such a thing as an unpublished research study. 
Research publications constitute a key element to establish the intellectual copyrights and they 
provide the means to assess the scholarship of the work. Although the intellectual ownership of a 
discovery may be secured by a patent, most advances in engineering research are secured 
intellectually by some form of peer-reviewed publication. The peer-review process contributes to 
the quality control. It is essential to assess the standing and scholarship of the work. Referees and 
peer experts have a duty to assess the research quality and scholarship. 
The traditional means of scientific publications include the book, book chapter, international 
refereed journal article, international refereed journal discussion paper, international refereed 
conference paper, and refereed technical/research report. Each type of publications has its own 
standing, public and prestige. Figure 1 illustrates a situation that the writer calls the "inverted 
pyramids" of refereed research publications. The most challenging publications are often the most 
difficult but also the most prestigious. But it must be stressed that the research environment needs 
all types of refereed publications. Each refereed publication is a worthwhile contribution. This is 
above all pertinent to young engineers and early-career researchers. 
In developed countries, the governmental bodies and funding agencies are increasingly developing 
some form of research assessment to quantify the research quality and impact. Researchers are now 
accountable. For example, in UK, France, Italy and Australia. The research quality assessment is 
focused on the reputation and impact of each researcher based upon his/her contributions in premier 
peer-reviewed publications. Research publications are ranked in terms of standing and impact. The 
standing of a type of publication might be assessed by its "impact factor", but this parameter is a 
poor surrogate measure of the quality of a research publication. (The "impact factor" merely reflects 
upon the number of journal issues published per year and on the number of years that the journal 
was listed in Science Citation Index™.) A better measure of quality is the perception of the journal 
by its peers. For example, the IAHR Journal of Hydraulic Research and the ASCE Journal of 
Hydraulic Engineering are the top scientific journals in hydraulic engineering. While some new 
electronic tools provide further means to disseminate some research information, the quality and 
impact of the research remain closely linked with a thorough expert-review process. Publications of 
international scientific journals and books are the standards (Fig. 2). 
A genuine indicator of a research publication impact is the number of citations. That is, the number 
of citations of the work in the Web of Science™ that includes Science Citation Index™, but also the 
number of citations in refereed publications listed in Google Scholar™ and the number of citations 
in textbooks. The citations of a work in textbooks are not reported in the Web of Science™, but 
they constitute a formidable measure of impact. Another indication of the research publication's 
impact is its professional impact. For example, its use in professional design standards. 
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Figure 1 - The "inverted pyramids" in refereed research publications: from most challenging to 
most rewarding 
 
 
Figure 2 - Refereed research publications in hydraulic engineering, including books, international 
journals and technical reports 
 
 
Scholarship and "cheating" 
The quality and impact of a publication demonstrate the scholarship of the researcher(s), although 
the level of scholarship is inversely proportional to the number of authors. Importantly the author(s) 
must be honest and truthful. It takes several years and decades to establish a solid reputation for 
research scholarship and integrity, but it takes a few "rotten apples" to discredit a research group. 
Although the problem of "cheating" and deception is relatively small in absolute numbers, this is 
nevertheless a critical issue affecting many. 
The writer is regularly engaged in peer-reviews for over 35 international scientific journals and 
another 25 international conferences, he contributes as Associate editor of several publication series 
and Technical director of international events, and he performs expert reviews for research funding 
and governmental bodies. His experience showed that some manuscripts in hydraulic engineering 
involve unethical publishing behaviour: "The ignoble art of cheating in scientific publications" 
discussed by Henze (2005) and Mavinic (2006) ! Both Drs Henze and Mavinic drew upon their 
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experience as journal editors to present unscrupulous activities, and each researcher should read 
their editorials. The writer has had some similar experience and he discusses four recent unethical 
situations. 
The writer reviewed a single-author paper for the 2005 IAHR Biennial Congress. That manuscript 
was already published : i.e., most of the text and all the figures were identical to a published journal 
article co-written with this author's project supervisor. The congress submission was prepared by an 
individual who had some malicious intent of duplication and plagiarism, and who ignored blatantly 
the contribution of his research supervisor. Such an attitude is appalling ! During the past 12 
months, the writer reviewed another manuscript that was submitted simultaneously to three journal 
publications by the same people. Simultaneous submissions are not acceptable. In these instances, 
the submissions were further based upon already published materials. This attitude is unethical, and, 
these people are now "black-listed" by the journal editors. In May 2002, the ASCE-Journal of 
Hydraulic Engineering published a fraudulent paper on dam break wave. The paper was based upon 
some experimental work done during a Ph.D. thesis (Debiane 2000) and some analytical 
development by the Ph.D. supervisor (Piau 1996). Neither the Ph.D. student nor the supervisor were 
acknowledged nor cited, although the paper included several figures that were directly copied from 
the thesis. In this instance, the attitude of the author was inexcusable, but the editorial and review 
process were also sub-standard. The writer believes genuinely that the Ph.D. student would be 
entitled to sue the journal for intellectual infringement and botched review standards. Honesty and 
integrity is a duty of each author, but it is also the obligation of the reviewers and editorial staff. 
Recently, an Associate editor of a prestigious hydraulic engineering journal rejected a submission 
which did not cite the unpublished Ph.D. thesis of the Associate Editor's student. This is another 
form of inappropriate sub-standard behaviour. 
 
RESEARCH PUBLICATIONS: REPOSITORY AND RETRIEVAL 
The retrieval and use of published technical documentations is an important component of 
hydraulic engineering and research. It may be also a significant component of professional design 
projects undertaken by consulting engineers. Searching, finding and accessing the right information 
were traditionally undertaken in libraries: i.e., university libraries, state libraries, professional 
libraries and personal collections. This approach has shifted towards Internet-based searches for the 
last decades with the introduction of Internet library catalogues, international databases and 
specialised search engines (Chanson 2005). 
Let us first define a few terms. A search engine is an Internet-based tool designed to search, rank 
and present results in the form of links (URL) relevant to the searched terms. In 2006, the market is 
dominated by Google™ which started recently a specialised engine Google Scholar™ aimed to 
search the scholarly literature (Cozzolino and Di Pace 2005). An international scientific database is 
a commercial database accessible by the Internet and listing international refereed publications. In 
engineering, some well-known examples include Web of Science™ and EI Compendex™. Other 
databases are managed by publishing companies and they are often limited to the publisher's 
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journals: e.g., Science Direct™ and Scirus™ by Elsevier™, Kluwer Online™, Scitation™ 
regrouping several professional institutions like ASCE, ASME, AIP. The access and usage of a 
commercial database is not free. It is relatively expensive, and hence it is limited only to large 
library institutions owned by government agencies, universities and large industrial groups. An 
open-access digital repository is a service developed to support open-access (OA) research 
information. Open-access repositories (OAR) were developed by universities in reactions to high 
journal prices and licensing terms. The number of these repositories has blossomed over the last 5 
years. The directory of open-access repositories (DOAR) operated by the University of Nottingham 
(UK) listed 371 open-access repositories (OAR) in April 2006. A library is "a place where books, 
recordings, films, etc are kept for reference or for borrowing by the public" (The Penguin English 
Dictionary). Traditional libraries used to store and provide textbooks, handbooks, monographs 
periodical publications, theses and archive collections. Today most libraries offer a broader range of 
services including printed materials, multimedia, on-line information resources, and in-person and 
on-line assistance. 
For hydraulic engineering students, researchers and engineers, a project starts with some 
bibliographic research that involves (1) a search for relevant titles and listings, and (2) the retrieval 
of the most appropriate documents. These two phases may involve distinct specific techniques and 
they should not be mistaken. Further they must be followed by a critical analysis of the retrieved 
information and the process may be iterative. For example, let us consider the design of a hydraulic 
jump energy dissipator at the downstream end of a spillway (Fig. 3). An engineer must first search 
for the relevant terms: e.g., hydraulic jump, energy dissipation, spillway. Then he/she will select, 
retrieve and analyse a few, most relevant documents. There is a basic difference between the search 
and retrieval stages. The search may be conducted physically in a library and on-line using library 
catalogues, scientific databases and Internet search engines. The search results provide a very broad 
listing of relevant materials and resources that must be critically ranked because there is too many 
information. For example, a search for "hydraulic jump, energy dissipation, spillway" in Google™ 
yields over 12,400 results, while a search with Google Scholar™ gives 219 titles ! Of the 219 
documents listed by Google Scholar™, more than 50% are not open access. For comparison, a 
search in Web of Science™ yields 22 publications. The second stage, the "retrieval", is closely 
linked with (a) a selection of the most relevant results of the search, and (b) the rights and 
permission to access the resources. Engineering students and academic researchers may access a 
wide range of physical and electronic resources provided by their university library. These 
encompass the physical collections, the electronic periodical subscriptions and open access 
repositories. Professionals have usually some restricted access to these services. The cost of 
traditional libraries and international databases is often prohibitive. Many consulting engineers can 
only access commercial search engine like Google Scholar™ and open-access digital repositories: 
e.g., "as a consultant, I don't have access to journal indexes or databases (...) it's just much too 
expensive" (J. Rémi, Person. Comm., 9 March 2006). Individuals and small companies are simply 
limited exclusively to open access materials, including the open access repositories and the "grey 
literature". 
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Although some ranking of the search results may based upon the number of citations or cross-
references (e.g. Web of Science™, Google Scholar™), the final selection of the relevant references 
derive often from an iterative process involving the search, retrieval and analysis of the documents 
by the engineers, which may lead to further relevant documents. 
 
Figure 3 - Photograph of a hydraulic jump energy dissipator in operation (Courtesy of John Rémi) - 
Pine Coulee dam spillway during floods in South Alberta, Canada in June 2005 - Flood flow from 
left to right 
 
 
Comparison between commercial search engines and international databases 
The writer compared the outputs/performances of commercial Internet resources, international 
databases, digital repositories and traditional library resources. He tested some search results from 
three international scientific databases (EI Compendex™, ISI Web of Science™, Scirus™), an 
electronic repository (OAIster) and Google Scholar™ for several hydraulic engineering topics 
including Tidal bore, Broad-crested weir, dropshaft, Air entrainment in hydraulic jump, Dam break 
wave and Thixotropic fluid flow (Table 1). 
First let us remember that Google Scholar™ is a commercial tool from a dominant market leader 
which is developing new Internet services. It is not an independent scientific database like EI 
Compendex™ and ISI Web of Science™ which includes Science Citation Index™. The search 
results from Google Scholar sometimes include more non-refereed references than peer-reviewed 
publications. While differences were expected, it was noted that the quality of Google Scholar 
search outputs was closely linked with the appropriate selection of technical and scientific 
terminology. In other words, the output quality was related to the quality of the inputs. Interestingly 
the writer was surprised positively by the results from the open access digital repository OAIster 
developed by the University of Michigan. (OAIster accesses over 700 institutions and includes 
more than 10 millions of open access documents, and the numbers are growing very rapidly.) 
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For comparison, the writer searched the University of Queensland Library catalogue associated 
with a search in the shelves for each term. He found several key library references that were not 
listed in any search engines nor international databases, especially 12 books and 4 video 
documentaries. In fact books, video documentaries, photographic records and slide-shows are 
typical library resources that are often ignored by the Internet. Let us consider again the earlier 
example for the design of a hydraulic jump energy dissipator (Fig. 3). A search for "hydraulic jump, 
energy dissipation, spillway" at the University of Queensland Library yields some further 25 books, 
monographs, theses and videos. Clearly the traditional libraries cannot be solely replaced by an 
Internet search. 
 
Table 1 - Comparative search results on hydraulic engineering topics between a search engine, three 
scientific databases and an open-access digital repository : number of results / percentage of peer-
reviewed works 
 
Search topic Google 
Scholar™ 
EI 
Compendex™
ISI Web of 
Science™ 
Scirus™  OAIster 
  1884-2006 1945-2006   
"Tidal bore" 170 / 50% 78 / 90% 29 / 100% 1036 / 8% 13 / 92%
"Broad-crested weir" 85 / 45% 58/ 95% 28 / 100% 1619 / 2% 3 / 100%
"Dropshaft" 81 / 79% 33 / 94% 15 / 100% 191 / 4% 16 / 94%
"Air entrainment" in 
"hydraulic jump" 
164/ 73% 37 / 92% 8 / 100% 301 / 9% 5 / 100%
"Dam break wave" 71 / 85% 30 / 97% 17 / 100% 389 / 3.5% 12 / 100%
"Thixotropic fluid flow" 3 / 100% 1 / 100% 1 / 100% 6 / 33% 0 
 
DISCUSSION 
In recent years, the writer has become increasingly concerned by the disinterest of young 
researchers, engineers and students for basic references that are not listed nor available in the 
Internet like textbooks, handbooks, and videos. This attitude covers also scientific publications 
published prior to 1997-2000 because these are often not available on-line. This trend is true for 
most international scientific journals like Journal of Fluid Mechanics, Journal of Fluids Engineering 
ASME, Journal of Hydraulic Research IAHR and Experiments in Fluids. Many scientific journals 
should initiate some project to scan all earlier issues of their journal for digital access. Importantly 
the fact that an article or a book is not available in a digital format does not constitute a valid 
information on its standing. The number of citations by peers in refereed publications (e.g. using 
Science Citation Index™) is a better indication of scholarship and quality. 
We must understand further that computer search engines and Internet databases cannot replace 
conventional libraries. They fail to convey well images, pictures, and graphical information. For 
example, they cannot express the beauty of turbulence in Nature (Fig. 4A), the sorrows of an 
environmental catastrophe nor the extent of a human tragedy at world-scale (Fig. 4B). Traditional 
library resources may include a wide range of support including audio-visual, hard copies of older 
books and 3D animation that are not on-line. Internet "surfing" does not replace browsing the 
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shelves of a good scientific library nor some field experience. More, digital materials are biased 
towards the American and English literature, at the expense of other sources (e.g. Vaughan and 
Thelwall 2004). For example, in fluid mechanics, let us remember that Archimedes, Hero of 
Alexandria, Blaise Pascal, Daniel Bernoulli, Leonhard Euler, Louis Navier, Henri Darcy, among 
others, did not use English ! In the future, the digital literature might become biased towards 
simplified Chinese publications. 
 
Figure 4 - Beauty and sorrows in hydraulic engineering 
(A) Tidal bore propagation in the Sélune river, France 
 
 
(B) Damaged cement plant in Western Aceh after the 26 December 2004 tsunami disaster 
(Photograph of Dr V. Gusiakov, Novosibirsk Tsunami Laboratory) 
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Will traditional book and journal publications disappear ? No, because digital databases and on-line 
access do not replace scholarship. All the e-resources and digital aids cannot replace the critical 
thinking. There is no substitute to smart thinking, innovation and scholarship. Recently an 
American honours graduate summarised the situation: "I became incredibly aware of the rapid rate 
at which science and mathematics develops after reading myriad articles and books on the subject 
of fluid dynamics and river flow. This was especially noticeable in the comparison of approaches 
and techniques used to solve the “dambreak” problem. [One] approach was complicated and 
laborious, involving bulky factorizations and numerous approximations that would take hours just 
to copy down on paper. [Another] approach, however, was elegant in its simplicity and 
conciseness, easily adapted to the specifics of our problem" (Polwarth 2005). 
Lastly civil and hydraulic engineering is not a "virtual" science ! Engineers and researchers must 
gain first hand experience in real professional situations, and comprehend the complex interactions 
between engineering and non-engineering constraints. Computer and Internet aids cannot replace 
field experience and personal individual observations (e.g. Chanson 2004).  
 
CONCLUSION 
The writer believes strongly that a research project is only completed when it has been published 
and shared with the community in research publications that must be peer-reviewed. Referees and 
peer experts play an important role to control the research quality. While some new electronic tools 
provide further means to disseminate some research information, the quality and impact of the 
works remain linked with some thorough expert-review process and the publications in 
international scientific journals and books. Hydraulic engineers and researchers from all over the 
world are under pressure to publish more and more papers ("publish or perish"). But unethical 
publishing standards are not acceptable. Cheating is despicable. Even simple forms of cheating like 
laziness, ignorance or even cultural differences are not excusable. 
New search engines and open access digital repositories may fill a gap between traditional search 
engines, databases and libraries. These new means should not be mistaken with traditional libraries 
and international scientific databases that encompass textbooks and key peer-reviewed publications. 
Similarly the standing of textbooks and handbooks should not be confused with a lack of listing in 
some databases and repositories. Internet "surfing" cannot replace traditional resources and personal 
experience particularly in hydraulic engineering and fluid mechanics. All the e-resources and digital 
aids shall never replace critical thinking and scholarship. The future lies probably in a 
complementary use of all tools by experts, knowledgeable researchers, academics and engineers. 
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Abstract : Howell-Bunger valves (HB) are often used in bottom outlets of dams and as counter-
measures against waterhammer effects in large pumping facilities. The HB valve breaks up the flow 
into a hollow aerated jet which allows dissipating large amounts of kinetic energy over short 
distances when compared with pipe outlets. Enhanced jet development before impact reduces the 
hydrodynamic loads acting upon dissipating structures or the riverbed. The paper presents 
experimental investigations with HB valve jets with a fixed hood (Ring valve). Extensive visual 
observations allowed describing a developing hollow-core flow region, followed downstream by a 
contracted flow region and an established flow region. Dynamic pressure measurements at several 
downstream cross-sections showed that ring-valve jets have a turbulent core beyond the contracted 
region. Based on spatial integration of local time-averaged impact pressures, an empirical law for 
energy dissipation with growing distance from the valve outlet was obtained. The Beni-Haroun 
pumping station in Algeria is briefly presented as case study. 
 
HOWELL BUNGER VALVES: MODELLING REQUIREMENTS 
Fixed-cone valves are divided in Howell-Bunger valves and Ring valves (Fig. 1). They create 
annular jets by separation of the upstream pipe flow and are used to control water under free 
discharge conditions for flood control, turbine bypass and plant discharges. The Howell-Bunger 
valve features a fixed cone and a mobile cylindrical gate, which slides forward to restrict the flow, 
or backward to increase the opening degree. The Ring valve is in all similar to the H-B valve except 
for the presence of a steel hood immediately downstream the cone that effectively reduces spray 
formation and limits lateral jet spreading within acceptable limits. Recently, a Ring valve was tested 
at the Technical University of Bari under commission of Nencini S.p.A.. The experimental study 
aimed at evaluating valve efficiency at the Beni-Haroun pumping station in Algeria. This station is 
part of a large multipurpose scheme designed to provide water to the Constantinos and Aures 
regions. The Beni-Haroun dam (Wilaya de Mila, Algeria) is one of the world largest gravity RCC 
dam (120 m high, 1.75 Mm3 of RCC, 963 Mm3 of reservoir capacity, www.rccdams.co.uk) in 
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operation since 2001.The dam location being lower than the supply destination, a 180 MW 
pumping station was built, having a design discharge of 23 m3/s and 800 m of gross head; it is 
presently one of the largest in the world. The pumping station includes a battery of fixed-cone 
valves installed to act as emergency protection against waterhammer pressure fluctuations and as 
drainage outlets during normal operation. 
 
Fig. 1- Battery of fixed-cone valves in operation 
 
 
 
The substantial differences between standard orifice jets and fixed-cone valve jets (FC jets 
hereafter) justify the qualitative and quantitative analysis of the dynamic features of the issuance 
mechanism and of the produced jets. Furthermore, Ring valves are rather poorly documented in 
literature, even less than Howell-Bunger valves. The behaviour of the outgoing jet, the influence of 
the hood, the influence of aeration and in particular the energy dissipation efficiency for given 
upstream conditions and geometry require further experimental investigation. 
The paper starts with presenting an adequate study of model similarity according with prototype 
constrains. Right after, a brief review on free jet diffusion is presented, highlighting the main 
differences regarding FC jet diffusion based on visual observations. Pressure measurements at 
different distances from issuance are used to characterize the dynamic behaviour and estimate the 
energy dissipation efficiency of these jets. 
 
EXPERIMENTAL SET-UP 
Similarity 
The emergency discharge system of Beni Haroun pumping station comprises a 800 mm supply pipe 
in steel, followed by a PN12 350 mm Howell Bunger valve with a 1000 mm outlet pipe (hood). A 
dissipating pool has been designed with a water volume of 150 m3. It is 5 m wide, 5 m high and 6 m 
long. The outlet can operate in submerged and free surface conditions. The Euler similarity was 
taken into account when assembling the valve, whereas Froude similarity is necessary to model the 
dissipating pool. High flow velocities allow neglecting Reynolds scale effects since the approaching 
flow is rough turbulent in both prototype and model (Reynolds number equal to 107 and 105, 
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respectively). A pressure scale λp of 1:10 between model and prototype was set. According to this 
scale, the Euler similarity (λp = λρ λv2 =1) implies that λv is equal to 1/3.16, for identical fluid 
density in model and prototype. Because of space constrains in the laboratory, the geometrical scale 
between model and prototype was set to 1:5. This length scale was used for the valve and the outlet 
pipe (Table 1). This corresponds to assuming the ratio between velocity in model and velocity in 
prototype as 1/2.23 (Froude similarity). All things considered, the installation has a Froude number 
of 3.04 under design conditions. If Froude similarity criterion is considered for velocities and Euler 
similarity criterion for the energy head, the corresponding Froude number at prototype scale is 4.3. 
Such small difference was considered acceptable to work with a distorted model. Since this paper 
concerns only tests with free diffusion conditions, the analysis can rely on Euler similarity criteria 
only. 
 
Table 1 - Geometrical and hydraulic data: prototype and model dimensions. 
 
Geometrical and Hydraulic data  
(1) 
Prototype 
(2) 
Model 
(3) 
Valve diameter (mm), do 350 70 
Outlet pipe diameter-Hood, Do (mm) 1000 200 
Upstream pressure (mwc) 800 80 
Flow velocity upstream of the valve U (m/s) 30,14 9,53 
Flow velocity at the hood outlet (m/s) 3,69 1,17 
Discharge (m3/s) 2,90 0,0367 
Water depth in the pool (m) 5,00 1,00 
Distance between hood outlet and basin wall (m) 6,00 1,20 
Vertical distance from jet axis to pool bottom (m) 2,50 0,50 
 
Laboratory facilities and test procedure 
The laboratory facility includes a fixed cone valve followed by a cylindrical steel hood with outlet 
to the stilling basin (Fig. 2). 
The supply duct includes four baffles to increase the spreading capacity of the jet. Jet propagation 
was limited in distance by a mobile impact wall equipped with pressure taps. The impact wall was 
tested at four different cross-sections downstream (x/do values of 4.3, 8.6, 12.9 and 17.1). Inflow 
was assured by a 200 mm diameter steel pipe. The discharge was measured with a portable 
ultrasound flow meter (accuracy 0.2 %) and checked by means of a Thomson weir placed at the 
downstream end of the dissipating pool. The upstream pressure values were measured using a high 
precision Bourdon pressure gauge, with 1 MPa full-scale output and 0.25 % accuracy. The 
stagnation pressures at the impact wall were measured using two pressure transducers with a 
pressure range of 0 - 6 and 0 - 10 bar absolute respectively and 0.25 % accuracy. 
The hydraulic performance of the valve was assessed according to the ANSI-ISA Standards S75.02 
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(1988) specifications, named Control Valve Capacity Test Procedure.  
 
Fig. 2 - Experimental set-up: top, photo of the supply system, valve and dissipation basin; bottom, 
schematic representation of the Howell-Bunger valve equipped with a cylindrical metallic hood and 
of the downstream steel plate equipped with pressure taps. 
 
 
 
All the runs were repeated, inverting the position of the two transducers. The data being consistent, 
the mean value of these two measurements was kept for the subsequent analyses. Dynamic 
pressures were sampled at 1 Hz with a data logger at x/do = 4.3 and 17.1. After an FFT analysis, a 
second series of tests was performed at 25 Hz with a more efficient data logger. The pressure taps 
were constituted by 5 mm openings in the impact steel plate.  
 
LITERATURE REVIEW  
Free water jets from orifices are mainly described by empirical laws. The mixing between air and 
water is still poorly described theoretically. Kraatz (1965) observed the existence of a jet core, 
where the potential velocity is retained, and an established flow region where turbulent fluctuations 
occupy the entire shear layer created by jet diffusion and discussed the difficulties that the density 
difference between the jet and the surrounding medium brings to an analytical approach. This 
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schematic modelling of free jets followed the homologue description for submerged jets by 
Albertson et al (1950) and Abramovich (1969). Energy dissipation efficiency along the flow 
direction can be evaluated by means of the following relationships, for the potential core (Equation 
1) and established flow regions (Equation 2), respectively. 
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Ervine and Falvey (1987) described turbulent jet features for free water jets in the atmosphere. 
According to their findings, major aeration occurs by turbulent eddies close to the jet free surface. 
In their opinion, jet lateral spreading depends mainly on the turbulence intensity (Tu) defines as the 
ratio between axial velocity fluctuations u’ and a characteristic time-averaged velocity. Typical Tu  
values for rough turbulent free water jets are 5 - 8 % for jet velocities at emission between 5 and 30 
m/s (Ervine & Falvey 1987, Manso 2006). Jet surface perturbations increase with increasing 
distance from the jet outlet, causing jet core contraction and lateral expansion of the air-water 
mixture. Recent experimental studies with annular jets issuing from ring orifices in a surrounding 
water cushion were reported by Warda et al. (1998). Despite having (as all fixed-cone valve jets 
have) a relevant radial component, ring-valve jets seem to present some similarities with orifice 
jets. The over-crossing of the flow streamlines prevents excessive spreading and a long enough 
hood may lead to a fully-mixed jet over the entire hood section. Manso (2006) reports extensive 
studies on turbulent intensity for orifice jets based on dynamic pressure measurements, showing 
that Tu at the jet outlet depends closely on upstream supply conditions and nozzle geometry. A 
similar approach is followed hereafter, applied to the Ring-jet valves generated in the present 
installation. 
 
FIXED-CONE VALVE JET DESCRIPTION 
Fixed-cone valve jets do not have a potential core as described for free orifice jets. The inflow is 
diverted by the cone, generating a hollow jet with significant radial deflection. In this specific case, 
the ring jet valve is endowed with a steel hood, which confines the lateral spreading of the air-water 
mixture (Fig. 3). The inward deflection of jet streamlines enhances momentum exchange and gives 
rise to a contracted section observed at a distance of approximately 3 to 4 times the hood diameter. 
Beside these aspects, swirling motion has also been observed at the outlet. This swirling is 
enhanced by the baffles in the supply pipe and slight asymmetries in the handicraft valve assembly 
details. The hood seems to amplify the swirling components. The experiments with the Ring-jet 
valve (φ90) allowed identifying three main flow regions: a hollow body in the issuance region, as 
described by Warda et al. (1998) for submerged annular jets; a contracted region, where the jet 
regains a compact appearance; and, further downstream, a region where the turbulent jet spreads 
laterally.  
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Fig. 3- Left: Howell-Bunger valve jet (air-water mixture). Centre: Ring-jet valve φ90, opening 
degree 50 %, Q = 10 l/s. Right: Ring-jet valve φ90, opening degree 10 %, Q = 40 l/s (Fratino, 
2004). 
 
 
 
RESULTS 
Excess pressure profiles (Fig. 4, Left) obtained for different Reynolds numbers at two cross-
sections (x/do = 8.6 and 12.9) show that increasing loading forces and wider impingement areas are 
to be expected with increasing discharges (i.e., with increasing kinetic energy for an identical valve 
opening degree). For the lowest discharge (Re = 4.70E+05) the gravitational influence is shown by 
a downward deviation of the excess pressure profile.  
 
Fig. 4 - Left: excess dynamic pressure. Right: turbulence intensity TU = RMS(u’)/Vmax . Top: cross-
section x/do = 8.6; Bottom: cross-section x/do = 12.9 (linear interpolation between measured point is 
merely indicative). 
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On the right-hand side of Figure 4, the turbulence intensity profiles are given for the same two cross 
sections, using Vmax (i.e., the maximum axial velocity in the cross-section) to compute Tu. For each 
run, the turbulence profile shows a common path in the impingement zone, with a minimum value 
in correspondence of the centreline and higher values in the surrounding points, as reported by 
Warda et al. (1999) for the region beyond the contracted section using annular submerged jets. The 
fairly high turbulence values range from 15-20% in the centreline to 20-25% in the jet boundaries. 
Both cross sections seem to be located downstream the contracted section. The centreline values 
correspond to the turbulent core of the jet, whereas the second values correspond to the turbulent 
oscillations in the outer mixing region. Turbulent fluctuations increase with decreasing Reynolds 
number, as well as with increasing distance from the contracted section. 
To allow a detailed analysis, Figure 5 presents results for one single cross-section and the highest 
discharge. Starting from the left, the graphs show the excess pressure profile, the turbulence 
intensity based on the time-averaged axial velocity, and, finally, the turbulence intensity based on 
local time-averaged velocities. The latter plot mimics the right-hand side image in Figure 3, a 
diffusive “coherent core surrounded by an annular cloud of water particles moving in an entrained 
air stream”, as reported by Rajaratnam et al. (1994) for water jets in air with similar Reynolds 
numbers (Fratino et al, 2006). Finally, the swirling effect yielded by baffles and, supposedly, by 
handicraft flaws, is evident in the enhanced turbulence peaks in the upper jet boundary.  
 
Fig. 5 - Cross section x/do = 8.6, Re = 6.7E+5. Left: excess dynamic pressure. Center: turbulence 
intensity TU = RMS(u’)/Vmax . Right: local turbulence intensity TU = RMS(u’)/Vy. (linear interpolation 
between measured point is merely indicative). 
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ENERGY DISSIPATION ASPECTS 
The energy decay laws, represented by Equations (1) and (2), are reported in Figure 6. The section-
averaged energy, referred to the energy in the inlet pipe upstream of the valve, decays similarly to 
typical submerged jets, as confirmed by the good agreement with equations 1 and 2 (Albertson et 
al. 1950). Nevertheless, the four cross-sections investigated are in the compacted flow region. 
These seem not to have any direct relation with the developing/developed flow regions of typical 
free orifice jets. The following hyperbolic law was derived from the experimental data: 
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This law further indicates that high-turbulence water jets in air behave similarly to any type of 
submerged jets. This is confirmed by computation of the kinetic energy correction coefficient α 
with reference to the incoming kinetic energy (Equation 4).  
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Local velocities were integrated over the “effective” impact area defined as the area where the 
turbulence intensity based on the maximum axial velocity exceeds 2%. Values close to 3.5 were 
obtained in each cross section, in agreement with values reported by Citrini (1946) and Albertson et 
al. (1950) for submerged jets. By definition the distance required by ring jets to dissipate a given 
energy is larger than the one required by an equivalent Howell-Bunger valve jet. This distance can 
be reduced using hoods with baffles, as recently presented by Johnson and Dham (2006). 
 
Fig. 6 - Section-averaged energy decay along longitudinal direction. 
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CONCLUSIONS 
The dynamic behaviour of jets issued from ring fixed-cone valves is significantly different from 
orifice jets and conventional Howell-Bunger jets. For increasing distance from issuance, the jet is 
characterized by a hollow core region, a contracted section (at approximately three to four times the 
hood diameter) and an established jet region with a turbulent core. 
Turbulence intensity presents minimum values at the centreline of about 15-20 % and maximum 
values of about 20-25 % in the outer boundaries of the jet. Despite differences in jet density and 
instrumentation, velocity and turbulence intensity (Tu) results show good agreement with those by 
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Warda et al. (1999) using vertical air annular jets. The methodology based on Manso (2006) and 
Arndt & Ippen (1970) allows assessment of the jet’s turbulence intensity (Tu) and a direct 
evaluation of the energy dissipation efficiency. However, comprehensive understanding of ring 
valves and generalisation of these results to other operational conditions requires extensive 
investigations with different valve diameters, opening degrees and hood dimensions.  
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LIST OF SYMBOLS 
do valve diameter 
Do hood diameter 
Eo, E section-averaged energy, at issuance, at given cross-section 
Re Reynolds number (= Uodo/ν) 
Tu turbulence intensity (= u’/U) 
U, Uo section-averaged mean velocity; at nozzle outlet 
Vmax maximum local velocity of given cross-section 
Vy local time-averaged velocity 
x axial co-ordinate 
λp pressure scale between model and prototype 
λρ density scale between model and prototype 
λv velocity scale between model and prototype 
 
REFERENCES 
Abramovich G.N (1969). “The theory of turbulent jets English translation published by M.I.T. Press, New 
York, Consultants Bureau. 671 pp. 
Albertson M.L., Dai Y.B., Jensen R.A., Rouse H.:(1948). “Diffusion of submerged jets." ASCE 
Transactions, Vol. 115, pp. 639-697. 
Citrini D. (1946). “Diffusione di una vena fluida effluente in campo di fluido in quiete.” L’energia Elettrica, 
Vol. 23, pp. 133-144 (In Italian). 
Kraatz, W. (1965). "Flow characteristics of a free circular water jet." Proc. XXI IAHR Biennial Congress, 
IAHR, Leningrad, Paper 1.44. 
Ervine, A., and Falvey, H. T. (1987). "Behaviour of turbulent water jets in the atmosphere and in plunge 
pools." Proc. of the Institution of Civil Engineers, Part 2, Paper 9136,, pp. 295-314. 
Fratino U. (2004). “Dissipation and cavitation characteristics of a Howell-Bunger valve.” Proc. 22nd IAHR 
20 
Symposium on Hydraulic Machinery and Systems, Stockholm, reference B08-2. 
Fratino U., Renna F.M. (2006). “Getti liberi e sommersi effluenti da valvole Howell-Bunger. Primi risultati.” 
Proc. XXX Convegno di Idraulica e Costruzioni Idrauliche, IDRA2006, Rome, pp. 35 (In Italian). 
Fratino U., Renna F.M., Pizzutolo O. (2006). “Experimental results on Howell-Bunger valve hollow jets.” 
Proc. IAHR Symposium on Hydraulic Structures, Ciudad Guayana, pp.677-684. . 
Johnson, M. C., Dham, R. (2006). “Innovative Energy-Dissipating Hood.” Jl. of Hydr. Eng., ASCE, 132(8): 
759-764. 
Manso, P. A. (2006). “The influence of pool geometry and induced flow patterns on rock scour by high-
velocity plunging jets.” Ph.D: Thesis, No. 3430 EPFL, Lausanne. 
Rajaratnam N., Rizvi S.A.H., Steffler P.M., Smy P.R. (1994). "An experimental study of very high velocity 
circular water jets in air.” Jl. of Eng. Res., Vol. 32, No. 3, pp 461-470.  
Warda H.A., Kassab S.Z., Elshorbagy K.A., Elsaadawy E.A. (1999). “An experimental investigation of the 
near-field region of free turbulent round and annular jets.” Flow Measurement and Instrumentation, Vol. 
10, pp. 1-14. 
 
International Junior Researcher and Engineer Workshop on Hydraulic Structures, 2006, J. Matos and H. Chanson 
(Eds), Report CH61/06, Div. of Civil Eng., The University of Queensland, Brisbane, Australia - ISBN 1864998687 
 
21 
 
EXPERIMENTAL INVESTIGATION OF AIR CIRCULATION PATTERNS 
IN CLASSICAL HYDRAULIC JUMPS 
 
Felix Boller 
formerly at Laboratory of Hydraulics, Hydrology and Glaciology VAW, 
Eidgenössische Technische Hochschule Zürich (ETHZ), Switzerland, febo@gmx.ch 
 
Keywords: Laboratory tests, Air-water flows, Air concentration, Hydraulic jumps. 
 
Abstract: The Classical Hydraulic Jump present in many hydraulic structures is a transition from 
supercritical to subcritical flow conditions. A roller is formed, which rides over the incoming 
supercritical flow leading to natural air entrainment at the interface. Systematic experimental test 
were actually performed in a rectangular channel at the VAW-ETHZ laboratory to measure air 
concentration in classical hydraulic jumps with Froude numbers ranging from 2.9 to 6.7. Air-water 
flows characteristics were measured using a double-tip optical fibre probe, installed on a robotized 
sliding trolley. A total of five tests were performed, two of which with inflow pre-aeration in the 
upstream jet box. The analysis of void fraction measurements performed over depth at several 
streamwise cross-section allowed presenting a conceptual model of air circulation in the classical 
hydraulic jump. Three characteristics aeration regions were identified: an air entrainment and 
mixing region; a stable middle layer characterized by approximately constant void fraction over 
depth which grows larger downstream; and, a de-aeration region further downstream and at the 
upper part of the jump. 
 
INTRODUCTION 
The classical hydraulic jump (CHJ) is one of the most studied hydraulic phenomena. The 
entrainment of air at the jump’s upstream section and air bubble advection within the roller strongly 
enhances the turbulence character of the flow and thus contributes actively to energy dissipation. 
Due to the complexity of the flow pattern and high air content, investigating air-water flow 
characteristics was for long been inaccessible. Metrology developments first made it possible to 
investigate predominantly unidirectional flows, as shown by Cain and Wood (1981) on smooth 
spillways. Phase detection probes were developed based on the reflection or refraction of either an 
electrical or optical signal in air and water respectively (Cartellier and Achard, 1991). A review by 
Chanson (2006) suggested that basic studies of air entrainment in hydraulic jumps included 
Rajaratnam (1962) and Thandaveswara (1974). A 'milestone' contribution was the work of Resch 
and Leutheusser (1972) who showed first that the air entrainment process, momentum transfer and 
energy dissipation are strongly affected by the inflow conditions. Chanson and Brattberg (2000) 
documented vertical distributions of void fractions, bubble count rates and air-water velocities in 
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the shear layer and roller region of hydraulic jumps with relatively large inflow Froude numbers. 
Murzyn et al. (2005) measured detailed air-water flow properties in hydraulic jumps with low 
inflow Froude numbers. Out of the mentioned references only the latter used the technique of 
optical fibre probes, which are not only smaller than the existing conductivity probes but allow 
using higher sampling rates. This paper presents systematic experimental measurements of void 
fraction in a classical hydraulic jump using a double-tip optical fibre probe. The results are 
expected to validate the existing description of air circulation in classical hydraulic jumps. 
Furthermore, the measurements are an additional contribution to existing database of air-water flow 
characteristics that can allow for comparisons between authors and validation of theoretical and 
numerical models. 
 
EXPERIMENTAL SET-UP AND TEST CAMPAIGN 
The model includes at 14 m long and 0.50 m wide chute (Fig. 1), an upstream jet box and a mobile 
downstream gate. The upstream flow depth h1 and Froude number are regulated using the jet box; 
the location of the classical hydraulic jump (CHJ) can be controlled by adjusting the downstream 
gate opening. Preliminary tests were carried out to evaluate the impact of the channels roughness 
and to analyse the data in the backflow-zone. A double-tip optical fibre probe was used to assess the 
local air concentration. The signal emitted by the leading probe tip is reflected in air and diffuses in 
water. The ratio of the total reflection-time to the total acquisition duration provides an estimate of 
the local time-averaged void fraction (or air concentration). Since the air-water flow streamlines are 
often curved inside the CHJ and not aligned with the two tips of the probe, the local velocities 
cannot be estimated. The determination of local air-water flow velocities was based upon Hager 
(1992). 
The analysis of air-water flow measurements obtained in laboratory is conditioned by eventual 
scale effects related to surface tension and viscosity tests (Stephenson 1991, Christodoulou 1997, 
Boes 2000). On the one hand, air bubbles may be proportionally larger in reduced-scale models 
based upon a Froude similarity than in prototype (Kobus 1984, Boes 2000). Model results in terms 
of air entrainment can only be conditionally transferred to prototypes. Scaling ratios of 1:3 to 1:5 
are highly recommended but this makes difficult to test flows with large Froude numbers or large 
structures in laboratory because of space limitations. However, Schulz (1996) and Boes (2000) 
observed an influence of viscosity for Reynolds numbers smaller than 105 in a 1:30 scale model. 
Hager and Bremen (1989) point to a specific minimum discharge of 0.10 m2/s to minimise viscous 
effects. Further citations indicate a minimum approach flow depth of 0.05 m to 0.10 m, indicating 
that smaller depths result in overweighting of surface tension effects. 
The following hypotheses were made: (1) air and water flow velocities are identical in amplitude 
and orientation at a certain point and time of the flow field (no-slip condition); (2) the analysis of 
one single probe tip (the leading one) is sufficient. Five tests were performed with inflow Froude 
numbers F1 between 2.9 and 6.7; the last two of which were pre-aerated (Table 1). 
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Table 1 - characteristics of the five tests, on a 0.50 m wide chute 
 
 
 
Fig. 1 - Schematic representation of the experimental set-up assembled at VAW Zurich (Kramer 
2004). During the test campaign of the CHJ there was no slope on the channel, it was horizontally. 
 
 
 
Data from the first test T1 with F1 = 4.4 (Test T1F4.4) were extensively analysed. The air 
concentration, air-water interfacial velocity and signal cross-correlation were automatically 
sampled using the robotised set-up presented in Figure 1. Only the void fraction results will be 
presented and discussed hereafter. The longitudinal position of the measuring sections was related 
to the length of the jump Lj [m] as Xi = xi / Lj or: 
 00.000.11 XXLj −==  (1) 
The following characteristics parameters are defined as: h0.01 the flow depth at which the air 
concentration is 1%, assumed as the boundary between black water and white water; h0.90 the flow 
depth at which air concentration is 90%, assumed as the boundary between white water and air; hJet 
the flow depth at which the air concentration varies just locally from the general tendency, detected 
by a maximal and a minimal value (Chanson and Qiao 1994); hWL the water surface level measured 
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manually with a point gauge, which at this point is 50% of the time in air and 50% in water; hv_max 
the flow depth corresponding to maximum air-water flow velocity of a given streamwise section 
(Hager 1992); hcontinuity the theoretical depth from bottom, at which the mixture is guaranteed; and 
hv=0m/s the flow depth at which the air-water flow shows neither positive nor negative streamwise 
velocity (Hager 1992). 
 
AIR CONCENTRATION RESULTS 
The depth-averaged air concentration aC  was computed from the vertical measurements using 
equation (2). The streamwise distribution of depth-averaged air concentration at fourteen 
streamwise sections is presented in Figure 2. 
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The mean air content rises steeply in the upstream section of the CHJ. Maximum aC  is reached 
approximately at X0.08. Further downstream, aC  declines rapidly up to the end of the jump. Based 
on the vertical estimates of h0.01 and h0.90 the variation of air concentration over the whitewater 
layer was plotted in Figure 3. The Figure 2 shows a rapid increase in mean air concentration aC  at 
the toe of the jump (X0.08, section No. 3), followed by an abrupt decrease-increase higher up in the 
water column. This local variation was assumed as an indication of hJet. At X0.20 (section No. 4), the 
local rise in air concentration is not distinctive anymore; instead, the air concentration remain stable 
over a certain height. At X0.94 (section No. 12) this “stable layer” occupies most of the white water 
column. The relative thickness of the white water layer (i.e., h0.90 - h0.01) relatively to the local flow 
depth (assumed as h0.90) is plotted in Figure 4 and 5. This layer becomes progressively thicker from 
upstream to downstream until approximately X0.50, reducing further downstream. Figure 5 shows 
that the maximum aC  value occurs slightly upstream (section No. 3) from the largest whitewater 
thickness (section No. 8). 
 
Fig. 2 - Streamwise distribution of depth-averaged air concentration, assuming h = h0.90 in Equation 
(2), test T1F4.4 
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Fig. 3 - Vertical distribution of local air concentration within the white water layer along the CHJ. 
 
 
 
Fig. 4 - Aeration thickness in dependence on X. Fig. 5 - Aeration thickness as a function of Ca. 
 
 
 
Two changes of direction are worth mentioning: (1) the decrease in air concentration between 
section No. 3 and No. 11 occurs for an almost constant relative whitewater thickness h0.90-h0.01/h0.90; 
and (2) the decrease in whitewater thickness further downstream occurs at almost constant air 
concentration (between section No. 11 and the last section). Similar results were obtained for tests 
T2F6.0 to T5F6. 
When viewing the line of hcontinuity, the following relation to the horizontal velocity was observed on 
its level (Hager 1992): 
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In other words: the average velocity v1 on the water surface in position X0.0 decreases linearly to the 
water surface at position X1.0. 
A pre-aerated inflow enhances air mixing and flow development inside the CHJ, improving the 
visibility of main flow processes reproduced in Figure 6. 
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Fig. 6 - Schematic representation of main flow features inside the CHJ based on visual observations 
during the pre-aerated test T5F6. 
 
 
 
The following flow patterns and regions were identified: 
(a) Water droplets and splash, either as individual droplets or water packages are ejected from the 
CHJ at about < X0.3 falling backwards towards X0.0. Bulking of the water surface is enhanced by 
inflow pre-aeration. The foot of the jump, which defines X0.0 moves slightly, X0.0 being assumed as 
the most regularly reached position downstream. 
(b) At X0.8 a surface boil is visible backwater flow in the upstream direction. 
(c) At the end of the CHJ, air bubbles rise vertically in the upper quarter of the water column . The 
horizontal flow directions of water separate. 
(d) Right behind the jet box intake, fine water droplets becomes visible (without any direct impact 
on the CHJ). 
(e) Aerated whirls appear close to the bottom. Between the aerated whirls, shapes with differently 
orientated “arms” are formed. The whirls rise faster than the arms which in turn are sometimes 
attracted by the next whirl. The whirls are supplied with fresh air along a relatively constant line. 
(f) In the prolongation of this line, a further and much stronger whirl of air follows in a lower 
frequency and impulsively which glides below the CHJ over a long distance. After relaxing at about 
X0.75, the aerated current is partly guided towards the surface and partly drifts horizontally together 
with the water. 
(g) After the end of the jump, only a faint rhythmic movement can be detected. Individual air 
bubbles move up and down – at times even a backward movement seemed to appear. Further 
upward (g), air bubbles cluster. 
 
DISCUSSION 
All five series of experiments were compared, although a substitute probe was used for the last 
three tests. Please note the small number of measurements. For the sequent depth, the following 
linear relation was found for the Froude number F1: 
 27.073.01 += ψF  │1 ≤ ψ ≤ 8.4│; N=5; R2=0.9843  (4) 
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where N is the number of tests and ψ is the sequent depth ratio (h2/h1), For F1 = 1.0, ψ = 1.0. The 
inclination ϕ is the ratio between the water level difference and the length of the jump Lj shows the 
following linear relation: 
 1948.00051.012 +=−= ψϕ
RL
hh  │3.5 ≤ ψ ≤ 8.4│; N=4; R2=0.9978  (5) 
Regarding the water surface, the comparison of the present measurements with the formula of 
Bakhmeteff and Matzke (1936) the water level line (Eq. (6)) can be well transferred onto the 
measured values. 
 )5.1()( 121)( iXWL Xtghhhhhh i −+==  │0 ≤ Xi ≤ 1.6│  (6) 
In order to obtain a trend line, the factor inside the tgh had to be raised from 1.5 to 1.9 for the 
values measured in non-aerated tests (N=2). The reason for this difference might be found either in 
the individual time perception during the survey or in the definition of the water level line (optical 
minimum or mean value). For aerated tests, this factor was increased up to 2.3 (N=2); h0.90 lies 
approximately at h1 + 1.1(h2-h1) tgh(2.9 Xi), where │0.0 ≤ Xi ≤ 0.8 │ (N=3). 
The general assumption that hWL is h0.90, is considered erroneous. The measured air concentration at 
the surface is less than 90%. In X0.75, a collapse of concentration of Ca ≤ 50% was noted in all 
measurements. This might be the result of a supply with backward flowing surface water in this 
field which leads to a loss of air concentration near the surface and squares with the visual 
observations of Chanson and Qiao (1994). The increased air concentration ("Aerated jet") at the toe 
of the jump is especially detectable if F1 > 4.4 (Fig. 6). It should be noted is that the "Aerated Jet" is 
located above and not below the level of h1 (N=4). With increasing inflow Froude number F1, the 
boundary layer h0.01 moves closer to the bottom without statistically ever reaching it and without 
exceeding the jump’s length at the inflection point before rising again. No distinctive change in the 
length of the jump due to pre-aeration could be noticed, contrarily to reports by Herbrand (1969). 
 
Fig. 7 - Range of stability in length, from Fig. 2 Fig. 8 - Range of stability in depth, from Fig. 3 
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Fig. 9 - Stability layer inside the CHJ in aerated test T5F6. Constant air concentration in depth, 
variable in length. A dynamic stable process. 
 
 
 
TENTATIVE CHJ AERATION MODEL 
The results were combined in a single sketch for better understanding of the flow processes inside 
the CHJ. Several charts of measurements indicate two dominant currents flowing in opposite 
direction, downstream at the bottom, upstream close to the water surface. In between a "stable 
layer" of constant air concentration develops, as illustrated in Figures 8 to 9 (based on test T1F4). 
A superposition of Figures 7 and 8 into the CHJ's length section results in a double-stable-layer and 
leads to the following illustration with interpretation: 
r
ismlyhorizontalvi L
hhXhh 121)/0_(
−+==r  │0.0 ≤ Xi ≤ 1.0│; N=1  (7) 
All velocity vectors within this stable layer are orientated in the main-flow direction and assist in 
supporting the level difference between h2 and h1. 
 
CONCLUSIONS 
Five tests were performed  with classical hydraulic jumps (CHJ) with Froude numbers ranging from 
F1 = 2.9 to 6. Six characteristics flow features of the CHJ were identified and described based on 
visual observations. The water surface was measured by a gauge and both the free surface profile 
and sequent depth were documented. The quantity of supplied water and air was fully controlled 
and double-checked by comparing the supplied air-concentration with the measured one. An 
automated robot was used to position the fibre-optical double probe exactly and measuring the air 
concentration inside the CHJ. Vertical profiles as well as the longitudinal distribution of the void 
fraction were drawn and compared. The CHJ was divided in three types of zones: aeration zones, a 
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stability layer and de-aeration zones. A dynamic “stable layer” was identified which is 
characterized by constant vertical air concentration, varying in the streamwise direction. The air 
content along the measurable water level rarely equals Ca = 90%, in general it is lower. The air 
enters the CHJ horizontally together with the water. Because of strong changes in flow orientation, 
the optical probe cannot measure interfacial velocity reliably in all positions. Trapezium-shaped 
plots characterize the stability layer thickness (Fig. 9) and the constantly decreasing air-
concentration (Fig. 7). They are likely inter-related and indicative of a characteristic feature of the 
CHJ. 
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LIST OF SYMBOLS 
Symbols 
A m2 cross section area 
b m width 
C - air concentration  
F - Froude number 
h m depth (surface-bottom) 
ϕ - inclination 
L m length 
N - number of considered tests 
Q m3/s water discharge 
R2 - stability index according to Pearson, in the square 
v m/s velocity of water, mixture or air 
X - longitudinal position of the measuring sections 
Y; Ψ - sequent depth ratio = h2/h1 
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1ST PRESENTATION 
Title: Research Quality, Publications and Impact in Hydraulic Engineering 
into the 21st Century. Publish or Perish, Commercial versus Open 
Access, Internet versus Libraries? 
Speaker(s) Hubert Chanson 
 
Brief description of author(s) approach 
The first contribution by Hubert Chanson must be considered as a keynote address for the junior 
researchers and engineers participating in the workshop. His vast experience in scientific work and 
numerous contributions to congresses, scientific journals, books authorship, invited lectures 
habilitate him to give some advice in terms of the quality of research publications as well as 
effective literature search to those who are at the beginning of their professional career. 
The two key messages were: 
1. Research can only be called as such when it is published and spread amongst the interested 
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persons (researchers as well as professionals). The non-publication of fundamental works (e.g. by 
scholars like Lagrange or Shields) is not possible nowadays, because these will not be financed 
anymore ("publish or perish"). 
2. New media like search engines on the internet, with all their advantages, should not replace our 
own thinking. 
In the further course of the presentation, Hubert Chanson strongly recommended an effective 
quality control of publications what can only be achieved by peer-reviewed publications. He argued 
that every reviewed publication is automatically a worthwhile publication. A high quality level in 
publications is important for funding agencies and governments to assist scientific work. The 
ranking of a researcher (or research centre) in developed countries occurs by an assessment of 
quality (number of reviewed publications and the number of authors per publication) as well as by 
the impact of the work (number of citations and/or usage by professionals). For example, in 
Australia, the weighting is 80% on quality and 20% on impact. Finally he appealed to the 
participants to be honest and truthful with their publications as this conduct is fundamental for the 
credit of the profession. As a reviewer, the author illustrated some worst "cheatings" that he 
experienced during the past years. 
Concerning the repository and retrieval of publications in the digital age, Chanson supported the 
open access databases for a successful search for publications. In fact, common search engines like 
Google™ or Google Scholar™ ease the search, but one must keep in mind that the ranking system 
of those search engines are sometimes quite "dodgy". International scientific databases like ISI Web 
of Science™ often show up better results in terms of quality of the sources. In the end, he appealed 
specially to the young generation of scientists, not to forget the traditional libraries which still cover 
most of the search. On this subject, he was concerned that many of the young researchers do not 
show enough interests in non E-resources, and many do not know research publications which were 
published before 1997. He also encouraged the audience to show an open mind for non-English 
publications, specially taking into account the rapidly increasing number of Chinese publications. 
 
Questions and answers 
A question that came up was, if every researcher should learn Chinese now. This was not the 
message of the author, but he stated that every good publication has some keywords in English. 
Moreover equations are often independent to the language and, if there is a strong interest in a 
publication which is in a foreign language, it is normally possible to find someone to translate at 
least the most important parts. 
Another question was if the reviewing process does not take too long from writing to publishing. 
The author mentioned that sometimes it may be required a year, what is often not satisfying, but to 
guarantee a high quality of a publication, and it is worthwhile to wait that long. Also here the new 
media resources like open access databases can help to speed up the publication procedure. 
 
Rapporteur's appreciation 
Some very valuable advice concerning publications and literature search especially for young less-
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experienced researchers. 
 
2ND PRESENTATION 
Title: Dynamic Behaviour of Jets Issued from Howell-Bunger Valves 
Speaker(s) Floriana Renna and Pedro Manso 
 
Brief description of author(s) approach 
The Howell-Bunger (H-B) valves are often used in bottom outlets to dissipate a large amount of 
kinetic energy. They were the subject of the research work presented. Other than usual construction 
types, the H-B valve, which were tested in the hydraulic laboratory of the Technical University of 
Bari, featured a much longer hood for the constriction of the outgoing jet. The investigations were 
specified to the conditions of the multi purpose Beni-Haroun project in Algeria which was briefly 
presented. In the next step, the experimental setup for the 1:5 model was introduced. This 
experimental setup consisted of the valve itself and a steel plate at the opposite side of the valve. 
The steel plate was equipped with 16 pressure sensors which had been arranged in radial direction 
and could be fixed in different axial distances from the H-B valve. Subsequently the speakers 
briefly presented the Euler and Froude similarity laws on which the model study was based. 
In the following the authors described the jet behaviour based on observations during the 
experiment. The jet was divided into three zones – the hollow body issuance zone directly behind 
the egression of the jet out of the hood, a contraction zone where the streamlines converge and 
finally the “established” flow jet region. From the contraction zone, these observations were stated 
to be in a good accordance to other authors who studied orifice jets, even when the dynamic 
behaviour from fixed–cone jets and orifice jets significantly differed from each other. The results of 
the measurements that were conducted with different upstream pressures as well as different 
opening degrees of the sliding cylinder, which regulates the discharge, were shown. Thereby the 
main focus was the determination of pressure and turbulence profiles for different distances 
between valve and the steel plate. It could be shown that pressures increased with increasing 
Reynolds numbers and that those pressures decreased with an increasing distance between the valve 
and the steel plate. Also, some very interesting results were the analysis of the turbulence profiles 
which were presented directly afterwards. A methodology based on Manso (2006) and Arndt & 
Ippen (1970) was used to obtain the turbulence intensity profiles from the pressure fluctuations. 
From the analysis carried out, higher turbulence levels in the external boundaries of the jet (20-
25%) and lower values closer to centreline of the jet (15-20%) were found. A direct evaluation of 
the energy dissipation efficiency was presented. An expression was derived from fitting the 
experimental data.  
Finally it was concluded that the construction of this type of H-B valve presented a lot of 
advantages compared to outlets which generated an usual orifice jet, such as preventing exaggerated 
jet spreading, an enhanced energy dissipation and less required space for the jet. 
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Questions and answers 
There were several questions about the dimensions of the valve and the experimental parameters 
(like length of hood, angle of jet, angle of cone, opening degree of the sliding cylinder, upstream 
pressure etc.). The authors pointed out the pioneering character of the work as the boundary 
conditions were unique and given by the supplier of the valve. A general validity of the results for 
other valves like those is not necessarily given. It was stated that more investigations with more 
parameters would help for a better comprehensive understanding of the dynamic behaviour of the 
jet issued from such a type of valve. 
 
Rapporteur's appreciation 
Some more experiments would be helpful to obtain a general validity for problems like this. 
However funding for the experiments might be difficult to obtain. 
 
3RD PRESENTATION 
Title: Experimental Investigation of Air Circulation Patterns in Classical 
Hydraulic Jumps 
Speaker(s) Felix Boller 
 
Brief description of author(s) approach 
The author presented an investigation on air concentration in classical hydraulic jumps (CHJ). The 
presentation started with a brief explanation about the origin of the CHJ and some definitions on the 
upstream and downstream sections of the phenomena followed by a description of the experimental 
setup. The experimental facility consisted in a rectangular chute that allowed generating different 
conditions of the CHJ. The measurement of the air concentration was described in detail. A double 
optical-fibre probe was used for that purpose, which measures the duration of the light reflecting 
time of air bubbles along a line (the light diffuses in water). The ratio of reflecting time to the total 
measuring time was interpreted as air concentration. It was stated that flow velocities could not be 
detected by means of the double optical-fibre probe. 
The five tests, of which two were pre-aerated, were described in the next step. A most important 
input parameter was the Froude number; for the tests, their values varied between Fr = 2.9 and Fr = 
6.7. The experimental results showed different Z-shaped air concentration profiles for different 
cross-sections. The maximum of mean air concentration (about 50%) could be detected at the 
beginning of the CHJ. In a short video sequence of one test, the author could show a so called 
“repeating processes” where certain flow characteristics occurred in constant time steps. This 
induced the author to divide the area of the CHJ in the longitudinal profile into different zones. 
These zones were described as follows: 
- Trapezoidal shaped percolation/stable layer in the centre of the CHJ where the aeration and de-
aeration are in equilibrium. The air concentration in this zone is more or less constant. 
- Mixture zone upstream of the percolation/stable layer where strong vortexes cause a high air 
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entrainment. 
- Aeration zone under the percolation/stable layer where most of the air bubbles from the mixture 
zone are entrained. 
- Recirculation/de-aeration zone on top of the percolation/stable layer. This is the zone of the 
typical roller that can be observed on CHJ. The air entrainment is lower than the de-aeration. 
Moreover negative flow velocities can be found in this zone. 
- De-aeration zone downstream the percolation/stable layer. The air bubbles in the flow are rising to 
the water surface and no new aeration occurs. 
The author showed the different zones in an exemplary model sketch of the CHJ. Finally he pointed 
out the good accordance between the model sketch and the observations that have been done during 
the five tests. 
 
Questions and answers 
One of the first questions was about the motivation of the work. The author stated that there was no 
practical application as background for the investigation. It was considered a basic research helping 
to understand the processes that occur in a CHJ. 
A clear definition of the end of the CHJ was a concern which was mentioned in another question 
coming up. The author answered that the end of the CHJ was defined by the section where the air 
bubbles raise in a more or less vertical line. During the discussion about that issue, it was 
recommended to use clear water depths for the definition of flow depths. 
The most important comment from the audience was about the measurements in the turbulent 
section where negative flow velocities occur. In this region the records of the instrumentation might 
lead to errors in the correlation and subsequently in the air concentration results. The author agreed 
on that, but he also argued that close to the water surface where these negative flow velocities occur 
(roller), the air content were not that relevant for the result. 
 
Rapporteur's appreciation 
As a practical thinking engineer, the rapporteur missed the applicability of the results. Apart from 
that very interesting work. 
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PHOTOGRAPHS OF HYDRAULIC STRUCTURES (1) 
Photograph No. 1 - Rockfill dam in the Chechen river catchment, PingTung county, Taiwan R.O.C. 
on 21 Nov. 2006 (Courtesy of Hubert Chanson) - View of the smooth chute spillway, skip jump and 
artificial plunge pool 
 
 
 
Photograph No. 2 - Small run-of-the-river hydro plant in Jasper National Park, Jasper, Alberta, 
Canada in 2005 (Courtesy of John Rémi) 
 
 
International Junior Researcher and Engineer Workshop on Hydraulic Structures, 2006, J. Matos and H. Chanson 
(Eds), Report CH61/06, Div. of Civil Eng., The University of Queensland, Brisbane, Australia - ISBN 1864998687 
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Abstract : Extensive physical modelling of labyrinth spillways, primarily flume studies, has been 
performed, resulting in the development of several design methods. Two of the more common 
methods used in the U.S.A., referred to herein as the Lux and Tullis methods, are compared for a 
given labyrinth geometry. Results of a RANS Computational Fluid Dynamics (CFD) model, using 
commercially available software (Flow-3D), for the same configuration is shown to give results 
comparable to those obtained using these design methods. Non-standard approach conditions and 
geometries are modelled using physical and numerical methods and the applicability of the Lux and 
Tullis methods for these conditions is evaluated. In particular, this paper considers the effects of 
aspect ratios (W/P) less than the minimum values recommended for the Lux and Tullis design 
methods. The results indicate that while the design methods are not appropriate for aspect ratios less 
than 2; hydraulic performance does increase for lower W/P values. Further testing to define 
labyrinth hydraulic behaviour for these lower W/P values is recommended. 
 
INTRODUCTION 
In the U.S.A., both spillway design flood (SDF) requirements and meteorological estimates of 
floods have increased for existing and new dams. Labyrinth spillways can be an economical 
solution for increasing spillway capacity as they provide increased unit discharge over conventional 
weirs for a given head (Darvas, 1971). The authors have observed an increase in the use of 
labyrinth spillways in the U.S.A. over the last 25 years. It is likely that this increase in partly due to 
the development of design methods by Lux and Hinchliff (1985) and Tullis et al. (1995), referred to 
herein as the Lux and Tullis methods. Prior to the development of these methods, Taylor (1968) 
extensively studied the behaviour of labyrinth weirs and presented the hydraulic behaviour as it 
compares to that of a sharp-crested weir. Hay and Taylor (1970) followed up on Taylor’s work and 
developed design criteria for labyrinth weirs. Additional work by Darvas (1971) utilized the results 
from physical model studies to expand on the theory and developed a family of curves to evaluate 
spillway performance. Falvey (2003) summarizes the Lux and Tullis methods, which were 
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empirically developed from physical model studies (readers should note that the Lux equation is 
incorrectly printed in the Falvey (2003) publication and should refer to Lux and Hinchliff (1985) 
for the correct equation).  
Figure 1 shows the parameters commonly used define a trapezoidal labyrinth weir. The developed 
length, L, of a weir is generally defined as the total length along the crest.  
The hydraulic performance of labyrinth weirs is partially dependent on the parameters shown in 
Figure 1. Other factors affecting performance include crest shape (sharp crested, quarter or half 
round, etc.), approach conditions of the weir (located in a channel or projecting into reservoir, etc.), 
and downstream conditions (i.e. slope and geometry of the downstream channel).  
 
Fig. 1 – Two-cycle labyrinth weir and parameters 
 
  
W: Cycle Width 
P: Weir Height 
B: Sidewall Length 
α: Sidewall Angle 
a: Half Apex Width 
L: Length of Weir (single cycle) 
H: Total Upstream Head on Weir 
n: Number of Cycles 
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APPLICATION OF LUX AND TULLIS METHODS 
The Lux and Tullis methods were empirically developed for design of labyrinth spillways using a 
wide range of weir geometries. For both methods, a quarter-round crest shape is recommended. 
Tullis recommends a W/P ratio of 3 to 4 while the Lux method is considered appropriate for W/P 
ratios greater than 2. Both methods suggest a maximum H/P of about 0.7; however, the equations of 
Tullis are considered applicable up to H/P of 0.9.  
To compare these two methods, discharge rating curves were developed for a given labyrinth weir. 
The Hyrum Dam auxiliary labyrinth spillway geometry was selected for this comparison (see Table 
1 for dimensions). Hyrum Dam is located in Utah, U.S.A. and a labyrinth spillway was proposed to 
increase the discharge capacity of the structure. Extensive physical model studies were performed 
by Houston (1983) to evaluate various labyrinth geometries and approach conditions. The 
spreadsheet presented on page 90 of Falvey (2003) was used for the Tullis method while a 
spreadsheet for the Lux method was developed by the authors. The computed discharge rating 
curves for the Lux and Tullis methods are plotted in Figure 2. 
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Table 1 – Hyrum labyrinth geometry 
 
Weir Height (P) 3.66 m  Apex Width (2a) 1.22 m 
Cycle Width (W) 9.14 m  Number of Cycles (n) 2 
Aspect (W/P) ratio 2.5  Length Magnification (L/W) 4.95 
 
Fig. 2 – Computed rating curves 
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The methods provide very similar results for H/P ratios between about 0.1 and 0.2, where the flow 
is considered "fully aerated" and the labyrinth acts similar to a linear weir (Lux and Hinchliff, 
1985). For the design head of the Hyrum Labyrinth (1.83 m or H/P of 0.5), the Lux estimate of 
discharge is about ten percent less than that of the Tullis method. This difference is not considered 
significant given the empirical nature of the methods; however, further comparisons of the methods 
are considered warranted. 
 
COMPUTATIONAL FLUID DYNAMICS 
In recent years, advances in computational power have brought out of obscurity a numerical 
modelling branch in fluid mechanics referred to as Computational Fluid Dynamics (CFD). In 
general, CFD numerically solves the Navier-Stokes equations for fluid flow using a variety of 
methods. Advances in this area provide another tool for engineers to evaluate spillways. As 
computing power continues to increase and algorithms improve, CFD may offer the ability to 
evaluate an individual spillway at a cost less than a physical model. In addition, CFD allows for 
easy extraction of additional information across the computational domain such as forces, 
velocities, and pressures. Collection of this data in a physical model can be cost and time 
prohibitive. One of the main disadvantages of this new tool is that its accuracy is largely unproven, 
although studies show the capability is promising. Ho et al. (2001, 2003) compared their numerical 
results for the USACE standard ogee crest with and without piers and reported results similar to 
physical model studies. Savage and Johnson (2001) and Savage et al (2001) validated CFD results 
against different physical model studies and found comparable results for the computation of the 
discharge and crest pressures. Other studies such as Yang et al. (1998) and Gessler (2005) show an 
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increased use of CFD in modelling spillway performance. 
One of difficulties of numerically modelling flow over spillways is tracking the free surface 
especially with rapidly varied flow such as the flow changing from subcritical to supercritical. Flow 
over a weir can complicate this problem when the nappe springs away from the weir, creating a jet 
with an air/water interface on the top and bottom of the jet that needs to be tracked.  
To analyze this problem, the commercially available CFD code, Flow-3D by Flow Science was 
selected. Flow3-D is known for its ability to accurately tracking the free surface using the Volume-
of-Fluid (VOF) method. The original VOF method is outlined by Hirt and Nichols (1981). The 
VOF method tracks the free surface by defining computational cells empty, partially full, or full of 
fluid. The free surface of the fluid in a cell is defined by a plane and its orientation is defined by the 
surrounding cells and their volume of fluid. A similar method called Fractional-Area-to-Volume-
Ratio (FAVOR) is used to define the labyrinth within the model. The FAVOR method is outlined in 
Hirt and Sicilian (1985). The computational domain is defined by a hexagonal region that is then 
subgridded or discretized into cells. The VOF and FAVOR modified Reynolds-averaged Navier-
Stokes (RANS) equations are solved using a finite volume method. The Renormalized Group 
Theory (RNG) model was used for turbulent closure (Yakhot and Orszag, 1986). 
To compare the Lux and Tullis methods with the Flow-3D model, a 3-D solids model having the 
geometric parameters shown in Table 1 was constructed and imported into the program. The model 
was placed into a gridded domain simulating a labyrinth placed within a channel. This layout is 
considered similar to that of the experiments used in the development of the Lux and Tullis 
methods. The upstream boundary in the numerical prototype was located approximately 90 m from 
the weir. This allowed sufficient length for a flow profile to be established in the channel. In 
addition, to resolve the flow field more accurately in the area closest to the labyrinth weir, smaller 
cell sizes were used in regions of rapidly varied flow by using nested blocks. A nested block is a 
defined hexagonal subregion within the computational domain. Smaller cell sizes result in an 
increase in the number of cells but the additional cells refine the flow field, more accurately 
determining pressures, velocities, and the location of the free surface. As the computations proceed, 
information is passed between the outer block and the inter blocks.  
The numerical results are plotted in Figure 3 along with those obtained using the Lux and Tullis 
methods. The results indicate Flow-3D provides results that match closely with the design methods.  
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Fig. 3 - Comparison of numerical results for a labyrinth in a channel with Lux and Tullis methods  
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Fig. 4 – Plan of Hyrum final design: inverted position, projecting into reservoir, curved entrance 
 
 
APPROACH CONDITIONS 
A design limitation of the Lux and Tullis methods is that approach effects on the discharge are not 
considered, as both methods were developed using data from flume studies. Because labyrinth 
spillways are not always placed in a channel; approach conditions can be significantly different than 
what would be produced in a flume. In the physical model studies for the Hyrum spillway, Houston 
(1983) evaluated several different labyrinth configurations and approach conditions that were not 
considered traditional "flume" configurations. Configurations included locating the weir flush with 
the entrance from the reservoir, 1.5 m downstream of the entrance, and projecting into the reservoir. 
Labyrinths in both the "normal" and "inverted" positions (Falvey, 2003) with various entrance 
conditions (square, curved, embankments at entrance) were modelled. The most efficient 
configuration studied was a labyrinth projecting into the reservoir with a curved channel entrance, 
as shown in Figure 4. This will be referred to as the Hyrum final design. 
Incorporating non-standard approach conditions into a design increases the complexity of the 
hydraulic behaviour and it is likely that the labyrinth performance cannot be accurately modelled 
using the Lux or Tullis design methods. Physical modelling of such a design would be more costly 
than a flume study because it would require construction of a large head box to model the approach 
geometry of the reservoir. For these situations, CFD modelling could prove be a cost effective 
alternative. Table 2 shows results for the Hyrum final design geometry using the original physical 
model study data, Flow-3D, and the Lux and Tullis methods. 
Flow
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Table 2 – Physical model, Flow-3D, and design Method Results, Hyrum final design geometry at 
design head of 1.83 m 
 
Model/Method Discharge (m3/s)
Physical Model (Houston, 1983) 278 
Flow 3-D 264 
Lux method 236 
Tullis method 263 
 
These results show agreement between the numerical and physical model within about 5% for the 
conditions evaluated. The application of the Tullis method yields results similar to those of the CFD 
model while application of the Lux method results in a lower computed discharge. 
 
THE ASPECT RATIO 
As previously discussed, the Lux and Tullis methods recommend a minimum aspect ratio, or W/P 
of 2 to 3. Falvey (2003) states that the studies of Hay and Taylor (1970) showed that the aspect ratio 
does not have a significant effect if it is greater than 2; however, the application of either the Lux or 
Tullis methods indicate that hydraulic performance does improve with increasing weir height (P), 
and corresponding decreases in the aspect ratio for a given plan geometry. To illustrate this, only 
the weir height (P) of a labyrinth having the Hyrum geometry was adjusted and discharge rating 
curves were developed using the Lux method. The results are presented in Figure 6, indicating that 
increasing the weir height for a given plan geometry (i.e. decreasing W/P) results in a greater 
discharge for a given head, especially for higher heads. It should be noted that the application of the 
aspect ratio of 1.5 using the Lux method is not considered appropriate since it is below the 
recommended value of 2. The data is presented in Figure 5 for comparison only. 
 
Fig. 5 - Effect of the W/P ratio, Lux method 
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The Lux and Tullis methods could be conservatively applied to a labyrinth having an aspect ratio 
less than 2 to 3 by assuming a weir height less than actual to obtain the minimum recommended 
W/P value. For example, a labyrinth having a weir height (P) of 3 m and cycle width of 5 m (i.e. 
W/P=1.67) could be modelled using the Lux method with an assumed weir height of 2.5 m (i.e. 
W/P=2). This would likely result in lower computed discharges for the spillway but would provide 
for a conservative design. 
Reducing the aspect ratio to less than 2 may provide benefit to a project without significantly 
affecting performance. The raising of an existing labyrinth weir (i.e. increase P) decreases W/P. An 
example of this is the Dog River Dam located in Georgia, U.S.A., where a 3 m raise of the normal 
pool is proposed to increase storage of this water supply reservoir (Savage et al. 2004). The existing 
labyrinth spillway will be raised from a height (P) of 4.6 m to 7.6 m. 
To evaluate the effects of the higher weir (increased P, decreased W/P) both physical and numerical 
model studies were performed. The data from these studies is presented in Figure 6 along with 
estimated discharge ratings using the Lux method for the original W/P ratio of 2 and the lower W/P 
ratio of 1.2 corresponding to the raised weir.  
 
Fig. 6 - Comparison of physical and numerical model studies for Dog River Dam 
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The results show that for this study, the Flow-3D model yields results similar to that of the physical 
model study. In addition, it appears that there is an increase in hydraulic performance for the lower 
W/P values. As expected, the application the Lux method with the "out of range" aspect ratio of 1.2 
overestimates the discharge; however, the approach of assuming a smaller weir height to obtain the 
minimum recommended aspect ratio of 2 in the application of the Lux method underestimates 
discharge. The Tullis method was also evaluated and resulted in similar findings. For lower heads 
(H less than about 2 m and H/P less than about 0.3), the use of the Lux method with the minimum 
recommended aspect ratio of 2 is considered appropriate. 
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Fig. 7 - Full height labyrinth, Whitewater Lake Dam 
 
 
 
For relatively small dams (<8 m high), it is often economical to construct a "full height" labyrinth, 
where the base slab is at the level of the embankment foundation. This construction eliminates the 
need for a chute to convey flow to the downstream toe and also simplifies the foundation design 
since the labyrinth structure is founded on natural soil as opposed to new compacted fill, which is 
more prone to settlement. Figure 7 is a photograph of a full height labyrinth at Whitewater Lake 
Dam located in Georgia, U.S.A. 
For full height labyrinths, the weir height (P) is controlled by the dam height and often the 
maximum head (H) over the weir is small in comparison. To maintain the recommended minimum 
aspect ratio of 2, a large weir height (P) necessitates a wide labyrinth cycle (W), likely increasing 
the cost of the structure. Alternatively, the hydraulic design of the labyrinth could assume a lower 
weir height to maintain a W/P of 2 or more as discussed earlier. A physical model study to evaluate 
the hydraulic performance of the structure would likely be cost prohibitive for small dams; 
therefore, additional research is recommended for these lower values of W/P. 
The Hyrum final design model geometry was used to further evaluate the aspect ratio using Flow-
3D. The weir height was adjusted from the original model value of 3.6 m to 6.1 m, decreasing W/P 
from 2.5 to 1.5. Results are presented in Table 3. 
The Flow-3D model produced results within about 5 percent of the physical model for the original 
geometry (W/P=2.5). In addition, for the conditions evaluated, the Flow-3D model results show a 
significant increase in discharge (14 to 19 percent) for the lower W/P value of 1.5. 
 
Table 3 – Computed flows (m3/s) for physical and Flow-3D models, Hyrum plan geometry 
 
Flow-3D Model Head 
(m) 
Physical Model 
(Houston, 1983) W/P=2.5 W/P=1.5 
1.67 259 259 295 
1.83 278 264 314 
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CONCLUSIONS 
Based on the modelling and analyses performed for the labyrinth spillway configurations presented 
herein, the following conclusions can be drawn: 
• Two of the more common design approaches, the Lux and Tullis methods, yield similar results 
for the evaluation of hydraulic performance of labyrinth spillways. For the examples herein, the 
Lux method computes a discharge of about ten percent less than the Tullis method for a typical 
design head (H/P=0.5).  
• The use of the Flow-3D program to model labyrinth hydraulics produced results similar to the 
two design methods for a weir located in a channel or flume. 
• The Lux and Tullis design methods do not consider approach conditions such as a labyrinth 
projecting into a reservoir. For this condition, these methods typically underestimate discharge 
for a given head. 
• Numerical modelling using Flow-3D yields results similar to the physical model for a labyrinth 
weir projecting into the reservoir. 
• The aspect ratio (W/P) does appear to affect labyrinth performance. For the examples evaluated, 
both physical and numerical modelling showed increased hydraulic performance for W/P ratios 
less than 2; however, the design methods are not appropriate for these lower values. 
The authors are continuing research using numerical methods to model non-standard labyrinth 
geometries and approach conditions. 
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Abstract: The renewed interest in the use of labyrinth weirs is partially associated with dam 
rehabilitation, in which increased spillway capacity is required. This paper presents a comparative 
study on discharge coefficients for trapezoidal labyrinth weirs with distinct crest shape, based on 
data available in the literature. The results indicate that the relative differences are generally lower 
than 10%, except for small relative total upstream head, where such differences increase. The 
relative residual energy at the base of labyrinth weirs is also reviewed. The results indicate that the 
relative residual energy increases with the relative total upstream head, particularly for smaller 
values of this parameter, as well as with the magnification ratio. A comparison of the relative 
residual energy at the base of labyrinth weirs and of vertical drops is developed herein. The results 
show that the relative residual energy at the base of labyrinth weirs is smaller than that of vertical 
drops, regardless of the relative total upstream head and the magnification ratio. However, the 
differences between the relative residual energy at the base of labyrinth weirs and vertical drops are 
mitigated with increasing relative total upstream head and magnification ratio. 
INTRODUCTION 
A labyrinth spillway is an overflow weir folded in plan view to provide a longer total effective 
length for a given overall spillway width (Fig. 1). Therefore, labyrinth spillways may provide a 
higher discharge capacity than that of a straight overflow weir, for a given total upstream head and 
total width. 
An extensive investigation on the influence of geometric and hydraulic parameters on the hydraulic 
behaviour of labyrinth weirs, particularly on the discharge capacity, has been developed by several 
researchers, namely Hay and Taylor (1970), Darvas (1971), Lux and Hinchliff (1985), Magalhães 
and Lorena (1989), Tullis et al. (1995), Melo et al. (2002) and Savage et al. (2004). 
Previous studies have shown that the discharge capacity of a labyrinth weir is a function of the total 
upstream head, the effective crest length and the discharge coefficient. 
The discharge coefficient depends on the relative total upstream head, on the magnification ratio or 
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on the angle of side legs, on aeration effects, on weir shape (e.g. crest profile, apex configuration) 
and on flow conditions in the approach and downstream channels (e.g. Magalhães and Lorena 1989, 
Tullis et al. 1995, Melo et al. 2002, Falvey 2003). Figure 2 shows a typical layout of a labyrinth 
weir, including design variables used to characterize the weir and the approach and downstream 
channel flow.  
Regarding the crest shapes, various profiles have been proposed so as to increase discharge 
capacity, promote nappe aeration and facilitate construction. Among those frequently adopted are 
the rounded crests (quarter-round and half-round) as proposed by the U.S. Bureau of Reclamation 
(e.g. Amanian 1987, Tullis et al. 1995), and the WES-type crest profile as proposed by the National 
Laboratory of Civil Engineering (LNEC), Lisbon (e.g. Magalhães and Lorena 1989, Melo et al. 
2002). To date, it is generally accepted that the discharge coefficient, and thus the discharge 
capacity, is not significantly dependent on crest profile. 
Even though a considerable number of studies were oriented to the evaluation of the discharge 
capacity of labyrinth weirs, a systematic study on the differences resulting from the application of 
these formulae is still lacking. This paper presents a comparative study on discharge coefficient for 
trapezoidal labyrinth weirs with different crest shapes, based on experimental data by Lux and 
Hinchiliff (1985), Magalhães and Lorena (1989) and Tullis et al. (1995).  
There is also limited knowledge on the energy dissipation at labyrinth weirs. The relative residual 
energy at the base of labyrinth weirs is reviewed herein, based on the experimental data gathered by 
Magalhães and Lorena (1994).  
A comparative analysis between the relative residual energy at the base of labyrinth weirs and the 
relative residual energy at the base of vertical drops (e.g. Chanson 1994, Chamani and Rajaratnam 
1995), is also developed in the present paper.  
 
Fig. 1 - S. Domingos labyrinth spillway, Portugal (1991): a) prototype; b) physical model (courtesy 
of A. Pinto de. Magalhães). 
 
 
 
 
 
 
 
 
 
 
  
 
b) a) 
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Fig. 2 - Labyrinth weir layout. Identification of geometric and hydraulic variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note: 
a – half width of labyrinth weir apex; H – total upstream head over labyrinth crest; 
g – gravitational acceleration;  Hd – design head; 
h – flow depth over labyrinth crest; H0 – total energy upstream of the labyrinth 
i
h1 – 
flow depth at the base of the 
labyrinth weir; H1 –
residual energy at the base of the labyrinth 
weir;
l – length of one cycle of labyrinth weir:  l = 2B + 4a;  L –
total effective length of labyrinth crest:        
L = l n; 
n  – number of labyrinth cycles (n = 2); R – radius of curvature; 
p  – labyrinth weir height; S – length of labyrinth weir in flow direction; 
t – weir thickness; U – average velocity of main flow; 
w – width of one cycle of labyrinth weir; W – total width of labyrinth weir; 
B – effective length of sidewall; α – sidewall angle. 
 
CREST COEFFICENT: A COMPARATIVE STUDY 
The comparative study on discharge coefficients for trapezoidal labyrinth weirs is based on the 
experimental data of Lux and Hinchiliff (1985) and Magalhães and Lorena (1989) and on the 
respective regression equations proposed by Tullis et al. (1995). It should be noted that Lux and 
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Hinchliff (1985) and Tullis et al. (1995) studied quarter-round crested labyrinth weirs and that 
Magalhães and Lorena (1989) tested labyrinth weirs with WES-type crest profiles.  
In those studies, dissimilar definitions were adopted for the discharge coefficient. The formulation 
proposed by Magalhães and Lorena (1989) for labyrinth weirs in rectangular channels was adopted 
herein, as 
 
23Hg2W
QC =  (1) 
where Q is the discharge, W is the total width of the labyrinth weir, g is the gravitational 
acceleration and H is the total upstream head over the labyrinth crest. 
In the present study, the experimental conditions analysed are the following: magnification ratio 
(L/W) ranging between 2 and 5; aspect ratio (w/p) equal to 2.5, relative total upstream head (H/p) 
less or equal than 0.7 and labyrinth height (p) varying from 0.15 to 0.23 m.  
The experimental conditions and the basic equations adopted by the above mentioned researchers, 
along with the underlying aspects of the comparative analysis on discharge coefficients, are 
described in more detail in Lopes et al. (2006). In the present analysis, the data of Darvas (1971) 
was not included due to the dissimilar procedure adopted for estimating the upstream head.  
Figure 3 shows the discharge coefficient (C) in function of the magnification ratio (L/W), for 
relative total upstream head (H/p) varying between 0.1 and 0.6.  
 
Fig. 3 - Discharge coefficients for trapezoidal labyrinth weirs: a) H/p = 0.1; b) H/p = 0.3; c) H/p = 
0.4; d) H/p = 0.6. 
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From Figure 3 it can be observed that: 
• the values of the discharge coefficients proposed by Magalhães and Lorena (1989) and Lux 
and Hinchliff (1985), in relation to those of Tullis et al. (1995), are fairly similar for H/p > 
0.1, the relative differences being lower than 10%; 
• in general, larger relative differences between the discharge coefficients are observed for 
H/p = 0.1. These differences may in part be due to the larger influence of crest shape on 
discharge coefficient for smaller values of the relative total upstream head. In addition, 
random errors become more important for small relative total upstream head, and surface 
tension effects are significant for H/p ≤ 0.3 and p ≤ 0.3 m, according to Falvey (2003);  
• the small relative differences between the discharge coefficients suggest that the discharge 
coefficient is practically independent of crest shape, in particular for H/p > 0.1 and L/W < 5.  
 
RESIDUAL ENERGY AT THE BASE OF LABYRINTH WEIRS AND VERTICAL DROPS: 
A COMPARATIVE STUDY 
Magalhães and Lorena (1994) carried out an experimental study on trapezoidal labyrinth weirs with 
WES-type crest profiles. Based on experimental data, an empirical chart was presented to estimate 
the relative residual energy (H1/H0), where H1/H0 is given in function of the relative total upstream 
head (H/p) and the magnification ratio (L/W).  
For predicting H1 and H0, the researchers measured discharge as well as water levels upstream and 
downstream of the labyrinth weir. The discharge was measured with rectangular and triangular 
shaped Basin weirs placed on two canals downstream from the weir channel region. The triangular 
weir canal was used for the measurement of small discharges, whereas the rectangular weir was 
used for higher discharges. Two point gauges were used to measure water levels in the flume. One 
was located 1.2 m upstream of the upstream apex of the labyrinth weir and the other about 2.0 m 
downstream from the first one.  
Based on the review of the experimental data gathered by Magalhães and Lorena (1994), the 
following dimensionless equation was developed by the authors for predicting the relative residual 
energy at the base of labyrinth weirs: 
 ⎟⎠
⎞⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
W
Lln199.0
p
Hln254.0571.0
H
H
0
1  (r = 0.998)  (2) 
The standard deviation between the measured and calculated data is generally lower than 2%, 
except for small relative total upstream head (H/p ≤ 0.2), where it increases to about 3 to 5%. 
The experimental data obtained by Magalhães and Lorena (1994) along with Equation (2) are 
plotted in Figure 4.  
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Fig. 4 - Relative residual energy at the base of labyrinth weirs and vertical drops. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results show that: 
• the relative residual energy at the base of labyrinth weirs (H1/H0) increase with the relative 
total upstream head (H/p), particularly for smaller values of the latter parameter, regardless 
of the magnification ratio (L/W); 
• the relative residual energy at the base of labyrinth weirs (H1/H0) increase with the 
magnification ratio (L/W). This tendency may be explained by the fact that larger 
discharges are required for given relative total upstream head (H/p) and larger magnification 
ratio (L/W); 
• the relative residual energy at the base of labyrinth weirs varies between 0.16 and 0.85, 
corresponding to a energy loss of 0.84 and 0.15, respectively. Hence, labyrinth weirs are 
highly effective in energy dissipation, particularly for small values of relative total upstream 
head (H/p). 
A comparative analysis between the relative residual energy at the base of labyrinth weirs and at the 
base of vertical drops is also developed. The comparative study is based on the experimental data of 
Magalhães and Lorena (1994) for labyrinth weirs, and on the equations proposed by Chanson 
(1994) and Chamani and Rajaratnam (1995), for predicting relative energy loss of vertical drops.  
For a vertical drop downstream of a broad-crested weir, a simple expression of the energy loss can 
be deduced from the specific energy equation, assuming that the flow upstream of the brick of the 
overfall is subcritical and considering an aerated nappe. In dimensionless form, it yields (Chanson 
1994): 
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where ∆H/H0 is the relative energy loss, h1d is the flow depth at the base of the drop and hc is the 
critical depth (         , where q is the discharge per unit width). 
The following equation can be used to estimate the flow depth at the base of the drop (Rand 1955, 
in Chanson 1994): 
 
275.1
cd1
p
h54.0
p
h
⎟⎟⎠
⎞
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⎛=  (4) 
Chamani and Rajaratnam (1995) have also proposed the following equation for predicting the 
relative energy loss of vertical drops:  
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Equation (5) was developed based on the experimental results of Chamani (1993) for vertical drops 
with aerated nappe and subcritical flow upstream of the brick of the overfall. 
The relative residual energy at the base of the drop can be given as: 
 ⎟⎟⎠
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In Figure 4, the relative residual energy at the base of vertical drops, based on Chanson (1994) and 
Chamani and Rajaratnam (1995), is plotted as a function of the relative total upstream head (H/p).  
Figure 4 shows that: 
• the relative residual energy at the base of labyrinth weirs is smaller than that of vertical 
drops, regardless of the relative total upstream head (H/p) and the magnification ratio 
(L/W); 
• the differences between the relative residual energy at the base of labyrinth weirs and 
vertical drops are mitigated with increasing H/p and L/W. This result may be expected due 
to the fact that the hydraulic behaviour of a labyrinth weir approaches that of a broad-
crested weir, for larger H/p, namely with regard to the spillway capacity (Falvey 2003). 
Furthermore, the decrease of these differences with the increase of L/W may be due to the 
fact that larger discharges are required for given H/p and larger L/W. 
It should however be noted that the experimental results may be influenced by random error on 
water level measurement. In fact, the flow pattern downstream of the labyrinth weir is complex, due 
to supercritical waves and air entrainment. In addition, the location of the flow depth measurement 
downstream of the weir may not have corresponded to the exact location of the jet impact. The 
location of the jet impact should depend on the discharge as well as on the magnification ratio.  
Even though the experimental results of Magalhães and Lorena (1994) were obtained for labyrinth 
weirs with WES-type crest profile, it is judged that the results may be applied to other crest shapes 
(e.g., half-round crest, quarter-round crest), because the discharge coefficient is practically 
independent of the crest shape, except for small values of relative total upstream head. 
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CONCLUSIONS 
The comparative analysis of discharge coefficients for trapezoidal labyrinth weirs according to Lux 
and Hinchiliff (1985), Magalhães and Lorena (1989) and Tullis et al. (1995) show that the relative 
differences are lower than 10%, except for small values of the relative total upstream head (H/p), 
where such differences increase. The latter may be explained, in part, to the larger influence of crest 
shape on discharge coefficient for small values of the relative total upstream head. In addition, 
random errors and surface tension effects become more important for small relative total upstream 
head. 
The relative residual energy at the base of labyrinth weirs (H1/H0) is shown to increase with the 
relative total upstream head (H/p), particularly for smaller values of H/p, as well as with the 
magnification ratio (L/W).  
The comparison of the relative residual energy (H1/H0) at the base of labyrinth weirs and vertical 
drops show that the relative residual energy at labyrinth weirs is smaller than that of vertical drops, 
regardless of the relative total upstream head (H/p) and the magnification ratio (L/W). In general, 
the differences are mitigated with the increase of H/p and L/W. In conclusion, labyrinth weirs are 
highly effective in energy dissipation, particularly for small values of relative total upstream head. 
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SYMBOLS 
a – half width of labyrinth weir apex; 
g – gravitational acceleration; 
h – flow depth over labyrinth crest; 
hc – critical depth; 
h1 – flow depth at the base of the labyrinth weir; 
h1d – flow depth at the base of the vertical drop; 
l – length of one cycle of labyrinth weir;  
n  – number of labyrinth cycles ; 
p  – labyrinth weir height; 
q – discharge per unit with; 
t – weir thickness; 
w – width of one cycle of labyrinth weir; 
B – effective length of sidewall; 
C – discharge coefficient; 
H – total upstream head over labyrinth crest; 
Hd – design head; 
H0 – total energy upstream of the labyrinth weir; 
H1 – residual energy at the base of the labyrinth weir; 
L – total effective length of labyrinth crest;  
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Q – discharge; 
R – radius of curvature; 
S – length of labyrinth weir in flow direction; 
U – average velocity of main flow; 
W – total width of labyrinth weir; 
α – sidewall angle; 
w/p – aspect ratio; 
H/p – relative total upstream head; 
H1/H0 – relative residual energy at the base of the weir; 
L/W – magnification ratio; 
∆H/H0 – relative energy loss. 
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PHOTOGRAPHS OF HYDRAULIC STRUCTURES (2) 
Photograph No. 3 - Karun 3 dam, Iran during construction in 2004 (Courtesy of Amir 
Aghakouchak) - View of the upstream dam wall - Double-curvature arch dam design 
 
 
 
Photograph No. 4 - Choufu weir, Tokyo, Japan on 4 June 2004 (Courtesy of Hubert Chanson) 
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Abstract: Experimental investigations were conducted in a hydraulic recirculation system with a 
circular channel assembled at the Laboratory of Hydraulics and Water Resources of the Technical 
University of Lisbon, IST. In the present paper, the research is focused on the energy dissipation at 
vertical free-fall and stepped drops followed by a hydraulic jump in the circular channel. 
Dimensionless empirical equations were developed to predict the head loss at the drop and the total 
head loss in function of the ratio of the drop height to the critical depth. 
 
INTRODUCTION 
A sewer drop is a structure connecting two channels with different invert elevations. Drops are 
structures often used in sewer systems, to avoid increasing the slopes and to maintain velocity 
within an acceptable operational range. These structures introduce local energy dissipation and 
promote air entrainment in the flow thus causing reaeration of the wastewater.  
Different types of drops can be found in sewer systems, namely: sloping ramp (or fall manhole with 
S-Shaped invert, e.g. as per Hager 1999), vertical free-fall (or drop manholes, e.g. as per Almeida 
1999, Matos 1991, Hager 1999), backdrops, dropshafts (e.g., a vertical free-fall with a pool shaft as 
per Chanson 2002, 2004), vortex drops (e.g. Hager 1999), stepped drops (e.g. Merlein and 
Kleinschroth 1998). 
Design criteria for selection of the drop type in a given location are related, essentially, with the 
height of the drop, conduit diameter, abrasion control of materials and sanitary conditions of the 
effluent. 
In order to improve the understanding of the hydraulics and the reaeration of sewer drops, a 
hydraulic recirculation circular channel was assembled at the Laboratory of Hydraulics and Water 
Resources of IST, namely in the framework of a research project to which other contributions 
include the work carried out by Sousa and Lopes (2002) and by Soares (2003), for vertical free-fall 
drops, and by Afonso (2004) for vertical free-fall and stepped drops. The study of stepped drops in 
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circular channels is of interest for its potential beneficial use in sewers. The vast knowledge already 
acquired on its application in rectangular channels, for energy dissipation and for reaeration of 
water courses (e.g. Essery et al. 1978 and Chanson 2001) is of particular value. 
The present paper is focused on energy dissipation at vertical free-fall and stepped drops in circular 
channels. Dimensionless empirical equations are presented for predicting the head loss in the drop 
as well as the total head loss in the drop and subsequent hydraulic jump, in function of the ratio of 
the drop height to the critical depth. 
 
EXPERIMENTAL SETUP 
The experiments were conducted in a hydraulic recirculating flume with perspex circular channels 
with 0.154 m internal diameter, assembled at the Laboratory of Hydraulics and Water Resources of 
the Technical University of Lisbon, IST (Fig. 1). 
 
Fig. 1 - Side and top view of the experimental setup 
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 1 – Recirculation pump  3 – Flow control valve  5 – Drop 
 2 – Flow sensor   4 – Upstream channel  6 – Downstream channel 
         7 – Vertical lift gate  
 
A pump was used to recirculate water (discharge up to 4 l/s) from a tail water tank (capacity of 300 
l) through a pressure conduit up to a smaller reservoir (70 l) which provided a smooth entrance to 
the upstream channel. The drop is located between two pipes for which bed channel slopes could be 
adjusted. This setup allowed for testing different types of drops (e.g. vertical free-fall drops, stepped 
cascades and backdrops). The length of the upstream and downstream channels was 1.50 and 
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3.40 m, respectively. A vertical lift gate installed in the end of flume allowed the formation of a 
full-developed hydraulic jump in the downstream channel. 
The discharge was measured by means of a paddlewheel +GF+ SIGNET flow sensor, the accuracy 
of which is ± 1%. Flow depths were measured with manually operated point gauge with a reading 
accuracy of ± 0.1 mm.  Pressure taps were also installed along the downstream channel, at the 
bottom of the cross-section centre line, connected to transparent plastic tubes for visual reading of 
the pressure head. 
The results presented in this paper were obtained in stepped cascades for total drop heights of hD = 
0.20, 0.30 and 0.40 m, steps with height of h = 0.05 m and length of l = 0.10 m (slope = h/l = 1/2). 
In order to evaluate the influence of step height, the study included one drop with hD = 0.40 and h = 
0.025 m. Experiments reported herein were carried out using zero pipe slope for both upstream and 
downstream lengths. Flow rates ranging from 1 to 4 l/s were selected. For such geometric and flow 
conditions, the Froude number (Fr) at the upstream and downstream ends of the drops varied 
between 1.0 and 4.4, whereas the Reynolds number (Re) varied between 0.3 and 1.0*105 
respectively. The Froude and Reynolds number definitions were those usually adopted for circular 
channels. It is worth mentioning that these geometric and hydraulic conditions are of the order of 
magnitude of those found in a fairly large number of small sewer systems in Europe, particularly in 
Portugal. 
In each run, the hydraulic jump was established immediately downstream the impact of the nappe 
from the stepped cascade, as previously established by Sousa and Lopes (2002) and Soares (2003), 
for vertical free-fall drops in the same physical model. 
 
RESULTS AND DISCUSSION 
Flow regimes in stepped cascades 
In the experimental study the flow regimes were found to be similar to those observed by various 
researchers for stepped cascades in rectangular channels (e.g. Ohtsu and Yasuda 1997, Chanson 
2001 and Matos 2001) (Fig. 2): 
• Nappe flow regime, which occurs for small discharges, is defined as a succession of free-
falling nappes. In this regime, two sub-regimes could be identified: (1) isolated nappe flow, 
in which all the efflux from a step struck the tread portion of the step bellow (Fig. 2a); 
(2) nappe interference flow, in which part of the efflux overshot the step bellow (Fig. 2b). 
The sub-regime nappe flow with fully developed hydraulic jump was not observed for the 
tested steps geometry.  
• Intermediate or transition flow regime, in which nappe flow occurs but, at the same time, 
some steps are completed submerged. Approaching this intermediate flow regime from the 
low flow side, its onset will be marked by complete submergence of some steps, whereas 
approaching it from the high flow side, its onset will be marked by the formation of 
identifiable nappes. 
• Skimming flow regime, which is defined by the complete submergence of the steps with no 
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nappes being formed. The water flows down a stepped channel as a coherent stream, 
skimming over the steps. The onset of skimming flow is shown in Figures 2c and 2d. 
In Figure 3, the limits of occurrence of flow types in stepped cascades in circular channels are 
plotted and compared with equations obtained by other researchers in rectangular channels (Matos 
1999, Fael 2000 and Chanson 2002). 
 
Fig. 2 - Flow regimes observed in stepped cascades in a circular channel: (a) isolated nappe flow; 
(b) nappe interference flow; (c) onset of skimming flow; (d) skimming flow. View from the top of 
stepped cascade. 
 
  
(a) Q=0.1 l/s, h=0.05 m (b) Q=1.0 l/s, h=0.05 m 
  
(c) Q=3.8 l/s, h=0.05 m (d) Q=3.7 l/s, h=0.025 m 
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Fig. 3 - Limits of occurrence of flow regimes in stepped cascades. Comparison between 
experimental data in a circular channel and equations proposed for rectangular channels 
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Notes: OINF: Onset of Isolated Nappe Flow;   ONIF: Onset of Nappe Interference Flow; 
 OTRA: Onset of Transition Flow;   OSKF: Onset of Skimming Flow; 
rect.. : Results presented for rectangular channels. 
 
It can be observed that only the onset of nappe interference flow for the circular channel (symbol 
♦) is in agreement with the equation established by Fael (2000) for rectangular channels. The other 
two limits observed in the circular channel, in particular the onset of skimming flow (symbol o), 
were found to occur for larger dc/h, compared with rectangular channels. 
 
Energy dissipation in the drop along with hydraulic jump  
In the established experimental conditions, the flow regime is critical immediately upstream of the 
drop, as illustrated in Figure 4. Therefore, for a given discharge Q and drop height hD, the 
maximum total head available at the bottom of the drop Hmax can be calculated by:  
 
g2
U
dhH
2
c
cDmax ++=  (1) 
where dc is the critical depth in the circular channel and Uc the respective critical velocity.  
The total head H at the downstream end of the hydraulic jump (section 2 in Fig. 4) can be estimated 
from the specific energy equation, given as 
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g2
UdH
2
+=  (2) 
where d is the flow depth and U the mean flow velocity. The flow characteristics at the downstream 
end of the hydraulic jump were obtained from flow depth and pressure measurements at the flume 
bottom of the downstream channel. 
The momentum equation was applied in order to estimate the hydraulic characteristics at the 
upstream end of the hydraulic jump in circular channel (cross-section 1 in Fig. 4), d1 and H1. Herein 
hydrostatic pressure and uniform velocity distributions were assumed at both cross sections 1 and 2. 
 
Fig. 4 - Head loss along the drop and in the hydraulic jump 
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The application of the momentum equation to the control volume between sections 1 and 2 gives 
 2p2
2
2
1p1
1
2
dAgρ
A
QρdAgρ
A
Qρ +=+  (3) 
where ρ is the fluid density, g is the gravitational acceleration, A is the cross-sectional area (Eq. 4), 
dp is the distance of the centroid of the cross-sectional area from the water surface, and the sub-
scripts “1” and “2” refer to the upstream and downstream sections of the hydraulic jump, 
respectively. Therein, A and dp may be written as 
 ( )φφ sin
8
DA
2
−=  (4) 
 ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= 2cos3sin3
24sin
2
Dd
3
p
φ
φφ
φ  (5) 
where φ is the angle used to represent the flow depth d in a circular channel with diameter D, given 
by: 
 φ = 2 arc cos (1 – 2 d / D)   (φ in radians) (6) 
Introducing Equations (4) and (5) into Equation (3) yields:  
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φφφ
φφ  (7) 
Equation (7) was solved iteratively in order to obtain φ1, and subsequent application of Equation (6) 
provided the sequent flow depth at the upstream section of the hydraulic jump. 
Based on the experimental data, the following formulae were obtained for the estimation of the 
dimensionless head loss at the drop, namely for vertical free-fall drops, nappe flow and skimming 
flow in stepped cascades, respectively: 
 
1
c
D
max
D
d
h2968.011
H
H
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=∆  (Vertical free-fall drops)  (8) 
 
1
c
D
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D
d
h2685.011
H
H
−
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⎛ +−=∆  (Stepped cascades, nappe flow)  (9) 
 
1
c
D
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D
d
h2164.011
H
H
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=∆  (Stepped cascades, skimming flow)  (10) 
Equations (8), (9) and (10) are plotted in Figure 5, along with the experimental data. The overall 
experimental results are plotted in Figure 6, as well as Equations (8), (9) and (10) for head loss in 
the drop and Equation (11) for total head loss. 
 
1
c
D
max d
h5070.011
H
H
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=∆  (11) 
Figure 5 shows that: (i) the head loss in the drop increases with hD/dc; (ii) the head loss in the drop 
is slightly larger in vertical free-fall drops compared to stepped cascades, even if differences might 
not be significant given the dispersion in the experimental results; (iii) for stepped cascades, the 
head loss in the drop is larger for nappe flow than for skimming flow conditions. For identical range 
of data, the dimensionless head loss in the vertical free-fall drop was found to be of the same order 
of magnitude of that obtained by Chanson (2004) on rectangular dropshafts. 
Figure 6 shows that both the total head loss and the head loss in the drop strongly depends on hD/dc, 
whereas the head loss in the hydraulic jump is practically not influenced by hD/dc and represents no 
more than 20% of Hmax.  
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Fig. 5 - Dimensionless head loss at the drop (∆HD/Hmax) in function of the ratio of the drop height to 
the critical depth (hD/dc) 
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Fig. 6 - Dimensionless head loss in function of the ratio of the drop height to the critical depth 
(hD/dc): total head loss (∆H/Hmax); head loss in the drop (∆HD/Hmax); head loss in the hydraulic jump 
(∆HHJ/Hmax) 
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CONCLUSIONS 
An experimental study in a hydraulic recirculation system with a circular channel was carried out at 
the Laboratory of Hydraulics and Water Resources of the Technical University of Lisbon. The 
focus was the study of energy dissipation at vertical free-fall and stepped drops. 
The experimental results showed that: i) the energy loss increased with the total drop height and the 
influence of discharge was not significant for the tested conditions; ii) the head loss in the drop was 
slightly larger in vertical free-fall drops compared to stepped cascades; iii) for stepped cascades, the 
head loss in the drop was larger for nappe flow than for skimming-flow conditions; iv) both the 
total head loss and the head loss in the drop strongly depended upon hD/dc, whereas the head loss in 
the hydraulic jump was practically independent of hD/dc and represented no more than 20% of 
maximum head available. 
For the range of the investigations, dimensionless empirical equations were developed to predict the 
head loss at the drop and the total head loss.  
 
LIST OF SYMBOLS 
A cross section area (m2); Greek symbols 
D diameter (m); ∆H total head loss (m); 
d flow depth (m); ∆HD head loss in the drop (m);  
dp distance of centroid from free surface (m); ∆HHJ head loss in the hydraulic jump (m); 
Fr Froude number (-); φ half central angle (rad); 
g gravitational acceleration (m/s2); ρ density of water (kg/m3);  
H total head (m);  
Hmax  maximum total head available (m); Subscript 
h step height (m); c critical flow conditions; 
hD drop height (m); 1  hydraulic jump upstream section;  
l step length (m); 2 hydraulic jump downstream section. 
Q discharge (m3/s);  
Re Reynolds number (-); 
U average velocity (m/s); 
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SESSION REPORT 
 
SESSION NO. 2 
Chairman: Mechteld ten Voorde 
Rapporteur: Alexandre Duarte 
Advocatus diaboli: António Amador 
Session papers and 
speakers: 
Labyrinth Spillways: Comparison of Two Popular U.S.A. Design 
Methods and Consideration of Non-Standard Approach Conditions and 
Geometries (Greg Paxson) 
Discharge Capacity and Residual Energy of Labyrinth Weirs (Ruth 
Lopes) 
Energy Dissipation in Vertical and Stepped Sewer Drops in a Circular 
Channel: a Physical Model Study (João Afonso) 
 
ROUND TABLE 
Moderator: Jorge Matos 
Rapporteur: Alexandre Duarte 
Session Chairman: Mechteld ten Voorde 
Session Speakers: Gregory Paxson, Ruth Lopes, João Afonso 
External Expert: António Pereira da Silva 
Other Participants: -- 
 
1ST PRESENTATION 
Title: Labyrinth Spillways: Comparison of Two Popular U.S.A. Design 
Methods and Consideration of Non-Standard Approach Conditions and 
Geometries 
Speaker(s) Greg Paxson 
 
Brief description of author(s) approach 
A review of labyrinth spillway modelling approaches was presented. Two methodologies, Lux and 
Tullis, are compared for a given labyrinth geometry. Results of a Computational Fluid Dynamics 
(CFD) model, were compared to those obtained using these design methods. The non-standard 
approach conditions and geometries were modelled using physical and numerical methods and the 
applicability of the Lux and Tullis methods for these conditions was evaluated. 
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Questions and answers 
Q: It seems that there is limited data available to confirm the precision of the CFD model. 
A: In fact, no much data is available but for the range analysed there was a very good agreement. 
 
Q: It has been shown that higher efficiency can be achieved by increasing the pier height p. But on 
the other hand, higher p may mean larger pressure fluctuations at the jet impact. Can this have an 
influence on the final design of the labyrinth? 
A: No because such hydrodynamic actions won’t have a major role on the design value of the slab 
thickness. 
 
Q: Are labyrinth weirs the best solution for increasing discharge capacity, namely for dam 
rehabilitation? 
A: Not necessarily. It depends on numerous aspects (other than merely hydraulic), but is one 
possible solution. The interesting aspect is that labyrinth spillways may provide a higher discharge 
capacity than that of a straight overflow weir, for a given total upstream head and total width. 
 
Q: Is CFD really less expensive than the physical modelling? This is an important issue for 
engineering firms. 
A: CFD was performed in collaboration with university. It can be made less expensive if used more 
often. It might have some limitations mainly due to highly turbulent air entrainment flows in the 
impact flow region. 
 
Rapporteur's appreciation 
It was a very clear presentation, of practical interest. Experimental data base should be needed for 
future developing of numerical codes. 
 
2ND PRESENTATION 
Title: Discharge Capacity and Residual Energy of Labyrinth Weirs 
Speaker(s) Ruth Lopes 
 
Brief description of author(s) approach 
This was a comparative study on discharge coefficients for trapezoidal labyrinth weirs with distinct 
crest shape, based on data available in the literature. It included a re-analysis of the relative residual 
energy at the base of labyrinth weirs, based on experimental data gathered by Magalhães and 
Lorena. A comparison of the relative residual energy at the base of labyrinth weirs and of vertical 
drops was also conducted. 
 
Questions and answers 
Q: Is it planned to evaluate the specific energy on future experimental tests? 
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A: In actual fact, this was the main motivation of the study. Experimental tests are planned for the 
near future. 
 
Q: Will different bed slopes be considered, other than the horizontal bed? 
A: In the present facility that won’t be possible, due to restrictions in the geometry of the flume. But 
it is clearly an aspect which deserves future investigations. 
 
Q: Is the flow supercritical? 
A: The downstream flow conditions can be controlled: they can be either supercritical or 
subcritical. In fact, the flume has a vertical drop 3 meters downstream of the labyrinth weir, and a 
flat gate is provided at its downstream end. 
 
Rapporteur's appreciation 
Study with interest for preliminary evaluating the energy dissipation at labyrinth weirs. The 
presentation was clear. There are good perspectives for future work. 
 
3RD PRESENTATION 
Title: Energy Dissipation in Vertical and Stepped Sewer Drops in a Circular 
Channel: a Physical Model Study 
Speaker(s) João Afonso 
 
Brief description of author(s) approach 
Experimental investigations were conducted in a hydraulic recirculation system with a circular 
channel, assembled at the Laboratory of Hydraulics and Water Resources of the Technical 
University of Lisbon, IST. Research focused on the energy dissipation at vertical free-fall and 
stepped drops followed by a hydraulic jump in the circular channel. 
 
Questions and answers 
Q: Was the location of the hydraulic jump fixed? Where? 
A: The hydraulic jump was located immediately downstream of the drop, at the toe. This was done 
with the main objective of estimating the energy dissipation at the drop, based on the sequent depth 
of the hydraulic jump. Other locations were not relevant for the present study. 
 
Q: How was the critical flow depth estimated? 
A: It was estimated based on the formulae developed for circular channels. 
 
Rapporteur's appreciation 
Interesting study to improve the understanding of the hydraulics of sewer drops, which may be of 
importance for the hydraulic design of sewer systems. 
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PHOTOGRAPHS OF HYDRAULIC STRUCTURES (3) 
Photograph No. 5 - Overflow stepped storm waterway of the combined sewer system, Ambato, 
Ecuador in 2005 (Courtesy of Napoleon Pino Flores) - θ = 39.5°, h = 0.80 m, W = 8 m, 162 steps 
 
 
Photograph No. 6 - Overflow of the fully-inflated rubber dam of Bedford weir, Blackwater Qld, 
Australia in Feb. 1998 (Courtesy of Queensland Rubber) - Located on the Mackenzie river, the 
mass concrete weir was completed in 1968 - The 2 m high air-inflated rubber dam was installed in 
1997 and it consists of two 75 m long rubber bags 
 
International Junior Researcher and Engineer Workshop on Hydraulic Structures, 2006, J. Matos and H. Chanson 
(Eds), Report CH61/06, Div. of Civil Eng., The University of Queensland, Brisbane, Australia - ISBN 1864998687 
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Abstract: The hydrodynamic pressure field on the channel steps has an important role on the design 
and safety of stepped spillways. Several researchers recorded the pressure field on the steps, but no 
studies have been found on the comparison of such data. In general, stepped spillways are being 
designed for considerable lower maximum specific discharges than smooth spillways. It is 
considered that there is a lack of knowledge on the hydraulic performance of stepped spillways at 
high velocities, which compromises its use due to major concern with safety against cavitation 
damage. The aim of the present work is to compare a particular aspect of the pressure field results 
of Amador (2005) and Gomes (2006), obtained in two different stepped chutes. Both studies 
complement each other, providing a better understanding on the pressure distributions and 
hydrodynamic loads on the steps induced by the flow. It was found a good agreement between the 
pressure field on the steps obtained by both works although there were some differences on the 
magnitude of the pressure fluctuations that require further investigations 
 
INTRODUCTION 
Stepped channel design has been used since Antiquity (Chanson, 2001). Examples of applications 
of stepped channels can be found on: roller compacted concrete (RCC) dams, gabion dams and 
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cofferdams as flood release facilities; overflow embankment channels to increase the discharge 
capacity; stormwater channels to dissipate energy; sewer systems and water treatment plants re-
oxygenating waters with low dissolved oxygen content and fountains for aesthetical purposes. 
The hydraulics of stepped spillways depends on the flow regime: nappe, transition or skimming 
flow. Nappe flow occurs at low flows and can be characterized by a succession of free falling 
nappes (Chanson, 2001). In skimming flow, the water flows as a coherent stream over the pseudo-
bottom formed by the outer step edges, beneath it three-dimensional cavity vortices develop and 
recirculation is maintained through transmission of shear stress from the main stream. Between the 
upper limit of nappe flow and the onset of skimming flow a transition flow exists separating these 
characteristic limits (e.g. Ohtsu and Yasuda, 1997; Chanson, 2004). 
Over the last three decades, the association of roller compacted concrete technology with the 
reduced cost provided by the adoption of a stepped profile in spillways has opened new 
perspectives on the investigation of safer criteria to design these structures.  
Research and development into stepped chute hydraulics has been very active for the past two 
decades (Chanson, 2006). Previous studies have focused on studying the inception of air 
entrainment, air concentration, velocity distributions and energy dissipation characteristics of two-
phase flow down stepped spillways, aiming at the definition of better design guidelines (Matos, 
1999; Chanson, 2001; Boes and Hager, 2003; Ohtsu et al., 2004, André 2004, Gonzalez 2005). 
The hydrodynamic pressure field on the channel steps is an important factor affecting the design 
and safety of stepped spillways. Studies on the topic can be found in Mateos and Elviro (2000), 
Olinger (2001), Sánchez-Juny (2001), Amador (2005) and Gomes (2006). Their results agree in 
showing that the most important negative pressures occur on the vertical faces, in particular near the 
outer edge of the steps. 
The zone near the inception point of air entrainment will be critical in terms of cavitation risk 
(Matos et al., 2001 and Amador et al., 2005). For increasing flow rates, the non-aerated region of 
the spillway will be enlarged and important velocities will be reached that could cause unacceptable 
pressure fluctuations. Downstream of the inception point, the presence of an adequate percentage of 
air in the mixture near the solid surfaces prevents cavitation damage. In the literature there is a lack 
of consensus on the maximum specific discharge to avoid cavitation damage (see Table 1). It should 
be mentioned that other authors, e.g. Chanson (2001) consider the risk of cavitation negligible on 
stepped spillways due to the slower flow velocities and greater water depths than smooth spillways 
for identical flow rates. Further strong free surface aeration and entrained bubbles within the step 
cavities prevent cavitation damage. 
The aim of the present work is to compare the experiment results of Gomes (2006) and Amador 
(2005) regarding the hydrodynamic pressure field obtained on two different steeply sloping stepped 
spillways. 
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Table 1 - Maximum unit discharge (qmax) and mean flow velocity (Umax) to avoid occurrence of 
cavitation, according to different studies. 
 
qmax Umax h Author (m²/s) (m/s) (m) Comments 
(1) (2) (3) (4) (5) 
Mateos and Elviro (2000) 12 13 - Pressure measurements on different model 
studies of stepped spillways over RCC dams. 
Matos et al. (2001) 20-30 17-23 0.3-1.2 Umax at the inception point, based on the 
relationship σcr=4 f. 
Boes and Hager (2003) 25 20 - Umax at the section that distances 9×di(*) from 
the inception point. Umax is indicated 
qualitatively.  
Amador (2005) 11.5-14 15 0.6-1.2 Umax at the inception point, based on 
experimental study of the hydrodynamic 
pressure field. 
Gomes (2006) 11.3-15.6 17 0.3-1.2 Umax at the section that distances 4×di from the 
inception point based on experimental study of 
the hydrodynamic pressure field. 
(*)  di - equivalent clear water depth at the inception point. 
 
EXPERIMENTAL SETUP 
The experiments were performed in two rectangular stepped chutes under Froude similarity criteria. 
The experimental facility used by Amador (2005) is located at the Hydraulic Laboratory of 
Polytechnical University of Catalonia, and the second facility utilized by Gomes (2006) is 
assembled at the Hydraulic Research Institute of Rio Grande do Sul University.  
The hydrodynamic pressure field on the horizontal and vertical faces of different steps was 
measured by means of pressure transducers. The experimental setups of Amador (2005) and Gomes 
(2006) are summarized in Table 2 and Figure 1. The location of the pressure taps used by each 
author is presented in Figure 2. Figure 3 illustrates a longitudinal section of the stepped spillway 
that includes the parameters used to locate the steps along the spillway.  
 
Table 2 - Experimental setups of Amador (2005) and Gomes (2006). 
 
Experimental setups Amador (2005) Gomes (2006) 
(1) (2) (3) 
Stepped chute:   
Height (from crest to toe) 4.30 m 2.40 m 
Width 0.60 m 0.40 m 
Slope 1V:0.8H 1V:0.75H 
Step height 0.07 m 0.06 m 
Flow conditions:   
dc/h: 1.41; 1.85; 2.65; 2.93 and 3.21 2.66; 3.68; 4.57; 5.39 and 6.14 
Data acquisition:   
Frequency 100 Hz 50 Hz 
Duration 11 minutes 3 minutes 
Accuracy ± 3.5mm 2mm (vertical taps); 9mm (horizontal taps) 
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Fig. 1 - Stepped chute used by (a) Amador (2005); (b) Gomes (2006). 
 
  
(a) Amador (2005) (b) Gomes (2006) 
 
Fig. 2 - Notation and location of the pressure taps on the vertical and horizontal faces of the steps 
used by: (a) Amador (2005) and (b) Gomes (2006). 
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(a) Pressure taps (Amador, 2005): 
• vertical faces (z/h): 0.07, 0.16, 0.35, 0.50, 0.65 
and 0.93; 
• horizontal faces (y/l): 0.14, 0.29, 0.50, 0.73 and 
0.91. 
(b) Pressure taps (Gomes, 2006): 
• vertical faces (z/h): 0.08, 0.36 and 0.64; 
• horizontal faces (y/l): 0.08, 0.36 and 0.64. 
 
EXPERIMENTAL RESULTS 
The pressure distributions measured on both research works, on the horizontal and vertical face of 
the steps are compared in the present paper. The pressure evolution in the flow direction down the 
spillway is also evaluated, with particular focus given to the outer step edges. All tested discharges 
correspond to skimming flow, which is the typical flow regime for design discharges of steeply 
sloping stepped spillways.  
Figures 3 and 4 present an example of dimensionless profiles of mean pressure (Pm/γh) measured on 
the vertical and horizontal faces of a step. The pressures on the vertical face (Figure 3) are affected 
by a separation flow region near the outer edge of the step, where the mean relative pressure is 
negative or close to zero. On the vicinity of the horizontal face a region of positive pressures occurs, 
which can be explained by the presence of a small corner eddy. With regard to the horizontal face 
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(Figure 4), the overlying flow impacts in the downstream half (y/l<0.4), with maximum mean 
pressures occurring near the outer step edge. Towards inside the step cavity, the pressures become 
affected by the reverse flow and a gradual reduction in the mean pressures is observed. Agreement 
in the mean pressure profiles obtained by both studies is observed for similar discharges, (e.g. 
dc/h=2.65 for Amador, 2005 and dc/h=2.66 for Gomes, 2006). These observations are also in 
accordance with other studies, namely Sánchez-Juny (2001) and Olinger (2001). 
 
Fig. 3 - Mean pressure (Pm/γh) on the vertical face: L/ks = 57.0 (Gomes, 2006); L/ks = 51.3 
(Amador, 2005). 
 
 
 
 
 
 
 
 
 
Fig. 4 - Mean pressure (Pm/γh) on the horizontal face: L/ks = 59.0 (Gomes, 2006); L/ks =  57.5 
(Amador, 2005). 
 
 
 
 
 
 
 
 
 
Figures 5 and 6 show the dimensionless profiles of the root mean square value of the dynamic 
pressure (σp/γh) on the horizontal and vertical faces of a step. Regarding the vertical face (Figure 5), 
the boundary separation of the overlying flow causes the most significant pressure fluctuations near 
the outer step edge, σp/γh values increasing with the flow rate. 
On the horizontal face (Figure 6) where the overlying flow hits the step (y/l<0.4), the pressure 
fluctuations present the largest values. A gradual reduction of the pressure fluctuations is observed 
towards inside the step cavity, the root mean square values on that region of the horizontal face 
(y/l>0.6) tends to be similar to those measured on the vertical face (z/h>0.6). 
To describe the evolution of the mean pressure and root mean square value of the dynamic 
pressures along the spillway on the outer step edges, the following parameters are introduced: 
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Fig. 5 - R.M.S. value of the pressure fluctuations (σp/γh) on the vertical face: L/ks = 57.0 (Gomes, 
2006); L/ks = 51.3 (Amador, 2005). 
 
 
 
 
 
 
 
 
 
Fig. 6 - R.M.S. value of the pressure fluctuations (σp/γh) on the horizontal face: L/ks = 59.0 (Gomes, 
2006); L/ks = 57.5 (Amador, 2005). 
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where: L = streamwise distance from spillway crest to the outer step edge (m); Li = distance from 
the start of the boundary layer growth to the inception point of air entrainment (m); di = equivalent 
clear water depth at the inception point (m); Um = mean flow velocity (m/s). 
Figures 7 and 8 illustrate the evolution of the mean pressure coefficient (Cpm) along the spillway for 
pressure taps situated near the outer step edges (z/h=0.07 and y/l=0.14 for Amador’s data, and 
z/h=0.08 and y/l=0.08 for Gomes’s data). The mean flow velocities Um at each cross section in the 
aerated flow region were determined by applying the empirical models developed by Matos (1999, 
2000). In the non-aerated flow region, the mean flow velocities were obtained from point gauge 
measurements in the case of Gomes’s results and from an own developed empirical model in the 
case of Amador’s results. 
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Fig. 7 - Evolution of the mean pressure coefficient (Cpm) on the vertical face: z/h = 0.08 (Gomes, 
2006); z/h = 0.07 (Amador, 2005). 
 
 
 
 
 
 
 
 
 
 
Fig. 8 - Evolution of the mean pressure coefficient (Cpm) on the horizontal face: y/l = 0.08 (Gomes, 
2006); y/l = 0.14 (Amador, 2005). 
 
 
 
 
 
 
 
 
 
Fig. 9 - Evolution of the root mean square coefficient (Cσp) on the vertical face: z/h = 0.08 (Gomes, 
2006); z/h = 0.07 (Amador, 2005). 
 
 
 
 
 
 
 
 
 
The mean relative pressure coefficients are close to zero near the outer edge of the vertical face 
along the spillway (Figure 7). The data presents some scatter, but a decreasing trend of the mean 
pressure coefficient down the chute is noticed. In relation to the outer step region on the horizontal 
face (Figure 8), larger mean pressure coefficients are observed upstream the inception point (s’<0). 
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Maximum Cpm values are around 0.30 near the inception point (s’=0), decreasing in the fully 
developed aerated flow region to values of about 0.15. 
Figures 9 and 10 present the evolution of the root mean square coefficient (Cσp) along the spillway 
for measurement points near the outer step edges (z/h=0.07 and y/l=0.14 for Amador’s data, and 
z/h=0.08 and y/l=0.08 for Gomes’s data). 
 
Fig. 10 - Evolution of the root mean square coefficient (Cσp) on the horizontal face: y/l = 0.08 
(Gomes, 2006); y/l = 0.14 (Amador, 2005). 
 
 
 
 
 
 
 
 
 
 
A different behaviour in the pressure fluctuations between the regions upstream and downstream 
the inception point is verified. Upstream of the inception point (s’<0) the root mean square 
coefficients increase along the spillway. The development of the boundary layer is associated with 
increase of flow turbulence levels which results in larger pressure fluctuations on the steps. 
However for the aerated flow region (s’>0), the rms coefficient decreases down the chute. It is 
believed that the presence of air introduces a cushion effect, reducing the pressures on the steps 
(Amador et al., 2005). 
The evolution of the root mean square coefficient has a similar pattern in both studies, despite some 
differences in terms of magnitudes. In the non-aerated region, Gomes’s data (h=0.06 m) indicate 
slightly larger pressure fluctuations on the vertical face than Amador’s data (h=0.07 m). Larger 
differences are found on the root mean square coefficients on the outer region of the horizontal face, 
with again Gomes’s data presenting larger values. For the latter situation, the differences may be 
attributed to the different location of the pressure taps in both studies (y/l=0.08 in Gomes, 2006 and 
y/l=0.14 in Amador, 2005). However, further research is needed to understand the encountered 
differences. 
 
CONCLUSIONS 
The joint collaboration between the two research works was a profitable experience that allows to 
share ideas and to compare and validate results. 
The main conclusions were: 
- the pressure profiles on the horizontal and vertical faces of the steps were similar;  
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- both studies indicate that the largest pressure fluctuations are located near the inception 
point of air entrainment, hence such section is critical in terms of cavitation risk; 
- differences were found in the magnitudes of the pressure fluctuations between both data 
hence further investigations are needed. 
In the future, it is intended to extend the comparisons between the experimental data to other step 
heights, such as: (a) Gomes (2006): h=0.03m, h = 0.06 m, h = 0.09 m; (b) Amador (2005): 
h = 0.05 m, h = 0.07 m, h = 0.10 m. Further physical interpretation on the data here presented can 
be found in the corresponding thesis. 
 
LIST OF SYMBOLS 
d = flow depth (m); 
dc = critical flow depth (m); 
di = equivalent clear water depth at the inception point (m); 
f =  friction factor; 
h = step height (m); 
ks = roughness height (m): ks = h.cos θ; 
l = step length (m); 
L = streamwise distance from spillway crest to the outer step edge (m); 
Li = distance from the start of the boundary layer growth to the inception point of air entrainment 
(m); 
Pm = mean pressure (m); 
s´=dimensionless distance: s´=(L-Li)/di; 
qmax = maximum specific discharge to avoid cavitation inception (m²/s); 
Um = mean flow velocity (m/s); 
Umax = critical mean flow velocity to avoid cavitation inception (m/s); 
y = coordinate of the horizontal face with origin at the outer step edges (m); 
z = coordinate of the vertical face with origin at the outer step edges (m); 
γ = specific weight of water ( Nm-3); 
θ = chute angle from horizontal; 
ρ = density (kgm-3); 
σp = root mean square value of dynamic pressure (Nm-2). 
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Abstract : In Germany small dams (< 10 m) on flood retention reservoirs are often provided with 
an overtoppable dam section for flood relief. In case of overtopping a protection of the dam body is 
absolutely mandatory as the mainly cohesive dam material is not capable to withstand the affecting 
erosive forces of the flow. There is a big number of possibilities how to protect the dam whilst 
overtopping. Some of the most common construction types of slope protection layers for a suffi-
cient dam protection such as riprap and placed stones, have been tested in large scale physical mo-
dels at the Hydraulic Laboratory at the University of Stuttgart. Thereby different experiments for 
the failure scenarios “erosion of single stones”, “sliding of the protection layer” as well as 
“disruption of the protection layer” have been conducted and analysed aiming to find some design 
criteria for the construction of such dams. 
 
INTRODUCTION 
In Germany a big number of new flood retention reservoirs are mapped for the following decade to 
obtain a sufficient protection against an increasing number of flood events with an increasing inten-
sity. Due to environmental and landscape architectural reasons state authorities commit themselves 
more and more to decentralised flood protection schemes, so that several small reservoirs with 
small dams (< 10 m) will be performed, which can easier be integrated in the environment. Most of 
the dams of those reservoirs are not provided with conventional concrete spillways anymore, as 
viewable concrete structures are not considered to be “nature-orientated”. Instead of that, earth 
dams can be designed as partly or completely overtoppable for flood relief. 
Without a slope protection on the downstream face of the overtopped zone, the dam would get ero-
ded immediately, starting at the toe of the dam. Thus, it is absolutely necessary to protect the soil, 
e.g. by a protection layer. As the safety of the complete dam structure mainly depends on the safety 
of that protection layer, the conditions under which the protection layer will fail, must be known. 
Amongst a big number of possible construction types for slope protection layers the nature-orienta-
ted single-layer placing of regular (cuboidal) or irregular shaped stones as well as the multi-layer 
rockfill (riprap) were the construction types which have been investigated in large scale model tests 
in the Hydraulic Laboratory of the University of Stuttgart. 
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Fig. 1 - Possible failure scenarios of protection layers on overtoppable earth dams 
 
 
 
The hydraulic loads that occur during overtopping induce some reactions of the slope protection 
layer and accordingly of their single elements. In the worst case those reactions lead to a failure of 
the protection layer. The possible failure scenarios for the above mentioned construction types are 
the erosion of single stones, sliding of the protection layer and disruption of the protection layer 
(mainly due to lifting forces) are shown in Figure 1. Another failure scenario due to washing out of 
the fine material underneath the protection layer can be avoided by using filter laws for the 
recommended filter underneath the protection layer. Thus, this failure scenario is not subject of this 
paper. For each of the other failure scenarios model tests with different configurations and 
instrumentation have been conducted, aiming to lead to a comprehensive design criterion for all 
possible failure scenarios. 
 
EXPERIMENTS ON EROSION OF SINGLE STONES 
Erosion of the single stones of protection layers on overtoppable earth dams can not be directly 
compared to erosion processes in river beds as the form of the stones are more sharp-edged and 
with that the retaining grouting forces are much higher than on round shaped stones. Moreover, due 
to the steep slopes, the supercritical flow over the protection layer with a high air entrainment and 
low flow depths is different than typical subcritical river flows. The own experiments as well as 
comparisons of the work of other authors have shown that calculation of the bed-load transport 
according to Meyer-Peter and Müller (1940) as well as according to Einstein (1950) overestimate 
the erosion rates by a factor of 10 to 100. Calculations of the beginning of transportation according 
to Shields (1936) result in much lower flow velocities than the own experiments have shown. 
The single stones of riprap or of placed stones on protection layers are exposed to highly fluctuating 
positive and negative hydrodynamic pressures, which increase with an increasing flow velocity. If 
the resulting lifting forces Fl of a single stone exceeds the gravitation force Gs and other retaining 
forces together, the stone gets unhinged from the protection layer and then transported to the toe of 
the dam. 
In case of a single-layer placing of stones such an erosion should absolutely be avoided as thereby 
the texture of the protection layer will be destroyed and with that most probably the whole 
protection layer itself. Indeed, in some experiments it could be observed, that if one stone gets 
eroded neighbouring stones take the affecting forces parallel to the slope (Rathgeb 2001) but that 
can not be ensured in any case. In fact, it must be assumed that the hole in the protection layer leads 
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to a zone of high turbulence and with that to an increasing hydraulic load on the neighbouring 
stones. 
Erosion on multi-layer rockfills can be tolerated until a certain degree, as due to the multitude of 
possible stone sizes, forms and positions there are always some stones on the top layer which can 
easily be eroded even with relatively small specific discharges q < qE. Those stones, which are nor-
mally unfavourable located in the flow, get transferred into a stable state of equilibrium and stay in 
that position if the discharge does not increase. This so-called “initial erosion” does not impact the 
safety of the protection layer and thus, the safety of the dam structure. From a certain specific dis-
charge q > qE on, real erosion occurs, that results in the failure of the slope protection layer. In this 
case the forces affecting on a big number of stones are too high to keep the stones in a stable posi-
tion. They will be eroded to the toe of the dam. Moreover, the first eroded stones can cause a chain 
reaction in which other stones get displaced from their positions. It could be watched that such an 
erosion process results in erosion channels in which the discharge concentrates, what even increases 
erosion. 
Several investigations on the stability of riprap protection layers have been accomplished during the 
last decades. However, most of them had different backgrounds than overtoppable dams, such as 
e.g. rough ramps (Whittaker and Jäggi 1986, Hassinger 1991). Other authors made theoretical ap-
proaches for the erosion stability of the single stones (Hartung and Scheuerlein 1970, Olivier 1973, 
Knauss 1979, Dornack 1999). Only a few investigations are based on model tests (Linford and 
Saunders 1967, Abt and Johnson 1991, Robinson et al. 1997). The results of those investigations 
are limited to the specific boundary conditions of the tests and validity is only given within a certain 
range. 
The experiments concerning the erosion of single elements of the protection layer were performed 
in a flume with a length of 7.2 m and a width of 1.5 m, whose slope could be adjusted from 1:26 to 
nearly 1:3. A thin layer of concrete has been placed on the bottom of the flume in which some 
single stones have been pressed as long as that was not hardened yet. Therewith, it could be 
guaranteed that no sliding of the subsequently installed 16 cm thick protection layer can occur. 
Due to just a very low erosion rate, first tests with stones of a medium size d50 ≈ 18 cm on a slope 
of 1:6 did not lead to satisfactory results, so that some more tests with smaller stones of a medium 
size d50 ≈ 8 cm and slopes from 1:3 to 1:15 have been performed. The experiments were carried out 
three times for different specific discharges q and different slope angles α. In addition, time was 
one of the input parameters, as the mass of the eroded stones has been determined within the corres-
ponding time windows after 5, 15, 30 and 50 minutes duration of the experiments. 
For the practical reference of the experiments to the reality, it needs to be resolved what the maxi-
mum permissible erosion rate is and how it is defined. Therefore, carrying out the experiments, a 
value mE,max was defined, for which the above mentioned clearly visible development of erosion 
channels after 50 minutes could be watched. For the performed experiments with d50 ≈ 8 cm a value 
of mE,max = 6 kg/m² was chosen (Kleiner 2005). In Figure 2, this value is shown as a dotted line. 
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Fig. 2 - Eroded masses mE in 50 minutes tests for different specific discharges qo and slopes  
 
 
Table 1 - Maximum permissible specific discharges qo,max and stone diameters ds,er 
 
slope in [-] S0 = tanα in [-] qo,max in [l/sm] ds,er in [cm] Frs,er in [-] 
1:15 0.067 qo,max could not be reached 
1:10 0.100 282 7.3 3.29 
1:6 0.167 122 7.0 1.50 
1:4* 0.250 65 5.4 1.19 
1:3 0.333 65 6.7 0.86 
1:3* 0.333 50 5.2 0.97 
* ... experiments have been performed with smaller stones
 
According to Figure 2, the maximum permissible discharges qo,max were determined. Moreover, by 
weighing the eroded stones, the average stone diameter ds,er of the eroded stones could be identified 
as the density of the stones was known. Table 1 shows the most important values obtained from the 
experiments. 
By implementing the erosion-critical stone-referred Froude number Frs,er, the results of the 
measurements can be presented in a dimensionless way and moreover, independent of the density of 
the stones, as shown in Figure 3, where : 
 
3
er,s
w
ws
max,o
er,s
dg
q
Fr
ρ
ρρ −=  (1) 
By the help of in such a way determined values for the erosion-critical stone-referred Froude 
numbers Frs,er, an adapted smoothing function could be identified, which is shown in Figure 3 
together with the results of other authors, who dealt with this or a similar topic. 
The adapted smoothing function reads as follows: 
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After solving equation (2) for ds,er and after implementation of a safety factor η = 1.6 to cover the 
wide range of stone forms (this safety factor was chosen in accordance with other authors dealing 
with that topic, e.g. Rathgeb 2001), the design formula for multi-layer riprap protection layers can 
be indicated as follows (according to Kleiner 2005): 
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−= ρρ
ρ  (3) 
Thereby, ds,er was equated with the average stone diameter d50 and qo,max was equated with the 
specific overflowing discharge qo. The discharge qo = q – qpl instead of q may only be inserted, if a 
blockage of the voids (e. g. by leaves or soil material) of the protection layer can be avoided 
permanently, otherwise the complete specific discharge q has to be used. 
 
Fig. 3 - Erosion-critical stone-referred Froude numbers Frs,er plotted versus the slope  
 
 
EXPERIMENTS ON SLIDING OF THE PROTECTION LAYER 
The overtopping water exerts shear forces Fs parallel to the slope as well as lifting forces Fl rectan-
gular to the slope of the protection layer. With an increasing discharge and flow velocity, the shear 
forces Fs increase as well as the lifting forces Fl. By increasing the lifting forces Fl, the friction 
force Ff of the protection layer on the filter layer decreases. When that friction force Ff is smaller 
than the shear force Fs the whole slope protection layer begins to slide. Sliding can be avoided by 
retaining structures such as sheet pile walls, retaining walls and others. So-called self-supporting 
protection layers do not need any retaining structure, as even for the highest possible discharge qmax 
the friction force Ff is higher than the shear force Fs and the gravity force Gsx. 
The forces affecting the protection layer during overtopping are shown in Figure 4. They can be 
listed as follows: 
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 In x-direction (unit: N/m²): 
 Gravity force of the stones: αγ sin)n1(dG plssx −=  (4) 
 Friction force:  'tan)FFG(F
resN
y,dynbsyf ϕ44 344 21 −−=  (5) 
 Shear force Fs consisting of: 
 Weight of overtopping water: αγσ sinyG wwox =  (6) 
 Weight of water flowing through protection layer: αγσ sinndG plwwplx =  (7) 
 Hydrodynamic force: Fdyn,x ~ v² 
 In y-direction (unit: N/m²): 
 Gravity force of stones: αγ cos)n1(dG plssy −=  (8) 
 Lifing force Fl consisting of: 
 Buoyancy force: αγσ cos)n1(dF plwb −=  (9) 
 Hydrodynamic force: Fdyn,y ~ v² 
 
Fig. 4 - Forces affecting the protection layer during overtopping  
 
 
One of the main targets of performing the experiments, was to detect the hydrodynamic forces Fdyn,x 
and Fdyn,y which could be verified on protection layers made of placed stones (Rathgeb 2001). 
Those hydrodynamic forces occur on highly turbulent flows due to extremely high positive and 
negative pressure peaks (Westrich and Rathgeb 1998). 
For the experiments the above mentioned flume was equipped with a multitude of rollers in the bot-
tom of the flume. A riprap layer, enclosed in a geogrid and placed on top of a thin metal sheet, 
could be applied on those rollers almost without any friction. Two load cells which have been 
installed in the bottom end of the flume prevented the protection layer rolling downwards. By the 
help of those load cells also the forces parallel to the slope were measured. Moreover the flow depth 
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was measured. Therefore, pressure gauges have been installed in the sidewall of the flume. 
For the experiments both, the thickness dpl (25 cm and 40 cm) as well as the length L (2 m and 4 m) 
of the protection layer, was varied. Class II stones have been used, according to the German 
standard TLW 2003 (diameter of the stones from ds = 10 cm to ds = 25 cm, respectively weights 
between ms = 2,5 kg and ms = 16,0 kg). The specific discharges overtopping the protection layer 
were ranging up to q = 0.350 m2/s. 
 
Fig. 5 - Ratio Fcalc/Fmeas of the forces parallel to the slope plotted versus specific discharges q for 
different slope angles α (thickness dpl = 40 cm and length L = 4 m)  
 
 
The experiments have shown that the hydrodynamic forces Fdyn basing on high fluctuating hydrody-
namic pressures can be neglected on riprap protection layers. The reason for that is on the one hand, 
the lower flow velocity due to the higher roughness compared to the placed stones and on the other 
hand, the fact that negative and positive hydrodynamic pressures compensate as a sum of all the 
stones of the protection layer. Figure 5 shows a comparison of the calculated and the measured 
values of the forces parallel to the slope, whereas for the calculation of Fcalc, the forces Gsx, Gwox 
and Gwplx have been considered. For the discharge through the protection layer qpl the measured 
data was used as calculative approaches (Martins 1990, Abt et al. 1991) generated values which 
strongly differed from the measured values. For the calculation of the flow depth y and the air 
content parameter σ, approaches from Scheuerlein (1968) were used, which showed a good 
agreement to the measurement. The values of Fcalc for discharges q > 0.1 m2/s are mostly slightly 
higher than those of Fmeas. For the dimensioning this means an extra safety. Depending on the slope, 
the range up to 0.12 m2/s is the one where only a flow through the protection layer occurs (qo = 0). 
For the practical use, where the protection layers are designed for the maximum possible specific 
discharge q, usually this range is not interesting. 
Thus, the safety against sliding can finally be calculated as follows: 
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For an arrangement of the protection layer on a filter layer the friction angle ϕ’ can be estimated 
between ϕ’ = 30°-35°. However, this should be verified in every single case. 
 
INVESTIGATIONS ON DISRUPTION OF THE PROTECTION LAYER 
Disruption of the protection layer made of placed stones (not possible on riprap protection layers) is 
caused by high shear forces Fs combined with high lifting forces Fl directly upstream of a retaining 
structure. This process can occur with two or more stones depending on a large variety of geometric 
values (e.g. ratio of the length of the stone to the thickness of the stone). 
The investigations on that failure scenario are in a very early stage. They base on a stability analysis 
on strongly idealised stones for different possible rotation angles, using forces which were calcula-
ted according to Rathgeb (2001). Those rotation angles depend on the dimensions of the stones and 
some average geometric discontinuities which is defined as degree of a deviation of a rectangular 
stone form. The calculation leads to a length of the protection layer on which the retaining gravity 
forces and the forces which cause the disruption result in an equilibrium. The first calculations on 
an disruption process of two stones showed realistic results. More investigations on disruption of 
more than two stones will be performed soon. 
 
CONCLUSION 
For protection layers on overtoppable earth dams with slopes between 1:3 and 1:25, comprehensive 
approaches for the practical design have been generated for the failure scenarios erosion of single 
stones and sliding of the protection layer up to q < 0.35 m³/s.m. Considering that the present 
investigations corresponded to model tests with a geometric scale of 1:2, the design approach 
should be valid for prototype specific discharges up to about q = 1.0 m³/s.m. This is roughly the 
highest specific discharge which occurs in reality on the small dams for flood protection purposes 
described in the introduction. 
For the failure scenario “erosion of single stones” a dimensioning equation to determine the 
required minimum diameter of stones d50,req was developed covering a wide spread of slopes. 
Experiments on “sliding of the protection layer” have shown that hydrodynamic forces Fdyn are 
negligible on riprap protection layers. However some more experiments with an elaborated 
measuring programme will be performed to determine the hydraulic parameters in highly turbulent 
flows, such as flow depth y, flow velocity v and the air content parameter σ. The more theoretical 
investigations on the failure scenario “disruption of the protection layer” are at a very early stage 
and could only be roughly described. 
 
LIST OF SYMBOLS 
d50 Diameter of stones at 50% in stone size distribution curve in [m] 
dpl Thickness of the protection layer in [m] 
ds Diameter of stones in [m] 
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ds,er Averaged diameter of eroded stones in [m] 
Fb Buoyancy force in [N/m²] 
Fcalc Calculated force in [N/m²] 
Fdyn Hydrodynamic force due to turbulent flow in [N/m²] 
Ff Friction force between protection layer and filter layer in [N/m²] 
Fl Lifting forces on the protection layer in [N/m²] 
Fs Shear force parallel to the slope in [N/m²] 
Fmeas Measured force in [N/m²] 
Frs,er Erosion-critical stone-referred Froude number in [-] 
g Gravitational constant in [m/s²] 
Gs Gravity force of the protection layer in [N/m²] 
Gwo Weight of the water – overtopping portion in [N/m²] 
Gwpl Weight of the water – portion flowing through protection layer in [N/m²] 
S0 Slope on uniform flow conditions in [-] 
L Length of the protection layer in [m] 
mE Specific eroded masses in [kg/m²] 
ms Mass of the stones in [kg] 
n Void ratio in [-] 
Nres Resulting normal force rectangular to the slope in [N/m²] 
q Specific discharge in [m³/sm] 
qE Specific discharge at the beginning of the erosion process in [m³/sm] 
qo Specific discharge – overtopping portion in [m³/sm] 
qpl Specific discharge – portion flowing through protection layer in [m³/sm] 
v Flow velocity in [m/s] 
y Flow depth in [m] 
α Angle of the slope of the protection layer in [°] 
γs, γw Bulk density of stones in [N/m³] 
η Safety factor in [-] 
ϕ’ Friction angle in [°] 
ρs, ρw  Density of stones/water in [kg/m³] 
σ air content parameter in [-] 
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Abstract : Roller compacted concrete (RCC) construction technique has been largely used for 
embankment overtopping protection. In small embankment dams, non-aerated skimming flow may 
play an important role. Based on experimental research, a contribution is presented for predicting 
skimming flow properties upstream of the inception point of air entrainment down 1V:2H sloping 
stepped spillways, typical of embankment dams subject to overtopping. A new expression is 
developed to estimate the clear-water depth in the developing flow region upstream of the inception 
point of air entrainment. It is shown that the velocity distribution can be reasonably modelled by a 
power law with an exponent of 1/5.6. A comparison of data obtained in the present study along with 
those obtained by other authors on steeply sloping chutes shows the influence of the spillway slope 
on the velocity distribution. 
 
INTRODUCTION 
The number of stepped spillways increased significantly in the last few decades, especially due to 
the contemporary roller compacted concrete (RCC) construction technique. Such technique, applied 
to dam engineering, drives naturally to a stepped spillway on the downstream dam face, which can 
also be used on embankment overtopping protection. 
For a given stepped spillway, the flow pattern may be either nappe, transition or skimming flow for 
increasing discharge (e.g., Ohtsu and Yasuda 1997, Chanson and Toombes 2004). Skimming flow 
regions down stepped spillways are fairly similar to those found on self-aerated flow over 
conventional chutes, except for the short region immediately down the inception point of air 
entrainment (e.g., Ruff and Frizell 1994, Chamani 1997, Matos 2000, Chanson 2001): the non-
aerated flow region and the partially-aerated, fully-aerated, and uniform fully-aerated flow regions. 
For the hydraulic design of small embankment dams experiencing fairly large overtopping flows, 
the study of the non-aerated flow properties may be of importance. An overview of the geometric 
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characteristics and design discharge of near 20 embankment dams with RCC overtopping protection 
(in Mclean and Hansen 1993), suggests that non-aerated flow conditions near the spillway toe 
would occur on half of the dams, for the respective design discharge. 
Extensive research has been developed for estimating the flow properties on chute slopes typical of 
embankment dams, downstream of the inception point of air entrainment, including air 
concentration and velocity distribution (e.g., Boes 2000, Chanson 2001, Boes and Hager 2003a,b, 
Yasuda and Ohtsu 2003, Ohtsu et al. 2004, André 2004, Gonzalez 2005). However, the study of the 
flow properties in the non-aerated flow region has not motivated an equally extensive research. 
In the present paper, a contribution is added towards the estimation of the non-aerated skimming 
flow properties on stepped chutes with typical slope of embankment dams. 
 
EXPERIMENTAL SET-UP 
An experimental study was conducted on a stepped chute assembled at the Laboratory of 
Hydraulics and Water Resources, IST, Lisbon (Fig. 1a). 
The facility is comprised by an uncontrolled broad-crested weir followed by a stepped chute. The 
weir has a length of 0.5 m, is 0.5 m high and has a semi-circular upstream corner to reduce flow 
turbulence (Fig. 1b). From the hydraulic point of view, the weir is long enough to be classified as 
broad-crested (Chow 1959, Hager and Schwalt 1994), ensuring that critical flow conditions occur at 
the crest for all measured flow rates. 
The chute is 0.50 m high, 0.70 m wide, and its slope is 1V:2H. Step heights (h) of 2.5 and 5 cm 
were tested for unit discharges (qw) ranging from 0.04 to 0.08 m2/s. The discharge was measured 
with an electromagnetic flowmeter installed in the supply pipe. 
A Pitot-Prandtl tube and a point gauge with a reading accuracy of ± 0.1 mm were respectively used 
for measuring velocity and clear-water depths at cross sections originating at the step edges, in the 
non-aerated skimming flow regime. 
 
Fig. 1 - Experimental facility: a) general view for step height of 5 cm; b) skimming flow for step 
height of 2.5 cm and unit discharge of 0.055 m2/s (photos by André and Ramos 2003). 
a)          b) 
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CLEAR-WATER DEPTH 
Clear-water depth data were gathered at the IST stepped chute by André and Ramos (2003). 
Measurements were obtained by means of visual observation through the sidewalls as well as using 
a point gauge along the chute centerline. Only the data gathered with the point gauge are analysed 
herein. 
Figure 2a presents the development of clear-water depth (d) along the chute length (L) for the 
studied normalized critical depths (dc/h). The free surface exhibits a slightly wavy pattern along the 
chute, particularly near the point of inception of air entrainment, where it is more difficult to 
measure the clear-water depth. 
In Figure 2b, the experimental data for dc/h equal to 1.09 and 2.85 are compared with the results 
obtained from the application of Chanson (2001) stepped chute flow calculations for the developing 
flow region. Even though the formula for estimating the boundary layer growth should be limited to 
chute slopes greater than 30º (Chanson 2001), a fairly good agreement can be observed between the 
calculations and the experimental data, as shown in Figure 2b. A similar behaviour was obtained for 
all tested discharges and step heights. 
 
Fig. 2 - Clear-water depth upstream of the point of inception of air entrainment: a) experimental 
data; b) comparison between experimental data and the application of Chanson (2001) stepped 
chute flow calculations for the developing flow region. 
a)          b) 
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Based on clear-water depth data, acquired upstream of the point of inception of air entrainment, the 
following dimensionless expression has been developed 
 ( )iLL4.37-
i
e 772.0990.0
d
d +=  (1) 
where d is the clear-water depth, L is the streamwise coordinate originating at the upstream end of 
the chute, and the index i refers to the point of inception of air entrainment. Clear-water depth di 
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and length Li used in Eq. (1) were obtained experimentally. Figure 3 shows that the normalized 
clear-water depth (d/di) is practically independent of the normalized critical depth (dc/h), for values 
of this parameter ranging between 1.09 and 2.85. In general, a good agreement can also be observed 
between Chanson (2001) calculations and the experimental data. 
 
Fig. 3 - Normalized clear-water depth upstream of the point of inception of air entrainment: 
experimental data, Eq. (1), and the application of Chanson (2001) stepped chute flow calculations 
for the developing flow region. 
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VELOCITY DISTRIBUTION 
The normalized velocity profile in non-aerated flows over stepped chutes is usually expressed by a 
power law 
 
N1
max
y
V
V ⎟⎠
⎞⎜⎝
⎛
δ=  (2) 
where V is the flow velocity, Vmax the free-stream velocity, y the transverse coordinate originating 
at the pseudo-bottom formed by the external edges of the steps, δ the boundary layer thickness 
defined as the perpendicular distance from the pseudo-bottom to where the velocity is 0.99 Vmax, 
and N a parameter. 
For step height of 5 cm, velocity distribution profiles V(y) were taken in the chute centerline at 
several cross sections and different discharges. The exponent N was found to vary with discharge at 
a given cross section, and also along the chute, for a given discharge. For all measured cross 
sections, values of N between 5.0 and 6.7 were obtained for 0.05 ≤  qw (m2/s) ≤  0.08 (Fig. 4). 
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Fig. 4 - Velocity distribution upstream of the point of inception of air entrainment: 
a) qw = 0.05 m2/s;. b) qw = 0.08 m2/s. 
a)          b) 
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Fig. 5 - Velocity distribution upstream of the point of inception of air entrainment: experimental 
data and the 1/5.6th power law. 
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Figure 5 presents all data acquired in the IST stepped chute and the correspondent average N, equal 
to 5.6. The behaviour of the experimental data is similar to that obtained by André (2004), 
downstream of the point of inception of air entrainment. 
For h = 5 cm and qw = 0.080 m2/s, the best fit of Eq. (2) was obtained for N = 5. For fairly similar 
conditions (h = 5 cm; qw = 0.089 m2/s) Chanson (2001) obtained identical value, after analyzing 
LDA measurements taken by Ohtsu and Yasuda (1997) on a 1V:2.9H stepped chute. 
Figure 6 includes the experimental data obtained in the IST chute as well as data acquired by 
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Matos (1999) and Meireles (2004) on a 1V:0.75H steeply sloping chute assembled at LNEC, for 8 
and 4 cm high steps, respectively. These data were also acquired upstream of the inception point of 
air entrainment. Therein a backflushing Pitot tube was used to measure the velocity within the flow. 
In Meireles et al. (2006b), Eq. (2) was fitted to the data of Matos (1999) and Meireles (2004), 
resulting in N = 3.4. This value is identical to that obtained by Renna (2004) at the LNEC stepped 
chute, for 2 and 4 cm high steps. Results from application of Eq. (2) to velocity measurements by 
using LDA were also presented by Chanson (2001), whereas a PIV technique was used by Amador 
(2005) and Amador et al. (2006). As shown in Figure 6, the exponent N is significantly lower in 
steeply slopping chutes. 
The above conclusion is in agreement with the analysis of the air-water velocity distribution 
measured downstream of the inception point of free-surface aeration. These include the data of 
Boes (2000), Chanson and Toombes (2002), Boes and Hager (2003a), Yasuda and Chanson (2003), 
André (2004), Gonzalez (2005), and Meireles et al. (2006a). In general, the data suggest a decrease 
in the value of the coefficient N with an increasing slope. 
 
Fig. 6 - Velocity distribution upstream of the point of inception of air entrainment: comparison 
between experimental data and velocity profiles proposed by different authors. 
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CONCLUSIONS 
A large number of experimental studies have been carried out on the hydraulics of self-aerated 
skimming flows. However, the analysis of the flow properties in the non-aerated flow region has 
not motivated an equally extensive research. 
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An experimental study was conducted on a 1V:2H sloping stepped chute, typical of embankment 
dams subject to overtopping, assembled at the Laboratory of Hydraulics and Water Resources, IST, 
Lisbon. 
A new expression is presented to estimate the normalized clear-water depth down the chute, 
upstream of the inception point of air entrainment, as a function of the normalized critical depth. 
In the developing flow region upstream of the inception point of air entrainment, the normalized 
velocity profile can be represented by a power law, where the exponent N depends slightly on the 
discharge as well as on the position along the chute. For the experimental data gathered at the IST 
chute, an overall value of N = 5.6 was obtained. A comparison of data gathered in the present study 
along with those obtained by other authors on steeply sloping chutes indicates that the spillway 
slope influences the exponent N. 
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LIST OF SYMBOLS 
d - clear-water depth; 
dc - critical depth; 
dentr - clear-water depth at the entrance of the chute; 
di - clear-water depth at the inception point; 
h - step height; 
L - streamwise coordinate originating at the upstream end of the chute; 
Li - streamwise coordinate at the inception point, originating at the upstream end of the chute; 
N - velocity distribution parameter; 
qw - water discharge per unit width; 
V - flow velocity; 
Vmax - free-stream velocity; 
y - transverse coordinate originating at the pseudo-bottom; 
δ - boundary layer thickness. 
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PHOTOGRAPHS OF HYDRAULIC STRUCTURES (4) 
Photograph No. 7 - Riou dam, France viewed from downstream on 11 Feb. 2004 (Courtesy of 
Hubert Chanson) - Completed in 1990, the roller compacted concrete dam was designed with an 
overflow stepped spillway (θ = 59º, h = 0/43 m), and it is part of a hydropower scheme in the 
Buëch-Durance valleys. 
 
 
 
Photograph No. 8 - Glashütte dam overtopping on 12 Aug. 2002 (Courtesy of Antje Bornschein) - 
The dam overtopping was caused by an insufficient capacity of the stepped spillway (in foreground) 
- The dam was breached shortly after the photograph was taken and the dam break wave surged 
through the Glashütte township (Germany) 
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Advocatus diaboli: Floriana Renna 
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Embankment Dams (Inês Meireles) 
 
ROUND TABLE 
Moderator: Hubert Chanson 
Rapporteur: João Afonso 
Session Chairman: Layla Loffredo 
Session Speakers: António Amador, Rüdiger Siebel and Inês Meireles 
External Expert: Mário Samora 
Other Participants: -- 
 
1ST PRESENTATION 
Title: Hydrodynamic Pressure Field on Steeply Sloping Stepped Spillways 
Speaker(s) António Amador 
 
Brief description of author(s) approach 
The aim of this work was to compare the hydrodynamic pressure field obtained in two different 
stepped channels physical modelling by Amador (2005) and by Gomes (2006). 
 
Questions and answers 
Q: What was the criterion for establish maximum discharge per unit width q ? 
A: An analysis of the minimum pressure in vertical face of step near the inception point, in order to 
avoid cavitation. 
 
Q: The question of occurrence of cavitation might be debatable. In China, for example, some unit 
discharges up to 200 m2/s were tested without problems of cavitation. 
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A: These spillways are not entirely conventional. For example they may include special piers or 
aerators on its upstream end. 
A discussion followed up on this issue. One view that was shared is that the dam height may be 
relevant to the onset of cavitation, for other given geometric conditions and discharge, because the 
velocity near the toe might be moderate. Another point that was added concerned cavitation 
occurrence and cavitation damage. In fact, will the vapour bubble collapse occur near the solid 
surfaces? 
 
After the Rapporteur session, we concluded that the main issues to be included in the final paper 
are:  
- The review of earlier work should include discussion cavitation occurrence. Does it occur in the 
outer step edges or in the mass of water? 
- What is the criterion used to establish the maximum unit discharges? 
- It is of importance to know the maximum unit discharge of existing spillways. 
 
Rapporteur's appreciation 
For engineering professionals, the paper gave some design procedures. At present, there are a lot of 
studies for stepped spillways, but no systematic manual with design procedures. 
 
2ND PRESENTATION 
Title: Experimental Investigations on the Stability of Riprap Slope Protections 
Layers on Overtoppable Earth Dams 
Speaker(s) Rüdiger Siebel 
 
Brief description of author(s) approach 
A design concept, based on experimental investigations, was established. Three failure scenarios 
were studied: erosion of single stones; sliding of the whole protection layer; disruption of the 
protection layer. 
 
Questions and answers 
There were questions on the turbulent kinetic energy dissipation and the limits of application of 
Equation (1) in terms of the ratio h/D, thickness of layer, and gradation. 
 
After the Rapporteur session, we concluded that the main issues to be included in the final paper 
are:  
- An explanation on why the shear stress (or Shields parameter) was not used for failure scenario of 
the "erosion of single stones" calculations. 
- The limits of application of the equations developed in the paper (A: q = 1 m2/s for Eq. (1)). 
- What is the maximum depth of water over the riprap layer? 
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- Which gradation of the riprap is recommended? 
 
Rapporteur's appreciation 
It was felt that this was a well illustrated and interesting presentation. The article was oriented to 
design and it was of very good acceptance. 
 
3RD PRESENTATION 
Title: Non-Aerated Skimming Flow Properties on Stepped Chutes over 
Embankment Dams 
Speaker(s) Inês Meireles 
 
Brief description of author(s) approach 
An experimental study was conducted on a stepped chute. Some Pitot-Prandtl tube and point gauge 
were used to measure the clear-water velocity and depths along the chute. 
 
Questions and answers 
The main comments during the discussion were: 
 
Q: Data of Hager and Boes (2000) is very questionable for the reach upstream of the inception 
point. The final paper should be corrected by the authors. 
A brief discussion followed up on this issue. It was agreed that, even though some hypotheses were 
questionable, the authors felt that a comparison could be interesting. 
 
Q: The author should discuss the apparent contradiction of the results obtained for N value used in 
the normalized velocity profile. In fact, for flatter chutes (reach upstream inception point), one 
would expect higher friction factor and lower N values. 
A brief discussion followed up on this issue. It was stated that the flow pattern on flatter slopes is 
different from that on steep slopes, namely on the extent of the impact flow region on the horizontal 
step face. This may have some influence on the velocity profile. 
 
Rapporteur's appreciation 
For engineers, the paper gave some design procedures. At present time, there are a lot of studies on 
stepped spillways, but no systematic manual with design procedures. This paper was well-suited for 
small embankment dam spillways with relatively large discharges. 
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PHOTOGRAPHS OF HYDRAULIC STRUCTURES (5) 
Photograph No. 9 - Breakwaters at Tweeds Head, Gold Coast, Australia on 4 Jan. 2003 (Courtesy 
of Hubert Chanson) - Note the freshwater plume formed by the Tweed river flow, and the sand 
bypass intake system in the background 
 
 
 
Photograph No. 10 - Cooktown, Queensland, Australia in July 2005 (Courtesy of Christian Koch) - 
Looking North from Grassy Hill, with the Endeavour River in the background 
 
 
International Junior Researcher and Engineer Workshop on Hydraulic Structures, 2006, J. Matos and H. Chanson 
(Eds), Report CH61/06, Div. of Civil Eng., The University of Queensland, Brisbane, Australia - ISBN 1864998687 
 
105 
 
DETERMINATION OF DESIGN PARAMETERS FOR COASTAL DIKES - 
CASE STUDY: MELDORF BIGHT ON THE GERMAN NORTH SEA 
 
Layla Loffredo 
Research and Technology Centre Westcoast, University of Kiel, Germany 
Layla.Loffredo@bwk.kuleuven.be 
Dirk Schulz 
Research and Technology Centre Westcoast, University of Kiel, Germany  
dschulz@corelab.uni-kiel.de 
Jort Wilkens 
Estuaries and Dredging, HR Wallingford, UK 
j.wilkens@hrwallingford.co.uk 
 
Keywords: Coastal Dikes, Design Water Level, Wave Run-up. 
 
Abstract: This paper presents results of the assessment of the design parameters leading to the 
definition of the crest level of a coastal dike along the German North Sea. Procedures to estimate 
the design water level have been proposed, distinguishing between comparative and single value 
procedure. The transformation of the wave characteristics from deep water towards the shallow 
foreshore is achieved through the application of a spectral wave model. To improve the wave 
parameters estimations, the existing model was nested to a grid with a higher resolution closer to 
the coast. The estimation of the wave run-up followed the Dutch procedure with some adjustments 
to the local wave characteristics and dike geometry. The computed maximum crest level of 8.4m is 
below the crest height of the existing dike, which is 8.8m. However a proposal for a more 
economical design should be carefully evaluated, paying attention to the uncertainties encountered 
in this research. The general recommendation is to enhance the reliability of the hindcasted wave 
parameters through a calibration and a validation of the wave model and to include in the design 
process an investigation of the effect of the medium term morphological developments. 
 
INTRODUCTION 
One of the main goals in the design of coastal dikes is to ensure an adequate safety level for those 
areas that are exposed to high risk of flooding. Due to the climatic changes, storms are expected to 
become more extreme and more frequent with subsequent effects on the human life, economy and 
the environment. The land levels in North Germany are relatively close to mean sea level and an 
extensive system of dikes protects these areas maybe affected by these changes. The earlier designs 
of these defences rely on empirical approaches for the definition of their heights. In this paper the 
procedures nowadays generally applied for the determination of the design parameters, combining 
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results of numerical model simulations with improved empirical equations, are presented and an 
exemplary application for the dikes along the Meldorf Bight on the German North Sea is described. 
Emphasis was given to the estimation of design water levels using two different procedures. A 
nested wave model was applied for the estimation of wave conditions near the dike. The resulting 
wave characteristics at the toe of the dike were used for the estimation of the wave run-up values 
along its entire extension. Comparisons between estimated and existing crest levels are presented.  
 
AREA OF INVESTIGATION 
The Meldorf Bight (Fig. 1b), is located within the Dithmarschen Bight between the Eider and Elbe 
estuaries. The morphology of the bight is dominated by tidal flats and a channel system composed 
of several tidal channels. On average the maximum water depth in the tidal channel is about 18m. 
Depths of about 10 to15m are typical for the outer regions. A semidiurnal tide with a range of about 
3.2m controls the domain, causing about 50% of the area to fall dry during low tide. Observed wave 
heights in the outer region reached up to 3 to 4m although they generally break along the edge of 
the tidal flats. The hydrodynamics are mainly determined by the conditions along the western 
boundary through which the tidal wave and swell propagate into the bight. Local wave generation 
due to wind is found to be the dominant source of energy for wave conditions near the coastline. In 
general the limited water depths and the complex bathymetry determine strong hydrodynamical-
morphological interactions. The entire coastline is protected by dikes (see Fig. 1c) 
 
Fig. 1 - Area of Study 
 
 
a) North Sea b) Dithmarschen Bight (37*54km) c) Meldorf Bight (9*13 km) and 
considered dike sections  
 
DESIGN PROCEDURE FOR COASTAL DIKES 
The main design parameters leading to the crest level of sea dikes are: (1) the design water level, 
(2) the wave run-up and (3) the security surcharge. The design water level is usually defined on the 
basis of the most severe storms in the region. The wave run-up is estimated on the basis of the 
design wave conditions at the toe of the dike taking the geometry of the dike into account. The 
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surcharge proposed by the EAK report (2002) is defined considering the global climate changes and 
the expected sea level rise up to the year 2100. The determination of these parameters is done in 
several steps. Figure 2 sketches the main phases which are involved in the methodology for the 
design of sea defences. Each phase may require a different approach in terms of practice. Initially 
the design water level and wave conditions in deep water are defined. Then the wave transformation 
towards the shallow water regions in the vicinity of the sea defence is carried out. The resulting 
wave conditions near the dike are used for the estimation of the wave run-up. The sum of the 
various contributions leads to the design crest level for the sea defence. The definition of these 
parameters is elaborated below for both the single value and the comparative/probabilistic 
procedure, together with a simplified exemplary application for the Meldorf Bight coastline. 
 
Fig. 2 - Conceptual sequence for the design of sea defences. 
 
 
 
Fig. 3 - Procedures to assess the design water level in German North Sea (Modif. After EAK 2002) 
(DWL = Design Water Level; NN = German Reference Datum). 
 
 
a) Single Value Procedure b) Comparative Procedure 
 
Design water level 
The design water level is to ensure security under extreme situations. Despite the fact that the safety 
standards are quite high they do not guarantee total security. In other words the design water level 
is a value expressing a certain acceptable risk. In Germany the definition of this parameter is 
currently established by individual political strategies for each Federal State (EAK 2002).  
Two procedures have been used in the assessment of the design water level, i.e. the single value and 
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the comparative which have been applied in the States of Lower Saxony and Schleswig-Holstein 
respectively (Fig.3). 
 
Single value procedure 
The design water level is made up of the least favourable values not necessarily belonging to the 
same extreme event (Fig. 3a). The single value approach leads to a design water level of 6.5m as 
shown in Table 1. It includes: (a) the mean High Water of 1.64m. (b) The highest astronomical tide 
(HAT) has been assumed as the highest Springtide High Water. The BSH (Federal Maritime and 
Hydrographic Agency of Germany) provided a HAT value of 2.21m over a period of 19 years 
(1984 to 2003) at the gauge Station Büsum. (c) The maximum wind set-up. As a simplification in 
this study water level measurements at the Station Büsum during the storm "Anatol" (in December 
1999) were considered only. A value of 3.99m resulted. Ideally, this value would be based on a 
number of extreme events to represent variability in their characteristics. (d) A security surcharge of 
0.3m has been selected on the basis of the recommendations found in the EAK report (2002). 
 
Table 1 - Components for determining the design water level within the Single Value Procedure. 
 
Component Design water level (m) 
a) MThw over NN Mean High Water over NN: German 
Reference Datum 
1.64 
b) HSpThw – MThw Height difference between the 
highest springtide high water and 
mean tide high water  
2.21 – 1.64 = 0.57 
c) HHThw – Thw Largest wind set-up (defined as 
height difference between the highest 
high tide high water and the 
associated astronomical tide high 
water). 
3.99 
d) Security Surcharge  0.30 
Design Water Level  Single Value Procedure 6.5 
 
Comparative or probabilistic procedure  
This method is defined on the basis of the temporal analysis of the worst storm that occurred in the 
coastal region under investigation over a given time. The design water level is expressed as return 
period (100 years) of extreme water level that the dike must be able to withstand (Jorissen et al. 
2000; Dekker 2005). This value determined for the year 2000 is derived from time series over the 
last 50 years (1950 to 1999). Figure 3b displays how, according to the EAK report (2002), the mean 
tide High Water (MThw) over German Datum, the highest High Water (HHThw) for that area and a 
security surcharge (∆+ d0) are combined to result in a design water level of 5.9m for the Büsum 
location.  
 
Design wave conditions 
The characteristics of wave in deep water used for design purpose are defined on the basis of semi-
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empirical relations taking into consideration the wind field and fetch length (Bretschneider 1970). 
For the coastline in question a westerly wind speed of 30m/s with duration of 24h in conjunction 
with a 610km fetch length was used. The wind velocity considered for design purposes was defined 
on the basis of previous studies (Niemeyer et al. 2000).  
The following wave characteristics resulted: (1) significant wave height (Hs) of about 10.4m; (2) 
significant wave period (Ts) of 12.8s; (3) the corresponding mean wave period (Tm) according to 
Goda (2000) is about 10.7s. The derived wave conditions for the western open boundary appear to 
represent possibly unrealistically large waves at this location. The large difference may be 
explained by the limited periods of available observations, which may not have covered the most 
extreme conditions and by that a significant portion of the wave energy may have been dissipated 
due to the local limited water depth. Furthermore, the assumed constant wind conditions over a 24h 
period are rather unlikely as storms will gradually migrate across the North Sea. For the sake of 
simplicity there values have been adopted nevertheless. 
 
Wave transformation 
The sea state near the coastal structure is determined on the basis of the design water level and deep 
water wave conditions. In this study the wave transformation towards the shallow foreshore was 
computed using a phase-averaged spectral wave model. The wave model developed for the 
Dithmarschen Bight is based on the SWAN wave model (Booij et al. 1996). The model measures 
about 37km by 54km and covers an area of about 1640km2. The model grid consists of about 
43,250 cells with a grid spacing ranging from 80m to 200m. The offshore boundary is located about 
29km west from Büsum. Calibration and validation of the model yielded good results (Wilkens et 
al. 2005). In this study another wave model based on SWAN covering the Meldorf Bight (9 by 
13km) with grid spacing of about 50m was nested in the larger Dithmarschen Bight Model. 
The SWAN computations have been carried out in stationary mode. This approach is valid 
whenever the time of wave propagation through the model domain is short with respect to time 
scale of the driving forces (wind and swell). In other words for stationary runs a final state based on 
the boundary conditions is assumed as constant over the time. According to the literature the 
stationary assumption holds in case of a domain of about 35km length (Wilkens et al. 2005). 
Results of the simulations for the two design water levels (single value and comparative) in 
conjunction with the design wave conditions in deep water and considering constant and uniform 
wind field (30m/s wind speed from the West) are shown in Figure 4.  
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Fig. 4 - SWAN simulation results for the wave parameters distributions. 
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Significant Wave Height distribution 
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Mean Wave period distribution 
Dir [°]
3470000 3480000 3490000 3500000 3510000
5970000
5980000
5990000
6000000
6010000
6020000
160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
Dir [°]
3470000 3480000 3490000 3500000 3510000
5970000
5980000
5990000
6000000
6010000
6020000
160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
 
Peak wave direction distribution 
        a) Single Value Procedure        b) Comparative Procedure 
 
It can be seen that the significant wave heights along the open sea western boundary resulted 
smaller than the imposed values. This is due to the modest water depths (10-15m) that are 
insufficient to sustain the imposed wave conditions along the western open boundary. As a result of 
the depth-induced wave breaking there is a progressive reduction of the wave heights towards the 
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coastline. The resulting wave heights at the toe of the dike in the Meldorf Bight are about 1.5m. The 
results obtained are comparable independently of the water level considered in the simulations. In 
the deeper tidal channels the swell waves can penetrate somewhat further into the domain due to 
reduced depth-induced dissipation. The distribution of the mean wave period shows a decrease from 
about 7.5s at the edge of the tidal flats in deeper water to about 3s to 4s in the Meldorf Bight. 
Although a constant wind field was imposed on the wave simulation, the swell energy has probably 
dissipated long before reaching the inner Meldorf Bight; therefore their effect on the average wave 
period has diminished. Figure 4c shows the distributions of the peak wave direction. The higher 
wave height values in the bight correspond to wave directions from 250° to 270°. Sensitivity tests 
were carried out to check which are the factors influencing the performance of the model. The most 
significant changes occur using distinct bathymetric variations and imposing different wind 
directions. 
 
Design wave run-up and layout of the structure 
Wave run-up values were determined on the basis of the Dutch procedure with some adjustments as 
proposed by Van der Meer (2002). The equation proposed by Hunt (1959) was adapted to fit to the 
local wave characteristics and dike geometries with coefficients established through field 
measurements and physical model test (Dekker 2005; EAK 2002): 
 απγγγ β tan26,198 ⋅⋅⋅⋅⋅⋅⋅= psbf TH
gz  (1) 
where: 
z98 2% wave run-up level above still water line [m] 
γb Influence factor for a berm [-] 
γf Influence factor for a roughness elements on slope [-] 
γβ Influence factor for angled wave attack [-] 
g Acceleration of gravity [m/s2] 
Hs Significant wave height at the toe of dike [m] 
Tp Peak period [sec] 
tan α Equivalent slope [-] 
Estimations of the wave run-ups were made for the cross-section of the dike shown in Figure 5, 
which was considered representative for the dikes around the Meldorf Bight. An equivalent slope 
(tan α) was defined for determining the wave run-up following the approached proposed by 
Niemeyer et al. (2002). A subdivision of the Meldorf Bight into sections according to the Master 
Plan for the State of Schleswig-Holstein (MLR 2001) was considered (Fig. 1c). The wave 
parameters were taken from the results of the wave model simulations at observation point located 
at the toe of the dike with 100m spacing. 
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Fig. 5 - Design dike geometry (DWL = Design Water Level; MThw = Mean High Water; Hs= 
significant wave height; Lforeshore= length of the foreshore; tan α= equivalent slope). 
 
 
 
Table 2 – Scenarios for the design sea defence 
 
Simulation Design 
water level 
(m) 
Max. wave 
run-up (m) 
Additional 
safety 
margin (m) 
Crest level (m) 
Comparative procedure 5.9 0.9 0.5 7.3 
Single value procedure 6.5 1.4 0.5 8.4 
 
Fig. 6- Exemplary results for design crest levels for the Single Value Procedure (SVP) and the 
Comparative/Probabilistic Value Procedure (CVP) along the Meldorf Bight dikes (see Fig. 1c). 
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Design sea defence 
The crest level is assessed by summing up the design water level, the maximum level of wave run-
up and an additional safety margin of 0.5 m, leading to a design crest height of 8.8 m (Fig. 5).  
The peak values for the wave run-up levels are mainly found in the dike sections 52 00 and 51 00 
(Figs. 1c and 6), where is expected to have the maximum influence of wave action coming from the 
west direction and slightly decrease northward (moving anticlockwise) where the westerly waves 
less affect the coast in a gradually decreasing manner. The wave run-up is equal to zero in the 
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sections 50 00 and 49 00, where the bight is relatively sheltered. Table 2 summarizes the results for 
the two applied methods and which are the factors determining the required crest level. The model 
set-up according to the comparative procedure yielded a crest level of 7.3 m, which results to be 1.5 
m lower than the existing dike height of 8.8 m. The single value procedure, with a resulting design 
water level of 6.5 m suggests a design dike height of 8.4 m, which is as well inferior to the actual 
dike height. According to these results the dike appears not be endangered. 
 
DISCUSSION OF THE RESULTS 
Clearly, the higher design water level of the comparative value procedure allows more wave energy 
to penetrate up to the vicinity of the dikes and therefore results in a higher design dike height. It is 
noted that the application of the presented procedures is based on several simplifications and serves 
solely an exemplary purpose. It is recommended that a full scale implementation is carried out to 
determine the most optimal design dike heights that balance the allowable risks on the one hand and 
the acceptable costs for construction and maintenance on the other hand. These investigations 
should include an accurate representation of the locally varying dike geometry and foreshore 
bathymetry. 
 
CONCLUSIONS 
Independently from the procedure applied for determining the design dike height, the required 
safety level is largely fulfilled in the entire domain. The results showed that the existing dike, with a 
crest level of 8.8m, is safe. However a proposal for a more economical design should be carefully 
evaluated, paying attention to the simplifications and assumptions made, and uncertainties 
encountered in this study that are mainly related to the use of the empirical formulae and to the 
estimation of the equivalent constant slope. Furthermore the morphological changes that may alter 
the foreshore during storm events and on the longer term under moderate conditions are another 
issue that needs further investigation.  
The general recommendations for a future development is to enhance the reliability of the 
hindcasted wave parameters at the toe of the dike through a calibration and a validation of the wave 
model using measurement data nearer to the coastline and to repeat the presented procedures in a 
more detailed manner. In Germany the concept of achieving the same safety level for all the dikes is 
still valid. Mai et al. (2003) suggested that the design process should include a cost/benefit analysis 
which should differentiate the risk zones within the hinterland according to the land use as already 
done in the Netherlands. This relevancy of this suggestion is confirmed by the results of the present 
study. In this perspective this preliminary study contributes to the estimation of the design 
parameters with a more systematic approach. 
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Abstract : A state of the art study for artificial surfing reefs indicated that to date three of these 
reefs have been built in the world, one reef is under construction and one is awaiting construction. 
From the study is concluded that almost all the research so far was conducted for reef projects built 
or to be built. The study gave also insight in the key design parameters, which are the peel angle, 
the ASR angle, the height and submergence of the reef and the breaker type. One of the gaps found 
in the state of the art is that there hasn’t yet been conducted any research to the influence of 
directional irregular waves on the hydrodynamics around an artificial surfing reef. The current 
contribution of the authors is a theoretical study for the determination of the geometry of a reef to 
be used in experiments that are planned to be done in a wave basin.  
 
INTRODUCTION 
Many coasts around the world suffer erosion problems. Coastal protection is an important issue, as 
often the erosion occurs in populated areas. An attractive way of protecting a coast is the use of an 
innovative kind of a submerged breakwater, namely an artificial surfing reef (hereafter ASR). 
Existing ASRs have typical dimensions of 70-200 m (both longshore and cross-shore). These reefs 
have the following purposes: 
1. Creating surfable waves: By a proper design of the submerged reef waves can break in such a 
way over it that good wave conditions for surfers are created. 
2. Coastal protection: The reef can alter the wave field and currents over and behind it by which a 
decrease in erosion of the coastal area at the location of the reef can be caused. 
3. Enlargement of environmental value: At the Narrowneck reef in Australia, where the reef is built 
of geotextile sand containers (hereafter GSC), some enhancement of environmental value 
appeared to be significant. Many new habitats became established on the reef. 
ASR’s are an attractive way of protecting the coast because: firstly, it is a ‘hard’ measure to protect 
a coast with a relatively small visual impact. Secondly, it is in economical terms interesting to 
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build. This is because the surfing aspect attracts the tourism, which is good for the local economy. 
Thirdly, in the context of the present day degradation of marine habitats, the enlargement of the 
environmental value is of great benefit to marine ecology. 
The majority of the research so far conducted in this field has been undertaken for non-academic 
reasons. As such, many results have not been published in a scientific way due to confidential 
commercial restrictions. This paper will describe the scientific state of the art of ASR’s and point 
out the gaps that were found in the knowledge. It shall also detail the results of a theoretical study, 
conducted to define the geometry of an ASR that will be studied experimentally and numerically. 
 
STATE OF THE ART STUDY 
The state of the art will be treated below in four parts. Firstly ASR’s built so far will be described, 
secondly the ASR’s under and awaiting construction will be treated and thirdly not-project related 
research will be elucidated. An attractive construction material for ASR’s, GSC’s, are the subject of 
the fourth part. 
 
I. ASR’s built until now 
Until now three ASR’s have been built. Below, the reefs will be described in chronological order of 
building. The description for each reef is focused on the results of environmental and monitoring 
studies. The wave and tidal conditions are only mentioned if they are given in the concerning 
publications. 
 
Cable station (or Cables), Perth, Australia 
The first ASR was built close to Perth in Australia and named Cable Station or Cables (Ranasinghe 
et al., 2001). The construction was completed in December 1999. The purpose of the surf reef was  
to produce surfable waves regularly. It was not intended as a shore protection structure as the 
shoreline at Cable Station consists mainly of rocky outcrops and platforms, and hence is naturally 
stable. 
The overall dimensions are 80 m cross-shore by 90 m longshore. The reef (Figure 1) was 
constructed of granite stone. Two experimental design studies (one in a wave flume and one in a 
wave basin) and three numerical surfability studies were undertaken for this reef. Besides these a 
beach response study in the design phase (all design studies are related by Ranasinghe et al., 2001) 
and an environmental study were undertaken in which the marine habitats, before and after 
construction, were observed.  
The latest study, Bowman Bishaw Gorham (2000), predicted the recovery of the diversity of marine 
life that previously inhabited the area. Finally, after construction a performance study was carried 
out. When 90 percent of the reef had been built the performance of the reef was studied. During the 
6-month study period, 77 surfable days were identified. The researchers concluded that the 
performance of this reef exceeded expectations (Pattiaratchi, 2000). However, this has been 
disputed by some members of the local surfing population. 
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Fig. 1 - Plan view of design reef Cable station (Ranasinghe, 2001) 
 
 
 
 
Narrowneck reef, Gold Coast, Australia 
The Narrowneck reef is situated on the Gold Coast, Australia. The construction was finished in 
December 2002 (Ranasinghe et al., 2001). The tidal range is 1-2 m and the computed inshore wave 
climate felt in the range of 0.5-4 m (Black et al., 2001). In cyclones wave heights of 13 m can occur 
in deep water. The primary objective of the reef was to widen the beach and mitigate storm erosion, 
by retaining and protecting the nourished beach (over 1 million cubic metres of nourishment). The 
secondary objective was to improve surfing.  
The overall dimensions are 400 m cross-shore by 200 m longshore. The submergence is 1.5 m 
below lowest tide (Jackson et al., 2005; Corbett et al., 2005). The reef (figure 2) was constructed of 
GSC’s that weighted 160-300 tonnes, being typically 20 m long and up to 5 m diameter (Black, 
2000). In total, 332 bags were placed. The total volume of the reef was at the end of construction 
110.000 cubic metres. The bags were filled with natural sand in a split-hull hopper dredge. Once 
filled, the bags were dropped on the seabed using bow and stern satellite positioning to align the 
dredger. For this reef, a physical study was carried out (Turner et al. 2001). Besides the 
experimental study, four numerical studies were carried out for the reef design (Black et al. 2001). 
The models implemented were a refraction model WBEND, a multi-purpose model 3DD, a 
sediment transport model POL3DD, and a beach circulation and sediment transport model 
2DBeach.  
A pre-construction study (Ranasinghe et al., 2001) had been undertaken to investigate the likely 
environmental impacts in the area. During and after construction an ARGUS video imaging system 
was installed to monitor the shoreline response to the reef. This system is capable of providing very 
accurate quantitative information. Also a number of hydrographic surveys have been carried out. It 
appeared from a monitoring beach study (Jackson et al., 2005) in the period 2000-2004 that the reef 
was up-drift of the order of 40 m wider than at the start of monitoring. In the lee of the reef, an 
additional 30 m had been obtained. However, it has to be mentioned that before construction a 
nourishment program of over one million cubic metres of sand was carried out, so it is difficult to 
analyse the effect of nourishment and the effect of the reef. Another result of four years of 
monitoring the reef is that according to the researchers the size of the reef could have been smaller. 
Environmental research and analysis carried out have provided a comprehensive list of the diverse 
marine species found on the reef. It has become evident that since construction the marine habitats 
Offshore  
direction 
118 
Offshore direction 
created by the reef are of significant value (and much bigger then expected), both environmentally 
and for recreation in the form of diving and fishing. The GSC’s were predicted to be stable in the 8-
10 m waves that occur during cyclones and up to now they have proved to be so. 
Concerning surfing, there is a significantly increased usage of Narrowneck area for all types of 
‘surfing’ and a number of surf competitions are held at Narrowneck due to the more reliable surf 
conditions. However, Narrowneck’s surfing attractiveness suffers from its proximity to numerous 
world class waves and the reef doesn’t produce always ‘perfect’ waves regardless of wind and wave 
conditions, like the general surfing public expected (Jackson et al., 2005). 
 
Fig. 2 - Narrowneck reef, Gold Coast, Australia - Plan view (left) and side view (right) of reef 
(Black, 2000) 
 
 
Pratte’s reef, El Segundo, America 
The Pratte’s reef nearby Los Angeles in America was constructed between 2000 and 2001 (Borrero 
et al., 2003). The purpose of the reef was just to enhance the recreational surfing in order to 
mitigate the loss of surfing areas due to the construction of a groin. 
The overall dimensions are 30 m cross-shore with 70 m longshore. The submergence of the crest 
was 0.9 m below lowest tide. The reef (figure 3) was constructed of about 200 GSC’s. The bags had 
a maximum volume of 7.9 cubic metres (largest bags of the Narrowneck reef are about 400 cubic 
metres). The total volume is about 1600 cubic metres. The bags were filled in the port of Los 
Angeles and then loaded onto a barge, which travelled to the site. The bags were placed into the 
surf zone by a barge-mounted crane. 
There is no available information about design studies that have been carried out for this reef. After 
construction shoreline monitoring, bathymetric surveys, dive surveys and surf quality surveys were 
undertaken. As a conclusion of the shoreline and bathymetry surveys it can be said that the reef had 
no effect on the shoreline and bathymetry. The noticeable changes are due to natural seasonal 
changes. One remarkable result of the dive survey was the rapid biological growth on the bags. 
Within weeks of the initial bag installation, algae had begun to grow on the bags and schools of 
small fish were attracted to the site. Another result of the dive survey revealed that several reef bag 
units were ripped or shredded and were losing their fill material. 
The conclusion of the surf quality of the reef is that there is an almost complete lack of surfers. The 
basic problem is that Pratte’s reef is too small to significantly alter wave breaking and near shore 
coastal processes. The Narrowneck reef for example is 70 times larger (in terms of dimensions).  
Offshore direction 
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Fig. 3 - Plan view design Pratte reef (Henriquez, 2004) 
 
 
 
 
Fig. 4 - Plan view design Mountreef (source: www.mountreef.co.nz) 
 
 
 
II. ASR’s under or awaiting construction 
Mount reef, Mount Maunganui, New Zealand 
The location of the reef is at the east coast of the northern island of New Zealand. The ASR is 
designed to have a primary purpose of creating high quality surfing waves. Besides that, the Mount 
reef will be a research focus for sustainable coastal protection and marine ecology. The sand banks, 
which surfers use to surf on, are constantly changing which means there are seldom consistent high-
quality surfing waves at one spot. 
The dimensions of the reef are 70 m cross-shore and 90 m longshore. The reef (figure 4) will be 
constructed of 24 GSC’s. The bags vary from 30 long with a diameter of 1 m to 50 meter long with 
a diameter of 3.5 m, this is a volume varying from 27 to 660 cubic metres. A smaller geotextile tube 
(“scour tube”) will also be attached to the back of the reef to prevent sand being scoured from under 
the two big bags.  
The total volume of the reef is 6,000 cubic metres, which is 1/20 of the Narrowneck reef. The reef 
will be constructed as follows: the empty bags will be tied onto a webbing lattice on dry land before 
being folded up and towed out to the reef site on a barge. The empty reef will then be offloaded and 
pulled down into position on the seabed through Ancor Locs. Once secured in place the sand is 
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pumped into the bags to fill them all up and create the shape of the reef. The studies are not 
published yet. 
 
Dubai reef, Jumeirah coastline, Dubai 
The first objective of the ASR (figure 5) that will be built in front of the coast of Dubai is coastal 
protection (Mocke et al., 2003, Mocke et al., 2004). Besides that it will have an amenity value for 
surfing. The wave conditions for which the reef will be designed are wave heights of 1 to 2 m and 
periods of 7-8 s. The tidal range is 1.00-1.75 m. Both the exact dimensions as well as the way of 
construction are not known yet. A design image of the reef is shown in figure 5. 
Both physical and numerical studies have been carried out for this reef. The physical studies 
consisted of a 1:35 scale movable bed study. The tests were carried out in a wave basin of 49x32 m. 
An intensive numerical study was conducted to develop the best form for the reef. This study was 
done using the model MIKE21. Some results of MIKE21 were verified with FUNWAVE 1.0. 
Besides that the DHI model CAMS was used to evaluate the morphological response of the beach 
to the reef. This numerical study led to a lens-form on a platform (see figure 5). 
 
Fig. 5 - Dubai reef (Mocke et al, 2004) 
 
 
III. Non-project related research 
An investigation on the essential reef properties and the design of reef shapes that contain these 
properties was done by Henriquez (2004). Both numerical and experimental tests with regular 
perpendicular waves were completed. The experimental study was conducted to verify surf 
parameters that were found in the numerical study. The scale of the physical tests was 1:20 in a 
basin of 30 m long and 16.5 m wide. One of the conclusions of the study was that the peel angle 
(the angle between the normal on the reef and the wave ray at the breaking point), which is a very 
important parameter in surfing, has a maximum of 66 degrees for the wave angle (the angle 
between the normal on the bottom bathymetry and the wave ray) at the start of the reef. Another 
conclusion was that, with assumption of the same submergence, the higher the reef, the higher the 
peel angle, because the wave experiences more refraction.  
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The influence of reef properties on wave-driven currents over the reef and associated effects on the 
surfability parameters were studied by Van Ettinger (2005). Experimental and numerical tests were 
conducted with regular perpendicular waves. The experimental tests were undertaken in the same 
wave basin as Henriquez (2004). The experiments were conducted on a scale of 1:15. The 
behaviour of a reef consisting of two halves with a channel in the middle (like the Narrowneck reef) 
was investigated. One of the conclusions from the physical tests was the asymmetry found in the 
currents over the breakers left and right, which couldn’t be declared as the reef was constructed 
symmetrically, perpendicular to the wave maker and only perpendicular waves were tested. 
Over (2006) developed algorithms that determine some surfability parameters based on recorded 
images during the experimental tests. One algorithm estimates the peel angle and the length of ride 
from tracking the break point of waves in the images from the recording. The breaker shape is 
determined by another algorithm by looking at the foam brightness around the break point of a 
wave in the images. With the developed method the surfability was determined for typical Dutch 
irregular waves breaking on a certain surf reef design. It was found that about 7,000 waves could be 
surfed in a year without tidal elevations. With tide present the number would be reduced to about 
4,000. 
 
IV. GSC’s as construction material of ASR’s 
One of the most used materials in ASR’s are GSC’s, because they are the safest for surfers. They 
attract many new habitats and, in relative terms, they are one of the cheapest materials for this 
purpose. Sand-filled GSC’s are not only used for ASR’s, they are in becoming increasingly 
recognised as a general tool for coastal defence (Restall et al., 2001).  For example they are used in 
structures such as seawalls or groynes and act as an alternative to traditional materials such as rock 
or concrete blocks.  
As far as the author knows no experiments have been carried in a wave basin for coastal structures 
constructed of sand containers. However, in a wave flume some experiments with coastal structures 
constructed of sand containers have been undertaken. Regarding to artificial reefs two experimental 
studies with GSC’s have been carried out in a wave flume: a study for Noosa Main Beach, Australia 
(Corbett et al., 2002) and a study of Hudson et al., 2005. The first study had the goal of 
investigating the wave breaking behaviour and associated safety issues of a submerged reef for 
coastal protection. The conclusions of these tests were that beach users could access the reef crest 
with low tide up to an offshore reference wave height of 1.0 to 1.5 m.  
However with larger wave heights there is a danger of plunging waves which ‘dump’ the beach user 
into shallow water, of sea-bed irregularities which can either trap the feet or cause a loss of stability 
of the beach user, or of strong seaward backwash velocity which cause the beach user to lose 
footing.  
The goal of the study by Hudson et al. (2001) was to investigate the stability of GSC’s in the 
construction of ASR’s. Based on a series of tests, design guidelines were provided for the stability 
of large GSC’s under severe breaking wave conditions that occur at the edge of submerged reef 
structures. Geocontainer stability (which was measured by the wave height necessary to cause 
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movement/displacement) was found to be a function of the effective height of the bag, the depth of 
submergence and the wavelength. The results showed that the stability of the bags was relatively 
independent on the bag orientation and total bag mass. Furthermore it was concluded that the bags 
should be filled in such a way that the highest possible bulk density could be achieved as this 
should act to increase the resistance to motion. Although not tested, the submerged relative density 
of the geocontainer is expected to have an influence. 
 
Fig. 6 - Peel angle 
 
 
CONCLUSIONS FROM THE STATE OF THE ART 
From the state of the art it can be concluded that an ASR is an innovative and new way of creating 
good surfing spots. However the ASR can have more goals than just creating high level wave 
breaks, such as coastal protection. Knowledge has been gained from the reefs that have been built. 
From the state of the art it could be concluded that the key design parameters are: 
- The peel angle (figure 6), which should be for most amateur surfers between 40 and 60 
degrees . 
- The ASR angle (90 degrees minus angle α in Figure 6), which is preferably around 66 
degrees (Henriquez, 2004). 
- The height and submergence of the reef. 
- The breaker type, which should be plunging.  
Many different designs of ASR’s are made, varying from a simple delta-form to a more complex 
lens-form plus platform. A theoretical study about the consequence of refraction and shoaling on 
surfability parameters conducted by Henriquez (2004) and Ten Voorde et al. (2006) showed that 
some reef qualities in order to get good surfable waves are theoretically determined. Because of that 
these qualities will be found in each proper reef design. 
The main gaps in the state of the art are with regards to coastal protection. Some specific gaps are: 
- No published contributions are found that highlight the hydrodynamic processes around an 
ASR for different mean angles of wave attack.  
- No published contributions are found concerning the influence of directional irregular 
waves on the hydrodynamics around an ASR. 
- No published contributions are found about physical tests in a wave basin using GSC’s as 
construction material of the modelled reef. 
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OWN CONTRIBUTION TO THE STATE OF THE ART 
In order to gain deep insight into the hydrodynamics around an ASR, physical experiments in a 
wave basin are planned. For that a theoretical study was undertaken by the authors to find the 
proper geometry to use in the experiments. The base for this theoretical study was the study 
conducted by Henriquez (2004). The main conclusions of the theoretical study were: 
- The peel angle has a maximum of 66 degrees for the wave angle α at the start of the reef, 
due to a consequence of refraction, the decrease in the wave height is stronger when the 
wave angle, at the beginning of the reef, is larger. Because of this decrease the wave can 
travel on longer before it breaks. This phenomenon is responsible for the decreasing peel 
angle when the wave angle gets bigger than 66 degrees (Ten Voorde et al. 2006). This first 
conclusion led to the choice of a delta-form reef with an angle between the wave ray and the 
contours of the slope of the reef of 66 degrees (is an ASR angle of 66 degrees).  
- The growth of the peel angle when the reef is higher, with the assumption of the same 
submergence, is exponential (Ten Voorde et al. 2006). The reason for this is that refraction 
is relatively larger in shallow water, so when the reef starts at a lower depth the effect of 
refraction exponentially decreases. This conclusion led to the choice for a platform under 
the delta-form reef. 
From this theoretical study an optimal design has been found (figure 7). The angle of 66 degrees 
doesn’t give any information about the peel angle. The peel angle depends on the height and 
submergence of the triangular top, the wave length at the depth of the platform and the wave height. 
The form of the platform has been chosen in such a way that its volume is minimal, while the 
triangular top doesn’t suffer from waves that refract on the platform. 
 
Fig. 7 - Plan view  of optimal design geometry reef (left) and cross-section A-A (right) as a result of 
a theoretical study by the authors 
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Abstract : Landslides on the margins of dam reservoirs may generate large waves that can produce 
flooding over the banks or overtopping the dam crest. Therefore, the study of slope failures and the 
subsequent generation of water waves are of paramount importance for dam safety. In this paper the 
generation of water waves in dam reservoirs induced by slope failures and their impact on dams 
were investigated by means of a laboratory study carried out in a flume with 12 m x 1.5 m x 1 m, 
where a variable slope bank and a dam were placed. The study considered the generation of surface 
waves by the sliding of calcareous blocks into the reservoir, their propagation in the reservoir and 
their impact on dam. Different volumes of calcareous blocks, sliding slopes, initial positions and 
reservoir depths were considered. All fallings were recorded by video-camera. The propagation of 
the waves was studied measuring the time history of the water surface elevations at five gauges 
placed between the slope bank and the dam. The hydrodynamic forces on the dam were also 
measured using four pressure transducers. 
 
INTRODUCTION 
Dams are usually built in valleys where active erosion is present, and some are in active earthquake 
areas. Therefore, reservoirs can be vulnerable to landslides activated by earthquakes or by heavy 
rains and they could generate large waves that can produce flooding over the banks or overtopping 
the dam crest. 
As dam safety is a significant issue in dam engineering, studies of these natural accidents and their 
consequences must be considered in the project phase of a dam and regular operation stages, 
especially when the construction site is placed in a high risk seismic activity zone, or when a 
geological study of the banks indicates the existence of a potential landslide area. The study of 
these phenomena, including slope failures, the generation of waves and their impact on the dam 
should be integrated. This work was prepared in the scope of a research project entitled “Dam 
breaks: the study of natural and technological causes and the modelling of associated 
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hydrodynamic, geo-technical and sedimentary problems”, funded by the FCT – the Portuguese 
Foundation for Science and Technology - under the POCTI/ECM/2688/2003 project and has the 
main objective to contribute to achieve regulations for the safety of dams both in the project phase 
and during regular operation stages. 
Studies of natural landslides that occur in dam reservoirs show that they were induced mainly by 
earthquakes or heavy rains. Several ways of landslides classification could be used: sliding mass 
can be initially non submerged, partially or completely submerged; the material can be more or less 
compact or dense, granular or fine (rock and soil, snow); the sliding mass volume could be variable 
from small to great volumes; sliding mass velocity at the moment of impact is dependent on the 
balance forces/moments, which are influenced by the dynamic properties of soil, by the soil 
brittleness and by topographic effects; the size or volume, and the reservoir depth. 
Experimental studies of impulse waves generated by landslides composed by granular rockslide 
were presented in Fritz et al. (2004). Fritz et al. (2004) proposed several empirical formulas to 
predict the wave characteristics, based on three fundamental dimensionless parameters: slide 
Froude number, 0  sF v gh= , where sv  is the slide velocity, 0h is the initial reservoir water level 
and g the acceleration due to gravity; dimensionless slide volume, ( )2s 0bhV V= , where sV  is the 
slide volume and b  is the slide width, and dimensionless slide thickness, S  = s /h0, where s  is the 
slide thickness. 
A large set of numerical experiments were done by Lynett and Liu (2005) in order to examine 
maximum run-up at a beach, generated by submerged and subaerial solid body landslides. The 
simulations were based in varying one of the six dimensionless parameters: the slide thickness, the 
slide wave number, a slide shape, the horizontal aspect ratio of the slide, the specific gravity of the 
slide mass and the beach slope. They found some interesting results, which could be useful for 
preliminary hazard assessment, particularly for the maximum run-up and locations.  
In this work, the waves generated by calcareous blocks sliding over inclined planes were studied. 
Several parameters were simulated: two values for volumes of falling masses, two values of gate 
position, for avoiding two different high falls; two values of variable slope bank and four values of 
variable water depth. For each combination of these parameters, sketches were made in order to 
characterize the landslide initial and final positions and to bring them into relation with the waves 
generated. Three kinds of measurements were done: slide velocity during the fall by video-camera 
and equipment based on a three laser pointed; water level variations in the reservoir by five gauges; 
and hydrodynamic actions on dam by pressure transducers at the upper dam face. 
Different velocity diagrams of landslides and different types of waves were produced. Relevant 
parameters governing the wave generation were identified. Hydrodynamic pressures were measured 
on the upstream face of the dam. 
 
LABORATORY INSTALLATION AND EQUIPMENT 
The channel of the laboratory installation is 40.0 m x 1.5 m x 1.0 m (L x H x W); in a length of 
approximately 12 m the variable sloping bank and the dam were placed. The landslide was 
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reproduced in the laboratory installation by calcareous masses falling sliding over the bank. The 
bank was made using acrylic glass, with dimensions 10 mm x 2.51 m x 0.992 m, supported by a 
metallic structure which allows the slope to vary between 30º and 45º. On the bank, at positions 
0.95 m and 1.05 m away from the bottom, a gate was placed to sustain the calcareous material. The 
gate was also made by acrylic glass with dimensions 10 mm x 0.51 m x 0.98 m and moved in two U 
gutters, connected in a guide pulley system to a counter balance. The falling of the counter balance 
provoked the ascension of the gate, and so the sliding of the material. Figure 1 shows a view of the 
laboratory installation and Figure 2 shows the mechanism that permits the sliding of the material 
over the bank and the calcareous mass sustained by the gate. 
 
Fig. 1 - View of the LHRHA-DEC-FCTUC channel with bank slope (left) and dam (right) inside 
 
 
Fig. 2 - View of the different calcareous blocks, mechanism that permits the sliding of the material 
over the bank, and the calcareous mass sustained by the gate 
 
 
  
 
Sliding masses were simulated by several calcareous blocks, with dimensions 7 cm x 8 cm x 10 cm, 
and with density sρ = 2.38 and porosity porη  ≈ 0.40. Some blocks were cut for adjusting the gate. 
The friction angle was determined experimentally by varying the bank slope with the two different 
volumes placed above it and without any sustaining. For the two volumes, 0.0814 m3 and 0.168 m3, 
friction slope of φ  ≈ 23.83° and φ  ≈ 26.02° were obtained with a correlation higher than 0.99. 
For both volumes of 0.0814 m3 and 0.168 m3, corresponding to masses of 193.29 Kg and 
400.85 Kg, respectively, mass centre positions were calculated for the two bank slopes (30.7º and 
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39.5º) and gate positions (61.5 cm and 71.5 cm). Table 1 illustrates the different parameters tested. 
The reservoir water level varied between 0.30 m and 0.55 m. Figure 3 illustrates the mass centre 
positions for both volumes and the sketch for an essay. 
 
Table 1 - Mass centre positions for different experiments 
 
Gate position 
(cm) 
Slide slope 
(deg.) 
Volume 
(m3) 
Height of centre of 
gravity 
(cm) 
51.5 30.7 0. 0814 74.15 
61.5 30.7 0.0814 84.16 
51.5 30.7 0.1687 85.08 
51.5 39.5 0.0814 76.60 
61.5 39.5 0.0814 86.60 
51.5 39.5 0.1687 89.97 
 
Fig. 3 - Calculation of the mass centre position: a) sketch for the two volumes; b) initial position for 
an essay: gate nº 1 and bank angle nº 1 
 
 
 
The movement of the sliding, from the initial position to the final position, was filmed using a 
video-camera. The images were subsequently analyzed to obtain an estimate of the submerged mass 
and volume as a function of time, that is ( )M f t= . This knowledge was required to solve equation 
(1), which describes the movement of the sliding mass: 
 21sin sin cos tan
2
s s
w x w
w
dvM Mg M g Mg C AV
dt
ρα α α φ ρρ= − − −  (1) 
where M  is the total sliding mass, wM  is the submerged mass, sv  is the sliding mass velocity, α  
is the bank slope, φ  is the friction slope, sρ  is the density of the sliding mass, wρ  is the water 
density, xC  is the drag coefficient for the slide, A  is the sliding mass section, t  is the time and g  is 
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the acceleration due to gravity. For solving equation (1), a 4th Runge-Kutta method was used. An 
equipment based on a three laser pointed on the channel was also tested, but due to the channel 
glass characteristics, the measures were not trustable. 
 
Fig. 4 - A gauge for water level measurements and the pressure transducers at the upper face of the 
dam 
  
 
Fig. 5 - Definition sketch of the laboratory installation 
 
 
Table 2 - Parameters values for the different experiments 
 
Name Slide slope Reservoir water level Slide volume Centre of gravity 
 ( º ) (m) (m3) (m) 
E01 30.7 0.5 0.0814 0.74 
E02 30.7 0.5 0.0814 0.84 
E03 30.7 0.5 0.1687 0.85 
E04 30.7 0.55 0.0814 0.74 
E05 30.7 0.55 0.0814 0.84 
E06 30.7 0.55 0.1687 0.85 
E07 39.5 0.5 0.0814 0.77 
E08 39.5 0.5 0.0814 0.87 
E09 39.5 0.5 0.1687 0.90 
E10 39.5 0.55 0.0814 0.77 
E11 39.5 0.55 0.0814 0.87 
E12 39.5 0.55 0.1687 0.90 
E13 30.7 0.5 0.1687 0.95 
E14 30.7 0.4 0.1687 0.95 
E15 30.7 0.3 0.0814 0.95 
E16 30.7 0.3 0.0814 0.84 
E17 39.5 0.3 0.0814 0.74 
E18 39.5 0.3 0.0814 0.84 
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Fig. 6 - Variations of the slide mass velocity during the sliding 
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The time history of the water level and pressure on the upper face of the dam were also measured 
simultaneously using software that permits real time visualization on the computer. Between the 
sliding bank and the dam, five probes (HR Wallingford wave probe monitors 0.6 m) were 
positioned at 2, 4, 6 and 8 m away from the bank for measuring the water level variation. A probe 
closer to the mass slide impact was desirable, but this position could not be secure for the probe. 
The wave impact and reflection on the upper face of the dam were also obtained in the laboratory 
experiments. This was done by measuring both the wave height and the pressure exerted on the 
wall. Figure 4 shows a gauge and the four pressure transducers placed on the upper face of the dam.  
 
EXPERIMENTAL RESULTS 
Figure 5 shows a sketch of the laboratory installation, including the sliding slope, the water mass in 
the reservoir, the gauges and the dam. The laboratory study of the wave characteristics and the 
hydrodynamic effects caused by landslides was based on a test matrix that included 18 different 
conditions. Table 2 shows the different parameter values chosen for the 18 experiments. For all 
experiments, the images were processed by video recordings and the positions of the sliding blocks 
were calculated using equation (1). Figure 6 shows the variation of the sliding mass velocity during 
the fall calculated by equation (1). 
From the analysis of Figure 6 and Table 2, it can be concluded that different velocity diagrams of 
landslide falling were produced: parabolic (E01-E12), linear (E13-E17) and sinusoidal (E18). 
Sudden descending variations were verified due to the reservoir water depth, which is not large 
enough to decelerate the sliding mass. In general, the higher initial position of the centre of gravity 
corresponds to a higher initial velocity, and the higher slope corresponds to an increase of the slide 
velocity more pronounced. This slide slope has a great influence on the maximum sliding mass 
velocity (see E01 and E07). For the higher angle, the maximum velocity difference becomes visible 
(E08 and E11). For the slide mass volume, similar results could be observed (E01 and E03). 
However, the slide mass volume variation could not be analyzed dissociated from the initial 
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position. This parameter is very important both in the initial and maximum slide mass velocity (see 
E01 and E02, E07 and E08, E10 and E11, or E16 and E17). In particular, when the initial water 
level is low, this parameter causes large slide initial velocity (see E16 and E17). The initial water 
level position, for small bank angles, is not so important (sliding mass velocity variation during the 
fall is similar in E01-E03 and E04-E06). 
The maximum sliding velocity was also determined by the following expression deduced from the 
energy balance between the initial and final positions of the sliding mass: 
 ( )2 sinsv g z α φ= ∆ −  (2) 
where sv  is the slide velocity when the mass centre reaches to the water surface, z∆  is the height 
between the positions of the mass centre before and after the sliding mass, g  is the acceleration due 
to gravity, α  is slide slope and φ  is the friction slope.  In the majority of the essays, it was 
observed an acceptable proximity of the maximum sliding velocity calculated by equations (1) and 
(2), except for the lower slide slopes and the smaller heights of the centre of gravity. Those 
differences don’t interfere with the prediction of wave type based on the Froude number for sliding 
velocity and dimensionless slide thickness proposed by Noda: non linear for 0 4 - 7.5sF v gh S= < ; 
oscillatory for 4 - 7.5 6.6 -8S F S< < ; solitary for 6.6 -8 8.2 8S F S< < −  and dissipative for 
8.2 8F S> − . However, to be used as inflow boundary condition in numerical simulations, these 
differences are very important (Carvalho and Carmo, 2006). The relevant parameters governing the 
slide velocity, and so the wave generation, consist of: the mass of the sliding blocks, the still water 
level in the reservoir, the slope and the initial position of the mass centre of the sliding blocks. 
 
Fig. 7 - Water level measurements (h/ho vs. 0/t g h ) in gauges nº 1 to nº 5 (2, 4, 6, 8 and 10 m 
upstream the bank slope toe): a) E03; b) E04; c) E11, and d) E16 
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Concerning the generated wave characteristics, it has to be emphasized that they were based on 
values of the first wave amplitude obtained at the first gauge placed 2 m after the bank. Having this 
in consideration, values of 0/ca h  are greater than 0.03, all values of /ca L  are greater than 0.006 and 
the Ursell number is always greater than 1, which confirms the waves nonlinearity characteristics. 
Figure 7 illustrates the water level measurements at the five gauges on the essays E03, E04, E11 
and E16. In most of the tests, the maximum wave amplitude was attained for the first wave. 
However, in gauge number 4, placed 8 m far from the bank, the amplitude of the second wave 
exceeded that of the leading wave in tests E10 and E11 (which correspond to higher bank slope, 
higher water level of reservoir and smaller volumes). 
The maximum was observed in E03 and E13 (which correspond to smaller bank slope, higher 
volumes and smaller reservoir depths), the minimum was observed in E04 (which corresponds to 
smaller bank slope, smaller volume and higher reservoir depth). The maximum negative wave 
amplitude was observed for E10 and E11 and the minimum for E16, where the wave shows 
characteristics similar to the solitary wave. The maximum positive wave amplitude has a strong 
dependence on both the mass (volume) of the sliding mass and the initial water level. 
The celerity, like the wave amplitude, is also very important for the risk prediction and hazard 
prevention, i.e. for efficient activation of emergency plans. For non linear waves, as those of this 
work, celerity is strongly dependent on the relative amplitude, 0/ca h , wave length, L , and initial 
water level, 0h . Propagation velocity decreases with the amplitude and wave length. In the present 
study values in the range 0.9 < 
1 0cc gh  < 1.2 for the first wave and 0.6 < 1 0cc gh  < 1.0 for the 
second one were obtained, which confirm that theory. According to Boussinesq theory, the 
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following expression for the solitary wave velocity is valid: ( )1 0 1 01 2c cc gh a h= + , where 1 refers 
to the first wave. This expression gives differences less than 20% for all essays. 
Hydrodynamic pressures on the upper dam face were measured by pressure transducers. An 
instability was observed after a wave reflection upstream at the upper face of the dam. For a better 
characterization, spectral analyses of the gauges signals were carried out. Figure 8 illustrates 
spectrums for gauges No. 1 to 5 (x =2, 4, 6, 8 and 10 m) and from transducers No. 1 to 4. 
An analysis of Figure 8 shows the non linearity characteristic of the generated waves. It is also seen 
some increase of the non linearity close to the dam. 
 
Fig. 8 - Spectrums of Gauges No 1 to No. 5 (Left) and Transducers No 1 to No 4 (Right) 
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CONCLUSIONS 
Experimental data on wave characteristics generated when masses of calcareous blocks slide over 
inclined banks into reservoirs are presented. Different essays were done leading to different sliding 
velocity diagrams: nearly linear, sinusoidal and parabolic; and different types of waves were 
generated depending on the relevant parameters: mass of the sliding blocks, still water level in the 
reservoir, sliding velocity, bank slope and initial mass centre position of the sliding blocks. 
The wave type could be predicted by a classification proposed by Noda, which is based on the 
Froude number for the sliding velocity (obtained by the expression deduced from the energy 
balance) and dimensionless slide thickness. The maximum positive wave amplitude has a strong 
dependence on the mass (volume) of the sliding mass and on the initial water level. More essays 
results are essential to support correlation and develop formulas able to predict the wave amplitude 
and velocity propagation. However, for the celerity, the Boussinesq theory for the solitary wave 
velocity, traduced by ( )1 0 1 01 2c cc gh a h= + , gave results less than 20% different for all essays.  
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NOTATION 
0  sF v gh=  Froude number for sliding velocity 
sv   sliding velocity 
0h  initial reservoir water level  
g  acceleration due to gravity ( )20sV V bh=   dimensionless slide volume 
sV  slide volume  
b  slide width 
S  = s /h0 dimensionless slide thickness 
s   slide thickness 
sρ  density of slide mass / slide mass material density 
porη  porosity of the slide mass material 
α bank slope 
φ  friction slope  
M  mass of the sliding blocks 
wM   submerged mass 
wρ   water density 
xC   drag coefficient for the slide 
A  slide mass section 
t  time of the sliding 
z∆  vertical distance between initial and  final positions of the mass centre 
ca  positive wave amplitude 
L  wave length 
1cc  wave propagation velocity /celerity  
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1ST PRESENTATION 
Title: Determination of Design Parameters for Coastal Dikes - Case Study: 
Meldorf Bight on the German North Sea 
Speaker(s) Layla Loffredo 
 
Brief description of author(s) approach 
The presentation concerned the design of sea dikes for the North Sea coast using deterministic 
approaches. Design parameters were obtained for the coastline dikes along the Meldorf Bight 
located between the Eider and the Elbe estuaries.  
The methodology for the design of sea defences consisted of several phases. In the first one, the 
"Design water level", the "Wave boundary condition” and the "Design storm" were essential 
requirements to run the SWAN spectral wave model. The SWAN computational results together 
with the "Layout of structure" allowed some estimate of a "Design wave run-up" and eventually a 
design crest level for the sea defence. 
To improve estimation of wave parameters, the existing model was nested into a grid with higher 
136 
resolution near the coast. Several parameters were tested. 
Further research on the effect of the medium term morphodynamics was recommended, in order to 
investigate the influence of the bathymetry close to the dike on the wave climate. 
 
Questions and answers 
A question was raised on the return period selected for breakwater design. The speaker argued that 
there are two ways to deal with design parameters for coastal dikes, one deterministic, another 
statistical. Even if the common tendency is towards the statistical approach, some regions still apply 
the deterministic approach, as on the German North Sea. This work was expected to provide local 
authorities a computational tool to assess the security level of the breakwater along the coast. In the 
federal state of Schleswig-Holstein a statistical analysis was added to the deterministic method. The 
return period was estimated to be about 100 years; however this value should not be misinterpreted. 
The safety levels in Germany were said to be among the highest in the North Sea. 
The round table discussed time-based analysis versus frequency-based analysis, as well as the most 
important error sources. Beside the reliability of the wave model which needs calibration and 
validation, most of the uncertainties are related with the empirical formulae for wave run-up and 
equivalent slope. These parameters are described deterministically. The speaker considered the 
suggestion of rising the safety margin as a possible short-term solution, especially considering sea-
level rising and the increase in storminess. 
 
Rapporteur's appreciation 
An interesting study with several different and complementary approaches with its main results 
being provided by a hybrid numerical/analytical model. Future research in this area should allow 
improving the description of the necessary parameters. 
 
2ND PRESENTATION 
Title: Contribution to the Design of Artificial Surfing Reef Breakwaters for 
Coastal Protection 
Speaker(s) Mechteld ten Voorde 
 
Brief description of author(s) approach 
This paper presented results about coastal protection through the construction of artificial surfing 
reefs. In the author’s perspective the general public is asking more and more protection measures 
without a visual impact, like artificial surfing reefs. The reefs were economical attractive to build 
because surfing facilities tend to attract tourism.  
The two main concerns in this paper were to elucidate the research that was done and to draw some 
conclusions from it about the existing gaps in the present knowledge on artificial surfing reefs. The 
main gaps are found in the area of coastal protection. Regarding to "surfability", some research has 
already been executed. However, a detailed description of the physical processes involved in the 
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creation of "surfable" waves was missing and has been developed by the own contribution of the 
author. Some major conclusions of this contribution, which consisted of a theoretical study for the 
determination of the reef-geometry to be used in physical and numerical tests, were described in the 
paper. This study provided insight on the influence of refraction and shoaling on "surfable" waves 
over an artificial surfing reef. 
 
Questions and answers 
A question was asked about what would be the best design/shape for a reef. In principle, the best 
design is derived from a simple delta-form reef, because an angle between the reef slope and the 
wave crest is necessary to get "surfable" waves. Generally a platform under the reef itself is a good 
idea but it all depends where the reef would be located. 
Another question was about projects for Leirosa, near Figueira da Foz in Portugal. The author 
added that there are erosion problems in Leirosa; geotextile sand containers were placed over the 
dunes as temporary solution to protect the coast. There are no plans for artificial reefs yet. 
In terms of selecting material for reef construction, mainly between geotextile containers or natural 
rock, the speaker mentioned selection should consider financial, lifetime and environmental aspects, 
even if the final decision is most of the times financial. 
Someone asked what is the main purpose of these reefs. Out of the five examples given, two had as 
first objective coastal protection and the other three creating good quality surfing waves. A 
commentary was added which stated one must be careful in attributing the sand increase at the 
beach at the Narrowneck reef in Australia exclusively to the artificial reef. 
In the round table there was some discussion about the "surfability" of waves at artificial reefs. A 
general discussion enabled the participants to realize that the answer would rely on the character of 
breaking waves; their shape and the orientation of their crest regarding to the reef slope contours. 
The advantages of this kind of protection structures were discussed. 
 
Rapporteur's appreciation 
The research on wave creation within coastal protection was still at an embryonic state. Future work 
should include an identification of opportunities for improvements and definition of specific 
solutions. 
 
3RD PRESENTATION 
Title: Waves caused by Landslides into Reservoirs and their Impact on Dams 
Speaker(s) Rita Carvalho 
 
Brief description of author(s) approach 
This work was about waves generated by landslides, their propagation and impact on dams through 
an experimental model. 
The laboratory study was performed in a channel branch with 12 m x 1 m x 2 m, where a variable 
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slope bank and a dam were placed. Calcareous blocks were used to simulate sliding of a reservoir 
and generation of landslide induced waves. Different values of calcareous block volume, bank 
slope, initial position of the sliding mass and reservoir depth were tested. All tests were filmed with 
a video-camera. The sliding movement provided information of wave generation. 
The propagation of such waves was studied using the time history records of surface elevation 
measurements at five points placed between the sliding slope and the dam. The hydrodynamic 
forces on the dam were also measured by means of four pressure transducers.  
This study allowed the characterization of the waves formed by different properties of the landslide. 
These were influenced by the volume of the sliding mass, its height and angle and the depth of the 
reservoir. The presentation showed the study main results. 
 
Questions and answers 
The audience was interested to know the main motivation for starting such project, apparently 
without the explicit support of public institution and dam safeties agencies. The main motivation is 
to investigate natural hazards like landslides and their consequences when occurring in the vicinity 
of reservoir and dams. The outcome of such research should be incorporated in design guidelines 
and dam safety legislation, for both the design and operation stage of a dam project (especially 
when the construction site is located in a zone of high seismic activity or when the bank geological 
surveys indicate potential landslide areas). However, institutional support is yet not guaranteed. 
The speaker was questioned about plans for studying the distance between dam and banks, 
answering that there are yet no plans to develop such research.  
Questioned about the scale of the model himself the author answered that he knew the models 
dimension and roughly calculated a value about 1:10 to 1:100. 
In the round table discussion someone wanted to know if there were plans for the substitution of the 
rocks per sand. The investigation was not aimed for such change at the moment. However, 
experimental studies of impulse waves generated by landslides composed by granular rockslide 
were presented in Fritz et al. (2004) which proposed several empirical formulas to predict the wave 
characteristics sustained by a large number of experimental tests. 
 
Rapporteur's appreciation 
An interesting presentation, especially the animations of the model operation. The main conclusion 
of the discussion was that there were still several parameters that merit some experimental 
investigation. The calibration of the numerical solutions would also benefit from a larger 
experimental database. 
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Abstract : The interest in air-water flows has not diminished in recent years, but it is accompanied 
by frequent citations of early, sometimes outdated articles. A basic issue is the inadequate, 
incomplete interpretation of air-water flow instrumentation by hydraulic engineers and researchers. 
This two-part article comments on high-velocity air-water flow measurements by means of 
intrusive phase detection probes. It describes some advanced post-processing techniques that yields 
expanded information on the air-water turbulent structures. The outcomes demonstrate simple 
techniques in high-velocity air-water flow analysis. They show also that a research project requires 
a sound supervision with some generous scholarly input from the supervisor associated with the 
dedication and energy of the young engineer. 
 
INTRODUCTION 
The first International Junior Researcher and Engineer Workshop on Hydraulic Structures provides 
some opportunity for young researchers and engineers to present their own ideas and research 
outcomes. The success of their research project is however linked with the quality of some senior 
research supervision. The senior researcher has the duty to steer the project scholarship and to lead 
by the example for the benefits of the research group. In the end, the success of the study derives 
from the standing of the group work. The present study illustrates a successful teamwork. 
Air-water flows have been studied recently (Chanson 1997, 2004). The interest in air-water flows is 
evidenced by the number of associated papers published in the IAHR Journal of Hydraulic 
Research, the International Journal of Multiphase Flow and the ASME Journal of Fluids 
Engineering. It is accompanied by frequent citations of early, sometimes outdated articles while 
some fundamental works are too often ignored (e.g. Cain and Wood 1981a,b). All these suggest 
little progress in the past four decades despite exaggerated claims. A basic issue is the inadequate, 
incomplete interpretation of air-water flow instrumentation by hydraulic engineers and researchers 
that derives from crude signal processing methods, despite a few critical contributions (Chanson 
2002, Chang et al. 2003). 
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Herein the writers demystify the data processing of air-water flow measurements. They show some 
simple analyses yielding some expanded information on the air-water flow properties and 
turbulence structures. This is illustrated with recent applications to air entrainment in hydraulic 
jumps and free-surface aeration in skimming flows on stepped spillways. The first part describes the 
macroscopic flow properties, and the second part presents the microscopic air-water characteristics. 
 
PHASE DETECTION PROBES 
In high-velocity air-water flows, air entrainment is always substantial and classical measurement 
devices (e.g. Pitot tube, LDV) are adversely affected by the entrained bubbles. For void fractions 
between 5 and 95%, the most robust instrumentation is the needle-shaped phase detection probe: 
optical fibre probes and conductivity/resistivity probe. The intrusive probe is designed to pierce the 
bubbles and droplets (Fig. 1). There are two basic probe designs: single-tip probe and double-tip 
probe. A typical conductivity probe sensor consists of a fine sharpened rod coated with non-
conductive resin and set into a stainless steel surgical needle acting as the second electrode. With a 
double-tip probe, the probe sensors are separated by a known streamwise distance ∆x. Each sensor 
must be excited by a high-frequency response electronic system. Figure 2 shows some typical 
signal outputs of two single-tip probes side-by-side (∆z = 3.6 mm). The time-variation of the 
voltage output has a "square-wave" shape. Each steep drop of the signal corresponds to an air 
bubble pierced by the probe tip. Although the signal is theoretically rectangular, the probe response 
is not square because of the finite size of the tip, the wetting/drying time of the interface covering 
the tip and the response time of the probe and electronics. 
Phase-detection probes are very sensitive devices and they are susceptible to a number of problems. 
A quality control procedure must be systematically applied (Toombes 2002, pp. 70-72). 
Specifically, the probe signals may exhibit some long-term signal decays often induced by probe tip 
contamination, short-term signal fluctuations caused by debris and water impurities, electrical noise 
and non-representative samples. Although most quality control procedures can be automatised, it 
must be stressed that human supervision and intervention are essential to validate each quality 
control step. Lastly, the effect of probe sensor size on the air-water flow properties was rarely tested 
but by Chanson and Toombes (2002) and Carosi and Chanson (2006) in skimming flows on stepped 
spillways. The results demonstrated that the probe sensor size has a major effect on the bubble 
count rate and bubble chord size data. Some comparative results between 0.025 mm and 0.35 mm 
sensor sizes showed consistently larger measured count rates and a broader range of bubble/droplet 
sizes with the 0.025 mm probe sensor. Simply, the sensor size must be smaller than the smallest 
bubble/droplet dimensions. 
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Figure 1 - Dual sensor phase detection probe 
(A) Definition sketch 
 
(B) Signal output from the leading sensor 
 
(C) Correlation functions 
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Figure 2 - Signal outputs of two single-tip conductivity probes side-by-side (∆z = 3.6 mm) in 
skimming flow - dc/h = 1.15, Re = 4.6 E+5, h = 0.1 m, θ = 22º, Step edge 10, y = 0.022 m, C = 
0.114, F = 117 Hz, (Rxy)max = 0.41 
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SIGNAL PROCESSING 
The measurement principle of phase-detection intrusive probes is based upon the difference in 
optical index or electrical resistivity between air and water. The intrusive probe sensor is designed 
to pierce the bubbles and droplets. That is, the probe sensor must be sharpened and it must ideally 
face the stream of incoming bubbles as shown in Figure 1A. A typical probe signal output is shown 
in Figure 2. The signal processing may be conducted on the raw signal output (e.g. Fig. 2) and on a 
thresholded "square wave" signal. 
A thresholded signal analysis relies upon some arbitrary discrimination between the two phases. 
The technique may be based upon single or multiple thresholds, or some signal pattern recognition. 
The resulting square-wave signal yields the instantaneous void fraction C: C = 0 in water and C = 1 
in air (Fig. 1B). It is used to calculate the time-averaged void fraction, bubble count rate, the 
air/water chord times, the bubble/droplet chord lengths and their statistical moments (mean, 
median, std, skewness, kurtosis), and the streamwise particle grouping analysis. In high-velocity 
flows, the most robust discrimination technique is the single threshold technique with a threshold 
set at about 45 to 55% of the air-water voltage range (Herringe and Davis 1974, Toombes 2002, pp. 
55-56). 
The signal processing of the raw probe outputs is typically used for some correlation analyses. 
These yield the time-averaged interfacial velocity, the turbulence intensity, the auto-correlation and 
cross-correlation integral time and length scales, the air-water integral length and time scales (see 
below). A further level of signal analysis is the spectral analyses (e.g. Gonzalez 2005). 
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Basic air-water flow properties 
The time-averaged void fraction C is the proportion of time that the probe tip is in the air. Although 
past experiences showed that the probe orientation with the flow direction had little effect on the 
void fraction accuracy, the phase-detection probes are designed to pierce the bubbles/droplets with 
minimum interference and the probe sensor should face the bubbles/droplets as sketched in Figure 
1A. 
The bubble count rate F is the number of bubbles impacting the probe tip per second. Note the 
relationship between bubble count rate and void fraction. Experimental data showed a pseudo-
parabolic relationship: 
 )1(4
max
CC
F
F −××=  (1) 
where Fmax is the maximum bubble frequency. Toombes (2002) demonstrated the theoretical 
validity and he proposed a more general extension (Toombes 2002, pp. 190-195). Another 
reasoning yields a similar relationship. The bubble count rate is proportional to the fluctuations of 
the instantaneous void fraction that is either 0 or 1. Simple considerations show that its variance 
Crms
2 equals C× (1-C) where C is the time-averaged void fraction. Hence the bubble count rate must 
satisfy: F ∝ Crms2 = C×(1-C). 
 
Correlation analyses 
When two or more phase detection probe sensors are simultaneously sampled, some correlation 
analyses may provide additional information on the bubbly flow structure. A well-known 
application is the use of dual tip probe to measure the interfacial velocity (Fig. 1). With large void 
fractions (C > 0.10), a cross-correlation analysis between the two probe sensors yields the time 
averaged velocity : 
 
T
xV ∆=  (2) 
where T is the air-water interfacial travel time for which the cross-correlation function is maximum 
and ∆x is the longitudinal distance between probe sensors (Fig. 1). Turbulence levels may be 
further derived from the relative width of the cross-correlation function : 
 
T
T
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2
5.0
2
5.085.0
−×= τ  (3) 
where τ0.5 is the time scale for which the cross-correlation function is half of its maximum value 
such as: Rxy(T+τ0.5) = 0.5*Rxy(T), Rxy is the normalised cross-correlation function, and T0.5 is the 
characteristic time for which the normalised auto-correlation function equals : Rxx(T0.5) = 0.5 (Fig. 
1). Physically, a thin narrow cross-correlation function ((τ0.5-T0.5)/T << 1) must correspond to little 
fluctuations in the interfacial velocity, hence a small turbulence level Tu. While Equation (3) is not 
the true turbulence intensity u'/V, it is an expression of some turbulence level and average velocity 
fluctuations (Chanson and Toombes 2003). 
More generally, when two probe sensors are separated by a transverse or longitudinal distance Y, 
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their signals may be analysed in terms of the auto-correlation and cross-correlation functions Rxx 
and Rxy respectively. Figure 3 shows two probe sensors separated by a transverse distance Y. 
Practically the original data set may be segmented because the periodogram resolution is inversely 
proportional to the number of samples and it could be biased with large data sets (Hayes 1996). 
Basic correlation analysis results include the maximum cross-correlation coefficient (Rxy)max, and 
the auto- and cross-correlation time scales Txx and Txy where : 
 ∫ === ×= )0(0 )(xxR xxxx dRT τττ ττ  (4) 
 ∫ === ×= )0(0 )(xyR xyxy dRT τττ ττ  (5) 
where Rxx is the normalised auto-correlation function, τ is the time lag, and Rxy is the normalised 
cross-correlation function between the two probe output signals (Fig. 1C). The auto-correlation time 
scale Txx represents the integral time scale of the longitudinal bubbly flow structure. It is a 
characteristic time of the eddies advecting the air-water interfaces in the longitudinal direction. The 
cross-correlation time scale Txy is a characteristic time of the vortices with a length scale Y 
advecting the air-water flow structures. The length scale Y may be a transverse separation distance 
∆z or a streamwise separation ∆x. 
When identical experiments with two probes are repeated using different separation distances Y (Y 
= ∆z or ∆x), an integral turbulent length scale may be calculated as : 
 ∫ === ×= )0)((0 maxmax )(xyRYYY xyxy dYRL  (6) 
The length scale Lxy represents a measure of the transverse/streamwise length scale of the large 
vortical structures advecting air bubbles and air-water packets. A turbulence integral time scale is: 
 ∫ === ×××=Τ )0)((0 maxmax )(1 xyRYYY xyxy
xy
dYTR
L
 (7) 
T represents the transverse/streamwise integral time scale of the large eddies advecting air bubbles. 
Figure 4 presents some experimental results obtained in a hydraulic jump on a horizontal channel 
and in a skimming flow on a stepped channel. In both flow situations, the distributions of integral 
time scales showed a marked peak for 0.4 ≤ C ≤ 0.6 (Fig. 4). Note that Figure 4A presents some 
transverse time scales Txy while Figure 4B shows some longitudinal time scales Txy. The 
distributions of transverse integral length scales exhibited some marked differences that may reflect 
the differences in turbulent mixing and air bubble advection processes between hydraulic jump and 
skimming flows. Figure 4C shows the dimensionless turbulent length scale Lxy/Y90 in a skimming 
flow where Y90 is the distance normal to the pseudo-bottom formed by the step edges where C = 
0.90. 
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Figure 3 - Photograph of two single-tip conductivity probes side-by-side in a hydraulic jump (Fr1 = 
7.9, ρw×V1×d1/µw = 9.4 E+4) - Flow from right to left 
 
 
Figure 4 - Dimensionless distributions of integral turbulent time and length scales in high-velocity 
air-water flows 
(A) Dimensionless distributions of auto- and cross-correlation time scales Txx× 1/ dg   and 
Txy× 1/ dg  (transverse time, Y = ∆z = 10.5 mm), and transverse integral turbulent length scale 
Lxy/d1 in a hydraulic jump - Fr1 = 7.9, x-x1 = 0.1 m, d1 = 0.0245 m (Chanson 2006) 
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(B) Dimensionless distributions of auto- and cross-correlation time scales Txx× 90/Yg  and 
Txy× 90/Yg  (longitudinal time scale, Y = ∆x = 9.6 mm) in a skimming flow on a stepped chute - 
dc/h = 1.15, ρw×V×d/µw = 1.2 E+5, Step 10, Y90 = 0.0574 m, h = 0.1 m, θ = 22° (Carosi and 
Chanson 2006) 
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(C) Dimensionless distributions of transverse integral turbulent length scale Lxy/Y90 in a skimming 
flow on a stepped chute - dc/h = 1.15, ρw×V×d/µw = 1.2 E+5, Step 10, Y90 = 0.0598 m, h = 0.1 m, θ 
= 22° (Carosi and Chanson 2006) 
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SUMMARY 
The first International Junior Researcher and Engineer Workshop on Hydraulic Structures provided 
an opportunity for young researchers to present their ideas and research plans. The research project 
required however a sound supervision with some generous scholarly supervision. More generally, 
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the senior researcher must lead by example, steer the project scholarship and foster novel ideas. At 
the end, the success of the study is linked with the teamwork involving a senior research supervisor 
and a dedicated young engineer. The present contribution illustrates a successful example.  
In hydraulic engineering, the high-velocity air-water flows are characterised by large amounts of 
entrained air, with void fractions commonly larger than 5 to 10%, and with ratios of interfacial 
velocity to bubble rise velocity greater than 10 to 20. The most reliable air-water flow metrology is 
the intrusive phase detection probe. These probes are designed to pierce bubbles and droplets. 
Herein some advanced signal processing is developed and the results yield new information on the 
air-water turbulent structures. The results are applied to a simple study of skimming flow on 
stepped spillways and hydraulic jumps. 
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Abstract : The on-going interest in air-water flows is accompanied sometimes by citations of 
outdated articles and some ignorance of key contributions. A basic issue is the inadequate, 
incomplete interpretation of air-water flow instrumentation by hydraulic engineers and researchers. 
This article focus on the bubbly flow structure of high-velocity air-water flow based upon 
measurements by means of intrusive phase detection probes. It is shown that some advanced post-
processing techniques may yield expanded information on the air-water structures and particle 
clustering. 
 
INTRODUCTION 
Air-water flows have been studied relatively recently compared to classical fluid mechanics 
(Chanson 1997, 2004). The interest in air-water flows is evidenced by a number of associated 
publications, but it is accompanied sometimes by citations of outdated articles while some 
fundamental works are ignored. One example is the lack of interest on the microscopic air-water 
properties of high-velocity flows by hydraulic engineers and researchers. 
In this second part, the writers focus on some simple data processing of air-water flow 
measurements. It is shown that some novel methods yield further information on the air-water 
microscopic flow properties and air-water bubbly structures. This is illustrated with recent 
experimental data. 
 
METROLOGY 
In high-velocity air-water flows, classical measurement devices like point gauge, Pitot tube, ADV, 
LDV, are impaired by the entrained air bubbles. For void fractions larger than 2 to 5%, it is 
acknowledged that the most reliable instrumentation is the phase detection intrusive probe. The 
needle-shaped probe sensor is designed to pierce the bubbles and droplets as shown in Figure 1A. 
Figure 1B shows some typical signal outputs of a single-tip probe in skimming flow on a stepped 
chute. Each steep drop of the signal corresponds to an air bubble pierced by the probe tip. Note that 
the probe response is not square because of the finite size of the tip, the wetting/drying time of the 
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interface covering the tip and the response time of the probe and electronics. 
Phase-detection probes are very sensitive devices, and the sensor must be excited by a high-
frequency response electronic system. However, the metrology is susceptible to a number of 
problems and a systematic quality control is essential. Toombes (2002, pp. 70-72) described in 
details a number of issues that include some long-term signal decay, probe tip contamination, short-
term signal fluctuations caused by debris and water impurities, and electrical noise. A through 
quality control procedures is essential to ensure meaningful results. 
 
Figure 1 - Phase detection conductivity probe (single-tip design) 
(A) Definition sketch 
 
(B) Signal output of a conductivity probe (∅ = 0.25 mm) in skimming flow - dc/h = 1.33, Re = 5.7 
E+5, h = 0.1 m, θ = 22º, Step edge 10, y = 0.022 m, C = 0.19, F = 167 Hz 
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AIR/WATER CHORD DISTRIBUTIONS 
In high-velocity air-water flows, most experimental studies present the distributions of time-
averaged void fraction and time-averaged velocity (Chanson and Carosi 2006). The void fraction 
and velocity are some gross parameters that do not describe the air-water structures, the bubbly 
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flow micro-turbulence nor the interactions between entrained bubbles and turbulent shear. Further 
signal processing may provide additional characteristics on the longitudinal flow structure and 
bubble clustering. 
With a single-tip conductivity probe (Fig. 1), a basic signal processing yields the air/water chord 
times and their distribution. The air/water chord times are defined as the time spent by the air/water 
phase on the probe sensor. Bubble chord times are calculated from the thresholded signal (Chanson 
and Carosi 2006). Statistical analyses of chord time distributions yield the median chord time, 
standard deviation, skewness and kurtosis of both air and water chord times. Inter-particle arrival 
times may be also calculated and analysed (see below). 
Using the single-tip conductivity probe, the chord time results may be presented in terms of pseudo-
bubble/droplet chord sizes ch defined as : 
 chw tUch ×=  (1) 
where tch is the air/water chord time, Uw is the mean flow velocity defined as : Uw = qw/d, qw is 
the flow rate per unit width and d is the equivalent clear-water depth defined as : 
 ∫ ×−= 90
0
)1(
Y
dyCd  (2) 
with y the distance normal to the flow direction and Y90 the characteristic distance where the void 
fraction C equals 0.90. The pseudo chord size (Eq. (1)) is not equal to the air/water chord length 
because the local interfacial velocity V may differ from the mean flow velocity Uw. But some 
detailed comparisons in plunging jet flows and skimming flows on a stepped chute showed that 
Equation (1) overestimated the air/water chord sizes by 2 to 10% in average for 0 ≤ C ≤ 0.97 
(Chanson et al. 2006, Carosi and Chanson 2006). 
With a double-tip probe, the signal processing yields the air/water chord lengths. The chord size 
measurement is not a bubble/droplet diameter, but a characteristic streamwise air/water size as 
sketched in Figure 1A. Figure 2 presents typical results of air/water chord size probability 
distribution functions in a skimming flow on a stepped chute. The probability distribution functions 
of chord sizes are analysed in terms of bubble chords in the bubbly flow (C < 0.3) and in terms of 
droplet chords in the spray region (C > 0.7). Figure 2 show some normalised chord size 
distributions. For each graph, the histogram columns represent each the probability of chord size in 
a 0.5 mm chord interval. For example, the probability of bubble chord from 1 to 1.5 mm is 
represented by the column labelled 1 mm. Chord sizes larger than 15 mm are regrouped in the last 
column (> 15). Note that the caption and legend provide the local air-water flow properties (C, F) 
and probe details. 
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Figure 2 - Probability distribution functions of chord sizes in skimming flows : dc/h = 1.45, Step 10, 
double-tip probe (∅ = 0.25 mm, ∆x = 7.0 mm) 
(A) Bubble chord size data (C < 0.3) 
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(B) Droplet chord size data (C > 0.7). 
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STRUCTURE OF BUBBLY FLOWS 
Streamwise particle grouping 
With modern phase-detection intrusive probes, some simple signal processing yields the basic 
statistical moments of air and water chords as well as the probability distribution functions of chord 
times/sizes. Most experimental results demonstrated a broad spectrum of bubble chords in turbulent 
shear flows. The range of bubble chord lengths extended over several orders of magnitude 
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including at low void fractions. The distributions of bubble chords were skewed with a 
preponderance of small bubbles relative to the mean (Fig. 2A). The probability distribution 
functions of bubble chords tended to follow a log–normal and gamma distributions. Similar 
findings were observed in a variety of flows encompassing hydraulic jumps, plunging jets, 
dropshaft flows and high-velocity open channel flows. 
In addition, a thorough signal processing may provide some information on the streamwise 
structure of the air-water flow including bubble clustering. A concentration of bubbles within some 
relatively short intervals of time may indicate some clustering while it may be instead the 
consequence of a random occurrence. The study of particle clustering events is relevant to infer 
whether the formation frequency responds to some particular frequencies of the flow. Figure 3 
illustrates some occurrence of bubble pairing in the shear layer of a hydraulic jump. The binary 
pairing indicator is unity if the water chord time between adjacent bubbles is small (e.g. less than 
10% of the median water chord time herein). The pattern of vertical lines seen in Figure 3 is an 
indication of patterns in which bubbles tend to form bubble groups. 
One method is based upon the analysis of the water chord between two adjacent air bubbles. If two 
bubbles are closer than a particular length scale, they can be considered a group/cluster of bubbles. 
The characteristic water length scale may be related to the water chord statistics: e.g., a bubble 
cluster may be defined when the water chord was less than a given percentage of the mean water 
chord. Another criterion may be related to the leading particle size itself, since particles within that 
distance are in the near-wake of and may be influenced by the leading particle. 
Typical results may include the percentage of bubbles in clusters, the number of clusters per 
second, and the average number of bubbles per cluster. Extensive experiments in open channels, 
hydraulic jumps and plunging jets suggested that the outcomes were relatively little affected by the 
cluster criterion selection (Chanson and Toombes 2002, Chanson et al. 2006, Gualtieri and Chanson 
2004). Most results indicated that the longitudinal structure of turbulent flows was characterised by 
about 10 to 30% of bubbles travelling as parts of a group/cluster, with a very large majority of 
clusters comprising of two bubbles only. The experimental experience suggested further that a 
proper cluster analysis requires a high-frequency scan rate for a relatively long scan duration. 
However the analysis is restricted to the longitudinal distribution of bubbles and does not take into 
account particles travelling side by side. 
A typical result is presented in Figure 4 based upon measurements in the advective diffusion region 
of a hydraulic jump. Figure 4 shows the vertical distribution of the percentage of bubbles in clusters 
(lower horizontal axis) and average number of bubbles per cluster (upper horizontal axis) in the 
hydraulic jump shear layer. The void fraction distribution is also shown for completeness. The 
criterion for cluster existence was a water chord less than 10% of the median water chord. For this 
example, about 5 to 15% of all bubbles were part of a cluster structure and the average number of 
bubbles per cluster was about 2.1. 
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Figure 3 - Closely spaced bubble pairs in the developing shear layer of a hydraulic jump - Fr1 = 8.5, 
ρw×V1×d1/µw = 9.8 E+4, x-x1 = 0.4 m, d1 = 0.024 m, y/d1 = 1.33, C = 0.20, F = 158 Hz (Chanson 
2006) 
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Figure 4 - Bubble clustering in the bubbly flow region of a hydraulic jump: percentage of bubbles 
in clusters, average number of bubbles per cluster and void fraction - Cluster criterion: water chord 
time < 10% median water chord time - Fr1 = 8.5, ρw×V1×d1/µw = 9.8 E+4, x-x1 = 0.3 m, d1 = 0.024 
m (Chanson 2006) 
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Inter-particle arrival time analysis 
For a dispersed phase, a complementary approach is based upon an inter-particle arrival time 
analysis. The inter-particle arrival time is defined as the time between the arrivals of two 
consecutive bubbles recorded by a probe sensor fixed in space (Fig. 1B). In other words, it is the 
time between two successive water-to-air interfaces. The distribution of inter-particle arrival times 
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provides some information on the randomness of the structure. Random dispersed flows are those 
whose inter-particle arrival time distributions follow inhomogeneous Poisson statistics assuming 
non-interacting point particles (Edwards and Marx 1995a, Heinlein and Fritsching 2006). In other 
words, an ideal dispersed flow is driven by a superposition of Poisson processes of bubble sizes, 
and any deviation from a Poisson process indicates some unsteadiness and particle clustering. That 
is, the inter-particle time distribution function in steady-random dispersed flows is : 
 
)exp(1
)exp()(
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scanscan
scan
TT
ttT
tf ×−+−×
×−×−×= λλ
λλ
 (3) 
where t is the interparticle arrival time, Tscan is the sampling duration (herein 45 s), λ = Nab/Tscan 
and Nab is the number of particles (Heinlein and Fritsching 2006). 
Equation (8) describes an ideal dispersed flow driven by a superposition of Poisson processes of 
bubble sizes assuming non-interacting particles. Any deviation from a Poisson process indicates 
some unsteadiness and particle clustering, and the degree of non-random particle clustering may be 
quantified by Chi-square tests. In practice, the analysis is conducted by breaking down the air-water 
flow data into narrow classes of particles of comparable sizes that are expected to have the same 
behaviour (Edwards and Marx 1995b). A simple means consists in dividing the bubble/droplet 
population in terms of the air/water chord time. The inter-particle arrival time analysis may provide 
some information on preferential clustering for particular classes of particle sizes. 
Some results in terms of inter-particle arrival time distributions are shown in Figure 5 for the same 
flow conditions and at the same cross-section as the data presented in Figure 4. Figure 5 presents 
some inter-particle arrival time results for two chord time classes (0 to 0.5 msec. and 3 to 5 msec.). 
For each class of bubble sizes, a comparison between data and Poisson distribution gives some 
information on its randomness. For example, Figure 5A shows that the data for bubble chord times 
below 0.5 msec. did not experience a random behaviour because the experimental and theoretical 
distributions differed substantially in shape. The second smallest inter-particle time class (0.5-1 
msec.) had a population that was 2.5 times the expected value or about 11 standard deviations too 
large. Such a finding was not seen for medium-sized bubbles with chord times between 3 and 5 
msec. (Fig. 5B). This indicates that there was a higher probability of having bubbles with shorter 
inter-particle arrival times, hence some bubble clustering occurred. Simply the smallest class of 
bubble chord times did not exhibit the characteristics of a random process. 
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Figure 5 - Inter-particle arrival time distributions in the bubbly flow region of a hydraulic jump for 
different classes of air chord times - Comparison between data, Poisson distribution (Eq. (3), solid 
line) and expected deviations from the Poisson distribution (dashed lines) - Fr1 = 8.5, ρw×V1×d1/µw 
= 9.8 E+4, x-x1 = 0.3 m, d1 = 0.024 m 
(A) Inter-particle arrival time distributions for bubble chord times between 0 and 0.5 msec., 3055 
bubbles, χ2 = 461 
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(B) Inter-particle arrival time distributions for bubble chord times between 3 and 5 msec., 581 
bubbles, χ2 = 110 
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CONCLUSION 
In hydraulic engineering, high-velocity air-water flows are characterised by large amounts of 
entrained air with void fractions commonly larger than 5 to 10%, and air-water velocities greater 
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than 2 to 3 m/s, often between 5 and 40 m/s in prototype spillways. The basic metrology is the 
intrusive phase detection probe that was used in both laboratory and full-scale studies (Cain and 
Wood 1981, Chanson 2002). The probe sensor is designed to pierce bubbles and droplets. Some 
advanced signal processing is developed and the results yield new information on the air-water 
turbulent structures and particle clustering. 
In high-velocity flows, bubble chord distributions showed a broad range of chord times. The 
distributions were typically skewed with a preponderance of air/water chords smaller than the 
mean. An analysis of the longitudinal flow structure showed some bubble clustering in the air-water 
turbulent shear flows. A complementary approach, based upon the inter-particle arrival time 
analysis, suggested some preferential bubble clustering for small bubble chord times within the 
investigated flow conditions. Altogether both approaches are complementary, but the inter-particle 
arrival time analyses give a greater insight into the range of particle classes affected by non-random 
clustering. This is believed to be a first step towards a better characterisation of air-water flow 
structures in turbulent shear flows, and the interactions between entrained air and turbulence. 
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Abstract: Vortices in water-pump intakes play a significant role in inducing undesirable flow 
features, which may lead to poor pump performance and frequent maintenance. Experiments were 
carried out in a laboratory 1:20 scale model, to study such water-pump-intake flow features. The 
flow characterization was done with the Particle Image Velocimeter (PIV) technique, in order to 
measure two-dimensional flow velocity fields at relevant intake sections; 60-µm pollen particles 
were used as seeding. Particular emphasis was placed in determining the location of near-intake 
pipe vortices. The time analysis shows that the flow is unsteady, suggesting a characteristic 
oscillation frequency. The major limitations of the PIV technique were at the image storage level, 
as the CCD camera apparatus did not have enough memory to cover the unsteady flow. 
 
INTRODUCTION 
Vortex formation in and around the intake pipe and swirl in the intake channel are common 
problems that lead to poor pump performance and frequent maintenance. When the water in the 
channel falls below some critical level, vortices originate from the free-surface. These may be 
strong enough to entrain air, resulting in vibration, cavitation and general losses of efficiency of the 
pump. In addition, vortices that originate from the sump floor or walls may ingest, if strong enough, 
dissolved air from water. 
The process of vortex formation in water-intake installations has been studied experimentally for 
several years and resulted in useful information on how the vortices react to different parametric 
conditions. The parametric conditions usually depend on the intake position regarding the clearance 
to the walls / floor and to its submergence. 
Figure 1 shows a definition sketch of a typical water-pump intake with two pump-bays designed to 
withdraw water for a variety of uses. The source of water may be a reservoir or a river, which 
defines the conditions at the channel inlet, with the water being usually aspirated through a vertical 
pipe. The term water-pump intake refers to the channel leading water from a water source and all 
components downstream from the channel inlet, including the approaching channel, the pump 
column or intake pipe and the pump sump, bounded by the channel floor, backwall and sidewalls. 
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Figure 1 - Definition sketch of a typical water-pump intake (Rajendran and Patel 1998) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 - Classification of boundary-attached subsurface vortices by Chang (1977) 
 
 
 
 
 
 
 
 
Previous laboratory studies have identified two main types of vortices, namely: i) the free- surface 
vortices, which depend primarily on the submergence (pipe depth), and ii) the subsurface vortices, 
which depend strongly on the wall clearance and the local non-uniformity of the flow. Subsurface 
vortices include floor, backwall, and sidewall-attached vortices, according to their origins. They are 
difficult to be detected in the prototypes, since they are visible only with dye tracers injected near 
their location by the use of a syringe. Figure 2 shows the classification of subsurface vortices 
proposed by Chang (1977). 
Much of the previous experimental work on pump-sump flows is concerned with identification of 
conditions that lead to vortex formation and methods to suppress or weaken the vortices (e.g., 
Melville et al. 1984, Tagamori and Ueda 1991, Rajendran and Patel 1998). 
This study used an experimental technique based on Particle Image Velocimetry (PIV) 
measurements to analyse subsurface vortices for selected geometric conditions, in order to 
document the details of the flow structure including the number, shape and unsteadiness of the 
vortices. 
The selected water-pump intake geometry had been studied in previous numerical and experimental 
investigations (Rajendran and Patel 1998, Li 2001). The PIV measurements focused the near-wall 
sections close to the intake pipe, where the vortices were previously detected by flow visualization. 
Details can be found in Duarte (2005) and Silva et al. (2005). 
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EXPERIMENTS 
The Physical Model 
An experimental rig of a water-pump intake was constructed in the Mechanical Department of 
Instituto Superior Técnico, Portugal, to study the flow behaviour inside the pump-bay. The adopted 
physical model corresponds to a 1:20 scale model of the circulating water-pump intake bay in 
Union Electric’s Labadie plant on the Missouri River, USA (Rajendran and Patel 1998). It includes 
the equipment of flow discharge control, optics, light source, water-tanks, electromagnetic flow 
meter, valve, pump, screens, honeycomb, optic system and laser. The set-up has two-water tanks, 
which were useful to obtain a uniform flow at the entrance. The experimental rig comprises a 0.3 m 
wide, 0.3 m deep, and 1.2 m long rectangular approach channel. The walls and the floor of the 
pump bay were made of Perspex with a minimum obstruction by structural components to facilitate 
flow visualization. An 88-mm inside diameter intake pipe was used in this installation. The vertical 
intake pipe was constructed in PVC with adjustable sections made of commercial rubberized belt-
hose of 90 mm inside diameter. This enabled positioning of the intake pipe in the desire locations 
within the model pump intake. A set of (3-mm) thick perforated stainless steel plates and a 
honeycomb at the entrance of the approach flow were used to smooth the flow; this apparatus is 
important due to the relevance of the flow uniformity at the entrance. A pump driven by a 1.1 kW 
motor pumped the water back to the headbox from where it was discharged into the channel. 
 
Figure 3 - Scheme of the approach channel and of intake pipe position 
 
 
 
 
 
 
 
 
Test Conditions 
The boundary conditions of the set-up used in this work are the same as those described in Chapter 
6 of Rajendran and Patel (1998). 
 
Figure 3 shows the intake configuration in the experiments, L is the distance from the channel inlet 
section to pipe centre, W is the width of the channel, L1 and L2 are the sidewall clearances, X is the 
distance from the backwall to pipe centre, S is the pipe entry depth (or submergence) and C is the 
clearance from the floor. 
The geometry conditions used in this work were: d = 0.088 m (inner pipe diameter); D = 0.1 m 
(outer pipe diameter); L= 12.8 d, L1 = 2.15 d, L2 = 1.35 d, X = 0.9 d, S = 1.6 d, C = 0.8 d. The 
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intake pipe is positioned asymmetrical to enhance vortex generation. The flow discharge was kept 
at the constant value of 0.003 m3/s. The Reynolds number, based on the intake pipe diameter and 
average speed in the pipe, was 45000, at which well-formed subsurface and free-surface vortices 
are present. 
 
PIV Technique Characterization 
A significant number of tracers are necessary to be added to the water volume in order to obtain a 
homogeneous and sufficient particle concentration to perform PIV measurements. Two low-price 
tracers with good characteristics regarding the work goal were chosen: hydrogen bubbles and pollen 
particles. The results obtained with pollen particles were clearly better because the rather larger 
number of valid vectors obtained from the raw vector map. Pollen particles also allow a more 
efficient experimental technique due to the absence of the apparatus needed to perform the 
electrolysis. The results quality could be justified by the larger amount of particles possible to 
obtain, the good dynamic behaviour of the particles and their sufficient optical characteristics. One 
inconvenient, though, corresponds to the dirtiness associated to these tracers, that imply renew of 
the set-up water and a clean up of specific set-up sections every 24 hours of work. 
The 60- mµ  pollen particles step-response was assessed, in order to check the dynamic 
characteristics of the tracers. Pollen particles response time to a flow step of 1m/s is 0.01 s, proving 
their good dynamic characteristics for PIV measurements. Other pollen particles main 
characteristics are: pollen density is 1140 kg/m3; relaxation time is 0.0002 s; frequency response is 
745 Hz, flow field time characteristic is 0.176 s; Stokes number ( pSt ) is 0.00129 (the particles 
follow the streamlines since pSt  is less than one). 
The light plane beam opening was made through a 5 mm-height cylindrical lenses with a focal 
distance of f = 6.7 mm, sufficient to collect the entire beam emitted through the laser cavity, 
followed by a 100 mm-diameter spherical lenses with a focal distance of 70 mm. The plan view 
height was in average 10 cm-height light plane, therefore the spherical lens was located in average 
at 700 mm of the target view, in order to obtain the minimum light plan thickness. 
The uncertainty of the PIV measurements can only be based on the instantaneous velocity field. The 
uncertainty in the velocity measured was found to be 2.5% of the maximum velocity. It was 
assumed the existence of at least 25 particles per cubic millimeter. The light sheet thickness, ∆zn, is 
1 mm, M = 0.042 and Aint is 0.056 mm2. Hence, Ni is equal to 793, much greater than unity, as 
necessary. The set-up used in this research is a close set that after some time of operation creates a 
homogeneous and sufficient concentration of tracers within the flow for a PIV measurement. 
The images acquisitions used to measure the flow of the approach channel sections presented a 
frame rate of 30 fps and an exposure time of 1/500 s. The number of fps was found to be adequate. 
The exposure time of 1/500 provided the best results because it is better to associate small exposure 
time with the ability of the CCD camera to register light dispersion. Notice, when the exposure time 
is reduced, less light is captured by the CCD. The near-wall sections measurements required 
different fps rates for different flow sections due to the different velocities that occur there. Table 1 
shows the fps and the exposure time for each section. 
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Table 1 - Frames per second and exposure time required for each near-wall section 
 
Near-Wall Section Frames per second (fps) Exposure Time 
Backwall (BW) 125 1/500 s 
Floor (FL) 250 1/500 s 
Sidewall-L1 (SW1) 60 1/500 s 
Sidewall-L2 (SW2) 125 1/500 s 
 
The handling of the fps is an important feature of the PIV technique, although, when the fps is 
increased, the real time of recording decreases, degrading the time averaged results. e.g., for the 
floor vortex measurement, 250 fps were used, due to the high speed flow present in that zone. By 
contrast, for the measurement of Sidewall-L1 vortex, 60 fps were used because it is a low-velocity 
flow zone. 
The FlowMap software was used to calculate the velocity and to post-process the data. In the post-
processing, different Interrogation Areas (IA) sizes were used with respect to the required space 
resolution. Section 3.2 results were processed with 64x64 pixels IA whereas Section 3.3 results 
were processed with 32x32 pixels IA. 
 
Subsurface Vortices 
In order to perform a PIV study of specific pump-intake flow features, such as vortices, it is firstly 
necessary to mark the flow zones where they occur, through flow visualization, and identify the 
vortex locations. 
 
FlowVisualization 
Flow visualization was made through the use of blue dye injected by a syringe. The flow 
visualization revealed a variety of subsurface vortices occurring simultaneously. Vortices were 
attached to the backwall, the sidewalls and the floor. Each vortex fluctuated in strength and 
sometimes dissipated in the flow and reappeared. They also moved along the wall or the floor to 
which was attached. An interesting revealed feature was the change of orientation of the counter-
rotating vortices attached to the floor. 
 
Figure 4 - Vortices and regions for comparison (Rajendran and Patel 1998) 
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Figure 4 shows the vortices locations in a 3-D scheme of the water-pump intake. Although the 
frames were taken at different instants of time, the vortices occur simultaneously. All these vortices 
were found to meander in time over well-defined regions. 
 
Near-Wall PIV Average Results 
PIV was used to measure near-wall velocity fields wherein vortex formation was expected to occur. 
The PIV measurements of such complex flows embrace considerable trial and error to obtain good 
quality data. PIV is essentially a 2-D measurement technique and its application to a complex, 3-D 
flow has limitations. The small size of the vortices and their movement posed challenges in the 
successful implementation of PIV. With the aid of conventional flow visualization and careful 
choice of the view field, it was possible to have PIV measurements in planes cutting across the 
vortices to determine their number and location. 
Table 2 shows all plan view locations. Each flow-measured section has a normal distance to the 
closest wall, identified with (*). The x-distance, y-distance and z-distance values stand for the 
distance from the left corner of the plan view to the model reference. 
 
Table 2 - Plan view locations 
 
Vortex Location Plan view area (x;y) x-distance y-distance z-distance 
Backwall (BW) 80 mm; 85 mm 20 mm (*) 83 mm 4 mm 
Sidewall-L2 (SW2) 95 mm; 100 mm 26 mm 33 mm(*) 1 mm 
Sidewall-L1 (SW1) 90 mm ; 95 mm 175 mm 10 mm (*) 1 mm 
Floor Vortex (FL) 115 mm;105 mm 145 mm 184 mm 22 mm (*) 
 
Table 3 - Location, strength and sense of rotation of vortices 
 
Section # of 
vortices 
Vortex 
type 
Rotation Vortex 
Presence 
Camera 
position 
Observations 
SW1 1 1 + Intermittent y-  
SW2 1 2 + Persistent y+  
FL 1/2 2 +/- Intermittent z+ In most frames, a single 
vortex is present 
BW 1 2 - Persistent x+  
 
Table 3 shows the location, strength and sense of rotation of the measured vortices: i) Number of 
vortices - vortices detected with the current means; ii) Vortex type - the type of vortex according to 
Chang (1977); iii) Rotation - a plus sign (+) corresponds to a clockwise rotation of the vortex, a 
minus (-) sign corresponds to a counter-clockwise, and (+/-) corresponds to a counter-rotating pair 
of vortices (the sense of rotation is assessed from the point of view of the camera); iv) Vortex 
presence - vortices could appear and disappear, without a change of the boundary conditions, so it 
is necessary to distinguish between persistent (i.e., always present) and intermittent; v) Camera 
position - x+ means that the camera is aimed alongside the positive x-axis; y+ means that the 
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camera is aimed alongside the positive y-axis; z+ means that the camera is aimed alongside the 
positive z-axis. 
 
RESULTS 
Regarding the unsteadiness of the measured vortices, it was noticed that they meander in time. Flow 
visualization results show a periodic behaviour in the sidewall-L2 and backwall vortices movement, 
suggesting that the vortices have a characteristic oscillation frequency. But, in the sidewall-L1 and 
the floor vortices, flow visualization suggests a unsteady flow behaviour. 
Flow visualization indicated that the sidewall-L1 vortex was weak and intermittent, presumably due 
to the large clearance between sidewall-L1 and the intake pipe. The camera view is in the direction 
of the negative y-axis. The measurement plan view is 10 mm from sidewall-L1 and the view area is 
98 mm per 93 mm (x,y) where the right-edge is located at 171 mm of the backwall and the bottom 
edge is located at 1mm from the floor. Figures 5a, 5b and 5c show the average velocity field and 
two instantaneous results, respectively. The average result shown in Figure 5a suggests flow 
unsteadiness in the sidewall-L1 zone. 
 
Figure 5 - Velocity field of sidewall-L1 vortex in plane y/d = 3.38 
a) Average velocity field b) Instantaneous velocity field c) Instantaneous velocity field 
 
 
 
 
 
 
 
 
 
 
 
 
   a)            b)         c)  
 
Flow visualization indicated that the strength of the floor vortex was the highest among all vortices. 
A counter-rotating vortex pair was seen at different frames. The flow behaviour through time 
suggests that the flow may be periodic because a counter-rotating vortex pair gives origin to a 
single vortex and, after a while, the single vortex changes again into a counter-rotating vortex pair, 
although in the major part of the registered frames only a single vortex was detected. The camera 
view is in the direction of the positive z-axis. The plan view of this measurement is 22 mm from the 
floor and the view area is 105 mm per 110 mm (x,y) where the left-edge is located at 145 mm of the 
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sidewall-L2 and the top-edge is located at 35 mm from the backwall. Figure 6a shows the average 
velocity field in the floor vortex. The presence of the floor vortex is steady although the sense of 
rotation varies due to randomness or periodic formation of a pair of counter-rotating vortices from 
the single floor vortex with a further collapse creating again a single vortex.  The rms position of 
the floor vortex is located beneath the intake pipe in the centre and slight towards sidewall-L2. 
 
Figure 6 - Velocity field of floor vortex in plane z/d = 0.25 
a) Average velocity field b) Instantaneous velocity field c) Instantaneous velocity field 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           a)             b)          c) 
 
The normal velocity to the vortex plane (z-component velocity) had the highest value of all the 
normal velocity components of the measured planes. These conditions caused difficulties in 
obtaining quality raw vectors maps due to the high z-component velocity values. To allow a 
suitable PIV measurement, the time between frames had to be reduced in order to compensate the 
particles z-component velocity. The comparison between the instantaneous and the average results 
suggests that the flow is unsteady because the instantaneous results are quite different from each 
other and also not similar to the average. 
Flow visualization indicated that only a single backwall vortex was presented and located on the 
centerline of the intake pipe. The camera view is in the direction of the positive x-axis. The plan 
view of this measurement is 20 mm from the floor and the view area is 86 mm per 81 mm (x,y) 
where the left-edge is located at 79 mm of the sidewall-L2 and the bottom edge coincides with the 
floor of the channel. Figure 7a shows the average velocity field in the vortex attached to the 
backwall and Figure 7b shows the instantaneous velocity field. The rms position of the vortex was 
situated on the left of the centerline of the intake pipe. Some differences were noticed in the vortex 
structure although their sense of rotation and their locations were similar reflecting the steady state 
of the vortex and their location. 
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Figure 7 - Velocity field of backwall vortex in plane x/d = 0.22 
a) Average velocity field b) Instantaneous velocity field 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a)     b) 
 
CONCLUSIONS 
The PIV technique compels some experience from the researcher alongside the indispensable 
theoretical background, such as the amount of tracers, their uniform state inside the flow, the 
thickness of the light plane, frame rate, exposure time and, above all, the correct assembly of the 
variables to allow a correct measurement. The main difficulty during the PIV measurements was the 
loss of pair’s error, especially on the floor vortex measurement due to the high-velocity field, 
mostly the normal velocity-component regarding the plan view. In order to work around the loss of 
pair’s error, it was necessary to increase the thickness of the light plane and increase the frame rate. 
Results show unsteady flow in the floor vortex and in the sidewall-L1 movement, suggesting that 
the vortices have a characteristic oscillation frequency. 
PIV with small recording capacity is an inadequate measuring tool in some parts of the flow 
wherein characteristic variables are relevant. Thus, PIV studies should use image recording devices 
that have the capacity to register the periodic time length of the flow features in question, such as 
vortices. 
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Abstract: In order to make a better characterization of transition waters it is necessary to research 
innovative ways of doing it. Nowadays, the classical methods for water sampling are still sufficient 
to comply with the Portuguese legislation regarding water quality information. But the increasing 
environmental concerns, especially with water quality issues, will soon be implemented in 
legislation, making it continuously demanding. This leads to the need of reliable water quality data. 
Academic research and development activities in this field have been contributing to the 
development of automatic data acquisition systems, making them easily adaptable, more robust to 
interferences and external agents, autonomous and less weather dependant. 
The water quality mapping system presented follows this idea. Its extensive testing provided results 
which were analysed and used in improvements, as well as further orientations to future work in 
this field. This system has improved to a user-friendly status making the system’s developer 
supervision unnecessary. It has been used in several locations such as dam reservoirs, estuaries or 
rivers. Examples include the Montargil reservoir, the Tagus, Guadiana, Almargem and Arade 
estuaries, the Formosa River or the Óbidos lagoon. The application of this system is also foreseen in 
the near future for the Alqueva reservoir. 
 
INTRODUCTION 
Due to the constant pressure which has been made in the world’s water resources, making 
increasingly difficult the attainment of pure water, the creation of conditions to improve and 
maintain the Member-States water quality in the European Union has become a vital issue. This 
idea is strengthen by the increase of the water resources utilization as an effluent deposit 
(CARACO, 1995; NSC, 2000; WRI, 2003). 
The conclusions for a new Water Directive were therefore obtained in 1995 by the European 
Council leading to the Directive 2000/60/CE of the European Parliament and Council. This 
directive contained the guidelines for the European community water policy. 
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This directive’s main idea is the definition of a water protection communitarian board1. It will 
envision the prevention and reduction of water pollution levels and therefore improve the general 
wet ecosystems. This will imply a significant reduction of floods and dry season’s impacts.  
One of the most important aspects of this Directive is monitoring (nominated in its 8th article and 
Annex V). The state-members must guarantee the existence of this type of programs which will 
allow a water quality policy in their territory. This way, each country has the responsibility of 
creating their own management instruments which will allow them to evaluate the situation of its 
water resources in real time2 in order to increase the probability of an efficient reply to eventual 
problems.  
The fundamental idea for an estuarine ecosystem management relies in the deep knowledge of its 
dynamic situation. This characterization must be extensive and can be made, for example, through: 
a study of processes which elapse in the ecosystem, the attainment of local data parameters, 
development of numerical models or even general scientific experiences. This need of continuous 
water quality data is recognized by scientists, politicians and non-governmental organisms of 
ecosystem management (public or private) since, at least, the last 30 years (KEARNS et al., 2000). 
This type of management is supposed to support the ecosystem’s decision processes. It assumes 
special importance (and mediation) in emergency situations which demand fast decisions. In such 
situations there are tools (e.g. operational models3), which can represent instruments of extreme 
importance in helping a decision. An operational model functions in real time and must be 
constantly validated by field data series (also in real time) in order to enhance the quality of the 
necessary numerical model’s results. 
The user, knowing the model’s results, will be able to know if these are adjusted to the reality of the 
situation. Another model’s advantage is the systematic observation of important processes 
occurring in the ecosystem. Thus, an operational model is able to make a diagnosis of the situation 
and also the respective forecast. For transition waters, whose parameters assume variability, the 
classic samplings4 for the measurement parameters (dictated in the above-mentioned Directive) are 
presented as an interesting solution in an estuary general characterization but a poor one in a more 
detailed analysis. A classic sampling is made of prompt analyses and it does not express the 
estuary’s water parameters fluctuation. It is also excessively time, money, work and transport 
consummate (GLASGOW et al., 2004). 
In classic sampling studies there often field issues which do not allow the fulfilling of the pre-
                                                 
1 Water is a very wide concept and in this context it means the several groups stated in the European community 
directive: surface, transition, underground and costal water.  
2 Real time means literally "as fast as necessary". A real time system must respond to a signal, event or request in time 
of fulfilling it.  
3 Integrated management tool which is supposed to aid in decision making processes. It combines different 
technologies (numeric modulation, automatic data acquisition systems and database management) and it is capable of 
efficiently dealing with environmental management complex problems (adapted from FERNANDES, 2005). 
4 Filling a bottle with water for further laboratory analysis. 
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established campaign protocols. Some examples are: the analyses are not in-situ, taking too long to 
reach the laboratory (this situation conducts to incorrect values of non-conservative water 
parameters); some reagents may be contaminated due to human error or there may be incorrect data 
transcriptions (PETTINGER, 1971; TEILLET et al., 2002).  
In order to achieve an efficient management, water resources managers need continuous historical 
data. Without these long data series, correct water quality estimations are not possible, nor is 
possible to delineate adequate species conservation and preservation programs or to know if these 
are to result (GLASGOW et al., 2004; [2]).  
Recently, and in order to respond to these questions, specific sensors for on-line in situ monitoring 
have been developed and/or improved with the purpose of constant data acquisition. These sensors 
are in continuous communication with a land based server and allow data to be remotely acceded. 
This functionality allows a continuous monitoring process and can be programmed to be a warning 
system for emergency situations (or of their forecast).  
In order to obtain a complete estuary characterization it is necessary to make a detailed time and 
space study. These two perspectives represent distinct challenges and the final solution will be 
obtained after a complete characterization of these complementary aspects.  
Nowadays the automatic data acquisition procedures are foreseen as the future of this scientific 
field because they are able to accumulate large data sets and save (material and human) resources 
used during sampling campaigns when compared to classic analysis. These characteristics make 
this last method much more expensive than the automatic processes for the same time period and 
sampling rate. The data quality in classic sampling can be compromised by the samples transport 
and conservation conditions to the laboratory. On the other hand, such a laboratory has less hostile 
analysis conditions than the field automatic ones and is therefore likely to acquire more accurate 
results.  
A real time automatic data acquisition system with remote data transmission capabilities is a 
powerful tool for efficient water resources management, although raises new problems which have 
to be tackled successively, namely bulk data management, calibration, accuracy and long term 
stability of sensors, as well as long term energetic autonomy. 
The aim of the present paper is to present the development of a new integrated water quality 
automatic acquisition system. This tool is capable of collecting water quality parameter data and 
provide simultaneous link to their geographic coordinates for each instant. The collected data is 
important for the estuary characterization and for the calibration of numerical models such as 
MOHID- [3]. It is a necessary tool for the development of the already mentioned operational 
models. 
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METHODOLOGY 
Usually, an automatic data acquisition system forms a chain composed of three stages: 
1. Sensors (transducers associated to signal conditioning units) 
2. Datalogger (has a programmed measurement schedule and is the first stage for data 
processing, data accumulation and data communication) 
3. Computer (database) 
The most common application for monitoring purposes consists of making a permanent surveillance 
of an environmental system (e.g. estuarine) through a number of appropriately selected parameters. 
It is also import to recall that monitoring is an activity which relies far beyond data acquisition, 
regarding activities like observation and reporting ([4]). 
Monitoring activities are fundamental to a correct environmental management because they supply 
the necessary means to correctly evaluate the past management decisions and the required 
information for the future (ANJOS and LINO, 2003; ANJOS, 2006; FERNANDES, 2005). 
The implementation of a reference monitoring network for surface water quality data acquisition is 
able to gather information about physical, chemical and biological water properties. This data can 
be directly related to natural and anthropogenic actions.  
The definition of a reference water quality network relies on the following factors: 
− Sampling objectives; 
− Sampling areas; 
− Sampling parameters; 
− Sampling rate (uniform or multiple); 
− Definition of the necessary equipment (instrumentation and logistics); 
− Construction of a sampling values database. 
A monitoring program is usually expensive. It is therefore very important to choose its appropriate 
water quality parameters. 
One of the most import aspects of this procedure should be the temporal and spatial variability of 
all the water quality parameters. Those which assume more variability may require a higher 
analysis rate than the more stable and predictable ones (MELLOR, 1996). 
An YSI 6600 EDS multiparametric probe was chosen for the parameters analysis. 
Using this equipment along with the Mohid outputs, the chosen water quality parameters to monitor 
were: temperature, pH, salinity, dissolved oxygen, phytoplankton, and turbidity. These parameters 
are effectively the most important to be monitored in a estuary (BREWER, 1994; MILLER, 1998; 
VALIELA, 1995). 
In the future, some other valuable physical and biochemistry parameters (e.g. Phosphorus or 
Nitrogen, water current’s direction and velocity sensor) should also be included.  
A sampling interval of 5 seconds was selected for the continuous monitoring of all quantities, by 
taking into account the scale the phenomena involved, the response of sensors and the speed of the 
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vessel5. 
Some of the above stated parameters are not directly calculated but are instead correlated to other 
direct sensor measures. For example, salinity is obtained through conductivity and phytoplankton 
through chlorophyll_a. In this case the two values are directly proportional (ALLEN, 2002; ALLEN 
et al., 2002): the conversion factor used for the Tagus estuary was 60 mg C/mg chlorophyll_a 
(PORTELA, 1996). 
A GPS receiver device, with the NMEA0183 protocol, was used for the determination of the 
geographic coordinates for each instant. This is today’s easiest way of knowing an objects position 
with a relative error less than 10m ([5]). 
The GPS basic operational system is quite simple: the receptor interprets the received signal and 
calculates the distance to the correspondent satellite which emitted the signal. Its results are made 
through triangulation calculus of the emitting satellite signals which can be received in almost 
every place on Earth. 
The chosen Datalogger was a Campbell Scientifics’ CR10X ([6]). This is an autonomous electronic 
device for data control and acquisition prepared for adverse environments which is usually mounted 
in an appropriate protective box. It manages the received signals from the devices which is 
connected to and can convert them to a digital format. It has also the ability to make immediate 
statistical data analysis and store the values in a non-volatile memory. The data can be remotely 
downloaded (Bluetooth) or by a direct cable connection (RS232). 
Other accessories included a 12V - 60Ah car battery, a water pump (with a flow rate of 14 litters 
per minute) and a +GF+ SIGNET 2100 Turbine Flow Sensor. Fig. 1 shows the diagram of the 
developed water quality mapping system.  
 
Figure 1 - Mapping system schematics 
 
 
Hydraulic details should be attentively regarded in the design phase due to their influence on the 
quality of sampling. The water circuit is maintained by a water pump forcing the water through the 
                                                 
5 Having in mind the limitations of the datalogger memory and the sensors slowest response (4s) this value was 
suggested so there would be sufficient data for a path to be drawn according to the vessel’s speed. 
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probe’s flow cell where the sensors are installed. The water flows continuously and it is poured out 
downstream. This system is used for near surface water sampling. The pump should be placed 
preferably downstream of the multiparametric probe, in order to avoid sampling the same water 
volume twice and to affect adversely some physical properties of the sample by centrifugal 
pumping. 
The software developed by Campbell Scientific was used for the data transfer. Data is monitored in 
situ and transferred to a notebook or pocket pc. The system’s output is an ASCII comma-separated 
text file with every analysis instant recorded in each line. Afterwards data from this “.dat” file are 
transferred to a mapping database. 
The data post processing has also been successively improved and nowadays consists of several 
applications which validate data and construct Excel tables and graphics. 
 
RESULTS AND IMPROVEMENTS 
The construction, design and output possibilities of this system are this paper’s main results. The 
initial results of the mapping system were provided in October 2004 (ANJOS, 2006). The first three 
months of development were especially important as they made deep structural changes in both 
hardware and software. 
Since then, the system has enough stability to be used in several investigation projects without the 
direct supervision of the system’s manager. 
It has been used in several locations besides the Tagus estuary such as the Guadiana, Almargem and 
Arade estuaries, the Formosa river, the Albufeira shoreline (all in Algarve, Portugal), the Óbidos 
lagoon and the Montargil reservoir. 
The application of this data acquisition system is also foreseen in the near future for the Alqueva 
reservoir. 
In this paper, three types of results are presented as illustrative examples of the system’s outputs: 
time series of the system’s results; time series with the MOHID and classic sampling results and 
water parameter maps. 
The first above mentioned is a simple time series for each of the sampled water quality parameter. 
The graphic is automatically created by one the developed software applications. One of the most 
important estuary water quality parameters is salinity (Fig. 2). The values round 35 ppt which is an 
expected value for this part of the estuary which has a main sea influence. 
Fig. 3 shows a comparison of the mapping system results with the MOHID model and classic 
sampling ones. The mapping system and classical sampling results are almost concurring. Fig. 4 
shows the third presented type of output for the developed system. 
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Figure 2 - Water salinity diagram for the Tagus estuary - July 2005 
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Figure 3 - Time series of water salinity: probe, model and laboratory results - July 2005 
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This system has been used in its full power (after initial tests and improvements) since late 
December 2004. Due to the system’s continuous development, the results have shown a progressive 
positive evolution. 
The vessel used for mapping the Tagus estuary has experienced some readjustments in order to 
smooth the progress of the system’s installation. Presently it includes a pre-installed pump so there 
is no need for a car battery or the water pump.  
The system uses a pocket PC with Bluetooth technology which mitigates the risk of wetting the 
notebook and reduces the number of cables in use. This makes the system even more user-friendly 
because it is only necessary to connect one cable (GPS) to the datalogger’s control box. Wireless 
GPS connectivity (Bluetooth or radio) should be provided in a near future.  
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When the vessel has a near zero speed (pull out and stopping) the water tubes are often filled with 
air bubbles. A debubbler would probably solve this problem in a future upgrade without 
compromising the water quality analysis. 
The probe’s optic sensors (Chlorophyll and Turbidity) have a common error superior to the 
electrodes. This situation is referred in the manufacture’s manual but causes some distress with the 
final result analysis. The error is larger in a flow cell when compared to stationary probe values. 
This situation could be solved if separated chlorophyll and turbidity sensors were used or if the 
sensors were calibrated according to a field scenario. For the turbidity parameter a sufficiently large 
amount of calibration solutions should be acquired to calibrate the whole system accordingly to 
field conditions. This would lead to different accuracies and certainly improve them. In order to 
make a more complete water analysis a Doppler current sensor should be attached to the system. 
 
Figure 4 - Salinity Map for the Tagus estuary 
 
 
 
CONCLUSIONS 
The incorporation of sensor and data acquisition modern technologies was the motivation for the 
development of this mapping system. This system’s potential is enormous and can be used with 
other sensors or technologies like tide gauges for achieving other proposed objectives.  
This project, its dimension, tests, tuning and improvements made possible the achievement of a 
development stage which has made the prototype very easy to use, with considerable operating 
capabilities. The instruments quality (transduction, signal conditioning, acquisition) is essential for 
achieving such characteristics and others like easy data recording and availability for outside uses.  
Assembly and conditioning details are also important for achieving and improving the intended 
objectives of robustness, accuracy and immunity.  
  Salinity 
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Although this system has been mainly used in estuaries, it was applied in artificial reservoirs. The 
data which will be collected in the Alqueva reservoir is expected to provide a significant 
contribution for the knowledge of the basin’s hydrodynamics.  
The system has also provided a significant contribution for the Tagus estuary operational model 
([8]). This project would gain enormous benefits with the installation of several monitoring buoys 
across the estuary or by using the mapping system in a ferry boat. The future installation of two 
land-based monitoring stations (and the actual meteorological post) will also make a considerable 
contribution to the operational model. 
As a final remark one must add that the research and implementation of this mapping system is an 
example of how to strengthen the cooperation between universities and companies. However, the 
interdisciplinary and dynamics of such change must be assured. 
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1ST PRESENTATION 
Title: Advanced Post-Processing and Correlation Analyses in High-Velocity 
Air-Water Flows 
Speaker(s) Hubert Chanson 
 
Brief description of author(s) approach 
The primary intent of this presentation was to illustrate the use of phase-detection intrusive probes 
for characterizing the streamwise air-water structure of high velocity flows. The use of two or more 
probes can provide additional information regarding this structure. The equipment used was 
relatively inexpensive and the processing of the data obtained from the probes is relatively 
straightforward.  It is important to be able to have the raw data from the instruments to adequately 
apply the methods presented.   
A secondary goal of the presentation was to illustrate the perspective of the senior researcher in 
collaboration with a junior researcher. 
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Questions and answers 
Q: What are the calibration requirements and accuracy? 
A: Relatively straightforward – equipment should be tested on well-defined flow and combined 
with high speed photography to know that the bubble piercing is adequate given the flow 
characteristics. With regard to accuracy, it is important to size and locate the sensors relative to the 
size of the bubbles.  
A general discussion followed regarding the use of statistical results provided by the 
instrumentation versus the use of the raw data. In summary, it is important to be able to obtain raw 
data from the instrument. 
 
Q: How is the threshold defined? 
A: A single threshold of 35-45% of the air-water ratio is used. 
 
Q: How is turbulence level defined? 
A: The turbulence is not related to the air/water ratio, but to the number of the bubbles. 
 
Q: Have the authors looked into the use of multiple probes (i.e. more than two) ? 
A: Yes, there can be problems with interference with using closely spaced, multiple probes. 
 
Rapporteur's appreciation 
As a practicing engineer with little experience in physical modelling and measurement of hydraulic 
characteristics in model studies, the main information from this presentation was that some 
relatively simple equipment and processing can be used to define complicated air-water flows. 
There was a significant discussion at the round table with regard to this presentation and those 
involved are very interested in seeing the final paper as well as many of the references used in the 
paper. 
 
2ND PRESENTATION 
Title: PIV Limitations in Water-Pump Intake Measurements 
Speaker(s) Alexandre Duarte 
 
Brief description of author(s) approach 
The presentation focused on the use of Particle Image Velocimetry (PIV) measurements to 
characterise the submerged vortices that develop beneath pump intakes in a basin. Pollen particles 
were used in the experiments due to its relative low cost when compared to materials commonly 
used in PIV. The speaker raised some concerns about the usage of experimental techniques to 
measure and predict time- and space-variable flows such as those at a pump intake: specifically, the 
use of average velocity field results instead of the instantaneous results. 
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Questions and answers 
Q: Was some low pass/high pass filtering considered to look at the periodic pattern? 
A: No. The focus was to apply a simply PIV study. This should be a focus of further studies. 
 
Q: What was the density and size of the pollen particles? 
A: Particles had a specific gravity of 1.2.  Size of particles was 2-3 pixels. Pollen was used because 
it is relatively inexpensive compared to particles commonly used in PIV such as glass spheres. 
R: The questioner suggested that ceramic particles have been used with some success and are 
relatively inexpensive. 
 
Q: Can vegetable dye be used with PIV? 
A: Theoretically, yes. However, the velocity flow is disturbed in the injection point of the dye. 
 
At the round table, the purpose and motivation for the work was discussed.  The primary reason for 
better defining the vortex was to prevent cavitation resulting from the introduction of air into the 
system. There was also interest in the use of PIV to obtain turbulence information. 
 
Rapporteur's appreciation 
As stated for the 1st presentation, the rapporteur had little expertise in the field of physical 
modelling and instrumentation. He was surprised that something as complicated as a variable vortex 
can be well defined through the application of a relatively straight-forward technology. The main 
point was the issue related to averaged versus instantaneous results. One suggestion at the round 
table was the inclusion of the author's motivation and the capabilities of the technique used in the 
final paper. 
 
3RD PRESENTATION 
Title: Technologic Innovation in Data Acquisition Systems applied to 
Environmental Monitoring - Development of an Automatic Water 
Quality Mapping System 
Speaker(s) Diogo Anjos 
 
Brief description of author(s) approach 
This presentation focused on the use of instrumentation, data loggers, and GPS technologies to 
simultaneously obtain various characteristics of a water body such as a reservoir or estuary.  
Application of these methods allowed the researcher to obtain a significant amount of data in a 
relatively short time. Data obtained included, but were not limited to temperature, pH, dissolved 
oxygen, and salinity. The data can then be presented on a map of the water body to detect trends.  
The methodology was used in to the Tagus estuary and the Montargil reservoir. 
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Questions and answers 
Q: Could this or similar equipment be used to make tidal or water quality measurements? 
A: Yes. 
 
Q: How are the instruments calibrated? 
A: Each sensor is calibrated according to the manufacturer’s requirements. It is important to 
calibrate to specific site conditions. 
A comment was made that methods similar to these have been used in Australia and some problems 
were encountered with the heating of water after being pumped onto the boat. 
 
Q: With all of the data automated, where is the quality control? 
A: The quality control is in the post processing of the data. 
 
Q: Is the in-situ measurement recommended in lieu of more traditional sampling and lab testing? 
A: Yes, more data can be obtained, making this a more cost effective approach.  Sampling/lab 
testing should be used to confirm results. 
 
Participants in the round table were surprised by the lesser costs than those of more traditional 
methods. In addition, the point was made that this type of data acquisition would be valuable to 
hydrodynamic models. 
 
Rapporteur's appreciation 
This presentation was quite different than the first two, which dealt with instrumentation and 
measurement of flow characteristics in physical model studies. This related more to environmental 
data acquisition in the "real world". The rapporteur saw such a method presented applied in the 
United States, but it is his understanding that this is one of the first uses in Portugal. This paper 
should provide the basis for future projects such as reservoir models. It will be important to present 
the cost effectiveness of the methods to obtain interest in the commercial applications of in-situ data 
acquisition. 
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BIBLIOGRAPHIC REFERENCE OF THE REPORT CH61/06 
The Hydraulic Model research report series CH is a peer-reviewed publication published by the 
Division of Civil Engineering at the University of Queensland, Brisbane, Australia. 
 
The bibliographic reference of the present book is : 
 
Matos, J., and Chanson, H. (2006). "Hydraulic Structures: a Challenge to Engineers and 
Researchers." Proceedings of the International Junior Researcher and Engineer Workshop on 
Hydraulic Structures (IJREWHS'06), 2-4 Sept., Montemor-o-Novo, Hydraulic Model Report No. 
CH61/06, Div. of Civil Engineering, The University of Queensland, Brisbane, Australia, Dec., 
205 pages (ISBN 1864998687). 
 
Each paper of the proceedings book must be referenced as, for example: 
 
Chanson, H. (2006). "Research Quality, Publications and Impact in Hydraulic Engineering into the 
21st Century. Publish or Perish, Commercial versus Open Access, Internet versus Libraries ?" 
Proceedings of the International Junior Researcher and Engineer Workshop on Hydraulic 
Structures (IJREWHS'06), Montemor-o-Novo, Jorge Matos and Hubert Chanson Eds., Report 
CH61/06, Div. of Civil Engineering, The University of Queensland, Brisbane, Australia, Dec., 
pp 1-10 (ISBN 1864998687). 
 
 
The Report CH61/06 is available, in the present form, as a PDF file on the Internet at UQeSpace : 
 
http://espace.library.uq.edu.au/ 
 
It is listed at : 
 
http://espace.uq.edu.au/list.php?browse=author&author=Chanson,%20Hubert 
 
188 
HYDRAULIC MODEL RESEARCH REPORT CH 
The Hydraulic Model research report series CH is a peer-reviewed publication published by the 
Division of Civil Engineering at the University of Queensland, Brisbane, Australia. Orders of any 
of the Hydraulic Model Reports should be addressed to the Departmental Secretary. 
 
 Departmental Secretary, Div. of Civil Engineering, The University of Queensland 
 Brisbane 4072, Australia - Tel.: (61 7) 3365 3619 - Fax : (61 7) 3365 4599 
 Url: http://www.eng.uq.edu.au/civil/ Email: hodciveng@uq.edu.au 
 
Report CH Unit price Quantity Total 
price 
MATOS, J., and CHANSON, H. (2006). "Hydraulic Structures: a 
Challenge to Engineers and Researchers." Proc. Intl Junior Researcher 
and Engineer Workshop on Hydraulic Structures (IJREWHS'06), 2-4 
Sept., Montemor-o-Novo, Portugal, Report No. CH61/06, Div. of Civil 
Engineering, The University of Queensland, Brisbane, Australia, Dec., 
205 pages (ISBN 1864998687). 
AUD$100   
CHANSON, H., TAKEUCHI, M, and TREVETHAN, M. (2006). "Using 
Turbidity and Acoustic Backscatter Intensity as Surrogate Measures of 
Suspended Sediment Concentration. Application to a Sub-Tropical 
Estuary (Eprapah Creek)." Report No. CH60/06, Div. of Civil 
Engineering, The University of Queensland, Brisbane, Australia, July 
(ISBN 1864998628). 
AUD$60.00   
CAROSI, G., and CHANSON, H. (2006). "Air-Water Time and Length 
Scales in Skimming Flows on a Stepped Spillway. Application to the 
Spray Characterisation." Report No. CH59/06, Div. of Civil Engineering, 
The University of Queensland, Brisbane, Australia, July (ISBN 
1864998601). 
AUD$60.00   
TREVETHAN, M., CHANSON, H., and BROWN, R. (2006). "Two 
Series of Detailed Turbulence Measurements in a Small Sub-Tropical 
Estuarine System." Report No. CH58/06, Div. of Civil Engineering, The 
University of Queensland, Brisbane, Australia, Mar. (ISBN 1864998520).
AUD$60.00   
KOCH, C., and CHANSON, H. (2005). "An Experimental Study of Tidal 
Bores and Positive Surges: Hydrodynamics and Turbulence of the Bore 
Front." Report No. CH56/05, Dept. of Civil Engineering, The University 
of Queensland, Brisbane, Australia, July (ISBN 1864998245). 
AUD$60.00   
CHANSON, H. (2005). "Applications of the Saint-Venant Equations and 
Method of Characteristics to the Dam Break Wave Problem." Report No. 
CH55/05, Dept. of Civil Engineering, The University of Queensland, 
Brisbane, Australia, May (ISBN 1864997966). 
AUD$60.00   
CHANSON, H., COUSSOT, P., JARNY, S., and TOQUER, L. (2004). 
"A Study of Dam Break Wave of Thixotropic Fluid: Bentonite Surges 
down an Inclined plane." Report No. CH54/04, Dept. of Civil 
Engineering, The University of Queensland, Brisbane, Australia, June, 90 
pages (ISBN 1864997710). 
AUD$60.00   
CHANSON, H. (2003). "A Hydraulic, Environmental and Ecological 
Assessment of a Sub-tropical Stream in Eastern Australia: Eprapah 
Creek, Victoria Point QLD on 4 April 2003." Report No. CH52/03, Dept. 
of Civil Engineering, The University of Queensland, Brisbane, Australia, 
June, 189 pages (ISBN 1864997044). 
AUD$90.00   
CHANSON, H. (2003). "Sudden Flood Release down a Stepped Cascade. 
Unsteady Air-Water Flow Measurements. Applications to Wave Run-up, 
Flash Flood and Dam Break Wave." Report CH51/03, Dept of Civil Eng., 
Univ. of Queensland, Brisbane, Australia, 142 pages (ISBN 
1864996552). 
AUD$60.00   
189 
CHANSON, H,. (2002). "An Experimental Study of Roman Dropshaft 
Operation : Hydraulics, Two-Phase Flow, Acoustics." Report CH50/02, 
Dept of Civil Eng., Univ. of Queensland, Brisbane, Australia, 99 pages 
(ISBN 1864996544). 
AUD$60.00   
CHANSON, H., and BRATTBERG, T. (1997). "Experimental 
Investigations of Air Bubble Entrainment in Developing Shear Layers." 
Report CH48/97, Dept. of Civil Engineering, University of Queensland, 
Australia, Oct., 309 pages (ISBN 0 86776 748 0). 
AUD$90.00   
CHANSON, H. (1996). "Some Hydraulic Aspects during Overflow 
above Inflatable Flexible Membrane Dam." Report CH47/96, Dept. of 
Civil Engineering, University of Queensland, Australia, May, 60 pages 
(ISBN 0 86776 644 1). 
AUD$60.00   
CHANSON, H. (1995). "Flow Characteristics of Undular Hydraulic 
Jumps. Comparison with Near-Critical Flows." Report CH45/95, Dept. of 
Civil Engineering, University of Queensland, Australia, June, 202 pages 
(ISBN 0 86776 612 3). 
AUD$60.00   
CHANSON, H. (1995). "Air Bubble Entrainment in Free-surface 
Turbulent Flows. Experimental Investigations." Report CH46/95, Dept. 
of Civil Engineering, University of Queensland, Australia, June, 368 
pages (ISBN 0 86776 611 5). 
AUD$80.00   
CHANSON, H. (1994). "Hydraulic Design of Stepped Channels and 
Spillways." Report CH43/94, Dept. of Civil Engineering, University of 
Queensland, Australia, Feb., 169 pages (ISBN 0 86776 560 7). 
AUD$60.00   
POSTAGE & HANDLING (per report) AUD$10.00   
GRAND TOTAL    
 
 
OTHER HYDRAULIC RESEARCH REPORTS 
 
Reports/Theses Unit price Quantity Total price
GONZALEZ, C.A. (2005). "An Experimental Study of Free-Surface 
Aeration on Embankment Stepped Chutes." Ph.D. thesis, Dept of 
Civil Engineering, The University of Queensland, Brisbane, 
Australia, 240 pages. 
AUD$80.00   
TOOMBES, L. (2002). "Experimental Study of Air-Water Flow 
Properties on Low-Gradient Stepped Cascades." Ph.D. thesis, Dept 
of Civil Engineering, The University of Queensland, Brisbane, 
Australia. 
AUD$120.00   
CHANSON, H. (1988). "A Study of Air Entrainment and Aeration 
Devices on a Spillway Model." Ph.D. thesis, University of 
Canterbury, New Zealand. 
AUD$60.00   
POSTAGE & HANDLING (per report) AUD$10.00   
GRAND TOTAL    
 
 
CIVIL ENGINEERING RESEARCH REPORT CE 
 
The Civil Engineering Research Report CE series is published by the Division of Civil Engineering 
at the University of Queensland. Orders of any of the Civil Engineering Research Report CE should 
be addressed to the Departmental Secretary. 
190 
 
 Departmental Secretary, Dept. of Civil Engineering, The University of Queensland 
 Brisbane 4072, Australia 
 Tel.: (61 7) 3365 3619  Fax : (61 7) 3365 4599 
 Url: http://www.eng.uq.edu.au/civil/ Email: hodciveng@uq.edu.au 
 
Recent Research Report CE Unit price Quantity Total price
GONZALEZ, C.A., TAKAHASHI, M., and CHANSON, H. (2005). 
"Effects of Step Roughness in Skimming Flows: an Experimental 
Study." Research Report No. CE160, Dept. of Civil Engineering, 
The University of Queensland, Brisbane, Australia, July (ISBN 
1864998105). 
AUD$10.00   
CHANSON, H., and TOOMBES, L. (2001). "Experimental 
Investigations of Air Entrainment in Transition and Skimming Flows 
down a Stepped Chute. Application to Embankment Overflow 
Stepped Spillways." Research Report No. CE158, Dept. of Civil 
Engineering, The University of Queensland, Brisbane, Australia, 
July, 74 pages (ISBN 1 864995297). 
AUD$10.00   
HANDLING (per order) AUD$10.00   
GRAND TOTAL    
 
Note: Prices include postages and processing. 
 
 
PAYMENT INFORMATION 
 
1- VISA Card 
 
Name on the card :  
 
Visa card number :  
 
Expiry date :  
 
Amount :  
AUD$ ........................................... 
 
 
2- Cheque/remittance payable to : THE UNIVERSITY OF QUEENSLAND and crossed "Not 
Negotiable". 
 
N.B. For overseas buyers, cheque payable in Australian Dollars drawn on an office in 
Australia of a bank operating in Australia, payable to: THE UNIVERSITY OF 
QUEENSLAND and crossed "Not Negotiable". 
 
191 
 
Orders of any Research Report should be addressed to the Departmental Secretary. 
 
 Departmental Secretary, Div. of Civil Engineering, The University of Queensland 
 Brisbane 4072, Australia - Tel.: (61 7) 3365 3619 - Fax : (61 7) 3365 4599 
 Url: http://www.eng.uq.edu.au/civil/ Email: hodciveng@uq.edu.au 
 
