In this paper, we consider distributed algorithms for solving the empirical risk minimization problem under the master/worker communication model. We develop a distributed asynchronous quasiNewton algorithm that can achieve superlinear convergence. To our knowledge, this is the first distributed asynchronous algorithm with superlinear convergence guarantees. Our algorithm is communication-efficient in the sense that at every iteration the master node and workers communicate vectors of size O(p), where p is the dimension of the decision variable. The proposed method is based on a distributed asynchronous averaging scheme of decision vectors and gradients in a way to effectively capture the local Hessian information of the objective function. Our convergence theory supports asynchronous computations subject to both bounded delays and unbounded delays with a bounded time-average. Unlike in the majority of asynchronous optimization literature, we do not require choosing smaller stepsize when delays are huge. We provide numerical experiments that match our theoretical results and showcase significant improvement comparing to state-of-the-art distributed algorithms.
Introduction
Many optimization problems in machine learning including empirical risk minimization are based on processing large amounts of data as an input. Due to the advances in sensing technologies and storage capabilities the size of the data we can collect and store increases at an exponential manner. As a consequence, a single machine (processor) is typically not capable of processing and storing all the samples of a dataset. To solve such "big data" problems, we typically rely on distributed architectures where the data is distributed over several machines that reside on a communication network [1, 2] . In such modern architectures, the cost of communication is typically orders of magnitude larger than the cost of floating point operation costs and the gap is increasing [3] . This requires development of distributed optimization algorithms that can find the right trade-off between the cost of local computations and that of communications.
In this paper, we focus on distributed algorithms for empirical risk minimization problems. The setting is as follows: Given n machines, each machine has access to m i samples {ξ i,j } variables supported on a set P ⊂ R d . Each machine has a loss function that is averaged over the local dataset:
where the function φ : R p × R d → R is convex in x for each ξ ∈ R d fixed and λ ≥ 0 is a regularization parameter. The goal is to develop communication-efficient distributed algorithms to minimize the overall empirical loss defined by
The communication model we consider is the centralized communication model, also known as the master/worker model [4] . In this model, the master machine possesses a copy of the global decision variable x which is shared with the worker machines. Each worker performs local computations based on its local data which is then communicated to the master node to update the decision variable. The way communications are handled can be synchronous or asynchronous, resulting in different type of optimization algorithms and convergence guarantees. The merit of synchronization is that it prevents workers from using obsolete information and, thereby, from submitting a low quality update of parameters to the master. The price to pay, however, is that all the nodes have to wait for the slowest worker, which leads to unnecessary overheads. Asynchronous algorithms do not suffer from this issue, maximizing the efficiency of the workers while minimizing the system overheads. Asynchronous algorithms are particularly preferable over networks with heterogeneous machines with different memory capacities, work overloads, and processing capabilities.
There has been a number of distributed algorithms suggested in the literature to solve the empirical risk minimization problem (1) based on primal first-order methods [5, 6, 7] , their accelerated or variance-reduced versions [8, 9, 10, 11, 12] , lock-free parallel methods [2, 13] , coordinate descent-based approaches [4, 14, 15, 16] , dual methods [17, 15] , primal-dual methods [4, 18, 19, 16, 20] , distributed ADMM-like methods [21] as well as quasi-Newton approaches [22, 23] , inexact second-order methods [24, 25, 26, 27, 28, 29] and general-purpose frameworks for distributed computing environments [18, 19] both in the asynchronous and synchronous setting. The efficiency of these algorithms is typically measured by the communication complexity which is defined as the equivalent number of vectors in R p sent or received across all the machines until the optimization algorithm converges to an ε-neighborhood of the optimum value. Lower bounds on the communication complexity have been derived in [30] as well as some linearly convergent algorithms achieving these lower bounds [26, 8] . However, in an analogy to the lower bounds obtained by [31] for first-order centralized algorithms, the lower bounds for the communication complexity are only effective if the dimension p of the problem is allowed to be larger than the number of iterations. This assumption is perhaps reasonable for very large scale problems where p can be billions, however it is clearly conservative for moderate to large-scale problems where p is not as large.
Contributions: Most existing state-of-the-art communication-efficient algorithms for strongly convex problems share vectors of size O(p) at every iteration while having linear convergence guarantees. In this work, we propose the first communication-efficient asynchronous optimization algorithm that can achieve superlinear convergence for solving the empirical risk minimization problem under the master/worker communication model. Our algorithm is communication-efficient in the sense that it also shares vectors of size O(p). Our theory supports asynchronous computations subject to both bounded delays and unbounded delays with a bounded time-average. We provide numerical experiments that illustrate our theory and practical performance. The proposed method is based on a distributed asynchronous averaging scheme of decision vectors and gradients in a way to effectively capture the local Hessian information. Our proposed algorithm, Distributed Averaged Quasi-Newton (DAve-QN) is inspired by the Incremental Quasi-Newton (IQN) method proposed in [32] which is a deterministic incremental algorithm based on the BFGS method. In contrast to the IQN method which is designed for centralized computation, our proposed scheme can be implemented in asynchronous master/worker distributed settings; allowing better scalability properties with parallelization, while being robust to delays of the workers as an asynchronous algorithm.
Related work. Although the setup that we consider in this paper is an asynchronous master/worker distributed setting, it also relates to incremental aggregated algorithms [33, 34, 35, 36, 6, 37, 38] , as at each iteration the information corresponding to one of the machines, i.e., functions, is evaluated while the variable is updated by aggregating the most recent information of all the machines. In fact, our method is inspired by an incremental quasi-Newton method proposed in [32] and a delay-tolerant method from [39] . However, in the IQN method, the update at iteration t is a function of the last n iterates {x t−1 , . . . , x t−n }, while in our asynchronous distributed scheme the updates are performed on delayed iterates {x
This major difference between the updates of these two algorithms requires a challenging different analysis. Further, our algorithm can be considered as an asynchronous distributed variant of traditional quasi-Newton methods that have been heavily studied in the numerical optimization community [40, 41, 42, 43] . Also, there have been some works on decentralized variants of quasi-Newton methods for consensus optimization where communications are performed over a fixed arbitrary graph where a master node is impractical or does not exist, this setup is also known as the multi-agent setting [44] . The work in [22] introduces a linearly convergent decentralized quasi-Newton method for decentralized settings. Our setup is different where we have a particular star network topology obeying the master/slave hierarchy. Furthermore, our theoretical results are stronger than those available in the multi-agent setting as we establish a superlinear convergence rate for the proposed method.
Outline. In Section 2.1, we review the update of the BFGS algorithm that we build on our distributed quasi-Newton algorithm. We formally present our proposed DAve-QN algorithm in Section 2.2. We then provide our theoretical convergence results for the proposed DAve-QN method in Section 3. Numerical results are presented in Section 4. Finally, we give a summary of our results and discuss future work in Section 5.
Algorithm

Preliminaries: The BFGS algorithm
The update of the BFGS algorithm for minimizing a convex smooth function f : R p → R is given by
where B t+1 is an estimate of the Hessian ∇ 2 f (x t ) at time t and η t is the stepsize (see e.g. [45] ). The idea behind the BFGS (and, more generally, behind quasi-Newton) methods is to compute the Hessian approximation B t+1 using only first-order information. Like Newton methods, BFGS methods work with stepsize η t = 1 when the iterates are close to the optimum. However, at the initial stages of the algorithm, the stepsize is typically determined by a line search for avoiding the method to diverge.
A common rule for the Hessian approximation is to choose it to satisfy the secant condition B t+1 s t+1 = y t+1 ,where
, and y t+1 = ∇f (x t ) − ∇f (x t−1 ) are called the variable variation and gradient variation vectors, respectively. The Hessian approximation update of BFGS which satisfies the secant condition can be written as a rank-two update
Note that both matrices U t and V t are rank-one. Therefore, the update (3) is rank two. Owing to this property, the inverse of the Hessian approximation B t+1 can be computed at a low cost of O(p 2 ) arithmetic iterations based on the Woodbury-Morrison formula, instead of computing the inverse matrix directly with a complexity of O(p 3 ). For a strongly convex function f with the global minimum x * , a classical convergence result for the BFGS method shows that the iterates generated by BFGS are superlinearly convergent [46] , i.e. lim t→∞
There are also limited-memory BFGS (L-BFGS) methods that require less memory (O(p)) at the expense of having a linear (but not superlinear) convergence [45] . Our main goal in this paper is to design a BFGS-type method that can solve problem (1) efficiently with superlinear convergence in an asynchronous setting under the master/slave communication model. We introduce our proposed algorithm in the following section.
A Distributed Averaged Quasi-Newton Method (Dave-QN)
In this section, we introduce a BFGS-type method that can be implemented in a distributed setting (master/slave) without any central coordination between the nodes, i.e., asynchronously. To do so, we consider a setting where n worker nodes (machines) are connected to a master node. Each worker node i has access to a component of the global objective function, i.e., node i has access only to the function f i . The decision variable stored at the master node is denoted by x t at time t. At each moment t, d
t i denotes the delay in communication with the i-th worker, i.e., the last exchange with this worker was at time t − d We are interested in designing a distributed version of the BFGS method described in Section 2.1, where each node at time t has an approximation B , and therefore the local Hessian approximation will also be outdated satisfying
An instance of the setting that we consider in this paper is illustrated in Figure 1 . At time t, one of the workers, say i t , finishes its task and sends a group of vectors and scalars (that we will precise later) to the master node, avoiding communication of any p × p matrices as it is assumed that this would be prohibitively expensive communication-wise. Then, the master node uses this information to update the decision variable x t using the new information of node i t and the old information of the remaining workers. After this process, master sends the updated information to node i t .
We define the aggregate Hessian approximation as
where we used (5) . In addition, we introduce
as the aggregate Hessian-variable product and aggregate gradient respectively where we made use of the identities (4)-(5). All these vectors and matrices are only available at the master node since it requires access to the information of all the workers.
Given that at step t + 1 only a single index i t is updated, using the identities (4)- (7), it follows that the master has the update rules
We observe that, only B t+1 it and ∇f it (z t+1 it ) = ∇f it (x t−d t i t ) are required to be computed at step t + 1. The former is obtained by the standard BFGS rule applied to f i carried out by the worker i t :
with 
then, by the Sherman-Morrison-Woodbury formula, we have the identity
Therefore
it , then these equations can be simplified as
where
and y t+1 it are defined by (12)-(13).
Algorithm 1 DAve-QN (implementation)
Master:
If a worker sends an update: Receive ∆u, y, q, α, β from it u = u + ∆u, g = g + y, v = (B)
) Send x to the worker in return end Interrupt all workers Output x T Worker i:
The steps of the DAve-QN at the master node and the workers are summarized in Algorithm 1. Note that steps at worker i is devoted to performing the update in (11) . Using the computed matrix B i , node i evaluates the vector ∆u. Then, it sends the vectors ∆u, y i , and q i as well as the scalars α and β to the master node. The master node uses the variation vectors ∆u and y to update u and g. Then, it performs the update x t+1 = (B t+1 ) −1 u t+1 − g t+1 by following the efficient procedure presented in (16)- (17) . A more detailed version of Algorithm 1 with exact indices is presented in the supplementary material.
We define epochs {T m } m by setting T 1 = 0 and the following recursion: The proof of the following simple lemma is provided in the supplementary material.
Lemma 1. Algorithm 2 iterates satisfy
The result in Lemma 1 shows that explicit relationship between the updated variable x t based on the proposed DAve-QN and the local information at the workers. We will use this update to analyze DAve-QN.
Proposition 1 (Epochs' properties). The following relations between epochs and delays hold:
• For any t ∈ [T m+1 , T m+2 ) and any i = 1, 2, . . . , n one has t − D • If we define average delays as
Clearly, without visiting every function we can not converge to x * . Therefore, it is more convenient to measure performance in terms of number of passed epochs, which can be considered as our alternative counter for time. Proposition 1 explains how one can get back to the iterations time counter assuming that delays are bounded uniformly or on average. However, uniform upper bounds are rather pessimistic which motivates the convergence in epochs that we consider.
Convergence Analysis
In this section, we study the convergence properties of the proposed distributed asynchronous quasi-Newton method. To do so, we first assume that the following conditions are satisfied. 
It is well-known and widely used in the literature on Newton's and quasi-Newton methods [47, 46, 48, 49] that if the function f i has Lipschitz continuous Hessian x → ∇ 2 f i (x) with parameterL then
for any arbitrary x,x,x ∈ R p . See, for instance, Lemma 3.1 in [46] . 
Lemma 2. Consider the Dave-QN algorithm summarized in Algorithm 2. For any i, define the residual sequence for function f i as σ
where α, α 3 , and α 4 are some positive constants and θ
with the convention
Lemma 2 shows that, if we neglect the additive term α 4 σ
in (20) , the difference between the Hessian approximation matrix B t i for the function f i and its corresponding Hessian at the optimal point ∇ 2 f i (x * ) decreases by following the update of Algorithm 2. To formalize this claim and show that the additive term is negligible, we prove in the following lemma that the sequence of errors x t −x * converges to zero R-linearly which also implies linear convergence of the sequence σ 
. . , n, the sequence of iterates generated by DAve-QN satisfy
The result in Lemma 3 shows that the error for the sequence of iterates generated by the Dave-QN method converge to zero at least linearly in a neighborhood of the optimal solution. Using this result, in the following theorem we prove our main result, which shows a specific form of superlinear convergence. 
The result in Theorem 1 shows that the maximum residual in an epoch divided by the the maximum residual for the previous epoch converges to zero. This observation shows that there exists a subsequence of residuals x t − x * that converges to zero superlinearly.
Experiments
We conduct our experiments on five datasets (epsilon, SUSY, covtype, mnist8m, cifar10) from the LIBSVM library [50] . 1 For the first three datasets, the objective considered is a binary logistic regression problem
where a i ∈ R p are the feature vectors and b i ∈ {−1, +1} are the labels. The other two datasets are about multi-class classification instead of binary classification. For comparison, we used two other algorithms designed for distributed optimization:
• Distributed Average Repeated Proximal Gradient (DAve-RPG) [39] . It is a recently proposed competitive state-of-the-art asynchronous method for first-order distributed optimization, numerically demonstrated to outperform incremental aggregated gradient methods [6, 38] and synchronous proximal gradient methods in [?, 39] .
• Distributed Approximate Newton (DANE) [24] . This is a well-known Newton-like method that does not require a parameter server node, but performs reduce operations at every step.
In the experiments we did not implement algorithms that require shared memory (such as ASAGA [11] or Hogwild! [2] ) because in our setting of master/worker communication model, the memory is not shared. Since the focus of this paper is mainly on asynchronous algorithms where the communication delays is the main bottleneck, for fairness reasons, we are also not comparing our method with some synchronous algorithms such as DISCO [26] that would not support asynchronous computations. Our code is publicly available at https://github.com/DAve-QN/source.
The experiments are conducted on XSEDE Comet CPUs (Intel Xeon E5-2680v3 2.5 GHz). For DAVE-QN and DAVE-RPG we build a cluster of 17 processes in which 16 of the processes are workers and one is the master. The DANE method does not require a master so we use 16 workers for its experiments. We split the data randomly among the processes so that each has the same amount of samples. In our experiments, Intel MKL 11.1.2 and MVAPICH2/2.1 are used for the BLAS (sparse/dense) operations and we use MPI programming compiled with mpicc 14.0.2. Each experiment is repeated thirty times and the average is reported.
For the methods' parameters the best options provided by the method authors are used. For DAve-RPG the stepsize 1 L is used where L is found by a standard backtracking line search similar to [51] . DANE has two parameters, η and µ. As recommended by the authors, we use η = 1 and µ = 3λ. We tuned λ to the dataset, choosing λ = 1 for the mnist8m and cifar10 datasets, λ = 0.001 for the epsilon and SUSY and λ = 0.1 for the covtype. Since DANE requires a local optimization problem to be solved, we use SVRG [52] as its local solver where its parameters are selected based on the experiments in [24] .
Our results are summarized in Figure 2 where we report the expected suboptimality versus time in a logarithmic yaxis. For linearly convergent algorithms, the slope of this plot determines the convergence rate. DANE method is the slowest on these datasets, but it does not need a master, therefore it can apply to multi-agent applications [44] where master nodes are often not available. We observe that Dave-QN performs significantly better on all the datasets except cifar10, illustrating the superlinear convergence behavior provided by our theory compared to other methods. For the cifar10 dataset, p is the largest. Although Dave-QN starts faster than Dave-RPG , Rave-RPG has a cheaper iteration complexity (O(p) compared to O(p 2 ) of Dave-QN) and becomes eventually faster. 
Conclusion and Future Work
In this paper, we focused on the problem of minimizing a large-scale empirical risk minimization in a distributed manner. We used an asynchronous architecture which requires no global coordination between the master node and the workers. Unlike distributed first-order methods that follow the gradient direction to update the iterates, we proposed a distributed averaged quasi-Newton (DAve-QN) algorithm that uses a quasi-Newton approximate Hessian of the workers' local objective function to update the decision variable. In contrast to second-order methods that require computation of the local functions Hessians, the proposed DAve-QN only uses gradient information to improve the convergence of first-order methods in ill-conditioned settings. It is worth mentioning that the computational cost of each iteration of DAve-QN is O(p 2 ), while the size of the vectors that are communicated between the master and workers is O(p). Our theoretical results show that the sequence of iterates generated at the master node by following the update of DAve-QN converges superlinearly to the optimal solution when the objective functions at the workers are smooth and strongly convex. Our results hold for both bounded delays and unbounded delays with a bounded time-average. Numerical experiments illustrate the performance of our method.
The choice of the stepsize in the initial stages of the algorithm is the key to get good overall iteration complexity for second-order methods. Investigating several line search techniques developed for BFGS and adapting it to the distributed asynchronous setting is a future research direction of interest. Another promising direction would be developing Newton-like methods that can go beyond superlinear convergence while preserving communication complexity. Finally, investigating the dependence of the convergence properties on the sample size m i of each machine i would be interesting, in particular one would expect the performance in terms of communication complexity to improve if the sample size of each machine is increased. 
A.3 Proof of Lemma 2
To prove the claim in Lemma 2 we first prove the following intermediate lemma using the result of Lemma 5.2 in [46] . 
for some β ∈ [0, 1/3] and vectors s 
