The negative hydrogen ion is the first three body quantum problem whose ground state energy is calculated using the "Chandrasekhar Wavefunction" that accounts for the electron-electron correlation [1].
Introduction
Quantum simulation [5] is a fast-growing field which promises to have profound applications in the field of condensed-matter physics, nuclear physics, quantum cosmology, quantum chemistry, and quantum biology. According to Feynman [6] , a quantum computer can deal with exponential amount of information without using exponential amount of resources. He pointed out that physical systems can be studied on quantum computers. A decade later, Lloyd proved that a quantum computer can actually be used as a universal quantum simulator [7] . Simulations of quantum systems have always been a tough job even for present generation supercomputers, due to the exponential explosion when the system size increases. Hence, the use of quantum computer for quantum simulation is essential for near term future applications. A wide range of problems in condensed-matter physics e.g., quantum phase transitions [8] , quantum magnetism [9] , in quantum chemistry e.g., calculating molecular energy values [10] , in nuclear physics e.g., studying atomic nucleus dynamics [11] , in quantum biology e.g., analyzing the structure of protein and DNA [12] , in quantum cosmology e.g., structuring space-time curves [13, 14] can be addressed using quantum computers. A detailed review and future applications and implications of quantum simulation can be found from these Refs. [5, 15, 16, 17] . Different architectures such as optical lattice- [18, 19] , trapped ions- [20] , nuclear spins- [21] , superconducting qubit- [22] based quantum computers have been extensively used in the past for simulation of quantum systems.
Since 2016, IBM provides the composer on its website which is a cloud-based quantum computing platform [23] . Any user can give a quantum circuit on the five-, and sixteen-qubit devices for a real run or simulation which is available with the help of QISKit Terra and use it by changing backend to perform a run or simulation. IBM Q Experience has now been used to perform a number of real experiments on the quantum chips. The real experiments include quantum simulation [3, 24, 25, 26, 27, 28, 29, 30, 31, 32] , developing quantum algorithms [33, 34, 35, 36, 37, 38, 39] , testing of quantum information theoretical tasks [27, 33, 40, 41, 42] , quantum cryptography [43, 44, 45] , quantum error correction [46, 47, 48, 49] , quantum applications [28, 30, 43, 49, 50, 51] to name a few.
Quantum chemistry has witnessed an upthrust in the application of quantum computers. Solving molecular problems using quantum mechanical laws makes it difficult because the interactions between large number of particles such as electrons cannot be handled by even powerful computers [52] . Recent demonstrations of molecular simulations [3] have paved the way for the study of complex molecules. Simulations are limited to small molecules due to hardware limitations. Various algorithms have been developed to calculate ground and excited states and mitigation of errors. In this paper, we demonstrate the use of one such algorithm known as Variational Quantum Eigensolver (VQE) for the simulation of H − ion. Initially developed by Peruzzo and McClean [2] , VQE is a hybrid quantum-classical algorithm that uses both quantum and classical resources to solve the eigenvalue problem.
The negative hydrogen ion is the first 3-body problem in quantum mechanics consisting of a proton and two electrons. One of the electrons is nearer to the nucleus than the other as shown in Fig. 1 . It has an early history of theoretical re- search. It attracted attention as an application of quantum mechanics to a two electron system during the early development of quantum mechanics. It has an astrophysical importance as it is found in stars because of the presence of hydrogen and low energy electrons that can form a bound structure when an electron comes in the vicinity of the hydrogen atom [53] . The main source of opacity in the atmosphere of the Sun at red and infrared wavelengths was predicted due to the absorption by H − ion [54] . At that time it was surprising that a system such as H − , earlier believed to be unstable before the discovery of it's bound state could be a part of the solar spectrum, essential to sustain life on earth. It's spectrum corresponds to infrared and visible wavelengths. Attempts were made to calculate the ground state energy of H − using perturbation and variational methods but these methods failed as it gave the energy value of -0.375 Hartree which is greater than the ground state energy of hydrogen atom (-0.5 Hartree). To prove that it is a bound state the energy must be less than that of hydrogen atom. The dynamics of the system is such that it breaks up into proton + electron + electron at infinity when it reaches 2-3 eV above the threshold energy [53] . Thus, it becomes important to consider the electron-electron correlations. The wavefunction should describe the correlations efficiently in order to get a good measure of ground state energy.
H − was proved as a bound entity by Bethe in 1929 using Hylleraas wavefunction [55] . The ground state energy was further improved by Chandrasekhar [1] by introducing a wavefunction of the following form,
where a and b are variational parameters, representing the effective nuclear charges of the electrons. This wavefunction considers electronelectron correlation implicitly. The energy was found to be -0.51330 Hartree. A much better value was calculated by Chandrasekhar when he introduced electron-electron correlation explicitly in the improved wavefunction,
where c is the new variational parameter. The energy was found to be -0.52592 Hartree. However, solving the Schrodinger equation using this wavefunction is tedious. It becomes even more complicated for other multi-body systems because of the difficulty to guess the wavefunction that describes the system exactly. This difficulty can be addressed by quantum computers, which have been used for the simulation of various physical systems. The largest molecule to be simulated is H 2 O [56] . This was done by using variational quantum eigensolver that is used to find eigenvalues of a matrix [2, 57, 58] . VQE is better than other quantum algorithms such as phase estimation due to it's high fidelity, robustness to errors and less resource requirement. It is based on the variational principle,
where E is the minimum energy eigenvalue. The variational principle ensures that this expectation value is always greater than the smallest eigenvalue of H. Here, we report the calculation of the ground state energy of H − ion using VQE.
The Second-Quantized Hamiltonian
The second quantized Hamiltonian for fermions is given by,
where h ij and h ijkl are one and two electron integrals given by
and
where χ i ( r 1 ) is the ith spin orbital, Z is the nuclear charge, r i is the position of the ith electron, r 12 is the distance between the two points r 1 and r 2 . R σ is the position of the nucleus. a † i and a j are fermionic creation and annihillation operators that follow the anti-commutation relations,
The fermionic creation operator increases the occupational number of an orbital by one and the annihilation operator decreases it by one. Using Jordan-Wigner or Bravyi-Kitaev transform, the fermionic Hamiltonian can be mapped to spin type Hamiltonian.
The Jordan-Wigner transform
Jordan-Wigner transform is a second-quantized encoding method to encode fermions into qubits. The mapping [59] is given by,
where,
Each qubit stores the occupation number of the orbital.
The Parity Transformation
In the parity basis the qubit stores the parity of all occupied orbitals [59] . The mapping is given by, 
The Bravyi Kitaev Transform
The Bravyi Kitaev Transform is a midway between the Jordan Wigner and parity encoding. The orbitals store partial sums of occupation numbers [58] . The qubit stores the parity of the set of occupation numbers corresponding to that set of orbitals. The qubits store occupation numbers when indices are even and parity when indices are odd. The transformation [59] is given by,
Similarly using Bravyi-Kitaev transform the Hamiltonian for H − is
Method of Simulation
The method of simulation consists of 2 parts, Quantum
• Prepare the state ψ, also known as the ansatz.
• Measure the expectation value | ψ|H|ψ | using algorithms such as phase estimation or variational quantum eigensolver.
Classical
• Use a classical optimizer such as NelderMead, Powell, Coybala and gradient descent methods for optimization.
• Iterate until the energy converges.
Variational Quantum Eigensolver
The quantum part of simulation is performed using variational quantum eigensolver as the algorithm to run the quantum subroutine. VQE was first demonstrated in 2014 [2] . It has also been demonstrated in the Refs. [62, 63, 64] . The state preparation is done by entangling the qubits using various single qubit rotation gates to produce a complex state. VQE is capable of finding the ground state energies of small molecules using low depth circuits. It is based on the Rayleigh-Ritz variational principle,
where E 0 is the ground state energy. The wave function is taken to be normalized. The circuit diagram of VQE [56] for gate depth 1 is shown in Fig. 2 . The circuit consists of 2 parts, Initial state preparation (ansatz) -
• The two qubit system is given initial rotations using the gates U 0 and U 1 followed by CN OT s. The unitary gates U i are of the
The parameters θ i have to be adjusted. This completes one layer of entanglement. The layers can be increased to produce more complex state as required. For an n-qubit system, the number of parameters for initial rotations would be 3n(n-1) and the number of unitary gates required is given n(n-1) [56] . For a two-qubit system, we thus need six parameters and two unitary gates. It is then followed by final rotations U 2 and U 3 .
Measurement
• The expectation values of each term in the Hamiltonian is measured one by one by introducing each Pauli term in the circuit after the state preparation as shown in Fig. 2 .
Optimization for Energy Convergence
Optimization (classical part) is the last step for finding the minimum (ground state) energy. There are various optimization methods classified into two categories [58] , Direct Search Method Direct search algorithms do not make use of the gradient of the objective function e.g., particle swarm optimization, Nelder-Mead, Powell and Cobyla. These methods have been proven to be much better than gradient-based method. Nelder Mead is a good method for optimization. It is used in the fields of chemistry, medicine, science and technology. The method is derivative free and is used in systems where the functions are noisy and discontinuous such as parameter estimation and statistical problems. Powell method requires repeated line search minimization, which may be carried out using univariate gradient free, or gradient-based procedures. Cobyla constructs successive linear approximations of the objective function and constraints via a simplex of n+1 points (in n dimensions), and optimizes these approximations in a trust region at each step. Gradient-based Method Gradient-based methods use the gradient of the objective function. Examples are simultaneous perturbation stochastic approximation (SPSA) algorithm, and L-BFGS-B. SPSA calculates the gradient by,
where G(θ is the gradient. The parameters are then updated according to whether the gradient decreases or increases. L-BFGS-B minimizes a differentiable scalar function f(x) over unconstrained values of the real-vector "x" [60] . Gradient-based optimization converges the function to a local minima, thus giving poor results. They are not used for functions with large number of parameters. Direct methods are much efficient and provide good values. But they are dependent on the system. Results vary with the number of qubits and gate depth. Here, we use NelderMead, Cobyla and Powell methods and compare the results to depict which method is best suited for the calculation of ground state energy of H − .
Implementation
In order to determine the ground state energy, we need the "h" values h 00 , h 11 and h 0101 given in Eq. (6). The "h" values are calculated by solving the one electron integrals (Eqs. (5) and (6)). They have been calculated in lecture 18 of the lecture series titled "Quantum Principles" [61] . They are given as, h 00 = h 11 = 0.5, h 0101 = 0.625, h 00 and h 11 are equal as electrons are fermions (identical and indistinguishable particles). The expectation value of Hamiltonian is therefore,
The expectation of Z 0 I, IZ 1 and Z 0 Z 1 can be found by placing Z gates on qubits q 0 and q 1 after final rotation gates and measuring both the qubits.
In matrix form,
the eigenvalues are
• +1 for |00 and |01
• -1 for |10 and |11 Expectation value is, ψ|Z 0 I|ψ = P 00 + P 01 -P 10 -P 11 , where the eigenvalues have been multiplied as coefficients with respective eigenvectors. • +1 for |00 and |10
• -1 for |01 and |11 ψ|IZ 1 |ψ = P 00 -P 01 + P 10 -P 11 and
• +1 for |00 and |11
• -1 for |01 and |10 ψ|Z 0 Z 1 |ψ = P 00 − P 01 − P 10 + P 11 (23) The initial parameters may be chosen at random. It can be adjusted according to the measured expectation value. We depict a comparison between various optimization methods. The optimization was performed by running codes in QISKit and running program in QISKit aqua.
Experimental Results and Discussions
Below are the graphical representations of the results using various optimization methods obtained using QISKit. The results are better than that calculated from the Hartree fock method (-0.375 Hartree). They converge to -0.468070601028 for Cobyla (simulator), -0.407087502741 for Cobyla (real processor, ibmqx2), -0.46513997401 using Powell (simulator) and -0.467324316239 for NelderMead (simulator). The results do not confirm the stability of H − as they are still greater than the ground state energy of hydrogen atom (-0.5 Hartree). We run the VQE circuit in QISKit and calculate the expectation value of Z 0 I term. We use the same parameters of state preparation at which Z 0 I converged to calculate the expectation value of IZ 1 and Z 0 Z 1 . Using Bravyi-Kitaev encoding, we find the ground state energy to be -0.4997111864 Hartree and the Jordan-Wigner encoding giving the value of -0.5339355468 Hartree much closer to the theoretical value with an error of 0.8376%. The energy converged to a lower value than the theoretical value but it is within the error bound. The details of the QISKit codes with results and experimental data are provided in the Supplementary information.
Variance
The variance of the expectation value of -0.5339355468 Hartree is calculated as follows [3] , we make use of the equation,
• We measure the variance of individual Pauli operators.
• The variance of the individual Pauli operators are then plucked in the above equation to obtain the variance. 
Conclusion and Interpretation of Results
The ground state energy -0.5339355468 Hartree proves the bound structure of the negative hydrogen ion. This result was obtained when the expectation value of IZ 1 and Z 0 Z 1 were calculated using the same parameters at which Z 0 I converged. This can be explained as follows. According to the structure of H − the probability of finding the electron in the first state is maximum. Thus, the lowest eigenvalue should be found using the set of parameters for which Z 0 I converges. All the optimization routines performed well giving approximately equal values. Real run of Cobyla converged at -0.407087502741 Hartree as there are errors in the real run due to time overheads [3] . Jordan-Wigner encoding gave a better result than the Bravyi-Kitaev encoding when the VQE circuit was coded in QISKit. The results show that the quantum computer 'ibmqx2' is efficient in state preparation. The prepared state describes the electron-electron correlation in H − ion. It can be concluded that the quantum computer shows a remarkable efficiency in realizing low qubit systems.
Data availability
Data are available to any reader upon reasonable request (pprasanta@iiserkol.ac.in).
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