Abstract-This paper investigates the Hidden-node phenomenon (HN) that arises in IEEE 802.11 wireless networks. HN can cause many performance problems, including throughput degradation, unfair throughput distribution among flows, and throughput instability. Previous investigations mostly focus on indirect methods to alleviate these performance problems rather than direct elimination of HN. Such an approach may solve one but not all of these problems. This paper identifies the fundamental conditions leading to HN, and devises a Hidden-node-Free Design (HFD) to completely remove HN. Also, we further improve HFD to reduce Exposed-node problem while keeping the network free of HN.
Introduction
A well-known problem in IEEE 802.11 networks is the hidden-node phenomenon (HN), in which the mutual interference of nodes outside the carrier-sensing range of each other may increase the packet-collision rate significantly. This paper is a first attempt to provide a comprehensive analysis to the scenarios that give rise to HN, and to identify a set of sufficient conditions under which HN can be eliminated entirely.
In [ 1 ] , two performance problems triggered by HN in 802.11 multi-hop networks were identified: (i) unfair throughput distributions among contending TCP flows; and (ii) throughput instability in a multi-hop flow. Reference [1] , however, did not provide a solution to HN, and concluded instead that 802.11 is not suitable for multi-hop networks.
Reference [2] provided a "node-based" analysis of HN. It was argued that when the physical carrier-sensing range is larger than the transmission range plus the interference range, HN can be removed, and RTS/CTS is no longer needed. According to our "link-based" analysis in this paper, however, this condition is not sufficient for eliminating HN in general.
Reference [3] studied the unfair throughput distributions among flows induced by HN, and proposed a set of algorithms to provide max-min fairness among the flows by dynamically adjusting the Initial Contention Windows of the nodes. In these algorithms, frequent information exchange among the nodes is needed. More importantly, this approach does not remove HN and instead focuses on eliminating one of its negative effects. HN remains and may continue to cause other problems.
References [4] --- [6] examined the problems in [1] in terms of a single-flow problem, as illustrated in Figure 1 (a) . The successive packets of the flow may self-interfere among themselves at adjacent nodes. In this case, HN causes throughput degradation as well as triggers the re-routing instability phenomenon [5] , [6] . To remove the ''instability'', [4] proposed specific modifications to 802.11 protocol, while [5] tried to alleviate the problems through ''offered load control'' at the data source without perturbing the MAC protocol. Again, in both cases HN remains.
In short, HN can give rise to many performance problems, including throughput degradation, unfair throughput distribution, and throughput instability. Instead of trying to tackle these symptoms in an isolated manner, another approach is to explore how to eliminate HN entirely. This paper takes up the latter approach. ... Athero chips). Consider a receiver which has detected the physical layer preamble of a packet and has started receiving the packet. Before the completion of this packet, a new packet arrives at this receiver. If the power of the new packet is lower than 1/C t of the first, the receiver will ignore the new packet and try to receive the first one. This behavior is the same for receivers with or without RS. However, if the power of the new packet is more than C rt times the first one (In this paper, we assume C rt =C t , which is usually the case in practice. If C rt ≠ C t , only minor modifications are needed for HFD), a receiver with RS will switch to receive the new one. And if the new packet is found an 802.11 DATA targeted for it, the receiver will reply with an ACK after SIFS (Short InterFrame Space), whether the medium around this node is idle or not.
(On the contrary, a receiver without RS will not attempt to receive the new packet after the physical layer preamble of the first one has been received, according to the experimental results in [7] . This behavior is called "receiver capture".) (b) Link Power-Budget Requirement: In addition to (a), the following inequality needs to be fulfilled to eliminate HN:
where P(.) is the received power as a function of distance, d max is the maximum distance of a link, CS is the carrier-sensing range, C t has been explained in (a). We assume that P(.) is a non-increasing function of distance.
Note that the inequality in (b) is a requirement imposed on the network design-links with too large a distance relative to the carrier-sensing range are not allowed in the network if HN is to be removed.
We could plug in suitable propagation models to the above requirement. The received power function is usually in the form of ( ) /
where P t is the transmission power, d is the distance and α is the path-loss exponent, which ranges from 2 to 6 according to different environments. 
Implementation
For implementation, (3) requires a relatively large ratio between CS and the maximum link length in the network d max .
Since CS is usually limited by the actual receiver sensitivity, increasing CS without changing d max is impractical. We could fix CS (say to 2.2*TxRange as in NS-2 [11] or other values in commercial products) and limit d max to some value below TxRange instead. For cellular WiFi networks, this means more APs are needed to cover the same area because the distance from the client stations to their associated APs must be limited by d max , not TxRange. The reduction of connectivity can be regarded as a price to remove HN.
To elaborate, CS and d max are determined by the transmission power P t and receiving thresholds. We can write max ( ; )
where P(P t ; d) is the received power at a distance d from a transmitter that transmits at power P t , P link is the received power threshold required to establish a link -a link will not be set up during the initial routing process if the received power falls below this threshold; P CS is the received power threshold for physical carrier sensing, and the lowest possible P CS is determined by the physical layer. So, if CS is fixed, d max can be adjusted by tuning P link (if we keep P t unchanged). For example, if we want CS=3.78d max , (4) and (5) 
where A is a constant, according to (2) . So,
3 Proof of HFD for IEEE 802.11 Basic
Access Mode
We now present the proof that HFD can indeed remove HN in a network.
Receiver Restart Mode
We first show that without Restart Mode, HN always exists no matter how large the CS Range is -a naïve solution of only increasing CS range is not viable. And RS is a necessary condition to remove HN.
Consider the example in Figure 2 (a). For any setting of CS Range, there is inevitably a "hidden" region for S j . When S i , which is in this hidden region, first starts transmitting a DATA to another node, the receiver R j will "capture" the packet and will not receive S j 's DATA which arrives later but before the completion of S i 's DATA.
With RS, R j can switch to receive the stronger packet from S j , and thus avoid this kind of HN problem (Figure 2 (b) ). 
Power-Budget Inequality
Consider two links, i and j, which are simultaneously transmitting. Let S i , R i , S j , R j denote the positions of the transmitter and receiver of link i, and transmitter and receiver of link j, respectively. Define d i = |S i -R i | and d j = |S j -R j |. Since each "atomic information exchange" over an 802.11 link consists of two-way traffic, DATA followed ACK in the reverse direction, the following conditions must be fulfilled to ensure the two transmissions not to interfere with each other physically [9] [10]:
The first inequality in the first row says that the DATA signal on link j should be sufficiently small when it reaches the receiver of link i compared with the DATA signal on link i; the second inequality in the first row is for DATA on link j not interfering with ACK on link i; and so on [9] .
We prove that (9) is guaranteed by (1) . Since link i and j are simultaneously transmitting, we have
Otherwise, the sender in one link can hear the other link, and it would not have initiated a transmission (carrier sending mechanism). Also, since P(*) is non-increasing, we have
Using the triangular inequality, we have
i j
If (1) is true, according to (1), (11) and (13), we have
This is in fact the third inequality in the first row of (9). Similarly, we can prove the other seven inequalities in (9), which completes the proof.
Removal of HN Performance Problems
''TCP unfairness'' and ''re-routing instability'' are two performance problems triggered by HN identified previously [1] , [6] . This section validates that by removing HN, HFD also eliminates such performance problems. As in [1] , [4] - [6] , we consider a chain topology, as shown in Figure 1 . Twelve nodes in a straight line are equally spaced by 140 meters.
Our simulations were conducted using NS2 [11] . The data rate is set at 11Mbps. The two-ray ground propagation model is used with 4 α = . C rt and C t , are set to 10dB. The carriersensing range is fixed as 550m. Thus, for HFD, the maximum In all simulations, we use AODV routing protocol. All data sources are UDP or TCP traffic streams with fixed packet size 1460 Bytes.
TCP Unfairness
Consider Figure 1 (b) . TCP 1 is from node 1 to 3, and TCP 2 is from node 6 to 4. TCP 1 starts earlier at 3.0 sec, and TCP 2 starts at 10.0 sec. Without HFD, node 1 is hidden from node 5, causing node 5's DATA packet to collide at node 4 with node 1's DATA packet. Likewise, node 2 is hidden from node 6, causing node 6's DATA packet to collide at node 5 with 2's DATA packet. Because TCP 1 starts earlier, TCP 2 virtually has no chance to obtain any throughput (See Figure 3  (a) ). Figure 3 (b) shows that the ''unfairness'' problem is eliminated with HFD.
Re-routing Instability
Re-routing instability is triggered by excessive packet collisions introduced by hidden nodes (which is mistaken for route unavailability) [6] . Consider Figure 1 (a) . A UDP flow is sent by node 1 to node 12. Without HFD, node 5 is ''hidden'' from node 1, causing the packets of node 1 to repetitively collide at node 2 with node 5's packet. Likewise, nodes 2, 3, 4, 5, … face the same problems. Figure 4 shows that the throughput instability of an 11-hop UDP flow is removed with HFD. 
HFD with Non-uniform CS
Although the above HFD can remove HN, we have not considered the exposed-node problem (EN), which occurs when the protocol does not allow non-colliding transmissions to proceed simultaneously. EN reduces the network capacity unnecessarily. Now, if we take the actual link layouts into consideration and allow the CS range to vary from node to node, EN can be reduced while the network remains HN-free.
Note that in previous sections, "CS" is defined from the perspective of a transmitter. That is, with respect to a transmitter, its transmission will prevent all the nodes within its CS Range from transmitting. In this section, however, we define "CS" from the perspective of a receiver. That is, a node will be prevented from transmitting by the transmission from any node within its CS Range.
For clarity, we use "CS T " to denote CS with respect to transmitters, and "CS R " to denote CS with respect to receivers. If all nodes transmit at the same power, P t , then the CS R of a node a, CS R (a), is only related to its receiver sensitivity for carrier sensing purposes (P CS (a)). (Note: Clearly, with uniform CS, since all the nodes use same transmit power and carrier-sensing sensitivity, CS T = CS R .) According to the following algorithm, each node computes the CS R it should achieve in its receiver design. We let all nodes use the same transmit power but adjust its CS sensitivities P CS individually.

For any node a,
Denote the set of links whose sender is node a as
. Denote the set of links which have a physical "interference relationship" ("IR") with link k as I(k). (Note: There is "IR" between link i and link j if any inequality in (9) is NOT satisfied.). Define node a's "Interference Link set" For each node to find out the necessary information about IRs, a "Power-exchange algorithm" is used, which is explained in the Appendix.
CS of node a is computed as
where link k is a member of M(a), and S k is the sender of link k. Then node a properly sets its receiver carriersensing threshold to achieve the range of CS R (a). 
Performance Evaluation
For performance evaluation, we consider a cellular WiFi Network, where M 2 APs are located regularly, and 4M 2 clients are placed randomly in a square area of D*D. Each client connects to its nearest AP, and sends saturated traffic to the AP. Figure 6 shows an example topology when M=2. We simulated three such random topologies with M=4 and D=820m, and obtained the average total throughput, as shown in Figure 7 . For "IEEE 802.11" and "HFD", we set CS=550m (slightly larger than 3.78*d max , where
; for "HFD w/ Non-uniform CS", CS (more specifically, CS R ) is allow to vary from node to node (according to the above algorithm). We find that "HFD w/ Non-uniform CS" significantly reduces EN while keeping the network HN-free. The throughput improvement is more than 70%. If the number of clients is increased, the throughput of "HFD w/ non-Uniform CS" is expected to decrease (since that will increase the number of interfering links for each link, and thus increase the required CS R ), but still be higher than "HFD" (since it exploits the actual link layouts, but "HFD" considers "the worst case") 
Conclusion
In this paper, we identified the fundamental conditions leading to HN, and introduced a scheme called Hidden-node Free Design (HFD) for the complete removal of HN. With this scheme, many known HN-related performance problems were solved. Furthermore, we enhanced HFD to reduce the Exposed-node problem and improve the network capacity (while keeping the network free of HN). Power-Exchange packets (PE packets) are special packets used for information exchange in this algorithm. The transmission power of these packets is the same as regular packets like RTS/CTS/DATA/ACK. The PE packets sent by node a contains two types of information: (1) Active links (a, b) or (b, a) (b is any other node which forms an active link with a); (2) "Power set", as described below. Both types of information are periodically updated.
(i) Each node a measures the powers of PE packets transmitted by other nodes in its neighborhood and keeps the power information in a "power set", Pa = {P(c, a)} where c is the node label of the sender. (Note that P(c, a)=P(a, c) by reciprocity.) Each node a broadcasts its Pa periodically on its PE packets using an appropriate rate, as described below in the part "Condition for Correct Operation of PE".
(ii) Each node finds the "interference relationship" (IR) relevant to it as follows. There is an "interference relationship" between link i and link j, if any inequality in (9) is NOT satisfied. Here, link i is any link which includes node a, and link j is any link whose power information is known to node a.
Condition for Correct Operation of PE
The following condition is sufficient to ensure a node can discover all the IRs relevant to itself:
where PERange is the transmission range of the PE packets, and P(.) is the received power as a function of distance, a decreasing function of distance.
Note: To meet (15) PE packets must be transmitted at a sufficiently low rate, like RTS/CTS packets.
Proof:
Suppose that there is IR between link (a, b) and link (c, d). Then at least one of inequalities in (9) is NOT true. Without loss of generality, assume P(a,b) < C t P(c,b) so that the transmission by node c can interfere with the transmission on link (a, b). We want to show in this case that (i) the PE packets of node c can reach node b and node a, so that both nodes a and b will know the existing IR; and (ii) the PE packets of node b can also reach nodes c and d so that both c and d will know the existing IR. links (a, b) and (c, d) (ii) can be proved similarly.
A point to note about the PE algorithm is as follows:
PE packets are not the same as RTS/CTS packets. They are special packets transmitted so that nodes can discover the IR in their neighborhood. In particular, PE packets need to be transmitted only when the network topology or conditions have changed. The above periodic transmissions of PE packets are mainly to simplify things and to make the algorithm more robust. (Usually when nodes' are not highly mobile, PE packets introduce little overhead because they do not need to be sent frequently.)
