ABSTRACT In this paper, we propose a novel data augmentation method for the detection of specific aircraft in remote sensing RGB images. For object detection, the number of training data has great influence on the training of deep learning network. Researchers suggest that the extensive training samples in deep learning are indispensable. The extensive training samples can guarantee the accuracy and robustness of object detection. We refer to military aircraft and helicopter as specific aircraft. Due to the number of remote sensing images of specific aircraft is far less than that of civil aircraft, it is difficult to train an ideal detection model only by using the available specific aircraft images. Deep learning networks have the excellent ability on fault tolerance and generalization and can extract features from simulated aircraft samples. This means that the simulated aircraft samples can partly replace real images to some extent and reduce the need for detection models. Inspired by this, true remote sensing images are combined with specific aircraft three-dimensional models to form simulated images. Compared with previous data augmentation method, such as flipping and rotating, our method brings in new sample information. The experiments based on remote sensing images show the feasibility and effectiveness of our method. Meanwhile, the proposed method has compatibility with other data augmentation methods.
I. INTRODUCTION
Aircraft detection is one of the significant areas in remote sensing image analysis and it has attracted increasing attention in the field of remote sensing image analysis [1] - [3] . Numerous experiments have shown that deep learning is the best method in the field of object detection. Recently, object detection methods using deep learning networks [4] - [11] such as Faster-RCNN [4] and SSD [7] have been proposed. Xu et al. [12] proposed a unified framework which detected aircraft with the help of the fully convolutional network (FCN). Yu et al. [13] presented a rotation-invariant method for detecting geospatial objects from high-resolution satellite images. Han et al. [14] proposed a robust pre-trained efficient multi-class geospatial object detection framework for HSR
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imagery. Deep learning methods can get excellent detection results with sufficient training data.
On the other hand, detection networks based on deep learning generally cannot obtain ideal results without sufficient training data. When the training data is insufficient, low recall rate and over-fitting often occur. Military aircraft and helicopter are referred as specific aircraft in this paper. Available remote sensing images of specific aircraft are insufficient. There are many datasets from remote sensing images, but the aircraft in today's datasets [15] - [17] like DOTA [17] dataset are almost civil aircraft. In addition, due to the great difference between civil aircraft and specific aircraft, we cannot use the network trained by civil aircraft to detect specific aircraft.
Due to the lack of remote sensing specific aircraft samples, training data need to be augmented. Deep learning networks deal with the problem of object characteristics [18] , [19] . These characteristics are not necessarily extracted from the real object. The simulated object can also provide characteristic information just like the real object. So, three-dimensional models of specific aircraft could be used to make simulated aircraft. True remote sensing images are combined with specific aircraft three-dimensional models to form simulated images.
Data augmentation aims at artificially enlarging the training dataset from existing data using various methods. It is widely used in the training of deep learning [10] , [20] - [23] . Traditional data augmentation methods such as cropping [10] , flipping [21] and rotating [23] do not essentially increase the positive sample information of the dataset. Li et al. proposes a weakly supervised deep learning (WSDL) method and they use rotating to augment data. Recently, Wang et al. [24] earned an adversary with Fast-RCNN [5] detection to create hard examples on the fly by blocking some feature maps spatially. Instead of generating occlusion examples in feature space, our method generates simulation images from the original images with very little computation, and does not require any extra parameters learning. Zhong et al. [25] randomly selected a rectangle region in an image, and erase its pixels with random values. Random erasure is still the processing of the original image, while our method adds additional sample information.
In this paper, we present a data augmentation method to solve the insufficient of training samples. It combines three-dimensional models of aircraft with remote sensing images to form the simulation images. Compared with other data augmentation methods, our method increases the positive sample information of the dataset, and it can be used together with other augmentation methods to improve the detection results. The major contributions of this paper are as follows.
1) Aiming at the problem of insufficient training samples, a new training strategy based on simulation data is proposed. 2) A simulation data generation method is proposed based on equal scale 3D model.
II. PROPOSED METHOD
In this section, we introduce the main framework of our method and the generation principle of simulation images.
A. MAIN FRAMEWORK
The main framework of specific aircraft detection is shown in Figure 1 . The framework mainly is composed of three parts: the generation of simulation images, the composition of the training samples and training network to obtain the detection model. In the first place, the specific aircraft model is combined with the remote sensing images to form the simulation images. Then, the simulated images are added to the real images to form the training data. Finally, we use the data to train the network, and the obtained detection model is used to detect the specific aircraft in the testing images. In this paper, the R-DFPN (Rotation Dense Feature Pyramid Network) [26] is selected as the training network.
B. SPECIFIC AIRCRAFT SIMULATION IMAGE GENERATION
As mentioned in the introduction, we can obtain a large number of samples of civil aircraft in remote sensing images. However, there is a big difference between specific aircraft and civil aircraft. We cannot use the latter training model to 56052 VOLUME 7, 2019 FIGURE 2. The framework of the generated simulation image.
detect the former. At the same time, sufficient samples of specific aircraft cannot be obtained. So, the specific aircraft dataset is augmented by aircraft three-dimensional models in this paper.
The framework of the generated simulation image is shown in Figure 2 .
As showed in Figure 2 , the generation of simulation images mainly consists of two parts: the generation of specific aircraft models and the combination of true remote sensing images and models. The overall approach is shown below:
where I denote the training images, I T are true remote sensing images, I S are simulation images. Simulation images and true remote sensing images constitute training set.
For the first part, we collect three-dimensional model data of specific aircraft. The format of the three-dimensional model is:
where M is three-dimensional model, P N ×3 is a point cloud with N points, T is an array in which three points are a group, and connects points in the point cloud into triangles. Then, change the color of the model as:
where M C is the model after texture mapping, C m is to use the color map to modify the color of the model. The aircraft is mostly gray and black, so the aircraft models were modified to gray and black in order to increase the similarity between the simulated aircraft and the actual aircraft. Generated specific aircraft models are shown in Figure 3 . For the second part, the simulation specific aircraft models and remote sensing images are used to generate simulation images. The composition of simulation image as follows:
where I B is the background image, P M is the projection of three-dimensional model onto the background image. uand v control the position of the projection in the background image, r and α controls the size and angle of the projection. The simulation sample is generated as:
where T v is observing the transformation matrix, T p is perspective transformation matrix. A three-dimensional VOLUME 7, 2019 coordinate system is constructed, which takes the remote sensing image as x-y plane and takes the upper left corner of the plane as the origin of coordinates. Select the appropriate proportion for the specific aircraft model, make the specific aircraft model size to adapt to the image resolution. The principle of simulation image generation is shown in Figure 4 . Parts of the simulated images are shown in the Figure 5 C. TRAINING NETWORK
In this section, we will introduce the main framework of R-DFPN network [26] . significantly improve the detection performance due to the smooth feature propagation and feature reuse.
Similar to the traditional detection framework, Rotation Region Detection Network (RDN) also contains two stages: RPN and Fast-RCNN. In the RPN stage, the representation of the rectangle need to be redefined to get the ''Rotation Bounding Box'' at first. After that, rotation proposals are generated by regressing the rotation anchors to reduce the impact of non-maximum suppression and improve the recall. Finally, the final result is obtained by non-maximum suppression.
III. EXPERIMENTS
In this section, we evaluate our method on the data which are collected from Google Earth with a spatial resolution of 0.5 m. A total of 150 images are collected, all of which are 512 × 512 pixels in size, including many international cities. In addition, in order to verify that the training model of civil aircraft cannot accurately detect specific aircraft, we selected 170 images of civil aircraft from the DOTA data set.
In the first part of the experiment, we discuss the necessity and feasibility of using simulation image training model to detect specific aircraft. Then, we design multiple experiments and prove the validity of our method. Finally, we demonstrate that our data augmentation method can be used together with other methods and achieve better detection results. We use the method of Rotation Dense Feature Pyramid Networks (R-DFPN) to train the network. The whole project is written in TensorFlow and python based on CPU (Intel Xeon Gold 6130) and GPU (GTX TITANV).
A. EVALUATION INDICATORS
In this paper, recall, precision and F-measure are used to evaluate our aircraft detection framework on the test images. The calculation method of recall and precision rate is:
Here TP represents the number of true positives, FP represents the number of false positives, and FN represents the number of false negatives.
In general, precision rate and recall rate indicators are contradictory, so they need to be considered comprehensively. The most common method is f-measure (also known as f-score). F-measure is the weighted harmonic average of Precision and Recall:
When the parameter α = 1, this is the most common F1-measure. F1-measure combines the results of precision and recall, and when F1-measure is high, the test method is more effective.
B. AIRCRAFT DETECTION WITH CIVIL ARICRAFT MODEL
In this section, we discuss the necessity of using simulation image training model to detect specific aircraft. 100 images with 500 civil aircraft samples are used as the set of training images. Then, use these images to train the network and the trained models are tested both 70 civil aircraft images with 350 samples, 50 specific aircraft images of 210 samples and 50 helicopter images of 190 samples. The results of the detection are shown in Figure 6 and Table 1 .
As can be seen from the (c), (d) of Figure 6 , although the background of civil aircraft image is complex, almost all the civil aircraft can be detected. On the contrary, the (e), (f), (g), (h) of Figure 6 show that the background of specific aircraft and helicopter image is simple but very few aircraft samples can be detected. This is because the shape of civil aircraft and the other two types of aircraft are quite different. In the detection of two types of aircraft, the convolution network cannot match the corresponding features in the test images. As a result, two types of aircraft and civil aircraft are considered as different objects and the test results are poor. Table 1 shows the recall, precision and F1-measure of the civil aircraft model in detecting each types of aircraft. The results show that the training model of civil aircraft is very poor in detecting specific aircraft. The recall rate of specific aircraft is only 19.9% and the recall rate of the helicopter is only 23.2%. This means that when testing specific aircraft and helicopter, we cannot use civil aircraft as training data.
C. AIRCRAFT DETECTION WITH SIMULATED SAMPLES
In this section, we discuss the feasibility of using simulated samples training model to detect specific aircraft. For testing whether the model trained by simulation image can detect specific aircraft, 80 empty scene images which include no aircraft are selected for training. Then, we construct simulation images through our method and every image is combined with 4 specific aircraft models. After getting 80 images with about 320 samples, we use these images to train the network and the trained models are tested with 50 real remote sensing specific aircraft images with 210 samples. The results of the test are shown in Figure 7 and Table 2 .
As can be seen from the (a), (b) of Figure 7 , because the simulation samples are generated by three-dimensional models of real airplanes, the simulated aircraft samples are very similar to the real aircraft in shape and material. Meanwhile, (c), (d) of Figure 7 show that the model trained by simulation samples can detect partial specific aircraft in real remote sensing specific aircraft images. Table 2 shows the recall, precision and F1-measure of the model trained by simulation images. The recall rate of specific aircraft is 38.1% and the precision rate is 88.6%. The color, Angle and other factors of the simulation sample can be arbitrarily set. This makes the simulation sample very similar to the real aircraft. Moreover, convolutional neural network has certain fault tolerance and generalization ability. So, simulated images constructed by our method can partly replace the real image to some extent and reduce the need for the detection model.
D. AIRCRAFT DETECTION WITH SIMULATED IMAGES
In this section, we compare the detection results of the original specific aircraft image training model and the simulation image training model. Firstly, two sets of remote sensing images are selected for training, the first set containing 10 images and the second set containing 20 images. Then, we combine each image with 4 specific aircraft models through our method and use these simulation images to train the network. Finally, testing data included 50 specific aircraft images are tested with the models obtained from these two sets. The helicopter images are processed and tested in the same way. ResNet-101 network and Faster-RCNN ZF network are used to initialize the network. The results are showed in Figure 8 and Table 3,Table 4 .
As can be seen from Figure 8 , the simulation image detection results of the aircraft model are better than those of original remote sensing image. Due to insufficient training data, three aircraft in figure (a) four and four aircraft in figure (b) were not detected. Each simulation image has 4 aircraft samples more than the original image, which makes the simulation image have more aircraft information. After adding simulation samples, the detection model can detect more aircraft. Table 3 and Table 4 shows the recall, precision and F1-measure of different image models. As can be seen from Table 3 and Table 4 , after the 10 images are further processed VOLUME 7, 2019 with our method, the detection results of both ResNet-101 network and ZF network are obviously improved. Compared with the original images, the network trained by the simulation image shows improvement in the F1-measure. And as can be seen from the third and fourth rows of Table 3 and Table 4 , this rule is also applicable to detection result of 20 images. The experimental results show that we can obtain better detection results by our data augmentation strategy under small sample condition.
E. THE COMPATIBILITY WITH OTHER METHODS
In this section, we discuss the influence of different methods on the detection results. Our experiments use the method of Rotation Dense Feature Pyramid Networks (R-DFPN) and adopted the preordained model ResNet-101 to initialize the network. We chose four different data augmentation methods: flipping [21] , adding Gaussian noise [22] , rotating [23] and simulation image to carry out the experiment. In order to test the influence of different methods on the detection results, we conduct four comparative experiments.
In Figure 9 , (a) shows the original image, (b) shows the flipped image, (c) and (d) show the rotated image, (e) shows the image added noise and (f) shows the simulated image. At the same time, in order to verify the compatibility of our method, the simulation image is used on the basis of the other three methods. The results are showed in Table 5 . Table 5 shows the recall, precision and F1-measure of different detection results. The ' * ' indicates use simulation images to data augmentation and each image is combined with 4 aircraft models. Four groups of training samples are respectively the original image, using three data augmentation methods and using simulation images on the basis. As can be seen from Table 5 , detection result trained by the original image is the worst. The results of training by single augmentation method are better than that of the original image. Furthermore, using simulation images on the basis of other methods will make the detection result better. This shows that our method can be compatible with other data augmentation methods and make the detection results better.
IV. CONCLUSION
In this paper, we propose a novel strategy to augment the training positive samples by using simulated images. Specific aircraft three-dimensional model is projected onto real remote sensing images and generates simulation images. In the case of insufficient images, this method can effectively increase the number of positive samples.
The experiments showed that: 1) When the training samples are insufficient, we cannot obtain a good detection model. And civil aircraft training network cannot be used to detect specific aircraft
2) The proposed method improves the comprehensive ability of detection effectively. The detection performance of the method is improved obviously at each comparative experiments.
3) The proposed method is well compatible with other data augmentation methods.
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