The class of q-Horn Boolean expressions, generalizing the important classes of quadratic, Horn, and disguised Horn formulae, has been introduced in Boros et al. (1990) . It has been shown there that the satisfiability problem corresponding to a disjunctive normal form CJ is solvable in time, linear in the size of 4, if C$ is known to be q-Horn. However, the recognition of such formulae was based on the solution of a linear programming problem, and had therefore a much higher (although still polynomial) complexity. In this paper a linear-time combinatorial algorithm is presented for recognizing q-Horn formulae, and reducing in this way the overall complexity of the corresponding satisfiability problem to a linear one.
Introduction
Satisfiability is one of the central problems of modern applied mathematics, the study of which started as early as the end of the last century. Its central role in complexity theory (see e.g. [lo] ) fuels the theoretical interest of the last two decades in satisfiability. It has a great practical importance, too. Satisfiability plays a key role in expert systems (rule-based knowledge bases) and in computer engineering (circuit testing and verification). The theoretical and practical importance of satisfiability. the algorithmic difficulty of handling such problems and the latest hardware developments all contributed to the revived practical interest in satisfiability. All these factors have led to numerous algorithmic and theoretical studies (see. e.g. [l, 2, 4, 5, 8, 9, 11-13, 16-18, 20-24, 26, 27] ), many of which are concerned with specially structured satisfiability problems, and with the exploitation of such special structures in general purpose algorithms (for the role of Horn formulae in artificial intelligence, +This research was supported in part by NSF (Grant DMS 89-06870) AFOSR (Grants 89-0512 and 90-0008) and ONR (Grants NOOOl4-92-51375 and N00014-92-54083) .
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Ck 71).
The object of this paper is to study a special class of satisfiability problems, corresponding to "q-Horn" disjunctive normal forms. Q-Horn expressions have been introduced in [4] , and provide a natural syntactic generalization of some of the major classes (quadratic, Horn, etc.) for which satisfiability is polynomially solvable.
Let us consider a set of n Boolean variables, x1, . . . ,x,. By a literal we shall mean either a Boolean variable Xi or its complement Xi = 1 -xi, 1 < i < n. A conjunction of literals will be called a term. A disjunctive normal form (or DNF in short) is the disjunction of terms. The size of a DNF is the total number of literals appearing in it. A (partial) assignment is a subset S of the literals such that for every i (1 < i < n) exactly (at most) one of the literals xi and Xi belongs to S.
By a sutisfiubility problem (or briefly SAT), we shall mean the problem of finding a solution to a Boolean equation of the type I$(x) = 0, where C$ is a DNF in the Boolean variables x = (x1, . . . , x,).
It is well-known that SAT problems are hard, and the class is NP-complete even in the special case in which the terms are restricted to contain at most 3 literals (the so-called 3-SAT problem, see [lo] ), or even in the further specialized case when no variable has more than 4 occurrences in a 3-SAT problem (the so-called 3,4-SAT problem, see [26] ).
On the other hand, there are only a few known special classes of Boolean formulae for which SAT is polynomially solvable. A DNF is called quadratic, if every term in it contains at most 2 literals (e.g. 4(x,y,z) = x v ~72 v Xz). A quadratic satisfiability problem, also called a 2-SAT problem, can be solved in linear time, see e.g. [3, 121. A DNF C/J is called Horn, if every term of 4 involves at most one complemented variable (e.g. $(x, y, z, w) = x v Jzw v xyzW). A Horn satisfiability problem can also be solved in linear time, see e.g. [l 11.
A DNF 4 is called disguised Horn, if there is an assignment S (ISI = n) such that every term of 4 contains at most one literal not belonging to S (e.g. the DNF 4(x,y,z) = Xjj v z v j is a disguised Horn expression, since the assignment S = {x, y,z} contains all but at most one of the literals from every term of 4).
Obviously, a simple "switch" of the variables, i.e. the substitution of the literals in S by new variables, transforms a disguised Horn DNF into a Horn one (e.g. the substitution x' t x, y' t y, and z' t z changes the above disguised Horn expression 4(x, y, z) into rl/ (x', y', z') = 2' y' v x' y' z' v jj', which is a Horn DNF). Since the switching of the literals in a disguised Horn DNF C$ takes time linear in the size of C#J, the corresponding satisfiability problem can obviously be solved in linear time, assuming that the corresponding assignment S is known. The recognition problem, i.e. the problem of finding an assignment S, which proves that the given DNF C#J is disguised Horn, or concluding that 4 is not disguised Horn, is also solvable in linear time, see e.g. [2, 21] .
A DNF 4 is called q-Horn if there is a partial assignment S such that (i) for every term of C$ at most two of the literals do not belong to S, and (ii) if a term contains exactly two literals outside of S, say u and v, then neither ti nor 6 belongs to S. A q-Horn DNF for which S = 0 is simply a quadratic DNF, while one for which S is the set of all the variables (a full assignment)
is simply a Horn (a disguised Horn) DNF. It should be noted that while the class of q-Horn DNFs includes quadratic and (disguised) Horn DNFs, this inclusion is proper, since there are q-Horn DNFs which do not belong to any of the previous classes.
It was shown in [4] that satisfiability problems for disjunctive normal forms, known to be q-Horn, can be solved in linear time. Q-Horn expressions have therefore a great potential in practical applications, e.g. in rule-based expert systems, and in testing and verification algorithms of computer engineering. On the theoretical side, the exploitation of q-Horn substructures in general disjunctive normal forms has led to a new complexity measure, and to a new general purpose satisfiability algorithm. This algorithm runs in polynomial time for a large class of DNFs, including many of the known polynomially solvable satisfiability classes (see [S] ). The linear-time solvability of a satisfiability problem corresponding to a q-Horn DNF Q, is based on the explicit knowledge of the partial assignment S, which shows that 4 is q-Horn. The recognition of q-Horn formulae, i.e. the problem of finding such a partial assignment for a given DNF 4, was, however, based on the solution of a linear programming problem, associated to the disjunctive normal form 4, and had therefore a much higher (although still polynomial) complexity (see [4] ). The main result of this paper is to present a linear-time combinatorial algorithm for recognizing q-Horn expressions, and, in this way, to reduce the overall complexity of the corresponding satisfiability problems to linear time in the size of the input DNF. The outline of the paper is the following: First, in order to recall the definition of q-Horn expressions from [4], we associate with an arbitrary disjunctive normal form 4 a polytope P,, and recall that C$ is a q-Horn expression iff P, is not empty. We show that P, is not empty if and only if it contains half integral vectors, i.e. points with components from {O,& 1). Those half integral vectors of P, which have the smallest number of 3's will be called the core elements of 4.
Next, we associate with the DNF 4 a quadratic DNF $ with the property that C#J is a q-Horn expression if and only if P, contains a core element of \cI (Theorem 4.1).
In Section 5 we show that a core element of an arbitrary quadratic DNF can be found in linear time in the size of the given quadratic DNF (Theorem 5.2). This, together with Theorem 4.1 yields an algorithm for recognizing q-Horn formulae in linear time in the size of the quadratic form $, which, unfortunately, may not be linear in the size of r$.
To improve on this, in Section 6, we introduce another quadratic DNF $ associated with 4 which involves more variables, but whose size is linear in the size of 4, and which has the additional property that from any core element of it one can easily construct a core element of *.
Summarizing the above procedure, we first construct the quadratic expression $, then we determine a core element of it, then we use this core element to construct a core element of 1c/, and finally we check whether this core element belongs to P, , or not. If the answer is yes, then and only then 4 is q-Horn. Each of the above steps takes only linear time in the size of the input, and hence the overall complexity of this procedure is linear in the size of 4 (Theorem 6.2).
Notations and definitions
Let V= {x1,..., x,} be a set of n Boolean variables, each of which can take the values 1 (true) or 0 (false). By a literal we shall mean either a Boolean variable xi or its complement Xi = 1 -Xi for 1 d i < yt. Let II = {x1, X, , . . . . x, , I?, , } If L is a partial assignment, an expression of the form T(x) = nusLu is called a term. For a collection .P' of partial assignments the expression is called a disjunctive normal form, or a DNF. The size 1~~51 of the DNF 4 is the total number of literals in it, i.e. 141 = CLE9 1 LI. In the sequel, we refer to the DNF 4 given by (1) also as 4y. A partial assignment S is said to satisfy the term nuELu if L A f? # 0. We say that S satisfies the DNF (1) if it satisfies all the terms of (1).
In order to make the expressions simpler in our example, we shall writej instead of Xj, and j instead of Xj The set S = (2,3,& 5) is a partial assignment satisfying the terms Lz, L,, L4, L5 and L7, but is not satisfying L1 and Lg. On the other hand, the partial assignment _-S' = {1,2,3} satisfies all the terms of rl/, and thus it satisfies $.
The satis$ability problem, or SAT in short, can now be stated as follows:
Input: A DNF 4 given by (1). Output: "YES" and a satisfying (partial) assignment if 4 is satisfiable, "NO" otherwise. Let us consider now a DNF c$~, given by (1) and let us denote by P, (or equivalently by P+), the polytope of all feasible valuations to 49. In other words, P, is the convex set determined by the following system of inequalities:
for LEZ, cc(u) + z(U) = 1 for u~ll.
We shall say that a DNF $9 is a q-Horn DNF, if Pz # 0 (see [4] ).
(2)
Example ( It is easy to check that the valuation rl * defined by cc*(l) = 1, a*(2) = a*(3) = 0 and a*(4) = a*(5) = a*(6) = ) belongs to PG showing that $ is a q-Horn formula.
Basic properties of valuations
To a real vector c( E R" we shall associate another vector c?, defined by
1 if a(u) > 4 for every 14 E iL. It is easy to see that if c( is a valuation, then so is &. Similarly, we have the following lemma. Proof. Since c1 is a feasible vector for the system (2) for any L E 2 there is at most one UE L such that a(v) > 3.
If such a literal u E L exists, then for all the other literals w E L, w # u, we must have E(W) < f, implying thus s(w) = 0, and hence CUEL&(u) < 1.
If there is no such literal in L, then E(u) 6 U(U) for all u EL by the definition of B, implying that CueL&(~) < CueL~(u) < 1. 0 Given a valuation CI, the set of literals u having a(u) = f is called the curse of do, and is denoted by C(a).
Lemma 3.2. Zfcl E P9 and /IEP~, then there is a YE Pz such that C(y) = C(U) n C(p).
Proof. It is easy to see that y = 4% + ap satisfies the above conditions. 0
Since there is only a finite number of possible curses, it follows from Lemma 3.2 that.
Corollary 3.3. There is a unique maximal subset C, G [L such that C, G C(a) for every CiEPp
This unique set of literals C9 will be called the curse of the DNF $re. The set of all those valuations B for which c( E Pz and C(U) = C, will de denoted by AZ, and will be called the core of the polytope Pp
We shall return now to the definition used in the introduction. By definition, a DNF 49 is q-Horn iff PY # 8. Let tl E P, denote an arbitrary core element of the q-Horn DNF $P, and let us define a partial assignment Sy by sy = {u 1 E(U) = 0).
The feasibility of CI implies obviously that every term of $u can contain at most two literals outside of S,, and if a term contains exactly two, then those literais cannot belong to gY, either. This remark justifies the more syntactic definition of q-Horn DNFs given in the introduction.
Example (continued).
It will be seen in Section 5 that for the DNF rc/ in our example, C9 = {4,4,5,5,6,6}, and the valuation CI defined above is the only core valuation of $.
Reduction to a quadratic problem
For the given family 9 of subsets of literals, let us consider the collection 9 of all pairs of literals {u, u} for which there is an L E Y such that both u and v belong to L. We shall call the quadratic DNF 49 the quadratic couer of dP 7
Since any Q E 9? is the subset of an L E 3, for an arbitrary valuation c1 E Py we have c 44 G u;L44 G 1, UEQ implying that every feasible valuation of the DNF 4iu is a feasible valuation of its quadratic cover, i.e. P9 G Ps. Proof. We have to prove that A, c Pp whenever P9 is not empty. Let us assume now that A,$ Pp. We shall show that this implies P9 = 8 thus proving the theorem. Let ME A,\P,, and let L E 55' be the subset corresponding to one of the violated inequalities of the system (2):
c Z(U) > 1.
UCL
since CIE P9, it follows that for any subset Q G L, having IQ1 = 2, we must have c a(u) d 1.
(6) ueQ Inequalities (5) and (6) together with the fact that U(U) E {0, i, l} for all u E II, imply that U(U) < f for all u E L. But then (5) implies that (L n C(cc)l 3 3. Since C(U) = C, E C(p) for every p E P,, we have
IL n C(D)1 3 IL n C(ct)l >, 3.
Therefore, no valuation /? E P9 can satisfy the inequality implying that P9 n P9 = 8. Since P, G P9, it follows that P, = 8. 0 which assigns the minimum number of 3's to the literals.
Core valuations of a quadratic DNF
Let us consider in this section an arbitrary quadratic DNF, #s, and let us recall that P9 is defined by the following system of inequalities: U(U) + z(u) Q 1 for all {u, V} E_$?, u # v,
We shall show below that a valuation x E AS can be constructed in time, linear in lddl. In order to find a valuation in A, we shall associate a directed graph D, with the quadratic family 2. The vertices of D, are simply the literals in the set [L. There is a directed arc in D, connecting u to u if and only if the set {u, 6) belongs to 2. While the construction of D, is very similar to the one in [3] , there are, however, two differences. On the one hand, the linear terms of 4g are not used in this construction, and on the other hand, we consider {O,;, 1}-assignments to the vertices of the graph, instead of the (0, 1}-assignments considered in [3] . It can be noticed immediately (as in [3] ) that there is a directed path from u to u if and only if there is one from V to U. This property follows directly from the symmetric definition of the arcs.
Let us observe also that a valuation c( belongs to P, if and only if a(~) B z(u) for all arcs (u, u) of D,.
This equivalence follows from the definition relating the arcs of Dg to the terms of 41, and from the observation that an inequality U(U) + E(U) d 1 can also be written as
Let us recall (see e.g. [25] ) that a subset C of the vertices of a directed graph is called strongly connected if for any pair of vertices u E C and v E C (U # v) there are directed paths connecting both u to v and v to U. The maximal strongly connected subsets of the vertices of a directed graph are called strong components. It follows from this definition that if S1 and Sz are two strong components then either S1 = S2, or S1 n Sz = 0, and in this latter case if there is a directed path from a vertex UES, to a vertex u E Sz, then there is a directed path from every vertex of S1 to every vertex of Sz, and there is no path at all from a vertex of Sz to a vertex of S1.
From the definition of D, it follows now that if Si is a strong component of D9, then SO is Si, and therefore either Si = Si, or Si n Si = 8. Let us denote now the strong components of D, by S,, . . . . S,. We can assume that these components are topologically ordered, i.e. there is no directed path connecting a vertex of Si to a vertex of Sj if i > j. For such a fixed order, let US define t= j if $ = Sj. Let us further associate with this fixed topological order a valuation c(* defined by (10) i=c Example (continued), Let us consider again the DNF $ in our example. Fig. 1 shows the strong components and the structure of the corresponding graph D,. The graph has three strong components, which are, in topological order, Si, S2 and SJ. Here we have 2 = 2, i = 3 and 3 = 1. Therefore, S* = Sz = {4, 4,5,5,6,6} and, according to (9) , the valuation a* is given now by a*(T) = a*(2) = a*(3) = 0, a*(4) = a*(4) = M*(5) = E*(5) = a*(6) = a*(6) = 3, and a*(l) = a*(z) = N*(5) = 1.
With the notations (9) and (10) Proof. Let us first notice that if Si is a strong component for which i = i; then Si E Cg. Indeed, for any u ES and U ES~ = Si there are directed paths connecting u to u and U to U, since these vertices belong to the same strongly connected component. Therefore, the inequalities (8) corresponding to the arcs along these paths imply that a(u) < a(G) and a(G) d E(U). Hence, a(u) = E(U) = 3 in all valuations a E P9.
Second, let us prove that c1* E PS. For this, let us consider an arbitrary arc (u, u) E E, and let i andj be the indices of the strong components (in the fixed topological order) containing the vertices u and v, respectively. We shall show that a*(U) < a*(u).
We can assume that a*(u) 3 4 and that a*(v) < i since otherwise (11) holds trivially. According to the definition of X* in (7) these assumptions are equivalent to j<3 and i>,i.
On the other hand, the arc (u, u) connects Si to Sj, and the arc (i?,G) connects ST to S;; The definition of a topological order implies now that i<j and I~< i
In view of (12) and (13) it follows that i = t= j = j, and therefore a*(u) = a*(o) = 4, thus completing the proof. 0 
Let us assume furthermore that the literals in each set L ~3 are labeled (in an arbitrary way) from 1 to (LI, i.e. L = (u~,~, . . . . u~,,~ Proof. Let us prove first that if /I E P9 and cc is defined by
then a is a valuation belonging to P,. Indeed, for any term L and for any 1 < i < j < JLI the inequality ff t"L.,i) + cI(uL, j) G l (17) can be obtained from the system defining PB by adding the inequalities We remark that according to the above lemma, P, is simply the restriction of the set P8 to the set of literals [L c M. Proof. Let #9 be the DNF given by (l), let C#J~ be its quadratic cover, and let us consider the quadratic system, 9 defined by (14) and (15).
A DNF C#J~ is, by definition, q-Horn if and only if Pp # 8. According to Theorem 4.1, the latter can be checked by exhibiting a valuation CI EA$ and by checking whether it belongs to P, or not. By Lemma 6.1, A9 is simply the orthogonal projection of A,. Therefore, the condition Pp # 0 can also be checked by finding a core valuation fi E A, and by checking whether its projection on fL c Mdoes or does not belong to Pg. Such a valuation can be found, by Theorem 5.2, in O(($,() = O(l$J) time, and hence one can decide in linear time whether c,!I~ is or is not q-Horn. 0
