Abstract-The problem of object recognition has been considered here. Color descriptions from distinct regions covering multiple segments are considered for object representation. Distinct multicolored regions are detected using edge maps and clustering. Performance of the proposed methodologies has been evaluated on three data sets and the results are found to be better than existing methods when a small number of training views is considered.
INTRODUCTION
THE challenges involved in object recognition are mainly the efficient representation and then the comparison of two objects through their representations. Broadly speaking, there are two types of approaches to object representation. While the first utilizes the knowledge gained from the spatial arrangements of the "shape features" such as the edge elements, boundaries, corners, and junctions, the other uses the brightness or color features obtained more directly from the object images [1] . But, there are limitations to any algorithm which uses only either shape features or color features. The representation scheme should carry the color information and its pattern of appearance on the object surface. This study proposes a scheme to describe an object in such a way that the description contains the color information as well as the patterns of colors on the object surface. Note that, in most of the cases, wherever there is shape or structural information in the object, the corresponding patterns in the image possess discontinuities in colors. Thus, extraction of information regarding patterns of colors automatically leads to extracting shape and structural information of the object.
There are several approaches to object representation such as histogram-based, eigenspace-based, edge and corner-based, graphbased representations, etc. Among histogram-based methods, the work by Swain and Ballard [2] is one of the earliest works which used color as a primal cue for object recognition and image retrieval. Stricker [3] introduced an indexing technique based on the boundary histogram of multicolored objects. The histogrambased approach is an attractive method for object recognition because of its simplicity, speed, and robustness [4] . Although it is simple, the main drawbacks of this approach are its inability to encode shape and structural information of the objects and the use of only color information for distinguishing the objects.
The standard procedure in eigenspace-based methods is to represent an object by considering the whole image as a vector and projecting it over a set of eigenvectors to achieve data compression and reduction of redundant information. Generally, the eigenvectors corresponding to the dominant eigenvalues are found using Principal Component Analysis (PCA). Some of the earliest works on object recognition using eigenspace-based representation are by Murase and Nayar [5] , [6] and Turk and Pentland [7] . These methods are effective when eigenspace captures the characteristics of the whole database, for example, when all the object images have a uniform known background. If there is a large variation in the images, performance of the methods can deteriorate. Such methods are best suited for recognition of an object that constitutes a complete image [8] .
In graph-based representation, generally, regions with their corresponding feature vector and the geometric relationship between these regions are encoded in the form of a graph. Tu et al. [8] proposed a method which segments the image into regions of approximately constant color and the geometric relationship of the segmented colored regions is represented by an attributed graph. Object matching, then, is formulated as an approximate graphmatching problem. Methods such as Color Adjacency Graph (CAG) [9] , Attributed Relational Graph (ARG) [10] , and Shock graph [11] are prominent in this approach. Kostin et al. [12] proposed an object recognition scheme using graph matching. One advantage of graphbased representation is that the geometric relationship can be used to encode certain shape information of the object and any subgraph matching algorithm can be used to identify a single as well as multiple objects in query images. However, matching two such representations becomes a complicated process. Some of the issues in this regard are discussed in [12] .
Support Vector Machine (SVM)-based methods are used to classify both globally and locally obtained feature vectors of the objects [13] , [14] . Roth et al. [15] proposed a view-based algorithm for 3D object recognition using a network of linear units. The sparse Network of Winnows (SNoW) learning architecture is used to learn the representations of objects. Two experiments are carried out by them using pixel-based representation and edge-based representation of the objects separately.
In general, the above discussed methods use representation schemes which are global in nature. The global representation schemes have certain shortcomings. These shortcomings can be overcome using local representations. In local representation schemes, generally, information from several regions of the images are encoded. Some of the local representation schemes are Local Affine Frames (LAF) [16] , "Scale Invariant Feature Transform (SIFT)" [17] , "Shape Context" [1] , and "Multimodal Neighborhood Signature (MNS)." However, SIFT and Shape Context are designed for gray-scale images. Marée et al. [18] have proposed a generic approach to image classification based on decision tree ensembles and local subwindows and improvements upon this method are reported in [19] . They have tested the performance on gray scale as well as color images.
Two methods are proposed in this paper for object recognition. Section 2 describes the motivation of the work. Section 3 contains a representation scheme to represent an object image using the descriptions of different regions of interest. Two different schemes are proposed to extract the regions of interest. Section 4 has two dissimilarity measures, one is to compare two regions of interest and the other is to compare two object images through their descriptors. Section 5 contains a brief description of the data sets used and comparisons with the existing methods. This paper is concluded with a discussion on the proposed methodology in Section 6.
MOTIVATION FOR THE PROPOSED METHOD
Two important cues to distinguish between two objects are the overall shape and structure of the object and the occurrence of different colors with respect to their spatial arrangements. Generally, human beings use both of the cues for distinguishing objects in different stages. It is difficult to visualize or reconstruct the actual shape of an object when we have only the color information of the different segments and their spatial arrangement. However, it can be used as an important cue to represent the objects for classification. Several psychological studies regarding the representation of shape have been discussed in [20] and a survey of literature in this regard is provided in [21] . A way of preserving the positional information of adjacent segments is to store their representing color vectors as a unit. This connected set, which covers pixels from all of the adjacent segments and contains the color information from these segments, is the region of interest (ROI). Let us call such a region a "Multicolored Neighborhood (MCN)." Six examples of such MCNs are shown in Fig. 1 .
An object representation, namely, Multimodal Neighborhood Signature (MNS), similar to the proposed one was developed by Matas et al. [22] . Neighborhoods having multimodal color distribution in RGB color space are located in the object image using a simplified mean-shift algorithm. Let the number of modes found in a neighborhood be nðn ! 2Þ and the set of modes be U ¼ f 1 ; 2 ; . . . ; n g, where i is the three-dimensional RGB vector of the ith mode. Then, n 2 À Á color pairs fð i ; j Þ; i; j ¼ 1; 2; . . . ; n and i 6 ¼ jg are formed from U. In this way, all possible pairs of vectors are found from each multimodal neighborhood of the image. The set of all such distinct pair of vectors ð i ; j Þ is defined as the MNS of the object. MNS contains the color information in the object. It also preserves a crucial information, i.e., if a pair of vectors ð i ; j Þ present in the MNS, then it can be inferred that there is a region containing at least two segments with color i and j present in the image. However, this signature cannot specify whether there are only two such segments or more than two segments present in the ROI (Fig. 1) . Thus, the neighborhoods having more than two-modal color distributions are not represented efficiently. Thus, it lacks the crucial discrimination power regarding the neighborhoods having more than two segments. The discrimination power of the signature can be greatly enhanced if the properties of such types of neighborhoods could be efficiently preserved by the signature. This was the motivation for proposing one such representation which is capable of representing the neighborhoods having more than two modes. The proposed representation is described below.
OBJECT REPRESENTATION
An MCN is represented here as a unit consisting of the representatives of the colors present in it. The representative colors are the center of the clusters formed by the color vectors present in the MCN. This unit of cluster centers contains the average color values corresponding to the different segments of MCN. Ultimately, the object is represented by the distinct sets of units of the cluster centers of the constituent MCNs. Let us call it the "Multicolored Region Descriptor (M-CORD)" of the object.
Multicolored Region Descriptor
The color values found from the cluster centers of an MCN are stored as a unit for each MCN, thereby keeping track of the structural information, especially when there are more than two clusters. Suppose N distinct MCNs are selected by the proposed algorithm. Then, the signature of the object contains N units of cluster centers and each unit of cluster center represents a single MCN.
This descriptor contains the information regarding each MCN of the image and the MCNs are either from the boundaries or junctions present in the image. Thus, it contains the information that, if there is a unit of k i clusters present in the descriptor, then there is a patch of pixels which covers parts of the k i segments present in the image. This greatly enhances the discrimination power of the recognition system when the same colors are present in two objects but in different alignments.
The color distribution of each MCN is multimodal [22] . Thus, a clustering technique can be employed to find the number of colors present in a region. Another way of detecting these regions is to see how many parts it is divided into by the edge pixels present in the region. A special property of MCN is that it contains either a junction or a part of boundary of the object or simply an edge which divides the region into several parts. Each part of the region belongs to a different segment of the image. Thus, edge maps of the images of the objects can also be used to locate such regions. These two approaches are explained separately below.
Detection of MCNs Using Clustering
To obtain the different colors present in a neighborhood, we propose a simple and fast clustering algorithm to find the cluster centers. It takes three parameters, V , r, and min clst size. Let V ¼ fṽ 1 ;ṽ 2 ; . . . ;ṽ n g be a set of color vectors. We call two color vectorsṽ i andṽ j similar if kṽ i Àṽ j k < r. Thus, r is the dissimilarity parameter for two colors. min clst size is the parameter to check the validity of a cluster. The steps of the algorithm are shown in Algorithm 1. It can be seen that, for a neighborhood with uniform color, this algorithm returns one cluster (Step 9). It needs only n À 1 distance computations and n À 1 comparisons to detect a region with uniform color (Steps 5-10) because, in such a region, all of the color vectorsṽ i are within a small disc of radius r centering v 1 . Hence, it quickly eliminates such regions which are not needed for the construction of the descriptor. For neighborhoods having more than one cluster, it needs ðnÀ1Þn 2 distance computations. However, the number of comparisons increases with the increase in the number of clusters. Let the set of vectors V be the union of k clusters
Then, the number of comparisons needed for the set of vectors V to be partitioned into k > 1 clusters is jV j 2 þ P k j¼2 ðjV j À P jÀ1 i¼1 ðjV i j À 1ÞÞ 2 , (jV i j denotes the number of elements in V i ). Additionally, at most n vector additions and k divisions are needed for the computation of the cluster centers.
To detect the M-CORD, ClusterðÞ is performed at every considered neighborhood in the image. For simplicity of pixel manipulation, overlapping windows of size w Â w are selected as neighborhoods. All of the detected MCNs of an object image from SOIL-47A data set are shown in Fig. 2a . It can be seen that most of the edges are covered by a number of MCNs. To construct the descriptor of the object, all of the MCNs are not needed because several MCNs detected over a stretch of boundary will have similar color distributions. Thus, after finding an MCN, it is matched with all of the previously considered MCNs and is included in the descriptor if it is significantly different from all the previously considered MCNs. The amount of difference between two MCNs is determined by the dissimilarity value found using the Hausdorff distance (1) between the two sets of colors corresponding to two different MCNs, which is explained in detail later in Section 4.1 of this paper. In this way, all of the distinct MCNs are extracted from the object image to construct the M-CORD of the object. Let us call this representation M-CORDCluster. The matching algorithm for two different MCNs is described in Section 4.1. Finally, the M-CORD of each of the objects is stored in a separate file.
. . . ;ṽ n g Ã =g 2: while n > min clst size do 3:
if jU i j < min clst size then 9:
return fc þ 1g f= Ã V is from a neighborhood of uniform color Ã =g 10:
end if 11:
end if 15: 
Detection of MCNs Using Edge Map
Edge maps give crucial shape information of an object because connected edges are detected between every pair of adjacent segments. Thus, every stretch of edge pixels gives information about two neighboring regions and any junction of more than two edges (as shown in Fig. 1) indicates the presence of multiple regions neighboring the surrounding point. The main problem in this approach is using the "right" edge map for all of the images. Most of the edge detectors fail to detect the correct edges with a fixed set of parameter values for all of the images. Thus, it is necessary to manually tune of the parameters to obtain satisfactory results. This becomes an extremely difficult task while dealing with thousands of images.
Recently, the authors suggested an efficient edge detection technique which sets the same parameter values for color images [23] . This method is used here to find the edge maps of the object images with the default set of parameter values which the algorithm uses. Regions of size w Â w are considered around the edge pixels. If the edges in a region divide it into disjoint smaller regions, then the considered region covers pixels from multiple image segments. In general, such regions are found over the boundaries where multiple image segments are present. If the number of connected components in the region is at least two, it is declared an MCN. The average color values of each of the smaller regions in the MCN are found. Finally, all such distinct MCNs are clubbed together as described in Section 3.1 to construct the M-CORD of the object image, which we will call the M-CORD-Edge. Fig. 2 shows the MCNs detected using the M-CORD-Edge in an object image. Each of the white rectangular windows is an MCN. Fig. 2a shows only 10 percent of the MCNs among all of the detected MCNs. The rest of the 90 percent of MCNs are not shown to avoid cluttering. All of the distinct MCNs considered for the formation of the M-CORD of the object are shown in Fig. 2b .
Although, the idea of representation using the edge map of the object is the same as representation using clustering, the descriptors due to them are different because of the principles involved in them. For instance, in the third MCN from the left in Fig. 1 , M-CORDCluster will use four mean values, whereas M-CORD-Edge will use five mean values to describe the neighborhood (the colors of the two smaller regions inside the MCN are same) because the edge map in this neighborhood divides it into five smaller regions due to five different segments of the image. In general, if there are n different colors present in the neighborhood, then M-CORD-Cluster uses n means to represent the MCN irrespective of the spatial arrangements of the colors. But, in the case of M-CORD-Edge, if there are n types of color pixels which are divided into m (m greater than n) smaller regions, then the descriptor uses m mean values to represent the MCN. Thus, M-CORD-Edge representation is richer than M-CORD-Cluster.
MATCHING
Two types of matching operations are performed here. In one type, the matching is done at the time of finding the distinct MCNs to construct M-CORD. In the second case, matching is performed while comparing two objects through their M-CORDs. These procedures are described in the following two sections.
Matching Two MCNs of an Object Image
All of the MCNs in an object image are detected using either clustering or the edge map of the object image, as described in previous section. It can be observed from Fig. 2a that several MCNs are detected over a stretch of the boundary of the object and most of them have similar color distribution. To represent the object, information from all of these MCNs generally is not needed. Only a few MCNs from a stretch of the boundary having significantly different color distributions are enough for this purpose. Two MCNs are said to be significantly different if the dissimilarity between them is greater than a value max . The dissimilarity between two MCNs, , is defined as follows:
Let U ¼ fũ 1 ;ũ 2 ; Á Á Á ;ũ m g and V ¼ fṽ 1 ;ṽ 2 ; Á Á Á ;ṽ n g represent two different MCNs in an object image, whereũ i ¼ ðu
j Þ are three-dimensional color vectors from U and V , respectively. Then, the dissimilarity between U and V is defined as
where
q . Note that, in order that U and V are similar, each element in each set should have a similar element in the other set. If there is an element which does not have a similar element in the other set, then these two sets are not similar. Expression (1) is the Hausdorff distance [24] between U and V .
Matching Two Objects
Two objects are matched by comparing their M-CORDs. Under ideal conditions, if the images under consideration for comparison are from the same object and same view, then the procedures described in Section 3 should produce identical MCNs. But, in practice, when the images are taken under different conditions (i.e., different lighting conditions or from different views), the MCNs are not identical even if the two images are of the same object. Thus, the matching is not exact as it is in the case of matching two MCNs from the same object image. Here, the matching operation assigns a score, i.e., a dissimilarity value, based on the dissimilarity between the MCNs from the M-CORDs of the images under consideration.
Let P ¼ fU 1 ; U 2 ; Á Á Á ; U M g and Q ¼ fV 1 ; V 2 ; Á Á Á ; V N g be two M-CORDs from two different images. Here, U i ¼ fũ i1 ;ũ i2 ; Á Á Á ;ũ ii g and V j ¼ fṽ j1 ;ṽ j2 ; Á Á Á ;ṽ jj g are MCNs of P and Q, respectively, and, u ik andṽ jk are three-dimensional color vectors. It can be seen that the number of elements in P and Q may not be same. Wallraven et al. [14] have proposed a distance function to find the distance between two feature vectors of different sizes which is used in an SVM classifier for image classification. The entities of their feature vectors are vectors of the same size. But, in our case, the entities U i and V j of the feature vectors P and Q, respectively, are also sets and they can have a different number of elements. Thus, two dissimilarity measures are proposed; one is between two MCNs (2) and the other is between two M-CORDs (3).
RESULTS AND COMPARISONS
The performance of the proposed methods has been evaluated on two well-known data sets, namely, the Columbia Object Image Library (COIL-100) 1 [25] and the Surrey Object Image Library (SOIL-47) 2 [26] , corresponding to the object recognition problem. In addition to these two data sets, we have reported the experiments on a subset of the Amsterdam Library of Object Images (ALOI) [27] . The image collection relevant to our purpose is the collection of 72,000 images of the 1,000 objects under in-plane rotation aimed at describing the object view (ALOI-VIEW) 3 with a quarter resolution. We have selected only 18,000 images from 250 objects from among the 1,000 objects for evaluating the performance of our methods. We believe a collection of 18,000 images from 250 different objects provides sufficient variety to test the performance of the proposed methods.
The performance of M-CORD with the two different approaches using the edge map of the objects (M-CORD-Edge) and using clustering (M-CORD-Cluster) to find the descriptors has been compared with the MNS method proposed by Matas et al. [22] using the SOIL-47A data set and some of the recently published methods on the COIL-100 data set. To compare the performance of the methods on the SOIL-47A data set, the results reported in [16] , [28] as well as the results obtained using our implementation of the MNS method have been considered for comparison. Similarly, results reported in [15] , [16] , [18] have been considered for comparison of the performance of the methods on COIL-100 data set. Additionally, recognition performances on ALOI using the proposed methods have been included for better judgment.
Let us consider the SOIL-47A data set for evaluation of the the performance of the methods. The experiments have been done in the same way as described by Koubaroulis et al. [28] . To have a better understanding, we implemented the MNS method and parameters are tuned to obtain better results. The parameters used for the MNS method are size of the window ðwÞ, Mean Shift kernel width ðKÞ, minimum mode size ðCÞ, threshold for the distance used at the time of suppression ðdÞ, and threshold value used at the time of MNS matching ðT Þ. Table 1 . It can be seen that for both the L 1 and L 2 metrics, we obtained better results than the ones reported in [28] . Additionally, the proposed methods outperform the MNS method in terms of recognition rates.
To better understand the advantage of M-CORD over MNS, we looked for the objects for which the methods have performed poorly. As the results of M-CORD-Edge and M-CORD-Cluster for SOIL-47A are similar, we have considered M-CORD-Edge for comparison. To observe the objectwise performance of the proposed method, the number of correct matches by MNS method for each object is subtracted from the number of correct matches by the proposed method and the difference table is plotted in Fig. 3 . It can be seen in Fig. 3 that M-CORD-Edge performed better than MNS for most of the objects. It is found that none of the 20 views of three objects (20, 36, and 21) in the SOIL-47A data set are matched correctly by the MNS method, whereas at least some views of every object are matched correctly by the proposed method. The proposed method has performed poorly only for object #34 for which the correct number of matches is only four. For all other objects, M-CORD-Edge has obtained at least 10 correct matches. The proposed method mismatched object #34 with object #35 for 16 test views. The two objects are very similar to each other and it is extremely difficult to distinguish one from the other even for a human being. The abovementioned results are evidence of the superior performance of M-CORD over MNS.
COIL-100 is a widely used data set for object recognition. Five different experiments have been conducted to evaluate the performance of the M-CORD methods and they are compared to other methods found in the literature for this data set. The experiments are classified according to the number of training views considered for the experiments. The average values of rank 1 recognition are listed in Table 2 . The results for other methods are taken from the cited papers except for the method Extra Tree þ Random Subwindows proposed by Marée et al. [19] . These recognition rates are obtained using the software PiXiT 4 provided by Marée and PEPITe. Marée et al., in their paper, reported results using HSV color space. However, the results reported in row 3 of Table 2 are generated using RGB coding because the proposed method also uses RGB values. It can be seen that the recognition performance increases with the increase in the number of training views of the objects. However, it is not always possible to have different training views available to obtain the model descriptor and the increase in the number of training views also increases the computational cost. Thus, a method should be judged better when it produces better results with a smaller number of training views. Additionally, decreasing the number of training views increases demands on the method's generalization ability and on the insensitivity to image deformations [16] . It can be seen from Table 2 that the rank 1 recognition rate obtained using the proposed methods is better than other methods when one, two, or four training views are considered. If eight training views are considered, then the best result (99.4 percent) is reported for LAF [16] compared to 99.0 percent and 98.9 percent by M-CORD-Edge and M-CORD-Cluster, respectively. In the case of the 18 training views per object proposed method, M-CORD-Edge, achieved recognition rate 99.91 percent, which is equivalent to the best result reported in the literature for LAF. But, M-CORD-Edge produces the best result with perfect (100 percent) recognition on this data set. Overall, M-CORD-Edge produces uniformly better results compared to other methods, except for the case of eight training views per object, and M-CORD-Cluster produces significantly better results compared to other methods when one, two, or four training views are considered. It is to be noted that, in the proposed approach, no object modeling is done from the available training views to obtain a single M-CORD. The different training views are selected as in [16] , [18] and are mentioned in Table 2 .
The last data set considered is the ALOI-VIEW data set. We have conducted the experiments on 250 objects only (i.e., 25 percent of the total number of images). The recognition performance is summarized in Table 3 . It can be seen that proposed methods M-CORD-Edge and M-CORD-Cluster obtained moderately good recognition of 69.8 percent and 75.2 percent, respectively, using one training view per object. Performance is not as good as in the case of the COIL-100 data set because the increase in the number of object classes increases the level of confusion between the objects and decreases the recognition performance. But, both of the methods achieved good recognition when a large number of views per objects is considered in the training set. No results of other methods are available on this data set for comparison.
CONCLUSIONS, DISCUSSION, AND FUTURE WORKS
The performance of the proposed methodology mainly depends on the number of MCNs selected for each of the M-CORD and the size of the region selected. Here, region is a rectangular window of size w Â w. The number of MCNs detected for each of the M-CORD depends on the size of the window and the dissimilarity threshold max . While the size of the window is crucial for obtaining better regional description, max controls the number of MCNs selected. The greater the value of max , the fewer the number of MCNs selected. The bigger the size of the window, the better the representation is. Larger windows increase the computational cost of the method. Similarly, if too many MCNs are selected, the methods suffer from the problem of overfitting and the recognition time is also increased.
The values of all of the parameters are selected on the basis of several experiments. Windows of three different sizes (w ¼ 10, 16, and 25) are selected for experiments in the COIL-100 data set. Although the results obtained are not significantly different, the best results are obtained using w ¼ 16 and are reported in Table 2 . The other parameter values, such as max -the dissimilarity parameter between two MCNs, min clst size-the minimum number of pixels needed for a cluster to be valid, and r-the parameter to check the dissimilarity between two color vectors, are selected by varying them over different intervals. The final values are selected by observing the MCNs selected on a number of images. The values of r and min clst size are varied between 10 and 60 and the best results are obtained using r ¼ 30 and min clst size ¼ 20. Similarly, the value of max is varied between 20 and 80 and the best results are obtained using max ¼ 40. The same parameter values are used for the SOIL-47A data set, except for the window size, to generate the results shown in Table 1 . Initially, performance of the proposed methods is tested on SOIL-47A using windows of size w ¼ 10 for both training and test views. In the SOIL-47A data set, the size of the frontal (training) view of the object is twice the size of the other (test) views. Thus, w ¼ 20 is a reasonable size to select for the frontal views when the window size for the test views is taken to be 10. This produces better results compared to the case of w ¼ 10 for all the views.
Comparison between the two proposed ways of representations: It is noted that M-CORD-Edge representation is richer than M-CORD-Cluster because it can also be sensitive to the spatial distribution of the colors. Hence, M-CORD-Edge produces better results than M-CORD-Cluster in the case of SOIL-47A and COIL-100. But, rich representation in M-CORD-Edge is obtained at the cost of extra storage space to store the M-CORDs and more comparison time between two M-CORDs. In the case of the ALOI-VIEW data set, although the M-CORD-Edge descriptors of the objects are rich, the performance in terms of recognition rate is not good compared to M-CORD-Cluster. The possible reason may be the problem of overrepresentation. Sometimes, representation richer than needed is not helpful. Comparatively poor but reasonably good recognition is obtained using M-CORD-Cluster with smaller window sizes (10 Â 10) for all of the data sets. Thus, to choose between two methods, one can opt for M-CORD-Cluster, anticipating a reasonably good recognition with a small window size such as w ¼ 10. But, to get a rich representation of the objects and better results, M-CORD-Edge with bigger window size should be considered.
The main contribution of this paper is the proposed representation (M-CORD) of an object. Two dissimilarity measures, one comparing between two M-CORDs and the other one comparing between two MCNs, have also been proposed. The strength of the proposed methodology is the efficient representation of the colors appearing on the object surface, which preserves the local shape information. The proposed methods would perform well when objects are multicolored and rich and colorful patterns appear on the object surface.
