We propose a quantum algorithm for projecting to eigenstates of any hermitian operator, provided one can access the associated control-unitary evolution and measurement of the ancilla of the control. The procedure is iterative and the distribution of the projected eigenstates obeys the Born rule. This algorithm can be used as a subroutine in the quantum annealing procedure by measurement to drive the system to the ground state, and we demonstrate its feasibility by simulating the procedure.
I. INTRODUCTION
The Born rule prescribes the measurement of an observableô on a quantum state |ψ 0 as probabilistic projection to its eigenstate |o n with a probability p n = | o n |ψ 0 | 2 . Whether one can derive it and hence remove it from the postulates of quantum mechanics is of fundamental interest [1] . A general construction of such a procedure for spectral projection is also of practical importance. For example, Ref. [2] constructs a quantum walk approach to achieve such a projection and emphasizes its utility in carrying out a key step of the quantum simulated annealing (QSA) algorithm for optimization problems [3] , for use such as landing in the ground state of a Hamiltonian that enocdes a problem. In fact, the standard quantum phase estimation (QPE) [4] and its iterative variants [5] [6] [7] can also achieve the spectral projection, albeit approximately with the error decreasing as more ancillas are used to represent the phase.
The QPE is crucial in many related applications including Ref. [2] and related methods for preparing a thermal Gibbs state [8] [9] [10] [11] . The standard QPE uses O(n 2 ) gates, where n is the number of qubits representing the system state, and thus maintaining coherence when carrying out QPE is important for noisy intermediate-scale quantum (NISQ) processors. Here we apply a simple iterative approach to achieve the spectral projection, and in each step only one control unitary is used and the ancilla is measured. We show that the distribution of this eigenstate projection obeys the Born rule. As an application, we simulate the use of our spectral projection algorithm in the 16-qubit transverse-field Ising model and demonstrate that ground states at different transverse field strengths can be successfully obtained with high fidelity using the QSA.
Our other motivation for this study comes from the incentive to devise a simple quantum version of Lanczos algorithm. An approach was recently proposed in Ref. [12] by implementing an effective unitary evolution e −iH eff ∆τ to simulate the imaginary time evolution e −H∆τ on a quantum state. We wish to take an alternative approach that does not require the searching of the effective Hamiltonian H eff , but uses the control evolution and ancilla measurement. However, as discussed below, the procedure we come up with suffers from high-order effect, but in analyzing this leads us to the procedure of spectral projection.
The remaining of the paper is organized as follows. In Sec. II we discuss our idea to induce a non-unitary, imaginary-time evolved operation on a quantum state and develop one that seemingly can implement such operation. However, we discuss its drawbacks and argue why it does not work in practice. In Sec. III, we discuss our main result of a quantum algorithm for spectral projection and illustrate its use using classical simulations. We show that such spectral projection obeys the Born rule for the distribution of projected eigenstates. We also discuss the effect of decoherence. In particular, we simulate how well our algorithm works as a subroutine in the quantum simulated annealing for arriving at ground states of the transverse-field Ising spin chain. In Sec. IV, we make some concluding remarks.
II. PRELIMINARY AND SOME NAIVE ALGORITHMS
The basic idea of our approach is to entangle a system with an ancilla qubit prepared in a certain state, and then measure the ancilla in a chosen basis. This is commonly used in many quantum information processing protocols [4] . We will describe how to choose the prepared ancilla state and the measurement basis alongside the process of implementation. Let the system be composed of a number k of qubits be in the state |ψ . First we entangle them with an ancilla in the initial state |A = α|0 + β|1 , by the controlled-operation cU ≡ |0 0|⊗1+|1 1|⊗U , where U is the unitary evolution of the k qubits under a Hamiltonianĥ within a time step ∆t, i.e., U = exp (−iĥ∆t). We then measure the ancilla in the basis (|0 ± e iξ |1 )/ √ 2, with the ± associated with the measurement outcome m = 0 or 1, respectively. This measurement collapses the system qubits onto the unnormalized state: One ancilla is the control qubit for the control unitary jointly applying to it and the system, cU = |0 0|⊗I +|1 1|⊗e −i∆tĥ , followed by a measurement on the ancilla in the X ≡ σ x basis. with probability p m = ψ m |ψ m . Up to the first order in ∆t, the post-measurement state is now
(2) We want to achieve a nonunitary action on |ψ that is to first order [1 −ĥ∆τ ]|ψ . However, this cannot hold for both outcomes. Suppose we choose the ancilla's initial state and the measurement angle ξ such that
then for the measured outcome m = 0 on the ancilla, the nonunitary action is achieved, i.e., the effective action on the system is
(We note that one may as well choose the parameters so that m = 1 would be the desired outcome; e.g. 1 − i r in Eq. (3).) One choice of the parameters such that '0' is the desired outcome is as follows,
and the probability for each outcome (without approximation) is
We note that the measurement on the ancilla is in the Pauli X basis, which can be done by first applying the Hadamard gate H before measuring in the standard Z basis; see Fig. 1 . However, for the measured outcome '1' on the ancilla, the system will be collapsed to an undesired state (unnormalized below), correct up to the first order in ∆t,
By applying to the post-measurement state the 'correcting' unitary (but this is in fact not necessary as
FIG. 2:
The diagram that illustrates the algorithm for implementing one Trotter imaginary-time step.
it only modifies the relative phases of different eigencomponents, but not the amplitudes)
the system becomes
to first order in ∆t. The second term inside the bracket of Eq. (9) and Eq. (4) represents the step size of a random walk in the exponent of an action e ±ĥ∆τi on a quantum state |ψ , where ∆τ 0 = −∆t/r and ∆τ 1 = ∆t/(r + 4/r), and the probabilities, according to Eq. (6), are to the first order, respectively,
where h ψ ≡ ψ|ĥ|ψ is the average energy and |ψ is the state of the system prior to this iteration.
A. Driving to the ground state by post-selection By post-selecting the '0' outcome, we have the action shown in Eq. (4), and by repeating this one can achieve exponential decay to the ground state, via e −n∆tĥ/r |ψ .
We note that different values of r and ∆t can be used. Such a procedure is the usual imaginary time evolution, employed in many classical numerical methods, such as the iTEBD method for ground states [13] . However, for our quantum procedure the desired branch of having all '0' outcomes occurs with an exponentially small probability, so it is not very useful in practice.
B. An adaptive procedure for implementing imaginary-time evolution
However, instead of postselection, one can attempt to perform additional operation if the undesired outcome '1' occurs. Let us define one iteration to be the process from entangling the system with an ancilla to measuring the ancilla and possibly correcting with the unitary if needed. If the first step yields the '0' outcome and one arrives at the desired imaginary-time evolution Eq. (4) . We ask what can one do if one obtains the '1' outcome and arrives at a state in Eq. (9)? We can proceed with a second iteration by choosing a different parameter r . The desired outcome '0' after this iteration would put the system in the state
If we choose r such that 1/(r + 4/r) − 1/r = −1/r, i.e., r = r 2
then the outcome '0' leads to the desired imaginary-time evolution Eq. (4). However, if instead the measurement still gives the undesired outcome of '1', we can correct it further by repeating the iteration until outcome '0' is obtained by choosing the parameter r n+1 in the (n + 1)-th round to be related to the previous one via
and we terminate the iteration when '0' outcome is obtained. Then the desired one-step imaginary-time evolution will give
This procedure is summarized in Fig. 2 . However, this procedure suffers from the occurrence of long sequences of '1' outcomes, and as a rough estimate by dropping the first-order contribution, the probability of n successive '1' outcomes from the beginning is
which does not decay exponentially. Figure 3 shows the values of r n with r 1 = 1. (One can start with a larger r 1 so as to get a smaller ratio of r n /r 1 , but the scaling is still not exponentially small.) Of course, in reality first-order and higher-order terms and dependence on h ψ need to be included in actual runs. As seen in Eq. (10), one can increase the probability of the outcome '0' by subtracting the Hamiltonianĥ by a multiple of the identity operator such that h ψ < 0 (assuming we take r > 0). However, as the iteration proceeds, this also suffers the second-order effect, i.e. the second-order term −(∆t) 2ĥ2 /(4 + 2r 2 ) that was not included in Eq. (12) , when the outcome is '1'. Such a term will decrease the relative amplitude of the ground-state component, if the ground-state energy is not the smallest in magnitude, and changes nonunifomrly the relative amplitudes of other eigenstates, as well. If one desires to alleviate the reduction in the ground-state amplitude, one needs to do the opposite to the above by shifting the Hamiltonianĥ by an identity operator such that it is nonnegative, i.e. h ψ ≥ 0 (assuming we take r > 0). However, this enhances the probability of outcome '1' to occur and it results in high probability of a long sequence of '1' outcomes. Such conflicting factors make our adaptive algorithm not practically feasible. In the next section, we will discuss the effect of this additional second-order term and will argue that this leads to a novel way to achieve spectral projection.
FIG. 3:
The value of r n for the first one hundred, starting with r 1 = 1.
Let us remark that one may consider other parameter choices, such as
and even let ∆t to vary, leading to a recursive relation,
(18) But we do not find these alternatives to provide a robust and deterministic algorithm for imaginary time evolution.
III. QUANTUM ALGORITHM FOR SPECTRAL PROJECTION
We can calculate the expected 'random walk' of the Hamiltonian in the exponent,
(19) Since this is second order in ∆t, we should also include the expansion in the same order that involvesĥ 2 with a real coefficient, and that contribution comes from the next order not explicitly shown in Eq. (9) and it gives (as we have mentioned earlier)
Add both expressions, we obtain − (∆t)
2 )/(4 + r 2 ) ψ|ĥ|ψ . As one repeatedly applies the procedure, the state |ψ itself will change and hence so will the expectation value ψ|ĥ|ψ . It is a slow process if ∆t is small, and it is stochastic as the measurement outcome is random. If, towards the end of the procedure, one can gradually reduce the value of r to zero, then it will eventually drive any initial state to an eigenstate, provided the procedure is sufficiently long. See Fig. 4 for illustration of the energy evolution as the procedure is carried out.
In fact one can directly take the limit r → 0 and the procedure still works. In this case, the control ancilla is prepared in |− = (|0 − |1 )/ √ 2. But if we have chosen to make '1' outcome the desired one, then we would have set α β e iξ = 1 − ir, where r ∈ R,
and the r → 0 corresponds to the control ancilla being prepared in |+ = (|0 + |1 )/ √ 2. We have indeed tested that using the control ancilla in |± and a sequence of ∆t (e.g. {10, 3, 1, 0.3, 0.1, . . . }) to carry out the iteration a few times for each ∆t, the system could be randomly projected to an eigenstate |E n .
In fact, it was known that repeated application of the Hadamard test can randomly project the system to an eigenstate in the setting of the quantum walk [2] . Moreover, the QPE uses the control unitary of the form cU 2 k that raises the unitary to the power of 2 k , and reading out the phase using the inverse quantum Fourier transform does approximately project the wavefunction to eigenstates of U . Variants of the iterative QPE also rely on the use of cU 2 k to achieve the approximate projection [5] [6] [7] . What we have proposed here is that U needs not be raised to an integer power, but instead we can use the unitary of the form U (∆t) = e −iĥ∆t with random duration ∆t. Moreover, the initial state of the ancillary qubit needs not be the |± nor eigenstates of other Pauli operators.
We discuss shortly below how to perform classical simulations in Sec. III A. Even though we do not know the best sequence of r and ∆t (which can also gradually reduce its magnitude), but what we typically start with some large ∆t and decrease it gradually, e.g. ∆t = 10, 3, 1, 0.3, 0.1, . . . . Using larger ∆t helps with the initial convergence, as indicated in Eq. (22). We note that using ∆t > 1 is fine when one has access to e −iĥ∆t (more precisely, its controlled version), but when the evolution e −iĥ∆t needs to be approximated by the Trotter decomposition (consideringĥ = iĥ i ), then ∆t cannot be chosen to be large. For each fixed ∆t, we run a few iterations by varying r, e.g. r = 10, 3, 1, 0.3, 0.1, . . . , 0, similar to ∆t, except the use of r = 0. But we also note that it is not necessary to decrease r and ∆t monotonically.
But then why would we need r = 0? We find that if the initial state of the system is not a pure state |ψ 0 but some mixed state ρ 0 , or if a depolarizing channel is applied to the initial pure state, the procedure with r = 0 can lead the system to a fixed point which is invariant even under repeated running with different ∆t. But using steps with nonzero r takes the system out of such 'metastable' fixed points and later makes it converged to an eigenstate. Therefore, there is some advantage of using nonzero r's in addition to r = 0 in order to make the procedure stable.
Given such a procedure for projecting any initial state to an eigenstate, it is nature to ask how the final distribution of eigenstates depends on the initial state. Does it obey the Born rule for measuring an eigenbasis, i.e. p n = | n|ψ 0 | 2 ? We will prove below that this is indeed the case in Sec. III B.
So we have a quantum algorithm that performs robust projection to eigenstates. When there is a degeneracy, the projection takes to the superposition that depends on the initial overlap with the degenerate states. This procedure is robust against decoherence, as it is constantly driving the system towards eigenstates, so can be better than using the phase estimation. Moreover, the QPE requires the number of ancillary qubits to scale with the accuracy; that is the precision of the projection depends on the number of the ancillary qubits used in QPE. Here, the cost to precision is the number of iterations: at each step only one ancilla is used and the projection to the eigenstates can be made more precise, even with machine precision, with sufficient iterations and without using cU 
2 at each step, say, k-th, given the state from the end of the previous step for the system, |ψ (k−1) , the parameters α k (r k ), β k (r k ), and the unitary U k (∆t k ) = e −i∆t kĥ ,
. (24) One decides to update the state |ψ (k) = |ψ m . With a suitable choice of {r k } and {∆t k }, the long-iterated state |ψ (k 1) will converge to an eigenstate |E n .
We note that simulating this procedure for spectral projection also provides us a quantum-inspired classical algorithm to obtain (randomly) excited states, whose accuracy does not depend on other lower lying levels. The costly part is in obtaining e −iĥ∆t ; however, for the purpose of a short-range Hamiltonian, one can use Trotter decomposition and individual e −iĥj ∆t (forĥ = jĥ j ) is not a large matrix.
We did such simulations for 5-qubit Ising model in a transverse field (with the periodic boundary condition),
and the results are shown in the caption of Fig. 5 . The results for the final eigenstate distribution are consistent with the Born rule, which we prove next.
B. Born rule
We mention earlier that from simulations the probability of the outcome seems to obey the Born rule, and we prove here that this is indeed the case. Since we start with an arbitrary initial state |ψ 0 and assume the ancilla's state is α|0 + β|1 , the control unitary is cU = |0 0| ⊗ 1 1 + |1 1 ⊗ e −i∆tĤ . The initial expectation value of the energy for |ψ 0 is ψ 0 |Ĥ|ψ 0 and is trivially conserved even after the control unitary
where U = e −i∆tĤ . Since the measurement on the ancilla commutes with any operator whose support is on that of |ψ 0 , the energy expectation value remains the same, regardless of the ancilla's measurement basis. Each measurement gives rise to two branches. And subsequent control untiaries and measurements split the branches further. But averaging over all branches, the expectation of the energy remains the same. Suppose the final distribution of energy eigenstates is {q i , E i },
Since the equality holds for any set of real numbers that represent the set of eigen-energies, we can then choose in principle the very special case that E i = δ i,k , and we conclude that q k = | E k |ψ 0 | 2 , hence proving that the distribution of the final eigen-energies driven by the stochastic procedure must obey the Born rule. (25) with five qubits at the external field g = 2/3 and the initial state is |ψ 0 = |−, +, −, +, + . The parameters are the same as in Fig. 5 and the averaged energy is monitored. The converged values of energy are computed from the expectation ofĥ using the converged wave functions. Note that the error of these converged energies to the exact values is of order 10 −15 , except for the top curve, whose converged value has an error of order 10 −9 . We note that the energy expectation value is not obtained from the approach described in Sec. III D, but by directly computing the Hamiltonian with the wave function.
C. Any observable
In fact, theĥ can be replaced by any hermitian operatorô and our procedure can be used to project toj its eigenstates. The Born rule will also apply. One may also regard our procedure as a method for "collapsing" to eigenstates of the system indirectly by measurement on ancillary particles one by one.
D. Eigenvalues and expectation value by repeated measurement
How do we know it is converged and how do we extract the eigenvalues? Following the idea in the so-called eigenstate witness method [14] , one performs tomography on the ancilla qubit (after applying the same control unitary, i.e. fixing ∆t and r). If it remains in a pure state, this means that the system must be in an eigenstate and hence it is converged.
Let us suppose that the system converges to an eigenstate |E n , then carrying out one step of the procedure (with the parameters r and ∆t) gives the probability of the ancilla be measured to be m = 0/1 being
FIG. 5:
Eigenstates distribution p n after the procedure (simulations vs. ideal Born rule). The model under consideration is the Ising model in the transverse field with five qubits at the external field g = 2/3 and the initial state is |ψ 0 = |−, +, −, +, + . The horizontal axis n labels the index of eigen states with eigen-energies (E n ) ordered from the lowest to the highest. The statistics were obtaining by averaging over 1,000 runs.
FIG. 6:
Effect of decoherence: energy vs. iteration step in our spectral projection algorithm. The runs are similar to those in Fig. 4 , except that at step 10 and step 98, we apply a depolarizing channel to every qubit, D(ρ i ) = (1 − )ρ + 1 1/2, using = 0.5. The 'disruption' at step 98 is clearly visible in terms of energy, whereas that at step 10 is not visible as the system is still trying to converge. The converged energy to the closest exact energy eigenvalue has an error from 10 −3 to 10 −5 , except one run having 10 −8 .
The system remains in its eigenstate |E n under such repeated measurements, by fixing the same set of parameters and monitoring the continuing measurements, one can deduce the energy value E n . By changing to a different r or just flipping its sign, one obtains another estimation of the probabilities in terms of ∆t E n and we can extract the eigen energy. One can also use the usual Hadamard test, i.e. using
Using our algorithm as the subroutine that carries out the measurement to project to eigenstates in the annealing method in Ref. [3] . The figure shows the energy after projecting to the eigenstates vs. g. The procedure starts with the ground state |00 · · · 0 of H(g = 0). The system size is N = 16. The energy at the end of the annealing procedure (g = 1) has an energy close to the ground state energy E = −16 with an error of order 10 −13 .
ancilla state for the control bit before the control unitary. Then the difference in the probabilities, p 0 − p 1 , allows to measure the real and imaginary parts of the phase e −i∆tE k . As above, if the system is already in an eigenstate, the Hadamard test will not change the state of the system, so one can repeatedly perform the test.
E. Effect of decoherence
Our method has some resilience to decoherence, but is as robust as error correction. We perform similar runs of spectral projection, similar to those in Fig. 4 , except that at step 10 and step 98, we apply a depolarizing channel to every qubit, D(ρ i ) = (1 − )ρ + 1 1/2 with = 0.5. As can be clearly seen in Fig. 6 , the 'disruption' at step 98 is clearly visible in terms of energy, whereas that at step 10 is not visible as the system is still trying to converge. The converged energy to the closest exact energy eigenvalue has an error from 10 −3 to 10 −5 , except one run having 10 −8 . If there can be sufficient number of iteration steps carried out before decoherence takes place, then the system can converge to an eigenstate. Of course, the depolarizing channel takes it out of the eigenstate and the iterative spectral projection procedure may take the system to another eigenstate.
We note that here we assume the ancillary control qubit is relatively error free, and this reminds us of the assumption in the so-called DQC1 quantum computing model [15] , where only one qubit is clean.
F. Subroutine in the quantum annealing algorithm
As an application, we simulate the use of our spectral projection algorithm in the 16-qubit transverse-field Ising model demonstrate that ground states at different transverse field strengths can be successfully obtained in the context of QSA [3] . The Hamiltonian we consider H(g) is shown in Eq. (25), where the parameterization is slightly different from the literature. But in terms of the spin-spin coupling strength J = g and the external field B = (1 − g). We begin at the ground state of g 0 = 0 (which is |0 ⊗N ) and as the first step project the system to the eigenstates of H(g 1 ) with g 1 = g 0 +0.025, and keep increasing the subsequent g k+1 = g k + 0.025 until g = 1.
What is shown in Fig. 7 is the energy after projecting to the eigenstates vs. g. The system size we simulate is N = 16.
In this particular simulation, we do not use the total Hamiltonian H(g) in implementing the unitary, but instead using H e (g) and H o (g) for even and odd bonds. In applying the controlled version of e −iH∆t we use a 4-th order Trotter decomposition [16] . This also demonstrates the applicability of our approach, as the the control operation needs only act on a smaller part of the system (e.g. sequentially on the control bit and the qubits of each bond). We do see that the final state at g = 1 is very close to its ground state, with the error in terms of energy being 10 −13 .
IV. CONCLUSION
We have proposed a quantum algorithm for projecting to eigenstates of any hermitian operator, provided one can access the associated control-unitary evolution and measurement of the control ancilla qubit. The procedure is iterative and the distribution of the projected eigenstates obeys the Born rule. It has some resilience against decoherence, namely, the iterative procedure takes the system towards eigenstates, even after the influence of decoherence such as a depolarizing, But it has no capability of error correction or prevention. We do not view this as the alternative of QPE. This algorithm can be used as a subroutine in the quantum annealing procedure by measurement to drive to the ground state. We have simulated that our algorithm indeed works. It will be interesting to see a proof-of-principle demonstration on currently available quantum computers.
Post-selection allows projection to the ground state, but the probability for obtaining the desired post-selected outcome is exceedingly small. The algorithm that we develop for the imaginary time evolution suffers some problems that make it not practical. It will be desirable to see whether there is any way out so that we can have a practical imaginary time evolution quantum algorithm by measuring ancillas.
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