This paper addresses the difficult question of how to perform meaningful comparisons between neural network-based hydrological models and alternative modelling approaches. Standard, goodness-of-fit metric approaches are limited since they only assess numerical performance and not physical legitimacy of the means by which output is achieved. Consequently, the potential for general application or catchment transfer of such models is seldom understood. This paper presents a partial derivative, relative sensitivity analysis method as a consistent means by which the physical legitimacy of models can be evaluated. It is used to compare the behaviour and physical rationality of a generalised linear model and two neural network models for predicting median flood magnitude in rural catchments. The different models perform similarly in terms of goodness-of-fit statistics, but behave quite distinctly when the relative sensitivities of their inputs are evaluated. The neural solutions are seen to offer an encouraging degree of physical legitimacy in their behaviour, over that of a generalised linear modelling counterpart, particularly when overfitting is constrained. This indicates that neural models offer preferable solutions for transfer into ungauged catchments. Thus, the importance of understanding both model performance and physical legitimacy when comparing neural models with alternative modelling approaches is demonstrated. Key words | generalised linear model, index flood, neural network, partial derivative, physical legitimacy, sensitivity analysis, ungauged catchment manner because the extent to which their modelling 1
INTRODUCTION
This paper presents an approach for delivering greater meaning from the comparison of artificial neural network (ANN) models with alternative modelling approaches in hydrological studies. ANN-based hydrological models are most commonly applied as black-box tools and the internal mechanisms by which the model output is generated are not normally explored in hydrological terms. Used in this way, an ANN's primary purpose is the optimisation of complex, non-linear relations between a specific set of hydrological input and output data, and standard goodness-of-fit procedures may, therefore, be considered an adequate basis by which to compare its performance to that of other models (Klemes ; Refsgaard & Knudsen ) . Indeed, assessments of goodness-of-fit have been widely used in comparative hydrological modelling studies to argue that ANN models can perform as well as, or better, than alternative modelling approaches (e.g. Shrestha & Nestmann ; Mount & Abrahart ) . However, such arguments are informed solely by the degree of optimisation that is achieved by each model. They say nothing about the means by which different models achieve their performance and the relative merits of these alternative means. Indeed, when ANN models are applied solely as black-boxes, their potential relative to other modelling approaches can never be properly understood in a generalised or transferrable mechanisms conform to physically-based, hydrological domain knowledge remains untested (Howes & Anderson ; Sargent ) . Consequently, critical questions about whether ANN modelling mechanisms are more or less reflective of real-world hydrological processes than alternative models are seldom addressed directly (Minns & Hall ; Abrahart et al. ) , and the relative extent to which they are able to deliver hydrological process insights (i.e.
Caswell's () model duality) is not normally evaluated.
The purpose of this paper is to present a method by which these questions may be addressed.
More informative approaches to model comparison are required that explicitly consider the internal behaviours of the different models and assess them according to their conformance with the logical, rational and physical expec- Hornberger ) and global methods (Muleta & Nicklow ; Saltelli et al. ) . By contrast, sensitivity analysis has not been widely adopted in ANN modelling studies beyond a few isolated examples (Sudheer ; Nourani & Fard ) . This is presumably because the equations that relate inputs and outputs in an ANN are considered complex, inaccessible and difficult to interpret (Aytek et al. ; Abrahart et al. ) , making exploration of model sensitivity via direct analysis of the governing equations difficult. Nonetheless, recent progress has been made (Yeung et al. ) and relative sensitivity analysis techniques for ANNs have made it possible to assess the internal, mechanistic legitimacy of such models (Abrahart et al. b; Mount et al. ) . However, the focus of these studies has so far been restricted to mechanical considerations. The application of sensitivity analysis to evaluate the physical legitimacy of ANN-based hydrological models, and thus the degree to which they can be generalised and transferred, remains an outstanding task.
In this paper, we apply a sensitivity analysis method that can be used to compare the physical legitimacy of ANNbased hydrological models with their alternative modelling counterparts in a direct manner. We exemplify the method by comparing the performance and physical legitimacy of ANN structures means that the information derived from them cannot easily be compared directly with that derived from alternative models with different internal structuresthus limiting the comparative value of the information. To overcome this problem, we here assess the physical legitimacy of an ANN's overall response function using a standard relative sensitivity approach that can be consistently and directly replicated across a range of alternative model types and that is widely understood and accepted by hydrologists. Consequently, an evaluation of the physical legitimacy of the means by which each model's performance is obtained accompanies the usual assessments of output validity; enabling the extent to which each model delivers a transferable, general solution to be considered.
COMPARING GLM AND ANN-BASED MODELS FOR UNGAUGED CATCHMENT PREDICTION IN THE UK
The modelling of hydrological responses in ungauged catchments remains an important focus of research for hydrologists, especially as the majority of the world's river catchments remain ungauged or poorly gauged. In such catchments the application of distributed physically-based models and statistical approaches is hampered by a lack of input par- These catchment descriptors can be thought of as physical controls of QMED potential. SAAR controls the hydrological inputs to the catchment, AREA controls the scaling of the catchment response, whilst BFIHOST and FARL control the degree of buffering of the input-output signal.
Of central importance to the above method is the model that is used to relate QMED and the catchment descriptors.
These relationships are non-linear and not well represented by standard multiple linear regression. Therefore, the most recent UK method described applies a range of non-linear transformations within a GLM framework (Kjeldsen et al. Figure 1 ), and an activation functiontypically the logistic sigmoid function (Equation (2)).
Biases are added to the ANN structure by convention and enable the network to model more complex relationships. Each bias input is set to unity and an individual weighting is thereafter applied prior to that input being passed to its relevant processing unit. The final output obtained from each individual processing unit is calculated by applying this sigmoid function to the sum of its weighted inputs (including the weighted bias input). ANN B , which we adopt as an example of an overfitted ANN, is structurally identical to ANN A . However, its training epochs have been artificially extended to 10 times that of ANN A (i.e. 40,000 epochs) to promote overfitting. The network unit weights and biases are provided in Table 2 and are used as the inputs to Equation (8) to negate the fairness of a direct comparison between them.
However, this stance fails to credit that both models do use all of the data in the model development process; they just use it in a characteristically different manner that reflects the fundamental differences between each method. In this sense, the models are comparable; not because they use the same data in the same way, but rather because each one's use of the data is equally appropriate and justifiable in the context of its own model development method.
MODEL PERFORMANCE AND PHYSICAL LEGITIMACY ASSESSMENT
Model performance evaluation
Each model's performance was evaluated using standard goodness-of-fit metrics to deliver output validation. To ensure a consistent approach the resultant statistics were generated using HydroTest (http://www.hydrotest.org.uk), 
where Q i is observed index flood value i (of n values),Q i is the modelled value i, Q is the mean of the observed data, andQ is the mean of the predicted data.
Physical legitimacy
Following the recent studies of Abrahart et al. 
Partial derivatives can be computed for ANNs via the application of a backward chaining partial differentiation rule as outlined in Hashem () . Adapted from Hashem's more general rule, for an ANN with sigmoid activation functions (i.e. of standard type, as used in our case study), one hidden layer, i input units, j hidden units and one output unit (O), the partial derivative of a network's output can be calculated with respect to each of its inputs as:
where, w ij is the weight from input unit i to hidden unit j, w jO is the weight from hidden unit j to the output unit O, h j is the output of hidden unit j, and O is the output from the network.
One important difference between calculating partial derivatives for multiple input, single output GLMs and ANN models should, however, be noted. When computing partial derivatives of a GLM, there is no need to vary the values of the other inputs to investigate the range of sensitivity responses under different input conditions. This is because GLMs deliver a simple additive response function, such that the relative sensitivity for any one variable will involve only that variable, given that all other parts of the expression will cancel out, during the process of scaling the other variables. Hence, relative sensitivity values for each input to the QMED GLM model (Equation (1)) can be computed according to Equations (9)-(12). The final relative sensitivities of the QMED GLM model are provided in
Equations (13)-(16).
@QMED @BFIHOST ¼ À6:5385QMED:BFIHOST ð12Þ
The same is not true for ANNs, which are not constrained to produce simple, additive response functions. When computing partial derivatives for an ANN, it is therefore necessary to isolate the pattern of relative sensitivity of each input variable in turn by holding the other inputs at fixed values so that the patterns of sensitivity associated with each variable can be interpreted within the context of the other variable states. To this end, we adopt a simple three-step methodology.
Step 1: Compute 25th percentile, median and 75th percentile values for each input variable in the dataset.
Step 2: Holding all other variables at either 25th percentile, median or 75th percentile, vary each input variable in turn across the range of observed values.
Step 3: Plot results and interpret the resultant graphs. 
RESULTS
Independence Figure 2 and Table 3 
SENSITIVITY ANALYSIS AND PHYSICAL INTERPRETATION OF MODELS QMED GLM
Relative sensitivity plots for QMED GLM provided in Figure 6 are calculated using Equations (13) Similarly, the sensitivity of QMED to catchment permeability is counter to basic physical principles with index floods seen to be an order of magnitude more sensitive to a unit change in permeability in a highly permeable catchment when compared with the same proportional change in an impermeable one. Whilst the overall negative relative sensitivity of QMED to BFIHOST is conceptually legitimate, the specific pattern is difficult to legitimise physically as is the magnitude of the relative sensitivity observed relative to that of the other variables.
The sensitivity analysis thus indicates only partial physical legitimacy of the QMED GLM , with the pattern of sensitivity of QMED to SAAR and BFIHOST being particularly difficult to rationalise.
ANN A
Relative sensitivity plots for the ANN A model are provided in Figure 7 . Importantly, none of the plots exhibit the extreme, In contrast to the QMED GLM , FARL acts as a relatively modest driver of QMED, indicating that the ANN A model is less heavily influenced by in-channel controls of peak discharge magnitude than QMED GLM . In simplistic physical terms, one would expect a reduction in flood attenuation to drive a proportional increase in QMED, and the positive relative sensitivity plots confirm this basic assumption. However, This study has presented a consistent means by which the physical legitimacy of ANN models can be evaluated and compared with alternative modelling approaches. The application of relative sensitivity analysis in our median flood modelling example has enabled the physical legitimacy of two ANN-based models to be compared directly with the GLM counterpart used as standard in the UK. Tables 4 and 5 provide clear evidence that a general ANN modelling approach can deliver models as good as the GLM approach currently presented in the UK Flood Estimation Handbook, both in terms of their performance and their legitimacy.
Whilst the paper does not purport to be a competition between ANNs and GLMs, in this isolated case the evidence does lend some support to the view that ANN-based models may have some advantages over their GLM counterparts.
However, one can only build good physically-legitimate ANN models if ample data of sufficient quality exist, and if the model development process is sound. It is also evident from this evaluation that ANN solutions can only deliver physical legitimacy if issues such as overfitting are avoided.
To conclude, it is clear that comparing ANN models to alternative approaches on the basis of goodness-of-fit is 
