Abstract. This paper suggests a difference-based method for inference in the regression model involving fractionally-integrated processes. Under suitable regularity conditions, our method can effectively deal with the inference problems associated with the regression model consisting of nonstationary, stationary, and intermediate memory regressors, simultaneously. Although the difference-based method provides a very flexible modeling framework for empirical studies, the implementation of this method is extremely easy, because it completely avoids the difficult problems of choosing a kernel function, a bandwidth parameter, or an autoregressive lag length for the long-run variance estimation. The asymptotic local power of our method is investigated with a sequence of local data-generating processes (DGP) in what Davidson and MacKinnon (1985) call "regression direction". The simulation results indicate that the size control of our method is excellent even when the sample size is only 100, and the pattern of power performance is highly consistent with the theoretical finding from the asymptotic local power analysis conducted in this paper.
Introduction
It is well known that a great deal of estimation and inference techniques have been developed for weakly dependent, I(0), and unit root, I(1), processes, including Phillips (1987) , Newey and West (1987) , Phillips and Hansen (1990) , Andrews (1991) , and Hansen (1992) . Nevertheless, inference methods for the fractionallyintegrated processes are relatively scarce. Among them, Robinson and Hidalgo (1997) consider the generalized least squares (GLS) estimator for a time series regression in the presence of long-range dependence in both errors and stochastic regressors. Robinson (1998) provides a framework to effectively test a time series relationship involving stationary long memory processes under suitable regularity conditions. In addition, Hidalgo (2000) tackles the problem of causality among stationary time series allowing long memory. These studies share a common feature, i.e., all the time series considered are stationary. This paper considers the multiple linear regression frameworks of Robinson and Hidalgo (1997) , but allows for the joint presence of stationary and nonstationary fractionally-integrated processes. Since there are at least two different definitions of nonstationary fractionally-integrated processes, before presenting the regression model considered in this paper, let us first define the underlining process clearly.
Adapting the notation of Robinson (2005), we define a short memory process {η t , t = 0, ±1, . . .} as a zero-mean covariance stationary process with spectral density f (λ), which is bounded and bounded away from zero. With η t and d ∈ [−1/2, 1/2), we define the corresponding stationary fractionally-integrated, or I(d), process ξ t as
where = 1 − L, and L is the usual lag operator. We denote the truncated ξ t process as:
where 1 is the indicator function. Based on the process ξ # t in (2), for q ≥ 0, we define its corresponding Type I I(q + d) process 1 as:
1 Please see Robinson (2005) about the comparison between Type I and Type II I(q + d) processes.
This Type I I(q + d) process has been used by Sowell (1990) , Marinucci (2000) , Tsay (2000) , and Velasco and Robinson (2000) , to name a few.
Given the preceding I(d) and its associated Type I nonstationary I(q + d) (q ≥ 1) process, then denoting γ as an unknown intercept, U t as a scalar error term, and the (k × 1) column vector Z t as the stochastic regressors whose j-th element is Z t,j , we present our regression model as:
d Zj = d Z , j = 1, 2, . . . , k, t = 1, 2 . . . , T,
, for some j = 1, 2, . . . , k.
Specifically, if each component of Z t and U t in (4) is stationary, then we impose no restriction on the relative magnitude of d Z and d U as Robinson and Hidalgo (1997) do. When the maximum differencing parameter of the regressors Z t , i.e., d Z defined in (4), is greater than or equal to 1 2 , then we require that d Z > d U so as to ensure that the probability order of magnitude of the stochastic regressors Z t dominates that of the error term. This condition is not stringent at all and is always imposed in the regression models involving nonstationary processes. The model in (4) also allows the simultaneous appearance of a nonstationary error term U t and stationary regressors Z 1t , where Z 1t is a proper subset of Z t , as long as the conditions in (4) are satisfied.
2 The possibility that some regressors in Z t are intermediate memory or even noninvertible processes is not ruled out with the model in (4), either.
To deal with the inference problems for the regression model in (4), we suggest a difference-based method.
Before discussing the details of this proposed method, let us address here that better estimation procedures sometimes exist if we know the exact data-generating process (DGP) in (4). For example, as all of the elements in Z t are I(1) processes and U t is an I(0) process, the fully-modified estimators of Phillips and Hansen (1990) are efficient for such a cointegration model. Moreover, when both Z t and U t are stationary long memory processes, the frequency-domain weighted least squares (WLS) estimator of Robinson and Hidalgo (1997) achieves the Gauss-Markov bound under suitable regularity conditions, including that Z t and U t are mutually independent. Under the same independence assumption between Z t and U t , Tsay (2000) 2 However, we cannot find an empirical study where some regressors have less persistence than the error term in the regression model with other nonstationary regressors.
shows that the convergence rate of the first-differenced (FD) estimator can be faster than that of the ordinary least squares (OLS) counterpart when Z t is a nonstationary process, indicating that the implementation of the FD estimator for the model in (4) may not incur any efficiency loss, as instead it may result in an infinite efficiency gain in the estimation of β relative to its OLS counterpart.
As clearly suggested by an anonymous referee and the Associate Editor, the benefits of differencing found in Tsay (2000) depend on the independence between the regressors and the error term. When this independence assumption is relaxed, the findings in Tsay (2000) may not hold. In fact, if Z t and U t are correlated, then the FD estimator is even inconsistent in this set-up. Thus, the objective of this paper is not to present a method which can 'efficiently' estimate the model in (4), but instead we want to propose a unified testing methodology which can conveniently deal with the inference problems of the regression model in (4). The advantages of using such a unified inference method is enhanced greatly once we realize that, in the regression model where the integration orders of Z t and that of U t can be fractional but unknown, the differencing parameters of the regressors Z t and that of the error term U t cannot be estimated without bias when the sample size T is relatively moderate. In addition, as clearly pointed out by an Associate Editor, when some regressors in Z t are nonstationary, the OLS estimator generally has a non-standard distribution which is difficult to use in inference. However, our method does not require us to simulate the critical values for various combinations of d Z , d U , and sample size T under this circumstance.
As will be shown in our Theorem 1, the β M D estimator generated from our difference-based method is as simple as the usual OLS estimator and is asymptotically normally distributed under suitable regularity conditions. Accordingly, the usual t-ratio statistic can be used to test each element of β, once the variance matrix of β M D is consistently estimated. In fact, the computation of this variance matrix is almost as simple as the β M D estimator in that we adopt Robinson's (1998) long-run variance estimator which does not involve any choice of an autoregressive (AR) lag length, a kernel function, or a bandwidth parameter. The remaining parts of this paper are arranged as follows: Section 2 presents the test statistic and the main results. In Section 3 we consider the choice of the number of differencing and asymptotic local power of our method. The theoretical finding generated from the power analysis is verified through a Monte Carlo experiment. Section 4 provides a conclusion.
The statistics and the main results
Our difference-based method contains two stages. The first one is simply to calculate the OLS estimator for β, denoted as β M D , in the following multiple-differenced (MD) transformation of the regression model in (4):
where g is a nonnegative integer, [G] represents the integer part of G, and t = M +1, M +2, . . . , T . and M = g = 0 can be chosen. By contrast, if we know that 0
should be used instead to ensure that the resulting β M D is asymptotically normally distributed.
Another example where M = 0 can be adopted is when the differencing parameters of the regressors and that of the error term are all negative. However, as will be shown later, we still can employ M = 1 (first-difference) in this set-up and not necessarily increase a higher variance of our proposed difference-based method.
The preceding examples point out that if we know the exact DGP in (4), then sometimes we can find some methods existing in the literature to solve the corresponding inference problems. Nevertheless, as we have discussed in Section 1, the integration orders of Z t and that of U t are simply unknown in reality, and the differencing parameters of the regressors Z t and that of the error term U t just cannot be estimated without bias when the sample size is relatively moderate. That is why we propose a unifying testing procedure when confronting the model in (4). In other words, the message carried in (5) is that, if we are not sure about the 3 Methods based on differencing have a long history in time series literature. Please also see Anderson (1971, p.66) for the overviews.
range and combinations of the differencing parameters in the regressors and the error term, then it is better to pick a larger value of M to ensure the differencing parameters of the transformed regressors and that of the transformed error term are all negative. In particular, if we suspect some regressors are I(1) processes, but the unit root or stationarity tests cannot tell us whether d Z = 0 or 1, then we simply adopt M = 2 to implement our difference-based method if we are sure that max ( (5) is less than 2. The great flexibility enjoyed with our method in choosing M is valuable in empirical applications. We will discuss this point after we present Theorem 1.
Provided that we can build a stationary I(d) process ξ t in (1) and its associated Type I nonstationary (3) with the short memory process η t in (1), we construct the processes Z t and U t in (4) with the corresponding short memory processes Z * t and U * t , no matter if Z t and U t are stationary or nonstationary. By the Wold decomposition, both short memory processes, Z * t and U * t , can be expressed as the form of infinite-order moving average (MA) processes which include stationary autoregressive (AR) and stationary and invertible ARMA processes as the special cases. Thus, after applying the MD transformation defined in (5), the resulting transformed regressors and transformed error term are stationary and can be represented with the following infinite-order MA processes:
where a t and b t are assumed to satisfy the conditions in Assumption A of Robinson (1998). As a result, ψ i and each element of ϕ i in (6) are bounded with the following rate:
The conditions in (2.2) and (2.3) of Robinson (1998) allow each element of b t to be correlated with each other, which is weaker than the independence assumption used in Tsay (2000). For ease of exposition, from now on, the following discussions are all based on the results in (6) and that a t and b t satisfy the conditions in Assumption A of Robinson (1998).
We now consider the computational procedure of the β M D estimator. Although we do not have an intercept in (5), before we run the OLS regression for the MD transformed model in (5), which is the first stage of our difference-based method, we still demean M C t and M Z t in (5) to obtain:
where S denotes the sample mean of S t . The purpose is to make our testing procedure be more in line with the usual OLS estimator, because the estimate results from these T M ≡ T − M observations of Y t and X t is equivalent to that obtained from adding a constant term into the regressors
The OLS estimation results are presented as follows:
where e t represents the OLS residuals, and the t-th row of X and that of Y are X t and Y t , respectively. As shown previously, the notation β M D points out that we multiple-difference the data series before we run the OLS regression. On the other hand, it also signifies that we first difference C t and Z t by M times before we conduct the subsequent OLS estimation. In the following analysis about the asymptotic properties of 
d −→ stands for convergence in distribution, I k is a (k × k) matrix, and ⊗ denotes the Kronecker product.
The proof of Theorem 1 is omitted, because the results in Theorem 1 are the direct applications of Theorem 5 of Robinson (1998) . The point made here is that the important findings in Robinson (1998) also apply to the cases where the differencing parameters of the regressors and that of the error term are all negative. The intuition behind the results in Theorem 1 is as follows: When k = 1, both U t and Z t,1
are independent ARFIMA(0, d U , 0) and (2000), implying that the √ T convergence rate of the MD estimator may not hold. That explains why we have to choose a large enough M to ensure the differencing parameters of the differenced regressors and differenced error term are all negative.
In sharp contrast to the semiparametric long-run variance estimators considered in Newey and West (1987) and Andrews (1991) , and the autoregressive spectral estimate in Berk (1974) , the computation of V T M proposed by Robinson (1998) has nothing to do with the selection of an AR lag length, a kernel function, or a bandwidth parameter. Most importantly, no matter whether some of the regressors are nonstationary or non-invertible fractionally-integrated processes, each element of β in (4) can be tested with the usual t-ratio statistic with the assistance of the easy-to-implement but elegant long-run variance estimator of Robinson (1998). Of course, a Wald-type statistic can be used to test the value of β jointly. Building on the seminal work of Robinson (1998) , this paper proposes a unifying framework to deal with the inference problems of the regression model in (4). 
where γ j (i) denotes the autocovariance function of M Z t,j at lag i, and γ U (i) denotes the autocovariance function of M U t at lag i, respectively. Thus, the magnitude of D in (11) Although a closed-form solution for the value of D in (11) is not available in this paper, even when M Z t,j and M U t are the simplest ARFIMA(0, d, 0) processes, theoretically we can well approximate the value of D in (11) with the following formula:
if the value of h is large enough and we can choose a proper value of M to make the value of γ j (i)γ U (i) in (11) decay at a fast enough rate of 2(
To demonstrate the preceding argument, we assume the data is generated as follows:
where v t and w t,j both are zero-mean n.i.d. processes. For ease of comparison, we also assume that:
i.e., both U t and Z t,j in (12) are intermediate memory processes, implying that we do not need to difference the data to fulfill the regularity conditions in Theorem 1. In other words, M = 0 can be used under the specifications in (12). Our task is to find out what will happen if we choose M = 1 instead.
and present the results in Table 1 . Under the configurations specified in Table 1 , we note that the value of (14) decays at a rate of 2(d U + d Zj ) − 2 < −2 when M = 0 is chosen. We also find that the value of D in (14) remains unchanged when the value of h increases from 500 to 800 for any configuration considered in Table 1 . These two observations support that D in (14) with h = 800 is a good approximation to D under the specifications in Table 1 .
To illustrate the impact of 'over-differencing' on the efficiency of the MD estimator, we compute the corresponding value of D when M = 1 is employed and present the results in Table 2 . Please note that the reason we label the word 'over-differencing' is to signify that we do not need to difference the data under the specifications in Table 1 , but we on purpose do it in Table 2 . We find that the value of D in Table 2 is larger than that of the corresponding D in Table 1 when M = 0 is replaced with M = 1. In other words, provided that the conditions in Theorem 1 are satisfied, 'over-differencing' incurs efficiency loss under the specifications in Table 1 where only the stationary ARFIMA(0, d, 0) processes are considered.
To further explore the preceding issue, we extend our experiment to the following more general processes:
All the AR and MA parameters in (16) are set as follows:
The corresponding values of D when M = 0 is chosen are presented in Table 3 , while those of D as M = 1 is selected are presented in Table 4 . As compared to the results in Table 3 where M = 0 is used, the corresponding value of D in Table 4 does not always increase when M = 1 is employed, indicating that 'over-differencing' may not always result in efficiency loss of the MD estimator. This also implies that, when Tables 1-4 . 4 To verify this conjecture and check the finite sample performance of the MD estimator, we further compute the MSE of the MD estimator under the specifications in Tables 1-4 based on 1,000 replications with T = 200. 5 We find that the value of D † is very close to that of D in Tables 1-4, even though the sample size is only 200, indicating that the MD estimator not only can be easily implemented, but also possesses excellent finite sample performance.
Asymptotic local power analysis
This subsection explores the asymptotic local power of the difference-based method via a sequence of local DGP's in what Davidson and MacKinnon (1985) call "regression direction". 6 A limited Monte Carlo experiment based on 10,000 replications is conducted to verify the theoretical finding generated from the asymptotic local power analysis. The DGP considered in Tables 6 and 7 is arranged as follows:
4 MSE denotes the simulated mean-squared error (MSE) of the MD estimator generated from a Monte Carlo experiment. 5 Throughout this paper, a (T × 1) value of a stationary I(d) process is generated with the Cholesky decomposition algorithm suggested by McLeod and Hipel (1978) and Hosking (1984) , and two hundred additional values are generated in order to obtain random starting values. For a Type I nonstationary I(q + d) process, we just partially sum a stationary I(d) q times. All the programs are written in GAUSS language. 6 Please also see Godfrey and Wickens (1982) for the related literature.
(
where v t , w t,1 , and w t,1 are all zero-mean n.i.d. processes with unit variance as that defined in (13), and v t , w t,1 , and w t,2 are independent with each other. It follows that D is a diagonal matrix throughout this subsection.
We include both nonstationary and stationary regressors in (18), (19), and (20) to demonstrate the coverage of Theorem 1. For clarity of illustration, Z t,1 is always generated as a nonstationary process, and Z t,2 is certainly stationary, i.e., d Z1 ≥ Theorem 1 shows that each element of β, β j , can be tested with the t-ratio statistic generated from the results in Theorem 1 and the null hypothesis tested is displayed as follows:
where β 0,j is the j-th element of a column vector β 0 . These two individual t-ratio statistics are jointly named as the t M D test hereafter. To better understand the finite sample performance of the t M D test, we follow Davidson and MacKinnon (1985) to examine the asymptotic local power of the t M D test when the DGP is a sequence of the form:
where δ 0 is a (k × 1) finite constant.
Note that the t M D test for the j-th regressor is named as the t M D,j statistic and is calculated as follows:
T −1/2 δ 0,j as implied in (5 ), δ 0,j is the j-th element of δ 0 , and then asymptotically:
where p −→ denotes convergence in probability. This implies that the power of the t M D,j test grows with the increasing value of |δ 0,j | for a fixed sample size T and a fixed D j,j . Of course, the power of the t M D,j test is equivalent to its own size as δ 0,j = 0. Furthermore, for a fixed value of δ 0,j and a fixed T , the power of the t M D,j test will increase with a decreasing value of D j,j . To investigate the finite sample performance of the MD estimator more closely, we present the corresponding values of D j,j in Table 5 .
To confirm the preceding local power properties of the t M D,j test, we investigate the small sample performance of the t M D,j test at the 5% level of significance, and the simulation results are contained in Tables 6 and 7 . Four different values of coefficients (i.e., β 1 = β 2 = 1.0, 0.9, 0.8, and 0.7) in (18) The simulation results correspond exactly to the size of the t M D,j test, when the data are generated by the condition β 1 = β 2 = 1. These tables reveal that the size control of the t M D,j test is quite well even when the sample size is only 100. The worst size distortion found within these tables is only 1.55%. 7 When T increases to be 200, the size control of the t M D,j test improves significantly, no matter if the regressor is a nonstationary or stationary process. This phenomenon supports the prediction made in Theorem 1 which claims that β M D is asymptotically normally distributed and converges at a rate of √ T , which we frequently encounter with the model consisting of weakly dependent regressors and the error term. This also reveals that Robinson's (1998) long-run variance estimator works effectively in controlling the nuisance parameters embodied in the intermediate memory processes generated from the multiple-differenced transformation.
We now consider the power performance of the t M D,j test under three alternatives, i.e., β 1 = β 2 = 0.7, 0.8, and 0.9. According to the local power properties of the t M D,j test discussed above, we note that 7 Please confirm the configuration d Z1 = 0.9 and d Z2 = 0.10 in Table 6 for testing the value of β 1 .
T −1/2 δ 0,j = −0.1 when β j = 0.9, T −1/2 δ 0,j = −0.2 when β j = 0.8, and T −1/2 δ 0,j = −0.3 when β j = 0.7.
Thus, for a fixed alternative (β j = 0.9, or 0.8, or 0.7), ceteris paribus, the value of |δ 0,j | increases with an increasing value of T . At the same time, the power of the t M D,j test should improve as T becomes larger.
This prediction is completely supported in Tables 6 and 7 . As compared to the results in Table 6 where T = 100, the power of the t M D,j test is found to increase for any configuration in Table 7 where the sample size is now 200.
Provided that D j,j can be consistently estimated with Robinson's (1998) long-run variance estimator, other things being equal, the power of the t M D,j test is inversely related to the value of D j,j in Table 5 . This theoretical finding is strongly supported by Table 6 and Table 7 . In particular, the power of the t M D,j test always reaches its maximum when d Zj is 1.9 under all alternatives and sample sizes considered, while the occurrence of the minimum power is always located at d Zj = 0.9 under all alternatives and the sample size is 200. We find only two cases where the pattern of power change is not what we expect, i.e., when testing the hypothesis β 1 = 1, but the true value of β 1 is 0.9 and T = 100, the power of the MD estimator as d Z1 = 0.9 is found to be higher than that of the MD estimator as d Z1 = 1.1 in Table 6 . Overall, with the assistance of Robinson's (1998) long-run variance estimator, the difference-based method works effectively for a large variety of DGP considered in the experiment.
Conclusions
This paper considers a multiple regression model allowing the joint presence of stationary and nonstationary fractionally-integrated processes, and it provides a unifying framework to deal with the inference problems associated with this model. Provided that the conditions in Theorem 1 are satisfied, we show that each regression coefficient can be tested with the usual t-ratio statistic generated from our Theorem 1, no matter if the targeted regressor is nonstationary or non-invertible. Most importantly, we do not need to simulate different sets of critical values for various combinations of d Z , d U , and sample size which are frequently encountered in the inference problems associated with the presence of nonstationary processes in the regression model. This feature is especially valuable, because in practice the fractional differencing the sample size is relatively moderate. Moreover, building on the easy-to-implement but elegant long-run variance estimator of Robinson (1998) , the computational cost of our inference method is extremely mild and can be conducted with standard statistics packages. The simulations also reveal that the size control of our method is very good, although the sample size is only 100, and the pattern of power performance is highly consistent with the theoretical finding from the asymptotic local power analysis conducted in this paper. Notes: D denotes the approximated value of D in (11) with the formula in (14). The corresponding finite sample observation, D † , is based on the value T × MSE generated from the 1,000 replications of the simulated data defined in (12) and (13) Notes: D denotes the approximated value of D in (11) with the formula in (14). The corresponding finite sample observation, D † , is based on the value T × MSE generated from the 1,000 replications of the simulated data defined in (12) and (13) with sample size T = 200 and M = 1 is chosen. Notes: D denote the approximated value of D in (11) with the formula in (14). The corresponding finite sample observation, D † , is based on the value T × MSE generated from the 1,000 replications of the simulated data defined in (13), (15), (16), and (17) with sample size T = 200 and M = 0 is chosen. Notes: D denotes the approximated value of D in (11) with the formula in (14). The corresponding finite sample observation, D † , is based on the value T × MSE generated from the 1,000 replications of the simulated data defined in (13), (15), (16), and (17) with sample size T = 200 and M = 1 is chosen. 
Notes:
The results are all based on 10,000 replications with M = 2. The data are generated based on (18), (19), and (20) . The null hypotheses β 1 = 1 and β 2 = 1 are tested separately. 
The results are all based on 10,000 replications with M = 2. The data are generated based on (18), (19), and (20) . The null hypotheses β 1 = 1 and β 2 = 1 are tested separately.
