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Abstract 
This thesis describes a modelling approach inspired by an actual production planning 
and scheduling problem from the pharmaceutical industry. Most sophisticated planning 
and scheduling approaches for the process industry consider a fixed time horizon and 
assume that all data is given at the time of application. This thesis propose, an 
integrated multi-scale approach for a continuous and dynamic planning and scheduling 
process where decisions have to be made before all data are available. The approach is 
based on a hierarchically structured moving horizon framework. On each le\ eI arc 
optimisation models proposed to provide support for the relevant decisions. The levels 
are integrated with versatile integration strategies that transfer and implement the 
decisions at the adjacent levels. The algorithm based on the integration strategies 
restricts the solution space to eliminate infeasible solutions and uses hard constraints, 
bounds, shaping methods and penalty functions as guidelines for obtaining near-optimal 
solutions. Solution procedures have been developed and the models have been tested 
with real-world data resulting in good solutions within acceptable computational times. 
Integrated multi-scale procedures are very suitable for many specific types of planning 
and scheduling problems found in the process industry and should be explored further. 
The approach proposed in this work integrates long-term planning and short- 
term scheduling. The planning level is based on sales forecasts which have historically 
proven to be rather uncertain. An iterative procedure is used to increase the robustness 
of the plans. The procedure generates a number of alternative demand samples and uses 
them to evaluate the robustness. The iterative procedure is a computationally efficient 
alternative to traditional stochastic programming approaches and it has proved to 
increase the robustness of the production plans for the problem under consideration here 
but it does however not guaranty a feasible plan for all possible outcomes. 
Keywords: Production, Planning, Scheduling. Multi-scale Optimisation, Integrated 
approach, Mixed Integer Programming 
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1 Introduction 
Planning and scheduling is an established and extensively studied field within 
engineering. It has received great attention and interest over the last decades from both 
the practical and theoretical point of view. Managers in the industry need to succeed in 
planning and scheduling for the sake of staying competitive while researchers within 
academia see it from the theoretical point of view as a great challenge for building 
mathematical models and heuristics. 
Planning and scheduling are decision making processes that are used on a 
regular basis in many manufacturing and process industries. Planning and scheduling is 
an integral part of company wide logistics and supply chain management and plays an 
important role in procurement and production, in transportation and distribution and 
even in information processing and communication. The general objective of planning 
and scheduling is to decide what to produce, where, when and how to produce it. 
Planning and scheduling of process systems are closely linked activities since both deal 
with the allocation of available resources over time to perform a collection of tasks 
required to manufacture one or several products. The allocation of resources has to be 
done in such a way that the company optimises its objectives and achieves its goals. 
The planning activity aims to optimise the economic performance of the enterprise and 
match production to demand in the best possible way. It includes high-level decisions 
such as deciding on production levels and product inventories for given marketing 
forecasts and demands over a long time horizon which typically ranges from months to 
years. Scheduling is defined over a shorter time horizon, often ranging from days to 
weeks, and involves lower level decisions such as the sequence and detailed timing in 
which various products should be processed at each equipment in order to meet the 
production goals set by the production plan. The production schedule translate,, the 
economic imperatives of the production plan into a sequence of actions to be e\ccuted 
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on the plant (Shah 1999, Kallrath 2002b, Dogan and Grossmann 2006, Biýdington 
1995). It can be hard to distinguish between planning and scheduling problems and 
industrial problems are often a combination of both as the problem under consideration 
in this work which originates in the pharmaceutical industry. 
The pharmaceutical industry has become a very competitive and unpredictable 
industry where customers constantly seek low prices as well as high service levels and 
flexibility. The operational environment has responded to the changes in the business 
environment by adopting flexible multi-product production processes which have 
become commonly used as they help companies to respond to changing customer 
demand and increase plant utilization. The greater complexity of these processes 
together with the altered market conditions have however rendered the relatively simple 
planning and scheduling techniques previously used insufficient. It is thus very 
important to improve production plans and schedules in order to strive for superior 
utilization of resources, increased flexibility and reduced response time at the same time 
as cutting down the cost of production and inventory. 
There is an extensive body of literature dealing with planning and scheduling 
problems in the process industry. Planning and scheduling problems, in particular 
scheduling problems, are known to be very difficult to model and solve in an efficient 
manner. Solving the planning and scheduling problems requires methods that search 
through the decision space of possible solutions to find either the best solution in terms 
of the specified objective or some alternative solution that is considered "good enough" 
according to specified criteria. Various applications of different search methods exists 
in the literature although Mathematical Programming (MP) methods are among the 
most widely applied methods for planning and scheduling problems within the process 
industries. Mixed Integer Linear Programming (MILP) is the most widely explored 
method for campaign planning problems as well as process scheduling problems 
because of its rigorousness and flexibility which makes it useful for modelling and 
solving real world problems (Floudas and Lin 2005). Linear Programming (LP) is more 
widely used for high-level planning problems that are more aggregated and consider 
larger time horizons as the LP models are easier to solve for very large problems. 
Planning problems that involve discrete decisions such as equipment assignment and 
task allocation over time (e. g. campaign planning problems), do however generally 
require integer variables and hence MILP is used rather than LP. The nature of 
scheduling problems also generally requires the use of some integer variables to 
represent discrete decisions. Special problems arise from integer variables when 
solving mathematical programs and the combinatorial explosion of possible solutions 
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makes the scheduling of real-world processes a highly complex problem that belongs to 
the class of NP-hard problems (Engell et al. 2001, Applequist et al. 1997). A small 
increase in the problem size can result in a significant increase in the computational 
complexity and the solution time. The scheduling problems often also suffer from poor 
LP relaxations and in many cases it is very difficult to derive useful upper and or lower 
bounds for the optimal solution (Kallrath 2002b) which makes it difficult to evaluate 
how good the solution is. It is as a result very important to develop effective 
mathematical formulations to model the production processes and it is also very 
important to explore efficient solution approaches. Great progress has been achieved 
during the last two decades and various efficient formulations and solution approaches 
have been developed for production planning and scheduling. The representation of 
time is of great importance for the planning and scheduling models and the scheduling 
approaches in the literature can all be classified into discrete and continuous time 
formulations. Another important factor is the process representation and the 
formulations found in the literature either use network representations or sequential 
representations depending on the topology of the underlying production process. A 
major contribution was made by Kondili et al. (1993a, 1993b) with the introduction of 
the State-Task Network model (STN). The model is a very general scheduling model 
based on a network representation and discrete formulation of time. Most of the recent 
literature published on planning and scheduling models is in one way or another based 
on the STN model and many improvements and variations have been proposed with 
great success. 
Models and modelling techniques to formulate most standard planning and 
scheduling problems now exist and the current modelling challenge is all about how to 
improve the efficiency of models and solution approaches since the actual problems 
continue to increase in complexity. The inclusion of uncertainty is also a big challenge 
since it is an influential factor when planning and scheduling in reality. Significant 
progress has been made in modelling uncertainty, nevertheless most approaches from 
the literature are still not efficient enough to be used for full-scale planning and 
scheduling problems. 
Despite the great progress that has been made in the development of 
mathematical modelling and solution approaches for planning and scheduling during the 
last two decades there is still a large gap between the theory and practice and very fe« 
industrial actors use the more advanced methods that have been developed within 
research institutions, including mathematical modelling approaches. As a result are 
many opportunities to improve decision making and overall performance discarded and 
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the existing data is often poorly used. Some very interesting notes are published in a 
paper by Honkomp et al. (2000) entitled "The curse of reality - why process scheduling 
optimisation problems are difficult in practice" and they present features which in 
practice tend to make problems difficult to solve and also present barriers to regular use 
of scheduling technology. I believe this issue has not received sufficient attention in the 
literature, i. e. to build general approaches that are suitable for actual implementation and 
regular use. Most approaches can be classified as "offline" approaches where the ideal 
case is assumed and regarded that all data of the problem are given or that the data is 
subjected to given stochastic uncertainties. A fixed time horizon is also assumed 
instead of considering the problem as a continuous dynamic decision process where new 
information can become available throughout the process. The ideal case is not very 
common in practice and in this work it is tried to respond to actual problems by 
proposing a planning and scheduling approach for a continuous and dynamic decision 
process where decisions have to be made before all data are available. Another issue I 
believe has received very little attention is the integration of planning and scheduling. It 
is a major issue to develop models that can be effectively integrated to capture the 
complexity of the various operations and decisions within the supply chain and another 
major issue is how to integrate and coordinate the optimisation of these models. 
Methods are needed to integrate and coordinate the long-, medium- and short-term 
decisions and approaches must be able to provide effective support across large spatial 
and temporal scales and should be intended for regular and repeated use on a rolling 
horizon basis. 
This work proposes a novel hierarchically structured integrated multi-scale 
modelling approach for production planning and scheduling. Multi-scale modelling 
is 
emerging as an interesting field within optimisation and can 
be applied to various 
problems. Production planning and scheduling in a typical enterprise 
involves 
managers at various echelons within the organization and the 
decisions that need to be 
made differ by scope and time horizon and the underlying 
input information differs by 
its degree of certainty and aggregation. The decisions also need to 
be made with 
different timing and frequency and according to the correct sequence which makes the 
case for an integrated hierarchical approach. 
Chapter 2 reviews some of the most relevant literature 
for the work and chapter 
3 describes the problem that has been used as a case study 
during the work. Chapter 4 
introduces the novel integrated multi-scale approach proposed 
for planning and 
scheduling. Chapter 5 introduces several novel models proposed 
for the approach and 
chapter 6 introduces the proposed approach to solve 
the models. Chapter 7 introduces 
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the integration of the models within the multi-scale approach and the results that have 
been obtained by testing the models and solution procedures with actual data are 
presented in chapter 8. Chapter 9 introduces a novel procedure to account for the most 
important factors of uncertainty at the planning level of the proposed multi-scale 
approach. Finally in chapter 10 are conclusions drawn from the stud- and 
recommendations made for future work. 
z; 
2 Literature review 
2.1 Operations research and 
management 
supply chain 
A supply chain encompasses a firm's or several firms' facilities, resources and the 
relationships between facilities and resources required to plan, manage and execute 
(Shah 2006): 
1. the sourcing of materials 
2. the making of intermediate and final products 
3. the delivery of end products to customers 
The firms or business entities involved in the supply chain can for example be suppliers, 
manufacturers, distributers and retailers. The chain is traditionally characterized by a 
forward flow of materials and backward flow of information (Beamon 1998). Supply 
chain management (SCM) represents the attempt to analyse, improve and coordinate the 
supply chain. The SCM term has been used to explain the planning and control of 
material and information flow as well as the logistics activities not only internally 
within a company but also externally between companies and business entities. The 
SCM term is broadly used, both in practice and in the literature. A recent review of the 
theory of supply chain management has been written by Chen and Paulraj (2004). The 
general objective of supply chain management is to share information among the 
different entities within the supply chain in order to improve decision making with the 
joint goal of reducing the overall supply cost and bringing greater value to the consumer 
as well as each entity in the chain. With an increased number of relevant entities 
participating and cooperating in the supply chain the complexity often increases. 
Modern supply chains are typically composed of many entities with complicated 
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interactions among them and quantitative methods are often necessary for supporting 
decisions and processing information. For that purpose Operations Research (OR) 
methods have been of great use and are currently widely applied both in practice as v ell 
as in research on supply chain management. 
Operations Research is an interdisciplinary science which deploys scientific 
methods (most often quantitative) to decision making in complex problems which are 
often concerned with the coordination and execution of the operations within an 
organization or a system. The intention behind using OR is to elicit a best possible 
solution to a problem scientifically, which improves or optimises the performance of the 
organisation or system under consideration. Some of the primary methods used in OR 
are statistics, optimisation, stochastics, queuing theory, game theory, graph theory, and 
simulation. OR is distinguished by its ability to look at and improve an entire system, 
rather than concentrating only on specific elements (though that is often done as wN'ell), 
which is an advantage in supply chain management where many entities are optimised 
to obtain a common goal. 
The term Supply Chain Optimisation (SCO) is often used to describe the 
application of optimisation based OR methods and techniques to solve the strategic and 
operational decision problems encountered within supply chain management. Many 
recent and successful applications of supply chain optimisation within the process 
industry are described in the literature. Advanced Planning and Scheduling (APS) is a 
term frequently used in similar context as SCM however APS has a narrower viewpoint 
as it does not cover as wide range of aspects as SCM such as partnering, vendor 
selection or the "soft" issues that often occur in SCM. A very comprehensive and 
practical overview of SCM and APS concepts, techniques, models and systems is 
provided by Stadtler and Kilger (2002). It should be noted that the acronym APS is also 
often used for Advanced Planning Systems (e. g. by Neumann et al. (2002)) but the term 
APS-systems is also often used (e. g. by Berning et al. (2002)). The term Enterprise- 
wide optimisation (EWO) has recently been used to describe the use of OR methods 
within the process industries. Grossmann (2005) describes EWO as a new emerging 
area that lies at the interface of chemical engineering and operations research, and he 
states that EWO has become a major goal in the process industries due to the increasing 
pressures to remain competitive in the global marketplace. There is clearly a significant 
overlap between SCM and EWO although an important distinction is that SCM is aimed 
at a broader set of real-world applications with an emphasis on logistics and 
distribution, while the emphasis of EWO is on the manufacturing facilities with a major 
focus being their planning, scheduling and control which often requires the use of 
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nonlinear process models and hence knowledge of chemical engineering (Grossmann 
2005). 
Operations Research, Supply Chain Management and Enterprise-Wide 
Optimisation can be regarded as the joint foundation for the work that has been carried 
out in this PhD study. 
2.2 Pharmaceutical industry 
2.2.1 Business environment 
The pharmaceutical industry has for several decades been a very profitable and fast 
growing sector within the process industry. However during the last decade the 
business environment facing the pharmaceutical industry has changed significantly. 
The industry has become more competitive as both governmentally organised healthcare 
services and private buyers are constantly searching for less costly alternatives that still 
deliver high quality and service levels. The effective patent lives for products are also 
shortening which lead to shorter periods of exclusivity for new products. New products 
require long and cost-consuming periods to develop and as soon as patents expire there 
are usually many generic substitutes ready to rush into the market. It has therefore 
become harder to recover investments in research and development of new products. 
The regulatory pressure and quality requirements have however not decreased. The 
customers insist that the correct product is available at the time of need and a high 
service level has become a must for successful products. The number and complexity of 
global rules and regulations, validation and clinical trials has increased which adds 
significant complexity to planning and increases both research and development work 
and operational costs. 
This new business environment has made the industry more competitive and 
less predictable and it has altered the methods by which drugs are brought to market. 
To compete profitably, manufacturers have been forced to decrease time-to-market for 
new products and reduce operational costs in every possible manner. As one of the 
means to reduce the operational costs and decrease time-to-market the industry has seen 
an increased number of mergers and acquisitions This has created very lar, -, c 
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pharmaceutical enterprises that perform simultaneously as manufacturers, wholesalers 
and providers. For these large enterprises as well as smaller pharmaceutical 
manufacturers, that need to produce and get to market faster than before, an optimised 
supply chain with maximum efficiency and minimum cost is a critical factor for 
success. 
2.2.2 Pharmaceutical supply chains 
Pharmaceutical manufacturing enterprises are diverse regarding objectives, strategies to 
achieve their objectives, capacity and other business and operational factors. The 
following explanation of the key players in the pharmaceutical industry is provided by 
Shah (2004a): 
1. The large, research and development based multinationals with a global 
presence in branded products, both ethical/prescription and over-the-counter. 
They tend to have manufacturing sites in many locations. 
2. The large generic manufacturers, who produce out-of-patent ethical products 
and over-the-counter products. 
3. Local manufacturing companies that operate in their home country, producing 
both generic products and branded products under license or contract. 
4. Contract manufacturers, who do not have their own product portfolio, but 
produce either key intermediates, active ingredients or even final products by 
providing outsourcing services to other companies. 
5. Drug discovery and biotechnology companies, often relatively new start-ups 
with no significant manufacturing capacity. 
The first group has been dominating the markets for the last decades although 
the market share and production capacity of the next three groups has increased greatly, 
during the last decade. A lot of attention has been paid to the operational problems of 
the first group but as the next three groups have been growing their operational 
problems have become more complex and challenging and the efficiency of their 
operations is even more important in order to be able to compete \ý 
ith the first group. 
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The general pharmaceutical supply chain begins with the sourcing of raw 
material and extends through the delivery of end items to the final customer. Its 
components include suppliers, manufacturing facilities with primary and secondary 
production, storage and inventories, logistics providers, warehouses "distribution centres, 
wholesalers, retailers and other units that lead up to final customer acceptance. Active 
ingredients for the drugs are produced in the primary manufacturing process and in the 
secondary manufacturing process the active ingredients are mixed with other 
substances, processed and packed in consumer packages. Research and development 
work is not usually considered as a direct part of the supply chain but it is the most time 
consuming and expensive stage and together with the primary and secondary 
manufacturing it is one of the three main stages of making a new drug. 
Wholesaler / 
Suppliers Suppliers Retailer / 
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/ff- 
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Figure 1: A simple Illustration of the units and affiliations in the general pharmaceutical supphv 
chain. The supply chain can include several instances of each unit. 
The different groups of pharmaceutical enterprises mentioned above will 
typically consist of one or more units in the pharmaceutical supply chain. Large 
enterprises often have several primary and secondary manufacturing 
facilities that 
together with multinational suppliers, distribution, sales and marketing units often make 
a complex network structure as illustrated in figure 2. 
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Figure 2: Primary and secondary manufacturing facilities together with suppliers, distribution, 
sale and marketing units often make a complex network structure in pharmaceutical supple, 
chains. 
2.2.3 Planning and scheduling in the pharmaceutical 
supply chain 
Planning and scheduling is a part of company wide logistics and supply chain 
management. There are various design, planning and scheduling tasks involved in a 
typical process industry supply chain. Recent and good overviews are presented by 
Kallrath (2002b) and Shah (2004b). An overview of the tasks within the pharmaceutical 
supply chain is provided by Shah (2004a). These tasks can be divided into strategic and 
operational levels regarding the applied time horizon of the decisions. On the strategic 
level there are design and long-term planning tasks such as: supply chain network 
design, pipeline and development management, process development, plant design and 
capacity planning. On the operational level there are planning and scheduling tasks 
such as primary manufacturing campaign planning, secondary production planning and 
scheduling, active ingredients inventory planning, demand management, inventory and 
distribution planning. 
The general objective of planning and scheduling is to decide what to produce, 
where, when and how to produce it. Planning and scheduling of process systems are 
closely linked activities. Both planning and scheduling deal with the allocation of 
available resources over time to perform a collection of tasks required to manufacture 
one or several products (Bodington, 1995; Shah, 1998, Kallrath, 2002). The planning 
activity aims to optimize the economic performance of the enterprise and match 
production to demand in the best possible way. It includes 
high-level decisions such as 
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deciding production levels and product inventories for given marketing forecasts and 
demands over a long time horizon which typically ranges from months to years. 
Scheduling is defined over a shorter time horizon. often ranging from days to week,. 
and involves lower level decisions such as the sequence and detailed timing in which 
various products should be processed at each equipment stage in order to meet the 
production goals set by the production plan. The production schedule translates the 
economic imperatives of the production plan into a sequence of actions to be executed 
on the plant. It can be hard to distinguish between planning and scheduling problems 
and problems are often a combination of both as in the case considered here. 
As described in section 2.2.1 the pharmaceutical industry has become a very 
competitive and unpredictable industry where customers constantly seek low prices as 
well as high service levels and flexibility. The operational environment has responded 
to the changes in the business environment by adopting flexible multi-product 
production processes which have become commonly used as they help companies to 
respond to changing customer demand and increase plant utilization. The greater 
complexity of these processes together with the altered market conditions ha% c however 
rendered the relatively simple planning and scheduling techniques previously used 
insufficient. It is thus very important to improve production plans and schedules in 
order to strive for superior utilization of resources, increased flexibility and reduced 
response time at the same time as cutting down the cost of production. 
In the process industry, continuous and batch production systems can be 
distinguished. Plants producing only a limited number of products each in relatively 
high volume typically use special purpose equipment allowing a continuous flow of 
material in long campaigns. Alternatively, small quantities of a large number of 
products are preferably produced using multi-purpose equipment which are operated in 
batch mode (Kallrath 2002b). Most primary pharmaceutical production facilities 
operate batch systems as do most secondary pharmaceutical facilities. Batch production 
involves an integer number of batches where a batch is the smallest quantity to be 
produced and several batches of the same product following each other immediately 
establish a campaign. 
The production process is very relevant to the complexity of production 
planning and scheduling. Some of the most challenging problems can 
be found in the 
secondary batch manufacturing facilities. A 
description of different production 
processes is provided by Hopp and Spearman (2000). 
The most common production 
process in secondary pharmaceutical manufacturing 
is a flexible version of the multi- 
product flow shop plant. A multi-product 
flo\vshop plant can produce different 
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products, but each product takes the same route through the plant. Regarding the 
diversity of products being produced the secondary pharmaceutical plants have some 
similarities with the multipurpose jobshop plants «here each product can follow a 
different route through the plant, and there is often more than one feasible path for each 
product. In the jobshop plants there is no fixed path through the plant for the production 
but in the secondary pharmaceutical plants there is a general directed flow (sequential) 
of products through the different stages although products do not need to be processed 
on every stage (e. g. some tablets are packaged after compression, while some are coated 
before packaging) and often have many different paths through the stages. The 
sequential production processes in the secondary pharmaceutical production do often 
require less complex and more efficient modelling approaches as mentioned in the next 
section. 
2.3 Modelling approaches for planning and 
scheduling 
2.3.1 Introduction to modelling techniques 
The following sections divide modelling approaches into approaches for planning, 
approaches for scheduling and approaches which integrate the planning and scheduling 
activities. It is often hard to distinguish between planning and scheduling and in reality 
there are overlaps between scheduling and planning within supply chain management. 
There is an extensive body of literature dealing with planning and scheduling 
problems in the process industry. The literature describes many different types of 
problems, either theoretical simplifications inspired by industrial problems or real world 
problems existing in industry. In much of the literature describing the real world 
problems major assumptions are made in order to simplify the formulation and these 
simplifications often greatly restrict the practical usability of the models while in other 
reports approaches have been described that are highly practical and have been verified 
with full-scale datasets and are even used on a regular basis in industry. 
Planning and scheduling problems, in particular scheduling problem:. are 
known to be very difficult to model and solve in an efficient manner. Sol' ins? the 
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planning and scheduling problems requires methods that search through the decision 
space of possible solutions to find either the best solution in terms of the specified 
objective or some alternative solution that is considered good enough according to 
specified criteria. Various applications of different search methods exists in the 
literature although Mathematical Programming (MP) methods are the most widely 
reported methods for planning and scheduling problems within the process industries. 
Mixed Integer Linear Programming (MILP) is the most widely explored method for 
campaign planning problems as well as process scheduling problems because of its 
rigorousness and flexibility which makes it useful for modelling and solving real world 
problems (Floudas and Lin 2005). Linear Programming (LP) is more widely used for 
high-level planning problems that are more aggregated and consider larger time 
horizons as they are easier to solve for very large problems. Planning problems that 
involve discrete decisions such as equipment assignment and task allocation over time 
(e. g. campaign planning problems), do however generally require integer variables and 
hence MILP is used rather than LP. When the production processes under consideration 
possess significant nonlinear characteristics such as often in real-time production 
scheduling or control problems it is either necessary to make linear approximations to 
the nonlinear functions or to use Nonlinear Programming (NLP) and Mixed Integer 
Nonlinear Programming (MINLP) methods (see e. g. (Barton and Lee 2004. Kallrath 
1999, Lee and Grossmann 2003)). Some process operations also require quadratic 
functions being used which leads to Quadratic Programming (QP) or Mixed Integer 
Quadratic Programming (MIQP) formulations (see e. g. (Dua 2004)). Constraint 
Programming is another mathematical programming method that has recently become 
the state of the art for some important kinds of scheduling problems since it is very well 
suited for sequencing decisions (i. e. deciding in what order to schedule activities). 
Constraint programming has in particular been successfully applied when integrated 
with MILP such as by Hooker (2006), Maravelias and Grossmann (2004) and Jain and 
Grossmann (2001). 
The MILP approaches found in the literature on planning and scheduling may 
be differentiated by the representation of time which is the first major issue that arises 
when a mathematical model is formulated for any planning and scheduling problem. 
Some of the research uses a discrete time axis while some uses a continuous time axis. 
With a discrete time axis the horizon is divided into a number of equally spaced 
intervals and events can only take place at the beginning or the end of those inter als. 
With a continuous time axis the horizon is divided into fewer intcr\ a1s and the spacing, 
decided as part of solving the problem. The discrete approaches have -ucncrally a 
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common grid used for all resources in the plant but the continuous approaches have 
either an individual resource grid or a common resource grid. The choice of time 
representation is an important factor in the structure and character of a model and can be 
used for classification. 
Unit 1 
Unit 2 
ý-`-- 
Unit 3 -' '-rr- 
LI-ý---- 
,-IUnit 
Discrete time representation Continuous time representation Continuous time representation 
Individual grid Common grid 
Figure 3: Explanation of different time grids used in planning and scheduling model., 
Most of the research in the literature assumes the ideal case where a fixed time 
horizon is studied and all data is given. Optimisation of planning and scheduling under 
such assumptions is often referred to as offline optimisation while online optimisation 
makes decisions based on past and current data without information about future events 
relevant for the current decision problem. Online optimisation approaches also often 
consider rolling time horizons instead of defining a fixed time horizon for the relevant 
problem. 
A generalised description of the problem objective is to decide what to produce 
and where and when and how to produce it. The planning problems are either on 
strategic or operational levels. The problems on the strategic level are often concerned 
with network, plant and process design and product development while the problems on 
the operational level are often concerned with creating long-term or mid-term 
production, distribution, sales and inventory plans based on the current operational 
structure, customer and market information. The planning problems usually consider 
some kind of material flow and balance equations connecting sources and sinks of a 
supply network. Models with a discrete time representation with a relative coarse 
discretisation of time, e. g., years, quarters, months or weeks are common. The 
scheduling problems are on the operational level and are usually concerned with 
determining the timing and assignment of process equipment and resources to 
production tasks. The focus on time is more detailed in the scheduling problems and 
they often require a continuous representation of time. The goal in the scheduling 
problems should be to meet the targets set by the planning problems and users are 
mostly interested in feasible, acceptable and robust schedules and the possibility to 
interact and to re-schedule when input information changes. 
Reviews of a variety of planning and scheduling problems have been provided 
by Mendez et al. (2006), Shah (2006,1999), Floudas and Lin (2005.2004). Suerie 
(2005), Baptiste et al. (2004), Grunow et al. (2002), Kallrath (2002b, 2000). Stadtler and 
Kilger (2002) and Timpe (2002). The following will mainly focus on campaign 
planning and order driven scheduling for multipurpose and multi-product flow: hop 
plants with batch production. Although problems described in the literature are of great 
variety regarding production processes and environment the general ideas, formulation 
and solution approaches can often be useful and applied to different problems through 
intelligent modifications. 
2.3.2 Production planning 
The campaign mode of production is the dominant form of manufacture in multi- 
product and multipurpose plants when reliable demand predictions are available for the 
various products. As mentioned earlier a campaign consists of several batches of the 
same or similar products following each other consecutively. In campaign production a 
lower and/or upper bound is imposed on a contiguous production run and the production 
has to be in multiples of a pre-defined batch-size which is the minimum production 
quantity (Kallrath 2002b). Lower bounds on production amounts arise if for example a 
critical mass needs to be reached to initiate a chemical reaction and they depend on the 
equipment and the product produced (see e. g. (Lee and Chen 2002)). Upper bounds on 
production have to be considered if cleaning operations are required each time a certain 
amount of product is produced. 
The products in a campaign are either exactly the same or they belong to the 
same product groups or families with the same general characteristics. In the secondary 
manufacturing within the pharmaceutical industry campaigns often contain products 
containing common active ingredients. Because of the similarity of the products within 
the campaign, very little or even no work has to be spent on changeovers within the 
campaign. Between campaigns there is however often need for considerable work spent 
on changeover, i. e. cleaning and machine setup work to avoid cross-contamination. The 
setup and cleaning time between different campaigns is most often sequence-dependent. 
The campaign mode of operation results in important benefits such as minimizing the 
number and costs of changeovers as well as simplifying the operation of the plant. The 
key problem in chemical batch production is campaign planning (Gruno« et al. 2002) 
which is most often considered as the problem of determining the timing and duration of 
product campaigns in order to minimize average changeover and inventory holding 
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costs over a horizon. Long campaigns entail few changeovers but higher inventory 
levels while short campaigns entail many changeovers but lower inventory levels. The 
challenge of the problem is therefore to find the optimal balance between changco\ ers 
and inventories at the same time as respecting all the operational constraints and 
requirements in the production. Campaign planning problems are also often referred to 
as lot-sizing problems. 
The main inputs for campaign planning are received from the master production 
schedule or supply network planning. Classical master production planning is the case 
when only one plant is considered while the term supply network planning is used when 
multiple plants have to be considered. The goal of supply network planning is to obtain 
an efficient utilisation of production and storage capacities and it balances the 
forecasted demand and workload between different production facilities and unit,, 
included in the enterprise supply network. The results from the campaign planning are 
used as input for lower level scheduling decisions as well as planning decisions that 
have a typical time horizon of one or more quarters of a year, such as purchasing raw 
material, hiring or firing employees, planning shifts etc. A general mathematical 
formulation of the campaign planning problem as well as detailed descriptions of 
campaign planning problems and literature reviews is given by Grunow et al. (2002), 
Timpe (2002) and Papageorgiou and Pantelides (1996a). 
Some of the reports propose hierarchical approaches while other proposes 
single-stage approaches. Shah and Pantelides (1991) describe a single-level procedure 
which determines simultaneously the number and length of campaigns, the product or 
intermediates manufactured in each campaign and the required equipment allocation. 
Unlike previous approaches the approach uses intermediate storage to decouple the 
manufacture of each product into several stages that can be run independently in 
campaign mode and the model is formulated as a mixed integer linear program (MILP) 
with a continuous representation of time and it is solved with a modified branch-and- 
bound procedure. 
A hierarchical approach for campaign planning of multipurpose batch plants is 
described by Papageorgiou and Pantelides (1993). Their aim is to make better use of 
the inherent flexibility of multipurpose plants by removing various restrictions 
regarding the intermediate storage polices between successive processing steps, the 
utilization of multiple units in parallel as well as the use of the same item of equipment 
for more than one task within the same campaign. They propose a three step approach 
where a feasible solution (with the number of campaigns and active stage` 
in each 
campaign) is obtained subject to restrictive assumptions in the first step. In the second 
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step they improve the production rate in each campaign by removing the assumptions 
and apply a cyclic scheduling algorithm. In the third step they reconsider the timing of 
the campaigns with the improved production rates from the second step. 
` 
The optimal operation of multipurpose plants operating in campaign mode to 
fulfil outstanding orders with due dates is described by Tsirukis et al. (1993). They 
formulate the problem as a mixed integer nonlinear programming (NIINLP) model, 
which is characterized by high combinatorial complexity and nonconvexit'v. To deal 
with the solution of the problem they develop a two level decomposition strategy where 
all customer orders are grouped into campaigns on the first level and on the second level 
the campaigns are assigned to resources according to the campaign structure from the 
first level. 
A general mathematical formulation for multiple campaign planning of 
multipurpose batch/semicontinuous plants is presented by Papageorgiou and Pantelides 
(1996a) and relevant computational issues are discussed by Papageorgiou and 
Pantelides (1996b). They propose a single-level mixed integer liner programming 
(MILP) formulation to solve the problem. They assume cyclic plant operation with a 
given cycle time within each campaign and ignore start-up and shutdown periods in 
each campaign. Their approach is developed for flowshop plants and is rather general 
and flexible as such. However their resulting model can be difficult to apply in most 
complex real size practical planning/scheduling problems typically found in the 
secondary pharmaceutical industry. 
Suerie (2004) proposes a MIP model formulation based on a standard lot-sizing 
model with uniform time-buckets. He introduces a variety of campaign constraints that 
his formulation is capable of respecting. It also allows the aggregation of production 
amounts across two or several periods. The formulation is efficient and with the aid of 
algorithmics based on valid inequalities he shows superior computational results 
compared to earlier formulations of the same problem. Suerie (2005) extends and 
demonstrates his formulation for typical campaign planning problems in the process 
industries. He also proposes extensions such as integration of a batch flow scenario, a 
model enhancement allowing two (or more) consecutive campaigns of the same product 
as well as reflections on minimum resource utilisation rates. 
Hybrid approaches where different mathematical programming techniques have 
been integrated can be found in the literature and have delivered promising results. A 
three level hierarchical modelling approach to co-ordinate the various plant operation', 
within the supply network is proposed by 
Grunow et al. (2002). In the first stage, the 
length of the campaigns, their timing, the corresponding material flows and equipment 
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requirements are determined. In the second stage the campaigns are assigned to the 
available equipment units. In the third stage resource conflicts that may happen because 
of simplifications in the primary stages are resolved. They develop mixed integer linear 
programming (MILP) and constraint programming (CP) models for the different le els. 
Several other descriptions can be found in the literature of application of hybrid. %1IP'CP 
algorithms for solving planning and scheduling problems. Timpe (2002) describes a 
planning problem from the chemical industry, which he claims is more realistic in terms 
of both size and complexity compared to most other reported works including \IIP CP 
approaches. He solves the campaign planning and sequencing problem simultaneously 
with an efficient hybrid MIP/CP solution strategy. For the real world case he describes, 
it is more important for the user to get a feasible solution in a short time rather than an 
optimal solution in a much longer time and for that purpose the efficient hybrid NIIP CP 
solution approach appears to be suitable. 
Nystrom et al. (2005) provide another example of a combination of 
mathematical programming methods for campaign planning. They divide the problem 
into a primal problem formulated as a multi-stage dynamic optimisation problem and a 
master problem formulated as mixed integer linear problem. The solution of the master 
problem yields a production sequence, and the sequence is used for setting up the primal 
problem. The primal problem in turn yields updated estimates for the parameters in the 
master problem and the two problems are solved iteratively until an acceptable solution 
has been obtained. 
It is evident from the examples in the literature that interesting and useful 
solution procedures for campaign planning can be made by combining different 
mathematical techniques and it is generally expected that hybrid approaches will be of 
great use in future research as well as in practical applications. 
2.3.3 Production scheduling 
There is an extensive body of literature dealing with scheduling problems within the 
process industry. The scheduling problems are very challenging from the mathematical 
point of view as well as being highly relevant and useful for industry which explains the 
great research interest and the progress that has been achieved 
during the last year'. 
Much of the literature describes problem specific approaches while the rest describe' 
generic approaches which can be applied in a variety of situations although sonic 
simplifying assumptions are often required. As mentioned earlier 
it can he hard to 
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distinguish between planning and scheduling problems and there is some dcLree of 
scheduling involved in the campaign planning problems described above. The 
scheduling problems in the following literature are however more detailed and the 
operational environment is in many cases more complex. The campaign planning 
problems are sometimes used to provide an input for the more detailed scheduling 
problems. 
Production scheduling deals with the short-term allocation of resources over 
time to the production of the primary requirements determined by master planning or 
supply network planning (Neumann et al. 2002). The general objective of process 
scheduling is to determine the optimal assignment of process equipment and resources 
to production. The most common objectives in the scheduling models include the 
minimization of delayed orders, cost or deviation from target performance or 
maximization of profit. The projects to schedule either arise from discrete customer 
orders or a continuous demand. Production facilities therefore either produce to fulfil 
each customer order (make to order - MTO) or produce stocks (make to stock - NITS) 
and they can also do a combination of both. The campaign planning problem described 
earlier is an appropriate basis for production to stock but order-driven production often 
needs more flexible and responsive production management and hence dissimilar 
scheduling approaches. In the pharmaceutical industry, contractors and generic 
manufacturers have been increasing their market share for the last decade and their 
competition advance relies largely on providing a fast response to their customer and 
being flexible in order to be able to react to changes in demand. The increased 
competition has also forced other manufacturers in the same direction. Flexible multi- 
product production processes have become commonly used as they help companies to 
respond to changing customer demand and increase plant utilization, but the greater 
complexity of these processes together with the altered market conditions have rendered 
the relatively simple planning and scheduling techniques previously used inadequate. It 
is thus very important to improve production plans and schedules in order to strive for 
superior utilization of resources, increased flexibility and reduced response time at the 
same time as cutting down the cost of production. 
Here is the focus on approaches made for single site scheduling but in fact the 
process to be scheduled can vary from a single production plant to an interconnected 
network of plants spread across a large geographical area. Multi-site scheduling is more 
complex and the interaction between different plants is more often solved 
in higher level 
planning models, which include factors such as transportation of materials and products, 
geographical location of distribution centres, market areas and customers etc. 
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Production scheduling problems exist in other industries as well as in the 
process industry and the field of planning and scheduling has seen the development of 
many general as well as problem-specific models in Operations research (OR). A good 
introduction to OR models for scheduling is given by Pinedo (2006) where he reviews 
different models and mathematical modelling and solution approaches. A large number 
of planning and scheduling models have also been proposed specifically for process 
applications and very good reviews of scheduling problems in the process industry are 
provided by Kallrath (2002b), Shah (1999) and Pinto and Grossmann (1998) and the 
most recent reviews, also of high standard are given by Mendez et al. (2006) and 
Floudas and Lin (2005,2004). Unlike the general OR scheduling models the models- for 
the process industries tend to require the use of material flow equations and network 
topologies that are quite different from the more traditional serial and multistage 
systems. Furthermore, they address both batch and continuous processes and may 
require the use of detailed nonlinear process models (Grossmann 2005). 
The nature of the scheduling problems generally requires the use of some 
integer variables to represent discrete decisions. When solving mathematical programs 
special problems arise from integer variables since the combinatorial explosion of 
possible solutions makes the scheduling of real-world processes a highly complex 
problem. Real-world scheduling problems are combinatorial optimisation problems that 
belong to the class of NP-hard problems (Engell et al. 2001, Applequist et al. 1997). 
Consequently there exist no known solution algorithms of polynomial complexity wvitll 
regard to the problem size and all known solution algorithms scale exponentially in the 
worst case (for further explanation of combinatorial optimisation and complexity theor- 
see (Cook 1998)). Therefore a small increase in the problem size may result in a 
significant increase in the computational complexity and the solution time. When exact 
methods such as MILP are used, it is in some cases even not possible to find integer 
solutions because integer feasible solutions exist often only very deep in the Branch & 
Bound tree. The scheduling problems often also suffer from poor LP relaxations and in 
many cases it is very difficult to derive useful upper and/or lower bounds 
for the optimal 
solution (Kallrath 2002b). 
Due to the computational complexity of the combinatorial scheduling problems 
it is very important to develop effective mathematical 
formulations to model the 
production processes and it is also very 
important to explore efficient solution 
approaches. Great progress has been achieved 
during, the last two decades and Various 
efficient formulations and solution approaches 
have been developed. The 
representations of time is of great 
importance for the planning and scheduling models 
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and the scheduling approaches in the literature can all be classified into discrete and 
continuous time formulations as explained in section 2.3.1. Another important factor is 
the process representation and the formulations found in the literature either use a 
network representation or a sequential representation depending on the topology of the 
underlying production process. Network representations are used when production 
recipes are more complex and/or different products have low recipe similarities. 
Network representations correspond to the more general case in which batches can 
merge and/or split and material balances are required to be taken in to account 
explicitly. Sequential representations are used when different products follow the same 
processing sequence and it is usually possible to define one or more processing stages. 
For this type of process batches or orders are used to represent production and it is thus 
not necessary to consider mass balances explicitly (Floudas and Lin 2004). 
A discrete time approach based on the general framework of the State Task 
Network (STN) representation is proposed by Kondili et al. (1993a). In the State Task 
Network both the individual batch operations and the feedstock, intermediate and final 
products are included explicitly as network nodes and it distinguishes the process 
operations from the resources that can be used to execute them. It is a directed graph 
with two types of distinctive nodes: the state nodes denoted by a circle representing the 
states of materials (feedstock, intermediate or final products) and the task nodes denoted 
by a rectangle box, representing operations (see figure 4). They formulate the problem 
as a mixed integer linear program (MILP) and provide a more efficient formulation and 
solution procedure in an accompanying paper (Shah et al. 1993). 
Figure 4: An example of a State Task Network (STN). The boxes represent the operations and the 
circles represent the feedstock, intermediate and final products. 
The STN based approach is very suitable for processes wN, ith complicated 
material flow and can be used to model 
different kinds of intermediate material stora`-ge. 
It does not use task precedence relations which can 
become \'crý complicated in 
multipurpose plants. Instead 
it utilises the material flow by allowing a task to start only 
if the input material and other required resources are available. 
Many other approachc' 
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have been based on their work with the STN representation and successful e-\tensions 
and improvements have been made to solution approaches (see e. g. (Grunow et al. 200?. 
Blomer and Gunther 1998, Papageorgiou and Pantelides 1996a. Papageorgiou and 
Pantelides 1996b, Shah 1993). 
Pantelides (1994) (one of the inventors of STN) criticised the STN 
representation and the associated scheduling formulations and argued that despite its 
advantages it suffered from several drawbacks such as limitations for modelling of plant 
operations since tasks are always assumed to be processing activities which change 
material states (not e. g. changeovers and transportation), and each operation can only 
use one major item of equipment throughout its operation as each item is treated as a 
distinct entity. He therefore introduced the concept of the Resource-Task Network 
(RTN). The process described by the RTN in figure 5 is the same one as described with 
at State-Task Network (STN) in figure 4. In addition to materials, other resources and 
their interactions with the tasks are also included in the network. Circles A. B, C and D 
represent resources in the form of feedstock, intermediate and final products while 
circles R1, R2 and R3 represent equipment and they are considered to be consumed at 
the start of a task and produced at the end. Certain properties of equipment can be 
changed by a task (e. g. cleanliness) and it may require another task (e. g. cleaning in 
Task 4) to restore it before being used again and the equipment is treated as two 
different resources before (R2) and after the task (R2). 
Figure 5: An example of a Resource-Task Nettivork (RTN). The 
boxes represent the operations 
and the circles represent the resources, equipment, 
feedstock, intermediate and final products 
and other resources required for the production. 
Pantelides (1994) also proposed a discrete-time scheduling formulation based 
on the RTN which, due to the uniform treatment of resources. 
only requires the 
description of three types of constraint, and does not distinpuish 
betet een identical 
equipment items (which results 
in more compact and less degenerate optimisation 
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models). He illustrated that the integrality gap could not be «orý, e than the most 
efficient form of STN formulation, but the ability to capture additional problem feature', 
in a straightforward fashion made it an ideal framework for future research. 
The STN and RTN representations described above are very suitable for 
complex processing networks but more efficient models can be built for simpler 
production processes such as sequential processes where products follow the same main 
sequence of production stages, through a single or multiple stages. although products 
may skip some of the stages. Each stage can consist of one or more processing units 
and the processes have a linear structure in the production recipe without material 
merging or splitting or recycle. At each stage certain operations are performed with a 
single input from the previous stage and a single output to the next stage. Jobs, orders 
or batches are usually used to represent production and mass balances are often not 
taken into account explicitly and instead it is required that the job order/batch has to be 
finished on the previous stage before starting on the next stage. Stefansson et al. (2006) 
propose a discrete time scheduling formulation for sequential processes where they 
solve a comprehensive problem consisting of a campaign planning problem and order 
scheduling problem with an integrated multi-scale modelling approach. The process has 
four production stages with a large number of multipurpose production equipment at 
each stage. The processing tasks they use are represented by customer orders and the 
objective is to minimize the tardiness of orders and the setup cost of the production 
schedule. The production process is simple in comparison to many processing networks 
found in the literature where network representations are applied. This gives rise to an 
efficient model and the resulting sequential discrete time formulation is capable of 
scheduling a larger number of orders over a longer time horizon in comparison to most 
examples of network models found in the literature. 
The modelling approaches for production scheduling in the review above have 
all been based on discrete time representations which are in general very flexible and 
capable of accounting for many scheduling features and different plant layouts. They 
have successfully been applied to various planning and scheduling problems both 
in 
industry and academia. However the discrete time representations in general present 
two major drawbacks: 
i. The approximate time domain representation 
ii. The large number of binary variables and constraints that often results when 
actual industrial problems are modelled, due to the need for a 
fine discretisation 
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The horizon is divided into intervals of equal size and the starting time of all events is 
generally restricted to the beginning or the end of those events. If the discretisation 
intervals are fine enough to capture all significant events then the number of constraints 
and variables can become very large and the model difficult to solve. In addition to 
these two main drawbacks, Schilling (1997) also states that it can be difficult to model 
operations where the processing time is dependent on the batch size, the modelling of 
continuous and semi-continuous operations must be approximated and minimum run 
lengths give rise to complicated constraints. 
These reasons have encouraged researchers to develop continuous time 
scheduling approaches for multipurpose plants and most recent mathematical schcdulin`m 
models are based on a continuous time representation (see e. g. (Castro et al. 2006, Janak 
et al. 2005, Gupta and Karimi 2003, Maravelias and Grossmann 2003. Mendez and 
Cerda 2002, Giannelos and Georgiadis 2002, Harjunkoski and Grossmann-2 002). 
Most of the recent continuous time scheduling models for network processes are 
either based on the STN or RTN representations, and use either global-event based 
(common grid) or unit-specific event based (individual grid) continuous time 
representations (see figure 3). The start time of tasks need to be at an event point and 
when the global event based representation is applied the events considered are common 
across all units, while the occurrences of each event can be different across different 
units when the unit-specific event based representation is applied. The first continuous 
approaches for sequential processes were mostly based on the concept of time slots, 
which stands for a set of predefined time intervals with unknown durations. The basic 
idea is to come up with an appropriate number of time slots for each processing unit in 
order to allocate them to the tasks to be performed. It is however not trivial to decide the 
number of time slots required and it is a compromise between the computational 
complexity of the model and the optimality of the resulting solution. Recent approaches 
for sequential processes are more often based on the concept of batch precedence (tasks 
and orders can also be used instead of batches) where variables are 
introduced to 
represent the precedence relationships of different batches and constraints employed to 
guarantee the correct sequence of production tasks. 
An example of a general batch precedence formulation is provided 
by Mendez 
et al. (2000). The approach is developed for a multi-product 
batch plant and the 
problem they work with is often solved weekly in the manufacturing 
industry. A given 
set of product orders requested by customers with specified 
due dates and/or made for 
inventory are to be finished within a fixed time horizon with the objective to minimize 
delays. They also consider what they call the batching process where they group orders 
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with similar due dates in order to create groups of orders that constitute an integer 
number of batches. The approach is made for plants with only one production stage 
whereas Mendez et al. (2001) propose an approach for a similar scheduling problem in a 
resource-constrained multistage flowshop batch facility. Ho-VNwev er it is assumed that al l 
orders consists of a single batch and follow the same processing sequence throughout 
the plant. They propose a mixed integer linear programming approach based on a 
continuous time representation. They use independent sets of binary variables to handle 
assignment and sequencing decisions and take into account sequence dependent setup 
times with an efficient formulation of sequencing constraints without requiring any 
extra variables or constraints. Their test results indicate that the approach is 
computationally efficient compared to earlier approaches. but their test cases involve 
fewer orders and a considerably simpler process than often found in modern make-to- 
order production. 
An approach based on a continuous time representation generally results in a 
lower number of binary variables and constraints compared to approaches based on a 
discrete time representation. However the constraints required by the continuous time 
approaches can be more complicated and the continuous time approaches can result in 
greater computational complexity despite having a lower number of variables and 
constraints compared to the discrete time approaches. So far there is no general opinion 
or facts provided in the literature suggesting that either continuous time approaches or 
discrete time approaches are more computationally efficient or suitable for real world 
scheduling problems found in the process industry. Maravelias and Grossmann (2006) 
discuss and identify the relation of continuous- and discrete time STN formulations and 
conclude that an interesting implication of the relationship is the possibility of applying 
a solution method developed for one representation to the other. Both the discrete and 
continuous time models are currently evolving and among the more interesting, 
developments are the introduction by Sundaramoorthy and Karimi (2005) of a 
continuous time formulation without big-M constraints that proved more efficient than 
other competing methods and also a mixed time representation model that was recently 
presented by Maravelias (2005). 
Despite the progress that has been made during the last years there are still 
major unresolved challenges regarding models for planning and scheduling for the 
process industries. New types of problems and problem features are being introduced 
and the computational complexity is a great challenge as there are great difficulties in 
solving large-scale industrial discrete and continuous optimisation problems. 
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2.3.4 Integration of Planning and Scheduling 
A supply chain may be defined as an integrated process «herein various entities ýý ork 
together in an effort to meet the objectives of each entity as well as the common 
objectives of the overall supply chain. It is theoretically possible and preferable to build 
mathematical models for entire supply chains including all interacting strategic and 
operational decisions throughout the supply chain over the entire planning horizon. 
Such monolithic models could not be consistent with the nature of the managerial 
decision process or practical due to the computational complexity of models, data and 
solution techniques. Mathematical programming is most commonly used to formulate 
planning and scheduling problems within the process industry. The problems are 
combinatorial in nature which makes them very difficult to solve and it is vital to 
develop efficient modelling strategies, mathematical formulations and solution methods. 
One of the major difficulties in building mathematical programming models is to keep 
the size within reasonable limits without sacrificing accuracy. To solve full-scale real- 
world planning and scheduling problems efficiently, simplification, approximation or 
aggregation strategies are most often necessary (Grunow et at. 2002, Engell et al. 2001). 
It is widely recognized that the complex problem of what to produce and where 
and how to produce it is best considered through an integrated, hierarchical approach 
which also acknowledges typical corporate structures and business processes (Shah 
1999). Production planning and scheduling in a typical enterprise involves managers at 
various echelons within the organization and the decisions that need to be made differ 
by scope and time horizon and the underlying input information differs by its degree of 
certainty and aggregation. The decisions also need to be made with different timing and 
frequency and according to the correct sequence which further makes the case for an 
integrated hierarchical approach. The production planning problem is often solved first 
to define the production targets and the scheduling problem solved next to meet the 
targets defined by the planning process (Shapiro 2006, Shah 1999, Kallrath 2002b). By 
solving the two problems separately it is usually possible to build tractable models. 
However, the disadvantage with this approach is that the targets determined by the 
planning process do not always lead to feasible schedules. There 
is a current need to 
develop methods and approaches that can integrate planning and scheduling more 
effectively (Grossmann 2005). 
Most of the existing literature on the integration of planning and scheduling 
is 
based on two level hierarchically structured decomposition schemes 
(Graves 1982). 
Bassett et al. (1996) propose an approach for multipurpose batch plants where they 
solve an aggregate planning problem at the upper 
level and then solve detailed 
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scheduling problems independently for each planning period at the lower level. They 
use special heuristic techniques and define additional variables to overcome 
infeasibilities that can occur at the lower level and also propose a recursiN e backward 
rolling horizon strategy to solve the problem. Other examples of hierarchically 
structured planning and scheduling approaches are provided by Majozi and Zhu (2001). 
Zhu and Majozi (2001), Subrahmanyam et al. (1996), Wilkinson et al. (1995) and 
Birewar and Grossmann (1990). Dogan and Grossmann (2006) also propose a two- 
level decomposition procedure for planning and scheduling of continuous multi-product 
plants that consist of a single processing unit. They propose an integration scheme that 
ensures consistency and optimality within a specified tolerance while significantly 
reducing the computational effort. Their proposed decomposition algorithm relics on 
the use of a set of cuts and is guaranteed to produce the same optimal solution as the 
full-space model and appears to be very useful if it could be extended to more complex 
production environments. 
The planning and scheduling problems are closely linked activities as 
previously stated but the literature also describes the integration of other activities with 
the planning and scheduling activities. An example of solving design and operational 
planning problems simultaneously is given by Kallrath (2002a). They consider the 
purchase of new equipment where the introduction of the new equipment will affect the 
production plan/schedule and may introduce new and unseen bottlenecks in production 
depending on the type of equipment selected. To select the optimal equipment it is 
therefore desirable to integrate optimisation of the design with the operational 
planning/scheduling problem. They also describe and solve a real world problem where 
operational planning and strategic aspects are combined. Based on their experience of 
implementing their optimisation model they conclude that it is much more difficult to 
get the departments responsible for the different decisions to cooperate than to solve the 
mathematical or technical problems. This is a very interesting comment and reflects the 
fact that human related issues often cause the biggest obstruction to the implementation 
of optimisation based solutions. Another example of interesting and useful 
integration 
of activities is provided by Guillen et al. (2006) who propose an approach 
for 
simultaneous optimisation of process operations and 
financial decisions. They conclude 
that the integration of the financial models of the enterprise with those dealing with the 
operational area is a must to improve the 
firm's performance and its overall earnings 
and also ensuring healthy cash flow management. 
Multi-scale modelling is emerging as an interesting scientific field in process 
systems engineering and supply chain management 
The basic idea behind multi-scale 
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modelling is rather straightforward. Information is computed at a finer scale and passed 
to a model at a coarser scale by leaving out degrees of freedom when moving from finer 
to coarser scales. Information can also be transferred in the other direction and the 
number of different scales used depends on the characteristics of the problem under 
consideration, in terms of both the computational complexity and the nature of the 
decisions that need to be made. 
Multi-scale modelling 
Scale 1 
Scale 2 
Remove Add 
degrees of degrees of 
freedom freedom 
le NIIIIIIIIIIIIIV 
Figure 6: The figure illustrates the layout of a multi-scale modelling framework. 
Advanced Planning and Scheduling Systems (APS-Systems) are claimed to help 
in integrating the decision making process in the supply chain as they offer some 
support at all planning levels along the supply chain. APS-Systems have been adopted 
by many enterprises in the recent years and there is a range of new generation APS tools 
available in the markets which combine the increased computational power with 
optimisation and database management techniques (Boning et al. 2004, Berning et al. 
2002). In contrast to enterprise resource planning (ERP) systems, limited availability of 
resources is taken into account in all planning phases (Neumann et al. 
2002). The APS- 
systems are usually module based and the modules are usually 
hierarchically structured 
where each level reflects the different planning horizons, 
long-term, mid-term or short- 
term, and on each level there is one or more module reflecting the 
different planning 
tasks. Figure 7 illustrates the structure of a typical APS system. 
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Figure 7. Structure of an APS-system 
The long-term planning involved in the APS-systems generally consists of 
network design problems such as facility location, distribution and warehouse design, 
plant and layout design etc. The planning horizon typically ranges from three to ten 
years. The mid-term planning level consists of master planning or supply network 
planning with the goal to plan efficient utilization of the production and storage 
capacities determined by the network design. Campaign planning usually belongs to 
mid-term planning. The short-term planning level, detailed production scheduling, 
deals with the short-term allocation of resources over time to the production of the 
primary requirements determined by the master planning. The inventory management, 
distribution and transport planning and other final planning tasks are performed 
according to the production plan/schedule. The time horizon is usually a tcww «eck or 
days. Companies that use campaign production to fulfil customer orders must often 
decide in the short-term planning activity in which campaigns the actual orders arc 
produced and the sequence within the campaigns, as the lead-time is `generally very 
short. 
The interdependencies between the different levels and modules in the APS- 
systems have to be respected. However the APS systems have often become 
fairly 
complicated and the modules insufficiently integrated. That has created 
hindrances for 
successful implementation of integrated decision making processes through the use of 
APS systems. Although it is probably not possible to make all supply chain planning 
and scheduling decisions simultaneously due to the size and complexity of 
the 
individual decision problems it can be very beneficial and interesting to consider some 
of the more interacting problems simultaneously. 
An successful ins estiýzation on 
integration of long-term, mid-term and short-term production planning operation' 
through a common data model is reported 
by Das et al. (2000). Some tý pical 
economical benefits of integrated 
decision making arc listed by Shobrvs and White 
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(2002) where they conclude that the major challenges in integrating planning, 
scheduling and control systems are involved in issues like changing human beha,. lour 
and changing organizational behaviour rather than technical issues. 
2.3.5 Planning and Scheduling under Uncertainty 
The works on campaign planning and scheduling described in previous sections all ha% c 
a significant drawback for application in most order-driven production plants. The 
approaches can all be classified as "offline" approaches where the ideal case is assumed 
and regarded that all data of the problem are given or that the data is subjected to given 
stochastic uncertainties. In these approaches a fixed time horizon is also assumed 
instead of considering the problem as a continuous dynamic process where new 
information can become available throughout the process. Online scheduling as a 
special case of (combinatorial) on line optimisation, makes decisions based on past 
events and current data without information about future events relevant for the current 
decision problem and many decisions have to be made before all data are available and 
decisions once made can not be changed (Kallrath 2002b). Order driven production 
planning is a critical example of an online optimisation problem since the current 
process data, updated demand forecasts and customer orders are available but customer 
orders that will enter the system in the near future and within the horizon of the current 
schedule to be determined are not available. The schedule has to be improved . step 
by 
step where the decision maker does not have access to the whole input instance, unlike 
the off-line algorithms described in the preceding sections. Instead she or he sees the 
input piece by piece and has to react to the new requests with only partial know ledge of 
the required input. The literature on online planning and scheduling problems is not 
extensive. A review of heuristics for theoretically oriented online scheduling problems 
is provided by Sgall (1998). In the review, problems are classified 
into four different 
categories based on which part of the problem is given online. 
The chosen categories 
are: 
i. the problem of scheduling jobs one by one 
ii. the problem with unknown running times 
iii. the problem where jobs arrive over time 
iv. the problem where interval scheduling is involved (Swall 
1998). 
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Some practical online scheduling approaches are also described in the literature. Sand 
and Engell (2004) and Sand et al. (Sand et al. 2000) describe online scheduling 
algorithms from a real world multi-product batch plant producing expandable 
polystyrene where demand as well as the production process is subjected to stochastic 
changes. They structure the overall problem hierarchically into a long-teen stochastic 
linear planning problem and a short-term deterministic nonlinear scheduling problem. 
An interesting telescopic decomposition approach with a number of layered sub-models 
of different degrees of temporal aggregation is suggested for solving online scheduling 
problems in multi-product batch plants by Engell et al. (2001). 
Uncertainty is an influential factor when planning and scheduling in reality. 
Uncertainty is one of the most challenging but very important problems in supply chain 
management (Sabri and Beamon 2000). Industrial environments such as in make to 
order manufacturing are highly dynamic and although the proposed initial schedule may 
be the best option under the predicted circumstances, it can quickly become inefficient 
or even infeasible after the occurrence of unforeseen events. There are many source,, of 
uncertainty and it depends on the time scale under consideration which ones are most 
importantly taken into account. The ones most important for planning problems with 
longer horizons are environmental data such as demand and prices of products and raw 
materials, whereas process data such as processing times and equipment availabilities 
are of more importance for scheduling problems with shorter time horizons. `lost of the 
approaches found in the literature consider uncertainties in either a reactive or proactive 
manner. Short-term uncertainties are most often treated through on-line or reacti\ e 
scheduling and the longer-term uncertainties are on the other 
hand tackled through the 
solution of some form of stochastic programming problem 
(Shah 2005). The reactive 
approaches do not account for the uncertainties 
initially when the plan or schedule is 
made but instead they respond by adjusting or creating a new plan or schedule 
when 
unexpected events occur or parameters change. 
The proactive approaches do on the 
other hand account for stochastic events 
by including uncertainty information and 
attempt to structure a plan or schedule that 
is optimal and reliable. The reactive 
approaches in fact deal with 
deterministic problems whereas the proactive approaches 
deal with stochastic problems which often require more 
complicated mathematical 
models and techniques. 
Among techniques commonly used for proactive or stochastic planning and 
scheduling in the chemical engineering 
literature is the framework of sc narios_ 
Approaches based on the framework of scenarios attempt 
to forecast and account for all 
possible future outcomes through the use 
of a number of scenarios but the sire of the 
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problem increases exponentially with the number of uncertain parameters, which make, 
a scenario based approach unsuitable for large real-world problems. Many of the 
approaches found in the literature have attempted to characterise the effects of some 
sources of uncertainty on plans and schedules. Dedopoulos and Shah (1 1)1)--; ) proposed a 
multistage stochastic programming formulation to solve short-term scheduling problems 
with possibilities of equipment failure at each discrete-time instant. Their technique is 
useful but suffers from very large computational times, even when small problem 
instances are solved. Bassett et al. (1997) proposed a framework to include 
uncertainties in processing times and equipment failure. They use Monte Carlo 
sampling to generate problem instances which they solve with a detailed scheduling 
model and analyse distributions of aggregated properties to evaluate different operation 
policies. However, they do not optimise an improved production schedule (more 
robust) based on the results. Vin and Ierapetritou (2001) proposed a strategy to quanti t `, 
scheduling robustness in the face of uncertainty and to generate more flexible schedule,,. 
They base their work on a model proposed by Ierapetritou and Floudas (199("') and 
propose a multi-period programming model using extreme values of the demand range 
as scenarios to generate feasible schedules over the entire expected range of uncertainty 
Lin et al. (2004) proposed a robust optimisation framework from \IILP model ý%here 
both the coefficients in the objective function, the left-hand-side parameters and the 
right-hand-side parameters of the inequalities can be considered as uncertain. The` 
consider both bounded uncertainty and bounded and symmetric uncertainty and by 
introducing some auxiliary variables and constraints they formulate a deterministic 
robust counterpart problem to determine the optimal solution given the magnitude of 
uncertain data, feasibility tolerance, and "reliability level" when a probabilistic 
measurement is applied. 
Despite the importance of rescheduling functionality or reactive scheduling for 
batch processes only a few optimisation approaches have been reported 
in the last 
decade (Mendez et al. 2006). One of the more recent ones was proposed by `lcndez 
and Cerda (2003) where they consider dynamic scheduling 
in multi-product batch 
plants. They propose a MILP formulation 
for reactive scheduling to optimally generate 
updated schedules due to the occurrence of unforeseen events 
for example changes in 
processing and setup times, unit breakdown, 
late order arrivals. orders cancellations. 
reprocessing of orders, delayed raw material shipments. modifications 
in order due dates 
and/or customer priorities and so on. 
Their approach is based on a continuous time 
representation model that takes 
into account the schedule currently in pro;, re, ý, the 
updated information on old production 
batches still to be prosc"ed and new order 
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arrivals, the present plant status and the availability of renewable discrcic reources. 
The approach is based on a model presented by Mendez et al. (001). To avoid ftil- 
scale rescheduling, the approach only allows partial modifications to the schedule in 
progress by iteratively solving the MILP problem until no further improvement on the 
current schedule is obtained and hence does not obtain the optimal solution although a 
good one should be possible. Mendez and Cerda (2004) extended the approach to 
consider resource constrained multistage batch facilities, where manpower limitation" 
aside from processing units must be taken into account in the rescheduling frameww ork. 
2.4 Solution methods 
Planning and scheduling problems, in particular scheduling problems. are known to be 
very difficult to model and solve in an efficient manner. The complexity of scheduling 
problems can easily exceed today's hardware and algorithm capabilities. The most 
common solution approaches found in the literature on planning and scheduling are 
either exact and deterministic methods, or meta-heuristics. The most common exact and 
deterministic methods are MILP and MINLP, Graph theory (GT). Constraint 
programming (CP), and hybrid approaches in which MILP and CP are integrated. The 
most common meta-heuristics are Evolutionary strategies, Tabu search and Simulated 
annealing. A review of solution approaches used in planning and scheduling in the 
process industry is provided by Kallrath (2002b). 
The following chapters provide a brief introduction to the commercial sole ers. 
which in many cases can be used to solve MILP planning and scheduling quite 
efficiently, and also a brief introduction to some of the 
heuristics generally used within 
the discrete optimisation area. 
2.4.1 Commercial Solvers 
Solvers are commercial codes widely used 
by researchers as well as practitioners for 
solving Linear Programming 
(LP) and Mixed Integer Linear Programming (\i [ [_ P 
optimisation problems and they 
have recently also become more widely u'ed for soivin2 
Mixed Integer Nonlinear Programming (\IINLP) and 
Quadratic Program.,, (t )P), and 
even Quadratic Constrained 
Programming, (QCP. which is equivalent to t-11 [' \% ith 
Z, -) 
quadratic constraints) and Mixed Integer Quadratic Programming (\IIQCP) problems. 
The codes are composed of principal solution techniques together with highl\ advanced 
algorithms to solve the problems (Nahmias 2001). 
A review of techniques and algorithms used in commercial solvers is provided 
by Bixby (2000). The principal solution technique used in the soIN ers for \IIP models 
is the Branch&Bound method (Hillier 2001). In recent years there has been significant 
progress in the theory of integer programming and in the closely related field of' 
combinatorial optimisation. Concurrently to that development. the solvers ha%e become 
more advanced. Many of the ideas developed in theoretical research have received 
extensive computational testing and made it into the commercial codes. Several such 
codes e. g. Lingo, OSL, XPRESS-MP and CPLEX include pre-solving techniques. 
cutting plane capabilities (e. g. cut generation within the Branch&Cut algorithm), 
diagnostic and infeasibilities tracing methods as well as other ideas from the theory of 
integer programming and combinatorial optimisation. 
The various commercial codes or solvers that are available today arc capable of 
solving problems of different sizes. Some of the solvers, especially solvers for solving 
the more difficult problems such as NLP and QP, are only for problems with a restricted 
number of variables, e. g. less than 5000 variables. LP and MIP solvers such as 
XPRESS and CPLEX, have no theoretical upper limit for number of variables or 
constraints, and have been used to solve problems with millions of constraints and 
variables. The solution time for very large problems can however be extremely long 
and in worst cases can increase exponentially with number of variables. It should be 
kept in mind however that the number of constraints and variables is not a very 
illustrative means to describe a problem's complexity in terms of obtaining a solution as 
the solution efficiency highly depends on the individual problem and the model 
formulation. 
2.4.2 Heuristics 
There is a vast literature on heuristic methods. .a recent and comprehensi\ c 
introduction to heuristics is provided by Faulin (2003) and an introduction to 
heuristic 
methods and identification of 
important issues related to the use of heuristic methods is 
provided by Silver et al. (1980). 
A heuristic is an algorithm which quickly con"tnictý a 
(hopefully) good solution for a given ('ýP-hard) optimisation problem. : 
Althou, h 
heuristics do not `, i\-e any guarantee of an optimal solution they can provide a -'ood 
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balance between solution quality and computational time and are therefore very much 
used in practice. Silver et al. (1980) give several possible reasons for using a heuristic 
method to obtain solutions to problems: 
" The mathematical problem is of such a nature that an analytic or iterative 
solution procedure is unknown 
" It may be computationally prohibitive or unrealistic to use exact analytic or 
iterative solution procedures 
" The heuristic method may be simpler for the decision maker to understand 
" Heuristics can be used as learning procedures for well-defined problems that 
can be solved optimally 
"A heuristic may be used as part of an iterative procedure that guarantees the 
identification of an optimal solution. 
" In implicit enumeration approaches to problem solving a heuristic can be used 
to provide a good starting solution, which can give a bound that drastically- 
reduces the computational effort. 
Heuristics can be classified into several different categories such as the following from 
Silver et al. (1980): 
" Decomposition methods 
" Inductive methods 
0 Feature extraction (or reduction) methods 
" Methods involving model manipulation 
" Constructive methods 
" Local improvement method 
Metaheuristics have also received much attention as a solution procedure to 
solve very hard problems in a reasonable computational time. An ovcrvicýý of 
metaheuristics is provided by Zachariasen (2000) and some general guidelines 
for 
implementation are provided by Hertz and Widmer (2003). Metaheuristics are general 
heuristics or methods that provide frameworks for the solution procedure and can 
be 
applied to various kinds of problems. 
Nletaheuristics consist of iterative master 
processes that guide and modify the operations of subordinate 
heuristic', to produce 
good solutions. They may manipulate a complete 
(or incomplete) single solution or a 
collection of solutions. The subordinate 
heuristics can be high or low leN el procedures 
including, e. g., local search approaches (Zachariasen 
'000). 
54 
The family of metaheuristics includes, but is not limited to. the following members 
(Zachariasen 2000): 
" Evolutionary Search/Genetic Algorithms: Simulation of population genetics, 
including pairing, mutation and natural selection. 
" Tabu Search/Guided local search: Inspired by search principles fron artificial 
intelligence - or human behaviour. 
0 Simulated annealing: Corresponds to the physical process of cooling material 
in a heat bath -process known as annealing 
" Neural networks: Simulation of the behaviour of the human brain with its 
neurons connected by a complex network. 
" Ant colonies: Artificial systems that take inspiration from the behaviour ot'real 
ant colonies. 
In recent years metaheuristics have received much attention, both from 
researchers and practitioners and there have been significant advances in the theory and 
the application of metaheuristics to the approximate solution of hard optimisation 
problems. Heuristic and metaheuristic approaches have been applied to several 
different planning and scheduling problems within the process industry. Examples of 
problems solved with Evolutionary algorithms, Tabu Search and other more tailor made 
heuristics are described by Berning et al. (2004,2002), Chen et al. (2004), Franck et al. 
(2001) and Wang et al. (2000). 
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3 Problem definition 
3.1 Problem description 
3.1.1 Application environment 
This thesis studies a planning and scheduling problem from the pharmaceutical industry. 
The enterprise providing the case is the third largest generic pharmaceutical producer in 
the world and together with producing its own brands it acts as a contractor producer for 
other pharmaceutical companies. The enterprise has primary and secondary production 
facilities, research and sales divisions, together with a workforce of more than 10,000 
employees in five continents. The enterprise's competitive advantage relies on cutting 
down time to markets for its products and delivering a fast response to customers with a 
high service level and reliability. At the same time the enterprise strives to cut down 
production costs and maximise utilisation of investments in order to increase margins. 
This business environment makes the planning and scheduling of production facilities 
vital for the operation of the enterprise. 
This research focuses on the single plant production planning and scheduling 
for one of the secondary production facilities. Considering the complete network of the 
production plants and broader aspects of the supply chain would also be very interesting 
for this kind of enterprise, but it is outside of the scope of this research. 
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3.1.2 Products and production process 
The production process in the plant can be divided into four main stages: granulation, 
compression, coating and packing. Quality inspection is performed on the ingredients 
in the beginning of the process and also after each production stage and often requires a 
certain waiting time to allow for the quality inspection between the production stages. 
The products do not necessarily need to go through all the production stages but each 
product has at least to pass through one or more of the production stages in a certain 
order. The general sequence is mutual for all the products and hence there is a general 
flow through the production plant. Because of product specific requirements and 
specific capabilities of each machine the type of machines feasible for each product is 
limited and most of the products can only be produced on a subset of the machines 
available on each stage. The alternative machines on each production stage form 
different production routes through the production process. 
Start 
Granulation 
Compression 
Coating LI 
Packing 
11 LI LI LI 
End 
Figure 8. The production process is sequential and consists of four production stages. Each 
product has many different feasible production routes through the production process. 
The product portfolio produced in the plant under consideration includes more 
than 40 product groups or families. Each product group is produced in several different 
intensities and mostly either in the form of pills, capsules or both. The tablets are 
packed in several different types and sizes of packaging and the size, shape and colour 
of tablets and wrappings varies for different customers and market areas. The number 
of different products and varieties of products results in over 1000 stock keeping units 
of final products. 
The plant consists of a large number of multi-purpose production equipment 
items. On each production stage are several machines at which production takes place 
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in batch mode. Each batch contains homogeneous products regarding active 
ingredients, intensity, size shape and colour, however units from the same batch can be 
packed in different types and sizes of wrappings. An ordered set of batches produced 
consecutively at the same machine is called a campaign. Each campaign contains a 
certain product group with the same active ingredient. Before the production of a 
campaign starts a considerable time is often needed to be spent on changeovers, which 
include machine setup, adjustments and cleaning. After termination of campaigns the 
machines need to be cleaned again. The setup and cleaning time between different 
product variants within a campaign is relatively low because of the similar 
characteristics of the products produced in each campaign. The campaign production 
form hence reduces the overall setup and cleaning time needed in the production. 
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Figure 9: The drawing shows the production process under consideration in this study. The 
plant consists of a large number of multi purpose production equipment items on each 
production stage operated in batch mode. All products go through granulation and 
compression; some are coated and most are packed into consumer packing. Raw material is 
consumed during granulation, coating and packing and final products can be obtained 
from 
compression, coating or packing as the factory operates both as a sub-contractor 
for other 
producers and as a producer of final products. 
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3.1.3 Demand 
The production plant mainly produces to fulfil customer orders with specific due dates 
but also produces internal orders for their own inventory (also with due dates). In each 
week it receives new customer orders with a requested delivery date. Each order needs, 
to be scheduled and feedback given to the customer with a confirmed delivery date. 
The promised lead-time of the production is at maximum 3 months from receiving 
customer orders to the delivery of the final products. Sales forecasts are created in 
advance to obtain an overview of accumulated sales of each product in order to reflect 
the expected customer orders. Two kinds of demand can thus be distinguished, i. e. firm 
customer orders and sales forecasts. 
3.1.4 Objectives 
The overall goal of the problem is to determine a campaign plan and to schedule 
customer orders within the campaigns. The customers request certain delivery dates for 
their orders and the plant attempts to meet those requests. In order to make the plans 
and schedules feasible the most important constraints from the operational environment 
must be respected. The general objective of the plans and schedules is to meet the 
quantity and delivery date of customer orders and minimize the unproductive production 
time (i. e. work on setup, cleaning etc. ) in order to optimise the economic performance 
of the company. 
3.1.5 Operational constraints 
In the following is a list of constraints that can be found in the operational environment. 
Allocation constraints: 
" Each machine can only be used to perform one task at the same time and each 
order should be allocated to a single suitable machine at each processing stage 
in accordance with the defined production route of the relevant product. Orders 
should not be divided to be processed simultaneously on sei eral machines. 
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Sequencing constraints: 
" The correct sequence of production stages for each order must be respected as 
defined by the production route for the relevant product and production of each 
order must not start on a certain stage before it is finished on the preceding 
stage. 
0 Inspection times for quality control and other required waiting between 
production stages must be respected. 
0 Setup and cleaning times between campaigns and between production of orders 
within campaigns must be included. 
" The earliest possible starting time of production of an order must be respected 
e. g. in cases where material will not be available earlier or documentation is not 
ready for starting production. 
" The earliest possible completion time of producing an order must be respected, 
e. g. when orders have some maximum lifetime (shelf time). 
0 The maximum flow time of production of each order must be respected, i. e. the 
elapsed time from when the production is started on the first production stage 
until it is finished on the last stage. 
Delivery constraints 
" When orders are first added to the production schedule the delivery date 
requested by the customer should be respected as far as possible. 
0 When order due dates have been confirmed it is very important to respect them. 
Capacity constraints 
0 Each machine (equipment unit or other resource) has a certain number of hours 
available each calendar day and a certain fixed production capacity per hour. 
The available hours each calendar day can e. g. depend on shift schedules, 
holidays, specific workforce, etc. and the plant has also a limited number of 
hours per calendar day e. g. when it is closed. 
" Shared renewable resources are limited, e. g. specific or non-specific workforce, 
steam and equipment. 
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Campaign constraints 
0 Campaigns of each product have a certain possible maximum and minimum 
length or production quantity. 
9A maximum and/or minimum number of campaigns during the planning 
horizon should be respected. 
0 Occasionally it is required that certain orders are produced in the same 
campaign or in the same time period, e. g. to ensure integer number of batches in 
the granulation or ensure uniformity of completion dates. 
Mutual exclusivity constraints 
" It is not allowed to produce certain pairs of products at the same time on the 
same production stage. 
0 It is not allowed to produce certain pairs of products at the same time in the 
entire plant. 
Intermediate storage for materials and products as well as storage for final products can 
be considered as unlimited in the case of this production plant. 
3.2 Formal problem definition 
The problem under consideration in this research can be stated in outline as: 
Given: 
" Products 
o Product ID 
o Product family 
" Machines (resources) 
o Machine ID 
o Production stage 
o Required number of employees for operation 
o Availability, available production hours per calendar week 
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" Production routes 
o Product ID 
o Machine ID 
o Average setup time 
o Average cleaning time 
o Production time per batch 
" Sequence depended setup time 
o Machine ID 
o From product ID / product family 
o To product ID / product family 
o Setup time 
" Processing limitations (e. g. whether products A and B are allowed to be 
produced on the same stage at the same time) 
o Product ID A 
o Product ID B 
o Stage 
" Demand 
o New orders 
  Order ID 
  Product ID 
  Quantity in number of batches 
  Required delivery date 
  Priority 
o Existing orders 
  OrderlD 
  Product ID 
  Quantity in number of batches 
  Confirmed delivery date 
  Priority 
o Forecast 
  Product family (and group within the family) 
  Month 
  Forecasted sale amount in number of batches 
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" Costs and penalties 
o Penalty cost of delayed orders 
o Setup cost 
o Inventory cost 
Determine: 
9A feasible long-term campaign plan specifying production amount, start 
time and duration of campaigns of certain product families on certain 
machines ensuring that operational constraints and business requirements 
are respected and delays and setup and inventory costs minimized. 
"A feasible short-term production schedule with start times and allocated 
machines for production of each order, i. e. the orders are scheduled 
within the campaigns. Confirmed delivery times for customer orders. 
"A feasible short-term detailed production schedule specifying exact 
timing of all production tasks. 
Next chapter describes the modelling approach proposed by this study to create the 
required production plans and schedules and explains the overlap, time horizons, 
frequency and integrations of the different decisions that need to be made. 
_ý 
4lntegrated multi-scale 
algorithm for planning and 
scheduling 
4.1 Online and dynamic characteristics 
It is the goal of the study to develop state of the art models that are realistic and can be 
applied in actual circumstances. To do that it is necessary to acknowledge and cope 
with the continuous dynamic decision process involved and the online characteristics of 
the problem under consideration. The production is an ongoing process that is affected 
by several uncertain inputs; the most significant one is the demand from the customers. 
Each week the plant receives new customer orders with a requested delivery date. The 
orders need to be scheduled and feedback given to customers with the confirmed 
delivery dates. That seems to be relatively straightforward task at first sight but 
decisions have to be made before all data becomes available which makes planning and 
scheduling very complicated. 
The first task of the planning process under consideration in this work is to 
create a campaign plan for long term planning purposes. The number of campaigns of 
each product family, their size and timing, has more or less to be decided before the 
orders become available. The material requirement planning and purchasing of ram- 
materials from suppliers is based on the campaign plan and needs to be performed 
before the orders become available as the supplier lead-times are often greater than the 
promised lead-time of the production. Also maintenance, shifts, launches of new 
products and other events must often be planned well in advance of orders being placed. 
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The second task is to schedule customer orders within the campai Uns. The plant 
receives new customer orders each week with a requested delivery date and the orders, 
need to be scheduled and feedback given to customers with a confirmed delivcrý date. 
When the orders are scheduled within the campaigns the decision maker does not have 
the information about other orders that will be added to the campaigns but have not been 
received yet. The current orders can change and other unanticipated orders may appear 
later with earlier due dates, larger quantities or higher priorities which can make it 
necessary to change the current schedule. However the confirmed delivery dates that 
have already been promised to customers must be respected if at all possible. 
The decision maker does not have access to the whole input instance at the time 
decisions need to be made and instead he or she sees the input piece by piece and has to 
react to the new requests with only a partial knowledge of the input. Once decisions 
have been made it can be difficult to change them later on. As more information 
becomes available the uncertainty of the decision problem decreases and as a result all 
decisions should generally be made as late as possible while respecting interactions and 
relationships with other decisions and requirements. In addition to the uncertainty 
involved in the demand, there are other sources of uncertainty such as uncertainty in 
processing times, setup and cleaning times and uncertainty caused by machine 
breakdowns, employees' absence, quality failures etc. However the uncertainty caused 
by the demand is the most significant factor in this case. 
Available information Uncertainty 
me time 
Figure 10: Illustration of how information becomes available as the time horizon moves closer to 
the present time point and as a result the uncertainty in the 
decision problem decreases 
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4.2 General modelling techniques 
Mathematical programming techniques are applied in this work. They are the most 
widely used method for quantitative modelling of production planning and scheduling 
and have proven to be relevant to most problems as well as being rather efficient (see 
literature review in chapter 2). 
One of the major difficulties with mathematical programming models is to keep 
the size of the models, i. e. the number of variables and constraints, within reasonable 
limits. When the model size becomes very large it can be difficult to obtain results 
within an acceptable computational time. However the models must be accurate enough 
to capture the required details of each optimisation problem. The combinatorial 
explosion of possible solutions makes the scheduling of real-world processes a highly 
complex problem and they are known to belong to the class of NP-hard problems 
(Engell et al. 2001, Applequist et al. 1997). To solve real-world scheduling problems 
efficiently, simplification, approximation or aggregation strategies are necessary 
(Grunow et al. 2002, Engell et al. 2001). The aggregation and modelling strategy 
proposed by this study is explained in the next section. 
4.3 Integrated multi-scale algorithm 
To cope with the continuous dynamic decision process we propose an integrated multi- 
scale algorithm based on a hierarchically structured framework. On each level of the 
hierarchically structured framework we propose optimisation models to provide support 
for the relevant decisions. The levels differ regarding the scope and the availability of 
information at the time when they are applied. 
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Aggregation 
Levell - Campaign planning based on forecasts, used every 3 months 
Leve12 - Campaign planning and order scheduling based on customer orders, used every week 
Leve13 - Deitaled scheduling, used every day 
0123456789 10 11 12 time 
Figure 11: The figure explains the hierarchical structure and the scope for each level in the 
structure 
This is a day by day continuously moving framework as the nature of the actual 
decision problem and the models are used with a different frequency depending on their 
level of aggregation and the update rate of their input factors. The most detailed 
decisions are made as late as possible when more information is available and the 
uncertainty has decreased. It does not make sense in general to create detailed decisions 
over the full horizon since uncertainties make detailed decisions out of date soon after 
they are created and as a result will they not be used. By solving problems and 
obtaining results that will not be used optimisation effort is wasted which reduces the 
overall efficiency in real-time applications such as the one under consideration. 
Aggregation / 
Available information 
Levell 
Level2 
Level3 
Continuous moving time frame 
00 
Uncertainty 
0123456789 10 11 12 time 
Information availability 
00 
Figure 12. The figure shows the hierarchical framework drawn together with the representation 
of uncertainty and availability of information with regard to time 
Order driven production planning and scheduling in the pharmaceutical industry is a 
critical example of a continuous and online decision problem. The production is a 
dynamic and ongoing process that is affected by several uncertain inputs and various 
interacting decisions have to be made in order to fulfil the orders from customers at the 
minimum cost. It is theoretically possible to build mathematical models for the entire 
decision process including all interacting strategic and operational decisions throughout 
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the planning and scheduling process. Such monolithic models will not be consistent 
with the nature of the managerial decision process or practical due to the computational 
complexity of models, data and solution techniques. To solve full-scale real-world 
planning and scheduling problems efficiently, simplification, approximation or 
aggregation strategies are most often necessary and we believe an integrated multi-scale 
approach such as is proposed here may be more suitable in many cases. One of the 
major difficulties in building mathematical programming models is to keep the size 
within reasonable limits without sacrificing accuracy which is most often impossible 
with monolithic models. The scheduling problems are combinatorial in nature which 
can result in an exponential increase in solution time as a function of problem size and it 
is therefore useful to divide the problem into smaller hierarchical problems. The 
production planning and scheduling decisions differ by scope and time horizon and the 
underlying input information differs by its degree of certainty and aggregation. The 
decisions also need to be made with different timing and frequency and according to the 
correct sequence which even further makes the case for an integrated hierarchical 
approach such as proposed here. 
4.4 Levels in the framework 
4.4.1 Campaign planning at level 1 
At the top level in the hierarchical framework an aggregated optimisation model is used 
to optimize the long-term campaign plan with the objective to 
fulfil demand and 
minimise cost of production. This level can be regarded as the 
first step in the planning 
process. The input for this model is mainly based on a combination of sales 
forecasts 
and long-term customer orders as well as information regarding products, production 
process, performance and current status of production. 
The output from the model is a 
campaign plan that includes all machines on all production stages and specifies 
the 
starting time of campaigns, the product family to 
be produced in the campaign, the 
quantity, the duration of the campaign and the machine where 
the campaign will be 
operated. The campaign plan is used 
for making raw material procurement plans and 
for other long term planning purposes. 
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campaigns with different product groups 
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Figure 13: Campaign plan for level 1 
The time horizon of this model is 12 months and it is updated every 3 months or 
more often if new sales forecasts or other aggregated high-level information becomes 
available. The thesis uses mathematical programming techniques to formulate the 
model and proposes novel and efficient mixed integer linear programs with discrete 
representation of time. 
4.4.2 Campaign planning and order scheduling at level 2 
At the middle level we investigate further the first quarter of the planning horizon and 
propose an optimisation model to revise the campaign plan and allocate orders and other 
production tasks within the campaigns. The campaign plan is now based on more 
accurate input information compared to level 1 as the customer orders are more or less 
available here. The output from the model is a revised campaign plan and a production 
schedule for the orders. The production schedule specifies in which campaign each 
order is produced on every production stage and it also specifies the latest allowed 
completion time for the order which is used to report to customers the confirmed 
delivery date of the order. After the delivery dates have been confirmed it is important 
to respect them although the production schedule can be changed in many other ways. 
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campaigns with different product groups 
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a) 
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3 months 
specific orders 
Figure 14: Campaign plan and order allocation for leivel 2 
The time horizon for this level is 3 months and the optimisation model is used 
once every week when customer orders are scheduled and their delivery dates 
confirmed or when needed as new information becomes available. Mixed integer linear 
programming and discrete representation of time is used to formulate the models 
proposed for level 2. 
4.4.3 Detailed scheduling at level 3 
At the lowest level in the hierarchical framework the scope is narrowed even further and 
the first month of the planning horizon is analysed and an optimisation model used for 
the detailed scheduling of production with exact timing of production tasks. The 
optimisation is based on confirmed customer orders together with the newest possible 
information each time it is performed and the resulting production schedule specifies on 
which machine and in which campaign each order is produced on each production stage, 
the production sequence of the orders, the precise start time and duration of processing 
tasks and the setup tasks required between orders. The model accounts for sequence 
dependent setup times between the campaigns as well as between the orders within the 
campaigns. 
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Figure 15: Campaign plan for level 3 
The time horizon is one month and the model should be used every day if some 
new information has become available that affects the feasibility or optimality of the 
most recent production schedule. For this level we propose a continuous-time model 
which allows a detailed resolution of time. 
4.5 Integration strategies 
The levels in the algorithm are integrated with bi-directional flow of information and 
decisions are implemented at adjacent levels, either as guidelines or as strict constraints 
that must be respected. It is of great importance to ensure that the results transferred 
from higher levels provide feasible input for lower levels and in this research both 
mono- and bi-directional integration strategies have been developed and implemented to 
ensure feasibility. The proper integration of the different levels in the algorithm is 
fundamental for its functionality. If the campaign structure based on the expected 
demand at the top level is not transferred to the lower levels it is likely that the 
schedules will not be able to respond to orders that have not yet been received. Some 
decisions are also made at the upper levels that must without any exception be respected 
and the lower level plans will be useless in practice if these constraints are violated. 
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campaigns with different product groups 
Level1: Campaign planning based on forecasts - 12 months 
c wgälgns with different product groups 
ii 12 months 
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campaign plea=-3 months 
-------- -- 
Leve13.. Qetailed scheduling with 
-ý. exact 
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production tasks within campaigns 
Figure 16: The figure illustrates the bi-directional flow of information between the levels in the 
integrated multi-scale algorithm and also the horizon of each of the decision levels. 
The levels in the algorithm are integrated with integration strategies that provide 
the relevant flow of information between them. The algorithm based on the integration 
strategies restricts the solution space to eliminate infeasible solutions and uses strict 
constraints, bounds, shaping methods and penalty functions as guidelines for obtaining 
near-optimal solutions. The availability of raw material can be used as an example of 
information or decisions implemented with strict constraints. The purchasing decisions 
are mainly made on the top level especially for raw materials with long lead times. The 
decisions and the resulting inventory levels must be respected at the middle level since 
the factory does usually not have other means to obtain raw material and are as a result 
implemented with strict constraints. The confirmed delivery dates can be used as an 
example of decisions implemented with soft guidelines. The delivery of the orders is 
confirmed based on decisions made at the middle level and it is very important to 
respect them when the detailed production schedule is generated at the lowest level. 
However if many unexpected events happen in the factory, such as major machine 
breakdowns, the delivery dates of the orders can be violated and the orders delayed and 
the confirmed delivery dates are therefore implemented with relatively expensive 
penalty functions. By selecting carefully which decisions are implemented as 
guidelines and which as strict constraints it is ensured that feasible solutions are 
specific o ders `. U 
. ,' t+ý N 
1 month 
production tasks within ' 
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obtained. The integration strategies used in the approach are explained further in 
chapter 7. 
The models embedded in the hierarchical framework compose a dynamic 
approach, an algorithm that is both proactive and reactive. The top level in the algorithm 
operates in a proactive way by using the demand forecasts to create campaign plans for 
the expected demand. The middle level operates both in a proactive and a reactive way 
since it combines the forecasted demand and the actual orders to reconsider the 
campaign plan and make a primary allocation of orders within the campaigins. The 
lowest level operates in a reactive way by reconsidering the allocation of the orders and 
adjusting the campaigns to respond to the newest available information. By combining 
proactive and reactive operations the algorithm becomes more efficient and more 
capable of anticipating and reacting to unknown events. 
4.6 Selection of horizons and scales 
The selection of the number of levels and the time horizon of each level used in multi- 
scale planning and scheduling approaches should be based on the characteristics of the 
decision problem and the current planning process. When implementing a new 
optimisation driven planning and scheduling strategy it is preferable to use successful 
and proven ideas from the planning and scheduling methodology already in use, both in 
order to make the implementation process smoother as well as to exploit the 
development work that has already taken place. Planning and scheduling problems in 
various industries often have different key characteristics and companies have different 
ways of doing business and it is therefore important to adjust the planning and 
scheduling approaches to those key characteristics although the same general principles 
can often be applied for a wide variety of different setups. 
The existing planning process in the company under consideration in this study 
was rather well organised and logical although it was fully manual. The sale forecasts 
were made for a horizon of one year and the maximum horizon of the long-term 
planning interval at level 1 was consequently limited by the availability of the sale 
forecasts. The purchasing of raw material with very long lead-times is based on the 
campaign plan and the minimum horizon of the campaign plan must therefore be Treater 
than or equal to the largest lead-time of the different raw materials used for the 
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production. The one year horizon of the campaign plan also turned out to be N cry useful 
for capacity planning since bottlenecks in the production can often be foreseen by 
analysing the plan and appropriate measures taken to eliminate them, either by changing 
the production process or by changing the amount and composition of accepted orders 
through effective demand management. Demand management in order driven 
production does also rely upon the campaign structure when bidding for contracts and 
making decisions on which orders are preferable. 
Confirming the delivery dates of customer orders is a very important and quite 
complicated task and therefore must be done independently at level 2 in the approach. 
The promised lead time of orders from the factory was the prevailing factor for deciding 
the horizon of the planning and scheduling at level 2. Orders usually arrive between 
one and two months before the requested delivery date by the customers and the policy 
of the company is to deliver them within 3 months from receiving them. The final 
confirmed delivery date depends on how heavily the factory is loaded at any time and 
also on the priority of the customer. The minimum horizon was therefore restricted by 
the three months promised lead time of orders while the upper limit was restricted by 
the availability of customer orders which is rarely more than 3 months and as a result 
the chosen planning horizon was 3 months. It should be noted that the planning horizon 
does not need to be fixed and can be adjusted to fit the availability of orders. 
It was too computationally expensive to create a detailed schedule at the middle 
level for a horizon of 3 months and it was therefore decided to add the third level for 
generating the detailed production schedule. The production schedule can be changed 
in many ways after the delivery dates have been fixed at the middle level as long as the 
delivery dates are respected. The horizon for detailed scheduling should at least cover a 
horizon corresponding to the largest flow time of the orders (essentially the residence 
time in the plant) which is usually not more than 1 month and the upper limit on the 
horizon was chosen in order to keep the computational time within tolerable limits. It is 
also not necessary to create detailed production plans further ahead in time since some 
random events will most likely occur and make the plans infeasible. It should be noted 
that the time horizon of the model is in fact not restricted to one month but the 
confirmed delivery dates of the orders included in the models are all within one month 
from the point of execution. 
These three scales or levels are sufficient to cover the part of the planning 
process that is under consideration in this study. It would be a natural extension to add 
a multi-site planning level on top of level 1 for aggregated planning and allocation of 
products/orders to the factories and perhaps also a control 
level belo\\ the detailed 
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scheduling at level 3. These levels are outside the scope of this study but will be 
considered as prospective future work. 
4.7 Demand structure - Input information 
The different scales used in multi-scale modelling require input information of different 
levels of accuracy and certainty. The more detailed the horizon or resolution of the time 
scale, the more accurate the information should generally be. The demand provides an 
example of information of different accuracy and certainty. The demand used as input 
at the lowest level has a daily resolution as the exact delivery date and even time, is 
used in the models and the demand information also specifies the exact product number. 
The optimisation model for detailed production employed at the lowest level is based on 
a continuous time representation (see chapter 5) and can as a result include exact timing 
information which can depend on the product variety being produced. The optimisation 
model employed at the middle level covers a longer horizon and can as a result not be as 
accurate without sacrificing efficiency. The required demand dates within the same 
week are therefore all moved to the beginning of the week and grouped into demand 
points containing the products belonging to the same strength group, as each product 
family is usually produced in several different strengths. The demand information used 
as input at the top level is based on sales forecasts which are created for each product 
group within each month and they also specify the packing type of the product group, 
i. e. if the products are packed in final consumer packages or sold to other 
pharmaceutical companies in bulk packages. One of the main purposes of making the 
campaign plan is to purchase raw material and the raw materials with the longest lead 
times are the active ingredients which mostly depend on the product group instead of 
the exact product variety being produced. The top level plan is also used for capacity 
planning and in order to estimate the load on the packing stage it is necessary to 
separate the amount that is packed into consumer and bulk packages. The nature of the 
decisions made at the top level does not require demand data with as much accuracy and 
resolution as the decisions made at the other levels do and 
demand data with one month 
resolution is sufficient even though the resolution of the time grid the model relies on 
is 
finer in order to being able to model the multi-stage production process properly . 
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Level 1: monthsAlk 
Level 2 weeks 660J 
Level 3: days 
Figure 17: The figure shows the temporal aggregation of the demand. The demand at the lowest 
level has a daily resolution where a model with a continuous time scale is used, it eeklvv 
resolution at the middle level and monthly resolution at the top level. 
Level 1: Product family 
Level 2: Strength group 
Level 3: Product variety 
M-1 m12........ M-1 m12 m-1 m 
Figure 18: The figure shows the spatial aggregation of the demand. The demand at the log, cst 
level specifies the exact product variety, the product family, strength group and the main packing 
type at the middle level and the product family and the main packing type at the top level. 
The accuracy of the models and the details of the events included should also 
depend on the relevance for the decisions under consideration at each level as well as 
the efficiency of the resulting model. The inclusion and modelling of setup work can be 
used as an example to demonstrate this. When the final detailed schedule is made at the 
lowest level the exact sequence dependent setup times are included in the model as the 
setup times are highly dependent on the sequence of production tasks. Both the 
resolution of the time scale and the accuracy of the input data used at the middle level 
suggest that average setup times should be included at the middle level instead of 
sequence dependent setup times. It is rather expensive in terms of computational effort 
to model sequence dependent setup times and the model will be too difficult to solve 
within an acceptable computational time if the sequence dependent setup times were 
included directly. Also when the decisions are made at the middle level some new 
orders can still be expected to appear within the planning horizon under consideration 
and the domain of input information is therefore not complete. Some changes are likely 
to happen afterwards which make it sensible to exclude some details from the models 
until the final schedule is made in order to avoid the waste of computational effort. The 
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average setup time is also included at the top level rather than the sequence dependent 
setup time and in a more simplified manner compared to the middle level. When 
considering including setup times over a horizon of one year at the top level the average 
values become reliable enough for making long-term decisions such as capacity 
planning, purchasing of raw material etc. whereas they will be inadequate for the 
detailed scheduling of the final delivery of orders at the lowest level. 
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5 Mathematical formulation 
5.1 Introduction 
The following sections describe the mathematical programming models that have been 
developed to cope with the decisions at the different levels in the integrated multi-scale 
algorithm. The models are all mixed integer linear programming models (MILP). The 
models are either based on a discrete or continuous representation of time. The 
nomenclature of the models will be introduced in the next section and new 
nomenclature as well as decision variables will be introduced when needed for the 
individual models. 
5.2 Nomenclature 
5.2.1 Indices 
c Campaigns. 
f, f' Product families /groups. 
h Priority category for the delivery of customer orders. 
i Orders. 
i' Orders. 
j Machines. 
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P Products. 
r Raw materials used for production. 
s Production stages. 
w Weeks (the number of each time slot). 
5.2.2 Sets 
C Set of campaigns, ceC. 
C, Set of campaigns suitable for production of order i, C, c C. 
C;. S Set of campaigns suitable for production of order i on stage s, C,, 5 c C. 
F Set of product families, fEF. 
Fw; Set of families that can be produced on machine j in week it, F,,., j eF 
FE Families that are not allowed to produced at the same time in the plant. 
FS Pairs of families that are not allowed to produce at the same time at each stage. 
I Set of orders, ieI and i'E I. 
If Set of orders i that belong to family f, If cI. 
I; Set of orders i that can be produced with machine j, I, cI. 
Iold Set of orders i that have already been placed on plan, Told cl. 
Ie,,. Set of orders i that have not been placed on plan earlier, I,, cI. 
Ifx,; Set of orders i in family f that can be produced in week it, on machine j, Ifs,; cl. 
IE;,;, Set of orders that are not allowed to produced at the same time in the entire 
plant. 
IS,, Set of orders that are not allowed to be produced at the same time at the same 
production stage in the plant. 
ISC;,; ' Set of orders that are supposed to be produced in the same campaign. 
J Set of machines, jeJ. 
Jfs Set of machines that can be used for producing product family, f at stages. J,; S c 
I 
J; Set of machines that can process order i, J; cJ. 
J;, Set of machines on production stage s that can process order i, J,., cJ, 
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J,,; ", S Set of machines on production stages that can process both order i and P. J,,, ., S = 
Ji, s nJi 
. S. 
is Set of machines on production stage s, Js c: -J. 
il Set of machines that can be used in week w, J,, cJ. 
P Set of products, peP. 
P Set of products that belong to product family f, Pf cP. f 
Pi Set of products that can be produced with machine j, P; cP. 
R Set of raw materials, rER. 
S Set of stages, seS. 
Si Set of stages required for production of order i, Si cS. 
Six Set of stages that are common for order i and i', S,,; ,= Si n S, ,. 
W Set of weeks, wEW. 
WIC Set of weeks possible for production of order i on machine, j, 
5.2.3 Parameters 
A 
li 
Maximum amount produced of family f on machine j. 
d; Requested delivery date for order i, (i E 1eti,. ). 
dT; Confirmed delivery date for orders that have already been scheduled on the 
planning horizon under consideration (i e Lord). 
D Demand for products p in week w. p. w 
Dp,,,., h Demand for products p of priority h in week iv. 
e; Maximum time duration from the finish of production of order i to the delivery 
date of the order. 
ecc End of production slot for campaign c. 
ft; Maximum flow time of order i (time from start to finish of production of order). 
InvCapSF` 
1 
Maximum amount stored of each family. / after stage s. 
Ic; Last possible completion time for production of order i. 
M Very large number used in integer programming. 
`o 
ne;, Average number of employees needed for processing order 1 on production 
stage s. 
ne11 Number of employees needed for processing order i on machine j. 
neul,; Number of employees needed for setup of machine j for product family f. 
p; j Processing time of order i when machine j is used. 
ptp,; Processing time of one unit of product p when machine j is used. 
pt"ý"xJ, W Maximum capacity for machine j in each week tit. 
ptmax, Maximum capacity for factory in each week w. 
pr, Priority weight of order i ranging from minimum priority 1 to maximum 
priority 10. 
q;,, The time for order i that needs to pass on stage s before it is possible to start to 
work with it on next stage s+1 or to deliver the order to the customer. 
r, Earliest start time for production of order I. 
Rr w Received amount, scheduled or possible if an order is placed, of raw material t- 
in week w. 
sfrs`, slast ; First and last production stage for order i, respectively. 
first last 
s f, sf 
First and last production stage for family f, respectively. 
first last 
sf 's f 
First and last production stage for product p, respectively. 
sc, Start of production slot for campaign c. 
Me Average total number of available employees. 
tne, Total number of available employees each time period. 
TotCap Total number of machines that can be used simultaneously in each 
it, 
week w. 
TotlnvCapS Maximum amount stored after stage s. S 
Ui Average setup cost for machine j. 
ups Average setup time for machine j and product family f. 
u;,; ,,; Sequence-dependent setup time between orders i and i'. 
wh, t, Total number of available working 
hours from employees in each time period. 
""" S Minimum number of setups on stage s. 
S, /' Minimum number of setups on stage s 
for product family f. 
"" Maximum number of setups on stage s. 
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fax Maximum number of setups on stages for product family f. 
ar, p, s The amount needed of raw material r for production of product p on stage s. 
a, ß, 0 Parameters to adjust the weight of each criteria in objective function. 
5.3 Campaign planning models proposed 
level 1 
5.3.1 Introduction 
for 
The model applied at the top level is an aggregated optimisation model that is used to 
generate the long-term campaign plan with the objective of meeting due dates specified 
by the demand forecast as well as minimising the cost of production. The model 
includes the main constraints from the operational environment although several 
approximations are made for the sake of efficiency. The models are based on a discrete 
time representation and use a grid with resolution of weekly time intervals. The demand 
forecast constitutes a combination of forecasts and long-term customer orders and 
specifies the quantity of each product that is supposed to be delivered at the end of each 
week, i. e. the accumulated orders in each week. Long-term knowledge about other 
projects and tasks such as regular maintenance, launch of new products, closures etc. is 
also included by reserving machines over the appropriate periods or by reducing their 
capacity. 
Two models are proposed for campaign planning. The production process 
under consideration can be categorised as sequential and the products follow the same 
main sequence of production stages although the products may skip some of the stages. 
The production process has a linear structure in the production recipe without material 
merging or splitting or recycling. At each stage a certain operation is performed with a 
single input from the previous stage and a single output to the next stage. 
Both models 
exploit this sequential structure of the production process. 
Model IA considers each 
demand point in the sales forecast as an individual order and uses the orders to represent 
production. Material balances are not taken 
into account explicitly and instead it is 
required that the orders have to 
be finished on a stage before starting on the next sta,, c. 
Model lB considers the demand for each product family in each time period and uses 
ti-I 
the inventory of each product family to ensure the correct sequencing of production 
tasks by ensuring that enough of certain intermediate product is available on the 
previous stage before starting production on the next stage. 
5.3.2 Formulation 1A - Orders used for sequencing 
Variables 
Positive continuous variables: 
E; Continuous variable for the delay of order i, equal to 0 if no delay occurs for 
order i, else equal to the difference between the estimated completion time of 
order i and the due date for the order (c; _> 
0). 
Binary variables: 
Xi,, j Decision variable equal to 1 if order i is processed in week w on machine j. else 
equal to 0. 
Yfwj Decision variable equal to 1 if product family f is produced in week it, on 
machine j, else equal to 0. 
Zwo Decision variable equal to 1 if setup work is needed in week it, for machine j, 
else equal to 0. 
Constraints 
Allocation constraints: 
Every order should be allocated to exactly one machine on each production stage. 
I 
jE. Ifs Lbw J4Wý 
xi 
u,! -1ViEI, 
SE 
Si 
(1) 
Where X,,,, j =1 if production of order i takes place in week w on machine j, else 
0. X,,,.; 
is only defined for weeks where the correct product family will be produced and only 
for machines j that can produce order i on each production stage. 
Sequencing constraints: 
The production activities on each production stage must be performed according to a 
correct production route and sequence, and production of an order must not start on a 
certain stage before it is finished on the preceding stage. 
8i 
X. pj'j + qi") <_I X it, `d iEI sESýs1"" 
Where w is the week number, p, 3 is the production time of order i on machine j, and q 
is the time that needs to pass after each production stage, e. g. to allow for quality 
inspections. To ensure the correct sequence of production stages it is assumed that each 
order can only be processed at one production stage within each time bucket ('ýwweek). A 
campaign containing one or more orders of the same product family I can however take 
place at stages s and s+1 in the same week w. To reduce the possible minimum time 
span of production when an order requires more than one week of production time at 
some or all stages, the order is divided into two or more linked orders that each require 
less than one week of production time. The resolution of the time scale for the long 
term planning at level 1 was chosen to be one week which limits the accuracy of the 
model, but this is an appropriate compromise between computational efficiency and 
accuracy. Further explanation of campaigns, orders and time related parameters can be 
found in figure 19. 
The production of orders cannot start before the orders have been released or 
before the production process is ready, specified by the earliest start time r; . 
r. <ý 1] x. "wdieI S= s first 1 JE. I, s WEWjj r'W. (3) 
Other sequence related constraints are not included at this level of the hierarchical 
structure. 
Delivery constraints: 
The production plan is supposed to respect the due dates specified by the demand 
forecast. If that is not possible the variable &; in constraint (4 ) measures the delay. 
iV 1EI, SESi 
Xi(w+pi1+qis )<di +E lass 
jeJ;. 
s 
ýirElf';, 
i 
(4) 
Where d; is delivery time of order i, E; is lateness of the delivery and q, s here represents 
the time required for quality checks and other mandatory activities before the order can 
be shipped to the customer. 
Capacity constraints: 
The structure of the models allows effortless formulation of various capacity 
constraints. Here are constraints for limited capacity of each machine and 
limited 
capacity of the factory as whole included in the model. 
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X max 
, EI ,. K, j ' Pi, j Pt;,. VWEW, jE Jx. (ý' 
pt""'xý is the total time available for production in each week it, on machine i 
X max 
iEJK 
ýiE1, 
ý. w, i ' p;; Iýtw dwEWtE, 
pt'ax , is the total production time available in the factory each week. If a single order 
requires more than one week of production time at some or all stages then the order is 
divided into two or more linked orders that each require less than or equal to one week 
of production time and constraints (5) and (6) will still be feasible. 
Campaign constraints: 
Constraint (7) is used to activate the binary variable Y1,,,. ß , indicating that product 
family f is produced on machine j in week w. 
Y>-W. j ý! XT. w; 
Vf EF, iEIf, jEJf, WEW,. J l7) 
Constraint (8) activates the binary variable Z ,,,, j indicating that a new campaign is 
starting and setup work is needed in week w on machine j. 
Zwj >Yfwj -Yfw-1j Vf EFL ,j EJ1, WEW 
IWI t (s) 
It is often required that at most one product family is produced in each week on each 
machine 
1j, yl, 
I'l. "i _<1 
`d wEW, j EJ,,, (9) 
A constraint can also be used to avoid intermediate weeks in campaigns with no 
production. If nothing is produced in the week then the campaign will finish and setup 
work will be needed to start the production again. If this constraint is not included and 
the capacity is not restricted then the model may suggest long campaigns with sparse 
production in order to reduce setup costs. 
Yf, 
t i 
ýiEr X 
,,. i 
VfEF, tiiw E W, j EJ (10) 
A maximum and/or minimum number of campaigns on each production stage should be 
respected. 
Zmint < zw, j 
< Zmaxs VSE .S 
z"""S and z"s are respectively the minimum and maximum number of campaigns on 
stage s. 
ýý 
Mutual exclusivity constraints: 
It may be forbidden to produce a certain pair of products (orders) at the game time at the 
same production stage. 
Ylj 
<1 V iEI, ZýEIS, 1, SEM 
Si, WEW (1 
IS;,;, is a set of orders that are not allowed to be produced at the same time on the same 
production stage. It can also be forbidden to produce a certain pair of products at the 
same time in the entire plant. 
Ij Xi,,,,, j + 
Ij Xi,,,,, 1 <1ViEI, 1ý E IE11,, W EW ( 13) 
IE;,;. is a set of orders that are not allowed to produced at the same time in the entire 
plant. 
Objective function 
The objective function includes minimization of delayed deliveries of orders and the 
setup time needed for starting new campaigns. 
min a-ý uI ."Z +O s. f, z, l1'E{'V ,,, j lEý (14) 
a and 0 are parameters to adjust the weight of each criteria in the objective function 
and u, is a parameter for the average setup time for machine j. 
Stages Campaigm 
Machine =1 
Order 
NEI 
l=2 
j5 j6 -7 
pij 
Setup 
------------ --------- -------t---------r-- 
Stage s+1ý 
Machine j=3 
ujf ;A ;7 
j=4 ýi lim, Elio 
w=1 w=2 w= 3 w=4 ... 
r; =0 r; =1 r; =2 r; =3 r; =3 ... d; =0 d; =1 d; =2 d; =3 d; =4 ... 
Figure 19: The /figure illustrates the structure of campaigns and orders at dif Brent production 
stages and also explains the use of various parameters in model 
1A. 
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5.3.3 Formulation 1B - Inventory 
sequencing 
Variables: 
Positive continuous variables: 
balance used for 
Ip w, s Inventory of product p in week won stage s (Ip,, t, s _> 
0). 
XPp, w, s Amount of product p produced in week won stages (XPp,,,, S 0). 
Ep, w Amount of product p that is delayed in week it, (ep,, t. 0). 
Binary variables: 
Yfw,; 1 if product family f is produced in week tit on machine j, else 0. 
Z,,. j 1 if setup work is needed in week w for machine j, else 0. 
Constraints 
Allocation constraints: 
Each machine can only be allocated to at most one product family each week. 
fEFJ f , ý"1 
VWEW, jEJ, 
A, ( 15 
Only one machine can be allocated to each family at each production stage in each week 
and the machine must belong to the set of possible production routes for each product 
family. 
I: 
jEJjsYf, 1t, j 
<_1 V wEW, f EF,,., sESf (16) 
Sequencing, inventory and delivery constraints: 
Production activities must be performed according to the predefined sequence and 
production routes. Model 1B uses an inventory balance to ensure the correct sequence 
of production tasks while model IA used orders to represent production and ensure the 
correct sequence of production tasks. The amount of production of certain product 
family is forced to be less than or equal to the available amount at the previous stage of 
the intermediate products or raw material required for production at the next stage. 
Constraint (18 ) includes the demand for the final products of each family DP.,,, either 
of packed or bulk production and the indexp is used to discriminate between the packed 
and bulk products (see section 4.7 for further explanations). ýF,,,. is used for the total 
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amount of product p that has not been delivered in week it. Constraint ( 19 ) limits the 
amount produced on stage s to be less than or equal to the amount produced on the 
previous stages-] and thereby ensures the correct sequence of production stages.. 
I 
p, w, s =Ip, w-l, S + 
XPp,,,, - XP, W, S+1Vw E 
W, PEP, s ESP I Sp ' (17 
Ip. ws 1p, w-l, s +XP wS -Lpw + Epw-Ep,, _, 
VWE W, P E P, S = 
Sp r( 
1ö ) 
rst 
() XP w, s _< 
I 
p, W-,. S-l 
VpEP, WEW, SESpIS 
firs' 
19 
XPP, w, s is a continuous variable representing the amount produced of each family and of 
each packing type (product) in each week, ep, x, 
is the amount of product p that is delayed 
in week w and Ip, H,, s is the inventory of produced goods of each family and packing type 
in each week. The continuous variable APP,,,,,, can be regarded as a replacement for the 
integer variable XX, x, j used in model IA and hence this model includes fewer blocks of 
integer variables than model 1A does. 
A maximum amount of inventory of products of each family at each stage must 
be respected as well as the total amount of all product families that can be stored. 
pEP 
IpwS <_ InvCapSFS fVWEW (20) J 
ýplpws <_TotlnvCapSs V wEW, sES (21 
TotInvCapSS is the maximum total amount of inventory at stage s and Ini'CapSFj is the 
maximum amount of inventory of each family at stage s. 
Capacity constraints: 
The amount of each product family produced at each production stage can not exceed 
the capacity of the selected machine. 
EXp 
< Y"A V fEF, WWWEW, sES1 
pEpj p, u ,s jEJ j5 
i"x'J % "J ( II ) 
A1; is the maximum possible amount that can be produced in week it on machine j. The 
total number of machines that can be operated within the same time period 
in the factory 
due to limited amounts of shared resources such as employees is also limited by the 
following constraint. 
<_ TotCap,, `d wEW Yf,,,, j jeJ IEF; ,,. 
(ý`) 
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TotCapw is the total number of machines that can be used within the same time period. 
This constraint can also be modified to account for the number of employees available 
according to shift plans. 
Campaign constraints: 
Constraint ( 22 ) activates the binary variable Yfwý and constraint ( 24 ) activates the 
binary variable Zx. 1 indicating that a new campaign is starting and setup work is needed 
in week w on machine j. 
Zw, >>Yrwj-Yfw-Ij V fEFj, jEJf, wEWIwf, s, (24 
A maximum and minimum number of campaigns on each production stage should be 
respected. 
Zmins Zý Zmaxs VSES 25 
Wf =J, 
11ýI "' 
Constraint (9) is used to avoid idle weeks in campaigns. 
Y <_ XP d fEF, wEW, sES 
I 
jej f. s 
%wJ pE pf p. w, s %(ý 
fi 
Mutual exclusivity constraints: 
It may be forbidden to produce certain product families at the same time on the same 
production stage. 
Y +Y <_1 `d f E=- Ff EFSjf, sESf, WEW fw. s r w. s 
(27) 
Where FSff' is a set of product families that are not allowed to produced at the same 
time on the same production stage. It can also be forbidden to produce a certain pair of 
product families at the same time in the entire plant. 
y +ý Y <1 Vf EF, f EFEfX, WEW s fiv's s fV", s 
(28) 
Where FE1, f-- is the set of product families that are not allowed 
to produced at the same 
time in the entire plant. 
Objective 
The objective used in model 1B includes a term 
in addition to the ones included in 
model IA since here it also includes the minimization of 
inventory levels as well as the 
minimization of the work needed on setup and the 
delayed deli\ cries. 
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min u1 ' 
Zx, 
1 
+/ 
Lp_p Liaip 
maß 
1/., 
;+0' 
L LPCP", 
29 
It is preferable to include the inventory levels in the objective function in order to 
imitate the actual process since inventory levels are usually considered as a significant 
factor when deciding the length and frequency of campaigns. The disadvantage of 
adding another criterion to the objective function is that it makes the model less 
efficient. 
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Figure 20: The figure illustrates the structure of campaigns and production tasks at different 
production stages and also explains the use of various parameters in model I B. 
5.4 Campaign planning and order scheduling 
models proposed for level 2 
5.4.1 Introduction 
At the middle level the first quarter of the planning horizon is refined further and an 
optimisation model proposed to revise the campaign plan and allocate orders and other 
production tasks, within the campaigns. The input information available for this level is 
more accurate compared to the top level as the customer orders are more or less 
available here. The output from the model is a revised campaign plan and a production 
schedule for the orders. The production schedule specifies in which campaign each 
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order is produced on every production stage and it also specifies the latest allowed 
completion time for the order which is used to report to customers the confirmed 
delivery date of the order. The following sections describe three different models that 
have been proposed for the middle level. The two first and main models proposed for 
the middle level have the same basic structure as the models proposed for the top level 
although more accurate timing and capacity calculations have been added and they also 
take into account several additional requirements from the operational environment. All 
the models exploit the sequential structure of the production process in a similar way as 
for the top level. 
Model 2A uses individual customer orders to represent the production process 
which is a straight forward method since the production is now mainly driven by actual 
customers' orders. Model 2B is based on the fact that orders from different customers 
may contain very similar products. The orders containing products from the same 
subgroups within product families are therefore aggregated into a single demand matrix 
with time and product dimensions. Two orders of the same product family are assumed 
to belong to the same subgroups if the strength of the active ingredient and the packing 
type/size is the same. Model 2C is a fundamental variation that can be applied to either 
of the two previous models; the main difference is the added option of splitting the same 
production task between two adjacent time buckets which can result in a schedule with a 
higher utilisation of production capacity. 
5.4.2 Formulation 2A - Orders used for sequencing 
Variables 
Continuous variables: 
E; Continuous variable for the delay of order i, equal to 0 if no delay occurs for 
order i, else equal to the difference between estimated completion time of order 
i and the due date for the order (&; _? 
0) 
Binary variables: 
X,,,.,; Decision variable equal to 1 if order i is processed in week tit on machine j, else 
equal to 0. 
yfVI J Decision variable equal to 
1 if product family f is produced in w; eek it, on 
machine j, else equal to 0. 
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Zf, ,1 Decision variable equal to 1 if setup work is needed in week it for machine j, 
else equal to 0. A new dimension has been added to the variable which now 
allows a more accurate formulation of setup work compared to the formulation 
of model 1A at level 1. 
Constraints 
For the constraints that are identical to those in the model used on level 1 it is refered to 
the numbers of the corresponding equations in section 5.3.2 and for explanations of 
production, campaigns and temporal relationships of parameters it is referd to figure 19. 
Allocation constraints: 
The allocation constraint is identical to equation (1 ), stating that every order should be 
allocated to one single machine on each production stage sES;. The difference is in the 
data used because at this level orders from customers are used instead of the demand 
forecast which is more aggregated and with less temporal resolution. 
Sequencing constraints: 
Constraints (2) and (3) are used for ensuring a correct sequence of production stages 
and the release times of orders. As an addition to the sequencing constraints used in the 
model on level 1 the production of an order should not end too early with respect to the 
delivery date e. g. because of products' maximum lifetime. 
.., j. ji,: 1HEWjXi. xj 
"( +Pi, j+gi, s)Ce1 
V1 EI, S= S/rill (30) 
d +E1)-1] 
e; is the maximum duration from the end of producing order i to the actual delivery 
calculated by (d; + e; ). p;,; is the production time of order i at machine j and qj,., is the 
enforced idle time between production stage s and s+1 (e. g. used for quality 
inspections). Also as an addition to the model on level 1 the "flow time" of orders is 
limited by a specified maximum value ft,. 
ü `d IEI . "w-ý - it"S 
ft. 
L.. J E 
ýlt'Elf 
tfE we 11 j' 
31 ) 
Delivery constraints: 
Since the model structure involves an overlapping moving horizon time framework, 
customer orders may either be "old" or "new", i. e. their 
delivery time may ha\ e already 
been confirmed to the customer or not. When orders are 
first added to the production 
schedule it should be tried to respect the requested 
deliver`- date but if that is not 
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possible a reply is given with a new delivery date to the customer. However once the 
order delivery dates have been confirmed it is very important to respect them. The 
production of the order can be moved if the change results in an earlier or the same 
finishing time but not a later finishing time. 
J: 
JE], 
.sJ: 
WEW, 
x 
f"WI 
(w 
+ PUJ +1[, 
S) 
\ 
d, + d IEIns,, S= Bust (', ) 
jeJ, 
lw(zwi. 
j 
X 
I. w. j " 
(w 
+ pi j+q;. s)<_ 
dT,. d1E Told, S= Slasr (; i) 
Iiew and Told are respectively the sets of new orders and the set of orders that ha\ e already 
been scheduled but not yet been produced. 
Capacity constraints: 
In this model the accuracy of the capacity constraints used earlier is increased. 
Constraints for the limited capacity of each machine and limited capacity of factory as 
whole are included and now the actual time used for work on setup is also included in 
the capacity calculations. 
ýiEI X 
i. wJ 
Pi. 
j 
+I 
feFj 
Z. 
rwI ujf ptj'lax 
VWEW, jE 
. 
Ix. 
(34) 
pt1 ax j ., w is the total time available for production in each week w on machine j and it,, is 
the setup time needed for a campaign on machine j producing product family f. 
IIX 
]ý +Z Z[ <t max VWEIV 
JE=J IEJi I, tt'. J 
" Pij 
jE=J fEFj %tit'. I 
. 
/f pt it (35 
ptmaxw is the total production time available in the factory each week. 
This model also includes a constraint for renewable resources such as the 
number of employees available each week. 
ýfEI 
L. IIEiN, ýX 
,1 
"Y[j - ne1J 
+L. 
IýEIN, L. 1ýEFH. ýZf}tJ 
PUj1 neuff 
J 
(36) 
<_tnel,. 'whw, dwEW 
(ne; 1" p; ) is the number of working hours (number of employees times the production 
.) 
is the number of working time) needed for producing order i on machine j, (pufj"neuf 
hours (number of employees times the production time) for setup of machine j for 
product family _f 
and (tne,,. - wh) is the total number of available working hours each 
week. This constraint can be broken up in order to account for specific employces. e. `,. 
specific employees for setup operations (mechanics) and specific emplo", 'ccs for 
production (machine operators). 
Campaign constraints: 
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Constraint (7) is used to activate the binary variable l,,., j , indicating that product 
family j is produced on machine j in week w. The variable Zf,,. has an additional 
dimension as it now also describes for which product family fa new campaign is 
intended and thereby allows for more accurate modelling of setup times. Constraint 
( 37 ) activates the binary variable Zrtit., j indicating that a new campaign of product 
family f is about to start in week w and setup is needed in week it, on machine j. 
zfw, i Yf, w, i - 
Yf, 
w-1, i 
VfE FF ,jE Jf, 
WEW\ Wfrst (; 7 ) 
It is often required that only one product family is produced in each week on each 
machine; this can be ensured with constraint (9). To avoid empty campaigns it is 
refered to equation ( 10 ). A maximum and/or minimum number of campaigns on each 
production stage should be respected. 
Zmins f. < 
J: 
w 
JjcJ Z1, 
w,. j 
C Zmaxs, f VSES, 
f eF 
, (38) 
Where Z"WSI and z" ,, f are respectively the minimum and maximum number of 
campaigns on stage s. Constraint ( 39 ) is used for the occasional instances when it is 
required that certain orders are produced during the same time period. 
IjEJ, X"Wlj =I 
jEJ, 
Xi 
WJV 
iEIiJCi1,, PEI Cii,, SESi, WEW (39) 
Mutual exclusivity constraints 
The mutual exclusivity constraints are the same as in model 1 A. Equation ( 12 
prevents the production of certain pairs of orders at the same time on the same 
production stage and equation ( 13 ) prevents production of certain pairs of orders at the 
same time in the entire plant. 
Objective function 
The objective includes minimization of delays and setup time for each product family. f 
on each machine j. 
min .+ min a -1FN. 
1 
jE J,, 
Etit, 
E[f' uJ"f "Z . i"x'"I 
ý 
SEI Ei (40) 
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5.4.3 Formulation 2B - Inventory balance used for 
sequencing 
Variables: 
Positive continuous variables: 
Ip, w, s Inventory of product p in week w on stage s. 
XPP"" The amount produced in week w of product p on stage s. 
sp, w, h Amount of product p of priority h that is delayed in week vs'. The index h is 
added to the variable to represent delayed demand of different priorities, e. g. 
confirmed orders and unconfirmed orders. 
Binary variables: 
YfH,, j 1 if product family f is produced in week w on machine j, else 0. 
Z 1,1 1 if setup work is needed for machine j in week w, else 0. 
Constraints 
Allocation constraints: 
The allocation constraints used in this model are identical to equations (15) and ( 16 ), 
stating that each machine can only be allocated to one product family each week, only 
one machine can be allocated to each family at each production stage in each week and 
the machine must belong to the set of possible production routes for each product 
family. 
Sequencing, inventory and delivery constraints: 
The sequencing and delivery constraints now use the product index p instead of the 
product family index f They also take into account different priorities of demand by 
adding the dimension h, representing priority, to the demand values Dp,,,, h and also to the 
variables 6p,,,., i, representing the amount of product p of priority h that is delayed 
in w cck 
w. By adding this new dimension the model is able distinguish between new orders and 
existing orders that have already been confirmed as well as the different priorities of 
customers. Constraint ( 41 ) ensures the correct inventory balance. Constraints ( 42 ) 
and ( 43 ) account for the requested and confirmed deliveries of products and calculate 
the delayed amounts. Constraint ( 44 ) ensures that the production of each product is 
less than or equal to the available amount at the previous , ta,, c of the intermediate 
product required for production at the next stage. 
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s+XPw, s-ýyDP, w+I, h+L"p, w, h-Lýyýp, xýl. h 
VwEjj. 
pEP, S=Sp last (4i ) 
XPpws CIp, w-I, s-l 
V pEP, wEW, SESpISprsf (44) 
A maximum amount of produced goods stored of each family at each sta`e must be 
respected as well as the total amount of all product families that can be stored. 
JPE=pf I 
p, W, s 
<_ InvCapSFF fVwEW, sES, fcF (45) 
I: 
p 
lp,, 
s 
<_ TotlnvCapSS `d wEW, SES (46) 
TotInvCapSS is the maximum total amount of inventory at stage s and IrnvCapSFc, is the 
maximum amount of inventory of each family at stage s. 
Raw material constraints: 
This model also includes constraints to ensure the correct use of available raw material. 
The required raw material must be available when each production run is started and 
hence the raw material is a limited resource that should be respected. The index r is 
used for raw materials and the parameter ar, p, s specifies how much of each raw material 
is required for production of a unit amount of product p at stage s as a function of the 
quantity produced. R, -,,,, 
is a parameter that keeps tracks of raw materials shipments, 
either equal to an amount that has already been ordered and will be received in week w 
or as large as the supplier is able to supply if the week number is larger than the sum of 
the current week number and the lead time of the raw material. 
Inventor' level 
of raw material 
Lead time 
Initial Inventory 
Rr, (. O) \ 
Inventor after arrival 
of an scheduled order 
R, 
ý/ 
Rr. 
(%-O+Ieadlime) 
. 
Arrival if order is 
placed at %-0 
Figure 21: The figure explains the use of the parameter Rr, w which is used 
for representing raw 
materials shipments. Some rail' material orders have already 
been made each time the model is 
solved and the parameter will indicate their arrival if they arrive ºw'ithin the planning 
horizon. If 
the lead time of the rafft material is shorter than the planning horizon then the orders ma1" also 
be placed within the planning horizon and the available raw material will not 
he limrrci alter the 
duration o1 the lead time. 
96 
Constraints ( 47 )-( 49 ) are used to ensure correct use of the available raNti 
materials. Constraint ( 47 ) accounts for the inventory balance of raw materials. 
constraint ( 48 ) is used to implement the initial inventory and limit the production by 
the available raw material during the first period and constraint ( 49 ) is used in the same 
purpose for all other periods. 
Ir 
w= 
Ir 
w-1 + 
Rr, 
w -l peRP 
I 
SERS 
XP 
, 14, S ' 
ar, p, s 
d x' E W. rERt, ý 
sERS 
1: 
pERP 
X 
P>w, s - 
ar, 
p, s 
- Rr, 
w V N' = wfirst ,rER (48) 
X "a IWE W\wf'rs` rER sERS 
ýpERP 
P, ws r, p, s <_ r, w-1 `d 49 
Capacity constraints: 
The amount of each product produced at each production stage can not exceed the 
capacity of the selected machine. 
I: 
pEpj 
xl 
ws " ptp, i 
ý ptmaxJ. x +0-Y, Wj 
)- Mv 1 1' E W, fE . I,,, (so) 
pt11Q j, ti,, is the total time available for production in each week it, on machine and pt;,,, is 
the production time of one unit of product p on machine j. The total number of 
machines that can be operated within the same time period in the factory due to limited 
amounts of shared resources such as employees is limited with the following constraint. 
J; 
Ej 
EfEF Yt, 
ý, i _< 
TotCap 
ýA, 
VWEW 
N' (51) 
TotCapM, is the total number of machines that can be operated within one time period. 
This constraint can also be modified to account for the number of employees available 
according to shift plans . 
Campaign constraints: 
Constraint ( 52 ) is used to activate the binary variable Y1,,,. ß and constraint ( 37 ) to 
activate the binary variable Zf,,, 1 indicating that a new campaign of product family f is 
about to start and setup is needed in week it, on machine j. 
pEPfXPp. tiý. s jEJrsYf,,.; 
'M V SE. 
S, f E=- E F, WEW 52 
Z >Y. -Vf EF., IEJ , i, E=- fIt j 1.,, a 1., r-1 jr 
A maximum and/or minimum number of campaigns on each production sta`Tc should be 
respected. 
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mm Z Sj 
C 1jej, zw, 
1 
C Zmaxs, f VS -S 
,fEF 
Where Zmins f and zmxs, f are respectively the minimum and maximum number of 
campaigns on stage s. Constraint ( 9) is used to avoid idle weeks in campaigns. 
I 
jEJf 
s 
Y/x 
jý 
1 
pEPr 
XPp. 
w. s 
VfEF, W EW 
,sE . 
Sf 
Mutual exclusivity constraints: 
The mutual exclusivity constraints used in this model are identical to constraints (2? ) 
and(28). 
Objective function 
The objective function used in model 2B includes the minimization of inventory levels. 
work needed on setup and the delayed deliveries. 
min au . /' Z +, 3 fEF WEW JEN, I, I, WJ 
I 
pEP 
I 
JEp 
IN'E: 
f) 
PI 
P"x'l 
p, w, h 
+0 
Eh lw L" 
Prh (56) 
The first term represents the time spent on setups, second inventory levels and the third 
term represents the delayed deliveries. 
5.4.4 Formulation 2C - Orders placed in two adjacent time 
slots 
Introduction 
Formulation 2C allows each order to be produced either entirely within one time bucket 
or within two adjacent time buckets. Model 2C is based on model 2A (and IA) and can 
be of help when orders are larger than the maximum available production capacity at a 
single machine in each week. It can also increase the utilisation in cases where orders 
can be divided into two halves to fill up gaps in the production schedule (see figure 24). 
When models lA and 2A are used, it is necessary to split customer orders that require 
more than one week of production time at some or all stages, into two or more orders 
that each require less than one week of production time. This is done to reduce the 
possible minimum time span of production (see section 5.3.2) and is quite useful in 
most cases but is does lead to an increased number of "orders". When model -IC' i, ý used 
9s 
it is not necessary to split orders that require up to two weeks of production time at each 
stage and instead of one allocation variable X,,,,,,, model 2C uses two allocation variables 
for each order, Xs;,, t. j and XF,,, tj representing the start and finish respectively of 
production of each order. Figure 22 gives an explanation of how a large order that 
exceeds the production capacity of each time slot is produced in two adjacent time slots 
with formulation 2C. 
336 
168 
33E 
16ý 
Figure 22. The figure illustrates how one order that exceeds the maximum production capacity 
within a single time bucket is allocated to two adjacent time buckets with model 2C. 
Figure 23 shows another example of the functionality of model 2C. With model 2A the 
number of orders would be doubled but the plan would be the same. 
336 
168 
336 
16 'R 
Figure 23: The figure illustrates how two orders, each exceeding the production capacity 
available in each time bucket, are allocated to three time buckets. 
Figure 24 gives an example where the utilisation of the production resources can 
be 
increas ed by splitting the orders and the production is finished in 3 time slots with 
model 2C but would require 4 timeslots if optimised with model 2A. 
99 
336 
168 
336 
168 
Figure 24: The figure illustrates how four large orders can be allocated to three time buckets 
with formulation 2C and the utilisation thereby increased compared with the results that ºt ould 
be obtained with formulation 2A. 
Variables 
Continuous variables: 
P;.,,.,; Proportion of order i produced in week w on machine j. 
E; Continuous variable for the delay of order i, equal to 0 if no delay occurs for 
order i, else equal to the difference between estimated completion time of order 
i and the due date for the order (E; _> 
0) 
Binary variables: 
yi'VI 
J Decision variable equal to 1 if production of order i is started in week it, on 
machine j, else equal to 0. 
ff",,,, 
j Decision variable equal to 1 if production of order i is finished in weck tit on 
machine j, else equal to 0. 
YY, tj Decision variable equal to 
1 if product family f is produced in week it, on 
machine j, else equal to 0. 
Z1;,,.,; Decision variable equal to 1 if setup work is needed in week w for machine j, 
else equal to 0. A new dimension has been added to the variable which now 
allows a more accurate formulation of setup work compared to the formulation 
of model 1A at level 1. 
Constraints 
Several constraints used in this model are identical to constraints used in models 1A and 
2A and it is referred to the numbers of the corresponding equations when needed. 
Allocation constraints: 
Every order should be allocated to exactly one machine j at each production stage sc S.. 
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/Y 
S 
i, wj =1ViEI, SE Si jE'%l. 
s 
ýi1ýwý. 
% 
Y, 
jEJI, s 
ZWEWJi 
X' 
1, 
,1=1V1EL, 
SE Si 
Where XS;, 
w j and XF;,,, j represent the start and finish of production of each order. 
Constraint ( 59 ) is used to ensure that the entire amount is produced for each order. If 
the order is produced in one time bucket then only one Pl,,,., j variable will be equal to 1 
but if the order is produced in two time buckets then the sum of two P;, x., j variables will 
be equal to 1 for production stage j. 
=1 VI E Iý SE Si 
zwewi. 
j 
1 P, Wj 1 ( 59 ) 
The P1,,,,; variable can only be active for a certain order if it is produced in the 
corresponding time bucket on the corresponding machine. 
PWý 
C 
Xsi, 
wj +XFi, wj 
di EI, WE WJ, JE . 
Ji 
( 60 ) 
Constraint ( 61 ) is used to ensure the correct sequential use of the allocation variables 
representing the start and finish of the production of orders. 
Xsi, 
wj 
< XFi, 
wj +XFi, w+i, 
V1 EI, JE . 
Ji, W EW( 61 ý 
Sequencing constraints: 
The production activities on each production stage must be performed according to a 
correct production route and sequence. The production of an order must not start on 
certain stage in the same period as it started on the previous stage. If the production at 
the previous production stage takes place in two adjacent time buckets then it is allowed 
to start production at the next stage in the latter time bucket. 
'EJ 
y%Eir' xsi. 
wj ' 
(W 
+ 1) ý 
ýýEJ LEW 
A 
Si, 
j'wV1EI, sE 
siY"l 
! 62 
The production of orders cannot start before the orders have been released or before the 
production process is ready specified by the earliest start time r; . 
rCX 
Si. 
tii. j ' lti' 
b1E1, S= Sfrst 
i 
liveff, 
iJ 
(6i ) 
The production of an order should not end too early with respect to the delivery date e. g. 
because of products' maximum lifetime. 
d. + E. 
l 
- 1] , Ivc- fj' 
xS;. ý, j , 
(it, + p. + q. 
)< 
e. ViEI, s= Srast ( 64 º . I. i E= J, , 
1: 
ij 
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e; is the maximum duration from the end of producing order i to the actual delivery, 
calculated by (d; + s, ). p; j is the production time of order i at machine j and q,. 5 is the 
idle time between production stages and s+1. The "flow time" of orders is limited by a 
specified maximum value ft; . 
S 
e 
xs 
'" 
W- I`Ysxft. dEI f /ark' WEW,, i i, Wi I Ei. 
s=s 
firnl lt Wi -1r( 
61 i, s=s - 
Delivery constraints: 
Constraints ( 66 ) and ( 67 ) ensure the correct delivery of each order. Customer orders 
may either be "old" or "new", i. e. their delivery time may have already been confirmed 
to the customer or not. When orders are first added to the production schedule the 
requested delivery date should be respected as far as possible but if that is not possible a 
reply is given with a new delivery date to the customer. 
jEJ; 
5 
lwr=wi, 
j 
XF 
i, w, j , 
(w 
+ 1) :! ý di + Ei VIE Inew' S=S 
last 
66 
fE'%islWEWjI 
X Fi, 
x,, j ' 
(w 
+ 1) :! ý dT VI E'old' S= Si" 
(67 
I1ew and Told are respectively the sets of new orders and the set of orders that have already 
been scheduled but not yet been produced. 
Capacity constraints: 
Constraints are included in this model for the limited capacity of each machine and 
limited capacity of the factory as a whole. The actual time used for work on setup is 
also included in the capacity calculations. 
U1f < ptmax V I1' E W, j EJ ýt f ý, x, J !, l feFJ Itit'J J, li (68) 
pt" j,,,, is the total time available for production in each week it on machine j and u,, is 
the setup time needed for a campaign on machine j producing product family f. 
l 
jEJx. 
lir=j pi, 
"', i" 
pi, j 
+ 
jEJ,,. 
If 
eFj 
Zt; 
j U11 
ptmax d tit' EW (69 ) 
pt` ay ,. is the total production time available 
in the factory each week. 
Campaign: 
Constraints ( 70 ) and ( 71) are used to activate the binary variable Yf HJ , 
indicating that 
product family_f is produced on machine j in week 1t'.. 
S ( ; O) <1' VI EI, f EF, JeJ1, it'E«jj 
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XF'"". 1 <Y/, ýý, i 
Vf EF, Z EIf, JEJj, WEW i1) 
Constraint ( 37 ) activates the binary variable Zj.,,. j indicating that a new campaign of 
product family f is about to start and setup is needed in week it' on machine j. It is often 
required that only one product family is produced in each week on each machine thi" 
can be ensured with constraint (9). Constraint ( 72 ) is used to avoid empty campaigns. 
Yf-, 
j 
CIi, 
If 
(Xs 
,, wj +XFi, wj)V 
f EF, wEWj E. Jf (72 
A maximum and/or minimum number of campaigns on each production stage is ensured 
by constraint ( 38 ). 
Mutual exclusivity constraints: 
It may be forbidden to produce a certain pair of products (orders) at the same time on 
the same production stage. Constraints ( 73 -( 75 ) implement the mutual cxlusivitv 
conditions for both the starting and ending times of the production of each pair of 
orders. 
y 
i, 
x1 <I V iEI, i'EIS11,, SESi, WEW (73) 
ý5 s 
SXS'l+ýcXF.: 
ýýI d iEI, i'EISH, SESI, WEW (74) 
I 
is 
x 
w, i + 
ýýS X; ., j <_ 
1 `d iEI, i' E IS; ;,, SES,, ll' EW (75 ) 
IS;,;, is a set of orders that are not allowed to be produced at the same time on the same 
production stage. It can also be forbidden to produce a certain pair of products at the 
same time in the entire plant. 
XS +z XS <1 `d iELi'EIE;;,, wEW (76) 
XS + XF <_1 V iEI, i'EIE;;,, wEW (77) w'j 
XF +I XF,. j S1 V iEI, i'EIE;;,, WEW (78) ,, tit. i .7 
IE;.;, is a set of orders that are not allowed to produced at the same time 
in the entire 
plant. 
Objective function 
The objective function includes minimization of 
delayed delis cries of orders and the 
setup time needed 
for starting new campaigns. 
10l 
min a ýFW' ljr=jK J.., 
-j; 
ui, I " 
Z1.,,., 
5.5 Level 3- Detailed production scheduling 
5.5.1 Introduction 
( 70 ) 
At the lowest level in the hierarchical framework the scope is narrowed e% en further and 
the first month of the planning horizon is analysed and an optimisation model used for 
the detailed scheduling of production with exact timing of production tasks. The 
optimisation is based on confirmed customer orders together with the newest possible 
information each time it is used. The resulting production schedule specifies on %t hich 
machine and in which campaign each order is produced on each production stage. the 
production sequence of the orders, the precise start time and duration of processing 
tasks and the setup tasks required between orders. 
The formulation proposed for the lowest level is quite different from the 
formulations proposed for the higher levels since it is based on a continuous timescale. 
The motivation for using a continuous timescale is the desired accuracy of the decision 
level since a continuous timescale allows the determination of the exact timing of 
production tasks. It would also be interesting to build a discrete time model with daily 
or even more detailed resolution of the time grid and compare the results and 
functionality with the current model but it is outside of the scope of the study and will 
be left for future work. 
The formulation proposed here is based on a formulation proposed by Mendez 
et al. (2001). 
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5.5.2 Formulation 3D 
Variables 
Continuous variables: 
ST, The start time for production of order i on stage sES, (ST,, ý 0). 
Ti The difference between estimated completion time of production of order i and 
the delivery date for order i (T, _> 
0). 
Binary variables: 
Q,, c Equal to 1 if order i is produced in campaign c, else equal to 0, cEC. 
X,; Equal to 1 if order i is processed on machine j, else equal to 0. 
Y, 1 Equal to 1 if order i is processed before order i' on production stage s, else equal 
to 0, SES,,; '. 
W; 
S Equal to 1 if stage s' of order i' has been completed after starting stage y of 
order I, else equal to 0. 
Constraints 
Allocation constraints: 
Each order i should be allocated to exactly one machine j on each production stage s. 
X=1 V EI, sES 
lEr s 
rý r 
Sequencing constraints: 
(80 
Production of order i' on stage s cannot start before order i is finished or conversely, if 
both orders i and i' use the same machine j. It must also be ensured that there is 
sufficient time for setup work to be done in between orders. 
ST,. 
S +pig +u;.;,.. 
<ST,., +M"(1-Y,.;. s)+M"(2-Xi1 -Xi, j) 
ST,.,, +Pi; +<-ST, +M"Y, i,, +M"(2-Xi1 -Xi, ý) 
V 1,1' E I, SE Si. i', I E `I t, i', s 
These constraints are only active if order i and i' use the same machine (then the tern 
(2- Xj -A 1) becomes equal to zero). 
The first constraint is for the ease when order i i: 
scheduled earlier than order i' (I',; 1) while the second constraint 
is for the case %\, hen 
order i is scheduled later than order i'. The correct sequence of production aaýýc for 
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each order must be respected and it must be ensured that the next production stage 
cannot start before the last one has been finished. 
STS +I 
.., j. j. 
X ij pij + q;,., < ST,. s+l 
V1EI, SES; Islas, (82) 
Production cannot start earlier than the earliest possible start time of production on the 
first production stage, e. g. because of availability of material, documentation or 
equipment. 
Y< STS diEI, S= Sfrst (83) 
r, is the earliest start time for production of order i. The production of an order must not 
end too early with respect to delivery date e. g. because of a product's maximum 
lifetime. 
(di +max{O, T,. })-(STS+2: X, j "p; j +q; s)<_e1 
`d iEI, S=S1 (84) 
e; is the maximum duration from the start of producing order i to the actual delivery. 
This constraint is rarely needed on this level as the time horizon is short and the orders 
will all be delivered within a relatively short period. The value of the variable T; is 
calculated by equation ( 86 ). The flow time of orders is limited by a specified 
maximum value ft;. 
IST last + X; "p +q , ý, -ST.,;.,, _<ft; VEI (85) t, s=s ; ýEJ las, JJ is=s ; I, s=s is=s ; 
Delivery constraints: 
A state variable T; is used in the model for the difference between the planned 
completion time of production of order i and the confirmed delivery date for order i. If 
the variable is positive then the confirmed delivery will be delayed. 
T; = ST; S + 
X; j "p1 + q; S - 
dT; Vie Is = s"' 
jEJ, 
(86) 
ST;, is the starting time of order i on stage s, X,; is a binary variable that takes the value 
1 if order i is allocated to machine j, pij is the production time of order i if machine j is 
used, q;,, is the time that needs to pass after each production stage and dT; is the 
confirmed delivery date for order i. 
Capacity constraints: 
The limited capacity of the individual machines is already included in the sequencing 
constraints where it is ensured that each task must finish before the next one can start 
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and thus always at most one task can be processed on a particular machine at a 
particular time. 
The number of employees is limited and here it is assumed that production of 
order i on production stage s needs a certain amount of employees and this does ºnot 
depend on the machine used for production. 
W. M>(ST, 
, +ý J, S, 
X "pii)- ST,., V i, i'EI, i' i, sES,, sES. r. s, l, s t. s t, 
ne; s+ S'E. S" ýne.,, 5, 
(l 
,+W,, S; 1,5 -1)_<tne `d IEI, SE Si ( Sgt ICE/, lam%ý 
W, S, lý, S t 
Constraint ( 87 ) activates the binary variable 6t; s; S which takes a value of I if stage ' 
of order i' is completed after starting stage s of order i. For each order i and stage s, 
constraint ( 88 ) sums up the number of employees used simultaneously to produce all 
other orders i' at the corresponding stages s', and adds to ne;., which is the number of 
employees needed for producing order i on stage s. On the right hand side is tnc which 
is the total number of available employees and the equation thereby ensures that the 
constraint on the available number of employees is respected. Orders i and 1' are 
simultaneously processed to some extent only if iý', S"; "S 
[i "; 
,S,; "S =' and 
+ 
W; ", s ,,;, s is never less than 1. 
Campaign constraints: 
The campaigns generated at level 2 can be used as input for this model. The constraints 
ensure that order i is produced in an appropriate campaign c on each production stage . s. 
It is assumed that a setup can be started and finished bcforc the start of the campaign if 
the machine is not being used for some other production task. The sequencing 
constraints guarantee that there is sufficient time between campaigns to perform the 
required cleaning and other setup on the machine. 
Q. "scc <ST` 
Vi EI, CEC,, SES, (89) 
ST,., + X, ý pý <_ ecc +M 
(i 
- Q, c) 
V i. c E C;,, s E S, 
Ic", 
Q1. 
c =1 
V i. sES1 (91 1 
Q,,,. is a binary variable that takes the value of 1 if order i is allocated in campaiun c, vc( 
and ecc are respectively the starting and finishing time for campaign c. 
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Objective function 
The objective function used in this model is to minimize late deliveries, i. e. the priority 
weighted difference between completion time of orders and the confirmed delivery date 
of orders. 
Min pr1 " max 
{O, T} 
Where pri is a priority weight of orders 
) ( 92 
If the order is completed later than the 
confirmed delivery date the value of T, is positive but if there is no delay it will be 
negative and the term max(O, T; } will give the value zero. 
Model 3D is the last model that will be explained here. The models explained 
in the previous sections can be used for making a range of decisions at the different 
levels in the integrated multi-scale algorithm. The models are all mixed integer 
programs that use either continuous or discrete representations of time. The models are 
all fairly difficult to solve with standard solution procedures and tailor made solution 
procedures and methods were therefore developed and applied to solve the models. The 
solution procedures and methods are described in the following chapter. 
10 
6 Solution procedures 
6.1 General three step solution strategy 
Planning and scheduling problems, in particular scheduling problems, are known to be 
very difficult to model and solve in an efficient manner. One of the major difficulties in 
building mathematical programming models is to keep the size and complexity of the 
models within reasonable limits. Solving the planning and scheduling problems 
requires methods that search through the decision space of possible solutions to find 
either the best solution in terms of the specified objective or some alternative solution 
that is considered good enough according to specified criteria for the problem under 
consideration. The nature of scheduling problems generally requires the use of some 
integer variables to represent discrete decisions when mathematical programming 
models are built. When solving the resulting models special problems arise from the 
integer variables. Due to the computational complexity of the combinatorial scheduling 
problems it is very important to develop effective mathematical formulations to model 
the production processes and it is also very important to explore efficient solution 
approaches. 
The objective of this study is to provide realistic and accurate models solvable 
within acceptable computational times. This is very difficult in practice for complex 
and comprehensive real-world planning and scheduling problems such as the one undo r 
consideration here. The MILP models introduced in the previous chapters become very 
large in order to fulfil the industrial requirements related to the problem under 
consideration and as a result it is very difficult to solve the models. 
Different types of methods and algorithms been developed in order to make the 
models tractable and reduce the computational time. The methods and algorithms are 
divided into three main groups depending on their functionalit\, i. e. pre-proces, ýing. 
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optimisation and post-processing and together they compose the overall three step 
solution procedure proposed in this study. 
I Pre-processing Optimisation Post-processing 
............................................................................................................................................................................ 
Figure 25: The figure shows the general solution strategy which incorporates a pre proce. s sing 
step, an optimisation step and a post processing step for each model in the integrated multi-scale 
algorithm. The pre-processing methods are used to extract knowledge from data and make the 
optimisation models tractable and post processing methods to improve the quality ()t the 
solutions obtained from the optimisation step. 
The following sections briefly describe some of the main solution approaches 
that have been developed and used in this study to solve the real-world problem. 
6.2 Pre-processing 
The pre-processing step is used to analyse the data with the aim being to reduce the 
solution space that needs to be searched in the optimisation step. There is often a huge 
potential of reducing the solution space and the computational complexity of problems 
by extracting knowledge from historical data and incorporating it in the solution 
approaches. The methods used for pre-processing and improving the efficiency of the 
optimisation step will be described in the following. 
6.2.1 Relaxation of integer conditions 
The first method is unlike the other ones in the sense that it is based on the 
characteristics of the proposed mathematical models rather than the input information 
used for solving the problem. The models proposed for the different levels of the 
integrated multi-scale algorithm all have a large number of integer vvariablc,,. When 
solving MILP models it is in general more difficult to obtain solutions for models with 
large proportions of integer and binary variables. It can therefore be highly beneficial in 
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terms of savings in computational time if it is possible to relax the integer or binar-, 
condition of some of the variables. 
For the models based on discrete time representation proposed for levels I and 2 
significant savings were made by relaxing the binary conditions of the Z, ; and Zf., j 
variables used for representing the start of campaigns at level 1 and I. Here will model 
lA be used for explanation but this was also applied to models I. B. 2A and 2B. The 
binary conditions can be relaxed because the value Zµ. ß is one of the criteria minimised 
in the objective function ( 14 ) and constraint (8) activates the variable using the 
difference of two binary variables Yfx,, j which will either take the value of 0 or 1 and 
hence the Zq variable will do the same. 
Zw, 1 ý! Y1; w; -Y1w-I; 
VfE Fj ,jE: -: Jf, wEW IwI;, sI ( 8) 
min a"Z. EJ Et . +, 3"YjEI WEW ui . "Z 
1 
l x'+. / 
( 1`+ 
The structure of the model proposed for level 3 does not however allow relaxation of 
any of the integer conditions. 
6.2.2 Time frame subsets 
The solution space was greatly reduced by creating subsets of the sets of time related 
indices. The subsets define where the production of each order is allowed at each stage 
and thereby decrease the number of variables and constraints that are needed in the 
models. The length of the timeslots is decided using a pre-processing routine or data 
analysis routine that analyses each product family with regard to demand, historical 
production time and make span. Orders either have requested or confirmed delivery 
dates and one of the objectives of the models is to try to meet these delivery dates, 
especially the confirmed ones. The timeslots are therefore made tighter for orders with 
confirmed deliveries and also for orders with high priorities since it is very likely that 
the delivery dates of those orders will be respected. The length of the timeslots also 
depends on the expected production time at each production stage and the expected 
overall make span of the production process which depends on the quantity and the 
product family under consideration. 
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Figure 26: The figure shows examples of four possible versions of the allowed production time 
slots (shaded) depending on the production stages that the product family has to go through. 
The length of the time slots depends on whether the delivery date has been confirmed vet, the 
priority of the order, the size of the order and the product family under consideration. 
This method can be very effective in reducing the number of variables and 
constraints needed in the models with discrete time formulations and thereby reducing 
the solution space the solution methods need to search. The smaller the allowed 
production slots are made the greater is the reduction in the solution space. However if 
the slots are made too tight the setup cost may increase and the model can even become 
infeasible because of limited temporal flexibility in allocating orders when machines are 
heavily loaded. 
6.2.3 Lower bounds improved with valid inequalities 
When the models were tested for the real world case under consideration it became 
evident that they suffered from a poor LP relaxation and therefore an increased solution 
time when solved with a commercial solver such as CPLEX. The poor LP relaxation 
leads to an increased solution time since the solver uses the LP relaxed solution as a 
lower bound for solving the problem as shown in figure 27. Although the MILP model 
has been solved to optimality the solver does not terminate before the gap between the 
MILP objective value and the objective value of the LP relaxed model is less than the 
defined optimal criteria. If the LP relaxed lower bound is poor it can take long time to 
decrease the gap. That happened when the complete models were solved over the entire 
solution space as well as when decomposition methods were applied (sees section 6.3). 
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Figure 27: Illustration of the poor convergence rate of the lower bound obtained with the LP 
relaxation of the models 
The same occurrence has been reported in some other research available in the 
literature on resource constrained scheduling problems and in some cases this has made 
them very difficult or even impossible to solve with MILP methods (Kallrath 2002b). 
The reason for this poor relaxation is mainly because resource constraints can easily he 
fulfilled with fractional values of the binary variables used in the discrete time 
formulations and as a result the lower bounds become very weak. 
To improve the lower bounds two kinds of valid inequalities were added to the 
models as described in the next sections. 
Minimum number of campaigns required 
The most effective method to improve the lower bounds for the models at levels 1 and 2 
is to add a constraint for the minimum number of campaigns needed for feasible 
solutions. The minimization of setup cost is one of the criteria in the objective function 
as can be seen in models 1 A, 1 B, 2A and 2B. Model 1A will be used in the following to 
explain the implementation. Introducing a minimum value for the number of 
campaigns, i. e. the number of times a setup is needed, directly creates a lower bound for 
the objective function and improves the LP relaxation. This was implemented by 
adding a constraint or valid inequality that specifies the minimum number of campaigns 
needed for each product family on each production stage over the entire planning 
horizon. 
`minn' 
<ýx. 
jEJZ 
V sES, f EF 
/. x, J (93) 
Where z"",. f is the minimum number of campaigns for product family . on stage. s . 
The 
. 
minimum number of campaigns depends on the production data for the case under 
consideration but it is not always easy to estimate it. Two methods were considered I r- 
the estimation of the minimum number of campaigns. 
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Simple data analysis to estimate minimum number of campaigns 
Data analysis was conducted to estimate the minimum number of campaigns required 
for fulfilling the product demand defined by customer orders. The simple data analysis 
routine counts the number of product families included in the order domain. If the 
feasible production intervals for all the orders of the same product family intersect then 
the data analysis routine concludes that one campaign on each production stage is 
sufficient, otherwise more than one campaign is needed. The data analysis routine also 
uses the maximum amount of product that can be produced in each campaign to decide 
the minimum number of campaigns. 
Heuristic method to estimate minimum number of campaigns 
A heuristic method was also developed for estimating the minimum number of 
campaigns required. The heuristic is based on the following steps: 
Step 1: 
Calculate 1ý _ 
I: 
iEl1 
D1 
Lj - 
IEI f 
as the mass weighted due date for each 
family f and 71fs as the required production time (duration) for all orders 
in each family f on the first production stage. D; is the due date for each 
order and M; is the amount in each order. 
Step 2: 
Select the family with the lowest Df value as the one to be produced 
first. The start time of that family will be Tfs = 0. 
Step 3: 
Select the family with the lowest Df value from the families that have 
not already been selected as the one to be produced next. The start time 
for that family will be Tfs= Ifs + Tjs where 7{°S fs is the starting time 
of the last family that was selected before this one (the predecessor on 
the same machine). 
Step 4: 
Repeat step 3 until all families on the first production stage have been 
located. 
M. 
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Step 5: 
Locate campaigns on stage 2-4. Calculate the start time for the family 
with the lowest Df value as Tfs = Tf(s_J) + 7pf(s_, ) and for other families 
selected in a sequence corresponding to the DI value Tjs is the larger of 
Tjs + Yf(s_J) or Tfs = 7""' + 71f, Also calculate the end time 
7f n`S f for the last stage of each family. 
Step 6: 
Calculate the difference between the end time and the mass weighted 
due date of family f 7°f = If""' h -Df 
Step 7: 
If T°f> 0 then the production of family f needs to begin earlier. If the 
campaign of the predecessor is larger than the minimum time length 
then split that campaign into two halves on each stage and put the 
orders with the earliest due dates in the first half. Check this for all 
families and split if necessary. 
Step 8: 
If 7Af <0 for all families in step 7 then this algorithm has finished, 
otherwise proceed to next step. 
Step 9: 
Repeat steps 1-5 to relocate all the campaigns. 
Step 10: 
Repeat step 6-8 to check if there are delays. 
Step 11: 
If 7ý'f <0 for all families in step 7 or all the campaigns have been 
broken into minimal sizes then this algorithm has finished. 
The algorithm is also illustrated in the flowchart shown in figure 28. 
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Figure 28: A flowchart illustrating the structure of the heuristic for estimating minimum number 
of campaigns. 
The heuristic is however not guaranteed to provide strict lower bounds for the 
minimum number of campaigns. The heuristic can result in too many campaigns as its 
only objective is to avoid delays and it does not consider the cost of setups. Since the 
setup cost is also part of the objective function this heuristic can in some cases give a 
higher number of campaigns than the actual optimisation model will deliver. 
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Minimum unavoidable delays 
The lower bounds for the models on level 1 and 2 can also be improved by adding 
constraints for the minimum delays that will occur in feasible solutions. Minimization 
of delays is one of the criteria in the objective function of models IA. 1 B, 2A and 2B 
and in the following model IA will be used for explanation. Introducing a minimum 
value for the delays creates a lower bound for the objective function and can impro\ c 
the LP relaxation. 
To obtain the value for the minimum unavoidable delays a simple algorithm is 
used based on first solving a relaxed model where constraint (9) is relaxed. 
J. 
Yfj 
_< 
1 `d WEW, j E Jw (9) 
The constraint ensures that only one product family can be produced on each machine in 
each week and it makes it considerably more difficult to solve the model since there are 
some orders involving low quantities of products that do not share product families with 
any of the other orders (products). Therefore a campaign needs to be constructed 
entirely for these low production quantities and a machine reserved for the whole week 
as one week is the minimum time unit used. The overall utilization of the machines is 
lower when the constraint is included, and also more delays will occur and thus by 
relaxing the constraint it was possible to obtain a valid lower bound for the delays of the 
complete model. 
A simple constraint or a valid inequality was added to the complete model to 
implement the lower bound for the minimum delays. 
6min 
Ei 
(94) 
Where ""' is the minimised total delays obtained from the relaxed model. The 
algorithm can be described with the following simple steps: 
Step 1: 
Solve the model with constraint (9) relaxed 
Step 2: 
Read results and use as input for next step 
Step 3: 
Solve the complete model with the additional constraint for the 
minimum delays 
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6.3 Optimisation 
6.3.1 Decomposition heuristics 
When decomposition methods are applied the problem is broken into smaller parts that 
are solved separately although possible interactions among the parts should be taken 
into account. Several different types of heuristics have been used for solving the 
optimisation models. Decomposition heuristics turned out to be very suitable, 
especially at the top level of the integrated multi-scale algorithm. The model includes 
more than 40,000 integer variables which makes it very difficult to solve and actually 
not tractable at all with standard solution methods. Real-world scheduling problems 
such as the one under consideration here belong to the class of NP-hard problems, i. e. 
there are no known solution algorithms of polynomial complexity in the problem size 
and exponential time algorithms may be needed. It should therefore take considerably 
more time to solve one problem than two problems of half the size and the 
decomposition algorithms proposed here take advantage of that property. Different 
decomposition heuristics that have been proposed and used in this study will be 
described in the following subsections. 
Spatial decomposition 
This decomposition heuristic was inspired from production performance problems 
found in the production plant under consideration in the study. When the production 
data and schedules from the plant were analyzed, it was observed that there were most 
likely two bottlenecks in the overall production process, at the first production stage 
(granulation) and at the last production stage (packing). The capacity on those stages 
was barely sufficient for the scheduled production and the schedule was therefore 
volatile due to unseen events. The capacity on the two intermediate production stages 
did not restrict the overall production capacity. 
Because of the limited capacity at the first and the last production stage the 
problem was decomposed into two main components: 
1. First, solve the problem for stage 1 and stage 4 
2. Then, solve the problem for stage 2 and stage 3 
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The underlying assumption is that the production stages causing` the bottlenecks 
were most important to plan in an optimal way and should therefore have higher priority 
in the planning process, while the production stages with sufficient or superfluous 
capacity should have lower priority and be planned with regard to the requirements from 
the other stages. 
When decomposition methods are applied and the problem components solved 
separately it is important to take possible interactions among them into account. In 
order to make the production schedule for production stages 1 and 4 feasible as input for 
solving the problem for production stages 2 and 3, an "expected flow time" was defined 
for stages 2 and 3. The flow time is the expected time required for setup, production, 
waiting and all other tasks required from finishing production on stage 1 until starting 
production on stage 4. By including the flow time while solving for production on stage 
1 and 4 the model should be able to account for the intermediate production tasks. 
When the problem is solved for stages 2 and 3 the finishing times from stage 1 and 
starting times from stage 4 create a gap or time interval defining when production is 
allowed to take place as shown in figure 29. 
, Gap reserved for stage 2 and 31 
Stage 1 
I ---------------------------- - Stage 2-- 
Stage 3 ------------------------" ii 
-------------------------------- 
Stage 4i 
ß time A 
flowtime 
Figure 29: Illustration of the intended gap between production of stages 1 and 4 inhere 
production on stages 2 and 3 is fitted in. 
The flow time for stage 2 and 3 was estimated from the production data as the 
minimum time period possible for the production of each order. The flow time depends 
on the products being produced as well as on the machine selected for production 
because some of the products do not need coating on stage 3 and the machine capacity 
depends on the product. The actual machine for each order will not have been selected 
when the flow time is estimated and thus an average value must be used. The flow time 
also depends on the quantity specified by customer orders. However if the machines on 
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stages 2 and 3 are heavily loaded it may not be feasible to allow the production go 
directly through the stages without waiting and being finished in the minimum possible 
time. In such cases the flow time must be readjusted according to the results from 
infeasible production on stage 2 and 3 and the problem solved again for stage I and 4. 
This is thus an iterative process which should not be terminated unless the flow times 
have been correctly adjusted and the production schedule becomes feasible for all 
production stages. After that has been achieved the order allocation and sequence is 
solved simultaneously for all production stages with the campaign structure fixed 
according to the results obtained from solving the previous models. If the flow time 
becomes greater than the planning horizon then there is either no feasible solution or the 
algorithm is off track and should be terminated. The algorithm can be summarized in 
the following steps: 
Step 1: 
Initialize values for flow time and solve campaign planning and 
scheduling problem for production stage 1 and 4. 
Step 2: 
Calculate earliest possible starting and latest possible finishing times for 
production on stage 2 and 3 from the results obtained in step 1. 
Step 3: 
Initialize values for starting and finishing times and solve campaign 
planning and scheduling problem for production stage 2 and 3. 
Step 4: 
If the result from step 3 is infeasible increase flow time and repeat step 
1 and 2, else go to step 5. If the flow time for any of the orders is 
larger 
than the planning horizon then stop the algorithm. 
Step 5: 
Solve the campaign planning and scheduling problem for all stages with 
fixed campaign structure from step 1 and 2. 
The algorithm is illustrated with a flowchart shown 
in figure 30. 
IN 
Data + Initial values for 
throughput time 
Solve for stage 1 and 4 
with initial flow time 
Calculate a and ß 
Solve for 1&4 which new 
Solve for stage 2 and 3 
flow time Use values s for ra and 
from 1 &2 
Adjust flow time No Feasible solution 
where needed from 2&3 
Yes 
Solve model with fixed 
setup and campaigns 
Final Solution 
Figure 30: Flowchart illustrating the structure of the decomposition algorithm. 
When the decomposition algorithm is used the number of variables and 
constraints is greatly reduced in the individual models. There are however some evident 
drawbacks of the decomposition algorithm. The major drawback is involved in the 
integration between the two main components of the algorithm. If the gap provided for 
production of order i on stages 2 and 3 is not large enough for obtaining feasible 
solutions then the algorithm increases the flow time for the order and iterates as shown 
in figure 30. This should in principle be an effective method for guaranteeing a feasible 
solution for each order i, however if and only if it is the only order to be produced on 
certain machine. When the flow time is increased for one order it can ha% e an effect on 
all other orders that share the same machines on one or more of the production stages. 
If the gap is increased for one order it may open some new sequencing options for other 
orders that may already have an increased gap and thus the overall flow time for those 
orders can not be decreased back to the original value. The algorithm can thus- make the 
gap for orders unnecessarily large and thus obtain solutions which are far from optimal. 
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Temporal decomposition 
The planning horizon at the top level is 52 weeks which is quite long compared to the 
average flow time of each order which is around 6 weeks. The production actiN ities at 
the beginning of the planning horizon therefore hardly interact with the production 
activities at the end of the planning horizon and the other way around. A temporal 
decomposition approach is therefore proposed where the problem is divided into smaller 
sub-problems throughout the time horizon and the sub-problems are solved one by one 
in a backward manner. 
E1 
Demand 
0 
9- 1 Scope of sub-problem 
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Figure 31: The figure illustrates the temporal structure of the backwards decomposition used in 
the solution heuristic. The "Demand" bar represents the part of the titne horizon tit here the 
period with the requested delivery dates of the orders included in the problem, the "Scope of 
sub problem " bar represents the feasible solution space of the sub problem, and the 
"Integration " bar represents the part of the sub problem that has some level of integration with 
the previous sub problem. 
Each sub-problem is integrated with the sub-problems that have already been 
solved by accounting for the campaigns that have been scheduled and by reducing the 
available capacity of the machines used in accordance with the utilization of the 
campaigns. The next sub-problem can utilize the campaign structure decided by the 
previously solved problems, add production tasks to the campaigns, change the length 
and create other new campaigns as needed to fulfil the demand. Each sub-problem is 
solved with a commercial solver or other optimisation code for MILP models. The 
algorithm can be summarized in the following steps: 
1'_'_' 
Step 1: 
Divide the time horizon into sub-problems of preferred step size 
Step 2: 
Solve the fist sub-problem, i. e. solve for the last part of the horizon 
Step 3: 
Use the solution from sub-problem to fix campaigns and reduce the 
capacity of relevant machines 
Step 4: 
Solve for the next sub-problem (go in backward direction) 
Step 5: 
Repeat step 3 and 4 until all the sub-problems have been solved 
Step 6: 
Calculate the objective value for the overall problem. 
The algorithm is illustrated with a flowchart shown in figure 32. 
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Figure 32' Flowchart illustrating the structure of the decomposition algorithm 
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The objective function of the optimisation models %ý as modified to reduce the 
solution time even further when used with the temporal decomposition algorithm (see 
e. g. equation 29). 
min aZ 1ß WEwýj,, J, ul " tt't', J 
+" 
I: 
f(=-FI: jEJfIuc-; J. 
If, 
x, f 
+ 
29 
J, f 
The setup cost was removed by adjusting its weight parameter (a) equal to zero and the 
weight of the inventory cost (13) was slightly increased while the weight of the delayed 
deliveries (0) was kept unchanged. 
Some experiments with the modified objective function were also performed by 
applying it to the entire horizon, i. e. without decomposing the problems into sub- 
problems. 
6.3.2 Partial relaxation of integer conditions 
The aim of this algorithm is to reduce the number of integer or binary variables that are 
included in the model since when solving MILP models it is in general more difficult to 
obtain solutions for models with a large proportion of integer and/or binary variables. 
Temporal decomposition is used to divide the problem into sub-problems which arc 
solved one by one and part of the integer conditions are relaxed for the sub-problems 
not being solved each time. 
In the most basic version of the heuristic the horizon is divided into two periods 
of equal length and the number of integer/binary variables reduced with relaxation in 
each part while solving the other. The heuristic was implemented for models 1A which 
use binary allocation variables X;,,. 1 equal to 1 if order i is processed in week it, on 
machine j, else equal to 0. The first step is to solve a model for the entire horizon where 
the binary condition on the allocation variable has been relaxed for the second part of 
the time horizon and the variable is now defined as a continuous variable that can take 
any value between 0 and 1. In the second step the variables belonging to the first period 
are fixed and used as parameters for solving for a model for the entire horizon, now with 
the binary conditions on the variables belonging to the second part, and the continuous 
variables for both periods free to be optimised. 
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Figure 33: The figure explains the basic structure of the heuristic when the time horizon is 
divided into two periods of equal length. In the first model the binary conditions on the 
allocation variables in the second half of the time period are relaxed and in the second model the 
allocation variables for the first part of the time period are fixed while they are solved as integer 
variables for the second part. 
The time horizon can also be divided into more than two periods to decrease the 
size of each sub-problem and make them easier to solve. The multi-period version of 
the algorithm can be summarized in the following steps: 
Step 1: 
Divide the time horizon into smaller periods (two or more) of equal 
length and relax the integer/binary condition of the allocation variables 
in all periods except the first time period. 
Step 2: 
Solve the model for the first time period. 
Step 3: 
Use the values of the variables from the current time period (with the 
integer/binary conditions active) as input to fix the corresponding 
variables in the model solved in the next step. 
Step 4: 
Move to next period of the time horizon and solve the model for that 
period with the allocation variables belonging to the previous period 
fixed and the allocation variables belonging to the current period 
defined as binary variables. The binary condition is still relaxed of the 
allocation variables belonging to the remaining periods (if the horizon 
is divided into more than two periods) 
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Step 5: 
Repeat steps 2 and 3 until all periods have been solved with binary 
conditions on allocation variables. 
Step 6: 
Calculate the objective value for the overall problem. 
The algorithm is illustrated with a flowchart shown in figure 34. 
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Figure 34: Flowchart illustrating the structure of the partial relaxation decomposition heuristic 
6.3.3 RMILP based variable elimination heuristic 
This heuristic relies on the observation that only a small number of the allocation 
variables, i. e. variables reflecting task-to-unit allocation, are active at the integer 
solution and it would therefore be beneficial to identify, as far as possible. "inactive" 
variables before solving the actual problem. 
The first step of the heuristic is to solve a model where the binary condition, of 
the allocation variables are relaxed and they can take any values bem-cm 0 and 1. The 
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solution of the relaxed MILP model (RMILP) is then used to modify the solution space 
for the complete model by eliminating the allocation variables that were not used by the 
RMILP model. The algorithm relies on the assumption that the continuous allocation 
variables selected by the RMILP model will provide a feasible and hopefull\, profitable 
basis for the integer allocation variables of the MILP model. The R\IILP model can 
use fractional values and therefore select more than one machine and time periods for 
each task on each production stage and thereby provide some flexibility for the solution 
of the MILP model. The multi-period version of the algorithm can be summarized in 
the following steps: 
Step 1: 
Relax the binary condition of the allocation variables. 
Step 2: 
Solve the RMILP model. 
Step 3: 
Use the solution from the RMILP model to eliminate the unused 
allocation variables (i. e. all X1, x, j variables which have values of 0 at the 
RMILP solution) from the solution space for the MILP model. 
Step 4: 
Solve the MILP model based on the reduced solution space. 
6.3.4 Pre-selection of resources to eliminate variables 
Flexible multi-product production processes are commonly used in the process 
industries as well as many other industries as they help companies to respond to 
changing customer demand and often increase plant utilization. The production plant 
under consideration in this study consists of a large number of multi-purpose production 
equipment items at each of the four production stages. Each product 
has a number of 
different feasible production routes through the plant as can be seen in the example 
given in figure 35. The overall number of product families 
is over 40 and product 
variations are more than 1000 which results in incredibly many planning and scheduling 
options that the solution procedure has to evaluate 
during the search for the optimal 
solution. 
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The purpose of the method explained in this section is to reduce the set of 
production routes for each product family or order by pre-selecting machines and 
creating smaller subsets before the actual production plan or schedule is optimised and 
thereby eliminate allocation variables and reduce the solution space that the 
optimisation strategy has to search. Figure 35 gives an example of the feasible 
production routes for one order or product family before and after the method is used. 
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Figure 35: The figure gives an example of different possible production routes for a single 
product or product family before and after the method is applied. 
The subsets of machines are selected with the objective of balancing the load 
between the machines; this should be preferable for increasing the overall efficiency and 
reducing the risk of having bottlenecks in the final production schedule. The proposed 
method or algorithm can be explained with the following simple steps: 
Step 1: 
Solve a model to assign orders or product families to machines. 
Step 2: 
Use results from step 1 to create subsets of feasible production routes 
for each product family or order. 
Step 3: 
Solve the complete model to create the final production plan or 
schedule, allocation of production is based on the reduced subset of 
production routes created in steps 1 and 2. 
Experiments have been made with different versions of steps 1 and 2 . 
Two 
models are proposed for step 2; one that allocates entire product 
families to certain 
machines and the other which allocates 
individual orders to certain machines. 
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Pre-selection of resources for product families 
Positive continuous variables: 
Tj Continuous variable for the sum of the number of production weeks and the 
number of product families produced on each machine j (T _? 
0). 
T Continuous variable for the maximum value of T (T? 0). 
Binary variables: 
Yf Number of weeks used to produce family f on machine j. 
Z1; Equal to 1 if family f is produced on machine j, else equal to 0. 
Allocation and demand constraints: 
Constraint ( 95 ) ensures that the demand of each product family will be fulfilled and 
that the production is allocated to the correct machines defined by production routes. 
1: 
jEjf., 
Yf, f * A. r, i " 
I: 
w(=w 
D. r, w 
VfEF, sESf (95) 
Where Aft is the maximum amount produced of family f on machine j in each w eck it , 
Dfw is the demand for product family f in week 1t and Yf is the number of weeks used to 
produce product family f on machine j. 
Timing constraints: 
The sum of the number of weeks used for production and the number of product 
families produced on each machine is calculated with constraint ( 96 ) and the 
maximum value of all machines is calculated with constraint ( 97 ). 
Ti ý )ý, _ +J: fZfj 
VýEJ. r (96) 
T>_Tj V jEJf (97) 
Campaign constraints: 
Constraint ( 98 ) activates the 4 binary variable indicating that machine j is used to 
produce product family f. 
yrý<Z1j"MV fEF, jEJf (98) 
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Objective function 
The objective of the model is to evenly distribute the production load on the different 
machines by minimizing the maximum production time of all the machines. 
min T j9t 
Since the number of product families produced on each machine is also included in the 
calculation of the T variable the model will in addition to balance the load of different 
machines also try to minimize the number of machines used for production of each 
product family. 
Pre-selection of resources for individual orders 
Positive continuous variables: 
Tj Continuous variable for the sum of the number of production weeks and the 
number of product families produced on each machine j (T _> 
0). 
T Continuous variable for the maximum value of T (T_> 0). 
Binary variables: 
X;, j Binary variable equal to 1 if order i 
is produced on machine j. 
Zfj Binary variable equal to 1 if family f is produced on machine j, else equal to 0. 
Allocation and demand constraints: 
Constraint ( 100 ) ensures that production of each order is allocated to one machine at 
each production stage according to the possible production routes. 
1i'.. =1 `d iEI, SESi jEJ t>J 
Timing constraints: 
(100) 
The sum of the production time and the number of product 
families produced on each 
machine is calculated with constraint ( 101 ) and the maximum value over all 
machines 
is calculated with constraint ( 102 ). 
Ti >_ l. 
EJi 
xLi - p"i +1. r(zf'i -1) 
vE J1 
T>Tý d jeJ1 
( 101 ) 
( 102 
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Campaign constraints: 
Constraint ( 103 ) activates the Z,, binary variable indicating that machine j is used to 
produce order i. 
Z1.1 >_X, j ViEl, f EJ , 
jEJ. f 
Objective function 
(103) 
The objective of the model is to evenly distribute the production load on the different 
machines by minimizing the maximum production time of all the machines. 
min T 
6.4 Post processing 
(104) 
6.4.1 Partial relaxation and optimisation to improve 
solutions 
The last step of the solution procedure is the post-processing step where the solution is 
improved if that is somehow possible. As previously mentioned was the weight of the 
setup cost in the objective function reduced to improve solution efficiency in the 
optimisation step but the resulting solution may contain many setups, \k hich are 
expensive and reduce the effective capacity. The solution is however feasible and in the 
post-processing step the algorithm starts with the feasible solution and gradually 
improves it by merging campaigns and reducing the setup cost. A simple heuristic is 
proposed for the post-processing. The heuristic utilises temporal decomposition to 
analyze and reduce the setup costs of each sub-problem. The decomposition is similar 
to the decomposition used in the previous step except here it is performed in the 
opposite sequence, i. e. in chronological sequence, starting from the beginning. 
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Figure 36: The figure illustrates the temporal structure of the backtiti arts Ji'L omposition 
The integer variables of each sub-problem are relaxed and solved with the 
original weight of the setup cost in the objective function. Each sub-problem is 
integrated with the previous and subsequent sub-problem by including the fixed values 
of the adjacent variables. The algorithm can be summarized in the following steps: 
Step 1: 
Divide the time horizon into sub-problems of preferred step size 
Step 2: 
Fix all variables according to the initial feasible solution, except 
the variables belonging to the first sub-problem 
Step 3: 
Solve the sub-problem 
Step 4: 
Use the new solution if the objective value has improved, else use 
the old solution 
Step 5: 
Fix and relax variables for the next sub-problem 
Step 6 
Solve the next sub-problem 
Step 7: 
Repeat steps 4-6 until all sub-problems have been solved 
CI ,n 
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The algorithm is illustrated with a flowchart shown in figure 37. 
Initial feasible solution + 
step size 
Divide problem 
into sub-problems 
Fix all variables 
except of sub- 
problem under 
consideration 
Solve sub-problem 
No Has objective 
improved Use initial solution 
Yes 
Use new solution 
All sub-problems 
solved? 
Yes 
Calculate 
objective of full 
problem 
Final Solution 
No 
Figure 37: Flowchart illustrating the structure of the decomposition algorithm 
The post processing is the last step of the general three step solution procedure used to 
solve the models. The models for the different levels in the hierarchically structured 
multi-scale framework are solved individually but the levels are coupled together with 
integration strategies that provide flow of information between the levels. Next chapter 
describes the strategies that have been developed and used to integrate the models at the 
different levels. 
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7 Integration strategies 
7.1 Transfer of information 
The integration of decisions of different levels and timescales has in general been 
lacking, both in practice and in approaches found in the literature. However due to the 
increased computer power available and the improved methods to manage and integrate 
complex data structures it has recently become reasonable to develop modelling 
approaches based on tightly integrated and interacting modules that provide overall 
decision support. 
The levels in the algorithm are integrated with a bi-directional flow of 
information. The decisions created by the upper level models are implemented at the 
lower levels either as guidelines and/or as strict constraints that must be respected. By 
selecting carefully which decisions are implemented as guidelines and which as strict 
constraints it is ensured that feasible solutions are obtained. 
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Level 1- Campaign planning with 12 months 
horizon 
-------------------------- 
Expected campaign and demand structure, resource availabilities 
Level 2- Campaign planning and order scheduling 
with 4 months horizon 
.'----------- T--------------------------------------- 
Demand information, campaign guidelines, confirmed deliveries, 
resource availabilities 
Level 3- Detailed scheduling with 1 month horizon 
------------------------------------------ ----------------------------- Final production schedule with campaign structure and sequence of 
production tasks 
-------------------------------- ------------------------ -- -- ------ 
Figure 38: Flow of information in the I, 1fA 
The proper integration of the different levels in the integrated multi-scale 
algorithm is fundamental for its success. If the campaign structure based on the 
expected demand at the top level is not transferred to the lower levels it is likely that the 
schedules will not be able to respond to orders that have not yet been received. Some 
decisions are also made at the upper levels that must without any exception be respected 
and the lower level plans will be useless in practice if these constraints are violated. 
Order driven production planning and scheduling in the pharmaceutical industry 
is a dynamic and ongoing process that is affected by several uncertain inputs, and 
various interacting decisions have to be made in order to fulfil the orders from 
customers at the minimum cost. Models built for the entire decision process including 
all interacting strategic and operational decisions throughout the planning and 
scheduling process will not be practical due to the computational complexity of the 
models, data and solution techniques. An integrated multi-scale approach such as 
proposed in this study can be more suitable in terms of solution efficiency. Production 
planning and scheduling in a typical enterprise involves managers at various echelons 
within the organization and the decisions that need to be made differ by scope and time 
horizon and the underlying input information differs by its degree of certainty and 
aggregation. The decisions also need to be made with different timing and frequency' 
and according to the correct sequence which even further makes the case for an 
integrated hierarchical approach. 
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Figure 39 illustrates the interaction and feedback structure between the different 
levels in the multi-scale algorithm and some of the main elements of the operation. i. e. 
demand management, resource management and actual production. Demand 
management involves the generation of initial demand forecasts as well as the receipt 
and confirmation of customer's orders. The decisions made by the demand 
management activity provide a direct input for both the production planning and 
scheduling, and the production environment imposes some constraints on demand 
management in terms of the available capacity so there is considerable interaction 
between the two of them. Resource management involves the management of raw 
material, labour, equipment and other resources required for production. The resources 
need to be ready for the production activities specified by the production plan, and the 
production plan must also be feasible in terms of available resources. The information 
on the progress and status of the production activities is also of `(great importance for 
scheduling at the middle and especially the lowest level where equipment failures, 
changes in production rates and other disturbances can greatly affect the production 
schedules, and active feedback and information sharing is therefore required. 
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Figure 39. Feedback structure and interaction between the different levels and the main 
elements of operation and execution within the order 
driven production system. 
It is of great importance to ensure that the results transferred from the 
higher 
levels provide feasible input for lower levels and in this research 
both mono- and bi- 
directional integration strategies have been developed and implemented to ensure 
feasibility. The algorithm based on the integration strategies restricts the solution 1Epacc 
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to eliminate infeasible solutions and uses hard constraints, bounds. shaping method's and 
penalty functions as guidelines for obtaining near-optimal solutions. 
7.2 Integration techniques 
7.2.1 Hard constraints 
Hard constraints are used to implement decisions that must be respected without any 
exceptions. If hard constraints are used to implement upper level decisions at lower 
levels where less aggregation is used, it must be ensured that feasible solutions can be 
obtained and therefore all degrees of freedom should not be eliminated with hard 
constraints. An example of a decision that is implemented using hard constraints is the 
availability of raw materials. Raw material inventories are often expensive to keep and 
it is therefore important to minimize quantities as well as ensure that the appropriate raw 
material is available when needed in production. The material requirement planning 
(MRP) and purchasing of raw material with longer lead times than the promised lead 
time of customer orders is based on the long-term campaign plan created at the top level 
and these decisions need to be transferred and respected at the lower levels. The 
constraints used are based on the stock of each raw material, the delivery schedule of 
raw material orders that have already been placed as well as delivery time of new 
orders. For materials with shorter lead times than the promised lead time of customers 
orders, the material requirement planning and purchasing can in most cases be made at 
the middle level and those MRP decisions are implemented with hard constraints at the 
lowest level. Hard constraints are also used for other limited resources such as 
information about scheduled machine maintenance and the available manpower that is 
translated from the middle level to the lowest level according to the shift schedules that 
result from the middle level plan. 
The integration of the levels is all about transferring information and 
implementing decisions that have already been taken at the adjacent levels and that is 
exactly what is done here with the hard constraints. 
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7.2.2 Shaping methods 
"Shaping" methods are used to transfer demand information from the top level to the 
middle level. The middle level is not as proactive as the top level and the decisions 
taken at the middle level are based on temporally incomplete datasets since all the 
orders are not yet available. The solution space for the second level is reduced by 
creating subsets of the sets of time related indices, based on the top level results. The 
subsets define where the production of each product is allowed to take place at each 
stage, i. e. specifies the machines and the time periods allowed, and thereby transfers 
information about expected demand and decreases the number of variables and 
constraints that are needed in the models. The same method is used to transfer the 
expected campaign structure from the middle to the lowest level. 
Machines - level 1 
1 
2 
3 
Weeks I Weeks 
Figure 40: The Gantt chart on the left side shows the allocation at the top level of certain 
product. This information is transferred to the middle level and flexibility added by allowing the 
production of that product to start either one week earlier or later and also to he per/brined on 
the other possible machines according to the products' recipe as shown by the Gantt chart to thc 
right. 
Another example of the use of a shaping method is a constraint used to shape the length 
and frequency of campaigns. The constraint can be modified to obtain campaigns of 
different shapes. Examples of this constraint are given by equations ( 105 ) and ( 106 ) 
and illustrated in figure 41. 
r. 
K z,; +Y["_I, > +Yf t, j 
+YJ.,, +J. > +Yr. l1 + j3VfF, ýEWl, 
j EJ, ý (105 
Yý.,, 2.; +YI x J, ý +Yi.. K.; +Yr+i.; 
+Yf,, +,.; 
<_2 `df EF 
small, 
wEW1, j EJ. r (106) 
Machines 
Machines - level 2 
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2 FTý 
3 MOTI'MA 
Machines 
Weeks Weeks 
Figure 41: Examples of different campaign shapes. The maximum length of campaigns 
for the 
product family on the left is 3 weeks and in total 
6 weeks can be used over the 12 ºt"eek period, 
while the maximum length is 2 and 4 weeks can 
be used over a 12 week period /or the famihv on 
the right. 
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The method uses either historical or user defined values for the expected maximum 
length of campaigns of each product family and the expected average frequency. at the 
top level and constraints ( 105 ) and ( 106 ) are used to implement it as guidelines at the 
second level. This is used to avoid lengthy campaigns or too many campaigns with lo\t 
utilisation at the second level when few orders are currently available in the input 
dataset for the period under consideration at the middle level and as a result little 
competition for resources. The constraints also reduce the size of the solution space. 
7.2.3 Bounds 
The number of weeks spent on production of each product family over each couple of 
months at the top level is transformed to the middle level to account for demand that has 
not yet arrived. The planning horizon for the middle level is four months and for the 
first couple of months there usually exist reliable customer orders but for the last two 
months it is necessary to exploit the campaign structure obtained at level I with the 
forecasted demand. This is illustrated in figure 42. 
A set of constraints is added for each product family at each production stage 
and the constraints define upper and lower bounds for the number of weeks that should 
be used for production according to the expected demand. 
Ymin fs 
ýiiEU. 
I2ljej, if" 
C Ymaxý. 
s 
dfEF, sEJ ( 107) 
W2 is a subset of the time domain that represents the part of the horizon where the 
campaign guidelines are used. The constraint will in some cases result in campaigns 
with low utilisation or even empty campaigns but it is highly likely that the campaigns 
will be filled later on and by doing this some production capacity has been reserved for 
orders that will most likely arrive later on. 
Bounds for the number of setups, i. e. the number of campaigns of each product 
family at each production stage, are used in a similar manner as the bounds for the 
number of production weeks. 
Zmin t7r tt' 
Zmaxs, f 
VSEJ, f EF 
tit'EW jE fs 
z 
ýl 
ý 
( 108 ) 
Where and Z"'a`,, l- are respectively the maximum and minimum 
bounds for the 
number of setups. 
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7.2.4 Penalty functions 
Penalty functions are used to implement decisions that can be violated as much as 
needed however if they are violated they will affect the value of the objective function 
in the optimisation. As an example are penalty functions used at level 3 to implement 
the confirmed delivery dates that have been decided at the middle level. It is very 
important to respect the delivery dates but if it is not possible at all, e. g. because of 
significant equipment breakdowns, then the delivery dates can be violated and a penalty 
cost will be added to the objective value (when minimizing). 
7.2.5 Feedback loops 
The time horizons for the different levels in the IMA intersect temporally but the 
decisions made at the lower levels are based on more accurate and current information 
compared to the decisions made at the upper levels. The lower level decisions therefore 
receive a higher priority and are transformed with feedback loops to the upper levels 
where they are used to fix some or all of the overlapping period of the time horizon the 
next time the upper level model is used as can be seen in figure 42. 
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Required production to fulfill 
level demand forecast 
Y 
U 
lD 
N 
N 
LL 
0123456789 10 11 12 time 
Figure 42: The figure illustrates how the more exact campaign structure is transferred upwards 
in the hierarchical structure. The figure also illustrates how the campaign structure from the top 
level is transferred to the middle level to provide guidelines for the expected demand for the part 
of the middle level planning horizon itwhere customer orders have only part/v 
been received and 
can therefore not be used exclusively as the input demand. 
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7.2.6 Information from sensitivity analysis 
It is of interest to study how information about sensitivities of planning and scheduling 
decisions can be transferred and used for integrating levels and improving the solution 
procedure both in terms of efficiency and solution quality. The values. which are 
meaningful only for non-basic rows or columns in optimal solutions (for further 
explanations see (Hillier 2001)), contain information about the rate at which the 
objective value will change of if the associated bound or right hand side is changed. 
The values may give some useful information but the use of sensitivity information has 
not been studied here and will be left for further work. 
7.3 Feasibility maintained at adjacent levels 
It is of great importance to maintain feasibility when integrating different modelling 
scales and levels. One way to avoid infeasibilities is to build and use a model for 
simultaneous planning and scheduling over a common time grid. This kind of model 
would lead to very large optimisation problems since it needs to be defined over a long 
time horizon to cope with the planning tasks. In addition, the underlying time grid needs 
to be accurate enough for the most detailed scheduling decisions. A more practical and 
traditional strategy for solving planning and scheduling problems is to follow a 
hierarchical approach in which the planning problem is solved first to define the 
production targets and the scheduling problem is solved next to meet these targets. It 
can however be impossible for the scheduling problem to meet the production targets 
defined by the planning problem and the schedules will not be feasible in those cases. 
These infeasibilities traditionally result because the effects of changeovers or other more 
detailed characteristics of the production environment are neglected at the planning 
level in order to simplify the models and the planning models thereby generate 
optimistic targets that cannot be met at the scheduling level. Therefore, there is a need 
to develop methods and approaches that can integrate planning and scheduling more 
effectively. 
There are two principal methods to integrate different decision levels at the 
same time as maintaining feasibility: 
l. To solve the different levels iteratively by adjusting the upper le\ el targets to 
respond to lower level infeasibilities in a way that ensures convergence 
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2. To account for additional tasks at lower levels when deciding targets at upper 
levels and also provide flexibility at the lower levels by allowing the models to 
violate the targets if absolutely required. 
The second method has been used in this study as it turned out to be more effective and 
simple for the case under consideration here. The approach developed in the stud' has 
three different planning/scheduling levels and scales that are used with different 
frequencies which makes an iterative procedure rather complicated to ensure feasible 
solutions. The second method also suits the nature of the decision problem well for 
several reasons. One of the reasons is that if the targets decided bý, the top lc\ cis. e. g. 
the confirmed delivery dates, turn out to be infeasible for the lower levels then it is 
possible to delay the delivery of orders. This kind of delay will degrade the value of the 
objective function but it will not result in any hard constraints being violated. By 
selecting carefully which decisions are implemented as guidelines and which as strict 
constraints it may be ensured that feasible solutions are obtained. 
7.4 System architecture 
The integrated multi-scale algorithm was implemented in GAMS. The implementation 
requires various data transfer routines to be programmed to process output results 
from 
each level, modify input datasets and create sets of constraints to 
be used at the other 
levels. Figure 43 shows various components of the overall system and illustrates the 
overall architecture. 
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Figure 43: The figure shows the system architecture of the system which is composed of various 
components such as data processing, modelling and solution procedures. 
The implementation of integrated multi-scale approaches can be rather tedious and time 
consuming due to the number of different components required for data processing as 
well as the interfaces between the components. It should however not deter one from 
using an integrated multi-scale approach and it can be highly recommended to start off 
with well organised system architecture. 
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8 Results 
8.1 Experimental study 
The integrated multi-scale algorithm, optimisation models, solution procedures and 
integration strategies have been implemented and tested with real world data from the 
problem under consideration. The models were initially tested with fictitious, 
representative data in order to validate their functionality and obtain an improved 
understanding of their behaviour. After the initial experiments with this data the models 
were tested with actual data from the problem under consideration in this work (see 
chapter 3 for the problem description). All the data specified in chapter 3 was 
successfully collected from one factory belonging to the collaborating enterprise. The 
first test data was accumulated in January 2004 and several test cases have been 
received thereafter of increased size and variety. The data reflects the actual structure, 
properties, performance and status of the production at the time it is received. The data 
also includes all customer orders that have been received but not yet been produced. 
Previous and current production plans and schedules were also obtained for the purpose 
of data analysis. Sales forecasts were also obtained and used as input demand for the 
test cases at the top level. The data was gathered from different sources and divisions 
within the company and it was in fact rather poorly organised and stored in several 
different forms of data storage. The data was cleaned, structured and imported to a 
relational database. Previous work on information and data models for planning and 
scheduling purposes, such as presented by Book and Bhatnagar (2000) proved to be 
helpful and the database was partly based on concepts found in those models. 
Several full scale test cases were created from the data collected in the 
production plant which reflect the decision problems at each le\ el in the hierarchical 
framework. All the test cases are based on the same data regarding product recipes. 
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production capacities, production routes etc. although the data is used in a different form 
with regard to the amount of aggregation at the different levels. As an example, the 
exact sequence dependent setup times for each product are used in the detailed 
scheduling at the lowest level while the average setup times for each product family at 
each machine are used at the middle level and the average setup time at each machine 
regardless of product family is used at the top level. The input demand used at the top 
level is based on sales forecasts while the input demand used at the middle level is 
based on actual customer orders with either requested or confirmed delivery dates and 
finally the demand used at the lowest level is a subset of the demand which usually only 
contains orders with confirmed delivery dates. Table 1 shows the main dimensions of 
the test cases that are used to evaluate the performance of the models and the solution 
procedures proposed for each of the three different levels. 
Table 1: The table shows the main dimensions of the test cases. The delivery 
dates of the orders are within the specified horizon. New orders are 
orders that are new in the system and have not already been 
scheduled and their delivery dates have not been confirmed vet. 
Confirmed orders have been scheduled before and their delivery date 
confirmed; they are rescheduled if needed. 
Test Horizon No. of No. of Total no. of No. of No. of 
case no. [months] new confirmed orders machines products / 
orders orders p. families 
Level 3: 
1 1 0 25 25 16 24/4 
2 1 3 47 50 19 45/9 
3 1 3 72 75 23 66/12 
Level 2: 
4 2 6 94 100 24 86/14 
5 3 17 133 150 26 130/19 
6 4 32 168 200 27 160/25 
7 4 32 193 225 27 177/26 
8 6 49 287 336 27 177/26 
Level 1: 
9 7 150 0 150 27 18 / 18 
10 9 200 0 200 27 22 / 22 
11 11 250 0 250 27 26 / 26 
12 12 318 0 318 27 26 / 26 
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The dimensions of the test cases in table 1 represent the unprocessed to t cases. 
raw data which needs to be further processed for some of the models. For model. IA 
and 2A it is required that each order can be produced within one time bucket. i. e. within 
one week of production time. Some orders are considerably larger and need to be 
divided into two or more orders which can be produced within one time bucket. This is 
not required for models 1B and 2B since the individual orders are aggregated into 
demands of product families in model lB and demand of product families of each 
strength group in model 2B (see section 4.7 for further explanation of the demand 
structure). 
All the tests were performed on Unix based machines with ? GB of random 
access memory and 1.8 GHz Pentium IV processor running a CPLEX 9.0 solver. Some 
of the pre-processing and data analysis was done in Microsoft Access 2002 and patiscd 
to the modelling language, GAMS Rev 138 for Linux/Intel, via text files. 
8.2 Performance and usefulness of models 
The following sections describe the main results from the evaluation of the 
mathematical programming models that have been developed to cope with the decisions 
at the different levels in the integrated multi-scale algorithm. The efficiency and the 
usefulness of the models are the most important criterion for evaluating the models. By 
usefulness it is referred to how well the models represent the actual decision problems 
and how convenient they are for implementation. The first of the follow ing subsections 
present the results when the models are solved with standard solution methods and the 
latter subsections show how the solution efficiency is improved with the tailor made 
solution heuristics. 
8.2.1 Models for level 1 
At the top level in the integrated multi-scale algorithm is an a`,, rcgated optimisation 
model to generate the long-term campaign plan with the objective of meeting due dates 
specified by the demand forecast as well as minimising the cost of production. Two 
models have been proposed for campaign planning. model IA and I B. Both of the 
models are based on a discrete time representation and use a grid with a resolution of 
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weekly time intervals and both models exploit the sequential structure of the production 
process. The difference between the models lies in the way they consider the demand. 
Model 1A considers each demand point in the sale forecast as an individual order and 
uses the orders to represent production. Mass balances are not taken into account 
explicitly and instead it is required that the orders have to be finished on the pre% ious 
stage before starting on the next stage. Model IB considers the demand for each 
product family in each time period and uses the inventory of each product family to 
ensure the correct sequencing of production tasks by ensuring that enough of certain 
intermediate product is available on the previous stage before starting production on the 
next stage. Model 1B is hence based on a more aggregated structure than model IA and 
has as a result much fewer numbers of variables and constraints as can be seen in table 
2. 
Table 2: The maximum number of variables, continuous variables, intcgc'r 
variables and constraints for the largest test case experienced at the 
top level of the integrated multi-scale algorithm. 
Level Model Total variables Cont. variables Int. variables Constraints 
1 lA 414698 318 414380 10689232 
1 1B 61308 23400 37908 102600 
Both models, in particular model 1A are very large in terms of number of variables and 
constraints as can be seen in table 2. The solution space was however greatly reduced 
by creating subsets of the sets of time related indices as described in section 6.2.2. The 
subsets define where the production of each order is allowed at each stage and thereby 
decrease the number of variables and constraints that are needed in the models. Table 3 
shows the number of variables and constraints after the time frame method has been 
applied. 
Table 3: The maximum number of variables, continuous variables, integer 
variables and constraints for the largest test cases experienced at the 
top level after the timeframe method has been applied to reduce thu 
number of variables and constraints. 
Level Model Total variables Cont. variables Int. variables Constraints 
1 IA 
1 lB 
127074 
44104 
318 
19300 
126756 
24804 
162070 
55020 
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The method is very effective in reducing the number of variables and constraints needed 
in the models with discrete time formulations and thereby reducing the solution space 
that the solution methods need to search. From table 3 it can be seen that model 1A still 
requires a considerably larger number of variables and constraints than model I B. The 
number of integer variables is particularly higher in model IA and the integer variables 
are usually in mathematical modelling the ones to be most concerned about. 
The solution time and integrality gap of solutions obtained with models IA and 
IB and standard solution methods (CPLEX 9.0 solver) are shown in table 4 (see section 
6.2.3 for further explanation of the gap). 
Table 4: Statistics representing results from the models used for the top level 
of' the integrated multi-scale algorithm. The * sign denotes that a 
solution was not obtained for the test case although the solver 't as 
running for more than 24 hours. 
Model Test case Horizon Number Solution time (lap [%] 
no. [months] of orders [CPU seconds] 
lA 97 150 5781 9 
IA 10 9 200 79628 14 
IA 11 11 250 
IA 12 12 318 
1B 9 7 150 4879 17 
IB 10 9 200 54320 18 
IB 11 11 250 
1B 12 12 318 
Both models were solved for test cases 9 and 10 with standard solution methods 
but no solutions were obtained for test cases 11 and 12. Model 1B is considerably more 
efficient in terms of computational time although the gaps obtained are a bit larger as 
can be seen in table 4. The solver was configured to stop when the integrality gap had 
been reduced to below 20%. 
Both of the models can be considered as useful and rather easy to implement for 
the top level in the integrated multi-scale algorithm. Model lB has the advantages of 
including the minimization of inventory in the objective function and it also i11onitor1 
the amount kept on inventory at all time points which can be valuable. 
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8.2.2 Models for level 2 
At the middle level is an optimisation model to revise the campaign plan from the top 
level and allocate orders and other production tasks, within the campaigns. Three 
different optimisation models have been proposed for the middle level. The two first 
and main models proposed for the middle level, models 2A and 2B. have the same basic 
structure as the corresponding models, IA and 1B, proposed for the top level although 
more accurate timing and capacity calculations have been added and they also take into 
account several additional requirements from the operational environment. Model -". A 
uses individual customer orders to represent production: this is a straight forward 
method since production is now mainly driven by actual customer orders. Model 2B is 
based on the fact that orders from different customers may contain very similar products 
and the orders containing products from the same subgroups within product families are 
therefore aggregated into a single demand matrix with time and product dimensions. 
Model 2C is a fundamental variation that can be applied to either of the two previous 
models and the main difference is the added option of splitting the same production task 
between two adjacent time buckets which can result in a schedule with a higher 
utilisation of production capacity. The number of variables and constraints required by 
each of the models when used for the largest test case at the middle level can be seen in 
table 5, and table 6 shows the same numbers after the timeframe reduction has been 
applied. 
Table 5: The maximum number of variables, continuous variables, integer 
variables and constraints for the largest test case at the middle level 
of the integrated multi-scale algorithm. 
Level Model Total variables Cont. variables Int. variables Constraints 
2 2A 222712 336 222376 5175986 
2 2B 71604 35100 36504 108068 
2 2C 714456 206208 508248 11762788 
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Table 6: The maximum number of variables, continuous variables, inte "er 
variables and constraints for the largest test case at the middle level 
after the timeframe method has been applied to reduce the number ()t 
variables and constraints. 
Level Model Total variables Cont. variables Int. variables Constraint. 
2 2A 83152 336 82816 Shy =() 
2 2B 47404 29100 18304 ý7 -'18 
2 2C 212176 64848 147 328 54 16 
From table 6 it can be seen that model 2A requires a considerably larger amount of 
variables and constraints than model 2B. Model 2C is however the one that requires the 
most number of variables and constraints by far. 
The solution time and integrality gap of solutions obtained with models -'A. -'B 
and 2C when solved with the CPLEX 9.0 solver are shown in table 7. 
Table 7. Statistics representing results from the models used for the middle 
level of the integrated multi-scale algorithm. The * sign clc'nntc., that 
a solution was not obtained for the test case although the soh'L'rs 
were running for more than 24 hours. 
Model Test case Horizon Number Solution time Gap [%] 
no. [months] of orders [CPU seconds] 
2A 4 2 100 33766 19 
2A 5 3 150 68890 20 
2A 6 4 200 * * 
2A 7 4 225 * * 
2A 8 6 336 * * 
2B 4 2 100 21650 18 
2B 5 3 150 49621 20 
2B 6 4 200 * * 
2B 7 4 225 * * 
2B 8 6 336 * * 
2C 4 2 100 41046 9 
2C 5 3 150 78651 7 
2C 6 4 200 * * 
2C 7 
ý2 4 
* * 
,« 8 6 336 * * 
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All of the models proposed for the middle level could be solved for test cases 4 
and 5 but none of them could be solved for the larger test cases within 24 hour, of 
computational time. Model 2B is the most efficient one in terms of computational time 
when standard solution models are used for the complete model. 
As can be seen in table 4 and table 7 there is a considerable gap when models 
IA, I B5 2A and 2B are solved. The gap represents the percentage difference between 
the objective value for the LP relaxed model. i. e. the lover bound, and the best value 
obtained for the MILP model. The MILP solution can however be optimal ev cn though 
there is a considerable gap between the lower bound and the optimal value. Although 
the MILP model has been solved to optimality the solver does not terminate before the 
gap between the MILP objective value and the objective value of the LP relaxed model 
is less than the defined optimal criteria. The solver was usually able to obtain the 
optimal solution within approximately '/4 of the total solution time required for the 
solver to terminate. The larger test cases showed evidently that model types A and B 
suffer from a poor LP relaxation which is improved with valid inequalities as explained 
in section 6.2.3. 
Model 2C poses different relaxation characteristics compared to models 2: \ and 
2B. The LP relaxation seems to be tighter and the root relaxation takes a longer time to 
solve while fewer nodes are usually searched in the next step of the solution process 
when searching for an integer feasible solution. This is something that was not explored 
any further and will be left out for future work. 
Model 2A is the most convenient model to use at level 2 and the output from 
the model can be directly used to confirm deliveries of orders. Model 2C requires more 
post processing to transfer the output results to a convenient form and it is more 
complicated to include the different priorities of the individual orders. Model 2C turned 
out to be rather inefficient in terms of computational time although it «as able to 
increase the utilisation of the production resources in some cases. 
8.2.3 Models for level 3 
At the lowest level in the integrated multi-scale algorithm is an optimisation model used 
for detailed scheduling of production with exact timing of production tasks. The 
formulation of the model proposed for the lowest level is quite different from the 
formulations proposed for the higher levels since it is based on a continuous timescale. 
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The motivation for using a continuous timescale is the desired accuracy of the decision 
level as a continuous timescale allows more exact timing of production tasks. 
The number of variables and constraints required by the model proposed for the 
lowest level when used for the largest test case can be seen in table 8. The time frame 
method for reduction of the solution space was not applied for model :D as it i" not 
based on a discrete time representation. 
Table 8: The maximum number of variables, continuous variables, integi'r 
variables and constraints for the largest test cases experienced with 
standard solution methods at the lowest level of the integrated multi- 
scale algorithm. 
Level Model Total variables Cont. variables Int. variables Constraints 
3 3D 21603 375 21228 708 1 
Table 9 shows the computational time and the integrality gap obtained when the 
different test cases for the lowest level were solved with model 3D. 
Table 9: Statistics representing results from the models used for the lobt L'. ct 
level of the integrated multi-scale algorithm. 
Model Test case Horizon Number Solution time Gap 
no. [months] of orders [CPU seconds] 
3D 11 25 10 0 
3D 21 50 73 0 
3D 31 75 581 0 
The model for the lowest level of the integrated multi-scale algorithm proved to be very 
efficient for its target test cases as can be seen in table 9. The model was also evaluated 
for the two smallest test cases at the middle level and it was able to solve test case 4 
faster than the models designed for the middle level but it was on the other hand not 
able to provide a solution for test case 5. 
The test results show that the model can be solved to obtain an optimal solution 
in less than 10 minutes for all the test cases with a horizon of 1 month and according to 
these test cases the model seems to be very suitable for its proposed purpose. as a tool 
for short-term detailed scheduling. Work was therefore not spent on developing 
solution methods to improve its solution efficiency. 
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8.3 Performance of heuristics 
The objective of this work has been to provide realistic and accurate models solvable 
within acceptable computational times. This is very challenging for complex and 
comprehensive planning and scheduling problems such as the one under consideration 
here. The MILP models introduced in the previous chapters become very large when 
applied for the largest test cases at each level in the integrated multi-scale algorithm as 
can be seen in the corresponding tables in section 8.2. The scope of the test cases 
reflects the industrial requirements from the problem under consideration and the 
models were not tractable with standard solution methods. 
Different types of methods and heuristics were developed and various 
experiments were made in this study in order to make the models at the middle and top 
level of the integrated multi-scale algorithm tractable and reduce the computational 
time.. The methods and heuristics belong to three main groups depending on their 
functionality, i. e. pre-processing, optimisation and post-processing and together they 
compose the overall three step solution procedure proposed in this study. The following 
sections briefly describe the main results of the different methods and heuristics. 
8.3.1 Time frame subsets 
The solution space was reduced by creating subsets of the sets of time related indices. 
The subsets define where and when the production of each order is allowed at each 
stage and thereby decrease the number of variables and constraints that are needed in 
the models. 
The method proved to be very effective in reducing the number of variables and 
constraints needed in the models with discrete time formulations and thereby reducing 
the solution space that the solution methods need to search. The number of variables 
was reduced by 70% and the number of constraints by 95% for model 1A where the 
method was most effective. The smaller the allowed production slots are made the more 
the solution space is reduced. However if the slots are made too tight the setup cost 
increases and the model becomes infeasible in the worst case because of limited 
temporal flexibility in allocating orders when machines are heavily loaded. It must 
hence be ensured that the time frame subsets are not made too small. 
The discrete time formulations. in particular models IA and 2A. are 
considerably more efficient when the time frame subsets are used. 
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8.3.2 Lower bounds improved with valid inequalities 
The models based on a discrete time representation suffered from a poor LP relaxation 
and it therefore takes a commercial solver such as CPLEX a long time to improve tlhc. 
lower bounds and deliver a solution with an acceptable gap. The lower bounds were 
therefore improved with two sets of valid inequalities. The most effective one was to 
add a constraint for the minimum number of campaigns needed for each product family 
at each production stage in a feasible solution and thereby forcing the relaxed model to 
have a certain minimum amount of setup cost in the objective value. Table 10 shows 
the solution time of model 2A when used with the lower bounds for the minimum 
number of setups. 
Table 10: Statistics representing results from model 2. -1 when valid 
inequalities have been added to improve logt er bounds. The 
optimality gap is calculated from the original lower bound. The * 
sign denotes that a solution was not obtained /n the test cast, 
although the solver ran for more than 24 hours. . -t solution 
has not 
been obtained for test case 6 with the complete model and ins Lead the 
integrality gap of model 2A when valid inequalities have been added 
is presented, i. e. the integralihv gap for the model undc, 
consideration here. 
Model Test case Horizon Number Solution time Gap [%] 
no. [months] of orders [CPU seconds] 
2A 42 100 5467 19 
2A 53 150 13931 24 
2A 64 200 41237 26 
2A 74 225 
2A 86 336 
The results show a great improvement in terms of solution time although the solution 
quality is slightly worse in most cases as can be seen from the gap which is calculated 
with the lower bound obtained by the original complete model. By adjusting the 
optimality criteria the same solution quality can be obtain with the use of the improved 
lower bounds in far less time. 
The second approach to improve the lower bounds was to add constraints for 
the minimum delays that will occur in feasible solutions. Minimization of delay", is one 
of the criteria in the objective function of models IA. I B. 2A and 2B and introducing a 
minimum value for the delays creates a lower bound for the objective function and can 
improve the LP relaxation. Table 11 shows the solution time of model 2A when used 
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with the lower bounds for the minimum number of campaigns for each product family 
at each production stage as well as minimum unavoidable delayed deli\ crie, in a 
feasible solution. 
Table 11: Statistics representing results from model 2. -1 when two sets of valid 
inequalities have been added to improve lower bounds. The 
optimality gap is calculated from the original lower bound from the 
complete model for test cases 4 and 5. The same lower bound as 
used in table 10 is used here to calculate the optimality gap for !t ct 
case 6. For test case 7 the integrality gap of the model under 
consideration here is presented since a solution was not obtained 
with the previous models. 
Model Test case Horizon Number Solution time Gap [° o] 
no. [months] of orders [CPU seconds] 
2A 42 100 1423 22 
2A 53 150 9230 23 
2A 6 4 200 36997 27 
2A 7 4 225 61107 20 
2A 8 6 336 
The results in table 11 show that the lower bounds improved even further by adding the 
constraints for minimum amount of unavoidable delays as described in section 0.2.3. 
The lower bounds for the minimum number of campaigns and the lower bounds for the 
minimum delays greatly improved the solution efficiency of the discrete time 
formulation models at the middle and top level. By using the valid inequalities it was 
possible to obtain solutions for all the test cases at the middle level apart from the 
largest one. The valid inequalities are therefore used to improve the efficiency of the 
other solution heuristics that have been developed. 
8.3.3 Spatial decomposition 
The spatial decomposition heuristic was designed to decrease the solution time of the 
models and make them tractable for the largest test cases. This heuristic was inspired 
from production performance problems found in the production plant since two 
bottlenecks in the overall production process were discovered, one at the first 
production stage and the other at the last production stage. The problem was therefore 
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decomposed into two main components: first to sol\ e the problem for stages with the 
bottlenecks and then to solve the problem for the other stages. 
The heuristic was implemented and tested for model 2A, and table 12 sho%ý' the 
main results. 
Table 12: Statistics representing results from the model 2A when the spatial 
decomposition heuristic was used for solving the model. The * sign 
denotes that a solution was not obtained for the test case although the 
solver ran for more than 24 hours. The optimalih' gap is calculated 
from the original lower bound from the complete model for test cases 
4 and 5. To calculate the optimality gap for test case 6 the same 
lower bound is used as in table 10 and for test case the same lower 
bound is used as in table 11. 
Model Test case Horizon Number Solution time Gap ['o] 
no. [months] of orders [CPL' seconds] 
2A 42 100 1088 19 
2A 53 150 7834 26 
2A 6 4 200 26177 37 
2A 7 4 225 53110 35 
2A 8 6 336 
The decomposition heuristic clearly showed a reduction in solution time compared to 
the complete model (see table 7 for comparison). It did however not perform 
particularly well for the three largest test cases. The solution time for test case 6 is 
acceptable and shows an improvement compared with the previous results but the 
quality of the solution has worsened, i. e. the gap from the original LP relaxed solution 
has increased. No solution was obtained for the largest test case within 24 hours of 
running time. A solution was however obtained for case 8 after almost 28 hours of 
running time but the solution was of poor quality. 
For the larger test cases the heuristic used up to 20 iterations to return the 
solution. The solution time of each model solved was greatly reduced compared to 
solving the complete model but because of the large number of iterations required the 
total solution time was not greatly reduced. In each iteration the heuristic increased the 
flow time for one or more of the orders and for some of the orders the flow time 
appeared to become too high, which resulted in delayed deliveries and unreasonable 
production plans. 
156 
8.3.4 Temporal decomposition - rolling horizon 
With the temporal decomposition approach, the problem is divided into smaller sub- 
problems throughout the time horizon and the sub-problems are solved one by one in a 
backward manner. Each sub-problem is integrated with the sub-problems that have 
already been solved by accounting for the campaigns that have been scheduled and by- 
reducing the available capacity of the machines used in accordance with the utilization 
of the campaigns. There is a great interaction in multi-stage scheduling problems 
between tasks/orders that have intersecting feasible time frames, and those relation', 
need to be included but on the other hand the orders produced at the beginning of the 
time horizon hardly interact directly with the orders produced at the end of the time 
horizon. 
The heuristic was implemented at the top level for model I A, and the main 
results are represented in table 13. 
Table 13: Statistics representing results from model 1A when the temporal 
rolling horizon decomposition heuristic was used for solving the 
model. The optimality gap for test cases 9 and 10 is calculated from 
the original lower bound found with the complete model. The gap 
presented for test cases 11 and 12 is the integrality gap from the final 
step of the rolling horizon algorithm since a solution has not been 
obtained for the complete model. 
Model Test case Horizon Number Solution time Gap [%] 
no. [months] of orders [CPU seconds] 
IA 97 150 2030 16 
1A 10 9 200 13971 24 
IA 11 11 250 31895 15 
lA 12 12 318 83740 16 
The temporal rolling horizon decomposition heuristic was able to provide solutions to 
all the test cases within 24 hours of computational time although it was very close to the 
limit for the largest test case. The integrality gap from the last step of the temporal 
decomposition rolling horizon algorithm that is used to represent the gap for test cases 
11 and 12 in table 13 does not reflect the quality of the solution %t ell but it is useful for 
comparison with other solutions. 
To reduce the solution time even further the objective function of the 
optimisation models was modified when used with the temporal dccompo,, ition 
algorithm. The setup cost was removed from the objective function and the weight.., of 
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the other two criteria were slightly changed resulting in the solution time as shown in 
table 14. 
Table 14: Statistics representing results from model IA when the temporal 
rolling horizon decomposition heuristic was used with the modified 
objective function. The optimality, gap for test cases 9 and 10 is 
calculated from the original lower bound found with the complete 
model. The optimality gap presented for test cases 11 and 1 is 
calculated with the same lower bounds as used for calculating the 
gap presented in table 13. 
Model Test case Horizon Number Solution time Gap [%] 
no. [months] of orders [CPU seconds] 
IA 97 150 16 41 
IA 10 9 200 116 44 
IA 11 11 250 871 28 
lA 12 12 318 3480 3 
The solution time was radically reduced by using the modified objective function. All 
the test cases were solved within 1 hour of computational time which is very impressive 
but the quality of the solutions has been greatly reduced since the gap is around two 
times larger than the gap obtained for the complete model. This is obviously a good 
heuristic to obtain feasible solutions to large models in a fast manner and can be very 
useful if the quality of the solution is not as important as the time required to obtain the 
solution. This kind of feasible solution can also be used as a starting point for other 
methods which can be used for increasing the quality. The modified objective function 
was also evaluated for the complete model, i. e. without the temporal decomposition. 
The results are shown in table 15. 
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Table 15: Statistics representing results from model 1.4 when the compkic 
model was solved with the modified objective function. The 
optimality gap for test cases 9 and 10 is calculated from the original 
lower bounds found with the complete model. The optimality gap 
presented for test cases 11 and 12 is calculated with the same lower 
bounds as used for calculating the gap presented in table 13. 
Model Test case 
no. 
Horizon 
[months] 
Number 
of orders 
Solution time 
[CPU seconds] 
Gap [° o] 
IA 9 7 150 156 34 
IA 10 9 200 1150 37 
IA 11 11 250 9771 23 
IA 12 12 318 21800 27 
All the test cases could be solved within 24 hours with the complete model and the 
modified objective function (the timeframe subsets and the valid inequalities to improvc 
the lower bounds were used to help). The solution time obtained with the complete 
model and the modified objective function is greater than the solution time obtained 
when the model is solved with the temporal decomposition and the modified objective 
function but the quality of the solutions is better. It is evident that the modified 
objective function is very useful to obtain feasible solutions to the largest test cases 
whether it is used with a decomposition heuristic or not. 
8.3.5 Partial relaxation of integer conditions 
This heuristic uses temporal decomposition to divide the problem into sub- 
problems which are solved one by one and part of the integer conditions are 
relaxed for the sub-problems not being solved each time. The heuristic was 
implemented and evaluated for model IA and the results are shown in table 16. 
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Table 16: Statistics representing results from model 1.4 when solved it itli the 
partial relaxation of integer conditions. The * sign denotes that a 
solution was not obtained for the test case although the solver ran for 
more than 24 hours. The optimality gap for test cases 9 and 10 is 
calculated from the original lower bounds found with the complete 
model. The optimality gap presented for test cases 11 is calculated 
with the same lower bound as used for calculating the gap presented 
in table 13. 
Model Test case Horizon Number Solution time Gap [%] 
no. [months] of orders [CPU seconds] 
IA 9 7 150 1298 22 
IA 10 9 200 3935 16 
1A 11 11 250 65150 28 
IA 12 12 318 
The heuristic was able to deliver solutions to all test cases except the largest one. It is 
interesting to compare the solution times with the ones obtained with the backward 
rolling horizon heuristic shown in table 13 which was slower for test cases 9 and 10 but 
considerably faster for test case 11. The smaller test cases were solved relatively 
quickly and with relatively small optimality gaps but there was a great increase in the 
solution time when the number of orders in each sub-problem was greater than 100. 
The results suggest that it might be interesting to decompose the problem into more sub- 
problems, each of smaller size. 
8.3.6 RMILP based variable elimination heuristic 
The heuristic relies on the observation that only a small amount of the allocation 
variables are active at the integer solution and it can therefore be beneficial to identify 
as far as possible inactive variables before solving the actual problem. The heuristic 
was implemented for model 1A and the results are shown in table 17. 
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Table 17: Statistics representing results from model 1.4 when solved with the 
RMILP based variable elimination heuristic. The optimality gap for 
test cases 9 and 10 is calculated from the original lower bounds 
found with the complete model. The optimality gap presented for tt'. st 
cases I1 is calculated with the same lower bounds as used for 
calculating the gap presented in table 13. 
Model Test case Horizon Number Solution time Gap [' o] 
no. [months] of orders [CPU seconds] 
IA 97 150 691 4 
lA 10 9 200 4145 56 
IA 11 11 250 38155 43 
IA 12 12 318 
The heuristic was able to deliver solutions to all test cases except the largest one but the 
quality of the solution is not very good since the gap is large. The heuristic eliminated 
too many variables which resulted in insufficient flexibility when the MILP model was 
solved. The heuristic therefore did not perform well but it might perhaps be improved 
by embedding some additional flexibility in the mechanism that fixes the allocation 
variables. Further improvements and experiments were however left out for future 
work. 
8.3.7 Pre-selection of resources to eliminate variables 
The strategy of this method is to reduce the set of production routes for each product 
family or order by pre-selecting machines and creating smaller subsets before the actual 
production plan or schedule is optimised and thereby eliminate allocation variables and 
reduce the solution space that the optimisation method has to search. The subsets of 
machines are selected with the objective of balancing the load between the machines 
which should be preferable for increasing the overall efficiency and reducing the 
bottlenecks in the final production schedule. Experiments were made with two different 
versions models to pre-select the machines; one that allocates entire product 
families to 
certain machines and the other allocates individual orders to certain machines 
(see 
section 6.3.4 for further explanation). 
Table 18 shows the results from the heuristic when the method was used for 
model IA and the machines were pre-selected for product families, and table 
19 when 
the machines were pre-selected for individual orders. 
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Table 18: Statistics representing results from model JA when solved by pre- 
selecting the machines for product families. The optimality gap for 
test cases 9 and 10 is calculated from the original lower bounds 
found with the complete model. The optimality gap presented >or test 
cases 11 is calculated with the same lower bounds as used 1(»- 
calculating the gap presented in table 13. 
Model Test case Horizon Number Solution time Gap [%] 
no. [months] of orders [CPU seconds] 
1A 97 150 2561 26 
lA 10 9 200 7132 14 
IA 11 11 250 49435 38 
IA 12 12 318 
Table 19: Statistics representing results from model la when solved by pre- 
selecting the machines for individual orders. The optimality gap Jar 
test cases 9 and 10 is calculated from the original lower bounds 
found with the complete model. The optimality gap presented. lHr test 
cases 11 is calculated with the same lower bounds as ust'J for 
calculating the gap presented in table 13. 
Model Test Horizon Number Solution time Gap 
Case no. [months] of orders [CPU seconds] 
lA 9 7 150 2740 25 
lA 10 9 200 6982 36 
IA 11 11 250 52119 36 
IA 12 12 318 
Both versions of the heuristic were able to deliver solutions to all test cases except the 
largest one but the quality of the solutions is not very good since the gap is rather large. 
The initial version of the heuristic that pre-selects machines for individual orders 
allocated the production of each order to a certain machine at each stage. That was not 
always suitable since orders of the same family with similar due dates could be 
allocated to different machines. In those cases it is more suitable to allow the 
production of the orders to take place on any of the machines that are already used for 
some of the orders belonging to the same family instead of restricting it to only one of 
them. The subset of all the pre-selected machines for this family is nevertheless smaller 
(or equal in some cases) than the entire set of possible machines for the family which is 
the desired purpose of this model, i. e. to decrease the solution space. The modified 
version of the heuristic selects machines for each order as for the previous heuristic but 
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the fixing mechanism (see step 2 in section 6.3.4) does not necessarily fix the 
production of each order to a single machine, instead it allows the production to take 
place on any of the machines that have been selected for some of the orders belonging 
to the same product family. 
Figure 44 shows the distribution of the workload between the different 
production resources in the factory. 
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Figure 44: The workload on the different machines at each production stage in the Jractory 
(utilization). The optimisation model attempts to minimize the marinmum work load on the 
machines. 
There are two main bottlenecks in the production plant, one is a machine in the 
granulation stage and the other is a machine in the coating stage. The model tries to 
minimize the production load on the most utilised machine out of all machines. It 
would probably be more effective to let the model minimize the production load on the 
most utilised machine at each stage in order to distribute the load more evenly within 
the machines at each stage. 
The pre-selection of machines does not account for the interaction of the 
different production stages required for each family and hence in some cases reduces the 
set of available machines too much which results in delayed deliveries. Although the 
selected machine is not the one with the longest total production time the machine may 
sometime have to wait for production to finish on previous stages and can therefore 
become critical in terms of delivering the production at promised delivery dates. 
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G1 G2 G3 G4 G5 G6 Cl C2 C3 C4 C5 C6 C7 C8 C9 CT1 CT2 CT3 CT4 P1 P2 P3 P4 P5 P6 P7 
The overall conclusion is that the pre-selection of machines can be useful for 
datasets where the resources are not highly utilised. but when the overall system 
becomes more loaded the heuristic becomes less useful and will result in a worse 
solution quality and even slow down the overall solution process. 
8.3.8 Partial relaxation and optimisation to improve 
solutions 
The last step of the three step solution procedure is post-processing where the solution is 
improved if that is somehow possible. As previously mentioned the «veight of the setup 
cost in the objective function was reduced to improve solution efficiency in the 
optimisation step but the resulting solution contains many setups, which are expensive 
and reduce the effective capacity. The solution is however feasible and in the post- 
processing step the heuristic starts with the feasible solution and gradually improves it 
by merging campaigns and reducing the setup cost. 
The heuristic was implemented for model IA and the results are sho%\ n in table 
20. 
Table 20: Statistics representing results from model 1. -1 when solved with the 
temporal rolling horizon decomposition heuristic and post processed 
with the partial relaxation. GapI represents the gap after the 
heuristic has been used for the optimisation while Gap II represents 
the final gap after post processing. The optimality gap for test cases 
9 and 10 is calculated from the original lower bounds j6und with the 
complete model and the optimality gap presented for test cases 11 
and 12 is calculated with the same lower bounds as used for 
calculating the gap presented in table 13. 
Model Test Horizon Number Post-processing Gapl Total solution Gap 
case [months] of solution time [%] time II 
no. orders [CPU seconds] [CPU seconds] [° ö] 
IA 97 150 788 41 804 31 
lA 10 9 200 2652 44 2768 35 
IA 11 11 250 8113 28 8984 23 
1A 12 12 318 21812 32 2 5292 
As can be seen in table 20 the post-processing heuristic considerably improves the 
quality of the solutions. The post-processing however requires more computational 
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time than the actual optimisation step but the overall solution time is quite acceptable 
for these large test cases. 
It seems to be a quite promising solution strategy to first solve the optimisation 
problem with the modified objective function and then afterwards improve the solution 
with some post-processing. It would be very interesting to experiment with different 
versions of the post-processing heuristic but it will be left out for future work. 
8.4 Comparison of results 
The model proposed for the lowest level of the integrated multi-scale algorithm proved 
to be very efficient for its target test cases. In addition to the test cases at the lowest 
level the model could also be solved for the smallest test case at the middle level but it 
was not solved for the second smallest test case at the middle level (test case no. 5). 
The solution time showed an exponential increase with the number of orders as can be 
seen in figure 45. 
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Figure 45. The computational time as a fiunction of number of'orders and test case when solved 
with model 3D at level 3. 
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Figure 46 shows a comparison of the computational time obtained by the 
different optimisation models and solution procedures developed and tested for the 
middle level. 
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Figure 46: The computational time obtained with the solution methods used at level 2. 
No solution was obtained for the largest test case used at the middle level. The 
best computational time is obtained by the spatial decomposition algorithm for all the 
other test cases. The quality of the solutions obtained by the spatial decomposition 
algorithm is however worse than that of the solutions obtained by model 2A when used 
with both types of valid inequalities for improving lower bounds. Both of the methods 
are useful and which one to select depends on the preference of quality or solution time. 
Figure 47 shows a comparison of the computational time obtained by the 
different optimisation models and solution procedures developed and tested for the top 
level of the integrated multi-scale algorithm. 
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Comparision of computational time for models and solution procedures used at level 2 
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Figure 47: The computational time obtained with the solution methods used at level 1. 
The lowest computational time was obtained by the temporal decomposition 
heuristic when used with the modified objective function but the solutions it delivers are 
of poor quality. When the post-processing step with the improvement heuristic is added 
the solution quality greatly improves and the computational time is still fairly 
acceptable. 
Figure 48 shows a comparison of the computational times of the preferred 
solutions obtained for each test case. 
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Comparision of computational time for models and solution procedures used at level 1 
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Figure 48: The computational time of the preferred solutions methods in terms of hotte solution 
quality and computational time for each test case. 
No solution was obtained for the largest test case used at the middle level. The 
test case covers a period of 6 months and it includes more orders than can be expected 
for the decision problems at the middle level. It was therefore decided to put less effort 
in improving the efficiency at the middle level and focus instead at the top-level where 
great enhancements were needed. Great reductions in computational time were 
accomplished at the top level and it may be expected that reductions can as well be 
obtained at the middle level by developing tailor made heuristics. 
Figure 49 shows a Gantt chart that represents an example of a campaign plan 
created for the top level of the multi-scale algorithm. 
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Figure 49: The figure shows a Gantt chart that represents a campaign plan made at the top 
level in the multi-scale algorithm with model ]A. The bars represent the campaigns and the 
different shadings (colours) represent the different product families. The circles and arrows 
show the path of one campaign through the production plan. The expanded bar above the Gantt 
chart gives an example of a detailed schedule within one of the campaigns. 
8.5 Comments on the integration strategies 
Test results suggest that the integration strategies are quite effective in passing the 
demand information between the levels although excess and imperfectly controlled 
capacity is sometimes reserved for production of overestimated demand. The 
integration strategies did on average not slow down the solution process when they were 
added to the models at the different levels. To make final adjustments of the integration 
strategies it is desirable to have more variations of the datasets to further explore the 
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characteristics and functionality of the integration strategies under a great variety of 
conditions. Initial results strongly suggest that the integration strategies create feasible 
problems when information is transferred between levels. 
Some of the integration strategies did reduce the solution efficiency with the 
addition of rather complex constraints, while others improved it by reducing the feasible 
solution space, i. e. the area searched by the optimisation algorithm. For the test cases 
under consideration the integration strategies slightly improved the overall solution time 
at all the levels, compared to the time required when solving the models separately. 
There are two possible methods to do a proper evaluation of the integration 
strategies and the overall multi-scale algorithm. The first option is to implement the 
approach and use for the actual production planning and scheduling in the factory. The 
approach is hardly ready to be implemented in the factory and used for making critical 
decisions and hence the first option is not a good one. If the approach would be 
implemented and used in parallel with the current production planning and scheduling 
methods it would be difficult to evaluate properly the consequences of the decisions 
suggested by the approach since decisions would still be made by the current methods. 
The production is an ongoing process and decisions greatly affect the progress of 
production which again affects the subsequent decision problem and thus the problem is 
composed of a chain of dynamic decisions rather than individual static decision 
problems. The second option is to develop a simulator that generates intelligent sales 
forecasts and customer orders and also generates unforeseen events that can make 
production plans and schedules infeasible. This kind of simulator would be very useful 
for testing the approach and developing further without the risk involved with 
implementing an unproven approach. 
8.6 Comments on the integrated multi-scale 
algorithm 
In order for the optimisation models and solution procedures to be practical they must 
offer solutions of good quality within acceptable computational times. The definition of 
acceptable computational time depends on the intended use of the models. For 
long 
term campaign planning at level 1 of the integrated multi-scale algorithm it is full` 
acceptable to wait over one night, i. e. for approximately 12 hours. For the campaign 
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planning and order scheduling model at level 2 it is also acceptable to wait over a night 
as the customer orders are never confirmed on the same day they are received by the 
factory. However for the purpose of interactivity and evaluating different production 
setups it would be useful to speed up the solution process at the middle level. It would 
also be very helpful for demand management, in particular to answer CTP questions 
required by customer service (capable to promise) to obtain some solutions in one hour 
or less although that is very difficult. Approximate answers might also be provided by 
the use of simple heuristics or data analysis methods. For the detailed scheduling at 
level 3 of the integrated multi-scale algorithm it is acceptable to wait for 1 hour or less 
(e. g. during lunch) as the schedule must often be reconsidered once or ev en more often 
per day when new information becomes available. 
Another option for improving the solution is to use an interactive decision 
support system where the production manager can use his or her expertise to improve 
the results. The best results may be obtained by combining the automation of an 
optimisation based system with the expertise of an advanced production manager. 
The multi-scale hierarchical framework is well suited to be embedded in 
decision support systems for planning and scheduling. The efficiency of the models and 
solution procedures used in the framework is really important for real world 
applications where new plans and schedules are often needed rapidly as new 
information become available. The recent research found in the literature on planning 
and scheduling in the process industry focuses on solution efficiency and techniques to 
render ever larger problems tractable. There remains work to be done on both model 
enhancements and improvements in solution algorithms if industrially-relevant 
problems are to be tackled routinely, and software based on these arc to be used on a 
regular basis by practitioners in the field. The quality of solutions is also a vital factor 
for the acceptance of practitioners in the field. The results obtained with the 
optimisation models developed in this study have been presented to the production 
management division in the factory that provided the test cases. Their impression was 
that the results are more or less in accordance with the operational environment and the 
results respect the operational constraints required. The production management 
division also confirmed that the results seemed sensible in terms of optimality of the 
plans. It can thus be concluded that the results are practical in terms of quality. 
A straight forward extension to the integrated multi-scale algorithm is to add 
more levels to the framework. It is of great interest to add a multi-site planning level 
above the single-site campaign planning which is currently the top level of the 
approach. At the multi-site planning level (often named supply network planning in the 
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literature) decisions regarding product allocation, financial decisions, capacity 
adjustments and other global planning decisions would be made. The multi-site 
planning decisions can provide input information to the current single-site planning 
decisions as well as utilise the output information from the single-site campaign 
planning level. Other levels such as supply network design or strategic planning could 
also be added above the current levels. Below the current levels in the framework could 
be added levels for control and execution of the production schedule decided at the 
lowest level. These other levels have not been studied here. 
So far, it has been assumed the demand is known. Next chapter, presents a 
robust procedure that has been developed in this study to deal with demand uncertainty. 
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9 Uncertainty in demand 
9.1 Introduction 
Make to order production within the process industries is generally operated in a very 
competitive and unpredictable environment where the key factors to succeed are to 
provide high service levels and flexibility at the same time as offering inexpensive 
products. To receive business, companies must often promise shorter lead-times and the 
option of adjusting order quantities and changing delivery dates. It is a challenging task 
to cope with uncertainty and variation in the demand and when combined with the 
challenge of cutting down the production costs to be able to provide inexpensive 
products, the proper planning and scheduling of the production becomes very difficult 
and crucial for success. The pharmaceutical industry is a good example of an industry 
where planning and scheduling of make to order production is a big challenge. Flexible 
multi-product production processes have become commonly used as they help 
companies to respond to changing customer demand and increase plant utilization, but 
the greater complexity of these processes together with the altered market conditions 
have rendered the relatively simple planning and scheduling techniques previously used 
insufficient (Shah 2004a). This emphases the current need for flexible and efficient 
methods. 
Uncertainty is an influential factor when planning and scheduling in reality. 
Uncertainty is one of the most challenging but very important problems in supply chain 
management (Sabri and Beamon 2000). There are many sources of uncertainty and it 
depends on the time scale under consideration which ones are taken into account. The 
ones most important for planning problems with longer horizons are environmental data 
such as demand and prices of products and raw materials, whereas process data such as 
processing times and equipment availabilities are of more importance for scheduling 
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problems. The approaches found in the literature consider uncertainties in either a 
reactive or proactive manner. The reactive approaches do not account for the 
uncertainties initially when the plan or schedule is made but instead the\ respond by 
creating a new plan or schedule when unexpected events occur or parameters changcý,. 
The proactive approaches do on the other hand consider the uncertainties and attempt to 
structure a plan or schedule that is optimal and reliable. The reactive approaches in fact 
deal with deterministic problems whereas the proactive approaches are dealing with 
stochastic problems which often require more complicated mathematical models and 
techniques. Among techniques commonly used in the chemical engineering literature is 
the framework of scenarios (Floudas and Lin 2004). Approaches based on the 
framework of scenarios attempt to forecast and account for all possible future outcomes 
through the use of a number of scenarios but the size of the problem increases 
exponentially with the number of uncertain parameters which make a scenario based 
approach unsuitable for large real-world problems such as under consideration in this 
study. 
9.2 Procedure to increase robustness of long- 
term plans 
The work in chapter 9 is a direct addition to the top level in the integrated multi-scale 
algorithm. The demand is the most significant source of uncertainty for the planning at 
the top level in the hierarchical framework. The demand is based on forecasts which are 
made in an attempt to predict something that will happen in the future. To achieve the 
best possible plans, perfect knowledge of the future is required which is not possible in 
practice. Different forecasting methods have been developed that work efficiently for 
many different forecasting situations. It is however impossible to predict the future 
perfectly and there is always some uncertainty associated with forecasting that needs to 
be taken into account when decisions and plans are made. The quantities and timing of 
the demand can change and if the plan does not consider those changes it is very likely 
that the plan will not be flexible enough to meet those changes and it will as a result he 
less robust. 
The problem under consideration in this study is quite large and % cry 
challenging to solve, even when uncertainties are not considered at all as can be , ccn in 
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the previous chapters. Stochastic programming is not very suitable for solving, the 
problem because of the well known exponential expansion in model size involved with 
stochastic modelling techniques. Instead an iterative procedure is proposed to test the 
plans against a host of potential scenarios that cover a high percentage of possible 
outcomes. The potential scenarios are generated with characteristics that match the 
characteristics of the real data. The generation of the scenarios is very important for the 
procedure and it is based on the observation that the error distribution of the demand 
and the forecast tends to stay the same. 
The sales forecasts given in the problem under consideration in this study have 
historically proven to be rather uncertain and to increase the robustness of the plans at 
the top level an iterative procedure is used where the first step is to use a deterministic 
MILP model to obtain a solution based on the forecasted demand without considerinz 
uncertainty. In the next step the alternative demand scenarios are generated based on 
the historical forecast error distribution and the current forecast. The demand scenarios 
are used as input for a LP model which is used to test the robustness or feasibility of the 
MILP solution for each of the demand scenarios. In the third step the overall results are 
evaluated and if the long-term production plan is feasible for enough many of the 
demand samples, depending on the robustness criteria, then the current plan is used, but 
if not then the demand forecast is adjusted and the MILP model solved again iteratively 
until the robustness criterion has been met. 
The algorithm can be summarized in the following steps: 
Step 1: 
Generate a demand forecast. 
Step 2: 
Run the deterministic MILP model to obtain a solution based on the 
forecasted demand without considering uncertainty. 
Step 3: 
Generate alternative demand scenarios based on the historical error 
distribution and the current demand forecast 
Step 4: 
Run the LP model to test the feasibility of the solution obtained in stcp 
2 for each of the demand scenarios 
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Step 5: 
If the solution from step 2 is feasible for enough many of the demand 
samples (depending on the robustness criteria) then the solution has 
been found, else go to step 6. 
Step 6: 
Adjust the demand forecast according to results from step 4 and go 
back to step 2. 
The algorithm is illustrated with a flowchart shown in figure 50. 
Demand forecasts 
MILP solved for 
forecasted demand 
Statistically 
generated demand 
scenarios 
LP solved for 
demand scenarios 
/ Plan meets Yes 
robustness 
criteria 
No 
Demand forecasts 
adjusted 
Long-term 
production plan 
Figure 50: Flowchart explaining the structure of the iterative procedure. Each component is 
further explained in the following sections. 
The following sections explain further each of the components used by the 
procedure shown in figure 50. 
9.3 Demand forecasts 
The demand forecasts that are used as input were generated by the sales department in 
the pharmaceutical company that provides the problem and test cases. The demand 
forecasts specify how much of each product family will be sold in each month of the 
year. Sales forecasts were also created with statistical forecasting methods during this 
study. Those forecasts did overall outperform the forecasts created by the sales 
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department when used for this level of aggregation but despite that the experiments in 
the following sections are based on the forecasts from the sales department. 
9.4 MILP optimisation model 
The model used here is model 1B which is introduced in section 5.3.3 and the numbers 
of the equations refer to the corresponding equations in section 5.3.3. The nomenclature 
and the formulation of the model will however be repeated here for the convenience of 
the reader although the more detailed explanation found in section 5.3.3 is left out here. 
9.4.1 Nomenclature 
Indices 
f f' Product families 
j Machines 
p Products 
s Production stages 
w Weeks 
Sets 
F Product families 
F Families that can be produced on machine j i 
F Families that can be produced in week it, 
it, 
F Families that can be produced on machine j in week it, 
j'Iv 
FE 
f 
Families that are not allowed to produced at the same time in the plant 
FS Families that are not allowed to be produced at the same time at each stage 
ff 
J Machines 
J Machines on stage s 
S 
J Machines that can be used in week it, 
it, 
P Set of products, peP 
P Set of products that belong to product family j, P, cP 
P Set of products that can be produced with machine j. P, cP 
l 
S Stages 
IT 
W 
Parameters: 
A 
f 
D 
p, w 
InvCapSF 
sf 
first last 
S ,S pp 
TotCap 
w 
TotInvCapS 
u i 
min max 
zz 
ss 
a, ß0 
Weeks 
Maximum amount produced of family f on machine j 
Demand for products p in week w 
Maximum amount stored on inventory of each family f at stage s 
First and last production stage for product p, respectively 
Total number of machines that can be used simultaneously in each wi cck ww 
Maximum amount stored on inventory at stage s 
Average setup time for machine j 
Minimum and maximum number of setups on stage s, respectively 
Parameters to adjust the weight of each criterion in objective function 
9.4.2 Formulation 
Variables: 
Positive continuous variables: 
Ifw, s Inventory of product p 
in week w on stage s (Ip,,,., 5 _? 
0) 
XP»,, s Amount produced 
in week w of product p on stages (XPp. 1t,,, _> 
0) 
EPI", Amount of product p that is delayed in week it, (Ep,,, _> 
0) 
Binary variables: 
Yf, j1 if product family f is produced 
in week w on machine j, else 0. 
Z., j 1 if setup work is needed in week w for machine j, else 
0. 
Constraints 
Allocation constraints: 
If 
EFj 
<_1 V WEW, jEJ,, 
ljr=Jf. 
s 
yj 
x, j 
<_ 1v it, E if', fEF,,., sESj 
(15 
( 16 
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Sequencing, inventory and delivery constraints: 
p=IPH Iý+XPp. ý,. s-XP Ks+1Vti, wEW, pEP, sESp\SP''' 1i ß 
Ipw =Ip +XP -Dp -6 x-/VWEW PEPS 
s w-I, s ww pýt, p, P, (1 
XrpwsCIp, 
wls-1 
V pEP, WEWSESpISprs' 
(19) 
pEP 
I 
p, w, s 
<_ InvCapSFs fVweW, f E=- F, sESf (20 r 
lpIp, 
w, s _<TotlnvCapSS 
V wEW, sES (, l ý 
Capacity constraints: 
f EFlt, E=-IJ SES 
pePj 
XPp, 
w, s 
I 
jeJ f,., 
Yf 
, w, j 
`Q1, l 
df(2, 
I: 
J. EJ j EFj H 
Yi, w, J <_TotCapw V wEW , _'} 
(7) 
Campaign constraints: 
", -I jVf EFj , 
jEJf, wEW6i'>>' (24) 
min zZ max 
SSES ZS ; F. i 1t "i 
C1 25 1 
l 
J. 
Y 
_<v 
XP Vf EF, weW, sES eff, f wj PEpP p, x, s J (26 
Mutual exclusivity constraints: 
Y>:,,,, +Yf,,,, <_1 b' f EFf EFSff, sESf, n'EW (27) 
sYfx, s + sX f, ýý, s 
1dfe Ff E=- FEff, w EW (28 
Objective 
min a"I II +O E (29) 'GH 
. 
iGill. i tii'l pEP fEP x'E«i P 
P. '+'. l p. " 
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9.5 Generation of demand scenarios 
The demand scenarios are created by adding a stochastic error term to the forecasted 
demand. The stochastic error terms are simulated based on the historical distribution of 
forecasting errors as the distribution of error between the demand and the forecast tends 
to stay the same. The first step of creating the stochastic error terms is to calculate the 
cumulative distribution function of the error. The cumulative distribution function 
(CDF) describes the probability that a random error term is less or equal to a certain 
value. 
CDF(E) = P(X < E) (109) 
The cumulative distribution function is structured by calculating all the errors 
between the historical demand and the historical forecast and then the errors terms are 
arranged in a cumulative order. The error terms are defined in equation (1 10 ). 
E, =X, -F, ( 110) 
Where X, is the historical demand, F, is the historical forecast and E, is the real error 
term at time t. An example of a cumulative distribution function is given in figure 51. 
Cumulative Distribution Function (CDF) 
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E 
Figure 51. An example of a cumulative distribution function (CDF) 
The simulated demand can then be calculated with equation ( 111 ). 
Dir' =F+E5; M ( 
111 ) 
Where D, "m is the simulated demand at time period t and E"m is the simulated real error 
term at time period t. The simulated error terms are sampled from an inverted 
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cumulative distribution function. A random variable between zero and one is first 
generated for each time period t and then it is used as input for the inverted cumulative 
distribution function which gives the value of the simulated error term for the 
corresponding time period: 
CDF-'(R, )=Es,,,, ( 112) 
Where R, is a random variable generated for time period t. Figure 52 shows an example 
of an inverted cumulative distribution function constructed from real error terms. 
Inverted Cumulative Distribution Function (CDF") 
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Figure 52: Inverted Cumulative Distribution Function 
D 
The procedure for generating the simulated demand was implemented in Matlab 7.0. 
9.5.1 Markov based procedure for generating demand 
scenarios 
The procedure for generating demand scenarios is improved here by using a Marko, 
matrix to check and verify the plausibility of the demand scenarios. In particular that 
the demand profiles should follow certain plausible stages, e. g. it should not be very 
likely that a point of very high demand will be followed by another point of very high 
demand because real customer orders will most likely not follow this pattern. The 
demand is analysed as a Markov chain which is a sequence of random variables A 
having the property that given the present the future is conditionally independent of the 
past as described in equation ( 113 ). 
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P(X, = jIX0 = i0, Xl = ý1,..., X, -I =1, -1) = 
P(X, = jl Xr-1 = i, -1 ( 113 ) 
Where i,,..., ia are the discrete values that the sequence of the random variables takes. 
Markovian transition probability matrixes are structured based on historical demand. 
The matrixes describe the probability of progressing from state s' in time period t-1 to 
stage ,s in time period t. Each state represents demand values within a certain range. 
Sl p= 0 
5, p= 0 
;3 ,' ý" P= O. I , 
S4 p= 0.25 
S5 
" 
p= 0.4 
S6 p= 0.25 
L> 
C. C_ C_ C c_ 
S-) 
ý3 
Si 0 o ni n, 5 04 n, ý 
56 
L- 1L 
Figure 53: The figure on the left illustrates the possible values to transfer- to from state s bused 
on the historical data. Thep values represent the probability of progressing from state s to each 
of the other stages and the resulting row in the Markov transition matrix can he seen on the right 
After the transition matrix has been structured from the historical demand, the 
demand scenarios are generated in a similar manner as explained in the previous 
section, then the Markov probabilities are used to evaluate the plausibility of the 
demand values. That is done by comparing each value with the previous value and if 
the Markovian probability is larger or equal to a predefined value (ß) then the value is 
accepted but if not then the value is rejected and another value generated until the 
condition in equation ( 114) is fulfilled. 
P(X, = slX, -1 = s') 
>_ ,O 
( 114 ) 
If the historical demand data for a certain product family is not very rich then 
the resulting Markov transition matrix will have few non-zero values and the possible 
future demand patterns will be very limited. To increase the possible transitions 
between stages in such cases an exception rule has been applied, which allows randomly 
generated values that are either in the same or neighbouring states to the forecasted 
value. 
182 
Figure 54: If the historical demand data for a certain product family is not yen, rich an 
exception rule accepts randomly generated values that are either in the same or neighbouring 
states to the forecasted value. 
9.5.2 Reduced CDF" procedure 
When the inverted cumulative distribution function (CDF-') shown in figure 51 is 
analysed it can be seen that there are several values caused by extremely large errors. 
Some of the values can be categorised as outliers who are caused by some abnormal 
circumstances or data errors and it may therefore be interesting to utilise only a reduced 
range of the CDF-'. Figure 55 explains how a part of the CDF-' is used for generating 
demand samples. 
Inverted Cumulative Distribution Function (CDF-) 
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Figure 55: It can be of interest to exclude outliers (the largest errors) from the CDF' that is 
used for the generation of the demand scenarios. The figure shows the CDF' and the red box 
shows the part of*it that would be used by using random numbers within [0.05,0.95] as input. 
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The active range of the inverted cumulative distribution function is modified by 
adjusting the range of the random numbers that are generated and used as input. Instead 
of generating a random number within [0, I] the random number can e. g. be generated 
within [0.05,0.95] resulting in a reduced inverted cumulative distribution function a, 
illustrated in figure 55. This will remove rare outliers which will bias the `IILP 
solution and can be used as a part of the procedure to generate the demand scenario. 
with or without the Markov procedure explained in the previous section. 
9.6 LP model to evaluate robustness 
The demand scenarios are used as an input for a LP model which is used to evaluate the 
robustness of the MILP solution for each of the demand scenarios. The campaign 
structure decided by the MILP model is fixed and used as an input for the LP model 
which attempts to fulfil each of the alternative demand scenarios as far as possible 
within the campaign structure intended for the forecasted demand. The LP model is 
quite similar to the MILP model apart from the Y ., 1 and Z,,., j variables which are now 
defined as a parameters. 
Variables: 
Positive continuous variables: 
ifVi"S Inventory of product p in week w on stage s (Ip,,, ", s ý 
0) 
Ep, it, Amount of product p that 
is delayed in week tit' (cp. ý 0) 
XPp,,,,, s Amount produced 
in week w of product p on stage s (XPP, 14,, s _> 
0) 
New parameters: 
Z,,,; Based on MILP results, equal to 1 if setup work is needed in week it, for 
machine j, else 0. 
YfIvj Based on MILP results, equal to 1 if product family f is produced in weck iv on 
machine j, else 0. 
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Constraints 
Inventory balance and delivery constraints: 
Production activities must be performed according to a certain production route and 
inventory balances respected. Constraint ( 116 ) includes the demand for the final 
products of each product Dp, x, and Ep, x. is used for the total amount of product p that has 
not been delivered in week w. Constraint ( 117 ) limits the amount produced on stagc c 
to be less than or equal to the amount produced on the previous stage s-1. 
I p, w, s = 
ip 
w-1 s+ 
XPp, 
w, s -XPpK, S+1Vw E 
W, pEP, SE Sp I SP last 1 15 ) 
I =I +XP -D +E -E `dti1ýEW PS=S1iý' i 116) p, ws p, w-Is p, ws p, w p, w p, w-1 'pEp 
XPp. 
ws 
<_IpW-, 
S-l 
V peP, wEWSESp\Sprs! ( 117) 
A maximum amount of produced goods on inventory of each family at each 
stage must be respected as well as the total amount. 
1P'w'° <_ InvCapSFS f `d WEE W( 118) PEP 
YpIp, w, s<_TotlnvCapSs V wEW, sES (119) 
Capacity constraints: 
Constraint ( 120 ) ensures that the production capacity of machines and the maximum 
number of machines simultaneously in operation is respected. 
XP <_ Yf A 
pePf /ý. Yt'"S /EI j. s 
J 'tit /J 
Vf EFWEW, seSf ( 120) 
Objective 
The objective function includes minimization of the setup time, inventory and 
delays in 
the corresponding order (the setup time is a constant here as it has been 
fixed). 
in x 
Ji, Ep 
', 
121 
Y' 
1 
ma tt'Ejý' JE I 
uJ Gtit'. j 
+ 
18 * 
lpep IjEJP ýttEi3J 
p1P. 
tt. l 
+0- 
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9.7 Robustness criteria and demand forecast 
adjustments 
The aim of the procedure is to estimate more realistically the performance of the 
production plans since there is always some uncertainty associated with the future 
demand and then use the estimation to improve the robustness of the production plan. 
The main goal of the production plan is to fulfil the demand with the minimum cost of 
production. If there is a large deviation between the forecasted demand and the 
alternative demand scenarios (or the actual sale upon the time of realisation) then it will 
be difficult to fulfil the demand and the deliveries of the products may be delayed. To 
estimate the performance of the production plan, the On Time In Full (OTIF) measure is 
used for each product family f in each time period t. OTIF measures the ability of the 
business to supply its products at the time agreed with the customer in the quantity 
agreed and of the right quality and can be defined by equation ( 122 ). 
OTIFf, =1_NDf, NS 
( 12 ) 
Where NDf, is the number of delayed delivery instances and NS is the number of 
simulations performed for each product family 
evaluate the overall performance of the entire plan. 
OTIF=1-If'INDf, 1] NS 
(123) 
By increasing the value of the OTIF measure the overall robustness of the production 
plan is increased and as a result the OTIF measure is used as a stopping criterion for the 
procedure. 
Robustness criteria: 
OTIF =1 or OTIF has increased from last iteration 
( 124) 
The OTIFf1 measure is used as an indication of which values of the forecasted demand 
should be modified for the next iteration of the procedure. 
Demand adjustment criteria: 
If any of the product families has an OTIFj;, value smaller than 0.7. 
then select the first instance and increase the forecasted demand for 
the certain family and period by 10'o or one minimal unit if the 
smallest unit is less than 10% of the demand. 
The OTIF measure is also used to 
( lei ) 
1S6 
This was a successful criterion for when and how to modify the demand but it can of 
course be specified in a different manner and depends on the characteristics of the 
problem and data under consideration. 
9.8 Results 
9.8.1 Demand scenarios 
The results in this section are based on the same data as used in the previous chapters 
and in addition historical data on demand forecasts and actual demand are used to 
evaluate forecasting errors. The simulated demand scenarios are created by adding 
stochastic error terms to the forecasted demand where the stochastic error terms are 
simulated based on the historical distribution of forecasting errors as previously' 
described. The demand is quite unpredictable and the data displays a great deviation 
between the forecasted and actual sales and the demand scenarios are consequently 
composed of a wide range of values for each demand point. The more inaccurate the 
forecast is according to the historical data, the greater the distribution of demand 
scenarios will be and the demand scenarios also reflect forecasting errors such as a trend 
to either over or underestimate the demand of certain product. The following plots give 
an example of the range and the distribution of simulated demand values for one of the 
product families. 
187 
20 demand scenarios drawn with max and min values of 50 simulated 
demand scenarios (red dashed lines) 
50 
45 
40 
35 
30 
25 
20 
15 
10 
5 
0 
12345678 
Demand points 
Figure 56: Examples of the values of the simulated demand scenarios obtained for a certain 
product family. The dashed lines represent the max and min values of each demand point and 
the bold line represents the actual forecasted demand value. 
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Figure 57: The distribution of values in certain time period for certain product family. 
Demand scenarios were also generated by using a reduced range of the inverted 
cumulative distribution function as it is of interest to create production plans and 
schedules that are robust for the majority of possible demand values but not all, i. e. the 
production planning is less interested in making plans immune to uncommon extreme 
values. Experiments were made with different ranges of random numbers for 
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Distribution of demand 
simulating the error terms and figure 58 illustrates some examples of the outcomes 
obtained by using random numbers from different ranges. 
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Figure 58: Simulated error terms obtained when different ranges of random numbers were used 
as input. 
In the experiments made in this study it was preferred to use random numbers 
within the range [0.05,0.95] as it covers 90% of the cumulative distribution function 
and excludes the extreme error values that do no often occur (and are perhaps caused by 
data errors) but greatly affect the feasibly of the plans and schedules under evaluation. 
The distribution of demand scenarios simulated with random numbers from that range 
can be seen in figure 59. 
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simulated demand scenarios (red dashed lines) 
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Figure 59: Examples of the values of the simulated demand scenarios obtained for a certain 
product family when random numbers within [0.05,0.95] are used to simulate the error terms. 
The dashed lines represent the max and min values of each demand point and the hold line 
represents the actual forecasted demand value. 
9.8.2 Markov procedure 
A Markov based procedure was applied to improve the generation of demand scenarios 
and a Markov matrix is used to check and verify the plausibility of the demand 
scenarios as mentioned previously. An example of demand and the resulting Markov 
matrix is given in figure 60 and table 21. 
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Figure 60: An example of demand and forecast for a certain product Jainily. The resulting 
Markov matrix can be seen in table 21. 
Table 21: The Markov matrix describes the probability of moving from the states in the 
column on the left to the states in the row at the top. If the demand is within a 
certain range (state) then the probability of the demand being in am' of the other 
ranges (states) in the next time period can he read from the matrix. 
0 2000000 4000000 6000000 8000000 10000000 12000000 14000000 
0 0.13 0.13 0.25 0.00 0.25 0.13 0.13 0.00 
2000000 0.17 0.17 0.17 0.17 0.17 0.00 0.17 0.00 
4000000 0.13 0.25 0.25 0.25 0.00 0.00 0.00 0.13 
6000000 0.67 0.00 0.00 0.00 0.00 0.00 0. ) 3 (0 0 
8000000 0.25 0.25 0.25 0.25 0.00 0.00 0.00 O. 00 
10000000 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 
12000000 0.50 0.00 0.50 0.00 0.00 0.00 0.00 0.00 
14000000 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 
The Markov procedure helped in generating demand scenarios that imitate the 
characteristics of the actual sale and thereby increased the plausibility of the demand 
scenarios. The Markov procedure is a useful addition to the procedure for generating 
the demand scenarios when the historical demand data is rich. The exception rule 
turned out to be important for the product families with short or sparse demand histories 
and it must be concluded that checking the demand scenarios with the Markov 
transitions matrices is not as useful for those time series. 
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9.8.3 Computational times 
The motivation for not solving the problem with a holistic stochastic model i, the hugc 
computational time involved and the objective with the procedure used here is to obtain 
more robust plans within acceptable solution times. The computational time is- therefore 
of great importance for the usefulness of the proposed procedure. Table 22 shows- the 
computational times used by the different components in the procedure to increase the 
robustness when 50 demand scenarios were used to evaluate the MILP solution. The 
computational time for solving each LP model is relatively very low and solving the LP 
models for all the 50 demand scenarios used in this example requires much less time 
than needed for solving the MILP model. 
Table 22: Computational times used by the different components in the procedure to 
increase robustness when 50 demand scenarios were used to evaluate the . 111LP 
solution. 
Component Computational time 
[CPU seconds] 
MILP 152.95 
LP 11.12 
Other 5.11 
Total 169.18 
The overall solution time of the procedure depends mainly on the computational time of 
the MILP model and the number of iterations required until the procedure concludes. 
9.8.4 Robustness 
In the following an example of results is given and illustrated with graphs showing the 
proportion of backorders and OTIFf, values of the production plans and 
hove the 
robustness of the plan increases as the overall OTIF value 
increases. The first chart 
represents the results obtained after the first iteration of the procedure used to 
increase 
the robustness of the production plans. 
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Figure 61: The graph shows the proportions of backorders of each product family, at each time 
period of the planning horizon. The overall OTIF value is 89.70°0 
After the first iteration it is apparent that one product family is responsible for by far the 
highest proportion of backorders and the procedure modifies the original demand 
forecast for that family and makes another iteration according to the steps defined in 
section 9.2. 
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Figure 62: The overall OTIF value after iteration 2 is 93.88% 
Figure 62 shows that the proportion of backorders has been greatly reduced for the 
product family that had the highest proportion after iteration 1 and the OTIF value has 
been increased. However because of the reduced overall production capacity the 
proportion of backorders has increased for some other product families and it is too high 
according to the stopping criterion and the procedure therefore makes another iteration. 
193 
147 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 
Week number 
147 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 
Week number 
Iteration 3 OTIF = 95 12 '. Proportion of Backorders 
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Figure 63: The overall OTIF value after iteration 3 is 95.12% 
Figure 63 shows that the procedure still obtains an improvement in the OTIF value and 
it iterates until the stopping criterion has been met or no further reduction is obtained in 
the OTIF value which happens in iteration 4. 
Iteration 4 
100 
90 
80 
70 
60 
c 
0 
50 
0 a 
40 
a 
30 
20 
10 
0 
Proportion of Backorders 
OTIF = 94.00 
Figure 64: The overall OTIF value after iteration 4 is 94.00% 
Figure 64 shows the proportion of backorders is more evenly distributed between the 
different product families which should indicate similar risk of delays deliveries for the 
different product families. Some production managers would argue that the solution 
obtained in iteration 4 is better but the OTIF value has increased from iteration 3 and the 
algorithm therefore selects the solution obtained in iteration 3 as the final solution. 
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The procedure terminates after iteration 4 since the OTIF value is higher than 
the one obtained in the previous iteration. The procedure to increase the robustness of 
the long-term plans changed the overall OTIF measure from 89.70% to 95.12% for the 
test case under consideration. 
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10 Conclusions and 
recommendations for 
future work 
10.1 Integrated multi-scale algorithm 
10.1.1 Multi-scale modelling for online decision 
problems 
A great progress has been made in the development of mathematical modelling and 
solution approaches for planning and scheduling during the last two decades. New 
models and solution techniques have been proposed to model and solve the basic 
functionality of most standard planning and scheduling problems that exist in industry. 
Despite the great progress there is still a large gap between the theory and practice and 
very few industrial actors use the more advanced methods that have been developed 
within research institutions, including mathematical modelling approaches. As a result 
are many opportunities to improve decision making and overall performance discarded 
and the existing data is often poorly used. The business and technical environment in 
the make to order production industry has been changing which has rendered the current 
planning and scheduling methods insufficient. I believe that most existing production 
planning and scheduling approaches are lacking an important factor for being suitable 
for implementation and regular use in modern production, in particular make-to-order 
production. Most approaches can be classified as "offline" approaches where the ideal 
case is assumed and regarded that all data of the problem are given or that the data i, 
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subjected to given stochastic uncertainties. A fixed time horizon is also assumed 
instead of considering the problem as a continuous dynamic decision process where new 
information can become available throughout the process. The ideal case i; not \ er, 
common in practice and in this work I have made an attempt to respond to actual 
problems by proposing a planning and scheduling approach for a continuous and 
dynamic decision process where decisions have to be made before all data are available. 
I believe the problem I have been working with in this research is challenging and of 
high practical relevance. It is a critical example of a continuous and online decision 
problem. The production is an ongoing process that is affected by several uncertain 
inputs and various interacting decisions have to be made with different timing and 
frequency in order to fulfil the orders from customers at the minimum cost. Similar 
problems have received little attention by other researchers although the different 
components of the problems have been studied extensively. The problem can be 
described as being composed of a campaign planning problem and a scheduling 
problem, both very challenging but the major challenge of the problem lies in 
integrating the different components. 
It is theoretically possible to build mathematical models for the entire decision 
process including all interacting planning and scheduling decisions. Such monolithic 
models will not be consistent with the nature of the managerial decision process or 
practical due to the computational complexity of models, data and solution techniques. 
To solve full-scale real-world planning and scheduling problems efficiently, 
simplification, approximation or aggregation strategies are most often necessary and I 
believe the integrated multi-scale algorithm proposed in this study can be very suitable 
in many cases. Production planning and scheduling decisions that need to be made in a 
typical make to order production differ by scope and time horizon and the underlying 
input information differs by its degree of certainty and aggregation. The decisions also 
need to be made with different timing and frequency and according to the correct 
sequence which even further makes the case for a hierarchically structured integrated 
multi-scale algorithm such as proposed in this study. 
10.1.2 Optimisation models 
Several optimisation models have been proposed in this study for the decisions at 
different hierarchical levels in the integrated multi-scale algorithm. It has been the aim 
to develop state of the art models that are simple to use and can be solved efficiently. 
Models and modelling techniques to formulate most standard planning and schedulint, 
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problems now exist and the current modelling challenge is all about how to improve the 
efficiency of models and solution approaches since the actual problems continue to 
increase in complexity. Models with a discrete representation of time have proven to be 
suitable for the long and medium-term planning and scheduling part of the problem 
under consideration while models with a continuous representation of time have proven 
to be more useful for the detailed scheduling part of the problem. The models 
embedded in the hierarchical framework compose a dynamic approach, an algorithm 
that is both proactive and reactive. By combining proactive and reactive operations the 
algorithm becomes more efficient and more capable of anticipating and reacting to 
unknown events. The selection of appropriate time scales and the resolution and 
accuracy of input data is important for multi-scale approaches. It is important to match 
properly the nature of the decision with the underlying data and timescales. The 
accuracy of the models and the details of the events included should also depend on the 
relevance for the decisions under consideration at each level and the efficiency of the 
resulting model. The three scales or levels that are embedded in the multi-scale 
integrated algorithm are sufficient to cover the part of the planning process that is under 
consideration in this research. It would be a natural extension to add a multi-site 
planning level on top of level 1 for aggregated planning and allocation of 
products/orders to the factories and perhaps also a control level below the detailed 
scheduling at level 3. 
10.1.3 Solution procedures 
I have developed several heuristical methods for solving the different models at the 
different levels in the integrated multi-scale algorithm. Some of the methods turned out 
to be successful and allowed the solution of all the test cases except one while standard 
solution methods failed to solve all except the smallest test cases. Some of the methods 
that have been developed, especially the pre- and post processing methods are tailor 
made heuristics that exploit specific characteristics of the problem while other are more 
general. The methods based on valid inequalities for improving the lower bounds are 
very helpful. Many resource constrained production planning and scheduling model', 
that are based on a discrete representation of time suffer from poor LP relaxation and I 
believe that considerable improvements can be obtained by changing the rela\atio 1 
characteristics as I have done here. Temporal decomposition turned out to be useful tier 
the problem under consideration although the coupling of the decomposed part', 
is an 
issue that needs a careful consideration. The modified objective function i. e. where the 
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weight of the setup cost was reduced is very useful for obtaininz feasible solutions that 
can be gradually improved with some post-processing methods such as have been 
proposed. I was unfortunately not able to spend very much effort on the post- proce, "inL, 
methods and I believe there is scope for improvement. Overall I belieh cI was able to 
obtain quite acceptable solutions in terms of both quality and solution time for the short- 
term scheduling at the lowest level and the long-term planning at the top level but I 
believe it is necessary to reduce the solution time even further for the medium-term 
planning and scheduling at the middle level in order to make the approach practical for 
an use on a regular basis. 
10.1.4 Integration of planning and scheduling 
The integration of planning and scheduling has received little attention in the literature 
on production planning and scheduling. It is a major issue to develop models that can 
be effectively integrated to capture the complexity of the various operations and 
decisions within the supply chain and another major issue is how to integrate and 
coordinate the optimisation of these models. I have been working wN. ith an actual supply 
chain problem which involves various decisions with different scope, time horizon, 
timing and frequency and the underlying input information differs by its degree of 
certainty and aggregation. I believe the integrated multi-scale algorithm is a \, cry useful 
approach for the problem under consideration here. I also believe it can be suitable for 
many continuous and dynamic problems within process industries where various 
decisions need to interact but it is not feasible to make all the required decisions in a 
single model due to computational complexity and the managerial nature of the decision 
problem. The integration strategies I have proposed turned out to be effective for the 
limited number of test cases used to evaluate them. The results obtained so far indicate 
that feasibility is maintained when decisions are transferred between levels and the 
solutions obtained are practical both in terms of computational time and usability. The 
integration of different models for different decisions does not need to be complex. The 
essence of the integration is to identify the most important decisions that are made by 
each model and select the correct way of implementing them in the other models. either 
with strict or soft constraints or as some kind of guidelines depending on the nature of 
the decision, i. e. if they can be violated or not. 
The implementation of the integrated multi-scale algorithm turned out to be 
rather time consuming and it is in general more time consuming to 
into curate models 
rather than to solve them individually without any integration. 
The re'sult' from 
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integrated models will however be more realistic and more beneficial if the proper 
integration is attained. The integration is in fact vital for many decision problems and 
the results obtained from individual models are in some cases meaningless for practical 
use. 
The approach has proved to be successful in integrating and coordinatin_T the 
long-, medium- and short-term decisions and it is able to provide effective support 
across rather large spatial and temporal scales. I believe the overall approach is suitable 
for regular and repeated use on a rolling horizon basis although more thorough long- 
term testing within the actual operational environment is required to confirm its 
intended practical relevance. It is of great interest to collect data over a longer period, at 
least a period of one year and both collect the input data and output data such as the 
production plans and the final result after random events have affected the plans. This 
type of dataset is fundamental in order to evaluate the potential benefits of the integrated 
multi-scale algorithm in its genuine operational environment characterized by the 
continuous rolling horizon and the dynamic decision process. 
Proper integration of decisions of different levels and timescales has been 
lacking, both in practice and in approaches found in the literature. Ho%\-c\, cr due to tile 
increased computer power available and the improved methods to manage and integrate 
complex data structures it has recently become reasonable to develop modelling 
approaches based on tightly integrated and interacting modules that provide 
comprehensive decision support. My results should give some general directions for 
integrating multi-scale planning and scheduling problems. 
10.1.5 Planning and scheduling under uncertainty 
Production companies, especially those operating in competitive make to order 
environments have to cope with uncertain and varying demand from customers which 
is 
a very challenging task and in particular when combined with the challenge of cutting 
down production costs at the same time. I have proposed a computationally efficient 
procedure to increase robustness of production plans and implemented 
for the long-tern 
planning at the top level of the integrated multi-scale algorithm. 
The approach has been 
tested with industrial data and the results obtained so far 
indicate that it is capable of 
obtaining realistic and profitable solutions within acceptable computational times. 
I 
believe the generation of various demand scenarios that match the characteristics of the 
original data is useful for testing the robustness of the production plans 
in an efficient 
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manner and the overall iterative procedure to increase the robustness was able to obtain 
significant improvements. The procedure to increase the robustness is rather greedy and 
it does not guarantee the most robust plans although it has been able to obtain 
significant improvements for the test cases that have been used. This is a heuristical 
approach and I have used several approximations to obtain results rather than using 
more exact statistically based calculations, e. g. to choose the number of scenarios 
required to obtain certain level of robustness. 
The approach can be considered as a computationally efficient alternati\ e to 
approaches based on stochastic programming methods and this kind of approaches can 
be useful when improvements are required for large real-world problems. It is of 
interest to do further comparison with other approaches existing in the literature to 
obtain improved understanding of the benefits and the competitiveness of the approach 
proposed here. 
10.2 Future work 
The subject of production planning and scheduling is a well established and thoroughly 
studied field. The development of frameworks that integrate production planning and 
scheduling on a rolling horizon basis and the inclusion of uncertainty for large scale 
production problems are however complex and in fact closely linked challenges that 
need further attention and will be major research issues during the next decades. 
To summarise the recommendations for further work on the approach, I would 
first like to mention the interesting possibility of adding more levels to the integrated 
multi-scale algorithm, either above or below the current levels. I also belie c it is 
necessary to reduce the solution time even further for the medium-term planning and 
scheduling at the middle level in order to make the approach more practical for a use on 
a regular basis. It would also be of great interest to collect data over a longer period, at 
least one year, and collect both the input and output data such as the production plans 
and the final result after random events have affected the plans. These n'pes of data 
would be very useful in order to thoroughly evaluate the potential benefits of the 
integrated multi-scale algorithm in its genuine operational environment which is 
characterized by the continuous rolling horizon and the dynamic decision process. An 
advanced supply chain simulator that generates intelligent sales forecasts and customer 
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orders along with unforeseen events that can make production plans and schedule, 
infeasible would also be of great use for the same purpose. Finally I believe it i, of 
interest to do further comparison of the iterative procedure to improve robustne: " of the 
long-term plans to other stochastic programming approaches existing in the literature. 
This would yield improved understanding of the benefits and the competitiveness of the 
approach proposed here. 
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