This paper deals with the issues of the dimensionality reduction and the extraction of the structure of data using principal component analysis for the multivariable data in large-scale networks. In order to overcome the high computational complexity of this technique, we derive several in-network strategies to estimate the principal axes without the need for computing the sample covariance matrix. To this aim, we propose to combine Oja's iterative rule with average gossiping algorithms. Gossiping is used as a solution for communication between asynchronous nodes. The performance of the proposed approach is illustrated on time series acquisition in wireless sensor networks.
INTRODUCTION
Extracting information from multivariable data is a difficult task. For a better understanding of data compression and denoising, one may identify relevant patterns. Among many existing techniques, Principal Component Analysis (PCA) [1, 2] is probably the most widely used. It is also called the discrete Karhunen-Loève transform in the signal processing literature and the Hotelling transform in multivariate analysis. While the scope of the PCA is very wide, it provides a powerful tool in the context of sensor networks. It is investigated to extract features from noisy samples [3] , compress and denoise time series measurements [4] , as well as for the detection of intrusion [5] or anomaly [6] .
The PCA consists in determining a subspace that retains the largest variance of the data. This subspace is spanned by the most relevant principal axes. The conventional PCA algorithm requires the eigen-decomposition of the sample covariance matrix. In network context, sending all time series to a fusion center is not scalable. Moreover, the computational complexity is cubic with the size of the dataset. Several techniques have been proposed to overcome these drawbacks, such as [7, 8] , however these techniques still present a This work is supported by Université de Technologie de Troyes, Université Libanaise, and Région Champagne-Ardenne (grant "WiDiD").
high computational cost. In [9] , the authors used the power iteration method to estimate the most relevant principal axis. This method requires the computation of the sample covariance matrix, which is inappropriate for networks.
On the other hand, synchronization in a decentralized network is a very crucial problem, more specifically for the above algorithms. Indeed, nodes communicate by exchanging each other's information. Therefore time synchronization is required to insure the same time scale for the nodes' local clocks. It demands oscillators to emit signals at the same frequency. Designing synchronization algorithms has been investigated in many research works [10, 11] . However, these techniques necessitate a significant consumption of resources in the network which are very often limited. To overcome this problem, distributed and asynchronous algorithms have been investigated. In such algorithms, each node exchanges information with only one neighbor in a time slot. The gossip algorithms, also called epidemic algorithms, are based on an asynchronous information exchange [12, 13] . They allow a distribution of the computational burden since at each time instance, a node communicates with only one randomly chosen neighbor. Gossip algorithms are simple, scalable, and robust to node failures, message loss, and transient network disruptions.
In this paper, we propose to estimate the principal axis using the gossip approach, without the need of computing the sample covariance matrix. To this end, we revisit Oja's rule, initially described in [14] and studied more recently in [15] for nonlinear PCA with kernel-based machines. Within the network settings, we combine this rule with the averaging gossip where sensors cooperate between each other to estimate the principal axis. Communication between nodes is governed by the gossip concept in order to relax constraints on the reception synchronism. The relevance of the proposed algorithms is shown in the context of Wireless Sensor Networks without restricting the large spectrum of applications that can take advantage of the presented study in this paper.
The rest of this paper is organized as follows. Next section describes the gossip algorithm for averaging applications. In Section 3, we present strategies for PCA. We describe the gossip algorithm for PCA in Section 4. Section 5 provides experimental results and discussions, whereas Section 6 concludes the paper.
AVERAGING GOSSIP
Consider a network of N nodes. In a centralized network, the nodes communicate with a fusion center (FC); in a decentralized network, the nodes provide in-network processing, either in a noncooperative way by a given routing path, or in a cooperative way where each node communicates with its neighboring nodes. Let V k denote the set of indices of the neighboring nodes to agent k, i.e., the nodes that are directly connected to k. We consider that k is not adjacent to itself, that is to say k / ∈ V k . Let x k be the (p × 1) vector of measures collected by the node k, p being the measurements' dimension, and let X ⊂ R p be the space of these collected data (assumed to be zero-mean), with the conventional inner product x k x l for any x k , x l ∈ X. Let w k be some feature extracted from the measurements and corresponding to the node k. We are interested, in this section, in the case where the nodes estimate the average of w k , k = 1, · · · , N.
In a centralized network, the nodes send their features/states w k , k = 1, · · · , N to a FC where the average is computed via the formula 1 N N k=1 w k . In a noncooperative strategy, nodes communicate according to a routing process. Each node k receives an estimate from the previous node, adds 1 N w k to it, and transmits it to the following node. This technique requires a well-defined routing scheme and a synchronous transmission/reception of the information exchange. Gossip algorithms provide an elegant asynchronous solution to overcome these issues, without the need for a FC.
Gossip algorithms use an asynchronous protocol with low computational complexity, described as follows. At iteration t, an arbitrarily chosen node k picks out randomly one of its neighbors, designed by node l. Node l sends its state to node k which produces a new state according to
for a mixing parameter ∈ [0, 1]. The states of the other nodes remain unchanged, namely w j,t = w j,t−1 for all j = k. This is the asymmetric gossip, described in details in [16] . Unlike the asymmetric gossip, the symmetric gossip described in [12] uses a symmetric communication protocol between nodes. In such case, both nodes k and l exchange their states to compute the update according to the mixing parameter ∈ [0, 1], as follows:
The states of the other nodes remain unchanged. We note that this update preserves the total sum, and hence the mean of the nodes' estimates [17] , since we have
Note that this characteristic does not apply to the asymmetric gossip. This is the main cause why symmetric gossip outperforms asymmetric gossip, but with the cost of a much higher energy consumption for communication and computing.
PRINCIPAL COMPONENT ANALYSIS
In this section, we review previous works for PCA in networks. We denote by the scalar value y w,k = w x k the inner product associated with the orthogonal projection of any x k ∈ X onto the vector w ∈ X and by y w the scalar random variable taking the values y w,k . The ultimate goal would be to compute w, optimally for some given cost function and according to the network topology, and as a consequence to keep afterwards only y w,k (and w), for k = 1, ..., N , which allows to represent efficiently the data x k .
Centralized strategy
Here, the network is assumed to be centralized, with nodes connected to the FC, to which they send their data without any in-networks processing. In order to extract the first principal axis, the FC maximizes the variance of the projected data, namely max w E(y 2 w ), where E(·) is the expectation over the density of the input data. By taking the empirical estimation of the variance of the projected data with respect to the available samples, x 1 , x 2 , . . . , x N , we get max w w Cw, where
x k x k is the covariance of the measured data. The problem takes the form Cw = λw. This is the wellknown eigen-decomposition problem where w is the eigenvector associated with the eigenvalue λ of C.
Having the data, x 1 , . . . , x N , the FC solves the eigendecomposition problem and associates the eigenvector with the largest eigenvalue to the principal axis, denoted w * in the following. Resolving of the eigen-decomposition problem has a computational complexity O(p 3 ). There is also the communication complexity, which is O(N p) over a distance O(1). Such configuration is not scalable and inappropriate for network applications. In the following, we propose several strategies that allow reducing the computational complexity by avoiding the covariance matrix computation and the eigendecomposition.
PCA-based distributed approach
The PCA-based distributed approach (PCADID) proposed in [18] is outlined as follows. The N nodes are divided into d clusters of N i nodes, for i = 1, . . . , d, where The PCADID operates through a "divide-to-conquer" scheme in order to reduce the computational complexity of the eigen-decomposition problem. However, it still requires the eigen-decomposition of several matrices, making it inappropriate for large-scale networks.
Noncooperative strategy
We propose to adaptively learn the first principal axis, drawing inspiration from Oja's rule [14] which is a single-neuron special case of the generalized Hebbian learning [19] . Each node k receives, according to a routing process, an estimate w t−1 from another node, and adjusts it using its own data x k by maximizing y 2 w,k . The quadratic reconstruction error is minimized, namely
Applying the gradient descent technique on J(w) gives the adaptive update rule:
where η t is the learning rate.
The noncooperative strategy requires an "instantaneous" estimation of the principal axis at each node and necessitates a synchronous communication protocol. In our previous work, we proposed two cooperative strategies, adapt-then-combine and combine-then-adapt [20, 21] . Although these strategies do not require a routing process, they use a synchronous communication protocol with a broadcast scheme to diffuse information. Next, we propose to solve this issue by using the gossip for PCA.
GOSSIP FOR PCA
In this cooperative strategy, each node k has access to the information of its neighborhood V k , which is the subset of nodes currently connected to node k. We aim to minimize the cost function N k=1 J k (w), where J k (w) is the cost function at node k, for instance J k (w) = 1 4 x k − y w,k w 2 . The global cost function of node k can be decomposed as
The first term in the right-hand-side is known at the node under scrutiny, while the second one should be estimated using information from the neighbors of node k; thus, the above summation is restricted to its neighborhood. Moreover, we relax it by constraining the norm between the estimated vector w and the optimal (global) principal axis w * within the neighborhood of node k, with the following regularization:
where the parameters b lk control the tradeoff between the accuracy and the smoothness of the solution. Such regularization is also motivated by investigating the second-order Taylor expansion of J l (w), as described in [22] . Since gossiping is used between nodes, at each iteration, node k communicates with only one of its neighbors l. Therefore, b lk = ν where ν is a constant and b jk = 0 for all j ∈ V k \{l}. Thus, we have:
Note that we use w * knowing that we do not have access to its value. We will show in the following how to overcome this problem. Injecting this approximation into (6) allows us to rewrite the global cost function at node k as follows
In order to minimize the above cost function, the node k applies the gradient descent to J glob k (w) with:
Here, η k,t is the learning rate for node k at iteration t. Replacing J glob k (w) by its expression in (7), we get:
In this expression, ∇ w J k (w t−1 ) is the gradient of the PCAbased cost function. In this case, we get
This update from w k,t−1 to w k,t involves adding two correction terms to w k,t−1 . We decompose this update rule in two successive steps by including one correction term at a time.
In the following, we show two possibilities of the update.
First possibility
We express the update rule (9) as follows:
The first step uses local gradient vectors from the neighborhood of the node k in order to update w k,t−1 to the intermediate estimate φ k,t . The second step updates φ k,t to w k,t . This second step is not realizable since the nodes do not know w * . However, each node l has its own approximation for w * , which is its local intermediate estimate φ l,t , and since the parameter ν refers to the neighboring node l, we replace w * by φ l,t . On the other hand, the intermediate value φ k,t at node k is obtained by adapting the information as given by the first step. Thus, it is generally a better estimate for w * than w k,t−1 . Therefore, we further replace w k,t−1 by φ k,t in the second step. Hence, the second step is replaced by:
Finally, the update rule for the adapt-then-asymmetric-gossip (ATAG) strategy is:
Motivated by the symmetric averaging gossip where the update is applied for the node k and its neighbor l, we apply the equations of ATAG on the two nodes. Therefore, we obtain the adapt-then-symmetric-gossip (ATSG)technique with the following update rule:
Second possibility
In this strategy, we express the update rule (9) as follows:
For the same reasons shown in the first possibility, we replace in the first step w * by w l,t−1 and in the second step we replace w l,t−1 by φ l,t . We obtain the update rule for the asymmetric-gossip-then-adapt (AGTA) strategy:
and the symmetric-gossip-then-adapt (SGTA) strategy:
Convergence
All proposed learning rules converge to the first principal axis w * . This can be verified by considering, for instance, the AGTA strategy given in (10) . When w k,t for k = 1, · · · , N converges to some state w, in the first equation, we have for k = 1, · · · , N:
As for the second equation, it comes down to x k y w,k = y 2 w,k w,
w,k w. Averaging over the whole data, we get the well-known eigendecomposition problem of the covariance matrix Cw = w Cw w,where the eigenvalue w Cw corresponds to the squared output y i that one wishes to maximize. Therefore, the update rule of AGTA converges to the largest eigenvector of the covariance matrix, without the need to compute C. The same demonstration can be applied to the other strategies.
EXPERIMENTATIONS
In this section, we illustrate the performance of the proposed approach and compare it to the algorithm presented in [23] as well as the aforementioned PCADID algorithm [18] . In order to provide a fair comparative study, we use the same initial random estimate for all strategies.
As an application to the proposed study, we consider the problem of tracking a gas spread using a wireless sensor network (WSN) [24] . The sensor k at a position denoted by z k ∈ Z measures, at time t, a gas quantity denoted by x k,t . The region under scrutiny Z = [−0.5, 0.5] × [−0.5, 0.5] is a two-dimensional unit-area. We aim to reduce the time series order of the measurements. The gas diffusion within this region is governed by the following differential equation:
where G(z, θ) is the density of gas at the position z and time θ, ∇ 2 z is the Laplace operator, c the conductivity of the medium, and Q(z, θ) corresponds to the added quantity of gas. A gas source placed at the origin is activated from θ = 1 to θ = 15. We use N = 100 sensors uniformly deployed in the region Z, each acquiring a time series of 15 measurements, between θ = 1 and θ = 15.
We consider a predetermined range of communication in the WSN: two nodes are considered as being connected when they are less than s units of distance apart, that is V k = {l : z k − z l < s}. In our experiments, we set this threshold to s = 0.38. For the stepsize parameters, we consider η = 0.0025 and = 0.5. The performance is measured in terms of the angle between the principal axis w * , obtained from the centralized strategy with the eigen-decomposition of the covariance matrix, and the estimate w * ,l at node l, namely Θ i = arccos w * ,l w * w * ,l w * . Results are shown in terms of the angle averaged over all the nodes. Figure 1 shows the convergence of the proposed strategies for WSN. It shows that all the proposed strategies outperform the PCADID algorithm [18] . These learning curves show the benefits of implementing the gossip. The symmetric gossip outperform the asymmetric gossip as expected. Moreover, we note that the order of gossip (AGTA/ATAG or SGTA/ATSG) has almost the same performance. Note that the noncooperative strategy presents fluctuations mainly because of the routing system and it requires a synchronous protocol of communication. Figure 1 shows the stability of the gossip strategies. Although using gossip makes the convergence slow, but it solves the problem of synchronization and communication between nodes.
The algorithm Korada et al. [23] is a centralized algorithm based on gossiping the PCA. By using a sparsification 1 of C, it is multiplied at each iteration by the last estimate w t , then normalized. The final result is the gossip average of all estimates. Figure 1 shows that the proposed approach outperforms Korada et al. algorithm.
CONCLUSION
In this paper, we studied the issue of estimating the principal axis from PCA in networks. In order to relax constraints on reception synchronism, we proposed to apply gossip in PCA. Experiments are done taking into account the constraints imposed in WSNs. The results showed the relevance of the proposed strategies. Future works will include the extraction of multiple axes. 
