By driving a dispersively coupled qubit-resonator system, we realize an "impedance-matched" Λ system that has two identical radiative decay rates from the top level and interacts with a semiinfinite waveguide. It has been predicted that a photon input from the waveguide deterministically induces a Raman transition in the system and switches its electronic state. We confirm this through microwave response to a continuous probe field, observing near-perfect (99.7%) extinction of the reflection and highly efficient (74%) frequency down-conversion. These proof-of-principle results lead to deterministic quantum gates between material qubits and microwave photons and open the possibility for scalable quantum networks interconnected with waveguide photons.
In one-dimensional (1D) optical systems, interference between an incident photon field and radiation from a quantum emitter (natural or artificial atom) is drastically enhanced due to the low dimensionality [1, 2] . This may be contrasted with the three-dimensional case, where the spatial mode mismatch between the incident and scattered fields prevents perfect interference [3] . In particular, when the quantum emitter is coupled to the end of a semi-infinite waveguide and when its excited state has two radiative decay paths (i.e., a so-called Λ or ∆-type three-level system) with equal decay rates, a resonant incident photon into the emitter deterministically induces a Raman transition, and is never reflected due to destructive interference with the re-emitted photon [4] . This phenomenon is called "impedance matching", in analogy with the suppression of wave reflection in an electric circuit terminated by its characteristic impedance [5] .
Artificial atoms in superconducting circuits have proven to be versatile quantum mechanical systems for realizing a variety of intriguing quantum optical phenomena. In circuit quantum electrodynamics (QED) [6, 7] , strong coupling of a superconducting qubit with a resonator photon is readily achieved. Moreover, an artificial atom coupled directly with a microwave transmission line demonstrates near-perfect reflection of the incident field [8, 9] . Recently, we have theoretically shown that an impedance-matched Λ system can be implemented by using the dressed states of a driven circuit-QED system [10] . Although Λ systems have been implemented with a flux qubit by using the lowest three levels of its asymmetric double-well potential [11, 12] , realizing an impedance-matched Λ system has remained elusive. * kunihiro.inomata@riken.jp † t-yamamoto@fe.jp.nec.com
Here, we experimentally demonstrate impedance matching in the driven circuit-QED system. Using this system, we demonstrate near-perfect absorption of the incident microwave and its frequency down-conversion with a conversion efficiency of 74%. These results and their associated agreement with our model calculations indicate that each incident microwave photon deterministically induces a Raman transition in the Λ system and excites the qubit. Compared to the recently demonstrated highefficiency capturing of an itinerant microwave pulse [13] , the present scheme does not require any precise pulseshaping of the input photons, nor the time-dependent control of system parameters such as the transition energies of the artificial atom or its coupling to the waveguide. The down-conversion process is also accompanied by a flip of the qubit state, enabling its applications to quantum logic gates and memories [14] and single-photon detectors in the microwave domain [15] . This discriminates the present scheme from other frequency conversion circuits such as in Ref. 16 .
We consider a flux qubit coupled to a coplanar waveguide (CPW) resonator (Fig. 1) . In this coupled system, a dispersive frequency shift is enhanced by the effect of the straddling regime [17] and capacitive coupling [18, 19] . Below we treat the qubit as a two-level system since the higher energy levels of the qubit have little effect except for the enhanced dispersive shifts. The level structure of the coupled system is depicted by the Jaynes-Cummings ladder in Fig. 2(a) . In the present study, only the lowest four levels are relevant because of the weak probe field applied to the resonator. We apply a drive field (frequency ω d and power P d ) to the qubit to generate the qubitresonator dressed states and a probe field (frequency ω p and power P p ) to the CPW resonator to observe their microwave response. By switching to a frame rotating at ω d , the eigenenergies are given as
where ω r , ω ge , and χ are the resonant frequency of the CPW resonator, the transition frequency of the qubit from the ground state |g to the first excite state |e , and the dispersive frequency shift, respectively. Note that ω r and ω ge are not their bare frequencies but the renormalized ones including the dispersive shifts [20] . By choosing ω d within the range of ω ge − 2χ < ω d < ω ge , the system can be set into the "nesting regime", where the level structure becomes nested, i.e., ω |g,0 < ω |e,0 < ω |e,1 < ω |g,1 [10] . The qubit drive mixes the lower (higher) two levels in Fig. 2 (b) with each other to form dressed states | 1 and | 2 (| 3 and | 4 ). Under a proper choice of the drive power, the two radiative decay rates from | 3 or | 4 become identical (eitherκ 31 =κ 32 orκ 41 =κ 42 ). Then the coupled system functions as an impedance-matched Λ system, where the ground state |G = | 1 , the middle state |M = | 2 , and the excited state |E = | 3 or, alternatively, | 4 [see Fig. 2(c) ]. For such a configuration, quantum interference ensures that incident photons resonant with the |G → |E transition will deterministically induce a Raman transition of |G → |E → |M . This can be observed in microwave spectroscopy as perfect absorption of the incident field and frequency downconversion of the reflected field [10] . A schematic of the measurement setup at the 10-mK stage of a dilution refrigerator is shown in Fig. 1 . The setup includes two circuits fabricated on separate chips: a flux qubit capacitively coupled to a half-wavelength CPW resonator and a flux-driven Josephson parametric amplifier (JPA). They are separately mounted in microwavetight packages equipped with an independent coil for the flux bias and connected with each other via three circulators in series [21] . The qubit chip is the same as the one used in Ref. 18 . The qubit is biased with a half flux quantum where ω ge /2π = 5.461 GHz is insensitive to low frequency flux noise to first order. The resonator frequency ω r /2π is 10.678 GHz when the qubit is in the |g state. It is shifted by −2χ/2π = −80 MHz when the qubit is in the |e state.
The JPA consists of a λ/4 CPW resonator terminated by a SQUID, whose design and fabrication process are reported in Ref. 22 . The JPA is used to amplify the downconverted microwave field from the impedance-matched Λ system. Except during this particular measurement, the JPA is kept off. Namely, the amplifier pump field is turned off and the resonant frequency of its resonator is detuned from ω r so that the JPA acts as a perfect mirror.
We first measure the reflection coefficient r of the qubit-resonator coupled system as a function of ω p and P d using a vector network analyzer (VNA) [ Fig. 3(a) ]. Microwave power levels stated in this paper are referred to the corresponding ports on the sample chip [20] . The probe field with P p = −146.2 dBm, corresponding to an average photon number of 0.013 in the resonator, is generated by the VNA, while the qubit drive field is applied from another microwave source. The qubit is continuously driven at
, so that the system is in the nesting regime.
For a weak drive (P d < −90 dBm), the probe field is fully reflected. In contrast, as we increase P d to P d4 ≡ −84 dBm or P d3 ≡ −77 dBm, the reflected probe field vanishes at certain frequencies. Figure 3 radiative components, respectively, and the qubit energy decay rate T −1 1 = 2π × 0.227 MHz, all of which are determined from independent measurements [20] . The radiative decay rate of the qubit into the drive port is set to γ c /2π = 0.6 kHz to adjust the horizontal scale in Fig. 3 (c). We find fairly good agreement between Figs. 3(a) and (c). In Fig. 3 (c), we draw the transition frequenciesω ij between the state | j and | i by dashed curves. They indicate that the probe fields are efficiently absorbed at (P d , ω p ) = (P d4 ,ω 41 ) and (P d3 ,ω 31 ).
Figure 3(d) shows the calculated radiative decay rates from the state | 4 (κ 41 andκ 42 ) and | 3 (κ 31 andκ 32 ) as a function of P d . The two radiative decay rates from each state ideally become identical at P d = P d0 ≡ −80.6 dBm. In theory, the impedance matching is expected to occur at (P d , ω p ) = (P d0 ,ω 41 ) and (P d0 ,ω 31 ), whereκ 41 =κ 42 andκ 31 =κ 32 [10] . In the actual system, however, inadvertent population of the |M state due to the continuous probe field and the intrinsic loss of the resonator (κ 2 ) weaken the radiation from the Λ system, resulting in an imperfect destructive interference with the reflected wave. To compensate this effect, and thereby recover complete cancellation, the elastic component of the radiation (the |E → |G decay) should be slightly larger than the inelastic component (the |E → |M decay). As a consequence, the impedance matching occurs in practice Next, we demonstrate that we can control the energy levels of the impedance-matched Λ system by changing δω d . For this purpose, we first conduct measurements similar to Fig. 3(a) for each δω d , and determine P d for the impedance matching condition under the continuous probe field (probe 1) with a fixed P p of −141.2 dBm and ω p of 2π × 10.681 GHz (=ω 41 ). Then, we probe the Λ system with |E = | 4 by using the VNA (probe 2) with a power P p2 = −135 dBm and frequency ω p2 .
Figure 4(a) shows |r 2 | of probe 2 as a function of ω p2 for δω d /2π = −64 MHz. As indicated by arrows in Fig. 4(a) , a peak and two dips are observed. The origin of these signals can be qualitatively understood by the energy-level diagram shown in the inset of Fig. 4(a) . Since probe 1 continuously drives the | 1 → | 4 transition and populates the | 4 state, probe 2 stimulates the | 4 → | 2 transition when it is tuned toω 42 . This is observed as the peak at ω p2 /2π = 10.615 GHz, corresponding to the frequency down-conversion of probe 1. The dips at ω p2 /2π =10.659 GHz and 10.593 GHz result from absorption of probe 2 when it is tuned tõ ω 31 andω 32 , respectively. In Fig. 4(b) , we plot center frequencies of these peaks and dips for different δω d 's. As expected,ω 31 (ω 42 ) is an increasing (a decreasing) function of |δω d |, whereasω 32 is independent of δω d . To understand this result quantitatively, we calculated the transition frequencies. They are plotted by dashed curves in Fig. 4(b) , and agree well with the experimental data. Note that the impedance matching is not realized any more at |δω d |/2π = 81 MHz in Fig. 4(b) because
In the above measurement, we indirectly observed the frequency down-conversion of probe 1 as a stimulated emission peak in |r 2 |. Now we directly measure the downconverted signal from the impedance-matched Λ system with |E = | 4 . In this measurement, we use a flux-driven JPA to amplify the weak signal. The JPA is operated in a nondegenerate mode at 10.6145 GHz, with a signal gain of 21 dB and a bandwidth of 2π × 3.3 MHz. The qubit is driven at δω d /2π = −64 MHz, and a probe power P p of −146.2 dBm is injected. To improve the signalto-noise ratio, which is below unity even with the JPA, we repeatedly turn on and off the qubit drive [23] , and average the difference in the spectral density 4×10 4 times using a spectrum analyzer. Figure 5 (a) shows the obtained down-converted spectrum. Two peaks appear symmetrically with respect to the band center of the JPA, corresponding to the signal and idler components of the JPA output. The JPA output power is given by
where ω a is the JPA pump frequency, B = 2π × 10 kHz is the resolution bandwidth of the spectrum analyzer, and S in is the power spectral density of the down-converted signal, which we assume to have a Lorentzian lineshape with a center frequency of ω s . G s and G i are the signal and idler gains of the JPA which are almost identical within the measurement range. By fitting the measured spectrum with Eq. (3) [solid curve in Fig. 5(a) ], we extracted S in (ω) as shown in Fig. 5(b) , and obtained ω s = 2π × 10.6157 GHz and δω = 2π × 1.210 MHz, where δω is a linewidth of the signal. The signal frequency ω s agrees very well with the frequency of the stimulated emission peak in Fig. 4(a) , while δω is six times larger than the expected value (the | 2 → | 1 decay rate, which roughly coincides with T −1 1 ) [24] . A possible reason for this is inhomogeneous broadening due to fluctuations of ω ge during the measurement which takes nearly three hours.
From the data in Fig. 5(b) , we estimate the downconversion efficiency η, which is defined by the flux of down-converted photons normalized by the input flux. The signal power P s obtained by integrating the downconverted signal in Fig. 5(b) is (1.77 ± 0.20) × 10 −18 W, while the input probe power P p is 10 −17.62 W. From these values, η (= P s ω p /P p ω s ) is determined to be 74 ± 8%, where the uncertainty comes from the inaccuracy in the estimation of the total gain (±0.5 dB) in the output microwave lines. On the other hand, a theoretical estimation based on the experimental parameters gives η of 68% [20] . The loss of η is attributed to the intrinsic loss of the resonator and the incomplete initialization of the ground state | 1 due to continuous excitation by the probe. Although it is difficult to confirm in the present setup due to insufficient signal-to-noise ratio, we expect for a weaker continuous wave or single microwave photons as the probe, nearly complete down-conversion of η ≃ 95% (= κ 1 /κ).
In conclusion, we experimentally realized an impedance-matched Λ system using dressed-state engineering of a driven circuit-QED system, here a superconducting flux qubit and CPW resonator connected to a semi-infinite transmission line. The results lead to deterministic quantum gates between material qubits and microwave photons and open the possibility for scalable quantum networks interconnected with waveguide photons.
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Appendix A: Microwave response theory of impedance-matched Λ system 1. Dressed states of a driven circuit QED system Figure 6 is the circuit diagram of the device considered. It consists of a semi-infinite waveguide (red), a resonator (green), a superconducting flux qubit (blue), and a control line to apply a qubit drive (light blue). The flux qubit is generally used as a two-level system (|g and |e ). However, we here include the second excited state |f in the model to correctly evaluate the dispersive level shifts. Puttingh = v = 1, where v is the microwave velocity in the waveguide, the Hamiltonian of the qubit-resonator system is given by
where H JC is the Jaynes-Cummings Hamiltonian for the qubit and the resonator and H dr (t) describes the qubit drive. The operators are defined as follows: σ pq = |p q| is the qubit transition operator and a is the annihilation operator of the resonator photon. The meanings of the parameters are as follows:ω ge andω gf are the bare eigenfrequencies of |e and |f measured from |g ,ω r is the bare resonance frequency of the resonator, g ge and g ef are the coupling constants between the qubit and the resonator, and γ c is the coupling constant between the qubit and the drive field. The drive field is monochromatic and tuned close to ω ge , namely, E(t) = E d e −iω d t and ω d ≃ω ge . We neglect the |e ↔ |f drive term, since the drive frequency is detuned largely fromω ef . The present qubit-resonator system is in the dispersive regime, where the qubit-resonator detunings dominate their couplings, i.e., |ω ge −ω r | ≫ g ge and |ω ef −ω r | ≫ g ef . In this regime, the couplings do not significantly mix the quantum states but renormalize their frequencies. After renormalization, the lowest four levels of the qubitresonator system (|g, 0 , |g, 1 , |e, 0 and |e, 1 ) are relevant in this study. Their renormalized frequencies are given by ω |g,n = nω r and ω |e,n = ω ge + n(ω r − 2χ) [ Fig. 2(a) We note that ω ge and ω r have been slightly varied from the previous values described in Ref. 18 after thermal cycling. The coupling between the qubit and the drive port is set as γ c /2π = 0.6 kHz to adjust the horizontal scale in Fig. 3(c) in the main text.
In the frame rotating at ω d , the system Hamiltonian becomes static. It is given by [10] 
ω |g,n |g, n g, n| + ω |e,n |e, n e, n| , (A8)
where
From Eqs. (A10) and (A11), we readily observe that the level structure of the four states is nested when the drive frequency is chosen to satisfy ω ge − 2χ < ω d < ω ge (nesting regime) and is not nested otherwise (un-nesting regime). We refer to the eigenstates of H sys as the dressed states. We label them from the lowest (j = 1, · · · , 4) and denote them as | j and their energies as ω j [ Fig. 2(b) of the main text]. The drive field mixes the bare states |g, 0 and |e, 0 (|g, 1 and |e, 1 ) to form the dressed states | 1 and | 2 (| 3 and | 4 ). In Fig. 3(c) of the main text, the transition frequencies between the dressed states, ω ij = ω i − ω j , are drawn as the functions of the drive power,
. Note that the drive frequency ω d , which is subtracted in the rotating frame, is presented in this figure.
Radiative and nonradiative decay rates
The present qubit-resonator system has three damping channels: (i) radiative decay from the resonator to the waveguide, (ii) intrinsic loss of the resonator, and (iii) intrinsic loss of the qubit. We denote the decay rates associated with these processes by κ 1 , κ 2 and γ, respectively, and assume that κ 1 /2π = 0.95 × 16.4 MHz, κ 2 /2π = 0.05 × 16.4 MHz, and γ/2π = 0.227 MHz. We consider only the |e → |g decay in (iii), since the higher qubit levels are mostly unoccupied in this study. Furthermore, we consider the qubit radiative decay to the drive port to be included in (iii).
In the following part of this subsection, we neglect channel (ii) and denote κ 1 by κ for simplicity. The Hamiltonian that describes damping is written, in the barestate basis, as
where b k (c k ) denotes the waveguide (environment) mode with frequency vk. Switching to the dressed-state basis, H damp is rewritten as
where σ ij = | i j|. κ ij and γ ij respectively denote the radiative and nonradiative decay rates for | i → | j transition. They are given by
The radiative decay occurs from the upper dressed states (| 3 , | 4 ) to the lower states (| 1 , | 2 ). In Fig. 3(d) of the main text, the radiative decay rates are plotted as functions of the drive power P d for the case of nesting regime. The radiative decay rate is divided in two directions, satisfying the sum rules of κ 31 + κ 32 = κ and κ 41 + κ 42 = κ.
On the other hand, the nonradiative decay occurs within the upper dressed states (| 3 , | 4 ) and the lower dressed states (| 1 , | 2 ). In particular, the | 2 → | 1 relaxation has a crucial role in this system, since it is the bottleneck process in the down-conversion cycle. In our experiment, we choose the drive frequency ω d close to the lower edge of the nesting regime (ω d ≃ ω ge − 2χ), in order that the lower two states remain minimally mixed by the drive, i.e., | 1 ≃ |g, 0 and | 2 ≃ |e, 0 . Then, γ 21 ≃ γ and the others are negligible.
Microwave response a. Hamiltonian and initial state vector
Here we analyze the microwave response of the qubitresonator system. The Hamiltonian of the overall system, including the waveguide modes and the environment, is given by [24] 
where H damp is given by Eq. (A13). The real-space representation of the waveguide field operator is defined by b r = (2π) −1/2 dke ikr b k . In this representation, the waveguide field interacts with the qubit-resonator system at r = 0, and the r < 0 (r > 0) region corresponds to the incoming (outgoing) field. The input and output field operators are defined by b in (t) = b −0 (t) and b out (t) = b +0 (t), respectively. c in (t) and c out (t) are defined similarly.
As a probe field, we apply a monochromatic classical field E p (r, t) = E p e i(ωp−ω d )(r−t) from the waveguide. We measure the probe frequency relatively to the drive frequency, because we work in the rotating frame. We assume that the system is in its ground state initially (at t = 0). Then, the initial state vector of the overall system is written as
where N is a normalization constant. Note that b in (t)|Ψ i = E p (0, t)|Ψ i and c in (t)|Ψ i = 0.
b. Heisenberg equation and input-output relation
From H tot , we can rigorously derive the following operator equations. The input-output relation, which connect the incoming and outgoing field operators, is given by
and the Heisenberg equation for the dressed-state transition operator is given by
where η
ijmn and ξ
′(1)
ijmn are obtained by replacing κ with γ.
c. Reflection coefficient
For calculation of the amplitude of reflected field, we need the one-point correlation functions of the dressedstate transition operator, σ mn (t) = Ψ i | σ mn (t)|Ψ i . Since we apply a monochromatic probe field, σ mn (t) evolves in time as σ mn (t) = q s q mn e iq(ωp−ω d )t in the stationary state, where q = 0, ±1, · · ·. From Eq. (A20), we have
The diagonal components of these equations are not linearly independent since m σ mm =1. Therefore, we should replace one of them with m s q mm = δ q0 . By solving these simultaneous equations numerically, we determine s The amplitude of the reflected field at r = +0 is determined by E out (t) = b out (t) . From the input-output relation of Eq. (A19), we have
In the stationary state, E out (t) evolves as
nm /E p . The reflection coefficient thus calculated is shown in Fig. 3(c) of the main text.
d. Power spectrum
The power spectrum density S(ω) of the reflected field is calculated by S(ω) =hω × Re
. This consists of the coherent and incoherent components. Our concern lies in the incoherent component, since the coherent component vanishes in the reflection field of an impedance-matched Λ system. The incoherent component is determined by the two-point correlation functions of the system operators, σ uv (t), σ ij (t + τ ) , where A, B = AB − A B . Similarly to the one-point correlation function, this quantity is also written as σ uv (t), σ ij (t + τ ) = q σ uv , σ ij (τ ) (q) e iq(ωp−ω d )t in the stationary state, and the static component (q = 0) is measured in actual experiments. The power spectrum is then given by
The power spectrum of the reflection field is shown in Fig. 7(a) , where the drive field is set at δω d /2π = −64 MHz and P d = P d4 , and the probe field is set at ω p = ω 41 and P p = −146.2 dBm [the upper dip of Fig. 3(a) of the main text]. We observe that the principal peak of the output power spectrum appears at the downconverted frequency ω 42 . We define the down-conversion efficiency η with the area of the down-converted peak normalized by the input flux, i.e., η = ω ′′ ω ′ dωS(ω)/hω|E p | 2 , where we have chosen ω ′ , ω ′′ = ω 42 ± 2π × 30 MHz. In Fig. 7(b) , the conversion efficiency η is plotted as a function of the input probe power P p . Here, fixing the drive frequency at δω d /2π = −64 MHz and varying the probe power P p , we performed the same simulation as Fig. 3(c) of the main text to identify the dip position (P d4 , ω 41 ). Then, fixing the drive power at P d = P d4 and the probe frequency at ω p = ω 41 , we calculated the power spectrum by Eq. (A23) and integrated the peak centered at ω 42 . We observe that η is a decreasing function of P p , which is due to population of | 2 due to continuous driving by the probe. The conversion efficiency amounts to 67.7% at P p = −146.2 dBm, which roughly reproduces the measured efficiency of 74±8%.
Appendix B: Calibration of input microwave power
Owing to the nonlinear inductance of a Josephson junction embedded in a coplanar waveguide (CPW) resonator, a resonant frequency ω r is dependent on an inputprobe power P p [25] . We measure ω r as a function of P p and fit it by a theoretical model to precisely determine the microwave power input to the device. In this section, we explain the theoretical model and show the result of the numerical fitting. Figure 8 (a) shows a schematic of a λ/2 CPW resonator which is used to read out the qubit states in the main text. The resonator is made of a 50-nm-thick Nb film sputtered on an oxidized high-resistivity silicon wafer. Width and a length of a center conductor of the resonator are a = 10 µm and 2l = 4.3 mm, respectively, and a gap between the center conductor and a ground plane is b = 5.8 µm. An Al Josephson junction with a designed critical current of I 0 = 0.7 µA was fabricated at the middle of the center conductor. Coupling capacitances between the microwave feedline and the resonator C in and between the resonator and the qubit C c are 15 fF and 4 fF, respectively [18] .
By introducing the amplitude ∆ of the superconducting-phase oscillation, an inductance of the Josephson junction and the current I J across the junction are given by [26] 
where J 1 is the Bessel function of the first kind. Note that at the limit of ∆ = 0, L J is equal to L J0 = Φ 0 I 0 /2π which is a (linear) Josephson inductance. We characterize the circuit by using the transmission (ABCD) matrices [27] . The matrix T Z for an impedance Z is
and that for a section of lossless CPW with a length l is
where j is the imaginary unit, Z CPW is the characteristic impedance of the CPW, β = ω/v p , and v p is the phase velocity. Therefore, the matrix for the resonator (between the port 1 to 2 in Fig. 8(a) ) is given by
where T C1 , T JJ , and T C2 are the matrices for C in , the junction, and C c . They are obtained by replacing Z in Eq. (B3) by their impedance of (jωC in ) −1 , [(jωL J ) −1 + jωC J ] −1 , and (jωC c ) −1 , respectively, where C J is a junction capacitance estimated to be 8.5 fF based on the junction size.
To simulate P p dependence of ω r , the port 1 of the resonator is connected to a microwave source which can expressed as an ideal current source and Z 0 = 50 Ω in parallel, and the port 2 is shorted [see Fig. 8(a) ]. Therefore, the transport equation from the port 1 to the port 2 is written as
Note V 2 = 0 because the port 2 is shorted to the ground. Using the output from the ideal current source I RF = I 1 + V 1 /Z 0 , P p in dBm unit is written as From the transmission matrix, we obtain the scattering matrix element S 11 or reflection coefficient as
Thus, for a fixed ∆, we can calculate P p from Eq.(B7) and ω r from Eq.(B8). In the fitting, we used x, I 0 , and Z CPW as fitting parameters. Here, x is a constant to account for the difference between P p and P exp , namely, P p = xP exp , where P exp is the probe microwave power estimated from total losses and attenuations in the input line. Z CPW can deviate from the designed value of 50 Ω due to the kinetic inductance of the Nb thin film.
Figure 8(b) shows the result of the fitting. The experimental data is well fitted by the theoretical model. We obtained x = 0.998, I 0 = 0.689 µA, and Z CPW = 52.1 Ω as fitting parameters. I 0 agrees well with the designed value of 0.7 µA. Also, v p estimated from Z CPW and the capacitance of the resonator [28] is consistent with the value in our previous work [29] .
