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Let D(G) and D(G˜) be the rings of monomial representations of
ﬁnite groups G and G˜ of odd order. We prove that the isomorphy
D(G) ∼= D(G˜) implies the isomorphy B(G) ∼= B(G˜) of the respective
Burnside rings. Moreover we prove that the isomorphy D(G) ∼=
D(G˜) with ﬁnite Z-groups G and G˜ (i.e. groups which have only
cyclic Sylow subgroups) implies the isomorphy G ∼= G˜ . In particular
a group G of squarefree order is uniquely determined up to
isomorphy by the ring D(G).
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1. Introduction
We ﬁrst give a short introduction on the ring of monomial representations of a ﬁnite group. We
state the basic deﬁnitions and properties which are necessary. For more detailed informations about
the basic theory consider [1,2,4,5,10].
In the whole paper let G always be a ﬁnite group and ζ ∈ C be a primitive |G|-th root of unity.
We use the following notations: Let g ∈ G . If H is a subgroup of G we write H  G and g H :=
gHg−1, Hg := g−1Hg for the conjugated subgroups. Sometimes we write H < G in case H is a proper
subgroup of G . If H is a normal subgroup of G we write H  G . For h ∈ H we write gh := ghg−1 and
hg := g−1hg for the conjugated elements. Moreover G ′ is the commutator subgroup of G , Z(G) is the
center of G , NG(H) is the normalizer of H  G in G , CG(H) is the centralizer of H  G in G and Gˆ :=
Hom(G,C×). For ϕ ∈ Hˆ and g ∈ G the conjugated character gϕ ∈ ĝ H is deﬁned by gϕ(gh) := ϕ(h),
h ∈ H .
A pair (H,ϕ) with H  G and ϕ ∈ Hˆ is called a monomial pair. Let
M(G) := {(H,ϕ): H  G, ϕ ∈ Hˆ}
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(H,ϕ) (U ,ψ) ⇔ H  U and ψ|H = ϕ.
The group G acts on M(G) by g(H,ϕ) = (g H, gϕ), g ∈ G . The G-orbit of an element (H,ϕ) ∈M(G)
will be denoted by [H,ϕ]G . Moreover we set
M(G)/G := {[H,ϕ]G : (H,ϕ) ∈M(G)}.
The ring D(G) of monomial representations of G is deﬁned to be the free Z-module with basis
M(G)/G together with the multiplication
[H,ϕ]G · [U ,ψ]G :=
∑
HgU∈H\G/U
[
H ∩ gU , ϕ|H∩gU · gψ|H∩gU
]
G
for [H,ϕ]G , [U ,ψ]G ∈ M(G)/G . There exist exactly |M(G)/G| different ring homomorphisms
s : D(G) →C, the species of D(G). To construct the species of D(G) we consider the set
D(G) := {(H,hH ′): H  G, h ∈ H}.
The group G acts on D(G) by g(H,hH ′) = (g H, gh(g H ′)), (H,hH ′) ∈ D(G), g ∈ G . The G-orbit of
(H,hH ′) ∈ D(G) is denoted by [H,hH ′]G and we write D(G)/G for the set of the G-orbits of the
elements of D(G). For every (H,hH ′) ∈ D(G) we obtain a ring homomorphism sD(G)
(H,hH ′) : D(G) → C
by
sD(G)
(H,hH ′)
([U ,ψ]G) := ∑
gU∈G/U
HgU
gψ(h), [U ,ψ]G ∈M(G)/G
(cf. [1]). Note that every ring homomorphism s : D(G) → C arises in this way. Moreover sD(G)
(H,hH ′) =
sD(G)
(K ,kK ′) for (H,hH
′), (K ,kK ′) ∈ D(G) if and only if [H,hH ′]G = [K ,kK ′]G . Therefore there is a
1–1-correspondence between the G-orbits [H,hH ′]G ∈ D(G)/G and the species of D(G). (Informa-
tions about the construction of species in Green algebras can be found in [7].)
For a subring R ⊆C we set
DR(G) := R ⊗Z D(G).
Note that
DQ(ζ )(G) ∼=Q(ζ )|M(G)/G|
(cf. [1]). If we extend the species linearly to DQ(ζ )(G), the primitive idempotents of DQ(ζ )(G) are the
elements eD(G)
(H,hH ′) ∈ DQ(ζ )(G), (H,hH ′) ∈D(G), with the property
sD(G)
(U ,uU ′)
(
eD(G)
(H,hH ′)
)= {1 if [U ,uU ′]G = [H,hH ′]G ,
0 otherwise.
An explicit formula for the primitive idempotents of DQ(ζ )(G) is given by
eD(G)
(H,hH ′) =
|H ′|
|NG(H,hH ′)||H|
∑
LH
|L|μ(L, H)
∑
ϕ∈Hˆ
ϕ
(
h−1
)[L,ϕ|L]G , (H,hH ′) ∈D(G) (1)
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by
∑
HKU μ(H, K ) = 0 for H < U , μ(H, H) = 1 and μ(H,U ) = 0 for H  U (H,U ∈ V(G)) where
V(G) is the subgroup lattice of G .
The conductor of a primitive idempotent e ∈ DQ(ζ )(G) is the minimal natural number ne ∈ N with
ne · e ∈ DZ[ζ ](G) and is determined in the following theorem (cf. [10, Theorem 3.5]):
Theorem 1.1. Let (H,hH ′) ∈D(G). Then (NG(H,hH ′) : H ′) is the conductor of eD(G)(H,hH ′) .
An immediate consequence of this theorem is the fact that the isomorphy D(G) ∼= D(G˜) with
ﬁnite groups G and G˜ implies |G| = |G˜| [10, Theorem 3.6]. Therefore the group order of G is uniquely
determined by the ring D(G) of monomial representations.
We introduce the ghost ring of the representation ring D(G) in the following way (cf. [3]): Let
x = (xH )HG ∈
∏
HG
ZHˆ .
For H  G and ψ ∈ Hˆ we set x(H,ψ) := zψ where xH =∑ϕ∈Hˆ zϕϕ . The subring
Dˆ(G) :=
{
x ∈
∏
HG
ZHˆ: x(H,ϕ) = x(g(H,ϕ)) ∀(H,ϕ) ∈M(G) ∀g ∈ G}⊆ ∏
HG
ZHˆ
is called the ghost ring of D(G). For H  G the map
ρH : D(G) → ZHˆ,
[U ,ψ]G →
∑
gU∈G/U
HgU
gψ|H ∈ ZHˆ
is a ring homomorphism. Moreover we get a ring monomorphism
ρ = (ρH )HG : D(G) → Dˆ(G).
Thus the ring D(G) can be identiﬁed as a subring of Dˆ(G).
We make also use of a structure theorem concerning the torsion units of D(G) (cf. [10]). To state
this theorem we have to introduce some basic deﬁnitions: For a group G let N (G) be the set of all
normal subgroups of G . A subset S ⊆N (G) has property (∗) if the following conditions are valid:
(1) 1,G ∈ S ,
(2) M,N ∈ S implies MN ∈ S and M ∩ N ∈ S .
Let S ⊆ N (G) with property (∗). For N ∈ S let S(N) be the set of all elements [K ,ψ]G ∈ M(G)/G
with the following properties:
(1) N  K ,
(2) N  M  K with M ∈ S implies N = M .
Let T ⊆M(G)/G . We write D(G)T for the additive subgroup of D(G) generated by the elements of T .
We set D(G)T = {0} in case T = ∅. The group Ut(D(G)) of torsion units of D(G) can be described in
the following way (cf. [10, Theorem 4.6]):
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exp(Ut(D(G))). For H ∈ S we set
H∗ :=
{
a ∈ D(G)S(H):
n∑
k=1
(
n
k
)
ak = 0
}
.
Then every torsion unit u ∈ Ut(D(G)) is of the form
u = ±[G,ψ]G
∏
H∈S\{G}
(1+ uH )
with uniquely determined uH ∈ H∗ and ψ ∈ Gˆ . 
Note that the order of every torsion unit u ∈ Ut(D(G)) divides 2|G|. In case |G| is even the order
of u divides |G|.
The subring B(G) of D(G) generated by the elements [H,1]G ∈ M(G)/G , H  G is called the
Burnside ring of G (cf. [1]). The extended ring R ⊗Z B(G) with a subring R ⊆ C will be denoted by
BR(G). We obtain the species of B(G) by restricting the species of D(G) on B(G). Therefore the
species of B(G) are deﬁned by
sB(G)H : B(G) → Z,
[U ,1]G →
∑
gU∈G/U
HgU
1
for H  G . Moreover sB(G)H = sB(G)U for H,U  G if and only if H and U are conjugated in G . The
primitive idempotents of BQ(G) are exactly the elements e
B(G)
H ∈ BQ(G) (H  G) with
sB(G)U
(
eB(G)H
)= {1 if [U ,1]G = [H,1]G ,
0 else.
An explicit formula for the primitive idempotents eB(G)H is given by
eB(G)H =
1
|NG(H)|
∑
UH
|U |μ(U , H)[U ,1]G (2)
(cf. [6]). Let ηG : B(G) → D(G) be the natural embedding and
τG : D(G) → B(G),
[H,ϕ]G → [H,1]G
be the natural projection. Note that both maps are ring homomorphisms. We also use the notation ηG
for the linear extended embedding BQ(ζ )(G) → DQ(ζ )(G) and τG for the linear extended projection
DQ(ζ )(G) → BQ(ζ )(G).
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In this section we prove that the isomorphy D(G) ∼= D(G˜) with groups G and G˜ of odd order
implies the isomorphy B(G) ∼= B(G˜). We start by presenting two lemmata which point out useful
connections between the ring of monomial representations and the Burnside ring of a group. The
following proposition shows that for a species sD(G)
(H,hH ′) of D(G) with hH
′ = 1 there always exists an
element x ∈ D(G) with sD(G)
(H,hH ′)(x) /∈ Z in case G has odd order. As an immediate consequence we
obtain the main theorem.
Lemma 2.1. For H  G and h ∈ H one has
ηG
(
eB(G)H
)= ∑
[H,gH ′]∈D(G)/G
eD(G)
(H,gH ′) (3)
and
τG
(
eD(G)
(H,hH ′)
)= { eB(G)H if hH ′ = 1,
0 else.
(4)
Proof. Clearly it holds sD(G)
(U ,uU ′) ◦ ηG = sB(G)U for all (U ,uU ′) ∈D(G). Therefore Eq. (3) is valid. By the
idempotent formulae (1) and (2) we obtain
τG
(
eD(G)
(H,1H ′)
)= |H ′||NG(H)||H| ∑LH |L|μ(L, H)
∑
λ∈Hˆ
λ(1)τG
([L, λ|L]G)
= 1|NG(H)|
∑
LH
|L|μ(L, H)[L,1]G = eB(G)H
for (H,1H ′) ∈D(G). For H  G and h ∈ H with hH ′ = 1 one has ∑
λ∈Hˆ λ(h
−1) = 0. Thus
τG
(
eD(G)
(H,hH ′)
)= |H ′||NG(H)||H| ∑LH |L|μ(L, H)[L,1]G
∑
λ∈Hˆ
λ
(
h−1
)= 0
and Eq. (4) is proved. 
Lemma 2.2. Let G and G˜ be ﬁnite groups and let α : D(G) → D(G˜) be an isomorphism with
α
({
eD(G)
(H,1H ′):
[
H,1H ′
]
G ∈D(G)/G
})= {eD(G˜)
(H˜,1H˜ ′):
[
H˜,1H˜ ′
]
G˜ ∈D(G˜)/G˜
}
.
Then B(G) ∼= B(G˜).
Proof. By Lemma 2.1 we obtain that
β : BQ(ζ )(G) → BQ(ζ )(G˜),
eB(G)H → (τG˜ ◦ α)
(
eD(G)
(H,1H ′)
)
is a Q(ζ )-algebra-isomorphism with inverse map
110 M. Müller / Journal of Algebra 367 (2012) 105–119β−1 : BQ(ζ )(G˜) → BQ(ζ )(G),
eB(G˜)
H˜
→ (τG ◦ α−1)(eD(G˜)
(H˜,1H˜ ′)
)
.
Let (H,hH ′) ∈D(G) and α(eD(G)
(H,hH ′)) = eD(G˜)(H˜,h˜H˜ ′) . In case hH ′ = 1 we obtain
(β ◦ τG)
(
eD(G)
(H,1H ′)
)= β(eB(G)H )= (τG˜ ◦ α)(eD(G)(H,1H ′))
by Lemma 2.1. In case hH ′ = 1 we get h˜H˜ ′ = 1. By Lemma 2.1 we obtain
(β ◦ τG)
(
eD(G)
(H,hH ′)
)= β(0) = 0 = τG˜(eD(G˜)(H˜,h˜H˜ ′))= (τG˜ ◦ α)(eD(G)(H,hH ′)).
Since the primitive idempotents of DQ(ζ )(G) form a Q(ζ )-basis of DQ(ζ )(G) we have
β ◦ τG = τG˜ ◦ α. (5)
Conversely we obtain with the same argumentation
β−1 ◦ τG˜ = τG ◦ α−1. (6)
We set
γ : B(G) → B(G˜),
x → (τG˜ ◦ α ◦ ηG)(x)
and
γ ∗ : B(G˜) → B(G),
x˜ → (τG ◦ α−1 ◦ ηG˜)(x˜).
Then γ and γ ∗ are ring homomorphisms. Using Eqs. (5) and (6) and the fact that τG ◦ ηG = idB(G)
and τG˜ ◦ ηG˜ = idB(G˜) we obtain
γ ∗ ◦ γ = τG ◦ α−1 ◦ ηG˜ ◦ τG˜ ◦ α ◦ ηG = β−1 ◦ τG˜ ◦ ηG˜ ◦ β ◦ τG ◦ ηG = idB(G)
and
γ ◦ γ ∗ = τG˜ ◦ α ◦ ηG ◦ τG ◦ α−1 ◦ ηG˜ = β ◦ τG ◦ ηG ◦ β−1 ◦ τG˜ ◦ ηG˜ = idB(G˜) .
Therefore γ ∗ = γ −1 and γ is an isomorphism. 
Proposition 2.3. Let G be a ﬁnite group of odd order and let (H,hH ′) ∈D(G) with hH ′ = 1. Then there exists
x ∈ D(G) with sD(G)
(H,hH ′)(x) /∈ Z.
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p = 2 of |K¯ |. Let ξ ∈ C be a primitive p-th root of unity and let ϕ¯ ∈ Hom(K¯ ,C×) be deﬁned by
ϕ¯(hH ′) := ξ . Moreover let
ϕ¯◦ : H¯ →C, ϕ¯◦(g) :=
{
ϕ¯(g) if g ∈ K¯ ,
0 else
and ψ¯ := indH¯
K¯
ϕ¯ be the induced character deﬁned by
ψ¯(g) := 1|K¯ |
∑
u∈H¯
ϕ¯◦
(
ugu−1
)
for g ∈ H¯ . Since H¯ is abelian it holds ψ¯ =mϕ¯◦ with m := (H¯ : K¯ ). Let{
χ¯ ∈ Irr(H¯): χ¯|K¯ = ϕ¯
}= {χ¯1, . . . , χ¯m}.
Then ψ¯ = χ¯1 + · · · + χ¯m . Let χ1, . . . ,χm be the linear characters of H deﬁned by χi(g) := χ¯i(gH ′) for
g ∈ H and i = 1, . . . ,m. We set
x := [H,χ1]G + · · · + [H,χm]G ∈ D(G).
Then
sD(G)
(H,hH ′)(x) = sD(G)(H,hH ′)
([H,χ1]G)+ · · · + sD(G)(H,hH ′)([H,χm]G)
=
∑
gH∈NG (H)/H
χ1
(
hg
)+ · · · + ∑
gH∈NG (H)/H
χm
(
hg
)
=
∑
gH¯∈U¯/H¯
χ¯1
((
hH ′
)g)+ · · · + ∑
gH¯∈U¯/H¯
χ¯m
((
hH ′
)g)
=
∑
gH¯∈U¯/H¯
(χ¯1 + · · · + χ¯m)
((
hH ′
)g)
=
∑
gH¯∈U¯/H¯
ψ¯
((
hH ′
)g)= ∑
gH¯∈NU¯ (K¯ )/H¯
ψ¯
((
hH ′
)g)
=m
∑
gH¯∈NU¯ (K¯ )/H¯
ϕ¯
((
hH ′
)g)
.
For g ∈ NU¯ (K¯ ) one has (hH ′)g = (hH ′)s with s ∈N and gcd(s, |K¯ |) = 1. Thus for g ∈ NU¯ (K¯ ) we obtain
ϕ¯((hH ′)g) = ξk with k ∈ {1, . . . , p − 1}. Moreover there exist a1, . . . ,ap−1 ∈N0 with∑
gH¯∈NU¯ (K¯ )/H¯
ϕ¯
((
hH ′
)g)= a1ξ + a2ξ2 + · · · + ap−1ξ p−1
and a1 + · · · + ap−1 = (NU¯ (K¯ ) : H¯). Therefore
sD(G) ′ (x) = b1ξ + b2ξ2 + · · · + bp−1ξ p−1(H,hH )
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b1 + · · · + bp−1 =
(
NU¯ (K¯ ) : H¯
)
(H¯ : K¯ ) = (NU¯ (K¯ ) : K¯ ) ≡ 0 (mod 2).
Assume sD(G)
(H,hH ′)(x) = −z ∈ Z. Then
f := bp−1Xp−1 + · · · + b1X + z ∈ Z[X]
is a polynom with f (ξ) = 0. The minimalpolynom of ξ ∈Q(ξ) over Q is of the form X p−1+· · ·+ X+1
and divides f . Therefore bp−1 = · · · = b1 = z and we obtain
b1 + · · · + bp−1 = (p − 1)z.
But since p = 2 we get a contradiction to b1 + · · · + bp−1 ≡ 0 (mod 2). Therefore sD(G)(H,hH ′)(x) /∈ Z and
the assertion is proved. 
As an immediate consequence we get the main theorem of this section:
Theorem 2.4. Let G and G˜ be groups of odd order. If D(G) ∼= D(G˜) then B(G) ∼= B(G˜).
Proof. Let α : D(G) → D(G˜) be an isomorphism, and let (H,hH ′) ∈D(G) and (H˜, h˜H˜) ∈D(G˜) with
sD(G˜)
(H˜,h˜H˜ ′) ◦ α = s
D(G)
(H,hH ′).
Then sD(G˜)
(H˜,h˜H˜ ′)(x˜) ∈ Z for all x˜ ∈ D(G˜) if and only if s
D(G)
(H,hH ′)(x) ∈ Z for all x ∈ D(G). By Proposition 2.3
we have h˜H˜ ′ = 1 if and only if hH ′ = 1. Therefore
α
({
eD(G)
(H,1H ′):
[
H,1H ′
]
G ∈D(G)/G
})= {eD(G˜)
(H˜,1H˜ ′) :
[
H˜,1H˜ ′
]
G˜ ∈D(G˜)/G˜
}
.
By Lemma 2.2 we get the isomorphy B(G) ∼= B(G˜). 
3. Z -groups
In the following a group G in which every Sylow subgroup is cyclic will be called a Z-group. In
this section we will show that the isomorphy D(G) ∼= D(G˜) with ﬁnite Z -groups G and G˜ implies
the isomorphy G ∼= G˜ . As a direct consequence we obtain that a group of squarefree order is uniquely
determined up to isomorphy by its ring of monomial representations. First we introduce the structure
of a ﬁnite Z -group by the following theorem:
Theorem 3.1 (Zassenhaus). Let G be a ﬁnite Z-group. Then there exist n,m, r ∈N with
G = 〈x, y: xm = 1 = yn, yxy−1 = xr 〉,
where |G| = nm, rn ≡ 1 (mod m) and gcd((r − 1)n,m) = 1. Conversely a group with this conditions is a
Z-group.
Proof. [9], Kap. IV, Satz 2.11. 
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there exist x, y ∈ G with
G = 〈x〉 〈y〉,
where |〈x〉| = m, |〈y〉| = n, yxy−1 = xr , rn ≡ 1 (mod m) with m,n, r ∈ N and gcd((r − 1)n,m) = 1. It
holds 〈x〉 = 〈xr−1〉  G ′ since yxy−1x−1 = xr−1 and gcd(r − 1,m) = 1. Since G/〈x〉 is abelian, we get
G ′  〈x〉. Thus 〈x〉 = G ′ and m and n are uniquely determined. Moreover 2 does not divide m = |G ′|
since gcd(r,m) = 1 = gcd(r − 1,m).
Let H  G . Then U := H ∩ 〈x〉 = 〈xi〉 for some i ∈ N with i|m. Let M := {q: q|m, q prime} and
Hq be the Sylow-q-subgroups of H . Then U =∏q∈M Hq and gcd((H : U ), |U |) = 1. Since U  H there
exist a subgroup V  H with H = U  V by the theorem of Schur–Zassenhaus. Since |V | divides |〈y〉|
there exists g ∈ G with g V  〈y〉 by the theorem of Schur–Zassenhaus. Therefore there exists j ∈ N
with j|n and g V = 〈y j〉. Since U  G it follows g H = 〈xi〉 〈y j〉.
In the ﬁrst step we have to show that the isomorphy D(G) ∼= D(G˜) with Z -groups G and G˜ implies
the isomorphy G/G ′ ∼= G˜/G˜ ′ . This is done in Proposition 3.5.
Lemma 3.3. Let G be a non-abelian Z-group and let p be a prime divisor of |G ′|. Let H < G be a proper
subgroup with p|(H : H ′). Then H is a proper subgroup of NG(H).
Proof. By Theorem 3.1 there exist n,m, r ∈N and cyclic subgroups 〈x〉, 〈y〉 G with
G = 〈x〉 〈y〉,
where |G| = mn, xm = 1 = yn , yxy−1 = xr with r > 1 (since G is not abelian), rn ≡ 1 (mod m) and
gcd((r − 1)n,m) = 1. Let H < G be a subgroup with p|(H : H ′). By Remark 3.2 there exists g ∈ G and
i, j ∈N with i|m, j|n and
g H = 〈xi 〉 〈y j 〉.
In case j = 1 we get 〈(xi)r−1〉 = 〈xi〉 = H ′ since yxi y−1x−i = (xi)r−1 and gcd(r − 1,m) = 1. Then p
does not divide (H : H ′) and we get a contradiction. Thus j = 1. Moreover y /∈ g H since j|n. Since
y ∈ NG(g H) we conclude g H < NG(g H). Therefore H < NG(H). 
Proposition 3.4. Let G be a Z-group and u ∈ Ut(D(G)). Then |〈u〉| divides 2(G : G ′). Moreover |〈u〉| divides
(G : G ′) if |G| is even.
Proof. The assertion is clear in case G = 1. Therefore let G = 1 and u ∈ Ut(D(G)). We use the notation
of Theorem 1.2 and set S := {1,G}. By Theorem 1.2 we obtain
u = ±[G,ψ]G (1+ v)
with ψ ∈ Gˆ , 1+ v ∈ Ut(D(G)) and v ∈ D(G)S(1) . Let
v :=
∑
[U ,λ]G∈M(G)/G
z[U ,λ][U , λ]G
with z[U ,λ] ∈ Z for all [U , λ]G ∈M(G)/G . Since v ∈ D(G)S(1) it holds z[G,λ] = 0 for all λ ∈ Gˆ . Assume
|〈u〉| does not divide 2(G : G ′). Then there exists a prime divisor p of |G ′| which divides |〈u〉| since
|〈u〉| divides 2|G| and gcd(|G ′|,2(G : G ′)) = 1 (Remark 3.2). In particular G is not abelian and p = 2.
Moreover p divides |〈1 + v〉| since |〈±[G,ψ]G 〉| divides 2(G : G ′). Therefore there exists a subgroup
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will be divided by p. Since Ut(ZTˆ ) = ±Tˆ (cf. [8]) and p = 2 there exists τ ∈ Tˆ with ρT (1+ v) = ±τ
and the property that p divides |〈τ 〉|. Therefore there exists [H,ϕ]G ∈M(G)/G such that z[H,ϕ] = 0
and τ is included in the sum
ρT
([H,ϕ]G)= ∑
gH∈G/H
Tg H
gϕ|T .
Thus there exists g ∈ G with T  g H and gϕ|T = τ . We choose a subgroup H  G which is maximal
with the following two properties:
1. T  H .
2. There exists ϕ ∈ Hˆ with ϕ|T = τ and z[H,ϕ] = 0.
Then H < G . Moreover p divides |〈ϕ〉| since τ |〈ϕ〉| = (ϕ|T )|〈ϕ〉| = 1. Therefore p divides (H : H ′) and
ϕ = 1. Moreover H < NG(H) by Lemma 3.3.
We will show that hϕ , h ∈ NG(H), is not included in the sum
ρH (v) − ρH
(
z[H,ϕ][H,ϕ]G
)= ρH( ∑
[U ,λ]G∈M(G)/G[U ,λ]G =[H,ϕ]G
z[U ,λ][U , λ]G
)
. (7)
Assume there exists h ∈ NG(H) such that hϕ is included in the sum (7). Then there exists [U , λ]G ∈
M(G)/G with [U , λ]G = [H,ϕ]G and z[U ,λ] = 0 such that hϕ is included in
ρH
([U , λ]G)= ∑
gU∈G/U
HgU
gλ|H .
Then (H, hϕ)  (gU , gλ) for some g ∈ G and therefore (H,ϕ)  (h−1gU , h−1 gλ). We obtain (H,ϕ) =
(h
−1 gU , h
−1 gλ) by the maximal condition of H contradicting [H,ϕ]G = [U , λ]G . Thus hϕ is not included
in the sum (7). Since
ρH
([H,ϕ]G)= ∑
gH∈NG (H)/H
gϕ
it holds
ρH (1+ v) = 1+ z[H,ϕ]
∑
gH∈NG (H)/H
gϕ + ρH
( ∑
[U ,λ]G∈M(G)/G[U ,λ]G =[H,ϕ]G
z[U ,λ][U , λ]G
)
= 1+ z[H,ϕ]
∑
gH∈NG (H)/H
gϕ +
n∑
i=1
liψi
with n ∈ N, li ∈ Z and ψi = gϕ for all g ∈ NG(H) and all i = 1, . . . ,n. Moreover ρH (1 + v) /∈ Ut(ZHˆ)
since ϕ = 1, Ut(ZHˆ) = ±Hˆ and H < NG(H). This contradicts our assumption and therefore |〈u〉| di-
vides 2(G : G ′).
Now let |G| be even. Then |〈u〉| divides |G| and |〈u〉||G ′|z = 2|G| with some z ∈ Z. Moreover 2 di-
vides z since 2 does not divide |G ′|. Therefore |〈u〉| divides (G : G ′) and the proposition is proved. 
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Proof. By Remark 3.2 G/G ′ is cyclic. Let ξ ∈ C be a primitive (G : G ′)-th root of unity and let g ∈ G
with 〈gG ′〉 = G/G ′ and λ ∈ Gˆ with λ(g) = ξ . For all u ∈ Ut(D(G)) and all (H,hH ′) ∈ D(G) we ob-
tain sD(G)
(H,hH ′)(u) = ±ξ i with i ∈ {1, . . . , (G : G ′)} by Proposition 3.4. Moreover [G, λ]G ∈ Ut(D(G)) and
sD(G)
(G,gG ′)(±[G, λ]G) = ±ξ . Since 2 does not divide |G ′| it follows
max
{∣∣〈u〉∣∣: u ∈ Ut(D(G))}= { (G : G ′) if |G| is even,
2(G : G ′) if |G| is odd.
Therefore (G : G ′) = (G˜ : G˜ ′). Since G/G ′ and G˜/G˜ ′ are cyclic we get G/G ′ ∼= G˜/G˜ ′ . 
The following remark present some more structure conditions of a Z -group which are very useful
in the next two propositions.
Remark 3.6. Let G be a Z -group. Then
G = 〈x〉 〈y〉
with the conditions stated in Remark 3.2. Note that 〈x〉 = G ′ . We set H := CG(G ′). Then H  G . By
Remark 3.2 we get H = G ′  Hy with Hy  〈y〉. Thus Hy  Z(G) and we have H = G ′ × Hy . Therefore
H is a cyclic normal subgroup of G , and since gcd(|G ′|, |Hy|) = 1 every subgroup U  H is of the
form U = Ux × U y with Ux  G ′ and U y  Hy  H ∩ Z(G). Moreover every subgroup of H is normal
in G .
Proposition 3.7. Let G be a Z-group and H := CG(G ′). Then
A := {eD(G)
(U ,uU ′):
∣∣G ′∣∣ divides the conductor of eD(G)
(U ,uU ′)
}= {eD(G)
(U ,uU ′): U  H
}=: B.
Proof. Let eD(G)
(U ,uU ′) ∈ B . Then U is abelian by Remark 3.6 and the conductor of eD(G)(U ,u) is equal to
|NG(U ,u)| by Theorem 1.1. Moreover G ′  CG(H) since H is abelian and we obtain G ′  NG(U ,u).
Therefore |G ′| divides the conductor of eD(G)(U ,u) .
Let conversely be eD(G)
(U ,uU ′) ∈ A and G = 〈x〉 〈y〉 with the conditions stated in Remark 3.2. By Re-
mark 3.2 there exists g ∈ G with gU = UxU y , where Ux  G ′ and U y  〈y〉. Since eD(G)(U ,uU ′) = eD(G)g (U ,uU ′)
we assume U = UxU y . By Theorem 1.1 the conductor of eD(G)(U ,uU ′) is equal to (NG(U ,uU ′) : U ′). Since
|G ′| divides (NG(U ,uU ′) : U ′) we obtain U ′ = 1. Therefore U is abelian and it holds U = Ux × U y .
Since |G ′| divides NG(U ) we obtain x ∈ NG(U ). Let yi ∈ U y for some i ∈N. Since xU y = U y we obtain
xyix−1 = y j with some j ∈N. Therefore y j−i x = y−i xyi ∈ G ′ and it follows yi = y j . Thus U y  H and
therefore U  H . It follows A = B . 
In the next proposition and the main theorem we use the following notation: For the Z -groups G
and G˜ it holds
G = 〈x〉 〈y〉 and G˜ = 〈x˜〉 〈 y˜〉
with G ′ = 〈x〉, |〈x〉| = m, |〈y〉| = n, yxy−1 = xr , rn ≡ 1 (mod m), gcd((r − 1)n,m) = 1, G˜ ′ = 〈x˜〉,
|〈x˜〉| = m˜, |〈 y˜〉| = n˜, y˜x˜ y˜−1 = x˜s , sn˜ ≡ 1 (mod m˜) and gcd((s − 1)n˜,m˜) = 1 (cf. Remark 3.2). Moreover
we set H := CG(G ′), H˜ := CG˜(G˜ ′), t := (G : H) and t˜ := (G˜ : H˜).
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Proof. To get a slightly easier notation we prove that x˜ and x˜r are conjugated in G˜ . Let α : D(G˜) →
D(G) be an isomorphism. Then |G| = |G˜| and by Proposition 3.5 we obtain m = m˜. By Proposition 3.7
it holds
α
({
eD(G˜)
(U˜ ,u˜)
: U˜  H˜
})= {eD(G)(U ,u): U  H}.
Therefore
sD(G˜)
(H˜,x˜)
= sD(G)(V ,v) ◦ α (8)
for a subgroup V  H and some v ∈ V . Note that V  G by Remark 3.6. We choose k ∈ N with the
property
k ≡ r (modm) and k ≡ 1 (mod n).
Then gcd(k, |G|) = gcd(k,mn) = gcd(k,m)gcd(k,n) = gcd(r,m) = 1. We deﬁne a Galois automorphism
σ ∈ Gal(Q(ζ )/Q) by σ(ζ ) := ζ k . In the next step we will show the equation
σ ◦ sD(G)
(V ,v) = sD(G)(V ,v). (9)
Let [U , λ]G ∈M(G)/G . It holds
sD(G)(V ,v)
([U , λ]G)= ∑
gU∈G/U
VgU
gλ(v),
and since V  G we have sD(G)(V ,v)([U , λ]G) = 0 in case V  U . Therefore let V  U . By Remark 3.2 we
can assume
U = 〈xa〉 〈yb〉
with a|m and b|n. Then 1, x, x2, . . . , xa−1 is a transversal for the left cosets of U in 〈x〉〈yb〉. Moreover
1, y, y2, . . . , yb−1 is a transversal for the left cosets of 〈x〉 〈yb〉 in G . Therefore yix j , i = 0, . . . ,b− 1,
j = 0, . . . ,a−1 is a transversal for the left cosets of U in G . There exist uniquely determined elements
vx ∈ 〈x〉 and v y ∈ 〈y〉 with v = vxv y . Moreover v y ∈ Z(G) by Remark 3.6. Then
sD(G)(V ,v)
([U , λ]G)= ∑
gU∈G/U
VgU
gλ(v) =
∑
gU∈G/U
gλ(vx)
gλ(v y)
= λ(v y)
b−1∑
i=0
a−1∑
j=0
λ
(
yix j vxx
− j y−i
)
= λ(v y)a
b−1∑
λ
(
yi vx y
−i).
i=0
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λ(yi vx y−i)m = 1. Note that λ(vx) = λ(ybvx y−b) = λ(vx)rb since yb ∈ U . We obtain
b−1∑
i=0
λ
(
yi vx y
−i)r = b−1∑
i=0
λ(vx)
ri+1 =
b−1∑
i=0
λ(vx)
ri =
b−1∑
i=0
λ
(
yi vx y
−i).
Therefore
(
σ ◦ sD(G)(V ,v)
)([U , λ]G)= λ(v y)ka b−1∑
i=0
λ
(
yi vx y
−i)k = λ(v y)a b−1∑
i=0
λ
(
yi vx y
−i)r
= λ(v y)a
b−1∑
i=0
λ
(
yi vx y
−i)= sD(G)(V ,v)([U , λ]G).
Therefore Eq. (9) is valid.
Now let [U˜ , λ˜]G˜ ∈M(G˜)/G˜ . Then
sD(G˜)
(H˜,x˜)
([U˜ , λ˜]G˜)= ∑
gU˜∈G˜/U˜
H˜g U˜
g λ˜(x˜),
and since H˜  G˜ one has sD(G˜)
(H˜,x˜)
([U˜ , λ˜]G˜) = 0 in case H˜  U˜ . Let H˜  U˜ . Then
(
σ ◦ sD(G˜)
(H˜,x˜)
)([U˜ , λ˜]G˜)= σ( ∑
gU˜∈G˜/U˜
g λ˜(x˜)
)
=
∑
gU˜∈G˜/U˜
(g λ˜(x˜))k.
Since (g λ˜(x˜))m = 1 we get (g λ˜(x˜))k = (g λ˜(x˜))r = g λ˜(x˜r) for all g ∈ G˜ . Therefore
(
σ ◦ sD(G˜)
(H˜,x˜)
)([U˜ , λ˜]G˜)= ∑
gU˜∈G˜/U˜
g λ˜
(
x˜r
)= sD(G˜)
(H˜,x˜r)
([U˜ , λ˜]G˜).
It follows
σ ◦ sD(G˜)
(H˜,x˜)
= sD(G˜)
(H˜,x˜r)
.
Together with Eqs. (8) and (9) we obtain
sD(G˜)
(H˜,x˜r)
= σ ◦ sD(G˜)
(H˜,x˜)
= σ ◦ sD(G)(V ,v) ◦ α = sD(G)(V ,v) ◦ α = sD(G˜)(H˜,x˜).
In particular [H˜, x˜]G˜ = [H˜, x˜r]G˜ and the assertion is proved. 
Theorem 3.9. Let G and G˜ be Z-groups with D(G) ∼= D(G˜). Then G ∼= G˜ .
118 M. Müller / Journal of Algebra 367 (2012) 105–119Proof. By Proposition 3.5 we obtain m = m˜. The conjugacy class of x in G is {xri : i = 0, . . . , t − 1},
and the conjugacy class of x˜ in G˜ is {x˜si : i = 0, . . . , t˜ − 1}. Note that r +mZ ∈ Z/mZ is a primitive
t-th root of unity and s +mZ ∈ Z/mZ is a primitive t˜-th root of unity. By Proposition 3.8 we obtain
that x is conjugated to xs
i
and x˜ is conjugated to x˜r
i
for all i  0. Then{
si +mZ ∈ Z/mZ: i = 0, . . . , t˜ − 1}⊆ {ri +mZ ∈ Z/mZ: i = 0, . . . , t − 1}
and {
ri +mZ ∈ Z/mZ: i = 0, . . . , t − 1}⊆ {si +mZ ∈ Z/mZ: i = 0, . . . , t˜ − 1}.
Therefore both sets are equal. Moreover
t = ∣∣{ri +mZ ∈ Z/mZ: i = 0, . . . , t − 1}∣∣= ∣∣{si +mZ ∈ Z/mZ: i = 0, . . . , t˜ − 1}∣∣= t˜.
Therefore there exists l ∈ N with rl ≡ s (mod m) and gcd(l, t) = 1. Let c be the product of all prime
divisors of n which do not divide t . Then there exists k ∈N with
k ≡ l (mod t) and k ≡ 1 (mod c).
Since gcd(k, tc) = gcd(k, t) = gcd(l, t) = 1 we get gcd(k,n) = 1. Therefore
G = 〈x〉 〈y〉 = 〈x〉 〈yk〉
with ykxy−k = xrk = xrl = xs and the groups G and G˜ are isomorphic. 
As an immediate consequence we get the following corollary.
Corollary 3.10. Let G be a group of squarefree order and let G˜ be a group with D(G) ∼= D(G˜). Then G ∼= G˜ . 
Example 3.11. We give a short example of two ﬁnite non-isomorphic groups G and G˜ with D(G) 
D(G˜) and B(G) ∼= B(G˜). Let
G := 〈x〉 〈y〉 and G˜ := 〈x˜〉 〈 y˜〉
with x91 = y3 = 1, yxy−1 = x9, x˜91 = y˜3 = 1 and y˜x˜ y˜−1 = x˜16. Then gcd((9 − 1)3,91) = 1 =
gcd((16 − 1)3,91) and the groups G and G˜ are Z -groups of the form stated in Remark 3.2. More-
over the conjugacy class of x in G is {x, x9, x81}, and the conjugacy class of x˜ in G˜ is {x˜, x˜16, x˜74}.
Assume there is an isomorphism α : G˜ → G . Then {α(x˜),α(x˜)16,α(x˜)74} is the conjugacy class of α(x˜)
in G . Moreover there exists k ∈N with gcd(k,91) = 1 and α(x˜)k = x. Then α(x˜)k = x and α(x˜)16k = x16
are conjugated in G . Since 9 ≡ 16 ≡ 81 (mod 91) we get a contradiction. Therefore G  G˜ .
A transversal for the conjugacy classes of the subgroups of G is given by
1, 〈x〉, 〈x7〉, 〈x13〉, 〈y〉, 〈y, x7〉, 〈y, x13〉, G,
and a transversal for the conjugacy classes of the subgroups of G˜ is given by
1, 〈x˜〉, 〈x˜7〉, 〈x˜13〉, 〈 y˜〉, 〈 y˜, x˜7〉, 〈 y˜, x˜13〉, G˜.
The table of marks of both groups are identic. Therefore the Burnside rings B(G) and B(G˜) are iso-
morphic. By Corollary 3.10 it holds D(G)  D(G˜). Therefore the isomorphy B(G) ∼= B(G˜) does not
imply the isomorphy D(G) ∼= D(G˜) for ﬁnite groups G and G˜ (see Table 1).
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The table of marks of G . The table of marks of G˜ arises by replacing x with x˜ and y with y˜.
1 〈y〉 〈x13〉 〈x7〉 〈y, x13〉 〈y, x7〉 〈x〉 G
sB(G)1 273 91 39 21 13 7 3 1
sB(G)〈y〉 0 1 0 0 1 1 0 1
sB(G)〈x13〉 0 0 39 0 13 0 3 1
sB(G)〈x7〉 0 0 0 21 0 7 3 1
sB(G)〈y,x13〉 0 0 0 0 1 0 0 1
sB(G)〈y,x7〉 0 0 0 0 0 1 0 1
sB(G)〈x〉 0 0 0 0 0 0 3 1
sB(G)G 0 0 0 0 0 0 0 1
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