We prove an existence result for solutions of nonlinear parabolic inequalities with L 1 data in Orlicz spaces.
Introduction
Let Ω be an open bounded subset of R N , N ≥ 2, let Q be the cylinder Ω × (0,T) with some given T > 0. Consider the following nonlinear parabolic problem: where A(u)=−div(a(x,t,u,∇u)) is a Leray-Lions operator defined on D(A)⊂W 1,x 0 L M (Ω), with M is an N-function, and χ is a given data.
In the variational case (i.e., where χ ∈ W −1,x E M (Ω)), it is well known that the solvability of (1.1) is done by Donaldson [2] and Robert [11] when the operator A is monotone, t 2 M(t), and M satisfies a Δ 2 condition, and by finally the recent work [3] for the general case.
In the L 1 case, an existence theorem is given in [4] . However, the techniques used in [4] do not allow us to adapt it for parabolic inequalities. It is our purpose in this paper to solve the obstacle problem associated to (1.1) in the case where χ ∈ L 1 (Q) + W −1,x E M (Q) and without assuming any growth restriction on M. The existence of solutions is proved via a sequence of penalized problems, with solutions u n . A priori estimates of the truncation of u n are obtained in some suitable Orlicz space. For the passage to the limit, the
2.2.
Let Ω be an open subset of R N . The Orlicz class K M (Ω) (resp., the Orlicz space L M (Ω)) is defined as the set of (equivalence classes of) real-valued measurable functions u on Ω such that Ω M u(x) dx < +∞ resp., The equality E M (Ω) = L M (Ω) holds if and only if M satisfies the Δ 2 condition, for all t or for t large, according to whether Ω has infinite measure or not.
The dual of E M (Ω) can be identified with L M (Ω) by means of the pairing Ω uv dx, and the dual norm of L M (Ω) is equivalent to · M,Ω .
The space L M (Ω) is reflexive if and only if M and M satisfy the Δ 2 condition, for all t or for t large, according to whether Ω has infinite measure or not.
2.3.
We now turn to the Orlicz-Sobolev space, W 1 L M (Ω) (resp., W 1 E M (Ω)) is the space of all functions u such that u and its distributional derivatives up to order 1 lie in L M (Ω) (resp., E M (Ω)). It is a Banach space under the norm
(2.4)
Thus, W 1 L M (Ω) and W 1 E M (Ω) can be identified with subspaces of product of N +1 copies of L M (Ω). Denoting this product by L M , we will use the weak topologies σ( L M ,
. We say that u n converges to u for the modular convergence in
This implies convergence for σ( L M , L M ). If M satisfies the Δ 2 condition on R + , then modular convergence coincides with norm convergence.
2.4.
Let W −1 L M (Ω) (resp., W −1 E M (Ω)) denote the space of distributions on Ω which can be written as sums of derivatives of order ≤ 1 of functions in L M (resp., E M (Ω)). It is a Banach space under the usual quotient norm. If the open set Ω has the segment property, then the space D(Ω) is dense in W 1 0 L M (Ω) for the modular convergence and thus for the topology σ( L M , L M ) (cf. [6, 7] ). Consequently, the action of a distribution in W −1 L M (Ω) on an element of W 1 0 L M (Ω) is well defined.
2.5.
Let Ω be a bounded open subset of R N , T > 0, and set Q = Ω × (0,T). Let M be an N-function. For each α ∈ N N , denote by D α x the distributional derivatives on Q of order α with respect to the variable x ∈ R N . The inhomogeneous Orlicz-Sobolev spaces of order 1 are defined as follows:
The latest space is a subset of the first one. They are Banach spaces under the norm
We can easily show that they form a complementary system when Ω satisfies the segment property.These spaces are considered as subspaces of the product spaces L M (Q) which has N + 1 copies. We will also consider the weak topologies σ( L M , E M ) and
valued and is strongly measurable. Furthermore, the following continuous imbedding holds:
. We can easily show as in [7] that when Ω has the segment property, then for all u ∈ D(Q) σ( LM , E M ) there exist some λ > 0 and a sequence (u n ) ⊂ D(Q) such that for all
thus both sides of the last inequality are equivalent norms on W 1,x 0 L M (Q). We have then the following complementary system:
. It is also, up to an isomorphism, the quotient of L M by the polar set W 1,x 0 E M (Q) ⊥ , and will be denoted by F = W −1,x L M (Q) and it is shown that
This space will be equipped with the usual quotient norm:
where the inf is taken on all possible decompositions
Defintion 2.1. We say that u n → u in W −1,x L M (Q) + L 1 (Q) for the modular convergence if we can write
with u α n → u α in L M (Q) for the modular convergence for all |α| ≤ 1 and u 0 n → u 0 strongly in L 1 (Q).
We will give the following approximation theorem which plays a crucial role when proving the existence result of solutions for parabolic inequalities.
for the modular convergence.
Proof. It is easily adapted from that given in [4, Theorem 3] and the approximation techniques of [9] .
when Ω is more regular (see [9] ).
In order to deal with the time derivative, we introduce a time mollification of a function v ∈ L M (Q). Thus, we define, for all μ > 0 and all (
The following proposition is fundamental in the sequel.
Proposition 2.4 [5] .
Recall now the following compactness result which is proved in [5] .
The main result
Let Ω be an open bounded subset of R N , N ≥ 2, with the segment property. Let P and M be two N-functions such that P M. Consider now the operator A : 
Finally, consider
We define for all t ∈ R, k ≥ 0, T k (t) = max(−k,min(k,t)), and S k (t) = t 0 T k (η)dη. We will prove the following existence theorem.
Then there exists at least one solution u ∈ C([0,T];L 1 (Ω)) such that u(x,0) = u 0 a.e. and for all τ ∈]0, T],
, (see [4] ), the first and the latest terms of problem (p ψ ) are well defined.
Proof
Step 1. A priori estimates.
For the sake of simplicity, we assume that d(x,t) = 0. Consider the approximate equations where f n → f strongly in L 1 (Q) and u n 0 → u 0 strongly in L 1 (Ω). Thanks to [3, Theorem 3.1], there exists at least one solution u n of problem (P n ). By choosing T k (u n − T h (u n )),h ≥ ψ ∞ as test function in (P n ), we get ∂u n ∂t ,T k u n − T h u n + h≤|un|≤h+k a u n ,∇u n ∇u n dx dt
On the one hand, we have
Since −nT n (u n − ψ) − T k (u n − T h (u n )) ≥ 0, for every h ≥ ψ ∞ , we deduce by Fatou's lemma as k → 0 that Q nT n u n − ψ − ≤ C. Take now a nondecreasing function θ k ∈ C 2 (R) such that θ k (s) = s for |s| ≤ k/2 and θ k (s) = k sign(s) for |s| > k. By multiplying the approximate equation by θ k (u n ), we get ∂θ k u n ∂t − div a x,t,u n ,∇u n θ u n + a x,t,u n ,∇u n ∇u n θ u n − nT n u n − ψ − θ k u n = f n θ k u n ,
, we have by Proposition 2.5 that θ k (u n ) is relatively compact in L 1 (Q) and so that u n → u a.e. in Q, and from (3.8) by using Fatou's lemma, we get u ≥ ψ a.e. in Q. Consequently,
for the topology σ( L M , E M ).
Step 2. Almost everywhere convergence of the gradients. Since T k (u) ∈ W 1,x 0 L M (Q), then there exists a sequence (α k j ) ⊂ D(Q) such that α k j → T k (u) for the modular convergence in W 1,x 0 L M (Q). In the sequel and throughout the paper, χ j,s and χ s will denote, respectively, the characteristic functions of the sets
For the sake of simplicity, we will write only (n, j,μ,s) to mean all quantities (possibly different) such that lim s→∞ lim μ→∞ lim j→∞ lim n→∞ (n, j,μ,s) = 0.
Taking now T η (u n − T k (α k j ) μ ), η > 0 as test function in (P n ), we get The second term of the last equality can be written as (3.20) the third term can be written as which implies, by using the fact that {k<|un|}∩{|un−Tk (α k j )μ|<η} a(u n ,∇u n )∇u n dx dt ≥ 0, that {|Tk (un)−Tk(α k j )μ|<η} a u n ,∇u n ∇T k u n − ∇T k α k j μ χ j,s dx dt
Since a(T k+η (u n ),∇T k+η (u n )) is bounded in (L M (Q)) N , there exists some h k+η ∈ (L M (Q)) N such that a T k+η u n ,∇T k+η u n h k+η weakly in L M (Q)
Consequently, The latest integral tends to 0 as n and j go to ∞. Indeed, we have that On the other hand, we have for every s ≥ r, r > 0, which gives by letting j → ∞ and using the modular convergence of ∇T k (α k j ), that and thus there exists a subsequence also denoted by (u n ) such that ∇u n −→ ∇u a.e. in Q r , (3.52) and since r is arbitrary, we obtain ∇u n −→ ∇u a.e. in Q.
(3.53)
Step 3. Passage to the limit. Let φ ∈ ψ ∩ D(Q). Choosing now T k (u n − φ)χ (0,τ) as test function in (P n ), we get 
