Abstract. We present an averaging process for sections of a torsor under a unipotent group. This process allows to integrate local sections of such a torsor into a global simplicial section. A global simplicial section, in turn, can sometimes give information about the mixed resolution of a sheaf. The results of this paper have applications to deformation quantization of algebraic varieties.
Theorem 0.2. Let H⋉G be an affine algebraic group over K, with G pro-unipotent. Let X be a K-scheme, and let π : Z → X be a torsor under (H ⋉ G) × X which is locally trivial for the Zariski topology of X. DefineZ := Z/H, with projection π :Z → X. Let X = m i=0 U (i) be an open covering of X, and let σ (i) : U (i) → Z be sections ofπ :Z → X. Then these sections can be extended to a simplicial section ofπ.
This results is repeated as Theorem 5.10 in the body of the paper. In the application [Ye3] X is a smooth scheme, and Z is the bundle of formal coordinate systems on X, in the sense of Gelfand-Kazhdan (see [GK] and [Ko] ).
A seemingly unrelated notion is that of mixed resolutions. Here we assume the K-scheme X is smooth and separated, and each of the open sets U (i) in the covering U is affine. Given a quasi-coherent O X -module M we define its mixed resolution Mix U (M). This is a complex of sheaves on X. As the name suggests, this resolution mixes two distinct types of resolutions: a de Rham type resolution which is related to the sheaf P X of principal parts of X, and aČech type resolution which is related to U . The precise definition is too complicated to state here -see Section 4.
Theorem 0.3. Let X be a smooth separated K-scheme, let U = {U (0) , . . . , U (m) } be an affine open covering of X, and let M be a quasi-coherent O X -module.
(
1) There is a functorial quasi-isomorphism M → Mix U (M). (2) There is a functorial isomorphism Γ X, Mix U (M) ∼ = RΓ(X, M) in D(Mod K).
This is Theorem 4.14 in the body of the paper. Finally here is the connection between simplicial sections and mixed resolutions.
Theorem 0.4. Let π : Z → X be a morphism of schemes, and let U be an open covering of X. Suppose σ is simplicial section of π based on U . Let M 1 , . . . , M r , N be quasi-coherent O X -modules, and let φ :
be a continuous O Z -multilinear sheaf morphism on Z. Then there is an induced sheaf morphism σ * (φ) :
on X.
In the theorem, the continuity and the complete pullback π * refer to the dir-inv structures on these sheaves, which are explained in Section 1. A more detailed statement is Theorem 6.3 in the body of the paper. Definition 1.1.
(1) Let M ∈ Mod C. An inv module structure on M is an inverse system {F i M } i∈N of C-submodules of M . The pair (M, {F i M } i∈N ) is called an inv C-module.
(2) Let (M, {F i M } i∈N ) and (N, {F i N } i∈N ) be two inv C-modules. A function φ : M → N (C-linear or not) is said to be continuous if for every i ∈ N there exists i ′ ∈ N such that φ(F i ′ M ) ⊂ F i N . (3) Define Inv Mod C to be the category whose objects are the inv C-modules, and whose morphisms are the continuous C-linear homomorphisms.
There is a full and faithful embedding of categories Mod C ֒→ Inv Mod C, M → (M, {. . . , 0, 0}).
Recall that a directed set is a partially ordered set J with the property that for any j 1 , j 2 ∈ J there exists j 3 ∈ J such that j 1 , j 2 ≤ j 3 . Definition 1.2.
(1) Let M ∈ Mod C. A dir-inv module structure on M is a direct system {F j M } j∈J of C-submodules of M , indexed by a nonempty directed set J, together with an inv module structure on each F j M , such that for every j 1 ≤ j 2 the inclusion F j1 M ֒→ F j2 M is continuous. The pair (M, {F j M } j∈J ) is called a dir-inv C-module.
(2) Let (M, {F j M }) j∈J and (N, {F k N } k∈K ) be two dir-inv C-modules. A function φ : M → N (C-linear or not) is said to be continuous if for every j ∈ J there exists k ∈ K such that φ(F j M ) ⊂ F k N , and φ : F j M → F k N is a continuous homomorphism between these two inv C-modules. (3) Define Dir Inv Mod C to be the category whose objects are the dir-inv Cmodules, and whose morphisms are the continuous C-linear homomorphisms.
An inv C-module M can be endowed with a dir-inv module structure {F j M } j∈J , where J := {0} and F 0 M := M . Thus we get a full and faithful embedding Inv Mod C ֒→ Dir Inv Mod C.
Inv modules and dir-inv modules come in a few "flavors": trivial, discrete and complete. A discrete inv module is one which is isomorphic, in Inv Mod C, to an object of Mod C (via the canonical embedding above). A complete inv module is an inv module (M, {F i M } i∈N ) such that the canonical map M → lim ←i F i M is bijective. A discrete (resp. complete) dir-inv module is one which is isomorphic, in Dir Inv Mod C, to a dir-inv module (M, {F j M } j∈J ), where all the inv modules F j M are discrete (resp. complete), and the canonical map lim j→ F j M → M in Mod C is bijective. A trivial dir-inv module is one which is isomorphic to an object of Mod C. Discrete dir-inv modules are complete, but there are also other complete modules, as the next example shows. Example 1.3. Assume C is noetherian and c-adically complete for some ideal c. Let M be a finitely generated C-module, and define F i M := c i+1 M . Then {F i M } i∈N is called the c-adic inv structure, and of course (M, {F i M } i∈N ) is a complete inv module. Next consider an arbitrary C-module M . We take {F j M } j∈J to be the collection of finitely generated C-submodules of M . This dir-inv module structure on M is called the c-adic dir-inv structure. Again (M, {F j M } j∈J ) is a complete dir-inv C-module. Note that a finitely generated C-module M is discrete as inv module iff c i M = 0 for i ≫ 0; and a C-module is discrete as dir-inv module iff it is a direct limit of discrete finitely generated modules.
The category Dir Inv Mod C is additive. Given a collection {M k } k∈K of dir-inv modules, the direct sum k∈K M k has a structure of dir-inv module, making it into the coproduct of {M k } k∈K in the category Dir Inv Mod C. Note that if the index set K is infinite and each M k is a nonzero discrete inv module, then k∈K M k is a discrete dir-inv module which is not trivial. The tensor product M ⊗ C N of two dir-inv modules is again a dir-inv module. There is a completion functor
A graded dir-inv module (or graded object in Dir Inv Mod C) is a direct sum M = k∈Z M k , where each M k is a dir-inv module. A DG algebra in Dir Inv Mod C is a graded dir-inv module A = k∈Z A k , together with continuous C-(bi)linear functions µ : A × A → A and d : A → A, which make A into a DG C-algebra. If A is a super-commutative associative unital DG algebra in Dir Inv Mod C, and g is a DG Lie Algebra in Dir Inv Mod C, then A ⊗ C g is a DG Lie Algebra in Dir Inv Mod C.
Let A be a super-commutative associative unital DG algebra in Dir Inv Mod C. A DG A-module in Dir Inv Mod C is a graded object M in Dir Inv Mod C, together with continuous C-(bi)linear functions µ : A × M → M and d : M → M , which make M into a DG A-module in the usual sense. A DG A-module Lie algebra in Dir Inv Mod C is a DG Lie algebra g in Dir Inv Mod C, together with a continuous C-bilinear function µ : A × g → g, such that such that g becomes a DG A-module, and
for all a k ∈ A i k and γ k ∈ g j k . All the constructions above can be geometrized. Let (Y, O) be a commutative ringed space over K, i.e. Y is a topological space, and O is a sheaf of commutative K-algebras on Y . We denote by Mod O the category of O-modules on Y . Example 1.4. Geometrizing Example 1.3, let X be a noetherian formal scheme, with defining ideal I. Then any coherent O X -module M is an inv O X -module, with system of submodules {I i+1 M} i∈N , and M ∼ = M; cf. [EGA I]. We call an O X -module dir-coherent if it is the direct limit of coherent O X -modules. Any dircoherent module is quasi-coherent, but it is not known if the converse is true. At any rate, a dir-coherent O X -module M is a dir-inv O X -module, where we take {F j M} j∈J to be the collection of coherent submodules of M. Any dir-coherent O X -module is then a complete dir-inv module. This dir-inv module structure on M is called the I-adic dir-inv structure. Note that a coherent O X -module M is discrete as inv module iff I i M = 0 for i ≫ 0; and a dir-coherent O X -module is discrete as dir-inv module iff it is a direct limit of discrete coherent modules. 
Continuous Thom-Sullivan Cochains
From here on K is a field of characteristic 0. Let us begin with some abstract notions about cosimplicial modules and their normalizations, following [HS] and [HY] . We use the notation Mod K and DGMod K for the categories of K-modules and DG (differential graded) K-modules respectively.
Let 
m . Let C be some category. A cosimplicial object in C is a functor C : ∆ → C. We shall usually refer to the cosimplicial object as C = {C p } p∈N , and for any α ∈ ∆ q p the corresponding morphism in C will be denoted by α * :
The notation for a simplicial object will be C = {C p } p∈N and α * :
The standard normalization of M is the DG module NM defined as follows:
K is the K-rational point x such that t i (x) = 1 and t j (x) = 0 for all j = i. We identify the vertices of ∆ q K with the ordered set [q] = {0, 1, . . . , q}.
extending it, and in this way {∆
, that is generated as K-algebra by the elements t 0 , . . . , t q , dt 0 , . . . , dt q . The collection {Ω(∆ q K )} q∈N is a simplicial DG algebra, namely a functor from ∆ op to the category of DG K-algebras.
In [HY] we made use of the Thom-Sullivan normalizationÑM of a cosimplicial K-module M . For some applications (specifically [Ye3] ) a complete version of this construction is needed. Recall that for M, N ∈ Dir Inv Mod K we can define the complete tensor product
The standard normalization NM also makes sense here, via the forgetful functor
l is complete, so that using [Ye2, Proposition 1.5] we get a functorial K-linear homomorphism
Proof. This is a complete version of [HY, Theorem 1.12] . Let ∆ l be the simplicial
; so its set of p-simplices is ∆ l p . Define C l to be the algebra of normalized cochains on ∆ l , namely
Here ∆ l,nd is the (finite) set of nondegenerate simplices, i.e. those sequences i = (i 0 , . . . , i p ) satisfying 0 ≤ i 0 < · · · < i p ≤ l. As explained in [HY, Appendix A] we have simplicial DG algebras C = {C l } l∈N and Ω(∆ K ) = {Ω(∆ l K )} l∈N , and a homomorphism of simplicial DG modules ρ :
It turns out (this is work of Bousfield-Gugenheim) that ρ is a homotopy equivalence in ∆ op DGMod K, i.e. there are simplicial homomorphisms φ : [HY, formula (A.1) ], so that in particular
It follows that ∆ is a homotopy equivalence in DGMod K.
Suppose A = {A q } q∈N is a cosimplicial DG algebra in Dir Inv Mod K (not necessarily associative nor commutative). This is a pretty complicated object: for every q we have a DG algebra A q = i∈Z A q,i in Dir Inv Mod K. For every α ∈ ∆ q p there is a continuous DG algebra homomorphism α * : A p → A q , and the α * have to satisfy the simplicial relations.
Anyhow, both Ñ A and NA are DG algebras. For Ñ A the DG algebra structure comes from that of the DG algebras Ω(∆ 
Proof. This is a complete variant of [HY, Theorem 1.13 ]. The proof is identical, after replacing "⊗" with " ⊗" where needed; cf. proof of previous proposition.
Remark 2.7. If A is associative then presumably ∆ extends to an A ∞ quasiisomorphism Ñ A → NA.
CommutativeČech Resolutions
In this section K is a field of characteristic 0 and X is a noetherian topological space. We denote by K X the constant sheaf K on X. We will be interested in the category Dir Inv Mod K X , whose objects are sheaves of K-modules on X with dir-inv structures. Note that any open set V ⊂ X is quasi-compact.
, and let g i : U i → X be the inclusion. Given a dir-inv K X -module M and natural number q we define a sheaf
This is a finite product. For an open set V ⊂ X we then have
Applying the functors N q and Ñ q we obtain K-modules N q Γ(V, C(U , M)) and Ñ q Γ(V, C(U , M)). As we vary V these become presheaves of K-modules, which
be the set of non-degenerate simplices inside ∆ m q . Lemma 3.1. For every q the presheaves
and
are sheaves. There is a functorial isomorphism of sheaves
and a functorial embedding of sheaves
Proof. Since {C q (U , M)} q∈N is a cosimplicial sheaf we get the isomorphism (3.2).
. By Definition 2.1 there is an exact sequence of presheaves on X:
Since the presheaves in the middle and on the right are actually sheaves, it follows that Ñ q C(U , M) is also a sheaf.
Thus we have complexes of sheaves NC(U , M) and Ñ C(U , M). There are functorial homomorphisms M → NC(U , M) and M → Ñ C(U , M). Note that the complex Γ(X, NC(U , M)) is nothing but the usual globalČech complex of M for the covering U .
The reason for the name is that Ñ C(U , O X ) is a sheaf of super-commutative DG algebras.
Lemma 3.5. Suppose M 1 , . . . , M r , N are dir-inv K X -modules, and q 1 , . . . , q r ∈ N. Let q := q 1 + · · · + q r . Suppose that for every l ∈ N and i ∈ ∆ m l we are given Kmultilinear sheaf maps 
that commute with the embeddings (3.3).
Proof. Direct verification. 
Proof. Use Lemma 3.5.
Due to Lemma 3.6, if M is a complex in Dir Inv Mod K X , then Ñ C(U , M) is also a complex (in Mod K X ), and there is a functorial homomorphism of complexes 
is a quasi-isomorphism of complexes of K-modules. (2) There are functorial quasi-isomorphism of complexes of sheaves of K-modules
Proof. (1) Lemma 3.1 and Proposition 2.5 imply that for any p the homomorphism of complexes
is a quasi-isomorphism. Now use the standard filtration argument (the complexes in question are all bounded below).
(2) From (1) we deduce that
is a quasi-isomorphism. Hence
is a quasi-isomorphism of complexes of sheaves.
It is a known fact that M p → NC(U , M p ) is a quasi-isomorphism of sheaves (see [Ha] Lemma 4.2). Again this implies that M → NC(U , M) is a quasi-isomorphism.
And therefore M → Ñ C(U , M) is also a quasi-isomorphism. Now let us look at a separated noetherian formal scheme X. Let X be the reduced scheme with structure sheaf O X = O X /I, where I is the biggest defining ideal of X. So X and X have the same underlying topological space. Recall that a dir-coherent O X -module is a quasi-coherent O X -module which is the union of its coherent submodules. 
Proof. In view of the theorem and equation (3.2), it suffices to prove that for all p, q and all i ∈ ∆ m,nd q the sheaves g i * g
p is a coherent O U i -module, and both g i : U i → X and U i → Spec K are affine morphisms. By [EGA I, Theorem 10.10.2] it follows that g i * g
We conclude that H j (X, g i * g
Mixed Resolutions
In this section K is s field of characteristic 0 and X is a finite type K-scheme. Let us begin be recalling the definition of the sheaf of principal parts P X from [EGA IV]. Let ∆ : X → X 2 = X × K X be the diagonal embedding. By completing X 2 along ∆(X) we obtain a noetherian formal scheme X, and P X := O X . The two projections p i : X 2 → X give rise to two ring homomorphisms p * i : O X → P X . We view P X as a left (resp. right) O X -module via p * 1 (resp. p * 2 ).
Recall that a connection
Passing to the completion along the diagonal ∆(X) we get a connection of O X -modules (4.2)
2 O X -linear. It will be useful to describe ∇ P on the level of rings. Let U = Spec C ⊂ X be an affine open set. Then
the I-adic completion, where I := Ker(C ⊗ C → C). And
As usual the connection ∇ P of (4.2) induces differential operators of left O Xmodules 
Proof. The proof is similar to that of [Ye1, Theorem 4.5] . We may restrict to an affine open set U = Spec B ⊂ X that admits anétale coordinate system s = (s 1 , . . . , s n ), i.e. K[s] → B is anétale ring homomorphism. It will be convenient to have another copy of B, which we call C; so that Γ(U, P X ) = B ⊗ C, the I-adic completion, where I := Ker(B ⊗ C → B). We shall identify B and C with their images inside B ⊗ C, and denote the copy of the element s i in C by r i . Letting
By definition
The differential ∇ P on the left goes to the differential d B ⊗1 C on the right. Consider the sub DG algebra
Therefore we obtain C-linear isomorphisms
So there is a commutative diagram .7) is an exact sequence in the category GrMod C of graded C-modules. Now each term in this sequence is a free graded C-module, and therefore this sequence is split in GrMod C.
The t-adic inv structure on C[t] can be recovered from the grading, and this inv structure is the same as the I-adic inv structure on B ⊗ C. Therefore the completion is Ω
in which the top tow is continuously C-linearly split, and the vertical arrows are bijections. We conclude that the sequence of right O U -modules
Therefore it follows that for any O X -module M the sequence (4.5), when restricted to U , is split exact.
Let us now fix an affine open covering U = {U (0) , . . . , U (m) } of X. Let I X = Ker(P X → O X ). This is a defining ideal of the noetherian formal scheme (X, O X ) := (X, P X ). So P X is an inv module over itself with the I X -adic inv structure. Given quasi-coherent O X -modules M and N , the tensor product N ⊗ OX P X ⊗ OX M is a dir-coherent P X -module, and so it has the I X -adic dir-inv structure. See Example 1.4. In particular
Proof. Because ∇ P ⊗ 1 M is a differential operator of P X -modules, it is continuous for the I X -adic dir-inv structure. See [Ye2, Proposition 2.3 ].
Henceforth we will write ∇ P instead of ∇ P ⊗ 1 M .
Definition 4.9. Let M be a quasi-coherent O X -module. For any p, q ∈ N define Mix p,q
The connection
We also have ∂ : Mix
The complex Mix U (M), d mix is called the mixed resolution of M.
There are functorial embeddings of sheaves
see Lemma 3.1.
Proposition 4.12.
(1) Mix U (O X ) is a sheaf of super-commutative associative unital DG K-algebras. There are two K-algebra homomorphisms p *
is a locally free O X -module of finite rank then the multiplication map
is an isomorphism.
Proof. By by Lemmas 3.1 and 3.6.
which is compatible with φ via the embedding (4.11).
Proof. This is an immediate consequence of Lemma 3.6.
Theorem 4.14. Assume X is smooth and separated, with affine open covering
Proof. This is a combination of Corollary 3.9 and Theorem 4.4.
Remark 4.15. We know very little about the structure of the sheaves Ñ q C(U , M), even when M = O X . Cf. [HS] .
An Averaging Process
Let G be a unipotent affine (finite type) algebraic group over K, with (nilpotent) Lie algebra g. We write d(G) for the minimal number d such that there exists a chain of closed normal subgroups
is an isomorphism of schemes, with inverse log G ; see [Ho, Theorem VIII.1.1] .
Consider the following setup: X is a K-scheme, and Y, Z are two X-schemes. Suppose Z is a torsor under the group scheme G × X. We denote the action of
We are going to define a new sequence of X-morphisms f
(By "points" we mean in the sense of schemes, i.e. w ∈ ∆ q K (U ) and y ∈ Y (U ) for some K-scheme U .) Define
For any set S let us write S ∆ q 0 for the set of functions ∆ q 0 → S, which is the same as the set of sequences (s 0 , . . . , s q ) in S. As usual Hom
whose formula is (5.1). We will also need a similar operation
It is clear that for q = 0 both operations w G and wsym G act as the identity, i.e.
Lemma 5.2. Both operations w G and wsym G are simplicial. Namely, given α ∈ ∆ q p the diagram
is commutative, and likewise for w G .
Proof. It suffices to consider
First let's look at the case α = ∂ q . Take w ∈ ∆ q−1 K and y ∈ Y , and let
The coordinates of v are t j (v) = t j (w) for j ≤ q − 1, and t q (v) = 0. Then for any i the i-th term in the sequence α * (f ′ ), evaluated at (w, y), equals
On the other hand, the i-th term of the sequence wsym G (α * (f )) is
Next consider the case α = s q . Take w ∈ ∆ q+1 K and y ∈ Y , and let v := α * (w) ∈ ∆ q K . The coordinates of v are t j (v) = t j (w) for j ≤ q − 1, and t q (v) = t q (w) + t q+1 (w). For any i ≤ q the i-th term in the sequence α * (f ), evaluated at (w, y), is f ′ i (v, y), which was calculated in (5.3). The (q + 1)-st term is also f ′ q (v, y). On the other hand, for any i ≤ q the i-th term in the sequence wsym G (α * (f ′ )), evaluated at (w, y), is
But t q (w) + t q+1 (w) = t q (v), α * (g i,j )(w, y) = g i,j (v, y) for j ≤ q, and α * (g i,q+1 )(w, y) = g i,q (v, y). Therefore
For i = q + 1 one has z q+1 = z q . We conclude that α * • wsym G = wsym G • α * in this case too.
The proof for w G is the same.
Lemma 5.4. Both operations w G and wsym G are functorial in the data (G, X, Y, Z). Namely, given a morphism of algebraic groups
Proof. This is due to the functoriality of the exponential map: the diagram
Proof. In this case exp : g → G is an isomorphism of algebraic groups, where g is viewed as an additive group. So we may assume that Z is a torsor under g × X.
The assertions of the lemma will then follow.
SoZ is a torsor under G ×X, and f 0 induces a morphismf 0 ∈ HomX (Ỹ ,Z). The morphism τ : G ×X →Z, (g,x) → g ·f 0 (x), is an isomorphism ofX-schemes. DefineW := τ (G k ×X) ⊂Z. ThenW is the "geometric orbit" off 0 under G k ×X; and in particularW is a torsor under G k ×X. By assumptionf 1 , . . . ,f q ∈ HomX (Ỹ ,W ). Define (f ′ 0 , . . . ,f ′ q ) := wsym G k (f 0 , . . . ,f q ). By Lemma 5.4 it suffices to prove thatf
DefineW :=W /G k+1 . This is a torsor under the group scheme (G k /G k+1 ) ×X. Letf 0 , . . . ,f q ∈ HomX (Ỹ ,W ) be the images of (f 0 , . . . ,f q ). Because the group G k /G k+1 is abelian, Lemma 5.5 says that wsym G k /G k+1 (f 0 , . . . ,f q ) is a constant sequence. Again using Lemma 5.4, we see that in factf
Given an X-scheme Y the collections Hom X (∆ Hom
Theorem 5.8. Let G be a unipotent affine finite type algebraic group over K, let X be a K-scheme, and let Z → X be a torsor under G × X. For any X-scheme Y and natural number q there is a function
, and is the identity for q = 0.
see Lemma 5.6. The rest follows from Lemmas 5.2 and 5.4.
A nice way to express the simplicial property in the theorem is that wav G is a map of simplicial sets
Corollary 5.9. Let G be a unipotent affine finite type group scheme over K, let X be a K-scheme, and let π : Z → X be a torsor under G × X. Suppose U ⊂ X is an open set and σ 0 , . . . , σ q : U → Z are sections of π. Then there exists a morphism
Moreover, the morphism σ depends simplicially on σ 0 , . . . , σ q ; namely (σ 0 , . . . , σ q ) → σ is a map of simplicial sets
For q = 0 one has the equality σ = σ 0 ; see equation (5.7).
Proof. This is a special case of the theorem. Suppose H and G are affine group schemes over K, and H acts on G by automorphisms. Namely there is a morphism of schemes H × G → G which for every K-scheme Y induces a group homomorphism H(Y ) → Aut Groups (G(Y )). Then H × G has a structure of a group scheme, and we denote this group by H ⋉ G; it is a geometric semi-direct product.
Recall that G is pro-unipotent if it has a sequence of normal closed subgroups N 0 ⊃ N 1 ⊃ · · · such that G ∼ = lim ←i G/N i , and each G/N i is a finite type unipotent group.
Theorem 5.10. Let H ⋉ G be an affine group scheme over K, and assume G is pro-unipotent. Let π : Z → X be a torsor under (H ⋉ G) × X which is locally trivial for the Zariski topology of X. DefineZ := Z/H andπ :Z → X. Suppose U ⊂ X is an open set and σ 0 , . . . , σ q : U →Z are sections ofπ. Then there exists a morphism
Moreover, σ depends functorially on U and simplicially on σ 0 , . . . , σ q .
Proof. We might as well assume that U = X. Consider the quotient Z/G. Since G is normal in H ⋉ G it follows that Z/G is a torsor under H × X. Let's write π H : Z →Z = Z/H and π G : Z → Z/G for the projections.
Pick an open set V ⊂ X which trivializes π : Z → X. Let's write Z| V := π −1 (V ). Because π H | V : Z| V →Z| V is a trivial torsor under H ×Z| V we can lift the sections σ 0 , . . . , σ q to sectionsσ 0 , . . . ,σ q : V → Z such that π H •σ i = σ i . Furthermore, since π G : Z → Z/G is H-equivariant and Z/G is a torsor under H × X, it follows that we can chooseσ 0 , . . . ,σ q such that π G •σ i = τ for some section τ : V → Z/G.
Let F ⊂ Z| V be the fiber over τ , i.e. F := V × Z/G Z via the morphisms π G : Z → Z/G and τ : V → Z/G. Then F is a torsor under G × V , andσ 0 , . . . ,σ q ∈ Hom V (V, F ).
Let N 0 ⊃ N 1 ⊃ · · · be closed normal subgroups of G such that G ∼ = lim ←i G/N i and each G/N i is unipotent. Define F i := F/N i , which is a torsor under (G/N i )×V . Let α i : F → F i be the projection. By Theorem 5.8 we get
The functoriality of wav says that the ρ i form an inverse system, and we let The section σ does not depend on the choice of the section τ : V → Z/G. The reason is that if τ ′ : V → Z/G is another such section, then τ ′ = h · τ for some morphism h : V → H. By Lemma 5.4, applied to the G/N i -equivariant morphisms h : F i → h · F i , it follows that the corresponding section ρ ′ : V → Z will then satisfy ρ ′ = h · ρ. Therefore π H • ρ ′ = π H • ρ = σ. Lemma 5.2 implies that σ depends simplicially on (σ 0 , . . . , σ q ).
Finally take an open covering X = V j such that each V j trivializes π : Z → X, and let σ j : V j →Z| Vj be the section constructed in (5.11). Since no choices were made we have σ j | Vj ∩V k = σ k | Vj ∩V k for two indices. Therefore these sections can be glued to a section σ : X →Z. The functorial and simplicial properties of σ are clear from its construction.
Remark 5.12. Z. Reichstein observed that our averaging process provides a new proof (in characteristic 0) of the fact that a unipotent group G is special, namely any G-torsor Z over K has a K-rational point. Let us explain the idea.
Let z 0 ∈ Z be some closed point. Choose a finite Galois extension L of K containing the residue field k(z 0 ). Let Γ be the Galois group of L over K, which acts on the set Z(L). Let z 0 , . . . , z q ∈ Z(L) be the Γ-conjugates of z 0 . The group Γ acts on the sequence z := (z 0 , . . . , z q ) by permutations. Thus the simultaneous action of Γ on Z(L)
Going over the formulas we see that the operators w G and wsym G respect the action of the permutation group of {0, . . . , q}, which acts on ∆ q 0 and on ∆ q K . And the functoriality says that the action of the Galois group on Spec L is also respected. Since z is fixed by the simultaneous action of Γ, so is wav G (z). Take the uniform weight sequence w := ( 1 q+1 , . . . , 1 q+1 ) and define z ′ := wav G (z)(w) ∈ Z(L). Because w is fixed by the permutation group we conclude that z ′ is Γ-invariant, and hence z ′ ∈ Z(K).
Simplicial Sections
In this final section we explore the connection between the averaging process of Section 5 and the mixed resolutions of Section 4.
Let X be a K-scheme, and let X = m i=0 U (i) be an open covering, with inclusions g (i) : U (i) → X. We denote this covering by U . For any multi-index i = (i 0 , . . . , i q ) ∈ ∆ m q we write U i := q j=0 U (ij ) , and we define the scheme U q := i∈∆ m q U i . Given α ∈ ∆ q p and i ∈ ∆ m q there is an inclusion of open sets α * : U i → U α * (i) . These patch to a morphism of schemes α * : U q → U p , making {U q } q∈N into a simplicial scheme. The inclusions g (i) : U (i) → X induce inclusions g i : U i → X and morphisms g q : U q → X; and one has the relations g p • α * = g q for any α ∈ ∆ q p . Definition 6.1. Let π : Z → X be a morphism of K-schemes. A simplicial section of π based on the covering U is a sequence of morphisms σ = {σ q : ∆ 
