Abstract. We reformulate the Johnson-Nedelec approach for the exterior two-dimensional Stokes problem taking advantage of the parameterization of the artificial boundary. The main aim of this paper is the presentation and analysis of a fully discrete numerical method for this problem. This one responds to the needs of having efficient approximate quadratures for the weakly singular boundary integrals. We give a complete error analysis of both the Galerkin and fully discrete Galerkin methods.
at the continuous level (as in [11] ) by changing all terms on the artificial boundary to periodic functions by means of a smooth parametrization of this boundary. This equivalent reformulation of the continuous problem is especially important since it leads to a novel discrete Galerkin scheme which allows one to take advantage of techniques from [8] , [5] to compute in the global matrix the coefficients corresponding to the boundary integrals by elemental quadrature formulas; cf. problem (9) . Our discretization method relays on exact triangulations of the domain. Hence, curved triangles are needed all along the auxiliary interface. This is one of the principal difficulties we had to answer since, to the authors' knowledge, there is no curved stable finite elements for the Stokes problem in the literature; see [7] , [3] . Thus, we generalize the mixed element introduced in [2] for our needs.
The paper is organized as follows. In a first part, which consists of sections 2 to 4, we introduce the model problem and its Galerkin discretization and arrive directly to the fully discrete scheme. We intend by this to let the reader see, as quickly as possible, what quadrature rules are used in avoiding the technical aspects. The second part is devoted to the analysis of the Galerkin scheme (section 5) and the completely discrete problem (section 6).
Convention. In what follows small boldface letters (capital boldface, resp.) will denote vectors or vector-valued functions (matrices or matrix-valued functions, resp.). Vectors in R 2 are always to be understood as column vectors, and subscripts will index their different components. The superscript will denote transposition of a matrix. A dot will denote the Euclidean inner product in R 2 and a colon the Euclidean inner product in the space R 2×2 of the real 2 × 2 matrices, i.e.,
Throughout this paper C, with or without subscripts, denotes a generic constant independent of the discretization parameter h. Sobolev spaces. In this work we will use the Hilbertian Sobolev spaces Then for r ∈ R we define the Sobolev space H r to be the completion of C ∞ with the norm
Then it is well known (see [10] ) that H r are Hilbert spaces and that H r1 ⊂ H r2 if r 1 > r 2 , the inclusion being dense and compact. Moreover the H 0 -inner product 
λ(s)µ(s)ds
can be extended to represent the duality of H −r and H r for all r. We will keep the same notation for this duality bracket.
Since we will be dealing with vector unknowns, we need product forms of some spaces. If H is any of the previous function spaces, we will denote H := H × H endowed with the product norm and corresponding inner product (when this exists). We will use the same notation for the inner product and norm, since it will be clear from the context and notations used for functions, when scalar or vector functions are used.
Statement of the problem.
Given two functions p and u we denote
where ∆ := ∇ · ∇. We also consider the Jacobian matrix and the displacement tensor (symmetrized Jacobian matrix)
We emphasize that the operator D is the transposed of the more commonly used form for the differential matrix. We make this choice in order to simplify some forthcoming calculations.
Let Ω be a bounded domain in R 2 with Lipschitz boundary Γ and let Ω be its exterior, i.e., the complement of its closure in R 2 . The steady-state Stokes problem consists in finding a velocity field u and a pressure field p, defined on Ω , satisfying
(1)
We assume that the support of the external force function f is bounded. We have also assumed that the dynamic viscosity equals 1.
As usual in boundary-field formulations we introduce an artificial boundary. Let Ω 0 be a simply connected bounded domain containing both supp f and Ω and such that its boundary Γ 0 can be parameterized by a 1-periodic smooth function, namely,
Then, this parameterization allows us to define the inner parameterized trace onto Γ 0 as the unique extension of
to the whole of 
and the bilinear form
Consider the integral operators
I being the 2 × 2 identity matrix, and
Notice that K is C ∞ and 1-periodic in both variables. These operators are parameterized versions of classical boundary integral operators for the Stokes problem (cf. [6] ) and satisfy the following well known properties.
is bounded. Moreover, there exists α > 0 such that
These are therefore the elements to introduce the problem this paper concerns itself with:
This problem arises from parameterization of the equivalent problem in [13] . Once (2) is solved, the weak solution to (1) is given by (u, p) in the interior domain and by an integral representation using λ and γu in the exterior, i.e., outside Γ 0 (see [13] ). By a simple variation of an argument in [13] , it can be easily proven that problem (2) has a unique solution. Notice that λ is a paremeterized version of the outer normal stress on Γ 0 and that the asymptotic behavior at infinity in (1) is ensured by the zero mean value condition on λ.
Consider the product space
endowed with the usual product Hilbert topology. Let A : M × M → R be the bounded bilinear form
where we have denoted u := (u, λ), v := (v, µ) as we will do in what follows. We consider also L :
Then (2) is equivalent to
3. A BEM-FEM discretization. 
where the limiting value has to be taken asx 2 goes to 1. Then, for h ∈ (0, h 0 ), where h 0 is sufficiently small, T is the range of T by the C ∞ one-to-one mapping F T : T → R 2 given by
Moreover, each side of T is mapped onto the corresponding side of T , i.e.,
. This type of diffeomorfism was first proposed by Zlámal [16] and studied by Scott [12] . If T is a straight (interior) triangle, we take the curving perturbation Θ T ≡ 0 and thus F T is the usual affine map from the reference triangle, this hypothesis will be implicit in the following. Given a regular function g : T → R, we denote g := g • F T . We also use this notation for vector and matrix-valued functions. When T is a curved triangle, we need estimates on the derivatives of F T and F
−1
T in order to obtain the usual scaling arguments. Such estimates are a consequence of
which is proven in Theorem 22.4 of [15] (cf. also [12] ) together with the following results.
Lemma 2. For all h ∈ (0, h 0 ), the Jacobian J T of F T does not vanish on a neighborhood of T and the following estimates hold:
where
It follows from (5)- (6) and a careful application of the chain rule that (see [15, Lemma 25 .1] and [1] )
for all u in H m (T ) and m ≥ 1.
Discretization with a curved mixed finite element.
On each curved or straight triangle T , we define the space
where P 1 is the space of polynomials of degree not greater than one. We recall that the barycentric coordinate functions
Generalizing the mixed finite element of Bernardi-Raugel [2] , we take the velocities in the space
where P 1 (T ) := P 1 (T )×P 1 (T ), and the pressure in the space P 0 of constant functions. It is easy to see that a function φ ∈ P (T ) is uniquely determined by the nine degrees of freedom given by the Lagrange functionals N i,T , (i = 1, 2, 3) (componentwise evaluation at the vertices) plus the moments
where f T i is the side of T opposite to a T i and n i,T is the outward normal to that side. Moreover, if (i, j, k) ∈ C 3 , φ ∈ P (T ), and φ(a
Hence, we may define the global spaces corresponding to this mixed finite element by
and
Finally, we use splines of degree 1 for the unknown in the boundary
We are now in position to write the discrete problem associated with (3),
4. Full discretization of the equations. In this section we give a fully discrete scheme based on the application of numerical integration to the equations of the Galerkin method. We denote a quadrature formula of degree m (i.e., exact for all bivariate polynomials of degree not greater that m) on the reference triangle by
The corresponding quadrature formula on each T ∈ τ h is obtained by a change of variable:
We remark that the degree of Q T m is not the same as that of Q m unless T is a straight triangle. Assuming that f ∈ C(Ω − ), we approximate for all v, u ∈ W h , and
For the boundary terms, we first consider a basic one-dimensional quadrature formula of degree 2,
and introduce, for all u ∈ W h and µ ∈ H h , the approximation
where µ i is the constant value of µ in (s i , s i+1 ) and 2 is applied componentwise.
Finally, we denote a two-dimensional quadrature formula of degree m on the unit square by
With the aid of such a formula we approximate the bilinear form associated with the double-layer potential on W h × H h as follows:
where K i,j (s, t) := K(t i + sh, t j + th)v(x(t j + th)). Here also we apply Z 2 componentwise. Numerical quadratures must be handled with care when defining an approximation of (V λ, µ) on H h × H h because of the logarithmic singularity of the kernel V . Here, we follow [8] and consider the following decomposition of the kernel:
Notice that B is of class C ∞ in the domain {(s, t) : |s − t| < 1}. Now, the strategy consists of using a formula Z 1 to approximate the second integral and compute the first one exactly (cf. [8] and [5] ); i.e.,
Notice that the periodicity of V (·, ·) allows one to use the indices (i, j) instead of (i, j) and avoid the neighborhood of the region {(s, t); |s − t| = 1}. Then we approximate for all λ, µ ∈ H h
We are now in a position to write a fully discrete method for (3):
where, for all u, v ∈ M h ,
In section 6 we will analyze this family of fully discrete methods. Once the different quadrature formulae are chosen, the numerical scheme is implementable. Adequate choices of these formulae and also efficient strategies for implementation and solution of the (rather complicated) linear system are the aim of forthcoming work.
Convergence of the Galerkin method.
Let us consider the auxiliary problem:
where B(u, v) := A(u, v) + (2Kγu, µ). This bilinear form is elliptic on M by virtue of Korn's inequality and Lemma 1. This fact, together with the inf-sup condition (cf. [7] ) (11) prove that the variational problem (10) is well posed. Let us now study the corresponding Galerkin scheme with trial-test space M h × Q h :
To this end, we need a discrete counterpart of (11) which is a consequence of the following result. Theorem 3. There exists a linear operator π h : (13) and that the following approximation property holds: for m = 0, 1 and k = 1, 2
Proof. The proof is adapted from that of Lemma 2.2 in [7] . Consider the modification of Clément's projection for curved elements given in [2] , which is a linear operator 
Notice that for all q ∈ Q h ,
by the divergence theorem and the second set of conditions for the definition of π h . Hence, (13) holds.
Moreover by construction of π h and since each component of R h v belongs to P 1 (T ) we have 
It follows readily from (6) that for all T
On the other hand, we have
Hence, with (i, j, k) ∈ C 3 , we obtain
where ε i = 1 or −1, depending on the coincidence of the directions of the normal and ∇λ i,T . Therefore, by (5-6) and (17) we have
Again applying (17) and the trace theorem in the reference triangle T , it follows that
From (19) and (20) we obtain that for i = 1, 2, 3
by (7) .
Finally, by (18), (7), and Lemma 6, it is easy to prove that for all T
Going back to (16) and applying (21), (22), and (15), we obtain
The result follows from summing in (23) over all triangles and using the regularity of τ 0 h . Corollary 4. There exist β * > 0 and
Proof. The result follows from Fortin's trick by using (11), (13) , and the uniform boundedness of π h on H 1 (Ω − ). Applying the well-known approximation theory for saddle-point problems (see [7, p. 114]) we deduce that (12) is well posed and
Now, let us prove approximation properties of the discrete subspaces. By (14), we have
On the other hand, a straightforward property of the L 2 -orthogonal projection onto
Finally, it is a consequence of the approximation results in periodic Sobolev spaces (see [14] ) that
Therefore, in the general case, by density of smooth functions in M × L 2 0 (Ω − ), the previous inequalities yield
Hence, from (24) and (25), it is clear that the discrete scheme (12) is convergent.
We are now ready to prove the main result of this section.
Theorem 5. For all h small enough, problem (8) has a unique solution. Moreover, the Galerkin method is stable and we have Céa's estimate
In case the exact solution belongs to
Proof. The theorem is a consequence of a classical result for compact perturbations of operator equations. Indeed, both (3) and (10) are well-posed, (3) is a compact perturbation of (10) (see Lemma 1) , and (12) is convergent. Under these hypotheses, Theorem 13.7 of [10] shows that, if h is sufficiently small, (8) is also well posed and convergent. Finally, Theorem 13.6 of [10] shows that the convergence implies Céa's estimate (26). The last assertion of the theorem follows from the approximation properties of the discrete subspaces given above.
6. Analysis of the fully discrete method. In this section we study the stability and convergence of the fully discrete method defined in section 4. First we will give some bounds concerning the six kinds of approximations. With these, we will be able to prove a uniform inf-sup condition and, hence, convergence of the perturbed Galerkin scheme.
Technical results.
Lemma 6. For all T ∈ τ h and m ≥ 0 (5)- (6) it is easy to prove the estimate
Proof. Consider the following matrix operator
Thus the statement of the Lemma is a straightforward consequence of Leibniz's rule, (28) and (6).
Lemma 7. There exist h 0 > 0 and C > 0 such that for any curved triangle
for all p ∈ P 1 ( T ) and r ∈ span(q 1, T , q 2, T , q 3, T ).
Proof. Let us first prove that
The equivalence of the norms p + r → p 0, T + r 0, T and p + r → p + r 0, T on P ( T ) := P 1 ( T ) ⊕ span(q 1, T , q 2, T , q 3, T ) and the triangle inequality give
since DG T is a constant matrix and B T := DG T + DΘ T . Now (4) and the fact that DG 
and (29) follows. Similar arguments show that we also have
Notice that the left-hand side of the last inequality remains invariant if we add a constant vector to DG T p. Therefore, we also have
where the last step is simply the triangle inequality. Now, using Leibniz's rule together with (4) and (29) we obtain
and the result follows.
Lemma 8. There exist h 0 > 0 and C > 0 such that for all h ≤ h 0 and for all
Proof. The statement follows from standard arguments in the case of straight triangles. Let T ∈ τ h be a curved triangle. The chain rule and the properties given in Lemma 2 permit one to obtain the estimate
for all v := p + q ∈ P (T ), where p is the component of v that belongs to P 1 (T ). Notice that q := B
−1
T r for a function r ∈ span(q 1, T , q 2, T , q 3, T ) (see (18)). Hence, using Leibniz's rule together with Lemma 6, we obtain
where the last inequality follows from the fact that | q| 2, T ≤ c 0 | q| 1, T for all polynomial functions q of degree not greater than 2. We apply Lemma 7 and (29) (notice that B T v = B T p + r) to deduce that, for sufficiently small h T ,
where in the last inequality we again used Leibniz's rule and (6). Finally, the result follows by changing back to T . Corollary 9. There exists C > 0 such that for any T ∈ τ h
is the canonical decomposition of v with p T ∈ P 1 (T ).
Proof. On the one hand, identity m i,T (q i,T )α i = m i,T (v − p T ) and estimates (19) and (20) lead to
But p interpolates v at the three vertices of T . Hence, it follows from the BrambleHilbert lemma, (6) , and Lemma (8) that
On the other hand,
and then the result is a consequence of (22).
Interior terms. Let us consider the error functionals
Notice that E m satisfies
Then we have this direct extension of the Bramble-Hilbert Lemma, which will be of use in what follows.
Lemma 10. Let n, k ≥ 1 and let
Proof. Decomposing the error into the triangles, using (30) and Lemma 9, we obtain
We remark first that for m = 0, 1
Applying then Lemma 10 and the bounds for the Jacobian ((28) with k = 1) we obtain for all p ∈ P 1 (T )
due to the fact that p ∈ P 1 (see also [15, Theorem 11.6 and Lemma 22.7] ). On the other hand, for i = 1, 2, 3,
by (5) 
from where the result follows by applying the fact that T h 2 T ≤ C. Proposition 12. There exists a constant C such that
Proof. If q T is the constant value of q on T and we apply decomposition (30) and Lemma 9, it follows that
(36) We will prove that for all T , p ∈ P 1 (T ), and i = 1, 2, 3,
Then the statement of the proposition is proven by (36), the Cauchy-Schwarz inequality, Lemma 9, and the fact that
Recall the definition of the operator * in ( 
Then, by Lemma 10, (6) , and (34) we have for all p ∈ P 1 (T )
i.e., (37).
We now prove (38). If (i, j, k) ∈ C 3 , we have
where X 2 (a 1 , a 2 |λ, A 1 , A 2 Lemma 10, (6) , and (28) we then obtain
For the second term in (39) we have the equality
since the second derivatives of λ i are null. Therefore, by (31) and the usual bounds (5)- (6), it follows that
Then (38) is a straightforward consequence of (39), (41), and (42).
Proposition 13. There exists a constant C such that
Proof. If we decompose
Hence, if we prove that for all T ∈ τ h , p, p ∈ P 1 (T ), and i, j ∈ {1, 2, 3}
the result is as usual a consequence of Lemma 9. with X 5 (A 1 , A 2 |λ, B 1 , B 2 , B 3 ,
The last three terms are estimated as follows by (31):
Hence, (45) is proven.
Boundary terms.
The analysis of boundary integral terms will include the treatment of the funcion γv for v ∈ W h . We begin with some notations. Considering the boundary points {x(t i ) : i = 1, . . . , N}, we can give a numbering of all the curved triangles, {T 1 , . . . , T N } in such a way that x(t i ) and x(t i+1 ) are the vertices of the curved side of T i . Then let v i : [0, 1] → R 2 be given by
We will also denote
We collect in the next lemma some results that will be useful in what follows. Lemma 14. For all v ∈ W h we have the following set of decompositions:
where p(t) := t(1 − t), p i is a polynomial of degree one and for all i ∈ {1, . . . , N}
Proof. By (30) applied at T i , we have (49) with
This follows from the construction of the finite elements, the fact that q 2,Ti and q 3,Ti are identically null on the curved side of T i , and the form of the barycentric coordinates at the reference triangle. Then (50) follows from Lemma 9. To prove (51) notice simply that
and apply Lemma 6. Since p Ti ∈ P 1 , we have the bounds
Then (52) follows from Lemma 9.
Proposition 15. There exists a constant C such that
Proof. It is a simple adaptation of Lemma 11 in [5] . We introduce the following error functionals:
There exists a constant C such that
Proof. With the definition of v i in mind (cf. (48)) we have 
Using this last estimate and the bounds given in Lemma 14, we deduce that The fully discrete scheme (9) can also be written by means of an approximate family of bilinear forms A h : S h × S h → R and linear functionals L h : S h → R: find ξ * h ∈ S h such that
Obviously, Propositions 12-17 have proven that
Therefore, (55) implies a uniform inf-sup condition for A h on S h and hence existence and uniqueness of discrete solution, i.e., to (9) . Moreover, standard arguments and Proposition 11 show that
Then, stability of the Galerkin method proves the first estimate and Theorem 5 proves the second one.
