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ON SEMILINEAR STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
WITH NONLINEARITIES WITH POLYNOMIAL GROWTH
D. A. BIGNAMINI AND S. FERRARI∗
Abstract. Let X be a real separable Hilbert space. Let Q be a linear, self-adjoint, positive,
trace class operator on X, let F : X → X be a (smooth enough) function and let {W (t)}t≥0
be a X-valued cylindrical Wiener process. For α ∈ [0, 1/2] we consider the operator A :=
−(1/2)Q2α−1 : Q1−2α(X) ⊆ X → X. We are interested in the mild solution X(t, x) of the
semilinear stochastic partial differential equation{
dX(t, x) =
(
AX(t, x) + F (X(t, x))
)
dt +QαdW (t), t > 0;
X(0, x) = x ∈ X,
(0.1)
and in its associated transition semigroup
P (t)ϕ(x) := E[ϕ(X(t, x))], ϕ ∈ Bb(X), t ≥ 0, x ∈ X;
where Bb(X) is the space of the real-valued, bounded and Borel measurable functions on X.
In this paper we study the behavior of the semigroup P (t) in the space L2(X, ν), where ν is
the unique invariant probability measure of (0.1), when F is dissipative and has polynomial
growth. Then we prove the logarithmic Sobolev and the Poincare´ inequalities and we study
the maximal Sobolev regularity for the stationary equation
λu−N2u = f, λ > 0, f ∈ L
2(X, ν);
where N2 is the infinitesimal generator of P (t) in L2(X, ν).
1. Introduction
Let (Ω,F, {Ft}t≥0,P) be a complete filtered probability space. We denote by E[·] the expec-
tation with respect to P. Let X be a real separable Hilbert space with inner product 〈·, ·〉 and
norm ‖·‖. Let Q be a linear, self-adjoint, positive, trace class operator on X. For α ∈ [0, 1/2] we
consider the operator A := −(1/2)Q2α−1 : Q1−2α(X) ⊆ X → X, and a suitable (regular enough)
function F : X → X. Let {W (t)}t≥0 be a X-valued cylindrical Wiener process (see Definition
3.2). Consider the mild solution X(t, x) of the semilinear stochastic partial differential equation{
dX(t, x) =
(
AX(t, x) + F (X(t, x))
)
dt+QαdW (t), t > 0;
X(0, x) = x ∈ X, (1.1)
and its associated transition semigroup
P (t)ϕ(x) := E[ϕ(X(t, x))] =
∫
Ω
ϕ(X(t, x))dP t ≥ 0, x ∈ X; (1.2)
where ϕ ∈ Bb(X) (the space of the real-valued, bounded and Borel measurable functions on X).
By mild solution of (1.1) we mean that for every x ∈ X there exists a X-valued adapted stochastic
process {X(t, x)}t≥0 satisfying the mild form of (1.1), namely for x ∈ X and t ≥ 0 it holds
X(t, x) = etAx+
∫ t
0
e(t−s)AF (X(s, x))ds +
∫ t
0
e(t−s)AQαdW (s),
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and such that P(
∫ T
0 ‖X(s, x)‖
2
ds < +∞) = 1, for any x ∈ X and T > 0. Mild solutions of
stochastic partial differential equations such as (1.1) and their transition semigroups (1.2) are
widely studied in the literature (see, for example, [4, 14, 15, 28, 29, 36, 37, 38, 42]). In this paper
we study the behavior of the semigroup P (t) in the space L2(X, ν), where ν is the unique invariant
probability measure of (1.1). This type of problem has already been dealt with in various papers
and books, see [17, 18, 19, 20, 23, 26, 27, 29]. We emphasize that in such papers and books and
in this paper the nonlinearity F is defined on the whole X. In this paper we shall consider more
general hypotheses, in particular we will not assume the classical hypothesis of Lipschizianity on
F .
Hypotheses 1.1. Let α ∈ [0, 1/2] and let X be a real separable Hilbert space with inner product
〈·, ·〉 and norm ‖·‖. We assume that Q is a linear, self-adjoint, positive and trace class operator
on X and that for any t > 0 there exists η ∈ (0, 1) such that∫ t
0
s−ηTr[e2sAQ2α+1]ds < +∞, (1.3)
where Tr denotes the trace operator and A := −(1/2)Q2α−1 : Q1−2α(X) ⊆ X→ X.
Throughout the paper we set
ζ1 := inf
{
ζ > 0
∣∣∣ 〈Ax, x〉 ≤ −ζ‖x‖2 for any x ∈ Q1−2α(X)}.
Hypotheses 1.2. Assume Hypotheses 1.1 hold true and that F : X→ X is a continuous function,
such that
(a) F has polynomial growth, namely, there exist m ∈ N and C > 0, such that
‖F (x)‖ ≤ C(1 + ‖x‖m), x ∈ X;
(b) there exist ζ2 ∈ R such that ζ := ζ1 − ζ2 > 0 and, for any x, y ∈ X,
〈F (x) − F (y), x− y〉 ≤ ζ2‖x− y‖2.
Before stating the results of this paper, we want to discuss Hypotheses 1.1. Although they
are not the most common in the literature, they have already been used in some works (see,
for example, [4, 22]). By [35, Theorem 2.3.15] and [34, Section II Corollary 4.7], Hypotheses 1.1
guarantees that A is the infinitesimal generator of a strongly continuous, analytic and contraction
semigroup etA on X, and the operator A+ ζ1Id is m-dissipative (see Section 2). Hypotheses 1.1
is helpful to obtain the existence and uniqueness of the invariant measure ν for (1.1), and in
particular to ensure that ν has finite moments of every order. (1.3) is classical and ensures that
the mild solution X(t, x) of (1.1) is path continuous (see [30, Theorem 5.11]).
We are now ready to state the results of the paper. By classical results (1.1) admits a unique
mild solution X(t, x) and a unique probability invariant measure ν, so the transition semigroup
P (t), introduced in (1.2), is well defined and ν is the unique probability invariant measure of
P (t). In Sections 3.2 we are going to show that ν has finite moments of every order. In Section
3.3 we prove that the mild solution X(t, x) of (1.1) is Gateaux differentiable with respect to the
initial datum. Such results are relevant for the study of the behavior of the transition semigroup
in L2(X, ν). In Section 3.3 we assume the following Hypotheses.
Hypotheses 1.3. Assume Hypotheses 1.2 hold true. Let F be a Fre´chet differentiable function
with continuous derivative, such that there exists a constant C′ > 0, such that
‖DF (x)‖L(X) ≤ C′(1 + ‖x‖m−1), x ∈ X;
where DF denotes the Fre´chet derivative operator of F .
By standard arguments it is possible to show that the transition semigroup P (t) is uniquely
extendable to a strongly continuous, analytic and contraction semigroup P2(t) in L
2(X, ν).
Definition 1.4. We denote by N2 the infinitesimal generator of (P2(t))t≥0 in L
2(X, ν).
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By direct calculations, it can be proved that N2 is an extension to L
2(X, ν) of a second order
Kolmogorov operator defined by
N0ϕ(x) :=
1
2
Tr[Q2α∇2ϕ(x)] + 〈x,A∇ϕ(x)〉 + 〈F (x),∇ϕ(x)〉, ϕ ∈ ξA(X), x ∈ X, (1.4)
where
ξA(X) := span{real and imaginary parts of the functions x 7→ ei〈x,h〉 |h ∈ Q1−2α(X)}.
Remark 1.5. We stress that we are able to cover two important cases. Indeed for α = 1/2 we
obtain the perturbed Malliavin operator (see, for example, [5, 10, 11, 38]), while for α = 0 we
obtain the operator considered in [14, 19, 28, 29, 30, 38].
One of the main results of the paper is the following theorem.
Theorem 1.6. Assume Hypotheses 1.2 hold true. N2 is the closure of N0 in L
2(X, ν) and ξA(X)
is a core for N2 in L
2(X, ν).
A proof of Theorem 1.6, when F is a Lipschitz continuous function, can be found in [19, Section
3.5], [29, Section 11.2.2] or [43], while in [19, Sections 4.6 and 5.7] Theorem 1.6 was proved in
other specific settings. We will apply Theorem 1.6 to the study of the maximal Sobolev regularity
of the solution of the stationary equation
λu −N2u = f, (1.5)
where λ > 0 and f ∈ L2(X, ν). We are now going to recall some notations necessary to state the
next results. Let Hα := Q
α(X) and for every h, k ∈ Hα
〈h, k〉α := 〈Q−αh,Q−αk〉,
then (Hα, 〈·, ·〉α) is a Hilbert space continuously embedded in X. We denote by ‖·‖α the norm
induced by 〈·, ·〉α on Hα.
Definition 1.7. Let Y be a Hilbert space endowed with the norm ‖·‖Y and let Φ : X→ Y .
(i) We say that Φ is differentiable along Hα at the point x ∈ X, if there exists L ∈ L(Hα, Y )
such that
lim
‖h‖α→0
‖Φ(x+ h)− Φ(x) − Lh‖Y
‖h‖α
= 0.
When it exists, the operator L is unique and we set DαΦ(x) := L. If Y = R, then L ∈ H∗α
and so there exists k ∈ Hα such that Lh = 〈h, k〉α for any h ∈ Hα. We set ∇αΦ(x) := k
and we call it Hα-gradient of Φ at x ∈ X.
(ii) We say that Φ is two times differentiable along Hα at the point x ∈ X if it is differentiable
along Hα at every point of X and there exists T ∈ L(Hα,L(Hα, Y )) such that
lim
‖k‖α→0
‖(DαΦ(x+ k))h− (DαΦ(x))h− (Th)k‖Y
‖k‖α
= 0.
uniformly for h ∈ Hα with norm 1. When it exists, the operator T is unique and we set
D2αΦ(x) := T . If Y = R, then T ∈ L(Hα, H∗α), so there exists S ∈ L(Hα) such that
(Th)(k) = 〈Sh, k〉α, for any h, k ∈ Hα. We set ∇2αΦ(x) := S and we call it Hα-Hessian of
Φ at x ∈ X.
In Section 5.1 we are going to prove that the operators∇α : ξA(X) ⊆ L2(X, ν)→ L2(X, ν;Hα) and
(∇α,∇2α) : ξA(X) ⊆ L2(X, ν) → L2(X, ν;Hα) × L2(X, ν;L(Hα)) are closable, and we introduce
the Sobolev spaces W 1,2α (X, ν) and W
2,2
α (X, ν) as the domains of their respective closure. Then
we study the maximal Sobolev regularity of the strong solution of (1.5).
Definition 1.8. A function u ∈ L2(X, ν) is a strong solution of (1.5) if there exists a sequence
{un}n∈N ⊆ ξA(X) such that un and λun −N2un converge to u and f in L2(X, ν), respectively.
The main result of Section 5.1 is the following.
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Theorem 1.9. Assume Hypotheses 1.3 hold true. If λ > 0 and f ∈ L2(X, ν), then (1.5) admits
a unique strong solution u ∈ Dom(N2). Furthermore u ∈W 1,2α (X, ν) and
‖u‖L2(X,ν) ≤
1
λ
‖f‖L2(X,ν); ‖∇αu‖L2(X,ν;Hα) ≤
√
2
λ
‖f‖L2(X,ν).
Moreover if there exists G : X→ X such that F = Q2αG and N2 is symmetric in L2(X, ν), then
for every λ > 0 and f ∈ L2(X, ν), the unique strong solution of (1.5) belongs to W 2,2α (X, ν) and
‖∇2αu‖L2(X,ν;Hα) ≤ 2
√
2‖f‖L2(X,ν),
where Hα is the space of Hilbert-Schmidt operators on Hα.
As a final application of Theorem 1.6 we will prove the logarithmic Sobolev inequality and the
Poincare´ inequality and some of their consequences in the spaces W 1,2α (X, ν). Such inequalities
are present in the literature only in specific settings. In [2, 10, 11] and [29, Section 12] the
authors assume that F = −DU where U : X→ R is a convex function with Lipschitz continuous
derivative operator and α = 0 or α = 1/2, we remark that in this case dν = e−Udµ, where
µ ∼ N(0, Q), while in our case the measure ν is not explicit in general. In [19, Section 3.6], [21]
and [29, Section 11] the authors consider a generic Lipschitz continuous function F and α = 0. In
[44] the authors assume hypotheses similar to the ones of this papers, but they work in a finite
dimensional setting.
2. Notation and preliminaries
Throughout the paper all the integrals are to be understood in the sense of Bochner unless
stated otherwise.
Let H1 and H2 be two real Hilbert spaces with inner products 〈·, ·〉H1 and 〈·, ·〉H2 respectively.
We denote by B(H1) the family of the Borel subsets of H1 and by Bb(H1;H2) the set of the
H2-valued, bounded and Borel measurable functions. When H2 = R we simply write Bb(H1).
We denote by Ckb (H1;H2), k ∈ N∪{∞} the set of the k-times Fre´chet differentiable functions
from H1 to H2 with bounded derivatives up to order k. If H2 = R we simply write C
k
b (H1). For a
function Φ ∈ C1b (H1;H2) we denote by DΦ(x) the Fre´chet derivative operator of Φ at the point
x ∈ H1. If f ∈ C1b (H1), for every x ∈ H1 there exists a unique k ∈ H1 such that for every h ∈ H1
Df(x)(h) = 〈h, k〉H1 .
We let ∇f(x) := k. If Φ : H1 → H2 is Gateaux differentiable we denote by DGΦ(x) the Gateaux
derivative operator of Φ at the point x ∈ H1. See [39, Chapter 7]. We recall that assuming
Hypothesis 1.2(b), then if F is Fre´chet differentiable it holds
〈DF (x)h, h〉 ≤ ζ2‖h‖2, x, h ∈ X. (2.1)
We denote by Id ∈ L(X) (the set of bounded linear operators from X to itself) the identity
operator on X. We say that B ∈ L(X) is non-negative (positive) if for every x ∈ X \ {0}
〈Bx, x〉 ≥ 0 (> 0).
In an anologous way we define the non-positive (negative) operators. Let B ∈ L(X) be a non-
negative and self-adjoint operator we say that B is a trace class operator if
Tr[B] :=
+∞∑
n=1
〈Ben, en〉 < +∞,
for some (and hence for all) orthonormal basis {en}n∈N of X. We recall that the trace is inde-
pendent of the choice of the basis (see [33, Section XI.6 and XI.9]).
Remark 2.1. By Hypotheses 1.1, there exists an orthonormal basis {ek}k∈N of X consisting of
eigenvectors of Q, i.e.
Qek = λkek, Aek = −(1/2)λ2α−1k ek,
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where λk > 0, for any k ∈ N, are the eigenvalues of Q. Since Q is a trace class operator, we have∑+∞
k=1 λk < +∞. From here on we fix this orthonormal basis for X.
We denote by X the space of Hilbert–Schmidt operators from H1/2 to X, namely the space of
operators T ∈ L(H1/2,X), such that
‖T ‖2
X
:=
+∞∑
i=1
‖Tgi‖2 < +∞.
for some (and hence for all) orthonormal basis {gn}n∈N of H1/2. Let {en}n∈N be the orthonormal
basis fixed in Remark 2.1
‖T ‖2
X
:=
+∞∑
i=1
λi‖Tei‖2 = Tr[TQT ∗] < +∞.
For any k ∈ N∪{∞}, we denote by FCkb (X) the set of functions f : X→ R such that, for some
n ∈ N, there exists a function ϕ ∈ Ckb (Rn) such that for all x ∈ X
f(x) = ϕ(〈x, e1〉, . . . , 〈x, en〉).
We call maps of this type cylindrical functions.
Remark 2.2. In this paper we have chosen to define the operator N0, introduced in (1.4), on
the linear space ξA(X) (that is a subset of the set of cylindrical functions) since it makes some
calculations easier, but we could have defined it on FC∞b (X). Indeed in many papers whose results
we will mention the operator N0 is defined on FC
∞
b (X) (see, for example, [23, 24]).
We say that a function G : Dom(G) ⊆ X → X is dissipative if, and only if, for every x, y ∈
Dom(G)
〈G(x) −G(y), x− y〉 ≤ 0.
A dissipative map G is called m-dissipative if (λId−G)(X) is the whole space X for some λ > 0
(and then for any λ > 0).
We conclude this section by recalling the following result about the relationship between the
uniform convergence on compact sets and the pointwise convergence (see [50, Definition 43.12,
Lemma 43.13 and Theorem 43.14]).
Proposition 2.3. A sequence {ϕn}n∈N ⊆ Cb(X) is uniformly convergent on every compact subset
of X to a function ϕ ∈ Cb(X) if, and only if, {ϕn}n∈N is pointwise convergent to ϕ and the family
{ϕn |n ∈ N} is equicontinuos, namely for any x0 ∈ X and ǫ > 0 there exists δ := δ(x0, ε) > 0
such that, for any n ∈ N and x ∈ X with ‖x− x0‖ ≤ δ we have |ϕn(x)− ϕn(x0)| ≤ ǫ.
3. Mild solution and invariant measure
This section is focused on the study of the mild solution of (1.1) and of its invariant measure. In
Section 3.1 we are going to prove existence and uniqueness for the mild solution and the invariant
measure of (1.1). Section 3.2 will be dedicated to show that the invariant measure of (1.1) have
finite moments. Finally in Section 3.3 we will present a result about the spatial regularity of the
mild solution of (1.1).
Let (Ω,F, {Ft}t≥0,P) be a complete, filtered probability space. Let ξ : (Ω,F,P) → (X,B(X))
be a random variable, we denote by
L (ξ) := P ◦ ξ−1
the law of ξ on (X,B(X)), and by
E[ξ] :=
∫
Ω
ξdP =
∫
X
x(L (ξ))(dx),
the expectation of ξ respect to P.
For the sake of self-completeness, in Definition 3.1 we are going to recall some classical defini-
tions about measurability and continuity of stochastic processes (see [47]).
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Definition 3.1. Let T > 0 and let {ψ(t)}t∈[0,T ] be a X-valued process.
(i) We say that {ψ(t)}t∈[0,T ] is adapted, if ψ(t) : (Ω,Ft)→ (X,B(X)) is measurable, for every
t ∈ [0, T ].
(ii) We say that {ψ(t)}t∈[0,T ] is a predictable process, if the map (t, w) 7→ ψ(t)(w) is measurable
from ([0, T ] × Ω,GT ) to (X,B(X)), where GT is the restriction to [0, T ] × Ω of the σ-field
generated by the sets
(s, t]× J, 0 ≤ s ≤ t < +∞, J ∈ Fs.
(iii) We say that {ψ(s)}s∈[0,T ] is measurable on [0, t], if the map (w, s) 7→ ψ(s)(w) is measurable
from (Ω× [0, t],Ft ×B([0, t])) to (X,B(X)).
(iv) We say that {ψ(s)}s∈[0,T ] is progressively measurable, if it is measurable on [0, t] for each
t ∈ [0, T ].
(v) We denote by Xp([0, T ]), T > 0, p ≥ 1, the space of the progressively measurable X-valued
processes {ψ(t)}t∈[0,T ] such that
‖ψ‖p
Xp([0,T ]) := sup
t∈[0,T ]
E
[‖ψ(t)‖p] < +∞.
(vi) We say that {ψ(t)}t∈[0,T ] is a path continuous process, if for P-a.e. ω ∈ Ω, the function
ψ(·)(ω) : [0, T ]→ X is continuous.
(vii) Let {ξ(t)}t∈[0,T ] be a X-valued stochastic process, we say that {ξ(t)}t∈[0,T ] is a version of
{ψ(t)}t∈[0,T ] (and viceversa), if P(ξ(t) = ψ(t)) = 1, for all t ∈ [0, T ].
In this paper when refering to a process we mean a process defined on (Ω,F, {Ft}t≥0,P). Let
S ∈ L(X) be a trace class operator and a ∈ X. We write ξ ∼ N(a, S) to denote that the random
variable ξ : (Ω,F,P)→ (X,B(X)) has Gaussian law with mean a and covariance operator S. Now
we define a X-valued S-Wiener process.
Definition 3.2. Let S ∈ L(X) be a positive, trace class operator on X. A X-valued S-Wiener
process {W (t)}t≥0 is a X-valued adapted stochastic process such that
(i) W (0) = 0;
(ii) W (t)−W (s) ∼ N(0, (t− s)S), for any 0 ≤ s < t;
(iii) W (t1), W (t2)−W (t1),. . . , W (tn)−W (tn−1) are independent random variables, for n ∈ N
and 0 ≤ t1 < t2 < · · · < tn;
(iv) the process {W (t)}t≥0 has a path continuous version.
Due to the importance it will play in the rest of the paper, we need to make some observations
about the process {WA(t)}t≥0, defined as
WA(t) :=
∫ t
0
e(t−s)AQαdW (s), t ≥ 0.
By (1.3) and [30, Theorem 5.2 and Theorem 5.11], the process WA is Gaussian, continuous in
mean square and it has a path continuous and predictable version. From here on when referring
to WA we mean the path continuous and predictable version. For any t > 0, we have that
WA(t) ∼ N(0, Qt), where
Qtx :=
∫ t
0
e2sAQ2αxds =
1
2
Q2αA−1(e2tA − Id)x = Q(Id− e2tA)x, x ∈ X.
For any t > 0, we have∫ t
0
‖e(t−s)AQα‖2Xds =
∫ t
0
Tr[e2(t−s)AQ2α+1]ds =
∫ t
0
Tr[e2rAQ2α+1]dr
=
∫ t
0
(
+∞∑
k=1
λ2α+1k e
−rλ2α−1
k
)
dr =
+∞∑
k=1
λ2k
(
1− e−tλ2α−1k
)
≤ Tr[Q2] ≤ (Tr[Q])2.
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So, by [30, Theorem 4.36], for any p ≥ 1, there exists cp > 0 such that, for any t ≥ 0,
E[‖WA(t)‖p] ≤ cp(Tr[Q])p, (3.1)
and, by [28, Theorem 5.2.3], for any T > 0, p ≥ 1 and M > 0,
P
(
sup
t∈[0,T ]
‖WA(t)‖p ≥M
)
≤ cp
Mp
(Tr[Q])p, (3.2)
where cp is the constant appearing in (3.1).
3.1. Existence and uniqueness. In this subsection we tackle the problem of the existence and
uniqueness of the mild solution of (1.1) and of its invariant measure. We start by clarifying what
we mean by mild solution.
Definition 3.3. We call mild solution of (1.1) a X-valued adapted stochastic process {X(t, x)}t≥0
satisfying
X(t, x) = etAx+
∫ t
0
e(t−s)AF (X(s, x))ds+
∫ t
0
e(t−s)AQαdW (s), t ≥ 0, x ∈ X;
and such that P(
∫ T
0
‖X(s, x)‖2ds < +∞) = 1, for every x ∈ X and T > 0.
Existence and uniqueness of the mild solution of (1.1) and of its invariant measure can be
deduced from two classical results that we now state.
Theorem 3.4 (Theorem 5.5.8 of [28]). Let B : Dom(B) ⊆ X → X be a linear operator, let
C ∈ L(X) and let Φ : X→ X be a continuous function. Consider the stochastic partial differential
equation {
dY (t, x) =
(
BY (t, x) + Φ(Y (t, x))
)
dt+ CdW (t), t > 0;
Y (0, x) = x ∈ X. (3.3)
Assume that the following conditions are satisfied:
(i) there exists σ ∈ R such that B − σId and Φ− σId are m-dissipative on X;
(ii) Φ maps bounded subsets of X in bounded subsets of X;
(iii) WB(t) :=
∫ t
0
e(t−s)BCdW (s) is a path continuous process, and for any T > 0 we have
P
(
sup
t∈[0,T ]
(
‖WB(t)‖+ ‖Φ(WB(t))‖
)
< +∞
)
= 1.
Then for any x ∈ X, there exists a unique mild solution of (3.3). Moreover the mild solution of
(3.3) has a path continuous version.
Before proceeding we want to show a property of mild solutions. Let {X(t, x)}t≥0 be a mild
solution of (1.1) with F a Lipschitz continuous function, with Lipschitz constant LF (it exists
by Theorem 3.4). Then for any fixed t ≥ 0 and x, y ∈ X
‖X(t, x)−X(t, y)‖ ≤ ‖x− y‖+ LF
∫ t
0
‖X(s, x)−X(s, y)‖ds,
and by the Gronwall lemma,
‖X(t, x)−X(t, y)‖ ≤ etLF ‖x− y‖. (3.4)
So, for any t ≥ 0, the function x→ X(t, x) is Lipschitz continuous.
Theorem 3.5 (Theorem 6.3.3 of [28]). Assume that the hypotheses of Theorem 3.4 hold true
and
(i) there exist d1, d2 ∈ R such that d = d1 + d2 > 0, B − d1Id and Φ− d2Id are m-dissipative
on X;
(ii) P
(
supt≥0(‖WB(t)‖ + ‖Φ(WB(t))‖) < +∞
)
= 1.
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Then there exists exactly one invariant probability measure ν for (3.3). Moreover for any x ∈ X
and any function ϕ : X→ R bounded and Lipschitz continuous, it holds
lim
t→+∞
E[ϕ(Y (t, x))] =
∫
X
ϕ(y)ν(dy), (3.5)
where Y (t, x) is the unique mild solution of (3.3).
By Hypotheses 1.2, (3.1) and (3.2) we can apply the above mentioned results to (1.1). Hence
the transition semigroup
P (t)ϕ(x) := E[ϕ(X(t, x))], t ≥ 0, x ∈ X, ϕ ∈ Bb(X), (3.6)
is well defined, and it has a unique invariant measure ν.
Remark 3.6. If Hypotheses 1.1 hold true and F ≡ 0 in (1.1), then the invariant measure ν
constructed in Theorem 3.5 is the measure N(0, Q) and does not depend on α (see, for example,
[22]).
3.2. Moments of the invariant measure ν. In this subsection we will show that ν has finite
moments (Theorem 3.8). First of all we are going to prove that the mild solution X(t, x) of (1.1)
has finite moments of every order, for any t > 0 and x ∈ X. To do this we will use a classical
argument (see [29, Lemma 11.2.1]) adjusted for Hypotheses 1.2. We start by quickly recalling the
following inequality, which is an easy consequence of the Jensen inequality: for every h1, h2 ∈ X
and r ≥ 1 it holds
‖h1 − h2‖r ≥ 21−r‖h1‖r − ‖h2‖r. (3.7)
Proposition 3.7. Assume Hypotheses 1.2 hold true. For every k ≥ 2, t > 0 and x ∈ X, there
exist two positive constants β := β(k) and γ := γ(k, x,m), such that for every t > 0 and x ∈ X
E[‖X(t, x)‖k] :=
∫
X
‖y‖kνt,x(dy) < γ(1 + e−βt),
where νt,x := L (X(t, x)) and m is the constant appearing in Hypothesis 1.2(a). In particular the
mild solution X(t, x) belongs to Xp([0, T ]), for any p ≥ 2.
Proof. We prove the statement with k = 2n and n ∈ N. For every x ∈ X we consider the process
Y (t, x) = X(t, x)−WA(t), t > 0.
Observe that Y (t, x) is the mild solution of the following stochastic partial differential equation{
d
dtY (t, x) = AY (t, x) + F (Y (t, x) +WA(t)), t > 0;
Y (0, x) = x ∈ X. (3.8)
Throughout the proof we will assume that Y (t, x) is a strict solution of (3.8), the general case
follows by an approximation method (see proof of [28, Theorem 5.5.8]). Scalarly multiplying both
members of the first equation in (3.8) by ‖Y (t, x)‖2n−2Y (t, x), we have
‖Y (t, x)‖2n−2
〈
d
dt
Y (t, x), Y (t, x)
〉
= ‖Y (t, x)‖2n−2〈AY (t, x), Y (t, x)〉+ ‖Y (t, x)‖2n−2〈F (Y (t, x) +WA(t)), Y (t, x)〉
= ‖Y (t, x)‖2n−2〈AY (t, x), Y (t, x)〉+ ‖Y (t, x)‖2n−2〈F (Y (t, x) +WA(t))− F (WA(t)), Y (t, x)〉
+ ‖Y (t, x)‖2n−2〈F (WA(t)), Y (t, x)〉.
and so, by Hypotheses 1.2, we have
1
2n
d
dt
‖Y (t, x)‖2n ≤ −ζ‖Y (t, x)‖2n + ‖F (WA(t))‖‖Y (t, x)‖2n−1. (3.9)
We claim that there exist two positive constants C1 and C2, depending only on n and on ζ, such
that
1
2n
d
dt
‖Y (t, x)‖2n ≤ −C1‖Y (t, x)‖2n + C2
2n
‖F (WA(t))‖2n. (3.10)
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To prove (3.10) we have to consider the two cases ζ ∈ (0, 1] and ζ > 1 separately. Let ζ ∈ (0, 1],
by the Young inequality we have
‖F (WA(t))‖‖Y (t, x)‖2n−1 =
(
1
ζ
‖F (WA(t))‖
)(
ζ‖Y (t, x)‖2n−1
)
≤ 2n− 1
2n
ζ
2n
2n−1 ‖Y (t, x)‖2n + ζ
−2n
2n
‖F (WA(t))‖2n
and from (3.9) we get
1
2n
d
dt
‖Y (t, x)‖2n ≤
(
2n− 1
2n
ζ
2n
2n−1 − ζ
)
‖Y (t, x)‖2n + ζ
−2n
2n
‖F (WA(t))‖2n.
We stress that 2n−12n ζ
2n
2n−1 − ζ < 0 for n ∈ N and ζ ∈ (0, 1] and so (3.10) is verified. Let ζ > 1, by
the Young inequality we have
‖F (WA(t))‖‖Y (t, x)‖2n−1 = (ζ‖F (WA(t))‖)
(
1
ζ
‖Y (t, x)‖2n−1
)
≤ 2n− 1
2n
ζ−
2n
2n−1 ‖Y (t, x)‖2n + ζ
2n
2n
‖F (WA(t))‖2n
and from (3.9) we get
1
2n
d
dt
‖Y (t, x)‖2n ≤
(
2n− 1
2n
ζ−
2n
2n−1 − ζ
)
‖Y (t, x)‖2n + ζ
2n
2n
‖F (WA(t))‖2n.
Observe that 2n−12n ζ
− 2n2n−1 − ζ < 0 for n ∈ N and ζ > 1 and so (3.10) is verified. Taking the
expectations in (3.10) we obtain
d
dt
E[‖Y (t, x)‖2n] ≤ −2nC1E[‖Y (t, x)‖2n] + C2E[‖F (WA(t))‖2n],
and, by the variation of constants formula, we have
E[‖Y (t, x)‖2n] ≤ ‖x‖2ne−2nC1t + C2
∫ t
0
e−2nC1(t−s)E[‖F (WA(s))‖2n]ds.
By (3.1) and Hypothesis 1.2(a), for any s > 0, we have
E[‖F (WA(s))‖2n] ≤ C2nE
[
(1 + ‖WA(s)‖m)2n
]
= C2n
2n∑
i=0
(
2n
i
)
E[‖WA(s)‖im]
≤ C2n
2n∑
i=0
(
2n
i
)
cimTr[Q]
im =: C3 < +∞
where cim sre the constants appering in the estimate (3.1). So
E[‖Y (t, x)‖2n] = E[‖X(t, x)−WA(t)‖2n]
≤ ‖x‖2ne−2nC1t + C2C3
∫ t
0
e−2nC1(t−s)ds ≤ ‖x‖2ne−2nC1t + C2C3
2nC1
.
By (3.7) we have that
‖X(t, x)−WA(t)‖2n ≥ 1
22n−1
‖X(t, x)‖2n − ‖WA(t)‖2n.
So, by (3.1), we obtain
E[‖X(t, x)‖2n] ≤ 22n−1‖x‖2ne−2nC1t + 2
2n−2C2C3
nC1
+ 22n−1c2n(Tr[Q])
2n,
so the thesis is verified with β = 2nC1 and γ = max{22n−1‖x‖2n, 2
2n−2C2C3
nC1
+22n−1c2n(Tr[Q])
2n}.
To obtain the thesis for generic k ≥ 2, it is sufficient to note that there exists n ∈ N such that
2(n− 1) ≤ k ≤ 2n, and so for any x ∈ X, we have ‖x‖k ≤ max{‖x‖2(n−1), ‖x‖2n}. 
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By (3.5) we know that for any bounded and Lipschitz continuous function ϕ : X→ R and any
x ∈ X, we have
lim
t→+∞
P (t)ϕ(x) = lim
t→+∞
E[ϕ(X(t, x))] = lim
t→+∞
∫
X
ϕ(y)(L (X(t, x)))(dy) =
∫
X
ϕ(y)ν(dy).
(3.11)
Hence to estimate the moment of ν of order k ≥ 2, we can exploit Proposition 3.7 and the ideas
of [19, Proposition 3.18] and [29, Proposition 11.2.4].
Theorem 3.8. If Hypotheses 1.2 hold true and k ≥ 1, then ∫
X
‖y‖kν(dy) < +∞.
Proof. Let k ≥ 2. For any t > 0 and x ∈ X, we set νt,x := L (X(t, x)). Let b > 0, we have∫
X
‖y‖k
1 + b‖y‖k
νt,x(dy) ≤
∫
X
‖y‖kνt,x(dy) = E[‖X(t, x)‖k],
by Proposition 3.7, we know
lim
t→+∞
E[‖X(t, x)‖k] ≤ lim
t→+∞
γ(1 + e−βt) = γ < +∞,
then, by (3.5), (3.11) and the monotone convergence theorem, we conclude∫
X
‖y‖2pν(dy) = lim
b→0
lim
t→+∞
∫
X
‖y‖2p
1 + b‖y‖2p νt,x(dy) < +∞.
The case k ∈ [1, 2) follows by the Ho¨lder inequality. 
3.3. Spatial regularity. In this subsection we will show that the process X(t, x) enjoys some
spatial regularity properties when Hypotheses 1.3 hold true. To do so we are going to adapt some
classical arguments, see [30, Theorem 9.8], to fit our hypotheses.
Proposition 3.9. Assume Hypotheses 1.3 hold true, let p ≥ 2 and let X(t, x) the mild solution
of (1.1). The map x 7→ X(·, x) is Gateaux differentiable as a function from X to Xp([0, T ]) and,
for every x, h ∈ X, the process {DGX(t, x)h}t≥0 is the unique mild solution of{
d
dtSx(t, h) =
(
A+DF (X(t, x))
)
Sx(t, h), t > 0;
Sx(0, h) = h.
Proof. Due to some technical difficulties it is convenient to split the proof in two cases. If m = 1,
then F is Lipschitz continuous, so the thesis follows from [30, Theorem 9.8]. We just need to
prove Proposition 3.9 when m > 1. Throughout the proof we let m′ := m(m− 1)−1.
We recall that by Proposition 3.7 the mild solution of (1.1) belongs to every space Xp([0, T ])
with p ≥ 2. For any t ≥ 0, x ∈ X and Y ∈ Xmp([0, T ]), we define
Kt(x, Y ) := e
tAx+
∫ t
0
e(t−s)AF (Y (s))ds+
∫ t
0
e(t−s)AQαdW (s).
Observe that Kt maps X × Xmp([0, T ]) into Xp([0, T ]), indeed by the contractivity of etA, Hy-
potheses 1.1 and (3.1), we have
E[‖Kt(x,Y )‖p] = E
[∥∥∥∥etAx+
∫ t
0
e(t−s)AF (Y (s))ds+
∫ t
0
e(t−s)AQαdW (s)
∥∥∥∥
p
]
≤ 3p−1E
[∥∥etAx∥∥p + T p−1 ∫ t
0
∥∥∥e(t−s)AF (Y (s))∥∥∥pds+ ∥∥∥∥
∫ t
0
e(t−s)AQαdW (s)
∥∥∥∥
p
]
≤ 3p−1‖x‖p + 3p−1T p−1
∫ T
0
E[(1 + ‖Y (s)‖m)p]ds+ 3p−1cp(Tr[Q])p
≤ 3p−1‖x‖p + 3p−1T p−1
∫ T
0
E[2p−1 + 2p−1‖Y (s)‖mp]ds+ 3p−1cp(Tr[Q])p
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≤ 3p−1‖x‖p + 6p−1T p−1 + 6p−1T p‖Y ‖mp
Xmp([0,T ]) + 3
p−1cp(Tr[Q])
p,
where cp is the constant appearing in (3.1). We want to prove that Kt admits partial derivatives
along the directions of X and along the directions of Xmp([0, T ]). It is easy to check that the
partial derivative of Kt in (x, Y ) ∈ X×Xmp([0, T ]) along y ∈ X is etAy. We claim that the partial
derivative of Kt in (x, Y ) ∈ X× Xmp([0, T ]) along Z ∈ Xmp([0, T ]) is
L(Z) :=
∫ t
0
e(t−s)AFx(Y (s))Z(s)ds,
where, for the sake of brevity, Fx := DF . The function L : X
mp([0, T ]) → Xp([0, T ]) is well
defined, indeed by the contractivity of etA, Hypotheses 1.3, the Young and Jensen inequalities,
we have
E[‖L(Z)(t)‖p] = E
[∥∥∥∥
∫ t
0
e(t−s)AFx(Y (s))Z(s)ds
∥∥∥∥
p
]
≤ T p−1E
[∫ T
0
∥∥∥e(t−s)AFx(Y (s))Z(s)∥∥∥pds
]
≤ T p−1E
[∫ T
0
‖Fx(Y (s))Z(s)‖pds
]
≤ KT p−1E
[∫ T
0
(1 + ‖Y (s)‖m−1)p‖Z(s)‖pds
]
≤ KT p−1E
[∫ T
0
(2p−1 + 2p−1‖Y (s)‖(m−1)p)‖Z(s)‖pds
]
= K(2T )p−1E
[∫ T
0
‖Z(s)‖pds
]
+K(2T )p−1E
[∫ T
0
‖Y (s)‖(m−1)p‖Z(s)‖pds
]
≤ K
m
2pT p−1E
[∫ T
0
‖Z(s)‖mpds
]
+
K
m′
2p−1T p +
K
m′
(2T )p−1E
[∫ T
0
‖Y (s)‖mpds
]
≤ K
m
(2T )p‖Z‖mp
Xmp([0,T ]) +
K
m′
2p−1T p
(
1 + ‖Y ‖mp
Xmp([0,T ])
)
.
Now we are ready to show that L2(Z) is the partial derivative of Kt in (x, Y ) along Z. Let σ > 0,
x ∈ X and Y, Z ∈ Xmp([0, T ]) and consider
Iσ(t) :=
1
σ
(Kt(x, Y + σZ)−Kt(x, Y )− σL(Z))(t)
=
∫ t
0
e(t−s)A
[
1
σ
(F (Y (s) + σZ(s))− F (Y (s))) − Fx(Y (s))Z(s)
]
ds.
So, by the contractivity of etA and the Jensen inequality, we have
E
[ ∫ T
0
‖Iσ(t)‖pdt
]
= E
[∫ T
0
∥∥∥∥
∫ t
0
e(t−s)A
[
1
σ
(F (Y (s) + σZ(s))− F (Y (s)))− Fx(Y (s))Z(s)
]
ds
∥∥∥∥
p
dt
]
≤ E
[∫ T
0
tp−1
∫ t
0
∥∥∥∥e(t−s)A
[
1
σ
(F (Y (s) + σZ(s))− F (Y (s)))− Fx(Y (s))Z(s)
]∥∥∥∥
p
dsdt
]
≤ E
[∫ T
0
tp−1
∫ t
0
∥∥∥∥ 1σ (F (Y (s) + σZ(s))− F (Y (s))) − Fx(Y (s))Z(s)
∥∥∥∥
p
dsdt
]
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=
T p
p
∫ T
0
E
[∥∥∥∥ 1σ (F (Y (s) + σZ(s)) − F (Y (s))) − Fx(Y (s))Z(s)
∥∥∥∥
p]
ds
=
T p
p
∫ T
0
E
[∥∥∥∥
(∫ 1
0
Fx(Y (s) + rσZ(s))Z(s)dr
)
− Fx(Y (s))Z(s)
∥∥∥∥
p
]
ds.
Now let
Jσ :=
∥∥∥∥
(∫ 1
0
Fx(Y (s) + rσZ(s))Z(s)dr
)
− Fx(Y (s))Z(s)
∥∥∥∥
p
since F satisfies Hypotheses 1.3, then limσ→0 Jσ = 0. In order to apply the dominated convergence
theorem we need to find an integrable upper bound for Jσ. By the Young and Jensen inequalities,
Hypotheses 1.3 and the fact that σ ≤ 1, we have
Jσ =
∥∥∥∥
∫ 1
0
Fx(Y (s) + rσZ(s))Z(s) − Fx(Y (s))Z(s)dr
∥∥∥∥
p
≤
∫ 1
0
‖Fx(Y (s) + rσZ(s))Z(s) − Fx(Y (s))Z(s)‖pdr
≤
∫ 1
0
‖Fx(Y (s) + rσZ(s)) − Fx(Y (s))‖p‖Z(s)‖pdr
≤
∫ 1
0
(‖Fx(Y (s) + rσZ(s))‖ + ‖Fx(Y (s))‖)p‖Z(s)‖pdr
≤
∫ 1
0
(
(1 + ‖Y (s) + rσZ(s)‖m−1) + (1 + ‖Y (s)‖m−1)
)p
‖Z(s)‖pdr
≤
∫ 1
0
(
2p−1(1 + ‖Y (s) + rσZ(s)‖m−1)p + 2p−1(1 + ‖Y (s)‖m−1)p
)
‖Z(s)‖pdr
≤ 2p−1
∫ 1
0
(
(2p−1 + 2p−1‖Y (s) + rσZ(s)‖(m−1)p) + (2p−1 + 2p−1‖Y (s)‖(m−1)p)
)
‖Z(s)‖pdr
≤ 22p−1‖Z(s)‖p + 22p−2‖Y (s)‖(m−1)p‖Z(s)‖p + 22p−2
∫ 1
0
‖Y (s) + rσZ(s)‖(m−1)p‖Z(s)‖pdr
≤ 22p−1‖Z(s)‖p + 22p−2(1 + max{1, 2(m−1)p−1})‖Y (s)‖(m−1)p‖Z(s)‖p
+ 22p−2max{1, 2(m−1)p−1}‖Z(s)‖mp
≤ H1 +H2‖Z(s)‖mp +H3‖Y (s)‖mp;
where
H1 =
22p−1
m′
, H2 = 3
22p−2
m
+ 22p−2max{1, 2(m−1)p−1}
(
1 +
1
m
)
,
H3 =
22p−2
m′
(1 + max{1, 2(m−1)p−1}).
So by the dominated convergence theorem the thesis follows. 
We conclude this section with an estimate for the directional derivatives of the mild solution
of (1.1).
Proposition 3.10. In the hypotheses of Theorem 3.9, for any t > 0 and x, h ∈ X, it holds
‖DGX(t, x)h‖ ≤ e−ζt‖h‖,
where X(t, x) is the mild solution of (1.1) and ζ is the constant appearing in Hypotheses 1.2.
Proof. By Theorem 3.9 we have that the map x 7→ X(·, x) is Gateaux differentiable as a function
from X to Xp([0, T ]) and, for every x, h ∈ X, the process {DGX(t, x)h}t≥0 is the unique mild
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solution of {
d
dtSx(t, h) =
(
A+DF (X(t, x))
)
Sx(t, h), t > 0;
Sx(0, h) = h.
(3.12)
Now we scalarly multiply both members of the upper equation of (3.12) by Sx(t, h). From the
left hand side term we obtain〈
d
dt
Sx(t, h), Sx(t, h)
〉
=
1
2
d
dt
‖Sx(t, h)‖2.
From right hand side of the above equation, by Hypotheses 1.2 and (2.1), we have
〈(A+DF (X(t, x)))Sx(t, h), Sx(t, h)〉 ≤ −ζ‖Sx(t, h)‖2.
Hence we obtain ddt‖Sx(t, h)‖2 ≤ −2ζ‖Sx(t, h)‖
2
, and so by the Gronwall inequality ‖Sx(t, h)‖2 ≤
e−2wt‖h‖2. 
4. Closure of N0 and a core for N2
In this section we are going to prove that the operator N0, introduced in (1.4), is closable
in L2(X, ν) and that N2 is its closure. In Section 4.1 we recall some known results about the
behavior of the Ornstein–Uhlenbeck semigroup on spaces of continuous functions. In Section 4.2
we introduce a regularizing sequence for F , that will be fundamental to exploit the results of
Section 3.3. Finally in the Section 4.3 we are going to prove Theorem 1.6.
Before proceeding we recall a couple of inequalities that follow immediately from the Ho¨lder
and Jensen inequalities, and (3.6). For every ϕ, ψ ∈ Bb(X), t > 0, p, q ∈ [1,∞], such that
1/p + 1/q = 1 (with the usual convention that if p = 1, then q = ∞, and viceversa) and
f : R 7→ R convex function we have
|P (t)ϕψ| ≤ (P (t)|ϕ|q)1/q(P (t)|ψ|p)1/p; (4.1)
(f ◦ P (t))ϕ ≤ P (t)(f ◦ ϕ); (4.2)
By (4.1), (4.2) and invariance of ν, for any ϕ ∈ Bb(X) and p ≥ 1, we have
‖P (t)ϕ‖pLp(X,ν) =
∫
X
|P (t)ϕ|pdν ≤
∫
X
P (t)|ϕ|pdν =
∫
X
|ϕ|pdν = ‖ϕ‖pLp(X,ν) (4.3)
We recall that Cb(X) is dense in L
p(X, ν), for any p ≥ 1. Observe that if {ϕn}n∈N ⊆ Cb(X)
converges to ϕ in Lp(X, ν), then for any t ≥ 0 the sequence {P (t)ϕn}n∈N is Cauchy in Lp(X, ν).
Indeed, by (4.3), we have
‖P (t)ϕn − P (t)ϕm‖Lp(X,ν) ≤ ‖ϕn − ϕm‖Lp(X,ν).
Hence the transition semigroup P (t) is uniquely extendable to a strongly continuous and contrac-
tion semigroup Pp(t) in L
p(X, ν), for any p ≥ 1. In particular we denote by N2 the infinitesimal
generator of P2(t) in L
2(X, ν).
4.1. The Ornstein–Uhlenbeck semigroup. Consider the Banach space
Cb,2(X) :=
{
f : X→ R
∣∣∣∣∣x 7→ f(x)1 + ‖x‖2 belongs to Cb(X)
}
.
enowed with the norm
‖f‖b,2 := sup
x∈X
(
|f(x)|
1 + ‖x‖2
)
, f ∈ Cb,2(X).
We consider the Ornstein–Uhlenbeck semigroup defined, for t > 0, x ∈ X and f ∈ Bb(X), as
T (t)f(x) :=
∫
f(etAx+ y)N(0, Qt)(dy), (4.4)
where we recall that Qtx = Q(Id− e2tA)x.
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Remark 4.1. We stress that the Ornstein–Uhlenbeck semigroup is the transition semigroup
associated to (1.1) when F ≡ 0, namely{
dZ(t, x) = AZ(t, x)dt +QαdW (t), t > 0;
Z(0, x) = x ∈ X. (4.5)
Indeed, let Z(t, x) = etAx +WA(t) be the mild solution of (4.5). Since WA(t) ∼ N(0, Qt), then
Z(t, x) is a traslation of a Gaussian variable. So, via a change of variable, for any f ∈ Bb(X),
we obtain
E[f(Z(t, x))] =
∫
Ω
f(etAx+WA(t))dP =
∫
X
f(y)N(etAx,Qt)(dy) = T (t)f(x).
For a detailed study of the semigroup T (t), defined in (4.4), in spaces of continuous functions
with weighted sup-norms, we refer to [12, 13], [19, Section 2.8.3] and [27, Section 2]. We are
more interested in its behaviour with respect to the mixed topology. For an in-depth study of
the mixed topology we refer to [43], in the following theorems we list some properties that will
be useful to our aims.
Theorem 4.2 (Proposition 2.3 and Theorem 4.1 of [43]).
(i) A sequence {φn}n∈N ⊆ Cb,2(X) converges with respect to the mixed topology to φ ∈ Cb,2(X)
if, and only if,
sup
n∈N
‖φn‖b,2 < +∞,
and, for any K ⊆ X compact,
lim
n→+∞
sup
x∈K
(
|φn(x) − φ(x)|
1 + ‖x‖2
)
= 0.
(ii) The semigroup T (t), introduced in (4.4), is strongly continuous on Cb,2(X) with respect to
the mixed topology.
Definition 4.3. We denote by Lb,2 the infinitesimal generator, with respect to the mixed topology,
of the semigroup T (t) in Cb,2(X).
Proposition 4.4 (Theorems 4.2 and 4.5 of [43]).
(i) For any λ > 0, ϕ ∈ Cb,2(X) and x ∈ X, the Riemann integral
J(λ)ϕ :=
∫ +∞
0
e−λtT (t)ϕdt,
is well defined and convergent with respect to the mixed topology. Moreover, for every λ > 0,
the operator
J(λ) : (Cb,2(X), τM )→ (Cb,2(X), τM )
is continuous (here τM denotes the mixed topology), and J(λ)ϕ = R(λ, Lb,2)ϕ.
(ii) Lb,2 is an extension to Cb,2(X), endowed with the mixed topology, of the operator L0 defined
as
L0ϕ(x) :=
1
2
Tr[Q2α∇2ϕ(x)] + 〈x,A∇ϕ(x)〉, x ∈ X, ϕ ∈ ξA(X).
We define the domain of Lb,2 with respect to the mixed topology as
Dom(Lb,2) :=
{
ϕ ∈ Cb,2(X)
∣∣∣∣ limt→0 T (t)ϕ− ϕt exists with respect to the mixed topology
}
.
So by Theorem 4.2, we obtain the following charaterization of Dom(Lb,2).
Proposition 4.5. A function ϕ ∈ Cb,2(X) belongs to Dom(Lb,2) if, and only if, there exists
ψ ∈ Cb,2(X) such that
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(i) for any compact subset K of X,
lim
t→0
sup
x∈K
(
1
1 + ‖x‖2
(
T (t)ϕ(x)− ϕ(x)
t
− ψ(x)
))
= 0;
(ii) supt∈(0,1][t
−1‖T (t)ϕ− ϕ‖b,2] < +∞.
In this case Lb,2ϕ = ψ.
We remark that, by [43, Remark 4.3], Theorem 4.2 and Theorem 4.4(i), the operator Lb,2 is
the weak infinitesimal generator of the semigroup T (t) on Cb,2(X) in the sense of [12, 13]. By this
fact we can use the following approximation result.
Proposition 4.6 (Propositions 2.5 and 2.6 of [27]). Let ϕ ∈ Dom(Lb,2)∩C1b (X). There exists a
family {ϕn1,n2,n3,n4 |n1, n2, n3, n4 ∈ N} ⊆ ξA(X) such that for every x ∈ X
lim
n1→+∞
lim
n2→+∞
lim
n3→+∞
lim
n4→+∞
ϕn1,n2,n3,n4(x) = ϕ(x);
lim
n1→+∞
lim
n2→+∞
lim
n3→+∞
lim
n4→+∞
∇ϕn1,n2,n3,n4(x) = ∇ϕ(x);
lim
n1→+∞
lim
n2→+∞
lim
n3→+∞
lim
n4→+∞
Lb,2ϕn1,n2,n3,n4(x) = Lb,2ϕ(x).
Furthermore there exists a positive constant Cϕ such that, for any n1, n2, n3, n4 ∈ N and x ∈ X,
it holds
|ϕn1,n2,n3,n4(x)| + ‖∇ϕn1,n2,n3,n4(x)‖ + |Lb,2ϕn1,n2,n3,n4(x)| ≤ Cϕ(1 + ‖x‖2). (4.6)
For a proof of the previous result we refer to [19, Section 2.8.3] or [27, Section 2]. Moreover, we
underline that the family {ϕn1,n2,n3,n4 |n1, n2, n3, n4 ∈ N} is formally defined in [25, Section 8].
4.2. A regularizing family for F. This section is dedicated to the introduction of a family of
Lipschitz continuous and smooth functions {Fδ,s | δ, s > 0} approximating F , such that for every
δ, s > 0, the function Fδ,s is dissipative with the same constant of F . First of all we consider the
Yosida approximants of F (see [7, Section 7.1]). For any δ > 0 and x ∈ X we set
Fδ(x) := F (xδ),
where xδ is the unique solution of the equation
y − δ(F (y)− ζ2y) = x. (4.7)
The function G(x) := F (x) − ζ2x is m-dissipative, so by [28, Proposition 5.5.3], for any δ > 0,
(4.7) has a unique solution and
‖G(xδ)−G(zδ)‖ ≤ 2
δ
‖x− z‖; (4.8)
〈G(xδ)−G(zδ), x− z〉 ≤ 0; (4.9)
‖G(xδ)‖ ≤ ‖G(x)‖. (4.10)
By (4.8) it follows immediately that Fδ is Lipschitz continuous and by (4.7) and (4.9) we have
0 ≥〈G(xδ)−G(zδ), x− z〉 = 〈F (xδ)− F (zδ), x− z〉 − ζ2〈xδ − zδ, x− z〉
=〈F (xδ)− F (zδ), x− z〉+ ζ2〈δ(F (zδ)− ζ2zδ)− δ(F (xδ)− ζ2xδ) + z − x, x− z〉
=〈F (xδ)− F (zδ), x− z〉+ ζ2δ〈F (zδ)− F (xδ), x− z〉
+ ζ22δ〈xδ − zδ, x− z〉+ ζ2〈z − x, x− z〉
=〈F (xδ)− F (zδ), x− z〉 − ζ2‖x− z‖2 + ζ2δ〈G(zδ)−G(xδ), x− z〉
≥〈Fδ(x)− Fδ(z), x− z〉 − ζ2‖x− z‖2,
and so 〈Fδ(x) − Fδ(z), x− z〉 ≤ ζ2‖x− z‖2. Moreover, for any δ > 0 and x ∈ X, by (4.10) we
have
‖Fδ(x)− F (x)‖ ≤‖G(xδ)−G(x)‖ + ζ2‖xδ − x‖
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≤‖G(xδ)−G(x)‖ + ζ2δ‖G(xδ)‖ ≤ (2 + ζ2δ)‖G(x)‖.
We need to introduce a further regularization. For every δ, s > 0 and x, k ∈ X, we define
〈Fδ,s(x), k〉 :=
∫
X
〈Fδ(e−(s/2)Q
−1
x+ y), e−(1/2)sQ
−1
k〉N(0, Qs)(dy),
where we recall that Qs = Q(Id − e−sQ−1). This type of regularization is classical and it is
based on the Mehler formula for the Ornstein–Uhlenbeck semigroup (see [29, Proof of Theorem
11.2.14]) By the contractivity of e−(s/2)Q
−1
, for any s > 0 and x, z ∈ X, we have that Fδ,s(x) is
Lipschitz continuous and
〈Fδ,s(x) − Fδ,s(z), x− z〉 ≤ ζ2‖x− z‖2; (4.11)
‖Fδ,s(x)‖ ≤ ‖Fδ(x)‖.
We stress that, for any s > 0, we have
e−(s/2)Q
−1
(X) ⊆ Q1/2s (X). (4.12)
Indeed by the analyticity of e−(s/2)Q
−1
and by [45, Proposition 2.1.1(i)] the range of e−(s/2)Q
−1
is contained in the domain of Q−k for every k ∈ N. So to prove (4.12) it is sufficient to prove that
Id− e−sQ−1 is invertible. Since −Q−1 is negative, we have ‖e−sQ−1‖L(X) < 1, and so Id− e−sQ−1
is invertible. In particular Q
1/2
s (X) = Q1/2(X) and so we get (4.12). Moreover Fδ,s is Gateaux
differentiable (see for example [29, p. 259]) and by (4.11), for any x, y ∈ X, we have
〈DGFδ,s(x)y, y〉 ≤ ζ2‖y‖2.
We conclude this subsection by recalling the following result, which is a consequence of the
properties stated above.
Proposition 4.7. Assume Hypotheses 1.2 hold true. Then limδ→0 lims→0 Fδ,s = F , where the
two limits are taken in L2(X, ν).
4.3. Proof of Theorem 1.6. The first step to prove Theorem 1.6 is to show that N2 is an
extension of N0 to L
2(X, ν). Let ϕ ∈ ξA(X), then there exist m,n ∈ N, a1, . . . , am, b1, . . . , bn ∈ R
and h1, . . . , hm, k1, . . . , kn ∈ Q1−2α(X) such that
ϕ(x) =
m∑
i=1
ai sin(〈x, hi〉) +
n∑
j=1
bj cos(〈x, kj〉).
Easy computations give for x ∈ X
N0ϕ(x) =
m∑
i=1
ai
(
〈x,Ahi〉+ 〈F (x), hi〉 − 1
2
‖Qαhi‖
)
sin(〈x, hi〉)
+
n∑
j=1
bj
(
〈x,Akj〉+ 〈F (x), kj〉 − 1
2
‖Qαkj‖
)
cos(〈x, kj〉),
and observe that, by Hypotheses 1.2 and Theorem 3.8, N0ϕ belongs to L
2(X, ν)
Proposition 4.8. Assume Hypotheses 1.2 hold true. If ϕ ∈ ξA(X), then ϕ ∈ Dom(N2), and
N2ϕ = N0ϕ. Moreover N2 is an extension of N0 in L
2(X, ν), where N0 is the closure of N0 in
L2(X, ν).
Proof. Let ϕ ∈ ξA(X), by [19, Proposition 3.19], for any x ∈ X, it holds
P (t)ϕ(x) = E[ϕ(X(t, x))] = ϕ(x) + E
[∫ t
0
N0ϕ(X(s, x))ds
]
,
and so we obtain limt→0 t
−1(P (t)ϕ(x)−ϕ(x)) = N0ϕ(x). We want to apply the Vitali convergence
theorem (see [41, Theorem 2.24]), so we need to show that the family {t−1(P (t)ϕ − ϕ) | t > 0}
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is 2-equi-integrable. Fix ε > 0 and consider δ > 0 such that whenever E ∈ B(X) with ν(E) < δ,
then ∫
E
|N0ϕ(x)|2ν(dx) < ε.
Now let E ∈ B(X) such that ν(E) < δ, then by the Jensen inequality, (4.2) and the invariance
of P (t) with respect to ν we have
1
t2
∫
E
|P (t)ϕ(x) − ϕ(x))|2ν(dx) =
∫
E
∣∣∣∣
∫ t
0
P (s)N0ϕ(x)
ds
t
∣∣∣∣
2
ν(dx)
≤ 1
t
∫ t
0
(∫
E
|P (s)N0ϕ(x)|2ν(dx)
)
ds
≤ 1
t
∫ t
0
(∫
E
P (s)|N0ϕ(x)|2ν(dx)
)
ds
=
1
t
∫ t
0
(∫
E
|N0ϕ(x)|2ν(dx)
)
ds
<
1
t
∫ t
0
P (s)εds =
1
t
∫ t
0
εds = ε.
so, by the Vitali convergence theorem, we obtain t−1(P (t)ϕ − ϕ) converges to N0ϕ in L2(X, ν),
as t goes to zero. The closability of N0 in L
2(X, ν) follows by its dissipativity, and we denote by
N0 its closure in L
2(X, ν). By the facts that N2 is closed in L
2(X, ν) and that ξA(X) ⊆ Dom(N2),
it follows that N2 is an extension of N0. 
Remark 4.9. In a similar way we can prove an analogous result for the operator N0 defined on
the space of cylindrical functions FCkb (X), with k ∈ N ∪ {∞}.
Now to prove Theorem 1.6, we follow a method similar to the one used in [17], [19, Section 3.5]
and [29, Section 11.2] in the case of a Lipschitz continuous function F .
Lemma 4.10. Assume Hypotheses 1.2 hold true. Let ϕ ∈ Dom(Lb,2)∩C1b (X), then ϕ ∈ Dom(N0)
and
N0ϕ(x) = Lb,2ϕ(x) + 〈F (x),∇ϕ(x)〉, x ∈ X;
where Lb,2 is the operator introduced in Definition 4.3.
Proof. By Proposition 4.6 a family {ϕn1,n2,n3,n4 |n1, n2, n3, n4 ∈ N} ⊆ ξA(X) exists such that,
for any x ∈ X,
lim
n1→+∞
lim
n2→+∞
lim
n3→+∞
lim
n4→+∞
N0ϕn1,n2,n3,n4(x) = Lb,2ϕ(x) + 〈F (x),∇ϕ(x)〉.
whenever ϕ ∈ Dom(Lb,2)∩C1b (X). So, by Hypothesis 1.2(a), (1.4) and (4.6), there exists a constant
Kϕ, such that for every x ∈ X
|N0ϕn1,n2,n3,n4(x)| = |N0ϕn1,n2,n3,n4(x)| ≤ Kϕ(1 + ‖x‖m+2).
So we can conclude the proof using the dominated convergence theorem and Theorem 3.8. 
Before proving Theorem 1.6, we need to recall a general result about closed operators. Since
we were unable to find an appropriate reference in the literature we provide its proof.
Proposition 4.11. Let Y be a Banach space and let B1 : Dom(B1) ⊆ Y → Y and B2 :
Dom(B2) ⊆ Y → Y be two, possibly unbounded, operators. If
(i) B1 is an extension of B2, namely Dom(B2) ⊆ Dom(B1) and, for any x ∈ Dom(B2), it holds
B2x = B1x;
(ii) there exists a dense subset D of Y such that, for some λ > 0, R(λ,B1) and R(λ,B2) are
well defined, and R(λ,B1)(D) ⊆ Dom(B2);
then Dom(B1) = Dom(B2) and B1 = B2.
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Proof. For any x ∈ D
x = (Idλ−B1)R(λ,B1)x = λR(λ,B1)x −B1R(λ,B1)x.
By the fact that R(λ,B1)(D) ⊆ Dom(B2) and that B1 is an extension of B2, it follows
x = λR(λ,B1)x−B2R(λ,B1)x = (Idλ−B2)R(λ,B1)x,
hence, for any x ∈ D, we have R(λ,B2)x = R(λ,B1)x. So by the density of D in Y , for any
x ∈ Y , we have shown that R(λ,B2)x = R(λ,B1)x. Recalling that the domain of an operator
coincides with the range of its resolvent, we get the thesis. 
Finally we can prove Theorem 1.6.
Proof of Theorem 1.6. By Proposition 4.11 to prove Theorem 1.6 it is sufficient to show that
there exists a dense subset D of L2(X, ν) such that
R(λ,N2)(D) ⊆ Dom(N0).
We split the proof in two steps. In the first step we assume that F is Gateaux differentiable and
Lipschitz continuous, and we will show that we can take C1b (X) as the set D. In the second step
we will show that, in the general case, the set (λId −N2)(Dom(N0)) is dense in L2(X, ν) and it
can be chosen as the set D. Throughout the proof we let X(t, x) be the mild solution of (1.1).
Step 1. Assume that F is Gateaux differentiable and Lipschitz continuous. Let f ∈ C1b (X) and
λ > 0, consider the function ϕ defined as
ϕ(x) := R(λ,N2)f(x) =
∫ +∞
0
e−λsP (s)f(x)ds, x ∈ X.
We want to show that ϕ is Gateaux differentiable and to do so we will use the dominated
convergence theorem. By Proposition 3.10 and [4, Corollary 3.11] we have
lim
δ→0
1
δ
[f(X(t, x+ δh))− f(X(t, x))] = 〈∇f(X(t, x)),DGX(t, x)h〉.
Furthermore by Proposition 3.10 it holds
1
δ
|f(X(t, x+ δh))− f(X(t, x))| = 1
δ
∣∣∣∣∣
∫ δ
0
〈∇f(X(t, x+ sh)),DGX(t, x+ sh)h〉ds
∣∣∣∣∣
≤ e−ζt‖∇f‖∞‖h‖.
So by the dominated convergence theorem we have that ϕ is Gateaux differentiable. Now we want
to show that the ϕ is actually Fre´chet differentiable. To do so we will show an uniform estimate
for DGϕ and we will use [48, Fact 1.13(b), p. 8].
|DGϕ(x)h| = lim
δ→0
1
δ
|ϕ(x+ δh)− ϕ(x)| = lim
δ→0
1
δ
∣∣∣∣
∫ +∞
0
e−λs(P (s)f(x+ δh)− P (s)f(x))ds
∣∣∣∣
≤ lim
δ→0
1
δ
∫ +∞
0
e−λsE[|f(X(s, x+ δh))− f(X(s, x))|]ds
= lim
δ→0
1
δ
∫ +∞
0
e−λsE
[∣∣∣∣∣
∫ δ
0
〈∇f(X(s, x+ rh)),DGX(s, x+ rh)h〉dr
∣∣∣∣∣
]
ds
≤ ‖∇f‖∞‖h‖
∫ +∞
0
e−(λ+ζ)sds =
1
λ+ ζ
‖∇f‖∞‖h‖.
Since the above estimate is uniform with respect to the elements of X of norm one, by [48, Fact
1.13(b), p. 8] the function ϕ is Fre´chet differentiable, and
‖∇ϕ‖∞ ≤
1
λ+ ζ
‖∇f‖∞. (4.13)
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Finally we have to prove that ϕ belongs to Dom(Lb,2). Let Z(t, x) be the mild solution of (4.5),
we have
Z(t, x) = X(t, x)−
∫ t
0
e(t−s)AF (X(s, x))ds.
Then, for every x ∈ X, we have
T (t)ϕ(x)− ϕ(x)
t
=
E[ϕ(Z(t, x)) − ϕ(x)]
t
=
1
t
E
[
ϕ
(
X(t, x)−
∫ t
0
e(t−s)AF (X(s, x))ds
)
− ϕ(x)
]
. (4.14)
Using the Taylor formula in the last term of (4.14), we obtain
T (t)ϕ(x) − ϕ(x)
t
=
P (t)ϕ(x) − ϕ(x)
t
− 1
t
E
[〈
∇ϕ(X(t, x)),
∫ t
0
e(t−s)AF (X(s, x))ds
〉]
+ o
(
E
[∥∥∥∥
∫ t
0
e(t−s)AF (X(s, x))ds
∥∥∥∥
])
.
Now let K be a compact subset of X and observe that, by Proposition 3.7, we get for x ∈ K
o
(
E
[∥∥∥∥
∫ t
0
e(t−s)AF (X(s, x))ds
∥∥∥∥
])
= o(t) t→ 0,
where o(t) does not depend on the choice of x in K. Hence, for any x ∈ K, we have
Lb,2ϕ(x) = lim
t→0
1
t
(T (t)ϕ(x) − ϕ(x)) = N2ϕ(x) − 〈∇ϕ(x), F (x)〉. (4.15)
We are going to check the conditions of Proposition 4.5 to obtain that ϕ belongs to Dom(Lb,2).
We begin to check (i) of Proposition 4.5. We set for t > 0 and x ∈ X
∆t(x) :=
P (t)ϕ(x) − ϕ(x)
t
, Rt(x) :=
1
t
E
[〈
∇ϕ(X(t, x)),
∫ t
0
e(t−s)AF (X(s, x))ds
〉]
.
By Proposition 2.3 and (4.15), it is sufficient to prove that the family {∆t − Rt | t ∈ [0, T ]} is
equicontinuos. We recall that for every t ≥ 0
P (t)ϕ = P (t)
∫ +∞
0
e−λsP (s)fds = eλt
∫ +∞
t
e−λsP (s)fds.
We now show that {∆t | t ∈ [0, T ]} is an equicontinuous family. Let x0 ∈ K. By the continuity
of f we know that for every ε > 0 there exists δ > 0 such that |f(x) − f(x0)| ≤ ε, whenever
‖x− x0‖ ≤ δ. Now let ‖x− x0‖ ≤ δ
|∆t(x) −∆t(x0)| = 1
t
|P (t)ϕ(x) − ϕ(x)− P (t)ϕ(x0) + ϕ(x0)|
=
1
t
∣∣∣∣e−λt
∫ +∞
t
e−λsP (s)(f(x)− f(x0))ds+
∫ +∞
0
e−λsP (s)(f(x0)− f(x))ds
∣∣∣∣
=
1
t
∣∣∣∣∣(e−λt − 1)
∫ +∞
t
e−λsP (s)(f(x) − f(x0))ds
+
∫ t
0
e−λsP (s)(f(x0)− f(x))ds
∣∣∣∣∣
≤ e
−λt − 1
t
∫ +∞
t
e−λsP (s)εds+
1
t
∫ t
0
e−λsP (s)εds
≤ ε
(
e−λt − 1
t
∫ +∞
t
e−λsds+
1
t
∫ t
0
e−λsds
)
= εe−λt
1− e−λt
λt
≤ ε,
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so the family {∆t | t ∈ [0, T ]} is equicontinuous. Now we study the equicontinuity of {Rt | ∈
[0, T ]}. We start by observing that by the Lipschitzianity of F there exists C > 0 such that for
every x ∈ X, it holds ‖F (x)‖ ≤ C(1 + ‖x‖). Furthermore by (3.4) and (4.13), for every t > 0,
the functions x 7→ ∇ϕ(X(t, x)) and x 7→ F (X(t, x)) are continuous uniformly with respect to
t ∈ [0, T ]. So for every t ∈ [0, T ], x0 ∈ K and ε > 0 there exists δ := δ(ε, x0) > 0 such that
whenever ‖x− x0‖ ≤ δ it holds
max {‖∇ϕ(X(t, x)) −∇ϕ(X(t, x0))‖, ‖F (X(t, x)) − F (X(t, x0))‖} ≤ ε.
By the Jensen inequality and Proposition 3.7 we can write
|Rt(x)−Rt(x0)| = 1
t
∣∣∣∣∣E
[〈
∇ϕ(X(t, x)),
∫ t
0
e(t−s)AF (X(s, x))ds
〉]
− E
[〈
∇ϕ(X(t, x0)),
∫ t
0
e(t−s)AF (X(s, x0))ds
〉]∣∣∣∣∣
=
1
t
∣∣∣∣∣E
[〈
∇ϕ(X(t, x)) −∇ϕ(X(t, x)),
∫ t
0
e(t−s)AF (X(s, x))ds
〉]
+ E
[〈
∇ϕ(X(t, x0)),
∫ t
0
e(t−s)A(F (X(s, x)) − F (X(s, x0)))ds
〉]∣∣∣∣∣
≤ 1
t
E
[
‖∇ϕ(X(t, x))−∇ϕ(X(t, x))‖
∥∥∥∥
∫ t
0
e(t−s)AF (X(s, x))ds
∥∥∥∥
]
+
1
t
E
[
‖∇ϕ(X(t, x0))‖
∥∥∥∥
∫ t
0
e(t−s)A(F (X(s, x))− F (X(s, x0)))ds
∥∥∥∥
]
≤ Cε
t
∫ t
0
E[1 + ‖X(s, x)‖]ds+ ‖∇ϕ‖∞
t
E
[∫ t
0
‖F (X(s, x))− F (X(s, x0))‖ds
]
≤ ε(C(1 + 2γ) + ‖∇ϕ‖∞),
where γ is the constant appearaing in Proposition 3.7. So the family {∆t − Rt | t ∈ [0, T ]} is
equicontinuos. Using similar arguments also condition (ii) of Proposition 4.5 is verified since
ϕ ∈ C1b (X) and we have assumed F to be Lipschitz continuous in this first step. Consequently
ϕ ∈ Dom(Lb,2), in particular
Lb,2ϕ = N2ϕ− 〈∇ϕ, F 〉,
and
λϕ− Lb,2ϕ− 〈∇ϕ, F 〉 = f.
In the end we have proved that ϕ ∈ Dom(Lb,2) ∩ C1b (X) and, by Lemma 4.10, we conclude that
ϕ ∈ Dom(N0) and
N0ϕ = Lb,2ϕ+ 〈∇ϕ, F 〉.
Step 2. Let {Fδ,s | δ, s > 0} be the regularizing sequence of F defined in Section 4.2. Let f ∈
C1b (X), for any δ, s > 0, we set
ϕδ,s(x) :=
∫ +∞
0
e−λtPδ,s(t)f(x)dt, x ∈ X,
where Pδ,s(t) is the transition semigroup associated to{
dX(t, x) =
(
AX(t, x) + Fδ,s(X(t, x))
)
dt+QαdW (t), t ∈ (0, T ];
X(0, x) = x ∈ X.
In Section 4.2 we have seen that, for any δ, s > 0, the function Fδ,s is Lipschitz continuous and
verifies Hypotheses 1.2 with the constant ζ2. Hence by Step 1, for any δ, s > 0, we have that
ϕδ,s ∈ Dom(N0) and
λϕδ,s − Lb,2ϕδ,s − 〈∇ϕδ,s, Fδ,s〉 = f.
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So
λϕδ,s −N0ϕδ,s = f + 〈∇ϕδ,s, Fδ,s − F 〉,
and recalling that N2 is an extension of N0 in L
2(X, ν)
λϕδ,s −N2ϕδ,s = f + 〈∇ϕδ,s, Fδ,s − F 〉,
where the equality holds in L2(X, ν). Hence noticing that (4.13) does not depend on δ and on s and
by Remark 4.7, we have that, for any f ∈ C1b (X), there exist a family {ϕδ,s | δ, s > 0} ⊆ Dom(N0),
such that
lim
δ→0
lim
s→0
(λId−N2)ϕδ,s = f, in L2(X, ν).
By the density of C1b (X) in L
2(X, ν) we get the density of (λId−N2)(Dom(N0)) in L2(X, ν). 
Remark 4.12. At the cost of complicating the calculations it is possible to prove the same result
in Lp(X, ν), for any p ≥ 1.
5. Sobolev spaces
In this section we are going to analyze the behaviour of the operator N2 in L
2(X, ν). We will
concetrate in particular on the domain of N2 and we will prove some useful inequalities. The
results of this section are aleady known when (1.1) satisfies some additional hypotheses. Indeed
in [19, Section 3.7] the results of this section are shown when α = 0, while in [21] the same results
are shown when (1.1) is replaced with{
dX(t, x) =
(
AX(t, x) + F (X(t, x))
)
dt+ CdW (t), t ∈ (0, T ];
X(0, x) = x ∈ X,
where A : Dom(A) ⊆ X→ X is the generator of a strongly contiuous semigroup, F : X→ X is a
Lipschitz continuous function and C ∈ L(X) is such that C−1 ∈ L(X). In [2, 10, 23] the results
of this section are proved for the case α = 1/2 and F = −∇U , where U : X → R is a (smooth
enough) convex function.
We need to recall the following proposition (see [4, Proposition 3.7]).
Proposition 5.1. Let Y be a Hilbert space and let Φ : X → Y . If Φ is Fre´chet differentiable at
x ∈ X, then it is differentiable along Hα and, for every h ∈ Hα,
DαΦ(x)h = DΦ(x)h.
Furthermore if ϕ : X→ R is Fre´chet differentiable at x ∈ X, then ∇αϕ(x) = Q2α∇ϕ(x).
We remark that the set {hi = λαei | i ∈ N} provides an orthonormal basis for Hα. From here
on we fix such orthonormal basis. Throughout this section we will denote by Hα the space of the
Hilbert–Schmidt operators from Hα to itself.
5.1. Closability of ∇α. In this section we introduce the Sobolev spaces we will use throughout
the rest of the paper. In order to do so we need a couple of lemmata.
Lemma 5.2. Assume Hypotheses 1.2 hold true and let ϕ, ψ ∈ ξA(X). Then the product ϕψ
belongs to ξA(X) and
N2(ϕψ) = ϕN2ψ + ψN2ϕ+ 〈Qα∇ϕ,Qα∇ψ〉 = ϕN2ψ + ψN2ϕ+ 〈∇αϕ,∇αψ〉α. (5.1)
Furthermore whenever ϕ ∈ Dom(N2) and g ∈ C2b (R), we have∫
X
(g′ ◦ ϕ)N2ϕdν = −
∫
X
(g′′ ◦ ϕ)|Qα∇ϕ|2dν (5.2)
Proof. The fact that ϕψ belongs to ξA(X) and (5.1) follow by direct calculations, recalling that
N2u = N0u whenever u ∈ ξA(X) (Theorem 1.6). Now we prove (5.2). We start by showing that
when ψ belongs to Dom(N2) it holds∫
X
ψN2ψdν = −1
2
∫
X
‖∇αψ‖2αdν. (5.3)
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To do so it is enough to recall that ν is invariant. Indeed by (5.1) we have for ϕ ∈ ξA(X)
0 =
∫
X
N2ϕ
2dν =
∫
X
(
2ϕN2ϕ+ ‖∇αϕ‖2α
)
dν.
Since ξA(X) is a core for N2, by (5.3) and the Young inequality, it follows that
∇α : ξA(X) ⊆ Dom(N2)→ L2(X, ν;Hα), ϕ 7→ ∇αϕ,
is continuous and, consequently, it can be extended to all of Dom(N2) (endowed with the graph
norm). We shall still denote by ∇α its extension. So (5.3) follows by a standard density argument.
In a similar way we can use the dominated convergence theorem to get (5.2). 
The next result is a technical lemma about the behaviour of the derivative of the semigroup
P2(t) which will be useful to prove the closability of the gradient operator (Proposition 5.4) and
the Poincare´ inequality (Proposition 5.10).
Lemma 5.3. Assume Hypotheses 1.3 hold true and let ϕ ∈ ξA(X). It holds∫
X
|P2(t)ϕ|2dν +
∫ t
0
∫
X
‖∇αP2(s)ϕ‖2αdνds =
∫
X
|ϕ|2dν. (5.4)
Proof. For every ϕ ∈ ξA(X) we have
d
ds
P2(s)ϕ = N2P2(s)ϕ, s > 0. (5.5)
Multiplying both sides of (5.5) by P2(s)ϕ, integrating on X with respect to ν, and taking into
account (5.3), we find ∫
X
d
ds
|P2(s)ϕ|2dν = −
∫
X
‖∇αP2(s)ϕ‖2αdν. (5.6)
Now the thesis follows integrating (5.6) with respect to s from 0 to t. 
We are now in the right position to prove the closability of the derivative operator ∇α and
∇2α that we will use to define the Sobolev spaces W 1,2α (X, ν) and W 2,2α (X, ν).
Proposition 5.4. Assume Hypotheses 1.3 hold true. The operators ∇α : ξA(X) ⊆ L2(X, ν) →
L2(X, ν;Hα) and (∇α,∇2α) : ξA(X) ⊆ L2(X, ν)→ L2(X, ν;Hα)× L2(X, ν;Hα) are closable.
Proof. We assume that {ϕn}n∈N ⊆ ξA(X) is a sequence such that
L2(X, ν)- lim
n→+∞
ϕn = 0; (5.7)
L2(X, ν;Hα)- lim
n→+∞
∇αϕn = Ψ.
By (5.4), the strong continuity of P2(t) and (5.7), we have
lim
n→+∞
∫ t
0
∫
X
‖∇αP2(s)ϕn‖2αdνds = limn→+∞
(∫
X
|ϕn|2dν −
∫
X
|P2(t)ϕn|2dν
)
= 0 (5.8)
We also claim that
lim
n→+∞
∫ t
0
∫
X
‖∇αP2(s)ϕn‖2αdνds =
∫ t
0
∫
X
∥∥E[(DGαX(t, x))∗Ψ(X(t, x))]∥∥2αν(dx)ds. (5.9)
Indeed by [4, Corollary 3.11] we have
∇αP2(t)ϕn(x) = E
[
(DGαX(t, x))
∗∇αϕn(X(t, x))
]
Observe that∫ t
0
∫
X
∥∥E[(DGαX(s, x))∗∇αϕn(X(s, x))] − E[(DGαX(t, x))∗Ψ(X(s, x))]∥∥2αν(dx)ds
≤
∫ t
0
∫
X
e−2ζs‖E[∇αϕn(X(s, x)) −Ψ(X(s, x))]‖2αν(dx)ds
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≤
∫ t
0
∫
X
e−2ζsP2(s)‖∇αϕn(x) −Ψ(x)‖2αν(dx)ds.
Recalling that ν is invariant for P2(t) we have
0 ≤ lim
n→+∞
∫ t
0
∫
X
∥∥E[(DGαX(s, x))∗∇αϕn(X(s, x))] − E[(DGαX(s, x))∗Ψ(X(s, x))]∥∥2αν(dx)ds
≤ lim
n→+∞
∫ t
0
∫
X
e−2ζs‖∇αϕn(x)− Ψ(x)‖2αν(dx)ds = 0.
This prove (5.9). Combining (5.8) and (5.9) we get∫ t
0
∫
X
∥∥E[(DGαX(s, x))∗Ψ(X(s, x))]∥∥2αν(dx)ds = 0.
So for a.e. s ∈ (0, t) (with respect to the Lebesgue measure) it holds∫
X
∥∥E[(DGαX(s, x))∗Ψ(X(s, x))]∥∥2αν(dx) = 0. (5.10)
To be more precise we denote by A the subset, with measure zero, of (0, t), such that in (0, t) \A
(5.10) does not hold. For s ∈ A, by the monotone convergence theorem, we have
0 =
∫
X
∥∥E[(DGαX(s, x))∗Ψ(X(s, x))]∥∥2αν(dx)
=
∫
X
+∞∑
i=1
∣∣〈E[(DGαX(s, x))∗Ψ(X(s, x))], hi〉α∣∣2ν(dx)
=
+∞∑
i=1
∫
X
∣∣E[〈(DGαX(s, x))∗Ψ(X(s, x)), hi〉α]∣∣2ν(dx)
=
+∞∑
i=1
∫
X
∣∣E[〈Ψ(X(s, x)),DGαX(s, x)hi〉α]∣∣2ν(dx).
So for s ∈ A and i ∈ N ∫
X
∣∣E[〈Ψ(X(s, x)),DGαX(s, x)hi〉α]∣∣2ν(dx) = 0.
Now observe that for s ∈ A and i ∈ N we have
0 ≤‖P2(s)(〈Ψ(·), hi〉α)‖L2(X,ν) = ‖E[〈Ψ(X(s, ·)), hi〉α]‖L2(X,ν)
=‖E[〈Ψ(X(s, ·)), hi〉α]‖L2(X,ν) −
∥∥E[〈Ψ(X(s, ·)),DGαX(s, ·)hi〉α]∥∥L2(X,ν)
≤
∥∥E[〈Ψ(X(s, ·)), hi〉α]− E[〈Ψ(X(s, ·)),DGαX(s, ·)hi〉α]∥∥L2(X,ν)
=
∥∥E[〈Ψ(X(s, ·)), hi −DGαX(s, ·)hi〉α]∥∥L2(X,ν),
by the continuity of s 7→ DGαX(s, ·) and the dominated convergence theorem we get that for
every i ∈ N
‖〈Ψ(·), hi〉α‖L2(X,ν) = 0.
By a standard argument we get that Ψ(x) = 0 for ν-a.e x ∈ X . This prove the closability of
∇α : ξA(X) ⊆ L2(X, ν) → L2(X, ν;Hα). The closability of (∇α,∇2α) : ξA(X) ⊆ L2(X, ν) →
L2(X, ν;Hα)×L2(X, ν;Hα) follows by similar calculations substituting ϕn with 〈Dαϕn, hi〉α for
i ∈ N. 
We are now able to define the Sobolev spaces we will use throughout the rest of the paper.
Definition 5.5. We define the Sobolev spaces W 1,2α (X, ν) and W
2,2
α (X, ν) as the domains of
the closure of the operators ∇α : ξA(X) ⊆ L2(X, ν) → L2(X, ν;Hα) and (∇α,∇2α) : ξA(X) ⊆
L2(X, ν)→ L2(X, ν;Hα)× L2(X, ν;Hα), respectively.
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Remark 5.6. It is known that µ ∼ N(0, Q) is the unique invariant measure of the Ornstein–
Uhlenbeck semigroup T (t) introduced in (4.4) (for any α ∈ [0, 1/2]). An interesting question is
when the measure ν is absolutely continuous with respect to the measure µ. When α = 0 this
problem has already been addressed in [19, Section 3.7], where it is proved that if F is a bounded
and Fre´chet differentiable function with bounded derivative operator, then ν ≪ µ. The case
α = 1/2 has been studied in [6, Theorem 3.5], with the additional hypotheses that F (X) ⊆ H1/2
and F ∈ L2(X, µ;H1/2). We plan to study this problem in our setting in an upcoming work.
We are now able to prove Theorem 1.9.
Proof of Theorem 1.9. Since ξA(X) is a core for N2, then a sequence {un}n∈N ⊆ ξA(X) exists
such that un converges to a function u in L
2(X, ν) and
L2(X, ν)- lim
n→+∞
λun −N2un = f.
Let fn := λun − N2un. Multiplying fn by un, integrating with respect to ν and using (5.2) we
get ∫
X
fnundν = λ
∫
X
u2ndν −
∫
X
unN2undν = λ
∫
X
u2ndν +
1
2
∫
X
‖∇αun‖2αdν.
By the Cauchy–Schwarz inequality we get
‖un‖L2(X,ν) ≤
1
λ
‖fn‖L2(X,ν); ‖∇αun‖L2(X,ν;Hα) ≤
√
2
λ
‖fn‖L2(X,ν).
Since {un}n∈N and {fn}n∈N converge to u and f , respectively, in L2(X, ν) we get
‖u‖L2(X,ν) = limn→+∞ ‖un‖L2(X,ν) ≤ limn→+∞
1
λ
‖fn‖L2(X,ν) =
1
λ
‖f‖L2(X,ν).
Moreover
‖∇αun −∇αum‖L2(X,ν;Hα) ≤
√
2
λ
‖fn − fm‖L2(X,ν),
then {∇αun}n∈N is a Cauchy sequence in L2(X, ν;Hα). By the closability of ∇α in L2(X, ν)
(Proposition 5.4) it follows that u ∈ W 1,2α (X, ν) and
L2(X, ν;Hα)- lim
n→+∞
∇αun = Dαu.
Therefore
‖∇αu‖L2(X,ν;Hα) = limn→+∞ ‖∇αun‖L2(X,ν;Hα) ≤ limn→+∞
√
2
λ
‖fn‖L2(X,ν) =
√
2
λ
‖f‖L2(X,ν).
Now we prove the moreover part of the statement. Using (1.4), we differentiate the equality
λun−N2un = fn along hj direction, we multiply the result by 〈∇αu, hj〉α, sum over j and finally
integrate over X with respect to ν. We obtain
λ
∫
X
‖∇αun‖2αdν −
∫
X
〈Q2α∇un, AQ2α∇un〉dν + 1
2
∫
X
‖∇2αun‖2Hαdν
−
∫
X
〈
Q2α∇GQ2α∇un, Q2α∇un
〉
dν =
∫
X
〈∇αfn,∇αun〉αdν.
Recalling that 〈(A+DF (x))h, h〉 ≤ −ζ‖h‖2 for every x, h ∈ X we have
(λ+ ζ)
∫
X
‖∇αun‖2αdν +
1
2
∫
X
‖∇2αun‖2Hαdν ≤
∫
X
〈∇αfn,∇αun〉αdν.
Finally we have
1
2
∫
X
‖∇2αun‖2Hαdν ≤
∫
X
〈∇αfn,∇αun〉αdν. (5.11)
ON SEMILINEAR SPDES WITH NONLINEARITIES WITH POLYNOMIAL GROWTH 25
Now from (5.11), by the Cauchy–Schwarz inequality and (5.1) we have
1
2
∫
X
‖∇2αun‖2Hαdν ≤
∫
X
〈∇αfn,∇αun〉αdν = −2
∫
X
fnN2undν
= −2
∫
X
fn(λun − fn)dν ≤ 4
∫
X
f2ndν.
So we get
‖∇2αun‖L2(X,ν;Hα) ≤ 2
√
2‖fn‖L2(X,ν).
We remark that
‖∇2αun −∇2αum‖L2(X,ν;Hα) ≤ 2
√
2‖fn − fm‖L2(X,ν),
then {∇2αun}n∈N is a Cauchy sequence in L2(X, ν;Hα). By the closability of (∇α,∇2α) in L2(X, ν)
it follows that u ∈W 2,2α (X, ν) and
L2(X, ν;H2)- lim
n→+∞
∇2αun = ∇2αu.
Therefore
‖∇2αu‖L2(X,ν;Hα) = limn→+∞ ‖∇
2
αun‖L2(X,ν;Hα) ≤ limn→+∞ 2
√
2‖fn‖L2(X,ν) = 2
√
2‖f‖L2(X,ν),
and {un}n∈N converges to u in W 2,2α (X, ν). 
5.2. Logarithmic Sobolev inequality and further consequences. Logarithmic Sobolev in-
equalities are important tools in the study of Sobolev spaces with respect to non-Lebesgue mea-
sures. This is due to the fact that they are the counterpart of the Sobolev embeddings which in
general fail to hold when the Lebesgue measure is replaced by other measures, as for example
the Gaussian one. In infinite dimension, such inequalities are known for the Gaussian measure
on the whole space (see [11, Theorem 5.5.1]) and on convex domains (see [12, Proposition 3.5]).
In a more general setting we refer to [2, Section 4] and [29, Proposition 11.2.19]. In this section
we also collect some consequences of the logarithmic Sobolev inequality (5.13).
Since the proofs of the results of this section are, more or less, known (even if some small
adjustements need to be done) we put them in Appendix A.
Lemma 5.7. Assume Hypotheses 1.3 hold true. For every ϕ ∈ FC1b(X) it holds
‖∇αP2(t)ϕ‖2α ≤ e−2ζtP2(t)‖Q2α∇ϕ‖2. (5.12)
Now we are ready to prove that the measure ν satisfies a logarithmic Sobolev inequality. The
idea of the proof is to apply the Deuschel and Stroock method (see [31]).
Proposition 5.8. Assume Hypotheses 1.3 hold true. For p ≥ 1 and ϕ ∈ FC1b(X), the following
inequality holds:∫
X
|ϕ|p ln |ϕ|pdν ≤
(∫
X
|ϕ|pdν
)
ln
(∫
X
|ϕ|pdν
)
+
p2
2ζ
∫
X
|ϕ|p−2‖∇αϕ‖2αχ{ϕ 6=0}dν. (5.13)
Furthermore for every ϕ ∈W 1,2α (X, ν) it holds∫
X
|ϕ|2 ln |ϕ|2dν ≤
(∫
X
|ϕ|2dν
)
ln
(∫
X
|ϕ|2dν
)
+
2
ζ
∫
X
‖∇αϕ‖2αχ{ϕ 6=0}dν. (5.14)
The logarithmic Sobolev inequality has several interesting consequences. Among them, we
show the following hypercontractivity estimate.
Proposition 5.9. Assume Hypotheses 1.3 hold true. Let t > 0 and q, r ∈ (1,+∞) be such that
r ≤ (q − 1)e2ζt + 1. Then the operator Pq(t) maps Lq(X, ν) in Lr(X, ν) and for every t > 0 and
ϕ ∈ Lq(X, ν) it holds
‖Pq(t)ϕ‖Lr(X,ν) ≤ ‖ϕ‖Lq(X,ν). (5.15)
Another classical inequality that follows from (5.12) is the Poincare´ inequality.
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Proposition 5.10. Assume Hypotheses 1.3 hold true. If ϕ ∈W 1,2α (X, ν), then∫
X
∣∣∣∣ϕ−
∫
X
ϕdν
∣∣∣∣
2
dν ≤ 1
2ζ
∫
X
‖∇αϕ‖2αdν. (5.16)
The Poincare´ inequality has many interesting consequences. Here we just state two of them
which are pretty relevant to the study of the semigroup P2(t) and of its generator N2 in L
2(X, ν).
We already know about the asymptotic behaviour of the semigroup P2(t), thanks to (3.5). The
next result gives us the rate to which the semigroup P2(t)ϕ converges to
∫
X
ϕdν in L2(X, ν) when
t goes to infinity.
Corollary 5.11. Assume Hypotheses 1.3 hold true. If ϕ ∈ L2(X, ν), then∥∥∥∥P2(t)ϕ−
∫
X
ϕdν
∥∥∥∥
L2(X,ν)
≤ e−ζt‖ϕ‖L2(X,ν).
The next proposition gives us a spectral gap for the operator N2. We refer to [29, Proposition
10.5.1] for the proof.
Proposition 5.12. If Hypotheses 1.3 hold true, then σ(N2) \ {0} ⊆ {λ ∈ C |Reλ ≤ −ω}.
6. Examples
In this section we will give some examples to which the results of this paper can be applied
to.
6.1. Semiconvex perturbation. Let U : X → R be a C2 function such that ∇U verifies
Hypotheses1.3 and there exists a constant v ∈ R such that, for any x, y ∈ X,〈∇2U(x)y, y〉 ≥ v‖y‖2. (6.1)
We consider the stochastic partial differential equation{
dX(t, x) =
(
AX(t, x)−Q2α∇U(X(t, x)))dt+QαdW (t), t > 0;
X(0, x) = x ∈ X, (6.2)
Clearly Hypotheses 1.3 are verified, and so all the results in this paper hold true. We remark that
functions U satisfying (6.1) are called semiconvex, or 2-paraconvex, and were introduced in [49]
and studied by various authors (see, for example, [3, 8, 9]). With regard to the study of (6.2) for
convex and semiconvex function we refer to [1, 2, 10, 11, 18, 23, 24, 26, 29, 40].
6.2. Infinite dimensional polynomial. In this subsection we study the case in which F is
an infinite dimensional polynomial. In order to do so we need to recall some definitions (see
[16, 32, 46]). For every n ∈ N, we say that a map B : Xn → X is n-multilinear if it is linear in
each variable separately. A n-multilinear map B is said to be symmetric if
B(x1, . . . , xn) = B(xσ(1), . . . , xσ(n)),
for any permutation σ of the set {1, . . . , n}. We say that a function P : X→ X is a homogenous
polynomial of degree n if there exists a n-multilinear symmetric map B such that for every x ∈ X
P (x) = B(x, . . . , x). (6.3)
Now let Q be an operator satisfying Hypotheses 1.1 and let n be an odd natural number. Consider
F (x) := Pn(x) + kx, (6.4)
where x ∈ X, k ≥ 0 and Pn is a homogeneous polynomial of degree n such that,
〈B(h, x, . . . , x), h〉 ≤ 0, (6.5)
where B is the n-multilinear map such that (6.3) holds true. We now show that F satisfies
Hypotheses 1.2. Indeed by [16, Theorem 3.4] Hypothesis 1.2(a) holds true. To check Hypothesis
1.2(b) it is enough to recall that
DPn(x)h = nB(h, x, . . . , x)
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So the function F satisfies Hypotheses 1.2. We remark that functions as the one defined in (6.4)
were not contemplated in the classical theory (unless n = 1), since they lack Lipschitzianity.
In consideration of the fact that (6.5) may seem a little abstract, we want to show how it looks
in a standard example. Let X = L2([0, 1]), K ∈ L2([0, 1]4) and assume that K is symmetric with
respect to each of its variables. Let
[P3(f)](ξ) :=
∫ 1
0
∫ 1
0
∫ 1
0
K(ξ1, ξ2, ξ3, ξ)f(ξ1)f(ξ2)f(ξ3)dξ1dξ2dξ3
for f ∈ L2([0, 1]). P is a homogeneous polynomial of degree three on L2([0, 1]) (see [32, Exercise
1.73]). We claim that (6.5) holds whenever K is negative. Indeed observe that, for f1, f2, f3 ∈
L2([0, 1]),
B(f1, f2, f3) =
∫ 1
0
∫ 1
0
∫ 1
0
K(ξ1, ξ2, ξ3, ξ)f1(ξ1)f2(ξ2)f3(ξ3)dξ1dξ2dξ3,
and for f, h ∈ L2([0, 1])
〈B(h, f, f), h〉 =
∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
K(ξ1, ξ2, ξ3, ξ)f(ξ1)f(ξ2)h(ξ3)h(ξ)dξ1dξ2dξ3dξ.
A standard argument allows to deduce that 〈B(h, f, f), h〉 = 0 if, and only if, f = 0 a.e. or h = 0
a.e. So by the continuity of 〈B(h, f, f), h〉 with respect to h (for a fixed f) and the fact that
〈B(−h, f, f),−h〉 = 〈B(h, f, f), h〉,
the claim follows.
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Appendix A. Proofs of the results of Section 5.2
Proof of Lemma 5.7. By [4, Corollary 3.11] we have ∇αP2(t)ϕ(x) = E
[
(DGαX(t, x))
∗∇αϕ(X(t, x))
]
. So the thesis
follows by Proposition 3.10. 
Proof of Proposition 5.8. We split the proof in two parts. In the first part we prove the claim when ϕ satisfies
some additional conditions and in the second part we show (5.13) in its full generality.
Step 1. Here we prove (5.13) with ϕ in FC1b(X) such that there exists a positive constant c with c ≤ ϕ ≤ 1. To
this aim we consider the function
G(t) :=
∫
X
(P2(t)ϕ
p) ln(P2(t)ϕ
p)dν, t ≥ 0.
which is well defined thanks to the contractivity and the positivity preserving of P2(t).
Our aim is to find a lower bound for the derivative of G. Observe that by the invariance of ν and (5.2) we have
G′(t) =
∫
X
(N2P2(t)ϕ
p) ln(P2(t)ϕ
p)dν +
∫
X
N2P2(t)ϕ
pdν
= −
∫
X
1
P2(t)ϕp
‖∇αP2(t)ϕ
p‖2αdν ≥ −e
−2ζt
∫
X
1
P2(t)ϕp
P2(t)‖∇αϕ
p‖2αdν
≥ −e−2ζt
∫
X
1
P2(t)ϕp
(P2(t)‖∇αϕ
p‖α)
2dν
By (4.1) we have P2(t)‖∇αϕp‖α ≤ [P2(t)(‖∇αϕ
p‖2αϕ
−p)]1/2(P2(t)ϕp)
1/2. Hence we deduce
G′(t) ≥ −e−2ζt
∫
X
P2(t)
‖∇αϕp‖
2
α
ϕp
dν = −e−2ζt
∫
X
‖∇αϕp‖
2
α
ϕp
dν = −e−2ζtp2
∫
X
ϕp−2‖∇αϕ‖
2
αdν.
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Integrating from 0 to +∞ and by (3.5) we get∫
X
ϕp lnϕpdν ≤
(∫
X
ϕpdν
)
ln
(∫
X
ϕpdν
)
+
p2
2ζ
∫
X
ϕp−2‖∇αϕ‖
2
αdν.
Step 2. Now, for any ϕ ∈ FC1b(X) and n ∈ N let consider the sequence {ϕn}n∈N defined by ϕn = (1 +
‖ϕ‖∞)
−1
√
ϕ2 + n−1. Step 1 yields that∫
X
ϕpn ln(ϕ
p
n)dν ≤
(∫
X
ϕpndν
)
ln
(∫
X
ϕpndν
)
+
p2
2ζ
∫
X
ϕp−2n ‖∇αϕn‖
2
αdν. (A.1)
Observing that there exists a positive constant cn,p such that cn,p ≤ ϕ
p
n ≤ 1 for any n ∈ N and using the fact
that the function x 7→ x|logx| is bounded in (0, 1], by the dominated convergence theorem the left hand side of
(A.1) converges to
(1 + ‖ϕ‖∞)
−p
∫
X
|ϕ|p ln
[
(1 + ‖ϕ‖∞)
−p|ϕ|p
]
dν,
and the first term in the right hand side of (A.1) converges to(
(1 + ‖ϕ‖∞)
−p
∫
X
|ϕ|pdν
)
ln
( ∫
X
|ϕ|pdν
(1 + ‖ϕ‖∞)
p
)
.
Since ‖∇αϕn‖α ≤ (1 + ‖ϕ‖∞)
−1‖∇αϕ‖α for every n ∈ N, by the monotone convergence theorem if p ∈ [1, 2),
and by the dominated convergence theorem otherwise, we obtain
lim
n→+∞
∫
X
ϕn
p−2‖∇αϕn‖
2
αdν = (1 + ‖ϕ‖∞)
−p
∫
X
|ϕ|p−2‖∇αϕ‖
2
αχ{ϕ6=0}dν.
So the statement follows letting n to infinity in (A.1). To get (5.14) it is enough to use a standard approximation
argument and the Fatou lemma. 
Proof of Proposition 5.9. Let ϕ ∈ FC1b(X), with a positive global infimum, and let r(t) := (q − 1)e
2ζt + 1. We
recall that for Pq(t) acts on functions belonging to FC
1
b(X) in the same way as P2(t). For s ≥ 0 we set
G(s) :=
(∫
X
(P2(s)ϕ)
r(s)dν
)1/r(s)
=: (R(s))1/r(s)
and we prove that G(s) is a non-increasing function. Before proceeding we want to recall that P2(s) maps FC1b (X)
into W 1,2α (X, ν) ∩ L
∞(X, ν), due to (1.2) and Theorem 1.9. This guarantees that all the integrals we are going to
write in the following calculations are well defined and finite. By (5.2) we obtain
R′(s) = r′(s)
∫
X
(P2(s)ϕ)
r(s) ln(P2(s)ϕ)dν − r(s)(r(s)− 1)
∫
X
(P2(s)ϕ)
r(s)−2‖∇αP2(s)ϕ‖
2
αdν. (A.2)
Taking into account (A.2), if we set u(s) := P2(s)ϕ and we differentiate G, we get
G′(s) =
r′(s)
r(s)
∫
X
(u(s))r(s)dν
∫
X
(u(s))r(s) ln(u(s))dν
−
r(s)− 1∫
X
(u(s))r(s)dν
∫
X
(u(s))r(s)−2‖∇αu(s)‖
2
αdν −
r′(s)
r2(s)
ln
(∫
X
(u(s))r(s)dν
)
Since r′(s) ≥ 0 we can apply (5.13) to get
G′(s) ≤ (G(s))1−r(s)
(
r′(s)
2ζ
− r(s) + 1
)∫
X
(P2(s)ϕ)
r(s)−2‖∇αP2(s)ϕ‖
2
αdν = 0.
This proves that G is a decreasing function, namely G(0) ≥ G(t) for every t > 0. So we have for every r ≤ r(t)
and ϕ ∈ FC1b(X)
‖Pq(t)ϕ‖Lr(X,ν) ≤ ‖P2(t)ϕ‖Lr(t)(X,ν) ≤ ‖ϕ‖Lq(X,ν).
By a standard density argument we obtain (5.15) for a general ϕ ∈ Lq(X, ν). 
Proof of Proposition 5.10. We just show the theorem for ϕ ∈ ξA(X), the general case follows by a standard
approximation argument. Letting t go to infinity in (5.4), using (5.12) and the invariance of ν we get∫
X
|ϕ|2dν −
∣∣∣∣
∫
X
ϕdν
∣∣∣∣
2
=
∫ +∞
0
∫
X
‖∇αP2(s)ϕ‖
2
αdνds
≤
∫ +∞
0
e−2ζs
∫
X
P2(s)‖∇αϕ‖
2
αdνds
=
(∫ +∞
0
e−2ζsds
)(∫
X
‖∇αϕ‖
2
αdν
)
=
1
2ζ
∫
X
‖∇αϕ‖
2
αdν.
Recalling that
∫
X
∣∣ϕ− ∫
X
ϕdν
∣∣2dν = ∫
X
|ϕ|2dν −
∣∣∫
X
ϕdν
∣∣2 we get the thesis. 
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Proof of Corollary 5.11. Let G(s) :=
∫
X
∣∣P2(s)ϕ− ∫X ϕdν
∣∣2dν. Using both (5.2) and (5.16) we get
G′(s) =
d
ds
∫
X
∣∣∣∣P2(s)ϕ−
∫
X
ϕdν
∣∣∣∣
2
dν = 2
∫
X
(P2(s)ϕ)(N2P2(s)ϕ)dν
= −
∫
X
‖∇αP2(s)ϕ‖
2
αdν ≤ −2ζ
∫
X
∣∣∣∣P2(s)ϕ −
∫
X
P2(s)ϕdν
∣∣∣∣
2
dν
= −2ζ
∫
X
∣∣∣∣P2(s)ϕ−
∫
X
ϕdν
∣∣∣∣
2
dν = −2ζG(s).
Thus G(t) ≤ e−2ζtG(0), which means∫
X
∣∣∣∣P2(t)ϕ −
∫
X
ϕdν
∣∣∣∣
2
dν ≤e−2ζt
∫
X
∣∣∣∣ϕ−
∫
X
ϕdν
∣∣∣∣
2
dν
=e−2ζt
∫
X
|ϕ|2dν −
∣∣∣∣
∫
X
ϕdν
∣∣∣∣
2
dν
≤e−2ζt
∫
X
|ϕ|2dν. 
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