ABSTRACT
INTRODUCTION
Nowadays we are constantly facing challenges to integrate heterogeneous data sources. Many organizations have developed a variety of information systems for operational purposes over time. Having an integrated data source, however, is a prerequisite for decision support applications such as OLAP and data mining, which require simultaneous and transparent access to data from the underlying operational systems. Business mergers and acquisitions further amplify the emergence of heterogeneous data environments and the need for data integration. Cooperating enterprises and business partners also need to share or exchange data across system boundaries.
An important step in integrating a collection of heterogeneous data sources is to identify semantically corresponding schema elements, that is, tables that represent the same entity type in the real world and attributes that represent the same property of an entity type, from the data sources. This problem has been referred to as interschema relationship identification (IRI) (Ram & Venkataraman, 1999) . IRI has been shown to be a very complex and time-consuming task in integrating large data sources due to various kinds of semantic heterogeneities among the data sources. For example, Clifton et al. (1997) reported a project performed by the MI-TRE Corporation over a period of several years to integrate the information systems that had been developed semi-independently over decades for the U.S. Air Force. They found that tremendous effort was required from the investigator, local DBAs, and domain experts to determine attribute correspondences across systems. While completely automating the IRI process is generally infeasible, it is possible to semi-automate the process using automated techniques to reduce the amount of human interaction.
We propose a cluster analysis based approach to semi-automating the IRI process. We apply multiple clustering techniques, including K-means, hierarchical clustering, and self-organizing map (SOM) neural network, to identify similar schema elements from heterogeneous data sources, based on a combination of features such as naming similarity, document similarity, schema specification, data patterns, and usage patterns. An SOM prototype we have developed provides users with a visualization tool for display of clustering results as well as for incremental evaluation of candidate solutions. We have empirically evaluated our approach using real-world heterogeneous data sources and will report some encouraging results in this article.
The article is organized as follows. First, we briefly review some related work in IRI, identifying the shortcomings of previous approaches. We then present a cluster analysis based approach to IRI, discussing applicable cluster analysis techniques and potential semantic features about schema elements that can be used in cluster analysis. We then report some empirical evaluation using two cases of real-world heterogeneous data sources. Finally, we summarize the contributions of this work and discuss future research directions.
RELATED WORK
Several approaches to detecting schema correspondences across heterogeneous data sources have been proposed in the past. Linguistic techniques, such as fuzzy thesaurus (Mirbel, 1997) , semantic dictionary, taxonomy (Bright et al., 1994; Song et al., 1996) , conceptual graph, case grammar (Ambrosio et al., 1997) , and speech act theory (Johannesson, 1997) have been used to determine the degree of similarity between schema elements, based on the names of the elements. An assumption of these approaches is that schema elements are named using reliable terms, which describe the meanings of the elements appropriately. In many legacy systems, however, schema elements are frequently poorly named, using ad-hoc acronyms and phrases.
Heuristic formulae have been designed to compute the degree of similarity between schema elements, based on the names and structures of the elements (Hayne & Ram, 1990; Madhavan et al. 2001; Masood & Eaglestone, 1998; Palopoli et al., 2000; Rodríguez et al., 1999) . These formulae often have been derived based on experiments and experiences from particular integration projects, giving rise to concern about the generalizability of the heuristic formulae over different settings.
Information retrieval techniques have been used to compute the degree of similarity between text documents of schema elements (Benkley, 1995) . In many legacy systems, however, design documents are outdated, imprecise, incomplete, ambiguous, or simply missing.
Statistical analysis techniques such as correlation and regression have been used to analyze the relationships among numeric attributes, based on actual data (Fan et al., 2001; Lu et al., 1997) . However, they require data from heterogeneous databases to be integrated in some manner (e.g., based on a common key) first.
Cluster analysis techniques have been used to group similar schema elements (Ellmer et al., 1996; Srinivasan et al., 2000) . Since these techniques are "unsupervised," relatively less human intervention is involved. SemInt (Li & Clifton, 2000) uses both cluster analysis and classification techniques to identify potential similar attributes. The attributes in one database are clustered into several clusters of attributes first. A back-propagation neural network classifier is trained using the clustered attributes as training examples and classifies attributes in other databases into the clusters of attributes in the first database. Although both cluster analysis and classification techniques are used, the pure effect of SemInt is of a clustering nature; attributes of heterogeneous databases are clustered into groups of similar ones. When the attributes of the first database are clustered, it is difficult to estimate the accuracy of the classifier built later to classify other attributes into the clusters. The clustering step needs to be rather conservative; few clusters, each containing a large number of attributes, are generated to prevent attributes in other databases from being classified into wrong clusters. Consequently, a large amount of human evaluation is still needed to identify the truly corresponding attributes from the large clusters.
CLUSTER ANALYSIS BASED APPROACH
We use cluster analysis techniques to find groups of similar schema elements from heterogeneous databases. In this work, we have attempted to overcome several shortcomings in previous approaches.
(1) Previous approaches have been committed to a particular technique (Ellmer et al., 1996; Srinivasan et al., 2000) . We apply multiple techniques to cross-validate clustering results. (2) Previous approaches (Ellmer et al., 1996; Li & Clifton, 2000; Srinivasan et al., 2000) also require users to specify the number of clusters prior to cluster analysis. We visualize clustering results and allow users to incrementally evaluate candidate similar elements. (3) Previous approaches have used some particular features about schema elements for cluster analysis. We use a combination of all available semantic features about schema elements to deal with different situations and to improve clustering accuracy.
Cluster Analysis Techniques
Cluster analysis techniques group objects drawn from some problem domain into unknown groups, called clusters, such that objects within the same cluster are similar to each other (i.e., internal cohesion), while objects across clusters are dissimilar to each other (i.e., external isolation). The objects to be clustered are represented as vectors of features, or variables. When there are many features, other analyses, such as principal component analysis and factor analysis (Afifi & Clark, 1996) , can be performed prior to cluster analysis to reduce the dimensionality of the input vec-tors. The degree of similarity between two objects is measured using some distance function (e.g., Euclidean, Mahalanobis, Cosine, etc.). The features may be weighted empirically, based on the analyst's subjective judgment, to reflect their importance in discriminating the objects. However, since it is often difficult for the analyst to determine these weights, equal weights are often given to all the features after the features have been normalized or standardized.
Many techniques for cluster analysis have been developed in multivariate statistical analysis and artificial neural networks. The most widely used statistical clustering methods fall into two categories: hierarchical and nonhierarchical (Everitt et al., 2001) . K-means is a popular nonhierarchical clustering method. It requires users to specify the number of clusters, K, prior to a cluster analysis. Hierarchical methods cluster objects on a series of levels, from very fine to very coarse partitions. Kohonen's self-organizing map (SOM) (Kohonen, 2001) , an unsupervised neural network, has recently received much attention as an alternative to traditional clustering techniques. SOM usually projects multi-dimensional data onto a two-dimensional map, roughly indicating the proximities among the objects in the input data.
Statistical clustering methods are available in many statistical packages, such as SAS and SPSS. We have implemented an SOM prototype. The prototype uses the U-matrix method (Costa & de Andrade Netto, 1999) to present SOM results. On a two-dimensional map consisting of output network nodes, each input object corresponds with a best-matching node called "response". The responses of similar input objects are located close to each other. The prototype uses gray levels to indicate relative distances between neighboring output nodes and, therefore, boundaries between clusters. We have further designed a slider that allows users to vary the similarity threshold and obtain clustering results on different similarity levels interactively (see Figure 3 later).
Considering the schema elements grouped into a cluster as suggested potential correspondences, the accuracy of a clustering result can be measured by comparing the suggested correspondences to the actual correspondences, when the actual correspondences are known. The receiver operating characteristic (ROC) curve, which has been used to visualize the performance of classification results (Bradley, 1997) , can be applied on hierarchical clustering results too. Non-hierarchical clustering methods can generate hierarchical clustering results by varying the parameters (e.g., the number of clusters, K, in the Kmeans method), although results under different parameter settings may conflict. The area under ROC curve (AUC) can be used as an aggregate performance measure. Hanley and McNeil (1983) proposed a statistical hypothesis testing method for comparing the AUCs generated by different methods.
Cluster analysis is highly empirical; different methods often produce different clusters (Afifi &Clark, 1996) . The result of a cluster analysis should be carefully evaluated and interpreted in the context of the problem. It is also recommended that different techniques be tried to compare the results. Mangiameli et al.'s (1996) empirical evaluation found that SOM is superior to seven hierarchical clustering methods. However, Petersohn's (1998) empirical comparison of various clustering methods, including K-means, seven hierarchical clustering methods, and SOM, did not find any method that was consistently the permission of Idea Group Inc. is prohibited.
best for every problem. Many other empirical studies have also concluded that no universally superior method had been found (Everitt et al., 2001) . In our approach, we apply multiple clustering methods in the identification of similar schema elements to cross-validate clustering results.
Semantic Features about Schema Elements
The choice of input features has an obvious impact on the performance of cluster analysis. Both missing relevant features and including noisy ones can lead to performance degradation. We classify the semantic information about schema elements that might be used as input features for cluster analysis and discuss related technical issues in the following.
• Naming similarity: A general principle in database design is that tables and attributes should be named to reflect their meanings in the real world. Linguistic techniques, such as fuzzy thesaurus (Mirbel, 1997) , semantic dictionary, taxonomy (Bright et al., 1994; Song et al., 1996) , conceptual graph, case grammar (Ambrosio et al., 1997) , and speech act theory (Johannesson, 1997) , can be used to determine the degree of similarity between schema element names. However, there are various problems associated with schema element names: (1) Schema element names usually cannot completely capture the semantics of the elements. (2) Phrases and ad-hoc acronyms rather than single words are commonly used to name schema elements. (3) In some regions where pictographic languages are used officially, it is a frequent practice that pronunciation notations (e.g., Pingying for Chinese), which are easier to map to English characters, rather than the actual pictographic characters, are used to name database objects. The same pronunciation may mean many totally different things. (4) The meaning of a schema element changes as the associated business processes evolve. The name originally given to a schema element may not reflect its current meaning appropriately. It is also possible that, especially in canned legacy systems, some schema elements are reserved for future extension and initially given meaningless names. The semantics of these reserved elements are customized by the end users or business processes. For example, a reserved "comment" attribute might be used to store critical data.
• Document similarity: Database design documents usually contain descriptions of schema elements. Sometimes these documents are stored in database dictionaries or metadata repositories and are associated with schema elements. If this information is available, it may convey more semantics than names. An information retrieval tool called DELTA has been used to look for potential attribute correspondences based on descriptions about attributes (Benkley et al., 1995) . DELTA can find correspondences when attribute names are very different but the descriptions are similar. However, as has been normal in software engineering practice, this information is often outdated, incomplete, incorrect, ambiguous, or simply not available.
• Schema specification: Schema elements representing similar real-world concepts should be modeled similarly and therefore should have similar structures (Ellmer et al., 1996; Li & Clifton, 2000; Srinivasan et al., 2000) . In other words, structure and semantics are correlated. Schema specifications, such as data type, length, and constraints, are usually stored in the system catalog of a DBMS. However, semantically similar concepts could often be modeled using different structures, while semantically different concepts could have similar structures. In addition, schema specifications extracted from different DBMSs or different data models may be incompatible. Even worse, this information may not be available in some cases, such as legacy systems that use flat files.
• Data patterns: Semantics are also embedded in the actual data stored in the databases. Some patterns, or statistics, about the actual data or data samples can be used as features for cluster analysis. Patterns of an attribute value include: the length of a value, the percentage of digits within a string (a numeric value can readily be converted into a string), the percentage of alphanumeric characters within a string, and the percentage of special characters within a string. Patterns of an attribute include statistics (central tendency and variability) of the patterns of its values, the ratio of the number of distinct values to the number of records, and the percentage of missing (or non-missing) values. The patterns of all attributes of a table can further be summarized to generate patterns of the table. The problems associated with using statistics as semantic features are often similar to those associated with using schema specifications, in that structures restrict the possible data values that can be stored. Data patterns are often correlated more with structures than with semantics. Categorical data values can be coded differently. For example, "gender" can be defined as a numeric attribute and coded as 1 for male and 2 for female in one database, while it is defined as a character attribute and coded as "M" for male and "F" for female in another database. The aggregate of several attributes in one database may correspond with a single attribute in another database (e.g., student last name and first name vs. student name). The same attribute value may be measured in different units (e.g., sales in dollars versus thousands of dollars). propose a comprehensive framework for classifying semantic conflicts. Nevertheless, data patterns are the only features that can readily be computed based on the actual data or data samples. They are the least that is available for cluster analysis of schema elements in extremely "dirty" situations.
• Usage patterns: Usage patterns, such as update frequency and number of users or user groups, have been considered in clustering entities (Srinivasan et al., 2000) . An assumption is that the same entity should be accessed in similar manners (e.g., in terms of access frequency and group of users) in different systems. Usage data may be extracted from the audit trail of a modern DBMS but may not be available in legacy systems.
• Business rules and integrity constraints: Many complex business rules and integrity constraints are often implemented using assertions, procedures, triggers, and application programs. In general, semantics embedded in codes are hard to extract. However, if some constraints are specified in the schemas declaratively, documented in the database design specifications, or provided by designers or domain experts, they can be used to provide deep semantics about the underlying databases and reflect the real-world state of the underlying databases more accurately. Another possibility is that if these business rules or integrity constraints are specified in da-tabase design specifications, they can be dumped into text documents and compared using information retrieval tools such as DELTA (Benkley et al., 1995) .
• Users' mind and business process:
While some semantics can be extracted from metadata, actual data contents, usage catalogs, or even application programs, others may be defined only by the user or the business process. Semantics that reside in users' minds or business processes can only be explored via interaction with users themselves.
From the above discussion, we observe: (1) Completely automating the IRI process is generally infeasible. Human intervention is necessary to capture the last two, and arguably the most reliable and important, categories of information. A useful tool should provide interactive interfaces to capture the domain knowledge of users.
(2) Unlike in some other clustering problems, where there are features that naturally discriminate input objects, no optimal set of features exists for describing the semantics of schema elements, due to the problems stated earlier. Features must be carefully evaluated and selected in each particular case. Such feature selection is often subjective because no objective measures of goodness can be defined. (3) While names and documents directly describe the meanings of schema elements, schema specification, data patterns, and usage patterns reflect the semantics only indirectly. We posit that direct semantic features are more discriminating than indirect ones in semantic clustering. When it is infeasible to extract direct semantic features in some real-world hard cases, the performance of cluster analysis will inevitably degenerate. In our approach, we incorporate all available semantic information to achieve the best possible clustering results.
EMPIRICAL EVALUATION
We have evaluated our approach using two cases of real-world heterogeneous data sources. The two cases may not be representative of all possible real-world heterogeneous databases, as there are a large variety of possible situations, with different degrees of heterogeneities and data quality. While it is infeasible to enumerate all possible situations, we have selected a relatively "clean" example and a "dirty" one, to illustrate the best and the worst possible performance of the techniques. In the meanwhile, we are continually looking for opportunities to apply and validate our approach in more real-world data integration projects. The first case is relatively "clean," where the schemas of the two data sources largely overlap and schema elements are well-named (some names are manually assigned), so that both indirect and direct semantic features can be used for cluster analysis. We use this case to demonstrate the best result that our approach can generate in relatively "clean" situations. The second case is extremely "dirty". Two legacy databases have been independently developed by different operational departments for different purposes. Only small portions of the two databases overlap. Data patterns are the only comparable features available for cluster analysis. We use this case to demonstrate the least that our approach can help in extremely "dirty" situations.
Case 1: E-Catalog Integration
The rapid growth of the Internet continuously creates new requirements and opportunities for data integration. A particular example is the need to integrate electronic product catalogs (e-catalogs) of different vendors, driven by business-to-customer (B2C) online malls, business-tobusiness (B2B) exchanges, and mergers and acquisitions (Navathe et al., 2001 ). In one empirical study, we evaluated book catalogs extracted from two leading online bookstores. One catalog (Catalog A) displays the following 16 fields (i.e., attributes) about books on the Web: ISBN, authors, title, series, list price, our price, cover, type, edition, month, day, year, publisher, pages, average rating, and sales rank. The other (Catalog B) displays 14 similar fields, including ISBN, title, author, retail price, our price, cover format, edition, pages, publisher, pubmonth, pubyear, editiondesc, salesrank, and rating. The Web sites do not display the names of some fields; we assigned names to those fields, based on our understanding of the fields. Even the displayed field names may be different from the attribute names actually used in the backend databases. Since we did not have direct access to the backend databases, we could only use the displayed or manually assigned field names in our analysis. Similar tasks are faced by emerging online shopbots (or shopping agents). They usually do not have direct access to the backend databases of online shops, but try to reason about the data structures indicated by the front-end Web pages and build wrappers to extract data from the databases.
We used the K-means and hierarchical clustering methods included in SPSS and our SOM prototype to cluster the attributes (i.e., fields) of the two catalogs. The same techniques can be used to cluster tables too if there are many tables to compare. In this case, however, there is only one table from each catalog. We evaluated and selected some features about the attributes. Since we extracted the data from the Web sites, we did not have any document, schema definition, usage pattern, or business rules. We had field names displayed on the Web pages or manually assigned and intuitively allocated a degree of similarity (in the range of [0,1]) to each pair of names. If a general-purpose or domain-specific thesaurus or lexicon of synonyms is available, we can consult the thesaurus or lexicon for the degree of similarity between two names. Another possibility is to use a string distance function (Stephen, 1994) to measure the degree of similarity between two names literally. We manually copypasted 737 and 722 records (Tables 1 and  2 show some examples) from the Web sites of the two stores, respectively, and estimated some statistics about data patterns of each attribute, based on this sample. These include statistics (i.e., mean, standard deviation, max, and min) on the lengths of values, statistics on the percentages of digits in the values, statistics on the percentages of alphanumeric characters in the values, the percentage of values that are not missing, and the ratio of the number of distinct values to the number of records. There are 14 such features about data patterns (Table 3 shows some examples).
We preprocessed the features, including degrees of similarity between attribute names and statistics about data patterns, prior to cluster analysis. First, we linearly normalized the features into the range of [0,1]. We then performed principal component analysis on the features to obtain a set of orthogonal components with a reduced dimensionality. The number of features based on data patterns does not increase when there are more attributes to be compared. However, the number of features based on comparing names is proportional to the number of attributes to be compared and poses a dimensionality problem when the number of attributes is large. There are 30 features about degrees of similarity between attribute names and 14 features about data patterns. We extracted 15 components from the 44 features using principal component analysis. The 15 components explain 98.8% of the variance in the original features. The input data set for the cluster analysis of attributes is a 30 (attributes) × 15 (components) matrix.
We ran three cluster analysis techniques, K-means, hierarchical clustering (using the centroid method), and SOM, on the input data set about attributes using the Euclidean distance function. Figures 1-3 show some results generated by the three techniques. For example, in the result generated by K-means using K=10, A.ISBN, B.ISBN, A.Cover, and B.Coverformat are grouped into a cluster; A.Publisher, B.Publisher, A.Title, and B.Title are grouped into a cluster. In the result generated by hierarchical clustering, A.Edition and B.Edition are grouped into a cluster on a low distance level; A.Edition, B.Edition, and A.Editiondesc are grouped into a cluster on a higher distance level; all attributes are grouped into a single cluster on the highest distance level. On a map generated by SOM, similar attributes are located close to each other; gray levels indicate relative distances between neighboring attributes. For example, in Figure 3(a) , A.List_price and B.Retail_price appear to be very similar; A.Pages and B.Pages appear to be very similar. But there is a dark boundary between the two groups, indicating that the two groups are quite dissimilar. We used the z statistic proposed by Hanley and McNeil (1983) to compare the AUCs generated by the three clustering methods and did not find significant difference among the three methods in terms of AUC (comparing hierarchical and Kmeans: z= 0. 126, p=0.44; comparing hierarchical and SOM: z=0.38, p=0.35; p=0.27 ). However, SOM does appear better than K-means and hierarchical clustering in visualizing clustering results. Using the SOM tool, users can vary the similarity threshold on a slider and obtain clustering results on different similarity levels interactively (see Figure 3 (b)(c)(d)). The higher the similarity threshold, the tighter the clusters. The SOM tool provides users with a visualization tool for display of clustering results as well as for incremental evaluation of candidate solutions. Users can begin with the most similar attributes and gradually examine less similar ones.
Our experiments also show that features such as names, which directly reflect the semantics of schema elements, have more discriminating power than those such as schema specification and data patterns, which indirectly reflect the semantics of schema elements. Figure 4 shows a clustering result generated by SOM using only indirect semantic features, similar to those used in SemInt (Li & Clifton, 2000) . The boundaries between clusters become very vague. At a medium similarity level the attributes are roughly clustered into two big groups: numeric and character. When used in a real database integration project, SemInt encountered similar problems and generated relatively big clusters (the average cluster size was about 30) (Clifton et al., 1997) . Figure 5 shows a clustering result generated by SOM using only direct semantic features (i.e., degrees of similarity between attribute names). The clusters are much tighter than those in Figure 4 . There are problems, however, when similar attributes are named very differently. For example, attributes A.Type and B.Editiondesc are named very differently although they describe the same property (i.e., whether a book contains a CD, Disk, etc.). They are located far away from each other on the map. The clusters reflect naming similarities. When both direct and indirect semantic features are used, cluster analysis takes both into account. Even if two semantically dissimilar attributes may have very similar structures and data patterns, their dissimilar names help to differentiate them. Conversely, even if two semantically similar attributes may have very dissimilar names, their similar structures and data patterns can help to bring them somewhat closer. We therefore recommend using both direct and indirect semantic features whenever they are available and meaningful.
and need to integrate these data sources for analytical purposes. We have evaluated our approach using the databases of the Property Management Department and the Surplus Property Office of a large public university. The Property Management Department manages all property assets owned by departments of the university. When some department wants to dispose of an item, the item is delivered to the Surplus Property Office, where it is sold to another department or a public customer. The database maintained by the Property Management Department, named FFX, is managed by IBM IDMS. The Surplus database is managed by Foxpro.
An initial evaluation revealed parts of the two databases that overlap. There are nine tables in FFX and three tables in Surplus. In Surplus, data stored in two tables are generated locally and are not closely related to data of FFX. The INVMSTR Based on our evaluation, it appears that only data patterns are easily available for clustering attributes in the two databases. Other features, such as naming similarity, document similarity, schema specification, and usage patterns, are hardly comparable. Almost all attributes are named using abbreviations of phrases and are abbreviated very differently in the two data- above, the patterns of data stored in the databases are much more comparable. Of course, there are variations too. For example, "acquisition date" is specified as character attributes in both databases but the formats are very different. We selected the same 14 features based on data patterns as in the e-catalog integration case and linearly normalized each of the features into the range of [0, 1] . Since the dimensionality is relatively low, we did not perform any dimensionality reduction process and ran various cluster analysis techniques directly on the 14 features. The input data set is a 147 (attributes) × 14 (features) matrix. Since we used only data patterns, which are considered "indirect" semantic features, we expected that the accuracy of the cluster analysis would be much lower than the accuracy of the analysis we performed over the e-catalog example, where we used both "direct" and "indirect" semantic features. With such limited informative input, the results of Kmeans and hierarchical clustering are hardly useful. SOM results (e.g., Figure 6 ) still visualize the relative structural similarity among attributes. Now, the question is: with such lowaccuracy results, is automated support still useful to users for detecting schema correspondences from heterogeneous databases? In this particular case, SOM results help users in several ways. First, SOM results reveal several groups of very similar attributes; the attributes in a group are located at the same node on a map. In Figure 6 , one group at the upper-left corner consists of 10 attributes, including F.Coinsurance, all of which are unused; that is, the values of these attributes are all missing-they have been designed, but never used and therefore can be totally ignored in the subsequent analyses. One group on the right-hand side consists of 16 attributes, including F.Create_Dt, all of which are system-generated dates. Another group consists of 10 attributes, including F.Bldg_Component_Flag, all of which are binary (True/False) flags. Over 50% of all the attributes are included in groups of this kind. Such groups help users to categorize attributes. Second, some attributes that are common to the two databases are indeed located close to each other. Five out of 12 such common attribute pairs, including model (I.Model and F.Mfg_Model_No), manufacturer (I.Mfg and F.Mfg_Name), serial number (I.Ser and F.Searial_No), acquisition cost (I.Acqcost and F.Total_Cost), and description (I.Desc and F.Descn1), can be identified from the SOM result at a medium similarity threshold. However, the usefulness of the cluster analysis results is limited in this extremely "dirty" case. The boundaries between clusters are vague. The clusters reflect structural rather than semantic similarity. Many attributes with similar data patterns are semantically dissimilar while many (seven out of 12) common attribute pairs cannot be identified.
CONCLUSIONS & FUTURE RESEARCH
We have described a cluster analysis based approach to semi-automating the IRI process and presented some empirical findings. We argue that no optimal set of features exists for IRI and therefore feature evaluation and selection must be performed depending on particular applications. We use multiple techniques to cross-validate clustering results and incorporate a more complete set of semantic features than past approaches. While our initial experiments did not find significant difference among various cluster analysis methods in terms of accuracy, our SOM tool provides additional benefits of offering visualization and incremental evaluation. Field studies and designed experiments can be conducted in the future to validate the usability of the tool.
Our approach overcomes or alleviates some of the shortcomings of past approaches for IRI. We have classified potential features for clustering schema elements into several categories, including naming similarity, document similarity, schema specification, data patterns, and usage patterns. We advocate using multiple categories of such features whenever they are available and meaningful, rather than relying on a particular type of features, as past approaches did. Our approach continues to provide useful support even in extremely "dirty" situations, where schema elements are poorly named and there is no document to consult, although with reduced quality, as our second case study shows. Previous approaches relying on linguistic techniques (Ambrosio et al., 1997; Bright et al., 1994; Johannesson, 1997; Mirbel, 1997; Song et al., 1996) or information retrieval techniques (Benkley, 1995) simply cannot be applied in such situations. Our approach does not rely on any heuristics and is free of the generalizability problem of heuristic-based approaches (Hayne & Ram, 1990; Madhavan et al., 2001; Masood & Eaglestone, 1998; Palopoli et al., 2000; Rodríguez et al., 1999) . Our approach allows the user to incrementally evaluate hierarchical clustering results, rather than fixing the number of clusters prior to analysis (Ellmer et al., 1996; Li & Clifton, 2000; Srinivasan et al., 2000) .
Our experiments indicate that direct semantic features such as names of schema elements are more discriminating than indirect semantic features such as those used by SemInt (Clifton et al., 1997) . However, in real-world heterogeneous databases, comparison of names is not always feasible due to the problems we have discussed. In such cases the accuracy of semantic cluster analysis can degenerate seriously. We recommend users to use cluster analysis results as a reference in an early stage of IRI so that they can quickly discover some very similar schema elements and reduce the search space. Good tools do help to reduce the amount of interaction between domain experts and analysts, even in extremely "dirty" situations such as the second case we reported earlier. The analysts must bear in mind, however, that any automated tool can provide only limited support and should not replace careful evaluation conducted under close collaboration with domain experts, especially when direct semantic features are unavailable for the automated analysis, as even human analysts cannot get all the semantic correspondences right in such "hard" situations, without collaborating with domain experts. The techniques we have described in this article are useful for detecting schema correspondences across data sources. Another related problem in heterogeneous database integration is identification of instance correspondences (i.e., records that represent the same entity in the real world) (Zhao & Ram, 2004) . After some instance correspondences have been identified and data from heterogeneous databases linked or integrated, statistical analysis techniques such as correlation and regression can be used to evaluate schema correspondences more accurately (Fan et al., 2001; Lu et al., 1997) . Correspondences previously identified in cluster analysis can be verified. Other possible combinations of attributes can be explored to detect missed potential correspondences. Furthermore, improved understanding of schema correspondences can then trigger another iteration of detecting instance correspondences, followed by analysis of schema correspondences, thus forming an iterative procedure (Ram & Zhao, 2001) , in which correspondences on the schema level and the instance level are identified alternately and incrementally. Such an iterative procedure needs to be further investigated.
