Learning visual locations is a critical skill that allows people to understand and act in their environment, especially as part of a person's situation awareness during complex tasks such as air-traffic control. Although a number of studies have examined visual location learning from a theoretical and/or empirical perspective, the goal of developing a rigorous computational model of this process remains an elusive one. In this work, we develop an initial model focused on acquiring, rehearsing, and recalling the locations of static objects in the visual field. We build this model on the foundation of the ACT-R cognitive architecture, specifically using its memory and vision components to better understand and specify the processes of visual scanning and location memory. We then demonstrate how this model accounts for human behavior and performance in two recent empirical studies. The resulting model can serve as the basis for future efforts to build a more rigorous general computational models of more complex tasks that involve visual location learning as a central component task.
INTRODUCTION
Complex real-world tasks often include a variety of smaller tasks that must be performed all together for successful completion of the task. One ubiquitous task that appears as a component of larger tasks is situation awareness (SA), or the process of acquiring, processing, and predicting information about a person's environment (Endsley, 1995) . There have been numerous theoretical and empirical studies examining aspects of situation awareness in such complex tasks (e.g., Endsley & Smolensky, 1998; Hopkin, 1995; Mogford, 1997) . To date, however, computational process models that simulate situation awareness have proven elusive. There have been some attempts at such models: for instance, Niessen and Eyfreth (2001) developed a cognitive model (MoFl) which stores objects in a working memory structure and tries to anticipate movement and conflicts, and Juarez- Espinosa and Gonzalez (2004) developed a computational detailed model of SA for military command and control. Such models developed in a particular domain, however, do not necessarily benefit from larger theories of human cognition, such as rigorous theories of memory or perceptual/motor performance.
In this paper, we propose a computational cognitive model of one aspect of situation awareness, specifically the study and recall of the visual locations of objects in the environment. For example, in air-traffic control (ATC), a controller needs to maintain continual awareness of the positions of aircraft in their sector; their situation awareness is strongly correlated to the "picture" (Hopkin, 1995) of aircraft that controllers maintain mentally. Our particular approach to this challenge involves modeling in a cognitive architecture (see Anderson, 2007; Newell, 1990) , which serves as both a psychological theory that guides development and a computational framework that simulates cognitive, visual, and motor systems. This model involves studying and recalling static visual objects on the screen and can ultimately serve as a building block for larger, more comprehensive models of situation awareness, and also as a component of models of particular complex tasks such as air-traffic control.
AN ARCHITECTURAL MODEL OF VISUAL LOCATION LEARNING
In our approach to modeling visual location learning (VLL), we utilize cognitive architectures and the theory behind them as a rigorous computational framework by which to model and simulate VLL behavior and performance. A cognitive architecture includes aspects of cognition that are stable over time. These include short-term and long-term memories that store perceptions, beliefs, goals, and knowledge; the representation of the memories that are contained in these memories; the performance processes that use them; and the learning processes that change them (Langley et al., 2009) . Computational representation of cognitive processes provides cognitive architectures (e.g., ACT-R: Anderson, 2007; Soar: Newell, 1990 ) the power for studying complex tasks, allowing the researchers to study cognition's performance and explore the parameters and constraints of the behavior. A computational model of VLL within a cognitive architecture can serve as the foundation for models of complex tasks such as air-traffic control and similar tasks.
We have chosen the ACT-R cognitive theory and architecture (Anderson, 2007) as the basis for our modeling work. One of the central components for modeling VLL is ACT-R's declarative memory system. Every memory fact is stored as a chunk in declarative memory. To every chunk, a sub-symbolic variable called activation is assigned that determines the probability of that chunk being retrieved and the time it takes for the retrieval process at any specific time. Activation is formulated as follows:
156 " represents the base-level activation, which changes with learning and practice. The values 1 represent the time that has passed since a use of the chunk (e.g., a retrieval or rehearsal), which decays by a factor . The activation level thus changes by the number of times ( ) that the chunk has been retrieved. Noise is also added to produce the chunk's final activation.
The other component central to modeling VLL is the visual system. In ACT-R, the visual system consists of two subsystems: first, it finds the location that satisfies the requested constraints with the "where" subsystem; then, it moves visual attention to that location and encodes the visual object with the "what" system. ACT-R also incorporates an integrated theory of eye movements (Salvucci, 2001 ) that can predict the eye movements that arise from these shifts of visual attention.
We are using ACT-R memory and vision as the foundation of our own model of VLL. Although VLL might include both stationary and moving objects, we focus here on stationary objects as a first attempt at the model. It can be noted, however, that for some domains, VLL of stationary objects might be considered an approximation to the real task. For example, for air-traffic control, Hope, Rantanen, and Oksama (2010) ran a modified version of the moving identity tracking task (all the objects on the screen were targets instead of a set of them), suggesting that the maintenance of SA for an ATClike task is like visual search over stationary objects. This suggestion came from the fact that in their experiment, better performance was achieved in higher magnitudes of direction change in the moving objects on the screen. Nalbandian and Rantanen (2015) supported the suggestion by comparing the speed of the objects on the screen and the perceptual cycle of controllers monitoring the traffic. Such results supported the notion that focusing on stationary objects can be a good foundation on which to build and maintain the model of SA.
The core idea of our model relies heavily on the visual and memory systems. In essence, the model looks at a location and encodes its information, storing it into memory (both the location and its content). For each subsequent glance at this object, the same chunk representation is strengthened in memory, making it more likely, and faster, to recall later. However, the memory decay built into the architecture causes these memories to fade over time. Specifically, the probability of recalling the chunk can be expressed as a function of the chunk's activation " (Anderson, 2007) :
where is the retrieval threshold (below which the chunk is forgotten), and is the noise constant. The time for recall can be expressed as a similar expression:
We also extended the ACT-R architecture in one respect, namely adding a feature that adds noise to the location of a cursor (mouse) movement. The idea of noise in motor movements is derived from the accuracy and precision of eye saccades to targets: Kowler and Blaster (1995) found that the precision of eye movements is a percentage of the movement distance. We used the same concept to find the best percentage of movement for standard deviation (SD) of the mouse movements in the screen to capture the location errors:
In this equation, represents the base for the noise, represents the scaling factor, " represents the base-level activation as before, and represents the retrieval threshold as before.
There is significant overlap conceptually with memory to reflect the fact that, as a person becomes more familiar with the object location with practice, their movements to the location become more accurate (i.e., noise decreases). However, there is still a baseline error ( ) that is independent of practice and built into the motor system. The model captures two critical aspects of potential errors in visual location learning and especially ATC-like tasks, as suggested by Nalbandian and Rantanen (2015) : identity error (confusion between objects) and location error (uncertainty of the actual location). To capture identity error, the model uses the activation level as an indicator of familiarity with the information: if the activation level falls below a given threshold, the object's identity cannot be recalled and is effectively forgotten (unless refreshed later, e.g., by re-studying). To capture location error, once the model recalls the location, the new motor noise mechanism provides error in the targeting of this location. Nalbandian and Rantanen (2015) conducted an experiment to measure both the identity error and location error in ATC-like tasks. The experiment included 45 participants and 3 blocks per participant. In each block, on a screen measuring 1024x768 pixels, the participant was shown 4, 8, or 12 unique objects that mimicked ATC call signs (3 letters and 4 numbers). After a short time for study (0.7 s times the number of objects), the objects on the screen were masked out completely, and the participant was asked to recall and locate a particular object. This process repeated for 50 trials in the block, with the same objects and locations used throughout the blockthus allowing the participant to incrementally practice the locations of all objects. The experimental results are shown in Figure 1 . The results show a strong learning curve for the first 10 objects in the 4-object condition, a slight learning curve for 8 objects, and a flatter curve for 10 objects.
STUDY 1: MODELING AN ATC-LIKE LOCATION MEMORY TASK
We developed a cognitive model of this task based on the model of VLL described earlier, implemented in Java ACT-R (http://cog.cs.drexel.edu/act-r/). The model is designed to capture the different types of errors made by participant in the trials. The model looks at as many objects as possible during the study phase, revisiting an object only after all others have been visited. When the study phase ends, the model receives the request for the requested object and tries to recall this object. When the object and location are successfully recalled, the model moves the cursor to this location and clicks on the location; if they are not successfully recalled, the model will click on the center of the screen as a guess that minimizes the error.
To keep things consistent, we estimated parameters for this study and used the same parameter values in modeling all three conditions (4, 8, and 12 objects). Particularly we estimated the base-level learning parameter ( ) which controls the decay parameter in the base-level activation equation, the retrieval threshold ( ) described earlier, the activation noise ( ), and the motor noise base and scaling factor ( and ). The model was run 100 times and the corresponding results for the three conditions-4, 8, and 12 objects-are shown in Figure 2 , representing the mean accuracy by trial. The accuracy was computed the same way that was measured for the human participants in Figure 1 . Comparing the human and model results, the model captures the participants' learning and mean location error, including the learning in the first few trials (R = .73, RMSE = 27.58 for 4 objects; R = .61, RMSE = 73.00 for 8 objects; R =.18, RMSE = 129.72 for 12 objects). The main discrepancy between the results is that the model learns faster than people in the 12-object condition.
The results of overall error of the model and the experiment are provided in Table 1 . The overall error is computed by computing the mean accuracy over all trials. The results account for increases in the errors with the increases in the number of objects; as the number of objects increases, the overall time between memorizing the location an object and retrieving the location of the same object increases which result in a lower degree of base level and lower chance of being retrieved. Table 2 shows the overall correctness of the model and the human participants. Nalbandian and Rantanen (2015) computed the correctness by including only those clicks for which the closest object was the correct object. The model captures the correctness, including the decrease in correctness with increasing number of objects. In Table 3 , the mean location error is compared between the model and human data, where location is measured by only those clicks that are closest to the correct target. The model shows a similar increase as did the human participants, although again for a larger number of objects, the model was not able to capture the increase as well. One of the most interesting results is shown in Table 4 , as the approximate number of the objects recalled. Although we see a very close number in 4 objects results in comparison with the human data, as the number of objects go higher the correlation gets weaker. Interestingly, however, the human participants actually recalled fewer objects in the 12-object condition than in the 4-object condition. The model continues to learn and improve beyond the 4-object condition, averaging a recall of roughly half the objects in the 12-object condition. 
STUDY 2: A MODEL OF LOCATION MEMORY
To further support our approach to modeling VLL, we also developed a model of an experiment (Peebles & Jones, 2014) in which people remembered the location of on-screen stimuli. The stimuli were objects of different shape, color, size, and pattern, shown on a screen of size 800x700 pixels. The experiment had 118 participants, 60 trials each, where each trial included an encoding phase and a recall phase. In the encoding phase, participants were shown between two and five stimuli followed by a delay of 500, 1000, or 1500 ms (20 of each randomly ordered) between the two phases. In the recall phase, the shapes were lined up randomly at the bottom of the screen and participants were required to select (click on) each stimulus and drag it to the original location.
We used the same model structure and process as the previous study to capture performance in this task. First, the model looks at each object during the encoding phase, clicking on the object being visited. When all the objects have been visited, the model finds the "Done" button and clicks on it, which ends the study phase. After the specified time interval, the recall phase starts, with the objects lined up at the bottom of the screen. At this stage the model encodes each object on the bottom and clicks on it, and tries to recall its location. The same process as the previous study was applied on recalling a location and then clicking on the location (or clicking in the center of the screen for unsuccessful recalls). This process was repeated until all shapes were located, and then the next trial would begin.
Model parameter values were also carried over from the first study, namely the values for activation noise ( ) and motor noise base and scaling factor ( and ). Two parameters were re-estimated for this study: the base-level learning decay and the retrieval threshold. In Figure 3 , the results of the model and the experiment (from Peebles & Jones, 2014) are compared. The graph shows a close fit between the models and the experiment data (R = .96, RMSE = 9.15). The model experiences increasing error with larger set sizes because of activation decaying while the longer set is being studied. The model also experiences increasing error with later selections because, again, decaying activation makes it more difficult to remember and locate these later objects. 
GENERAL DISCUSSION
Using cognitive architectures to model visual location learning can help in two ways, both theoretical and applied. The theoretical aspect is that by modeling in cognitive architectures, we can understand more about how VLL is performed cognitively, especially in important complex realworld tasks such as air-traffic control. The applied aspects can contribute to finding potential safety issues, design constraints, and constraints and limits of automation for complex tasks. As an example, given the preliminary model of VLL here, we can develop a basic idea of how air-traffic controllers build up the "picture" of the environment and maintain it in memory. One of the applied aspects of this model is to find the answers to the questions of the timing and accuracy of this process, and the differences from novice to experts in term of the number of aircraft that they can maintain in their situation awareness, which all can be helpful on the design process of the next generation of ATC interfaces and systems.
The two studies reported here are quite complementary, and support the fact that errors remembering the location of an on-screen object can be affected by identity error (confusing one object for another) and location error (uncertainty of the actual location). The models also account for the relationship between the number of object and overall location accuracy. More work is needed to generalize these results to other studies. For example, in study 1, the human experiment manifested almost no learning in the 12-object condition, whereas the model did manage to exhibit a degree of learning (albeit a small one).
Nevertheless, the two types of error that were used to model in this paper are not the only types of errors, and more broadly, situation awareness entails many more issues than basic location memory. For future work, one critical aspect of situation awareness that is not captured here is the prediction of future states of the environment (Endsley & Smolensky, 1998) . In moving from the static "picture" to a moving one, we could imagine extrapolating the picture to include speeds and directions, thereby enabling more sophisticated reasoning about SA and where current objects might be in the near future. Again we hope that modeling in a cognitive architecture can have significant benefits: the architecture incorporates predictions about many aspects of cognition that might be incorporated easily into future models. For example, ACT-R includes a rigorous model of time estimation (Taatgen, Van Rijn, & Anderson, 2007) that, combined with speeds and directions, could account for not only predictions of future locations, but also the potential errors in these predictions as a function of imperfect time estimation.
