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Abstract
The equation x(x(t))=f(t) is discussed in many papers purely from the theoretical point of view (existence, properties).
We consider the properties of the solution and corresponding algorithms for computing the exact solution of such equations
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1. Introduction
The simplest case of an iterative functional equation for an unknown function x(t) with given
function f(t)
x(x(t)) = f(t) (1)
appeared in 1820 (Babbage, with f(t) = t). Many qualitative results mostly concerning the more
general equation with nth iterate xn = f are collected in [1{3] together with some special results
for the case n = 2. We can nd there the formulations of the problem and some answers con-
cerning the questions of the existence and uniqueness of general solutions, continuous solutions,
monotone solutions, dierentiable or analytic solutions. The aim of this contribution is to describe
some qualitative properties of the solutions and to describe some algorithms for the exact or
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approximate (numerical) solution x(t) of this equation in cases that
 f(t) is a linear function,
 f(t) is a given (monotone) polygon.
From [2,3] we can learn the following known properties of the solution of Eq. (1):
1. The solution x(t) is continuous if and only if it is strictly monotone.
2. If f(t) is increasing and continuous, then there exists an increasing and continuous solution
(iterative root), depending on an arbitrary function.
3. There is no continuous iterative root of a strictly decreasing function f(t).
4. There exist both decreasing and continuous solutions for f(t) continuous, increasing.
5. For convex or concave increasing f 2 C1 there exists just one increasing solution x(t) 2 C1.
In [4] the following problem formulated by K. Simon is mentioned and treated:
If a continuous piecewise linear interval map has a continuous square root, must it have a
continuous piecewise linear square root?
Some negative answers to it are given in [4, Theorems B; 11].
We would like to give in this contribution some more constructive details concerning iterations of
linear and piecewise linear functions (Lemmas 1{3) and then to describe various kinds of solutions
of Eq. (1) and the algorithms for obtaining
 linear increasing and decreasing solutions for f(t) linear (Lemma 1),
 increasing and decreasing solutions for f(t) and x(t) consisting of two half-lines (Theorem 2),
 increasing and decreasing continuous piecewise linear (zig-zag shaped) solutions for f(t) linear,
determined by given starting point (Theorem 1),
 polygonal and piecewise linear continuous iterative square roots for f(t) being a polygon
(Theorem 3, Algorithm (xxfpin)),
 solutions depending on arbitrary starting function.
2. Linear function f(t) | linear solution
Let us mention rst some properties of the iterate x(x(t)) of the given continuous linear function
x(t) on some simple examples.
2.1. Iterate of a linear function x(t)
Let us have a linear function x(t) = a+ bt with t 2 (−1;1); we then have
1. f(t) = x(x(t)) = a(1 + b) + b2t
{ iterate f(t) is for b 6= 0 a monotone growing linear function;
2. In the case of b 6= 1 the crossing point C = (tc; tc); tc = a=(1− b) of lines x(t); x = t is a xed
point of the mapping x(t);
3. In the case b=1 we have x(t)=a+ t; f(t)=2a+ t (parallel lines); both the cases x(t)= t;−t+a
result in f(t) = t;
in the case x(t) = a we have f(t) = a.
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4. For two linear functions x1(t)=a1+b1t; x2(t)=a1+b2t the compositions f1(t)=x1(x2(t)); f2(t)=
x2(x1(t)) correspond to two parallel lines; if the point C = (tc; tc) is a common xed point of
x1(t); x2(t), then these compositions are identical and give a line with the slope equal to b1b2
containing the point C.
2.2. Linear square root for f(t) linear
When we search for a solution of Eq. (1) with linear function f(t) in the class of linear functions
only, we can give the following exact answer:
Lemma 1. Let the linear function f(t)=A+Bt be dened on the whole real axis. Then the solution
of Eq. (1) in the same class (linear functions on the whole real axis) can be described as follows:
1. Such a solution does not exist in the case B< 0.
2. There is the unique solution x(t) with parameters b= 0; a= A in the case B= 0;
b= 1; a= A=2 in the case B= 1 (no decreasing solution).
3. In the case f(t) = t we have the unique increasing solution x(t) = t and decreasing solutions
x(t) =−t + a; a 2 R; depending on the parameter a (determined; e.g. by initial condition).
4. In the general case with B> 0; B 6= 1 we have a unique increasing solution x(t) with the slope
b=+
p
B and a unique decreasing solution with the slope b=−pB; both these solutions share
the xed point C with the mapping f(t).
Remark. (1) It is known more generally that each function x(t) with the graph symmetric with
respect to the axis x = t satises the equation x(x(t)) = t.
(2) Let us consider the case of the nite interval I = [a; b]; B> 1. Because we have found the
solution x(t) of Eq. (1) on the whole real axis, we expect the solution to exist also on every part of
it. But the condition that x(t) is mapping the interval I into itself is not satised now. To overcome
this problem it is quite natural to formulate the denition of the solution of our problem in the
following way.
Denition. We call a function x(t) a solution of the equation x(x(t)) = f(t) on the interval (a; b),
if there exists some extended interval (; )(a; b) such that x(t) is dened for t 2 (; ) and
x(x(t)) = f(t) holds for all t 2 (a; b).
3. Iterate of a polygon
We shall consider now the iterate of piecewise linear functions | polygons. First, we demonstrate
why we consider the square roots of monotone functions only in the following. These examples show
us that we can expect existence, but not the uniqueness for the solutions of Eq. (1).
3.1. Iterate of a general polygon
It is to be seen from examples that iterates of the polygon x(t) can have a shape similar to a
given function x(t) (as for the simple example in Fig. 1a), but in most cases the number of vertices
334 J. Kobza / Journal of Computational and Applied Mathematics 115 (2000) 331{347
Fig. 1.
and the shape of the iterate will be dierent. In Fig. 1b we can see the iterate of the nonmonotone
polygon, which has just the opposite shape properties. A similar more complicated example is shown
in Fig. 1d, where the polygon approximates smooth function x(t) = 1=(1 + t2) and the iterate can
be assumed as the approximation of the iterate x(x(t)). The shape properties of the function and its
iterate are again very dierent.
From examples plotted in Figs. 2a{d we can learn that in case of nonmonotone polygons the
iterates can have dierent regions of results, change in frequencies, some shifts or splittings. Some
results concerning square roots of some piecewise monotone functions (horseshoe maps) can be
found in [4].
3.2. Iterate of two half-lines
Let us consider now the case of a continuous monotone increasing function x(t) consisting of two
half-lines x1(t) = a1 + b1t; x2(t) = a2 + b2t with the common point P0 = [t0; x0]. Let us consider for
a moment the composition of whole lines x1(x2(t)) = f(t), which is a linear function represented
by a line with the slope B = b1b2. Thus, given a linear function f(t) with positive B 6= 1, we
can nd for any b1 6= 0 the slope b2 = B=b1 and lines x1(t); x2(t) with common xed point such
that f(t) = x1(x2(t)). Here the functions x1; x2 have the slopes of the same (the opposite) sign for
the increasing (decreasing) function f(t). In the case of decreasing lines x1; x2 the left and right
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half-lines (with respect to the xed point) are mapped to the half-lines of f(t) in the opposite
direction and we can consider the function x(t) composed of complementary half-lines of x1; x2.
Let us return now to the original problem with function x(t) consisting of two half-lines. The
continuous iterate f(t) = x(x(t)) can be described now in the following way:
1. In the case where P0 = [ts; ts] (P0 lies on the axis x = t), the iterate consists of:
1.1. two half-lines connected in P0, with the slopes B1; B2 determined as B1 = b21; B2 = b
2
2 for
b1> 0; b2> 0 (Fig. 3a);
1.2. the line with the slope B= b1b2 containing P0 in case b1< 0; b2< 0 (Fig. 3b).
In the rst case the map of the iterate lies out of the acute angle formed by the axis and
the line x(t) | and therefore we have to seek the solution of Eq. (1) inside of the angle
between the axis and the line f(t).
The second case gives us for Eq. (1) the family of solutions depending on one parameter
| e.g. the initial point. It corresponds to the case of the composition of two dierent lines
mentioned above, where we take the components of x(t) as dierent half-lines according to
the xed point and obtain the line as the result of the composition.
2. In the general case with P0 = [t0; x0] not on the axis x = t and b1> 0; b2> 0, the iterate has
three linear segments, corresponding to two mappings xi(t) of each half-line into its map and to
the mixed mapping
a2 + b2(a1 + b1t) = a2 + b2a1 + b1b2t: (2)
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The two vertices of the polygon obtained can be determined as
P1 = [t0; x(x0)]; P2 = [x−1(x0); x0]; x(t) = [x1(t); x2(t)]:
The slopes B1 = b21; B2 = b
2
2 of the left and right boundary segments are determined as in case
1 and the slope of the central segment can be computed from Eq. (2) as B12 = b1b2 (Fig. 3c).
3. We obtain similar but slightly dierent results for the iterate of a decreasing function x(t) with
b1< 0; b2< 0, formed by two half-lines with common point P0 not on the axis. We obtain now
again three segments for x(x(t)), but the boundary segments are parallel (with slopes b1b2; the
slope of middle segment is equal to b21 or b
2
2 according to the position of P0) (Fig. 3d).
Let us now summarize results obtained above and make some conclusion in the following state-
ments.
Lemma 2. The iterate of a polygon x(t) formed by two dierent half-lines x1(t)= a1 + b1t; x2(t)=
a2 + b2t with the common vertice P0 consists of :
 two half-lines for increasing x(t) and P0 on the axis x = t (with slopes b21; b22);
 a line for decreasing x(t) and P0 lying on the axis (with the slope b1b2);
 three linear segments in case of P0 not lying on the axis; for decreasing x(t) the boundary
segments are parallel (with the slopes b1b2).
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Remark. (1) The solution of Eq. (1) with f(t) consisting of two half-lines will be discussed in
Section 4 in more detail.
(2) Eq. (1) with linear increasing function f(t) = A+ Bt; B 6= 1 has many decreasing continuous
solutions consisting of two half-lines x1(t); x2(t) with common xed point of f(t) and with negative
slopes b1; b2 which obey the condition b1b2 = B (see Theorem 2).
(3) We can search the solution of Eq. (1) for continuous f(t) consisting of three linear segments
in the class of continuous functions x(t) formed by two or more half-lines.
(4) Each half-line of given function f(t) (with respect to the xed point) can be obtained as the
composition of two half-lines with the slopes satisfying b1b2 = B.
3.3. Iterate of a monotone polygon (linear spline)
Let us consider the iterates of the monotone polygon, or monotone and concave polygon shown
in Fig. 1c | we can see, that in both cases the iterates are polygons, which keep the shape of the
original. From the examples mentioned we can deduce that the iterate of a polygon x(t) connecting
the points
Pi = [ti; xi] = [ti; x(ti)]; x(t) = fxi(t); t 2 [ti; ti+1]; i = 1(1)ng (3)
is again some polygon, but some new knots can appear here in cases where the segments xi(t)
intersect some lines x = tk for some values tik 2 (ti; ti+1). Let us discuss the case of monotone data
only.
Lemma 3. Let (t)=fti; i=1(1)n+1g be an increasing sequence of breakpoints of some polygon
x(t) = fxi(t); i=1(1)ng with the increasing sequence of function values fxi = x(ti); i=1(1)n+1g.
Then the iterate function f(t) = x(x(t)) is some polygon with breakpoints
(t) = ftig [ ftikg; tik 2 (ti; ti+1); xi(tik) = tk ; k 2 f2; : : : ; ng: (4)
Proof. In case [x1; xn+1] 2 [t1; tn+1], we have a nite number of intervals and their continuous
mappings. The number of new breakpoints is determined as the number of intersections of segments
xi(t) with the lines x = tk inside corresponding intervals (ti; ti+1). We can extend the above result
also to the general case of increasing polygons by extending the boundary segments to the innity
or to xed points (crossings with the axis).
Remark. The examples mentioned above were realized with the help of the M-les s11fv, xxbr,
xx1fv for MATLAB worked out by the author.
4. Solutions determined by initial point
As we have seen in the previous sections and learned here from the examples, the most simple
and smooth solutions of Eq. (1) from the class of functions similar to f(t) are those which are
determined by the xed point of the function f(t) on the axis x = t and its slope here only. When
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we mention the general results stated in the Introduction, we recognize for f(t) linear the solution
described in Lemma 1 to be the unique x 2 C1 solution. But then the natural problems appear:
1. Are there other kinds of solutions as mentioned in the Introduction | how to nd them?
2. What kinds of solutions we can expect for polygonal function f(t) and how to construct them?
Are the solutions discussed above for the linear case the only solutions matching the xed point?
3. What can we say in case of polygons f(t) with two xed points or no xed point | what kinds
of solutions can we obtain? It is possible to dene and nd such a solution in case (x1; xn) is
not in (t1; tn) (in the sense of Denition 1)?
4. How do we seek for a continuous solution depending on arbitrary parameter or function? Can
we expect some shape-preserving properties of f(t) with such solutions?
Some answers and algorithms for solution of such problems are given in the following.
4.1. f(t) linear, P0 6= C; increasing solution
We have seen in Section 1 that for each line f(t) we have the unique increasing linear solution
x(t) with common xed point C of f(t), which is attractive (B< 1) or repulsive (B> 1). Following
the results of the composition f(t) = x1(x2(t)) mentioned in Section 3.2, we can nd for a given
linear function f(t) and each point P0 linear functions x1(t); x2(t) with common xed point C such
that P0 lies on x1(t) and the considered composition holds. But in the case of the increasing solution
(P0 in the rst or third quadrant) there is no serious reason to consider such functions (with two
corresponding half-lines in the same left or right half-plane) as the solution of our problem. The case
with P0 in the second or fourth quadrant and decreasing solution will be discussed in Section 4.2.
We can obtain quite a dierent type of the solution, when we search for the solution in the class of
piecewise-linear functions. Here, we can nd for each increasing linear function f(t) an increasing
piecewise-linear (zig-zag-shaped) solution depending on arbitrary parameter (initial point) and we
give thus the answer to problem 1. Following the examples from the previous subsection we can
now describe the algorithm for such a solution, which is based on recursive mappings of a chosen
initial point P0 to the neighbouring points (vertices of the polygon x(t)) in the direction to the xed
point and in opposite direction; we state it in the following theorem.
Theorem 1. Let us have a linear function f(t)=A+Bt with B> 0; B 6= 1 and an arbitrary point
P0=[t0; x0] lying inside the acute angle between lines f(t); x=t; then there exists a piecewise linear
continuous increasing solution of Eq. (1) going through the point P0 and consisting generally of
innite number of linear segments with vertices Pi=[ti; xi]; i=0; 1; 2; : : : : One part of the sequence
fPig converges to the xed point C of f(t); while the other tends to the innity. The sequence is
determined recursively by the following
Algorithm (xxfpi) for increasing solution:
1. if x0<t0; then for t < t0 compute ti+1 = xi; xi+1 = f(ti); i = 1; 2; : : : ; for t > t0 compute ti+1 =
f−1(xi); xi+1 = ti; i = 1; 2; : : : :
2. if t0<x0; then use the mentioned rules for t > t0; t < t0 in the opposite ordering.
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Proof. The xed point C of f(t) is attractive for B< 1 or repulsive for B> 1. The algorithm realizes
the iterations with functions f(t) or f−1(t) and starting point P0 which describe the composition
given by Eq. (1). The segment PiPi+1 is mapped recursively by given rules into the neighbouring
segment Pi+1Pi+2 with generally dierent slope. The plot of the sequence of segments oscillates still
more frequently with decreasing distance of points Pi from the limit | the xed point. In both the
cases mentioned we can extend the solution to some bounded interval or to the whole real line (using
the proper recursions as mentioned in the algorithm) and we obtain a zig-zag-shaped (generalized)
polygonal solution.
We can now easily prove the following.
Properties of the solution determined by the Algorithm (xxfpi):
1. For the properly chosen sequence of points Pi generated according to the steps 1{2 of the Algo-
rithm (xxfpi) we have fti; xig ! C=[tc; tc] (convergence to the xed point C with tc=A=(1−B)
follows easily from contractivity of the mappings [x;f] resp. [f−1; t], realizing the algorithm).
2. The polygon x(t) consists of segments with two values of slopes changing regularly. It follows
from the mentioned fact that the neighbouring segments are mapping itself again into neighbouring
ones. Let us denote by b1 the slope of the rst segment P0P1. Because the relation x0i x0i+1=f0=B
has to hold, we obtain for the next slopes b2 = B=b1; b3 = b1; b4 = b2; : : : :









4. We have now obtained the solution corresponding to one half-line of f(t). Similarly, we can
nd the second part of it. The left and right part of the solution (with respect to the xed
point) are thus independent of each other and we can treat them separately, choosing the initial
point in each sector independently or choosing the combination of the half-line (Lemma 2) and
zig-zag-shaped parts of the solution to obtain the solution dened on the whole real axis without
one-sided derivative in the xed point (starting points chosen inside sectors) or with the one-sided
derivative only (one of the starting points is the xed point).
We can see examples of such solutions in Figs. 4a and b.
Remark. Algorithm (xxfpi) can also be used to obtain the generally zig-zag-shaped solution deter-
mined by the starting point for the till now excluded case with B = 1; A 6= 0 and P0 in the strip
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between plots f(t); x = t. The sequence of points Pi has now the limiting point at innity, but the
two values of segment slopes are again changing regularly here.
4.2. f(t) linear, P 6= C; decreasing solution
For simplicity of notation, let us suppose that we have transformed the xed point of f(t) into
the origin: C = [0; 0]. We can try to nd a decreasing polygonal solution x(t) given by some initial
point P0 located in the second or fourth quadrant of the (t; x)-plane using a similar approach as in
the case of the increasing solution (Algorithm (xxfpi)). All such solutions still have a common xed
point C but there will be some important dierence now, which we have mentioned earlier. We can
follow it just from the algorithm. The point Pi from the second quadrant is mapped now into the
point Pi+1 situated in the fourth quadrant (see Fig. 3b for an attractive xed point), Pi+2 is again
in the second quadrant and so on. The segments PiPi+2 are mapped into the segments Pi+1Pi+3 in
the opposite half-plane recursively. The rule concerning the regular changes between two values of
slopes (from Section 3.1) are still valid and this fact gives the result, that the continuously connected
segments have the same slopes and they all lie on two half-lines P0C; P1C. Given the point P0, we
have to calculate in fact the point P1 only. We can remember now the example in Section 3.2 of
the composition f(t) = x1(x2(t)) with b1< 0; b2< 0, which corresponds exactly with this case |
the point P0 determines the slope b1, the point P1 has to correspond with the slope b2 with b1b2 =B.
Theorem 2 (Algorithm (xxfpd) for decreasing solution). Let us have the linear function f(t)=A+
Bt; B> 0; B 6= 1 with the xed point C and the initial point P0 = [t0; x0] such that the line
P0C has negative slope. Then there is a unique continuous decreasing solution of Eq. (1) with
x(t0) = x0 consisting of two half-lines P0C; CP1; where the point P1 = [t1; x1] has the components
t1 = x0; x1 = f(t0).
We obtain the solution x(t) 2 C1 (a line) only in the case where both half-lines have the same
slope x0 =−pB; which gives for the intial point the condition
(x0 − tc)2 = (tc − f(t0))(tc − t0)> 0: (5)
Remark. Let us mention that the two segments of the decreasing solution are dependent now and
determined just by one initial point. The algorithm works equally for both attractive and repulsive
xed points of f(t).
We can see examples of decreasing solutions in Figs. 5a and b.
4.3. Two half-lines with one, two or zero xed points
Let us discuss now in more detail the case of continuous f(t) consisting of two dierent half-lines
with positive slopes B1; B2 and the common point (vertex) V0=(p0; v0). From the foregoing discussion
we can now state the following conclusions for the increasing solutions:
1. If the common point V0 lies on the axis and the half-line segments have the slopes B1; B2, then





B2 (according to Lemma 1) connected in the point V0.
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We can nd in both acute angles the zig-zag-shaped solutions, determined by arbitrary initial
points (using Algorithm (xxfpi)).
2. If V0 does not lie on the axis and, e.g. 0<B1< 1; B2> 1 and both half-lines are crossing
the axis x = t in points Vi = [ti; ti]; i = 1; 2, then the most simple solution x(t) dened on the
whole real axis and determined by one initial condition x(ti) = ti; i 2 f1; 2g is composed of
three segments. Two outer half-line segments are determined similarly as in case 1. The inner
continuous segment (between two xed points Vi) in the simplest case can start from one of the
points Vi with the slope bi=
p
Bi till t= t0; x0 = x(t0). This point is to be used as initial point for
Algorithm (xxfpi) from Section 3.1 and the solution forms on the way to the second xed point
a zig-zag created polygon which has generally innite number of segments with slopes changing
periodically between the two values fb1; B2=b1g and which converges to the second xed point,
but does not have the one-sided derivative from this side. We can follow such a situation in
Figs. 6a and b. Another possibility for the inner segment is to choose the starting point inside the
domain bounded by lines x= t; f(t) and to compute two sequences of points converging to each
xed point with the Algorithm (xxfpi) | we obtain the continuous segment with no one-sided
derivative in xed points. We can obtain other (still more oscillating) solutions determined by
initial points in each segment independently | without any one-sided derivative in xed points
generally.
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3. Also in the case where both half-lines of f(t) lie inside of one of half-planes with respect to
the axis x = t (no xed point), the solution can start as half-line and can begin to oscillate after
crossing the value t = t0 of the common point V0 | see Fig. 7. In special cases we can obtain
the solution composed of two half-lines.
4. The case where one of the slopes Bi=1 is a special case of the foregoing situation only | with
similar results | see Fig. 6b.
We obtain similar results also in cases where f(t) consists of three or more linear increasing
segments.
We have seen above that the case of decreasing solutions needs special treatment. We have to
choose the starting points in the second or fourth quadrant. We can use a similar iterative algorithm
for computing mappings of the starting point. The important feature now is the absence of such
solutions in cases, where the xed point of f(t) is not attractive or repulsive (e.g. B1<1; B2>1).
We summarize our results for increasing f(t) consisting of two half-lines in the following statements
for decreasing solutions:
1. There is a continuous piecewise linear decreasing solution if the half-lines of f(t) form a line
and V0 =P0 lies on the axis (the case mentioned in Theorem 2 | V0 is an attractive or repulsive
xed point now).
2. If V0 is an attractive or repulsive xed point, we can obtain the continuous piecewise linear
solution with arbitrary starting point P0 from the second or fourth quadrant with Algorithm
(xxfpi).
3. There is no continuous decreasing piecewise linear solution in cases where V0 is on the axis, but
is not an attractive or repulsive xed point.
4. There is no continuous solution composed of increasing and decreasing segments.
5. When V0 is not on the axis x=t, then there are one or two xed points of f(t) (one is attractive).
When we choose the starting point P0 in the second or fourth quadrant (with respect to one of
mentioned xed points) and use properly the Algorithm (xxfpi), we obtain continuous decreasing
piecewise linear solution. The algorithm works similar to the case of f(t) linear (the vertices and
segments are mapped to the opposite half-plane), but the slopes of the neighbouring segments are
now dierent. The number of segments is generally innite and the sequence of vertices (properly
ordered) converges to the corresponding xed point.
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6. We can start from one xed point with the slope b=−pB corresponding to the decreasing linear
solution (see Lemma 1 and case 3 in Section 4.3 for increasing solutions) and after crossing the
line t = p0 in the vertice P0 we can use this starting point for Algorithm (xxfpi) to obtain a
decreasing solution with a nite number of segments on a nite interval.
In the case of f(t) consisting of three segments with one xed point and parallel boundary
segments we can expect the decreasing solution with two or more segments (see Lemma 2).
4.4. Solution depending on arbitrary function
We can give now some insight into the statement from the Introduction concerning the solutions
determined by an arbitrary function. We have obtained the (generalized) polygonal solution x(t)
determined by the initial vertex P0 with the algorithm computing recursively the neighbouring vertex
and setting implicitly this linear segment as the starting function for the whole solution x(t). If
we choose for the starting function on interval [t0; t1] some continuous function interpolating in
points P0; P1, then we can compute for each point of this interval the value of the solution in the
neighbouring interval using the same algorithm as that for the vertices. We obtain the continuous
solution consisting of the images of the starting function, connected continuously in the knots |
something like spline functions with the defect (discontinuities in the derivatives) depending on the
properties of the starting function on the boundaries of the starting interval.
In the case where we use a polygonal starting function, we obtain a piecewise linear solution once
more. In other cases we obtain solution from some other class. This is not a subject of this paper
and will be considered separately.
5. Square root of a polygon
We have seen in the above examples that continuous square roots of simple polygons can have in-
nitely many segments in the neighbourhood of its xed point (including innity). Let us discuss now
the case of f(t) being monotone growing polygon with the vertices Vi=(pi; vi); i=o(1)n; pi <pi+1.
Properties of the square root depend on the number of xed points of f(t) and on other conditions
prescribed or chosen.
5.1. f(t) has at most one xed point
Theorem 3. If the monotone growing polygonal function f(t) = Ai + Bit; i = o(1)n − 1 with the
vertices Vi; i = o(1)n dened on the nite interval [p0; pn] has just one or no isolated attractive
or repulsive xed point; then there exists an increasing polygonal square root of f(t).
Proof. The conditons of the theorem ensure that the graph of f(t) crosses or contacts the axis x= t
at most in one (xed) point.
(1) Let us consider the case of one xed point of the function f(t) rst. When it is not the
vertex, let us include this point in the set of vertices as a starting point Ps = (ts; ts) in the following
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algorithm, which determines the nite sequence of vertices of the solution x(t) separately to the left
and right sides of the xed point (similarly as in previous more simple examples).
Algorithm (xxfpn) works similarly in cases:
(a) f(t)<t for t > ts and f(t)>t for t < ts; (attractive point)
(b)f(t)>t for t > ts and f(t)<t for t < ts (repulsive point).
Regarding (a) The rst segment PsPs+1 in the right-hand side direction is determined by the xed




f0s and by the point of intersection of this line with t = ps+1.
Now we continue recursively | for the known vertex Pi = (ti; xi) we nd the vertex Pi+1, with
xi+1 = ti; ti+1 = f−1(xi) (from Algorithm (xxfpi)). If the line PiPi+1 intersects some lines x = xj,
we include corresponding points in the sequence of vertices between points Pi; Pi+1. The number of
vertices Vi is nite and we obtain in that way nite number of vertices Pi.
We extend now the solution to the left. We start again from starting point Ps and corresponding
left slope bs−1 =
p
Bs−1. Then we proceed similarly as on the right-hand side.
In both cases the end vertices of x(t) had to be found from the condition of mapping (as images
of end vertices of f(t)).
Regarding (b) In the case where f(t)>t for t > ts we start again from the vertex Ps and men-
tioned slope to the right side till t = ts+1; xs+1 = x(ts+1). With known Pi = [ti; xi]; i=1; 2; : : : we nd
now recursively the following vertex Pi+1 with ti+1=xi; xi+1=f(ti). The points of intersection of the
segment PiPi+1 with the lines x=xj have to be included in the sequence of the vertices of the solution.
Similarly, we compute the vertices in the left direction. In the case of f(t)6t (f(t)>t) with one
xed point we have to apply the corresponding parts of the algorithm mentioned.
(2) Let us discuss now the case with no xed point of f(t). The corresponding polygon lies over
(or under) the axis. We can start now, e.g., with the rst left segment V0V1 and nd the corresponding
segment of the solution x0(t) on the interval [p0; p1] according to Lemma 1. Then we can apply
Algorithm (xxfpi) with starting point P1 and obtain altogether a nite number of vertices Pi.
An example of such a solution is given in Fig. 9b.
Remark. The algorithm described above was implemented in MATLAB M-le and was used to
compute the examples presented.
Similarly, as in the more simple case of two half-lines, we can consider decreasing square roots
of the monotone growing polygon and we obtain the following results:
 For the polygon without attractive or repulsive xed point there is no decreasing solution.
 If the polygon has one attractive or repulsive xed point, then using algorithms described above
we can nd decreasing solution determined by the xed point and corresponding slope with nite
number of segments | the polygonal decreasing solution.
 In the general case of increasing polygon with more xed points we have to choose the starting
point properly (in the basin of attraction of some xed point of f or f−1) to obtain the decreasing
solution (the same algorithm is used).
Examples of increasing iterative roots of some polygons are given in Figs. 8a{c.
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Fig. 8.
5.2. Continuous solution with general initial point
Let us consider some increasing polygon f(t) with at least one xed point. If we seek a piecewise
linear increasing solution determined by a starting point dierent from the xed point of f(t), then
we can use repeatedly the algorithm from Lemma 1 and the Algorithm (xxfpi) and we generally
obtain an innite number of segments in the neighbourhood of the xed point (similarly to simple
cases in Section 4). Let us briey recollect the steps needed:
Algorithm (xxfpin). Let the vertices Vi; i = o(1)n of the monotone growing polygone be
given. To nd a part of the generalized polygonal increasing solution determined by given ini-
tial point P0, we nd the sequence (generally innite, converging to the xed point) of the ver-
tices Pi of the piecewise linear solution in a manner similar to that mentioned in Algorithm
(xxfpi). The knots ti and intersections of the segments of the solution with lines x = xj (which
have to be controlled by the algorithm) form the sequence of knots of the piecewise linear
solution.
As in previous more simple cases, we can combine independently two parts of the solution on
the left-hand and right-hand side to obtain the continuous solution without one-sided derivatives or
with the derivative from the left or right in the xed point.
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Fig. 9.
Similarly, we can build the algorithm for the decreasing solution.
Examples of increasing iterative roots of the polygone determined by xed point and corresponding
slope are given in Figs. 8a{c; the decreasing solutions determined by starting points can be seen in
Fig. 8d.
5.3. Two or more xed points
With two or more nite xed points of f(t); we generally can not obtain the increasing square
root with nite number of vertices. The situation is similar to the case described in Section 4. The
greater number of vertices results in more possible combinations for the solution under search and
some diculties with decreasing solutions in cases with xed points neither attractive nor repulsive.
The procedure for computing some generalized polygonal square root of such increasing polygon
should possess the following steps:
(a) data input, computing local parameters of f(t);
(b) identication of xed points of f(t), including them in the set of vertices;
(c) setting initial conditions for separate parts of the solution between xed points;
(d) computing corresponding parts of the solution with the use of the algorithms described above.
Let us mention that for segments with f(t) t we can set x(t) t as corresponding solution segments
and extend our results to such more general cases.
We can see an example of square roots for f(t) with two xed points in Fig. 9a.
5.4. Solution depending on arbitrary function
We can obtain the continuous solution depending on arbitrary function as in the more simple
case in Section 4. When we choose initial point P0 and compute P1 according to the algorithms
mentioned, such a starting function can be any interpolant of these two iterated points. The function
values of the solution x(t) on some satisfactory ne set of points can be computed recursively with
similar algorithm as for the vertices.
This generalization can be made similarly for increasing and decreasing solutions (with mentioned
diculties for decreasing solutions).
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Some results and algorithms for the more general case of f(t) continuous functions will be
presented in another paper.
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