Abstract. In this paper, I have proved that for a class of polynomial differential systems of degree n+1 ( where n is an arbitrary positive integer) the composition conjecture is true. I give the sufficient and necessary conditions for these differential systems to have a center at origin point by using a different method from the previous references. By this I can obtain all the focal values of these systems for an arbitrary n and their expressions are succinct and beautiful. I believe that the idea and method of this article can be used to solve the center-focus problem of more high-order polynomial differential systems.
Introduction
Consider the planar analytic differential system
x ′ = −y + p(x, y), y ′ = x + q(x, y), (1.1) with p and q being polynomials without constant and linear terms, and seek for conditions under which the origin is a center (that is, the critical point at the origin is surrounded by closed orbits). The derivation of conditions for a center is a difficult and long-standing problem in the theory of nonlinear differential equations, however due to complexity of the problem necessary and sufficient conditions are known only for a very few families of polynomial systems (1.1). The conditions for a center in the quadratic system have been obtained in [10, 11] , and in [8] , [13] and [14] the problem has been solved for systems in which p and q are cubic polynomials without quadratic terms. The problem is also solved for some familes of cubic systems and systems in the form of the linear center perturbed by homogeneous quartic and quintic nonlinearities, see e.g. [2] , [4] , [5] , [6] , [7] , [9] , [12] , [15] and references given there. The problem of distinguishing between a center and a focus for polynomial systems (1.1) has an analog for the corresponding periodic differential equations [12, 18] . To see this we note that the phase curves of (1.1) near the origin (0,0) in polar coordinates x = r cos θ, y = r sin θ are determined by the equation dr dθ = cos θp(r cos θ, r sin θ) + sin θq(r cos θ, r sin θ) 1 + r −1 (cos θq(r cos θ, r sin θ) − sin θp(r cos θ, r sin θ)) .
(1.2) Therefore, the planar vector field (1.1) has a center at (0, 0) if and only if all solutions r(θ) of equation (1.2) near the solution r ≡ 0 are periodic, r(0) = r(2π). In such case it is said that equation (1.2) has a center at r = 0. If r −1 (cos θq(r cos θ, r sin θ)−sin θp(r cos θ, r sin θ)) = f (θ) = −1, and p = n i+j=2 p ij x i y j and q = n i+j=2 q ij x i y j , from (1.2) we get the polynomial equation
whereÃ i (θ) (i = 0, 1, 2, ..., n − 2) are 2π-periodic functions. Thus, finding the conditions for existence of a center at the origin of system (1.1) is equivalent to finding conditions which fulfilment yields 2π-periodicity of all solutions of polynomial equation (1.3) near r = 0 [4] . If p and q are homogeneous polynomials of degree n, then the substitution ρ = r n−1 1 + r n−1 (cos θq(cos θ, sin θ) − sin θp(cos θ, sin θ)) transforms equation (1.2) into the Abel equation dρ dθ = ρ 2 (Ã 1 (θ) +Ã 2 (θ)ρ), (1.4) whereÃ i (θ) (i = 1, 2) are 2π-periodic functions. Thus, finding the center conditions for (1.1) is equivalent to studying when Abel equation (1.4) has a center at ρ = 0. This problem has been investigated in [3, 7, 18] and some other works. In [1] the authors have proved that the rigid system
with H i homogeneous polynomial in x, y of degree i, has a center if and only if it is reversible for k = 1, 2. But in [1] does not prove that this center is a composition center [3] . In [17] , the author has computed by computer and obtained the center condition for this system with k, n = 2k(k = 2, 3, 4, 5), i.e., n is only a finite number which does not exceed ten.
In this paper, I study the polynomial differential system of degree n + 1 5) where
., n) are real constants. I give the necessary and sufficient conditions for the origin of (1.5) to be a center by using a different method from the previous references and [1] . I only use a few skillful mathematical analysis techniques to achieve these results. Remarkably, the obtained center conditions contain exactly [ n 2 ] + 1 relations. I apply the obtained results to prove that for all obtained center cases the Composition Condition [3] is valid for the corresponding periodic differential equation dr dθ = r(P 1 (cos θ, sin θ)r + P n (cos θ, sin θ)r n ). (1.6) This means that the composition conjecture [3] is true for this equation. By this I can derive all the focal values of system (1.5) with an arbitrary n and the expressions of the focal values are more succinct and beautiful than the results of computer calculation. I am sure that the idea and method of this paper can be used to solve the center-focus problem of more high-order polynomial differential systems.
Main results
Alwash and Lloyd [3, 4] proved the following statement.
Lemma 2.1 ( [3, 4] ) If there exists a differentiable function u of period 2π such that
for some continuous functionsÂ 1 andÂ 2 , then the Abel differential equation
has a center at r ≡ 0.
The condition in Lemma 2.1 is called the Composition Condition. This is a sufficient but not a necessary condition for r = 0 to be a center [2] .
The following statement presents a generalization of Lemma 2.1.
Lemma 2.2 ([20])
If there exists a differentiable function u of period 2π such that
for some continuous functionsÂ i (i = 1, 2, ..., n), then the differential equation
has a center at r = 0.
Consider 2π -periodic equations:
where P 2m+1 and P 2m are polynomials of degree 2m + 1 and 2m with respect to cos θ and sin θ, respectively. Denote
3) In this paper we will prove the following main results. Before giving the proof of these theorems, we first need the following lemmas.
Several lemmas
In the following, the denote C k n = n! k!(n−k)! , n and k are natural numbers and k ≤ n.
where a i (i = n + 1, n + 2, ...) are independent of y. Then
Proof. Denote φ(y) = φ 1 (y) + φ 2 (y), where
, so it can be seen that the coefficients of y k (k = 0, 1, 2, ..., n − 1) of g(y) and φ n 1 (y) are the same. On the other hand,
where
it implies that the coefficients of y k (k = 0, 1, 2, ..., n − 1) of φ n 1 (y) and h n (y) are the same. So,
Therefore, the relation (3.1) is correct.
Lemma 3.2 Let
where k is a positive integer.
Proof. Taking k = 1, by (3.2), we get
it implies that the identity (3.3) is correct when k = 1. Suppose that the identity (3.3) is true for positive integer k, we will show that the identity (3.3) holds for integer k + 1.
Indeed, by (3.2) we have
, and
As, for arbitrary positive integer n, k we have [19] 
By this we obtain
By the inductive hypothesis, we get
Substituting (3.6) and (3.5) into (3.4) we get
Similar to (3.5) we have
Thus, the identity (3.3) holds for integer k + 1. By mathematical induction, the present lemma is correct.
Lemma 3.3 Let
P 1P1 = A 2 cos 2θ + B 2 sin 2θ, (3.8)
2 ), (3.10)
2k−1 )), (3.14) 20) where
Proof. Now, we prove identity (3.19) and (3.20) and (3.21) are true by mathematical induction.
Taking k = 1, by (3.10) and (3.11) and (3.12) we get
This means that the conclusion of the present lemma is true for k = 1.
Suppose that the identity (3.19) and (3.20) and (3.21) hold for positive integer k, next we will prove they also are true for k + 1, i.e.,
Indeed, by (3.11) and (3.19) and (3.20) we have
Using (3.17) and (3.18) we have
Substituting (3.26) into (3.25) we get
Similarly, we obtain
i.e., the identities (3.22) and (3.23) and (3.24) are true for j = 0. For 0 < j ≤ k − 2, by (3.13) and (3.19) and (3.20) we have
(3.27) Using (3.17) and (3.18) we have
substituting these relations into (3.27) we obtain
Similar as above and using (3.14) and (3.17)- (3.20) and
we get
So, the identities (3.22) and (3.23) and (3.24) are held for 0 ≤ j ≤ k − 2. Using (3.17) and (3.18) we get
Applying these relations and (3.13) and (3.19) and (3.20) we get ).
Thus, the identities (3.22) and (3.23) and (3.24) are held for j = k − 1. 
By (3.15)−−(3.20) we have
where η 2j (j = 0, 1, 2, ..., m) are constants.
Proof. As P 2m+1 is a polynomial of degree 2m + 1 with respect to cos θ and sin θ, its Fourier expansion can be expressed as First of all, we prove that 
Case 2. If A 1 1 = 0, B 1 1 = 0, then P 1 = B 1 1 sin θ. By (3.32) we get a 1 = 0 and
. Thus, the relation (3.30) and (3.31) hold for j = 0. Suppose that the relations (3.30) and (3.31) are true for j = k − 1, i.e., Next, we will check that these relations for j = k hold, too. Indeed, using (3.9) we getP Thus, the relation (3.31) is held for j = k. Next, we will check that the relation (3.30) is true for j = k.
= 0, using (3.37) we get
By (3.9) and Lemma 3.3 and (3.36) we get
By (2.3) and (3.9) and Lemma 3.3 we have Substituting (3.39) into (3.38) we obtain 
where η where η 2k (k = 0, 1, 2..., m) are constants. Therefore, the conclusion of the present lemma is correct.
Proof of main results
Now we prove that the conclusion of Theorem 2.2 is correct. Proof. Necessity: Let r(θ, c) be the solution of (2.1) such that r(0, c) = c (0 < c ≪ 1). We write
where a 1 (0) = 1 and a n (0) = 0 for n > 1. The origin of (2.1) is a center if and only if r(θ + 2π, c) = r(θ, c), i.e., a 1 (2π) = 1, a n (2π) = 0 (n = 2, 3, 4, ...) [3, 4] . Substituting r(θ, c) into (2.1) we obtain
Equating the corresponding coefficients of c n of (4.1) yields
Solving these 2m + 1 equations we get
Obviously, a k (θ+2π) = a k (θ) (k = 1, 2, ..., 2m+1). Using (4.2) and taking y =P 1 r in Lemma 3.1, it can be seen that the coefficient of c k of ( where
Suppose that, for arbitrary integer k (k < 2m + 1), solving equation (4.3) we get
where λ j k (j = 0, 1, 2, ..., k) are the same as in Lemma 3.2,P
In the following we will check that (4.5) is true for integer k + 1. Indeed, by (4.2) − −(4.5), we have
By Lemma 3.2, we obtain
where λ j k+1 (j = 0, 1, 2, ..., k + 1) are the same as in Lemma 3.2. By mathematical induction, the identity (4.5) is correct for k = 0, 1, 2, ..., 2m + 1.
As P 1 and P 2m+1 are odd degree polynomial with respect to cos θ, sin θ,
1 P 2m+1 dθ are 2π-periodic functions. Thus, from a 2m+2+k (2π) = 0 yields , 1, 2, ..., k) .
(4.6)
Since,P 1 =P 1 + B 1 1 , B 1 1 is a constant,
AsP 1 and P 2m+1 are odd polynomials with respect to cos θ and sin θ,
Therefore, the condition (2.6) is necessary for the origin to be a center of equation (2.1).
Sufficiency. Now, we show that the condition (2.6) is also sufficient center condition. Indeed, by Lemma 3.3 and Lemma 3.4, under the condition (2.6), we have
where η 2j (j = 0, 1, 2, ..., m) are constants. By Lemma 2.2, r = 0 is a center of equation (2.1). In summary, the Theorem 2.2 has been proved.
When n = 2m, because all the calculations and proofs are similar as Theorem 2.2, we only give a brief proof of Theorem 2.3 here.
Proof. Similar discussion as above, when n = 2m, solving equation
we get which means that the condition (2.7) is necessary for the origin to be a center of equation (2.2). Similar as Lemma 3.3 and Lemma 3.4 we can prove that under condition (2.7), we have
where β 2j−1 (j = 0, 1, 2, ..., m) are constants. By Lemma 2.2, r = 0 is a center of equation (2.2).
Remark By Theorem 2.1, we can derive all the focal quantity formulas (
2 + 1) of system (1.5) with arbitrary n, which are more concise and beautiful than the results of calculation by using computer.
Taking n = 2, 3, 4, 5, 6 respectively in (1.6), by Theorem 2.1, we get the following corollaries. i.e., the origin of the quartic system (1. i.e., the origin of the quintic system (1.5) (n = 4) is a center if and only if i.e., the origin of the sextic system (1. i.e., the origin of the system (1.5) (n = 6) is a center if and only if Remark. By the above corollaries, it can be seen that the last focus quantity, i.e., the [ n 2 ] + 1th focus quantity, is very easy to obtain by Theorem 2.1. And the expressions of the focal values are more succinct and beautiful than the results calculated by computer.
