The development of a transmission electron microscope equipped with a field emission gun paved the way for electron holography to be put to practical use in various fields. In this paper, we review three advanced electron holography techniques: on-line real-time electron holography, three-dimensional (3D) tomographic holography and phase-shifting electron holography, which are becoming important techniques for materials science and device engineering. We also describe some applications of electron holography to the analysis of industrial materials and devices: GaAs compound semiconductors, solid oxide fuel cells and all-solid-state lithium ion batteries.
Introduction
The advent of electron holography microscopes and the achievements of the two major research projects, Tonomura Electron Wavefront Project and Oak Ridge National Laboratory electron holography project, strongly stimulated research activities in the field of electron holography in the 1990s [1] [2] [3] . At present, off-axis electron holography with an electron biprism is commonly used not only for correcting aberration of electron lenses but also for visualizing electromagnetic fields. An 'object wave' modulated by the fields and a 'reference wave' passed through a vacuum interfere with each other by the biprism and form interference fringe pattern that is called 'hologram'. The phase modulation Df of the object wave can be reconstructed from the hologram by an optical lens system or an image processing with a computer. The phase Df due to the electromagnetic fields is expressed as Dfðx; yÞ ¼ C E V ðx; yÞ tðx; yÞ À 2p e h ðð B n ðx; yÞ dx dz; ð1Þ
where C E , V, t, e, h and B n are the electronenergy-dependent constant [3] , the electric potential in a sample, the sample thickness, the electron charge, the Planck's constant and the component of the magnetic flux density normal to the plane defined by the electron beam paths, respectively. Thus, we can quantitatively display the potential map in the electric devices using the first term and the magnetic flux distribution using the second term. However, it was known that electron holography provided only two-dimensional static images with low sensitivity for electron phase measurement. These drawbacks were overcome by strenuous efforts to develop new techniques in the 1990 and 2000s. Nowadays, advanced electron holography techniques enable real-time dynamic observation [4, 5] , 3D reconstruction of electromagnetic fields [6, 7] and highly sensitive phase measurement (e.g. detection at 1/300 of the electron wavelength) [8, 9] . As a result, electron holography has become an indispensable microscopy technique for both science and industry. This paper reviews the above three advanced electron holographic techniques and some leading applications [10] [11] [12] over the past 20 years.
Development of advanced electron holographic techniques
On-line real-time observation of magnetic domains
Dynamic observation often provides valuable information in materials science. However, such observations were difficult with electron holography because holography needs a two-step imaging process. In 1991, Matsuda et al. succeeded in observing fluxon dynamics by digitally reconstructing frame by frame electron holograms recorded on video tape [13] . This was a breakthrough in the use of electron holography for dynamic observation. Nevertheless, frame-byframe reconstruction is time consuming. Moreover, the transmission electron microscope (TEM) operator cannot observe the reconstructed images while operating the microscope. In 1994, our group developed an on-line real-time electron holography system and observed the dynamic behavior of magnetic domains [4, 5] . In this system ( Fig. 1) , time-varying holograms are detected by a TV camera attached to an electron holography TEM (Hitachi, HF-2000) . They are transferred as a video signal to a liquid-crystal spatial light modulator located in a Mach-Zehnder interferometer for image reconstruction. The reconstructed images are sent back to a monitor placed beside the TEM. Using this system, the TEM operator is able to observe both time-varying holograms and their reconstructed images at the same time. The time resolution is determined by the video rate (1/30 s) of the TV camera shown in Fig. 1 , and thus, we can observe the dynamics slower than this rate in real time.
Examples of reconstructed interference micrographs of a thin permalloy film, along with illustrative diagrams of magnetic flux lines and domains, are shown in Fig. 2 . In this experiment, the objective lens was turned off, and then the specimen was placed into the TEM and tilted several degrees. The focus was adjusted by the first intermediate lens, and a magnetic field was applied to the specimen by increasing current to the objective lens. The dynamic behavior of the magnetic flux and domains during magnetization and demagnetization is clearly evident.
Three-dimensional reconstruction of electromagnetic fields
Although optical holography enables 3D visualization of objects, it is rather difficult to obtain a 3D model of a specimen by electron holography. This is because electron holography provides the phase information projected along the direction of the electron beam. To overcome this problem, we applied the theory and method of computed tomography.
Two types of algorithms are basically used for reconstruction in computed tomography: noniterative and iterative. The noniterative ones are based on the fact that the Fourier transformation of a onedimensional projection of a two-dimensional section is identical to the corresponding central line of the two-dimensional Fourier transformation of the section. These algorithms can achieve highspeed and high-quality reconstruction when a large amount of projection data is available without any large-angle missing cone. In contrast, the iterative algorithms are a bit slower because they require a number of iterative calculations; however, they can incorporate physical constraints.
To reconstruct the 3D electric potential distribution, we used an iterative method because the range of the tilt angle in the TEM is limited (±60°). We used fine particles of latex on a thin carbon film because such particles are amorphous (i.e. they do not produce complicated phase noise due to electron diffraction) and have an electric inner potential appropriate for the phase measurement. An example hologram and its reconstructed phase image are shown in Fig. 3a and b, respectively [6] . The specimen was tilted in the TEM, and 24 holograms were taken every 5°. Bird's eye views of the 3D reconstruction from two different directions are shown in Fig. 4a and b. The reconstructed data can be used to display contour and/or phase maps of any section from any direction.
To reconstruct the 3D magnetic vector fields, we used a noniterative method. In a fundamental study, we found that the x and the y components of the magnetic flux density projected in the z direction are the derivatives of the two-dimensional phase distribution with respect to (−y) and x, respectively. This indicates that the x and the y components can be reconstructed by using a computed tomography algorithm for a scalar distribution. Furthermore, the z component of the magnetic flux density can be determined by using equation divB = 0.
An example hologram of a single-magnetic-domain particle of barium ferrite and its reconstructed phase image are shown in Fig. 5a and b, respectively [7] . The 3D magnetic field in the vicinity of the surface of the particle was reconstructed using 50 holograms recorded by double-tilting the specimen. The 3D reconstructed magnetic field along the planes A and B in Fig. 5a are shown in Fig. 6a and b, respectively. The magnetic fields are clearly seen.
3D electric potential distributions across a p-n junction in semiconductor devices were successfully obtained by Twitchett-Harrison et al. in 2007 [14] . These 3D techniques should be useful for studying industrial materials and devices as well.
High-resolution and high-sensitivity phase measurement by phase-shifting electron holography
Observation of weak electromagnetic fields on a nanometer scale requires simultaneous improvement of the spatial resolution and phase detection sensitivity. Both of these characteristics, however, are essentially limited in conventional phase reconstruction method based on Fourier transformation. The spatial resolution is determined by the spacing of the interference fringes, so narrower fringes are necessary to obtain higher resolution. However, the lack of electron coherency and brightness reduces the fringe contrast, resulting in degraded sensitivity.
The phase-shifting electron holography developed by Ru et al. [15, 16] can be used to reconstruct the object wave without Fourier transformation. The object wave can be reconstructed from a series of holograms in which the interference fringes are shifted one after another. The spatial resolution is determined by the pixel size of the hologram. Therefore, an object wave with higher resolution can be obtained from coarse interference fringes having a higher fringe contrast, meaning that the spatial resolution and sensitivity can be simultaneously improved. However, Fresnel diffraction at an electron biprism (Fig. 7a) creates two problems during phase-shifting reconstruction. One is the non-uniform interference fringes resulting from the overlapping of the Fresnel fringes, as shown in Fig. 7b and c. In the phase-shifting reconstruction process, the phase is calculated by fitting the intensity change in each pixel of the hologram to a cosine curve. Thus, when the non-uniform fringes (intensity profile shown in Fig. 7c ) are shifted, the intensity at each pixel does not vary in accordance with the ideal cosine curve, resulting in a phase calculation error. The other problem is that the Fresnel diffraction directly distorts the electron waves. As shown in the reconstructed phase image (Fig. 7d) , the large phase distortion prevents observation of the weak electromagnetic fields with a phase of <0.5 rad. The image processing method we developed overcomes these problems by correcting for the effect of the Fresnel diffraction [8, 9] .
The intensity of the interference fringes is given by the sum of the reference wave and the object wave:
Iðx; yÞ ¼jC r þ C o j 2 ¼jAðx; yÞ exp½Àikax þ Bðx; yÞ exp½ikax þ Dfðx; yÞj 2 ¼jAðx; yÞj 2 þ jBðx; yÞj 2 þ 2Aðx; yÞBðx; yÞ cos½2kax þ Dfðx; yÞ; ð2Þ
where A is the amplitude of the reference wave modulated by the Fresnel diffraction, B is the amplitude of the object wave modulated by the Fresnel diffraction and the object (specimen), Df is the phase of the object wave, α is the angle of electron waves deflected by the electron biprism and k = 2π/ λ, where λ is the electron wavelength. The top and bottom envelope curves of the non-uniform interference fringes, E top and E bottom (indicated in Fig. 7c ), are derived from Eq. (2):
E bottom ¼ jAðx; yÞj 2 þ jBðx; yÞj 2 À 2Aðx; yÞBðx; yÞ:
The background jAðx; yÞj 2 þ jBðx; yÞj 2 and amplitude 2Aðx; yÞBðx; yÞ terms of the non-uniform interference fringes are independently obtained from (E top + E bottom )/2 and (E top − E bottom )/2, respectively, so we can normalize the intensity of the experimental holograms. In this study, the E top and E bottom curves of each hologram were calculated using Lagrange's three-order interpolation [8] . Figure 8a and b shows a TEM image of a latex particle sitting on a carbon film edge and one of the holograms in the series, respectively. The intensity of the hologram in Fig. 8c was normalized using these two envelope curves. This intensity profile expresses the only cosine function of Eq. (2), so a phase calculation error does not arise from the phase-shifting reconstruction process.
The problem of the Fresnel diffraction directly distorting the electron waves is overcome by subtracting the phase distortion of the reference holograms obtained in a vacuum without a specimen from the reconstructed phase of the holograms. The nonuniform fringes of the reference holograms are also normalized using the envelope curves. A 24-timesphase-amplified image reconstructed without these corrections is shown in Fig. 8d . Quantitative information about the weak electric field around the charged latex particle obviously cannot be extracted.
A phase image reconstructed using the corrections is shown in Fig. 8e . The weak electric field is clearly observable. The phase in this reconstructed phase image can be amplified by 100 times, as shown in Fig. 8f . A phase detection sensitivity of 2π/300 rad was achieved for 10 nm spatial resolution. These Fresnel corrections are essential for using phase-shifting electron holography to observe weak electromagnetic fields. This technique has been applied to nanometer-scale magnetic multilayer materials showing giant magnetic resistance [17] , compound semiconductors materials such as GaAs [10] and atomic structure observations with spherical aberration correction [18] .
Application of electron holography to industrial materials and devices Dopant profiling of GaAs compound semiconductors
Frabboni et al. were the first to experimentally observe a p-n junction in silicon (1985) [19, 20] , and McCartney et al. measured the potential drop across the junction [21] . In 1999, Rau et al. succeeded in observing two-dimensional electric potential distribution in the cross section of Si-transistors [22] . This potential distribution is formed by dopant distribution. Therefore, such quantitative observation is called 'dopant profiling' and caught the attention of a large number of semiconductor engineers and electron microscopists.
We then started making observations of compound semiconductor materials; however, the p-n junctions or dopant distributions were still unobservable. We suspected that the problem had something to do with the damaged layers caused by the focused ion beam (FIB) etching and decided to observe the damaged layer itself. In our preliminary observations we found that the damaged layer contained small crystalline particles, which created a complicated phase distribution due to electron diffraction. We, therefore, tried to remove the damaged layer [10] . First, a thin aluminum foil was attached to a copper plate using epoxy resin. Then, a small cross-sectional specimen was extracted from the test sample using FIB micro-sampling and fixed to a cross section of the thin aluminum foil by tungsten deposition. The specimen was thinned in an FIB system, and finally, both the top and bottom surfaces of the specimen were milled using a lowenergy Ar-ion beam for 5 min. Cross-sectional observation before and after the Ar-ion milling showed that the thickness of the damaged layer was reduced from 20 to 2 nm.
After the Ar-ion milling, we tried to observe a model sample of p-n-p multi-layers deposited on a GaAs semi-insulating substrate by phase-shifting electron holography [10] . An example hologram after Fresnel fringe correction [8] is shown in Fig. 9a , a phase image reconstructed by phase-shifting electron holography using 13 holograms is shown in Fig. 9b , and a schematic is shown in Fig. 9c . The p and n regions are shown with clear contrast in Fig. 9b . Furthermore, the low-and high-dopantconcentration n-regions are distinguished by the high contrast. This unexpected high contrast was explained by considering the thickness of the depletion layers and the electrically dead layers.
These dopant profiling and sample preparation techniques are thus useful for developing compound semiconductor devices such as lasers and highspeed transistors.
Electron holography of a hetero-interface in a solid oxide fuel cell (SOFC)
Solid oxide fuel cells (SOFCs), a large-scale energy source that can operate at high temperatures, are advantageous compared with other types of fuel cells because they can use many kinds of fuel gas. Moreover, they do not require a Pt catalyst to generate high levels of electricity. However, several problems have to be overcome before they can be put into general use. One problem is the 'overpotential effect', which is a decrease in the voltage from the expected level in a stable state as an operating current. One possible cause of this problem is the accumulation of O anions near the anode. Another is the lack of reserving O anions near the cathode due to the poor charge transfer efficiency.
In order to reveal such problems, it is valuable to observe the ion motion at the interface. Numerous studies have been conducted on various types of SOFC systems with different electrode and electrolyte materials in an effort to clarify and characterize the reactions at the tri-phase boundary (TPB) and the overall operation of the fuel cell [23] [24] [25] [26] . However, there have been only a few in situ TEM investigations in which reactions at the TPB were observed [27] . Electron holography has been used to observe the electrostatic inner potentials in an O-ionic conductor when an external potential is applied. Ion motions have been observed in the gadolinium-doped-ceria (GDC) with Pt electrodes system [11] .
To simulate fuel cell operation, we are experimentally applying an external potential to specimen SOFC cells with heating in a fuel gas environment. Initially, we observed the inner potentials by applying an external potential to specimen cells in a vacuum at room temperature. When an external electric potential is applied to solid electrolytes in vacuum, O anions are drawn toward the anode. This shift in the O anions causes a shift in the electrostatic potential, so the ion flow could be blocked unless new O anions are reserved from the cathode. This is the same phenomenon as the overpotential effect.
A noble specimen holder for the TEM used in this experiment was developed to enable an electric field to be applied to the specimen at high temperatures [28] . The holder (Fig. 10 ) has four electrodes: two for heating the specimen and two for applying a potential of up to ±5 V. Its use enables the specimen to be heated up to 1000°C. A cell sample was deposited by pulsed laser deposition (PLD) on a Si wafer (30 nm-thick Pt film, a 3 µm-thick GDC layer and a 60 nm-thick Pt electrode). A specimen for cross-sectional electron holographic observation was prepared using an FIB micro-sampling technique and mounted on the side of the Ta sheet heater (Fig. 10) . The heater was 6 mm long, 0.5 mm wide and 0.03 mm thick. The Au lead wire was 3 µm in diameter. The specimen cut from the wafer was 18 µm wide, 10 µm long and 3 µm thick.
A TEM image of the Pt/GDC interface is shown in Fig. 11a , a hologram of the area around the interface is shown in Fig. 11b and the simply reconstructed phase image is shown in Fig. 11c . The image shown in Fig. 11d was unwrapped from the simply reconstructed phase image (Fig. 11c) . The external potential applied and experimental set-ups are shown in Fig. 12a-c. Figure 12d shows the reconstructed phase obtained from the hologram without external potential (Fig. 11d) , which corresponds to the mean inner potential distribution of the pure Pt and GDC. The delay in the electron phase corresponds to the positive potential. Since Pt has a larger mean inner potential than GDC, it had a larger phase delay, so it is shown darker. When we applied external potential of −1.0 V to the Pt electrode, the reconstructed phase changed slightly as shown in Fig. 12e . Subtracting the phase distribution in Fig. 12d from that in Fig. 12e reveals the pure effect of the additive potential on the electrostatic inner potential, as shown in Fig. 12f . Figure 13a and c shows the difference in the phase profile when an external potential (−1.0 and 1.0 V, respectively) was applied to the Pt electrode.
The difference between the phase applied −1.0 V and that before applied any potential is shown in Fig. 13a as a profile along the long side of the rectangular inlet in Fig. 12f . The external voltage should reduce the potential from the negative electrode to the positive one because the potential is drawn so as to correspond to that for electrons. Therefore, the inner potential was expected to simply decrease. The profile of the phase difference (Fig. 13a) , however, shows that an electric double layer 4 nm thick (shown in red) formed at the interface due to the dielectric polarization and that the O anions in the GDC were repulsed toward the positive side and accumulated in an area 20 nm from the anode. This reduced the potential somewhat, as illustrated in Fig. 13b .
In contrast, a voltage of +1.0 V applied to the same electrode as in Fig. 13a reversed the polarization of the electric double layer, resulting in the accumulation of O-ion vacancies ( positive charges). This is evidenced by the small dip in the potential at 6 nm from the interface. The thickness of the double layer was 3 nm in this case. The difference in the thickness of the electric double layers shown in Fig. 13a and c may have been due to the poor resolution of the hologram, 3 nm. However, the difference in relaxation length shown in these two figures is significant, and it may have been due to the difference in polarization of the applied voltage. These results reflect the characteristics of the electrolyte GDC and electrode Pt.
Although the thickness of the specimen and the exact value of the potential were not determined, this was the first time that electric double layers were observed at the interface. The results confirm that the localization of O anions caused by an external electric field in solid electrolytes can be observed with in situ electron holography. The accumulation of anions or vacancies was due to conducting the experiment in a vacuum at room temperature. Experiments in an oxygen gas atmosphere at high temperatures will make the effect of vacuum atmosphere clearer, and close on the actual cell's reaction.
In situ electron holography observation of electric potential in an all-solid-state Li-ion battery All-solid-state Li-ion batteries are promising energy storage devices because of their safety, lifetime, cost and energy density characteristics. The main problem that prevents practical use is their low power density, which is attributed to the large resistance of Li-ion transfer around the electrode/solidelectrolyte interfaces. In general, when the Li-ion concentration changes in the battery materials during the charge-discharge reaction, the electrode potential of the materials should change because of electrochemical oxidation or reduction. To observe the local electrode potential change around the interfaces, we used in situ electron holography in a TEM to observe the battery reaction [12, 29] .
The battery sample we prepared is schematically illustrated in Fig. 14a . An 800-nm-thick LiCoO 2 positive electrode was deposited by PLD on a 90-µm-thick solid-electrolyte sheet of Li 1+x+y Al y Ti 2−y Si x P 3−x O 12 (LATSPO) [30] . Then, Au and Pt were coated as current collectors on one side and the other side, respectively. The negative electrode was formed in situ around the LATSPO/Pt interface during the first charging process in the TEM. Partial Li insertion reaction into the LATSPO near the interface ( pink-colored region in Fig. 14a ) irreversibly decomposed the LATSPO, resulting in the 'in situ formed negative electrode' [31] . This caused the electrode to bond to the electrolyte on an atomic scale, thereby reducing the interfacial resistance, which was 100 Ω cm 2 at the negative-electrode/LATSPO interface and 4000 Ω cm 2 at the LiCoO 2 /LATSPO interface [29] . The positive-and negative-side regions (indicated by red boxes in Fig. 14a ) were thinned by FIB, and the TEM images of these regions are shown in Fig. 14c and d, respectively. The LiCoO 2 was grown as columnar structures on the LATSPO sheet. The LATSPO consisted of a mixture of amorphous and crystallized grains. Figure 14b plots the initial cyclic voltammogram (CV) measured in the TEM. A pair of redox peaks is observed around 1.6 V, which means that the sample worked as a rechargeable battery in the TEM. Holograms around both interfaces were taken during the CV measurement at a given voltage (indicated by the arrows in Fig. 14b ). The potential profiles along the positive side A-B and the negative side C-D, surrounded by dotted lines in Fig. 14c and d, were reconstructed from the holograms. The spatial scale on the horizontal axis is marked from the electrode/current-collector interfaces. The potential (shown on the vertical axis) is shown as a relative value against the flat potential level (which was set to 0 V) to enable us to see how much the potential is distributed around the positive-and negative-side interfaces. At 0.42 V (Fig. 15g) , no potential was distributed on the negative side, so the voltage was mainly applied to the positive side. Figure 15a shows the positive-side potential distribution at 0.72 V. Our previous study [12] showed that the linear slope in the LiCoO 2 results from a shift in the electrical band structure caused by extracting Li ions, which indicates a subtle difference in the Li-ion concentration in the electrode. As shown in Fig. 15a , there was a steep potential drop at the positiveside interface and a gradual potential slope at the LATSPO sheet (indicated by the dashed red curve). This gradual slope was possibly due to the Li-ion poor region resulting from the movement of Li ions. At 1.05 V (Fig. 15b and h) , a negative-side potential change appeared within 3 μm in distance from the interface, and the potential slope changed at a certain point (red arrow position), 700 nm from the interface. When the voltage was increased to 1.53 V (Fig. 15c and i ) and 1.95 V (Fig. 15d and  j) , the positive-side potential was mostly maintained while the negative-side one was distributed more deeply, especially to the right of the red arrow.
When Li ions are charged in the negative electrode, the electrode potential generally decreases. Therefore, the deeper potential was probably due to Li-ion charging in the negative electrode. When the voltage was reduced to 1.48 V (Fig. 15e and k ) and 1.26 V (Fig. 15f and 1) in the discharged state, a different potential distribution formed on both sides. On the positive side, a flat potential distribution was newly observed inside the LATSPO around the interface. It was 300 nm at 1.48 and 210 nm at 1.26 V. The spatial resolution of the holography measurement was 100 nm. The potential resolution was estimated from the difference between the experimental profile and the trend curve fitted with a polynomial, and it was 0.02 V in the LATSPO region. Thus, the reduction in the flat potential distribution was significant. On the negative side, the gentle slope on the left side of the red arrow almost flattened out compared with those in Fig. 15h and j in the charged state. A slightly lower potential ( 0.08 V) appeared in a region 1600 nm wide, moving this region 300 nm to the left between 1.48 and 1.26 V. On the right side of the red arrow, the deep potential slope remained.
The 700-nm-wide negatively charged region at the right side of the red arrow is the 'in situ formed negative electrode' as we described above. The potential slope inside the negative electrode probably resulted from the difference in density of the negative electrode materials. On the left side of the red arrow (the negative side), a gentle slope region formed during the charge process. However, it mainly disappeared during the discharge process, and a 1600-nm-wide low-potential region formed instead inside the LATSPO. Because this region has no significant TEM contrast, a small number of Li ions might have been trapped in certain places such as the grain boundaries, which would retard Li-ion movement in the solid electrolyte. Moreover, a smooth potential change appeared at the negative-electrode/LATSPO interface (red arrow position), while the potential dropped sharply at the positive-side interface. This potential drop is probably related to the difference in interfacial resistance between the interfaces.
On the positive side, a gradual potential was observed in the charged states. In the discharged states, the potential in the LATSPO around the interface was slightly decreased, resulting in the flat distribution. The difference in both cases was the direction of Li-ion movement. This interface had the high interfacial resistance of Li-ion transfer (4000 Ωcm 2 ), so the 300-nm-wide flat region was probably due to the accumulation of Li ions in front of the interface. In this case, the decrease to a 210-nm-wide flat region at 1.26 V was due to the decrease in the number of Li-ion movements, as supported by the CV measurement results.
In short, in situ electrochemical electron holography can be used to visualize how Li ions move during the charge-discharge reaction and to identify the retardant region of the Li-ion transfer. Such information is essential to developing high-performance battery devices.
Concluding remarks
We have reviewed three advanced electron holography techniques: on-line real-time electron holography, 3D reconstruction of electromagnetic fields and high sensitivity phase-shifting electron holography. We also presented several applications of electron holography to the analysis of industrial materials and devices: GaAs compound semiconductors, SOFCs and all-solid-state Li-ion batteries. Electron holography is becoming a more and more important microscopy technique for materials science and device engineering, and its use should lead to the breakthroughs essential for creating a sustainable society.
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