3 ) Let B(zl, z 2 ) = ( 1 -z l ) ( l -z 2 ) ( l + z l z 2 ) (taken from [2] ). Obviously this polynomial is not minimum. phase. We choose a PLSI of the form where each of these factors is the corresponding PLSI of the corresponding factors of B(zl, z2) and of the same order. Although this is not an optimal procedure, the advantage is that the minimum phase of A l ( z l ) , A2(z2). and Ai2(z1,
can be easily checked [using the sufficient conditions for A 12 (zl, z2 )] . Also, the magnitude of B(zl , z2 ) can be approximated well by the cascade of the PLSI's.
I v . CONCLUSIONS Because of the general nature of the PLSI stabilization technique, the sufficient conditions given in this paper are of practical importance. It should be noted that these sufficient conditions are less restrictive for lower order PLSI's than for higher order ones. The conditions basically restrict the autocorrelation matrix to be diagonal dominant in a certain way.
As indicated in the examples, if B(zl, z 2 ) were factorized into low-order polynomials, the stabilization could be approached in a suboptimal way. The minimum phase of the PLSI's of each of the factor can be checked using the sufficient conditions. The difficulty of this procedure would then be in the factorization. 
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On the Eigenstructure of Toeplitz Matrices
GEORGE CYBENKO
Abstract-In spite of the fact that Toeplitz eigenvalue problems have important applications in signal processing, relatively little is known about the eigenstructure of finite real symmetric Toeplitz matrices. In this paper, we exhibit two facts about the Toeplitz eigenstructure problem. First we show that any reciprocal or anti-reciprocal n vector is an eigenvector for at least an [(n + 1)/2] -dimensional linear space of real symmetric n X n Toeplitz matrices. The second result is the fact that every n X n Toeplitz matrix can be imbedded into an (n + 1) X (n + 1)
Toeplitz matrix which has a repeated smallest eigenvalue. Recall that an n X n matrix T = (tii) is Toeplitz if its entries tjj satisfy the invariance property tji = t i -, -for all i and j. The matrix is also evidently real and symmetric if the entries are real and t j -j = ti-i . In this paper, we shall only consider real, symmetric Toeplitz matrices. For convenience, we write T = Toep ( t o , t , , * . * , tn -) for the matrix whose i -j t h entry is t l i -j l . It is useful to introduce the permutation matrix E defined by
I. INTRODUCTION
An n vector v will be called reciprocal if At present, the inverse eigenvalue problem for Toeplitz matrices is unresolved for dimensions greater than 4. Specifically, if hl , hz, * * * , h, are n real numbers with n greater than 4, it is not known whether there exists an n X n matrix Toep ( t o , * * . , t, -) with these numbers as eigenvalues. For n less than or equal to four, the answer is known, and in fact, one can construct real, symmetric Toeplitz matrices with arbitrary eigenvalues. Once again, the most complete discussion regarding the current state may be found in [ X ] .
As noted in the previous paragraph, eigenvectors for real, symmetric Toeplitz matrices can be chosen as reciprocal or anti-reciprocal, and so we ask the question of whether this is a sufficient condition for a vector to be an eigenvector of a Toeplitz matrix. The answer for an anti-reciprocal vector v, that is, if Ev = -v, is quite trivially "yes" since Toep (1, * . * , 1) is an n X n matrix with such a v as an eigenvector for the eigenvalue zero. The case when n is even and v is a reciprocal n vector is equally trivial since then Hence, in these two special cases, a trivial lower bound is easy to establish. Moreover, there is at least an n/2-dimensional subspace of Rn, call it S, for which
for any a E S.
Here we have either Ev = v or Ev = -v and S depends on v significantly. This is the result of Section 11: , In Section 111, we show that for any Toep (a) with a E IRn, there is a real number a so that Toep (a, a) has a repeated smallest eigenvalue. These must be considered as modest steps towards a more complete resolution of the Toeplitz eigenvalue problem, since in their own right, they only advance our understanding rather indirectly. Nonetheless, in the absence of any general theory, these results are perhaps significant and may be useful to future investigations.
TOEPLITZ MATRICES WITH A GIVEN EIGENVECTOR
In this section, we will exhibit a lower bound for the linear dimension of the space of Toeplitz matrices that have a given vector as an eigenvector. We begin with a general remark that is quite independent of Toeplitz matrices. Namely, suppose that an n vector v is an eigenvector for the two matrices A and B, with associated eigenvalues h and p , respectively. Then trivially, v is also an eigenvector of the matrix A + B with eigenvalue h + p . Hence, given any vector, the space of matrices with that vector as an eigenvector is a linear subspace. Now there is a one-to-one correspondence between real, symmetric n X n Toeplitz matrices and real n vectors through the identification
It follows that the subspace of Toeplitz matrices having a given vector as an eigenvector is a linear subspace of IRn. It is useful to introduce some simple notation and definitions. 
. , O)* E S(u)
for all u , so that the dimension of S(u) is at least 1 (and by the remarks in the Introduction, at least 2 in two general cases). Our next result places a less trivial lower bound on the dimension of S(u) for general reciprocal and anti-reciprocal u.
Theorem 1: For any v E IRn, satisfying either Ev = v or Ev = -u , we have
Proof: We actually show a slightly stronger result, namely, that the dimension of the space of Toeplitz matrices for which u is an eigenvector corresponding to the eigenvalue 0 is at least the number in (1). Thus, suppose that
The key observation is that each of the equations in (2) is linear in both the entries of u and v. Hence, we can write
where M(u) is an n X n matrix whose entries depend linearly on the n vector v. We shall describe M ( v ) shortly, but for the moment, it is noteworthy that from (3) we have dimension ( S ( V ) ) 2 nullity (M(v) ). The remainder of the argument merely uses the structure of M ( v ) to deduce its nullity. Use of the assumption Ev = -Iv is made here.
The matrix M ( v ) = (mij) has the following form: for 1 < i S 4 2 ,
for n -i + l < j ,
and for i > nl2,
Let Mi denote the i t h row of M(v). We claim that if Ev
The verification is a rather uninspiring application of the fact that either vi = v, -i + or vi = -v, -i + l . We leave this to the reader, but a simple example that follows illustrates the basic structure of M(v). It follows that the row rank of M ( v ) is no greater than n -[n/21. Based on this example and the obvious generalizations, which will be left to the reader to verify, we have the following corollary.
Corollary 1: Let u be a nonzero n vector. Then the dimension of the space of real, symmetric Toeplitz matrices for which u is an eigenvector with eigenvalue 0 (that is, u is a singular vector) is 4 2 if n is even and either Eu = v or Ev = -v, (n + 1)/2 if n is odd and Eu = -u, (n -1)/2 if n is odd and Ev = u.
The precise dimension offered by Corollary 1 allows us t o also give a precise dimension for the general case (that is, not restricted to zero eigenvectors). The idea is that for any u E S(u) with Eu = +u and u $: 0, the relationship Toep ( u ) v = hv implies that Toep (u -hw) u = 0 where w = (1, 0, * . . , O)T is the first standard basis element of IRn. Thus, S(u) is the direct sum of the one-dimensional space spanned by w and the space of Toeplitz matrices for which u is a singular vector. The dimension of the latter subspace was given in Corollary 1, and so we have the following exact result.
Theorem 2: Let v be a nonzero n vector. Then the following are true:
if n is even and either (4) and Tui = Xiui, vi # 0, then the polynomial v i ( z ) = (1, Z, . . . , zn -I ) vi has at least In -1 -2jl roots on the unit circle.
Theorem 2 shows that any reciprocal or antireciprocal n vector is an eigenvector for a large collection of Toeplitz matrices. Let u be a reciprocal or antireciprocal n vector and let r be the number of roots of u(z) = (1, z, * -. , z n -' ) u on the unit circle. Then the eigenvalues corresponding to u in any Toeplitz matrix for which u is an eigenvector must have rank j [in the ordering of (4)l satisfying r Z In -1 -2jl. In particular, if n is even, r 2 1, and indeed, an even-dimensional u must satisfy u( 1) = 0 or u(-1) = 0. On the other hand, for n odd, u(z) need have no zeros on the unit circle; however, if r = 0, then the eigenvalues corresponding to u must have rank ( n -1)/2 in the ordering of (4) .
Thus, the results of [8] on lower bounds for roots on the unit circle actually refine Theorem 2 by restricting the ranked eigenvalues for which a given u can be an eigenvector.
AN EMBEDDING PROPERTY
The main result of this section is to establish the following fact about embeddings of Toeplitz matrices. a 2 ) where a, and a, are the two real roots must be a reciprocal/anti-reciprocal pair (see [4] ).
Hence, some value of a in the real interval determined by al and must correspond to a matrix Toep (a, a ) that has a multiple smallest eigenvalue since a transition from reciprocal to anti-reciprocal eigenvector can happen only if eigenvalues coalesce and the eigenspaces become multidimensional.
It is not clear what relationship this value of a has with the unique value described in Theorem 3. In particular, since the interval described above is determined by a quadratic function, can this quadratic polynomial be used to determine the desired value for a?
IV. DISCUSSION
The study of Toeplitz eigenvalue problems is still young, and much remains to be learned. Of pa?ticular interest is the inverse eigenvalue problem for Toeplitz matrices as described in [8] . In this note, we have seen that a precise lower bound on the dimension of the space of Toeplitz matrices with a prescribed eigenvector may be derived. The bound is independent of the structure of the eigenvector, save that it be either reciprocal or anti-reciprocal. A result on the embeddability of Toeplitz matrices into larger Toeplitz matrices that have repeated smallest or largest eigenvalues was also presented.
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