Abstract: Atmospheric monitoring produces huge amounts of data. Univariate and bivariate statistics are widely used to investigate variations in the parameters. To summarize information graphs are usually used in the form of histograms or tendency profiles (e.g., variable concentration vs. time), as well as bidimensional plots where two-variable correlations are considered. However, when dealing with big data sets at least two problems arise: a great quantity of numbers (statistics) and graphs are produced, and only two-variable interactions are often considered. The aim of this article is to show how the use of multivariate statistics helps in handling atmospheric data sets. Multivariate modeling considers all the variables simultaneously and returns the main results as bidimensional graphs that are easy-to-read. Principal Component Analysis (PCA; the most known multivariate method) and multiway-PCA (Tucker3) are compared from methodological and interpretative points of view. The article demonstrates the ability to emphasize different information depending on the data handling performed. The results and benefits achieved using a more complex model that allows for the simultaneous consideration of the entire variability of the system are compared with the results provided by the simpler but better-known model. Atmospheric monitoring (SO 2 , NO x , NO 2 , NO, and O 3 ) data from the Lake Como Area (Italy) since 1992 to 2007 were chosen for consideration for the case study.
Introduction
The effects of human activity on the atmosphere have been the subject of intensive studies in recent years as air pollution has been found to be connected closely to human health (see [1] and references therein). Moreover, at present time several international organizations are also devoted to deal with this important issue (World Health Organization WHO-www.who.int; US EPA Clean Air Act-www.epa.gov/clean-air-act-overview; EMEP/EEA air pollutant emission inventory guidebook-http://www.eea.europa.eu/themes/air/emep-eea-air-pollutant-emissioninventory-guidebook).
Atmospheric monitoring has led to a huge amount of data recorded all over the world through the years. Monitoring stations register hourly average data resulting in a huge amount of data when considering several months or years. Univariate and bivariate statistics are widely used to rationalize the information and frequently bidimensional graphs are employed to show them. The graphical approach allows for the explanation of simple to intricate patterns in an easy way, making the results available to scientists of different disciplines and also understandable to non-scientific individuals.
Histograms (e.g., variable concentration vs. sampling site) and tendency profiles (e.g., variable concentration vs. time) are commonly used together with bidimensional plots in which two-variable correlations are taken into account. However, the univariate/bivariate statistical approach leads to at least two problems when dealing with big data sets. Firstly, to fully comprehend the system the large amount of numbers (statistics) and graphs that are produced have to be analyzed and compared. Secondly, only two-variable interactions are often considered, while a simultaneous investigation of all the variables is required to gain a complete description of the environment. Furthermore, the data handling and the interpretation of the results could be difficult using univariate/bivariate statistical tools due to the multivariate nature of the data in addition their large size.
The aim of this article is to propose a different way to add value to the data by bidimensional (two-way) and multidimensional (multiway) modeling techniques. These techniques allow all the sources of variation to be taken into account at once while also allowing hidden information in the data to be uncovered in a simple and swift way through the interpretation of only a few bidimensional plots.
In the literature the most employed technique is the Principal Component Analysis (PCA) [2] [3] [4] [5] [6] [7] , which allows for bidimensional data to be easily managed (e.g., different variables measured in several sampling sites or different variables measured over time for a particular sampling site (PCA could be classified as a two-way multivariate method)). However, when dealing with atmospheric monitoring (as in the majority of environmental monitoring contexts) chemico-physical parameters are usually monitored in different locations during a determined period, thus several variation sources could be identified. Sites × parameters × time (e.g., hours, days, years, etc.) could be arranged in at least a 3D array and even more dimensions could be investigated. Classical two-way calculation methods could be applied on the unfolded matrix with the following limitation: some variability sources will be confused (mixed) in one of the bidimensional data matrix dimensions.
Multiway methods gained a lot of attention in recent years in the environmental data analysis field (see [8] [9] [10] [11] [12] and references therein) as they represent a more appropriate choice when compared to bidimensional alternatives.
The case of study proposed here concerned an evaluation of the changes in the troposphere pollution in Lake Como Area (Northern Italy) through the investigation of some of its main pollutants. SO 2 , NO x , NO 2 , NO (primary pollutants, directly emitted), and O 3 (secondary pollutant formed by a combination, or reaction, among primary pollutants) [13, 14] were measured from the Regional Environmental Protection Agency (ARPA) by permanent troposphere analyzers over the period of 16 years. Thus, for this study, a huge data set was available.
In this work both two-way and multiway approaches were considered. A discussion about data transformation, preprocessing, and the theory of the multivariate methods considered is given in this article, as well as a discussion surrounding the results obtained by different data arrangements. Among the multidimensional methods (other multiway methods are described in ( [15] [16] [17] and references therein)) the Tucker3 method (references follow) was chosen due to its fitting flexibility.
Experiments

Case of Study
This study was focused on Lake Como Area (Lombardy, Northern Italy), which is an environmental and economic resource (especially for tourism) for the population living in North-West Lombardy: besides its importance as a drinking water reservoir the lake offers beautiful landscapes appreciated all over the world. This area is of relevant importance in the Italian environmental monitoring program.
Data considered in this study were obtained by troposphere analyzers which are permanently located in the cities of Como and Lecco, two high vehicular traffic sites, and Varenna, a small town situated in a rural area (Figure 1 ). SO2, NOx, NO2, NO, and O3 concentration values (average per hour-stored only if the measurement in continuum was provided for at least 75% of the period of one hour, if not the machine stored an arbitrary code to identify a missing datum) were available from 1 January 1992 to 31 December 2007.
Theory
Raw Data: Transformation and Preprocessing
Bilinear models (e.g., PCA) assume linear data: the presence of skewed variables in the dataset has to be checked and eventually corrected. Data transformation returns variable distributions suitable for a powerful analysis [18] . Instead, data preprocessing allows an easier extraction of the meaningful information by reducing effects such as, for example, measurements in different units and variables with different variance values (e.g., magnitude order).
• Average
The models were built on averaged data, according to the information to be emphasized, as described in following sections. Average values were calculated only if 75% of the data were available (following the criteria used from the troposphere analyzer), any datum that did not meet this criteria was coded as missing value.
•
Logarithmic transformation
Variables box plots and histogram plots were analyzed to check non-linearities. An example of a highly asymmetrical variable is shown in Figure 2a . In such cases, a data logarithmic transformation, or a square root in the case of slight asymmetry, was applied to make the distribution more symmetrical. Figure 2b shows the same variable distribution after a logarithmic transformation. Bilinear models (e.g., PCA) assume linear data: the presence of skewed variables in the dataset has to be checked and eventually corrected. Data transformation returns variable distributions suitable for a powerful analysis [18] . Instead, data preprocessing allows an easier extraction of the meaningful information by reducing effects such as, for example, measurements in different units and variables with different variance values (e.g., magnitude order).
• Logarithmic transformation
Variables box plots and histogram plots were analyzed to check non-linearities. An example of a highly asymmetrical variable is shown in Figure 2a . In such cases, a data logarithmic transformation, or a square root in the case of slight asymmetry, was applied to make the distribution more symmetrical. Figure 2b shows the same variable distribution after a logarithmic transformation. • Autoscaling This preprocessing technique is required when variables expressed in different units and/or showing different variation ranges have to be compared. It gives all variables the same chance to influence the estimation of the components. Autoscaling results from performing the mean centering and the standardization transformations:
J-scaling is the autoscaling in the variable (columns) direction in multi-way modeling [8, 19] : the objects with all the other information are arranged in the rows. This pretreatment removes the differences between the variables arising from different ranges and magnitudes giving all of the variables the same chance to contribute to the model. This method retains the differences between the objects.
Bidimensional Modeling: Principal Component Analysis
The aim of the Principal Component Analysis (PCA) [20, 21] is the extraction and synthesis of the relevant information from the data by transforming the original variables into new variables called Principal Components (PCs). They are linear combinations of the original variables; as they are orthogonal, each of them carries independent information. A value of explained variance is associated to each of the principal components. This value is complementary, quantifiable and in decreasing order: the first component explains the greater percentage of variance, the second one explains it at a lower degree, the third one to a still lower value, and so on, until the last members only contribute to the model noise. PCA calculation produces diagrams called score and loading plots. In the score plot groups of objects, trends, and outliers can be visualized; the Loading Plot shows the correlation between the variables. Variables with a high absolute value on a certain PC have a larger contribution to the construction of the given PC.
• Unfold-PCA As mentioned above, PCA can be also used with satisfying results when data have an intrinsically multidimensional structure, but a transformation of the array is necessary to obtain a bidimensional data matrix. This will lead to information mixing in at least one of the two dimensions of the data matrix. • Autoscaling This preprocessing technique is required when variables expressed in different units and/or showing different variation ranges have to be compared. It gives all variables the same chance to influence the estimation of the components. Autoscaling results from performing the mean centering and the standardization transformations:
• Unfold-PCA As mentioned above, PCA can be also used with satisfying results when data have an intrinsically multidimensional structure, but a transformation of the array is necessary to obtain a bidimensional data matrix. This will lead to information mixing in at least one of the two dimensions of the data matrix.
For a three-dimensional array X (I × J × K), where I represents the samples, J the variables, and K the conditions (in this article I = time, J = chemical variables, and K = sampling sites), different unfolding schemes could be applied, depending on the modeling purpose ( Figure 3 ). Two strategies were considered in this article:
mixing the information of samples and conditions in a matrix (I × K) × J, with the goal of investigating sample variations in time; -mixing the information of samples and variables in a matrix I × (K × J), to study the relationships between the variables and the average changes of the investigated sites in time.
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− mixing the information of samples and conditions in a matrix (I × K) × J, with the goal of investigating sample variations in time; − mixing the information of samples and variables in a matrix I × (K × J), to study the relationships between the variables and the average changes of the investigated sites in time. 
Multidimensional Modeling: Tucker3
The Tucker3 method, also called multi-way PCA, is the extension of the PCA in the case of data with three or more dimensions. Each dimension is defined as a "mode" of the calculation. The algorithm took its name from the psychometrician Ledyard R. Tucker who proposed it in 1966 [22] . Several improvements were performed since then [8, 23, 24] . In this article, the authors decided to arrange the data in four dimensional arrays.
For a four-way data matrix the model calculates the decomposition of the original data X (I × J × K × L) in four loadings matrices A (I × S), B (J × M), C (K × N), D (L × P), one core matrix, Z (S × M × N × P), and one error matrix, E (I × J × K × L), as expressed in:
The loadings matrices A, B, C, and D represent the four modes (in PCA we have only two matrices that correspond to two modes: the score matrix and the loading matrix) whereas S, M, N, and P represent the number of extracted factors from each of the four modes (note that when dealing with multiway modeling the new extracted variables are called "factors" instead of "Principal Components"). While in the PCA the number of components to be interpreted is the same in both score plot and loading plot, in Tucker3 the number of factors could be different for each mode. Any component of one mode can be linked to any component of the other modes: Tucker3 model could be considered a flexible model in this sense. The study of the sign in the core matrix (Z) is required for the correct interpretation of information. The core matrix Z (S × M × N × P) describes the relationship between the different modes: it allows the signs of the factors, and consequently the axis orientation in the plots of each mode, to be established.
The error matrix E (I × J × K × L) includes the random variation. 
For a four-way data matrix the model calculates the decomposition of the original data
, and one error matrix, E (I × J × K × L), as expressed in:
The error matrix E (I × J × K × L) includes the random variation.
Experimental
Principal Component Analysis and Unfold-PCA were calculated with the software The Unscrambler 9.8 (CAMO). Multiway modeling was carried out in N-way toolbox [24] running under Matlab environment (The MathWorks Inc., Palo Alto, CA, USA).
Dealing with Missing Data
Different kinds of non-numerical values were present in the original data matrix (hourly averages × number of variables × number of sites): (1) instrument error codes (problems occurred with the analyzers); (2) values under the analytical method detection limit (LOD) which are called censored data. The censored data (around 2%) were substituted with LOD/10 values [25] .
Matrices used for the unfolded-PCA method resulting in missing values for up to 7% of the data: PCA can successfully manage such a low percentage.
Matrices used for the N-Way method had missing values for up to 12% of the data. The Tucker3 algorithm [24] processes missing elements via an iterative approach called expectation maximization (EM) formulated by Dempster et al. [26] . The kind of approach applied to the Tucker3 model has also been presented by Walczak and Massart [27, 28] . In the first step of this procedure the missing elements are replaced by one third of the mean row-wise and one third of the mean column-wise. During the following consecutive steps of the alternating least squares algorithm they are replaced with their predicted values, based on the currently constructed model. The calculation continues until the model residuals minimization is obtained, meaning up to the point in which there is no significant difference in the estimated missing values and the convergence of the algorithm is reached.
Results and Discussion
Two-way and multiway modeling interpretation is obtained basically through the evaluation of bidimensional plots. It is worthwhile to remind that in the Tucker3 model the plots axis directions depend on the sign of the correspondent core matrix element. As the bidimensional modeling is well known and widely used in atmospheric sciences, in this article the Tucker3 model interpretation will be clarified in a more detailed way.
Unfold-Principal Component Analysis
The unfold-PCA calculation was performed firstly on the 2D array with the 16 yearly average values (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) for the three sites in the rows and5 variables in the columns. Autoscaling was performed on the unfolded matrix. The aim of this model was the comprehension of the differences between the sites with respect to the investigated variables and their changes in time. A score and loading plot are shown in Figure 4 .
The first PC explained 62% of the total variance, the second one explained 28%. In the loading plot, PC1 showed the difference between a primary pollutant located along positive values of the axis and O 3 , which had a negative value. The second component, instead, differentiated the primary pollutants.
Three sample groups emerged in the score plot. The first component differentiated the samples collected in the two urban sites (positive values) from the rural one (negative scores). PC2 differentiated Como (labelled as squares in the plot) and Lecco (labelled as triangles in the plot) samples. A pattern could be also detected: while all the Varenna samples were positioned in a small graph area, Como and Lecco samples were found from positive PC1 values (earliest sampling years) to values closer to the zero (more recent years). It is worthwhile to note that the two trends had a different direction in the PCs space.
Some interesting conclusions arose from this model. Varenna had higher O 3 values in comparison to the other two sites. On the other hand, Como was characterized by higher values of NO 2 and Lecco showed higher values of SO 2 . During the chosen period, the primary pollutants reduction can be observed in the two urban sites, while the environmental condition of Varenna remained more stable (average yearly data are available in Supplementary Materials, Table S1 ). The first two PCs retained 76% of the total variance (PC1 62%, PC2 14%-subsequent PCs did not add any valuable information).
In the loading plot the first component accounted for the information concerning primary pollutants in the three sites: these variables appeared to be highly correlated especially for the Como and Lecco sites. PC2 was mainly influenced by O 3 (the secondary pollutant) values.
In this case, the model highlighted the correlation between different variables according to their environmental source (it is worthwhile to note that their position in the plot was quite different in comparison to the loading plot obtained by the previously described PCA model).
In the score plot the samples were found along the PC1 direction: they went from 1992 (negative values) to the more recent years that showed positive score values (years starting from 2000 occupied a small area on the plot). From the model arose an average primary pollutants reduction from 1992 (the most polluted situation) to 2000 and a successive stabilization. O 3 levels (averaged on the three sites) did not show significant changes.
Four-Way Tucker3 Model
The first multiway model was calculated arranging the data set in a four-way array 365 days × 5 parameters × 16 years × 3 sites. Logarithmic transformation and J-scaling (scaling within variables mode) were applied prior to modeling. The aim of this model was to investigate: (1) the trends of the pollutants in the period 1992-2007; (2) the variability of the pollutants throughout the year; (3) the differences between the three considered sites.
The optimal model complexity given a proper explained variance (in other words, the optimum number of factors for each mode to be considered), was detected through the scree plot evaluation [29, 30] in which models against explained variance % are reported (see Figure 6 ). The scree plot was realized by starting the calculation from the model with one factor in each mode [1,1,1,1] until the model [5, 5, 5, 3] . The optimal model showed the better compromise between the smaller number of factors in each mode and the higher percentage of the data variance-several models were taken into account when selecting it.
The decomposition model [2,1,2,2] that explained 96.5% of the total data variance was chosen for further investigation (Figure 6a) . All of the four modes but one were described by two factors, the second mode only needed one factor. The first mode (A) contained information concerning the days of the year, the second mode (B) contained the correlation between the parameters, and the third (C) and the fourth (D) models contained the differences between the years and the sites, respectively.
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The first two PCs retained 76% of the total variance (PC1 62%, PC2 14%-subsequent PCs did not add any valuable information).
In the loading plot the first component accounted for the information concerning primary pollutants in the three sites: these variables appeared to be highly correlated especially for the Como and Lecco sites. PC2 was mainly influenced by O3 (the secondary pollutant) values.
In the score plot the samples were found along the PC1 direction: they went from 1992 (negative values) to the more recent years that showed positive score values (years starting from 2000 occupied a small area on the plot). From the model arose an average primary pollutants reduction from 1992 (the most polluted situation) to 2000 and a successive stabilization. O3 levels (averaged on the three sites) did not show significant changes.
The decomposition model [2,1,2,2] that explained 96.5% of the total data variance was chosen for further investigation (Figure 6a) . All of the four modes but one were described by two factors, the second mode only needed one factor. The first mode (A) contained information concerning the days of the year, the second mode (B) contained the correlation between the parameters, and the third (C) and the fourth (D) models contained the differences between the years and the sites, respectively. The most important core elements of Z (the core array) were [1,1,1,1], [2,1,1,2] , and [1,1,2,2] that respectively explained 64.5%, 21.1%, and 6.2% of the core variance, which accounted for 91.8% of the total core variance. The loading plots for the different modes are shown in Figure 7 . The most important core elements of Z (the core array) were [1,1,1,1], [2,1,1,2] , and [1,1,2,2] that respectively explained 64.5%, 21.1%, and 6.2% of the core variance, which accounted for 91.8% of the total core variance. The loading plots for the different modes are shown in Figure 7 . The first important core element [1,1,1,1] explained 64.5% of the core variance and carried the information about the interaction between all the first factors in each mode (A1, B1, C1, D1). The sign of this core element was (−). Along the first axis of mode A (days) and mode C (years), all the loadings showed positive values, therefore the sign of the core element was determined by the signs of modes B (variables) and D (sites). B1 was mainly related to the variation of variables NO, NO2, NOx, and SO2, which were highly correlated between them at negative loading values. O3 showed a positive loading value. This axis discriminated between the primary pollutants and the secondary one. D1 differentiated the rural town, Varenna (V) from the two industrialized and populated cities, Como (C) and Lecco (L): Varenna had a negative loading value while Como and Lecco both had similar positive loading values. The negative sign of the core element could be explained through the interaction between high negative loading of B1 (variables) and high positive loading of D1 (sites) or vice-versa (mode A and C show all positive loadings). Thus, it could be pointed out that, on average, the concentration values of the primary pollutants reached higher levels in Como and Lecco sites and that, on the other hand, Varenna was characterized by higher levels of O3. This consideration was notable for all the days in all the years.
The second important core element [2,1,1,2] explained 21.1% of the core variance and reflected the second factor in the first and fourth modes and the first factor in the second and third mode (A2, B1, C1, D2). A trend in the sample positions arose along A2 despite the overlapping due to the great number of samples (days). Samples were located from negative to positive values according to the season variability: winter and autumn days (labelled in black and dark gray in the plot) had negative values whereas spring and summer samples (labelled in gray and light gray in the plot) were placed at positive values. B1 distinguished between primary pollutants and O3, as already mentioned, while all the years showed positive values on C1. Along D2 all the loadings showed negative values; no differences between the sites arose from this factor. O3 levels (positive loading on B1) increased during spring and summer days while the primary pollutants highest values were recorded in the cold seasons. The first important core element [1,1,1,1] explained 64.5% of the core variance and carried the information about the interaction between all the first factors in each mode (A1, B1, C1, D1). The sign of this core element was (−). Along the first axis of mode A (days) and mode C (years), all the loadings showed positive values, therefore the sign of the core element was determined by the signs of modes B (variables) and D (sites). B1 was mainly related to the variation of variables NO, NO 2 , NO x , and SO 2 , which were highly correlated between them at negative loading values. O 3 showed a positive loading value. This axis discriminated between the primary pollutants and the secondary one. D1 differentiated the rural town, Varenna (V) from the two industrialized and populated cities, Como (C) and Lecco (L): Varenna had a negative loading value while Como and Lecco both had similar positive loading values. The negative sign of the core element could be explained through the interaction between high negative loading of B1 (variables) and high positive loading of D1 (sites) or vice-versa (mode A and C show all positive loadings). Thus, it could be pointed out that, on average, the concentration values of the primary pollutants reached higher levels in Como and Lecco sites and that, on the other hand, Varenna was characterized by higher levels of O 3 . This consideration was notable for all the days in all the years.
The second important core element [2,1,1,2] explained 21.1% of the core variance and reflected the second factor in the first and fourth modes and the first factor in the second and third mode (A2, B1, C1, D2). A trend in the sample positions arose along A2 despite the overlapping due to the great number of samples (days). Samples were located from negative to positive values according to the season variability: winter and autumn days (labelled in black and dark gray in the plot) had negative values whereas spring and summer samples (labelled in gray and light gray in the plot) were placed at positive values. B1 distinguished between primary pollutants and O 3 , as already mentioned, while all the years showed positive values on C1. Along D2 all the loadings showed negative values; no differences between the sites arose from this factor. O 3 levels (positive loading on B1) increased during spring and summer days while the primary pollutants highest values were recorded in the cold seasons.
The third important core element [1,1,2,2] had a positive sign and explained 6.2% of the core variance, it carried the information about the interaction between factors A1, B1, C2, and D2. C2 showed a trend from the first investigated years (positive values) to the more recent ones that showed negative values. The other factors have already been explained above. The third core element therefore showed the primary pollutants decreasing (as previously described by unfold-PCA models).
The second Tucker3 model presented in this article was built to study the differences between the weekly days (average values on a weekly base − Monday ÷ Sunday). The matrix was arranged into a four-way array as 7 days of the week × 5 parameters × 834 weeks × 3 sites. Logarithmic transformation and J-scaling were applied prior to modeling.
The decomposition model with complexity [2,1,2,2] (77.3% of the total data information) was chosen (Figure 6b The third important core element [1,1,2,2] had a positive sign and explained 6.2% of the core variance, it carried the information about the interaction between factors A1, B1, C2, and D2. C2 showed a trend from the first investigated years (positive values) to the more recent ones that showed negative values. The other factors have already been explained above. The third core element therefore showed the primary pollutants decreasing (as previously described by unfold-PCA models).
The decomposition model with complexity [2,1,2,2] (77.3% of the total data information) was chosen (Figure 6b The first mode (A) described the difference between the days of the week, the second mode (B) described the correlation between the parameters, the third mode (C) described the difference between the weeks, and the fourth one (D) the difference between the sites.
The first important core element [1, 1, 1, 1] The first mode (A) described the difference between the days of the week, the second mode (B) described the correlation between the parameters, the third mode (C) described the difference between the weeks, and the fourth one (D) the difference between the sites.
The first important core element 
Conclusions
Several conclusions can be drawn both from the modeling and the environmental points of view. Both PCA and Tucker3 models could be classified as projection methods: they allow researchers to summarize the information hidden in multidimensional data onto lower dimensional subspaces with minimal loss of variance. They capture the structure in the data and return it through bidimensional graphs that give qualitative information.
The information concerning the average change in the sites during a certain time period (with respect to the considered variables) and the variables correlations, according to their environmental behavior, was obtained by the unfold-PCA strategy: two models were calculated (some sources of variability were mixed in one of the two dimensions of the data matrix) and a few numbers of bidimensional graphs were commented.
The multiway models gave all these forms of information from a single calculation taking into account the distinction between polluted and unpolluted sites, the correlation between variables according to the environmental behavior, the average change during the considered time period, and the information concerning temporal cycles, (such as the seasonal and the weekly cycles). On the other hand, both the calculation and the results interpretation could be considered a little more difficult or unusual when using the Tucker3 model, considering that it is not as common as PCA and scientists are not as used to using it. It is worthwhile to note that depending on the desired goals the data could have been arranged in a variety of different manners. Multiway modeling is a really powerful tool from this point of view because it allows researchers to distinguish and separately analyze all the sources of variation assigning one mode of the array to each of the others. Another important point arose from this project: results obtained by both strategies (two-way and multiway) were in agreement, in that correct data entry and data preparation (preprocessing and pretreatment) followed by a proper interpretation of the calculation results led to correct conclusions both from the modeling and, in this case, from the environmental points of view as well.
Concerning the case study, the investigated tropospheric data were fully explored. A characterization over time of Lake Como Area troposphere, with respect to the considered pollutants, was obtained for the first time in our knowledge through this modeling. The models highlighted a distinction between the two "hot spot" (US EPA, 2006) stations of Como and Lecco and the Varenna rural town, and it confirmed the ARPA classification that assigned Varenna into a rural site category. A pollution reduction trend and an observed change in the type of contaminants during the investigated years emerged from the modeling, as mentioned also by other authors [31] who have registered a variation in the pollutants typology in Lake Como Area. Reduction of the primary pollutants could be related to the introduction of new vehicle technologies that had to comply with increasingly stringent EU emission standards, and, as far as SO 2 is concerned, to the reduction of sulphur content in the fuel, imposed by the European directive [31] . The seasonal cycle with the O 3 peak in the summer was shown as expected. This could be explained considering the well-known direct correlation between O 3 concentration values, solar radiation, and temperature [32] [33] [34] [35] . Moreover, a weekly cycle with the reduction of pollutants during the weekends was described, perhaps related to the smaller number of vehicles circulating during the non-working days. To obtain a complete description of the environment under study other variables could be studied (e.g., meteorological parameters, wind analysis, etc.) and this will be the object of a future investigation that will be focused on considering environmental aspects.
Beyond considerations surrounding the chosen case study, the chemometric methods and especially the multiway modeling that were successfully employed in this project could be applied to more complex data matrices (e.g., more sampling points, analytes, conditions, etc.), without any further complication in the interpretation of the results.
This article would like to offer a powerful alternative to handle the huge data set coming from atmospheric studies. It is worthwhile to note that the proposed methods could add value to historical databases as well, with the aim of detecting and/or preventing environmental problems in an easy and swift manner.
Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/7/12/155/s1. Table S1 : Average yearly data.
