Climate change has been shown to directly influence evapotranspiration, which is one of the crucial watershed processes. The common approach to its calculation is via mathematical equations, such as 1985 Hargreaves-Samani (HS85). It computes reference evapotranspiration (ETo) through three climatic variables and one constant: RA (extra-terrestrial radiation), TC (mean temperature), TR (temperature range) and KR (empirical coefficient). To make HS85 more accurate, one of its authors proposed an equation for KR as a function of TR in 2000 (HS00). Both models are 4D and their internal behaviours are difficult to understand, hence, the data driven applications prevalent among experts and managers. In this study, we introduce an innovative research by trying to respond to two questions. What are the relationships between TC and TR? What are the internal patterns of HS hyperspace (4D domain) and the changes in ETo possibilities of the two models? In the proposed approach, thresholds for the four variables are utilized to cover majority of the agroclimatic situations in the world and the hyperspace is discretized with more than 50,000 calculation nodes. The ETo results show that under various climatic conditions, the behaviour of HS is nonlinear (more for HS00) leading to an increased uncertainty particularly for data driven applications. TC and TR show patterns useful for regions with less data.
Introduction
National Aeronautics and Space Administration (NASA) & National Oceanic and Atmospheric Administration (NOAA) of the United States confirmed that 2016 was the hottest year on record globally [1] . The World Economic Forum in 2015 [2] reported that among many global issues facing humanity, the number one societal impact is water crises. On the other hand, world population is set to dramatically increase from 7.3 billion in 2015 to 8.5 billion in 2030 [3] demanding more food and water, particularly in the form of evapotranspiration (ET).
Under such significant drivers, among others, ET has become one of the central issues for engineers, water managers and decision makers particularly under an ever-increasing water scarcity and global warming [4] . ET is doubly crucial because of being an important part of the water consumption, which is the total quantity of outflow that is not available for reuse. Indeed, one of the most, if not the most, important water outflow in agriculture is ET, because it leaves the region and cannot be reused. On the other hand, the driver to increase crop production generally requires higher ET [5, 6] . Although hi-tech solutions are important but they may increase ET due to a combination of the following reasons: (i) possibility of increased ET per hectare because of the poor management of the hi-tech solutions; (ii) water resources have become more profitable hence facilitating more water use per hectare, for example, buying and utilizing more powerful pumps; and, (iii) possibility of expansion of crop areas because the hi-tech solution made more water available [7] [8] [9] [10] [11] .
ET is highly significant in water management and design (WMD), such as, in implementing Sustainable and Efficient (Sefficient) irrigation systems or understanding water-energy-food entanglements [12, 13] . This is one of the main reasons for the publication of many new methods or equations for the estimation of ET within the last few decades. However, for models in general, there has always been the discussion between the quality of input data and interpretation of output information. As models and equations become more complex and go beyond 3D (three dimensions), the frequently nonlinear interactions between different inputs (generally called variables) are still mostly unknown. This means that even with good input variables and data, there may emerge surprising output that because of the lack of knowledge can influence decision making in a less predictable and many times less desirable manner [14] . Hence, in order for a methodology to advance a more accurate environment, both reliable input data and good understanding of outputs are crucial. To produce reliable input data is generally expensive and it may vary by the degree of reliability needed and the potential influence of the variables on the output. Also a good understanding of outputs of complex processes is generally difficult and requires great amount of learning effort. Most of the practitioners and experts assume that if a famous method serves the objectives and its inputs are relatively adequate, the associated outputs are readily reliable. In addition, 'outliers' could be excluded even though such output may be valid for a nonlinear model with hidden or excluded variables [15] .
The above characterization applies to most of the reference evapotranspiration (ETo) methods, such as, the FAO Penman-Monteith [16] , abbreviated FPM] and Hargreaves-Samani [17] , called HS85. In dealing with HS85, Hargreaves and Allen [18] assert the crucial importance of the "integrated form" of HS85 equation in predicting ETo, that is, the significance of the output of the equation and to a lesser extent the individual parts of HS85. However, it may be potentially difficult to employ a systemic and objective approach to unravel its integrated output and behaviour since the corresponding domain or 'space' cannot be visualized (>3D) and it may also contain unknown nonlinearities. In the meantime, an increasing number of publications has locally used HS85 either in conjunction with real data or mostly in comparisons with the FPM, which was considered as the standard by its authors, hence making it a popular simplified ETo equation [18] [19] [20] . On the other hand, Samani [21] introduced an equation for one of the coefficients of HS85 and also pointed at the poor performance of HS85 in some reported cases. This modification produced a more generalized Hargreaves-Samani ETo equation (HS00).
The primary goal in this study is to explore the HS knowledge via two in-depth analyses for better quality control and to enhance good understanding of ET approaches. Specifically, two objectives are defined: (i) to examine the impact of temperature on different functions; and, (ii) to clarify the internal behaviour of both HSs in producing ETo and the associated outputs. These two objectives of this paper are very relevant for most water systems, such as, irrigated agriculture and hydrology. The methodology is highly innovative because no other study, as far as the current authors know, has promoted such in-depth analyses.
Before advancing to the next section, let us explain the main purpose of the paper, that is, objective (ii) mentioned in the previous paragraph. The idea is about the internal behaviour and patterns of HS, that is, how its complex feasible (possible) hyperspace changes. To clarify, a simple 2D equation (y = x 2 + 1) was considered. We know that this equation is parabolic, symmetric along the y-axis, vertex above the x-axis, without real zeros, nonlinear and so forth. All of this important information is about the behaviour of the simple 2D equation regardless of its specific application. Of course, understanding the internal behaviour of 4D domain of HS is much more complex because it is not possible to see it in xyz axes, there is no study area and the focus is on the generic structure of HS and not its response to a specific application. As an introductory study, this paper uses domain discretization to be able to
Hargreaves-Samani ETo Equations
The Hargreaves-Samani equation to calculate the reference crop evapotranspiration (ETo) was developed in two stages [18, 23] . First, ETo was presented in terms of solar radiation and temperature as in Equation (1) with variable definitions in Table 1 [17, 18, [23] [24] [25] :
where RS is the global solar radiation at the surface; TC is mean air temperature. Second, solar radiation of Equation (1) was derived in terms of extra-terrestrial radiation and temperature range as presented in Equation (2) with variable definitions in Table 1 [ 17, 18, 23, 26] :
where KR is empirical coefficient for the radiation formula; RA is extra-terrestrial radiation; and, TR is temperature range. The above two equations employ Equations (3) and (4) for calculating TC and TR as presented in FAO-56 [16] and ASCE-EWRI [27] :
where Tmax and Tmin are the maximum and minimum air temperature. By combining Equations (1) and (2), we get the Hargreaves-Samani ETo equation (HS) as given in Equation (5) with variable definitions in Table 1 :
with, KH = 0.0135 × KR,
where KH is the coefficient in Hargreaves-Samani equation. The descriptions and units of all the variables are shown in Table 1 . Throughout this paper, there is a deliberate attempt not to mention the units of the variables as they are centrally in Table 1 . For those much interested in units, they can easily remember the units as follows: the coefficients do not have units, the temperatures are in degrees Celsius and the rest are in mm/day. There are two points worth mentioning here. First, to calculate HS-ETo in Equation (5), three pieces of information are needed: radiation RA, temperature TC and temperature range TR. Therefore, it makes HS a 4D problem in its basic form, which is generally very hard to visualize or to analyse. It gets even more complex in the modified form of HS, which exchanges one of the constant coefficients with a nonlinear expression as explained later on. Second, it is important to note that the number 17.8 in Equation (5) is not a parameter. It is about converting the original Hargreaves equation of 1975 from Fahrenheit to Celsius. Many authors [28] [29] [30] have changed the nature of Equation (5) by substituting 17.8 with a parameter that needs calibration, which in effect produces new equations. Generally, modification of Equation (5) is accompanied by other changes, such as, introducing a different exponent than 0.5, or adding another variable to TR. In this paper, our focus is on utilizing the real HS method as depicted by Equation (5) [17, 18] . The value of 0.170 was the calibration result from Davis, California [17] and Salt Lake City, Utah [25] . In addition to the special climatic conditions of these two localities, both 0.170 and HS85 are for 5-day temperature averages, which are also the recommendations of [18] . However, majority of researches have used them for daily ETo calculations as also suggested by ASCE-EWRI [27] .
After numerous applications of HS85 for more than a decade, some publications worldwide have found it to be less accurate in comparing with other methods, such as, FPM. This lead one of the co-authors of HS85 to propose a modification in KR that "allows for correcting the errors associated with indirect climatological parameters which affect the local temperature range" [21] . He reasoned through the idea that KR should be a second order polynomial function of TR as given in Equation (7) .
Equation (7) is a best-fit function with R 2 = 0.70 and is being used in various studies [31] . Samani [25] again addressed the importance of Equation (7) he introduced in 2000, which we labelled as HS00. As noted above, HS85 uses KR = 0.17, which according to Equation (7) corresponds to two TR values: 8.3 and 15.1. This means that for TR values within these two numbers, KR is lower than 0.17 and outside the numbers, it is higher. As such, the use of Equation (7) would compensate for the over and under estimations of ETo by HS85. The average of the two numbers (i.e., TR = 11.7) gives the minimum KR but Samani [21] does not explicitly specify the range of valid TR values for Equation (7) . However, the TR numbers on the figure of his paper vary from 5 to 17 with the minimum KR of 0.15 (about 10% lower than 0.17) and maximum of 0.23 (about 35% higher than 0.17).
Computer Program
HyperET is a computer program developed by us in order to advance the understanding of ETo methods, such as the ones included in this paper. It uses MATLAB (www.mathworks.com) which is a well-known high-level mathematical language for complex technical programming, including 
Domain Discretization
As is already presented, HS has a quadruple domain and consequently can be called a hyperspace, which is defined as a "space having dimension n > 3" [32] , hence it was named as HyperET. It contains the totality of the hyperspace which can be analysed using nine (=3 2 ) 3D sub-figures or subspaces that can be rotated and zoomed in or out. Furthermore, excluding the three diagonal subspaces, for example, TC-TC-ETo (in x-y-z format), the number of unique 3D sub-figures of interest is reduced to six. In order to present these subdomains, computational points or nodes must be defined along the three variables (RA, TC, TR), hence dividing a variable into a number of segments for domain discretization. For example, there are 27,000 ETo values using 30 nodes for each of the three climatic variables (30 3 ). As the number of nodes increases, the computational cost grows rapidly.
However, 3D graphs are also difficult to analyse for complex and nonlinear systems, particularly in printed format. Consequently, 2D figures of HS can advance a good understanding of its domain, at least as an introductory level. To do so, HyperET produces these discrete 2D graphs systematically by using orthogonal cuts or cross sections along a variable or dimension of a 3D figure. Generally, the number of these cuts per variable should increase as nonlinearity increases. For example, to analyse the 3D subspace of TC-RA-ETo in relation to RA, the user of HyperET should specify a number of cross-sections along RA, which includes both its minimum and maximum. This is via defining specific nodes along RA through which the cross-sections pass in order to produce the 2D graphs, for example, various TC-ETo sub-figures. The number of cross-sections is greater than two that includes the first node (corresponding to the minimum value of the variable) and the total number of nodes (representing the maximum value of the variable).
Settings of Temperature Variables
In order to quantify ETo, various models and equations, including HS, use different kinds of air temperature. Among them are the four major 'types' of temperature, namely, minimum, maximum, mean and range. Even though the last two are, in most studies, explicitly dependent on the first two but it may prove to be of interest, at least for quality control or where there is little or no data, to understand their internal relationships. In doing so, Equations (8) and (9) on TR and TC are written:
where TRmin, TRmax, TCmin and TCmax, are minimum and maximum values of TR and TC. The subscripts min and max give the minimum and maximum values of a variable, respectively. On the other hand, we get the following expressions by rearranging Equations (3) and (4):
Inherent in Equations (10) and (11) is the condition that TRmin is always positive because Tmax is greater than Tmin, which in turn is less than TC. These simple observations are important in advancing the temperature objective of this paper, as shown in the results section. But first, in the next subsection, let us describe the basic data inputs that are needed in order to produce those results.
Data Information
The required data input for HyperET is composed of the minimum and maximum values (the thresholds) of each of the four variables, the domain discretization nodes and the cross-sectional nodes for producing 2D graphs of the domain.
Thresholds of Variables
All systems regardless of their complexity have thresholds meaning ranges of valid minimum and maximum values for their variables, parameters and their integrated systems. For example, there are thresholds for ecosystems or parts of them, for social functioning and for human health, such as, body temperature and blood pressure. Thresholds of a system can change because of its emergent properties, needs, and/or its surrounding environment. For example, changes in climate conditions of the world is presenting new conditions for the ETo processes that lead to values that were not detected or measured previously. Besides, ETo is a random variable and by definition can assume values for every outcome in the domain and the hyperspace of the methods (e.g., HS) that calculate them based on other random variables.
Considering ETo methods as systems with specific structures and behaviours, the corresponding thresholds employed in this paper have two interrelated properties:
•
To reveal the maximum feasible region • To cover almost all conditions in the world over any period.
The first property is about the domain of the ETo values of the whole system that fall within the selected thresholds (i.e., minimum and maximum), hence, making it conceivable to present its maximum feasible region [33] . The systems at lower geographic scales and reduced threshold values would occupy smaller acceptable regions but with the general basic patterns presented in this paper. The second property is also important because many papers, studies and reports use methods, for example, HS, under diverse settings and climatic situations all over the world. In this context and bearing in mind the ETo methodology discussed in the previous subsections, Table 2 presents possible thresholds for the input and output variables of the Hargreaves-Samani equation, Equation (5). Hargreaves and Allen [18] present lysimeter ETo values with almost the same ranges as shown in Table 2 (from 0 to 11.5) and FAO-56 classifies ETo in the ranges given. The same report gives extra-terrestrial radiations (RA) and temperature range values (TR) used in this paper.
Nodal Data
As already mentioned, the primary goal of this study is to present an introductory analysis of the hyperspace of both HS85 and HS00 (i.e., KR as a specific function). To explore those hyperspaces according to the methodology explained in the above subsection, users have to divide each variable into a number of nodes as given in Table 3 (the first three columns). In order to produce 2D graphs, four cross sections per variable (cuts = 4) are utilized. The nodes of these cuts coincide with four nodes of a variable (Table 3) . For example (in 2D), there are four RA-ETo figures along four specific TC cuts designated as TC1 to TC4: TC1 = −5 (first value corresponding to the first node along TC), TC2 = 8.3, TC3 = 21.7 and TC4 = 35 (corresponding to the last node along TC, that is, 58). The difference between consecutive nodes and cuts are also in Table 3 . For output purposes, ETo has 24 classes or bins, each with a value of 0.5. 
Results and Discussion
The computer program based on the HS equations, temperature relationships and data inputs explained in the previous section gives various outputs that are explained in the following three subsections, namely: Temperatures, HS85 and HS00.
Variations of Temperature
It is needless to mention that Equations (10) and (11) are 3D formulas and utilizing them with the restrictions of Equations (8) and (9) and in conjunction with the thresholds of Table 2 
It is needless to mention that Equations (10) and (11) are 3D formulas and utilizing them with the restrictions of Equations (8) and (9) and in conjunction with the thresholds of Table 2 The feasible (Tmin, Tmax) areas are the rectangles shown in Figures 1(1.2) and 2(2.2) with a 45-degree counter clockwise rotation. TR increases in the direction of N-W (North-West) and TC in N-E (North-East), showing orthogonal tendencies on the average. The two figures present and Equations (8) and (9) prove that the highest Tmin has a value equal to TCmax − TRmin/2. The same deductive procedure gives the following limits on Tmin and Tmax:
In the cases of Figures 1 and 2 , the limits are −16 ≤ Tmin ≤ 34.5 and −4.5 ≤ Tmax ≤ 46, having in mind the thresholds given in Table 2 . It is easy to see that not all the combinations of Tmin and Tmax are feasible. For example, the point (10, 33) although within the limits set by Equations (12) and (13) but it is not a feasible point in the region as can be seen from Figures 1(1.2) and 2(2.2) (or Equation (3) and Table 2 ). An important idea about both of the above inequalities is that knowing the limits on Tmin and Tmax of a region, the four thresholds (TRmin, TRmax, TCmin and TCmax) can be set with confidence by solving four simple equations. Furthermore, Equations (12) and (13) Hargreaves and Allen [18] have reported wider monthly limits for the minimum and maximum temperatures used for FPM. However, TC (also used in FPM) and TR have much narrower thresholds as can be seen in FAO-56 and ASCE-EWRI documents. This is, of course, reasonable because of the nature of TC and TR equations. In addition, the existence of temperature thresholds does not mean that they occur on the same day, the same week, nor the same month, which is the period of the wider limits given by Hargreaves and Allen [18] . In summary, any change in TRmin, TRmax, TCmin or TCmax presents an alteration in the rectangular feasible domains of Tmin/Tmax combinations and vice-versa. In general, these insights are useful for data quality control, temperatures in the localities with no data and better understanding of the HS-ETo behaviour as the next subsection demonstrates.
Performance of HS85
We utilized the methodology explained in the previous section and the 2D graphs of Figures 3-5 are some of the results obtained. (8) and (9) prove that the highest Tmin has a value equal to TCmax − TRmin/2. The same deductive procedure gives the following limits on Tmin and Tmax:
TCmin + TRmin/2 ≤ Tmax ≤ TCmax + TRmax/2,
In the cases of Figures 1 and 2 , the limits are −16 ≤ Tmin ≤ 34.5 and −4.5 ≤ Tmax ≤ 46, having in mind the thresholds given in Table 2 . It is easy to see that not all the combinations of Tmin and Tmax are feasible. For example, the point (10, 33) although within the limits set by Equations (12) and (13) Table 2 ). An important idea about both of the above inequalities is that knowing the limits on Tmin and Tmax of a region, the four thresholds (TRmin, TRmax, TCmin and TCmax) can be set with confidence by solving four simple equations. Furthermore, Equations (12) and (13) Hargreaves and Allen [18] have reported wider monthly limits for the minimum and maximum temperatures used for FPM. However, TC (also used in FPM) and TR have much narrower thresholds as can be seen in FAO-56 and ASCE-EWRI documents. This is, of course, reasonable because of the nature of TC and TR equations. In addition, the existence of temperature thresholds does not mean that they occur on the same day, the same week, nor the same month, which is the period of the wider limits given by Hargreaves and Allen [18] . In summary, any change in TRmin, TRmax, TCmin or TCmax presents an alteration in the rectangular feasible domains of Tmin/Tmax combinations and vice-versa. In general, these insights are useful for data quality control, temperatures in the localities with no data and better understanding of the HS-ETo behaviour as the next subsection demonstrates. Table 1 ). Table 1 ).
In these figures, four boundaries (left, right, high, low) are visible, presenting the feasible region of HS85. The left and right boundaries (two vertical lines) show the thresholds on the variable representing the horizontal axis. For example, the horizontal axis of Figure 3 is temperature (TC), which varies between −5 and 35 according to Table 2 . The high and low boundaries are the limits on the ETo output of the HS85 equation. This means that any ETo value above the high boundary and Table 1 ).
In these figures, four boundaries (left, right, high, low) are visible, presenting the feasible region of HS85. The left and right boundaries (two vertical lines) show the thresholds on the variable representing the horizontal axis. For example, the horizontal axis of Figure 3 is temperature (TC), which varies between −5 and 35 according to Table 2 . The high and low boundaries are the limits on the ETo output of the HS85 equation. This means that any ETo value above the high boundary and any value below the low boundary cannot occur according to HS85 and the circumstances set in Table 2 . For example, Figure 4 (4.3) shows that for RA = 9, HS85-ETo = 4 is not possible, because the equation never calculates values greater than 3.8.
The figures reveal two types of boundaries for the feasible regions: straight line and parabolic that passes through the origin (0, 0). The latter, obviously, occurs if the horizontal axis of a figure displays TR ( Figure 5 and Equation (5)). It means that as these values change, ETo varies in a parabolic manner with the horizontal axis as its symmetry. The indirect impact of this nonlinearity is also evident in Figure 4 as will be explained shortly. Another general feature is that if middle values for the three variables are looked upon (somewhat indicative of more occurring values), then HS85-ETo is generally less than five. What follows are some specific results on the three figures, that is, the relationships between the variables of HS85. Figure 3 presents the changing patterns of ETo along four specific temperature ranges as given in Table 3 , that is, TR = {1, 8, 15, 22}. It is the simplest figure showing patterns with a grid of 58 calculation nodes horizontally (TC) and 28 vertically (RA). As the difference between high and low boundaries decreases, for example, at TC = 25 in Figure 3(3. 2) relative to TC = 10 of the same figure, the ETo differences between two consecutive nodes also decrease at a constant rate because of linearity. It means that, in HS85, as temperature (TC) decreases, radiation (RA) plays a lesser influence on ETo. In this setting, the maximum possible ETo is equal to 10.2 and mostly less than six. Consequently, the range of ETo values are easily determined having the maximum and minimum air temperatures. We, of course, remember that in relation to these two temperatures, Figures 1 and 2 are helpful. Figure 4 shows HS85-ETo patterns along four specific temperatures as given in Table 3 , that is, TC = {−5, 8.3, 21.7, 35} with non-regular patterns presented in a grid of 28 × 31 nodes for radiation (RA) and temperature range (TR). As the differential between high and low boundaries decreases, as in Figure 3 , the ETo differences between two consecutive nodes also decrease, however, with a decreasing rate due to the nonlinearity introduced by temperature range (TR). Figure 4 (4.4) shows this phenomenon better than the others, with a maximum ETo difference of 0.6 (=2.8 − 2.2) for two consecutive nodes. This nonlinearity also indicates that as TR increases, ETo changes decrease (also shown in Figure 5 ). Any increase in RA and/or TC would cause an increase in the range of possible ETo values. As radiation decreases, the influence of temperature range on ETo decreases down to almost zero (Figure 4(4.1) ). For very low radiation, the maximum feasible ETo is 0.6 ( Figure 4(4.4) ) and for very high radiation, the maximum can go up to 10.2 but mostly below eight (Figure 4(4.3) ). Figure 5 presents nonlinear HS85-ETo patterns along four specific radiations as given in Table 3 , that is, RA = {1, 6.7, 12.3, 18} in a grid of 31 × 58 nodes for temperature range (TR) and temperature (TC), respectively. As the difference between high and low boundaries decreases, as in Figure 3 , the ETo differentials between two consecutive nodes also decrease with a faster rate due to the nonlinearity introduced by the temperature range. Along one specific TR, the ETo change between two consecutive nodes is constant with a maximum value of 0.14 in Figure 5(5.4) . However, the nonlinearity of the high boundary shows that as TR increases, ETo changes decrease (also seen in Figure 4 ). Any increase in temperature range and/or radiation would cause an increase in the range of ETo possibilities. As TR decreases, the influence of temperature on ETo decreases down to almost zero ( Figure 5(5.1) ). For the middle values of radiation, that is, Figure 5 Finally, putting all the valid ETo values into bins or classes, a histogram for HS85 appears in Figure 6 . It shows the ETo frequency curve, which reflects the fraction of ETo values in a bin and their cumulative values. As mentioned before, a bin has an ETo value of 0.5. A total of 50,344 points representing 100% of the total ETo values produce Figure 6 with much skewness to the left. After an initial steep increase, the maximum occurs early in bin two and goes down to zero in bin 22. Ignoring the first bin, that is, ETo values between 0 and 0.5, the frequency and its cumulative curves can be estimated by two second order polynomials with R 2 values equal to 99.5% and 98.2%, respectively. The 90% on the Cumulative curve occurs in bin 9, that is, ET values of 4.0 to 4.5.
Performance of HS00
This subsection presents the results of the modified Hargreaves-Samani (HS00) equation, that is, with a varying KR value as defined by Equation (7) . The methodology used is the same as the one employed for the HS85 figures explained previously. This resulted in the three sets of 2D graphs presented in Figures 7-9 . A total of 50,344 points representing 100% of the total ETo values produce Figure 6 with much skewness to the left. After an initial steep increase, the maximum occurs early in bin two and goes down to zero in bin 22. Ignoring the first bin, that is, ETo values between 0 and 0.5, the frequency and its cumulative curves can be estimated by two second order polynomials with R 2 values equal to 99.5% and 98.2%, respectively. The 90% on the Cumulative curve occurs in bin 9, that is, ET values of 4.0 to 4.5.
This subsection presents the results of the modified Hargreaves-Samani (HS00) equation, that is, with a varying KR value as defined by Equation (7) . The methodology used is the same as the one employed for the HS85 figures explained previously. This resulted in the three sets of 2D graphs presented in Figures 7-9 . Finally, putting all the valid ETo values into bins or classes, a histogram for HS85 appears in Figure 6 . It shows the ETo frequency curve, which reflects the fraction of ETo values in a bin and their cumulative values. As mentioned before, a bin has an ETo value of 0.5. A total of 50,344 points representing 100% of the total ETo values produce Figure 6 with much skewness to the left. After an initial steep increase, the maximum occurs early in bin two and goes down to zero in bin 22. Ignoring the first bin, that is, ETo values between 0 and 0.5, the frequency and its cumulative curves can be estimated by two second order polynomials with R 2 values equal to 99.5% and 98.2%, respectively. The 90% on the Cumulative curve occurs in bin 9, that is, ET values of 4.0 to 4.5.
This subsection presents the results of the modified Hargreaves-Samani (HS00) equation, that is, with a varying KR value as defined by Equation (7) . The methodology used is the same as the one employed for the HS85 figures explained previously. This resulted in the three sets of 2D graphs presented in Figures 7-9. (7.1) (7.2) Table 1 ). Table 1 ).
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The results in this subsection have some parallels with the ones presented in the previous subsection. On the other hand, some clear changes can also be found. Although the meaning of the four boundaries of the three figures is as explained for HS85 and the left and right boundaries remain unchanged because of the same variable thresholds, the high and low boundaries exhibit much nonlinearity in contrast to the ones for HS85. Most of the high boundaries present bigger values of ETo than the HS85 ones. Using the example given for HS85, Figure 8(8.3) shows that the condition with RA = 9 and ETo = 4 falls into the feasible space (contrary to HS85), because the maximum is HS00-ETo = 7.8 (more than 100% increase relative to HS85). Figure 7 shows the domain variations along four specific temperature ranges (given in Table 3 ). As in Figure 3 , each graph consists of a maximum grid of 58 × 28 for temperature (TC) and radiation (RA), respectively. As the temperature range (TR) and/or temperature decreases, the impact of radiation (RA) between consecutive nodes reduce substantially. For example, with TC = 10, Figure  7 Figure 7(7.4) . The zigzag high boundary of this figure means that the ETo value of the next node for a particular temperature value is more than ETo maximum (=12), hence not included in the feasible space. Consequently, with a higher resolution (more nodes), the zigzag goes toward a horizontal line at ETo = 12. Finally, it is interesting to note that Figure 7 (7.2,7. 3) are almost identical to Figure 3(3.2,3.3) , respectively. The reason is that the KR values calculated by Equation (7) for Figure  7 Table 1 ).
The results in this subsection have some parallels with the ones presented in the previous subsection. On the other hand, some clear changes can also be found. Although the meaning of the four boundaries of the three figures is as explained for HS85 and the left and right boundaries remain unchanged because of the same variable thresholds, the high and low boundaries exhibit much nonlinearity in contrast to the ones for HS85. Most of the high boundaries present bigger values of ETo than the HS85 ones. Using the example given for HS85, Figure 8(8.3) shows that the condition with RA = 9 and ETo = 4 falls into the feasible space (contrary to HS85), because the maximum is HS00-ETo = 7.8 (more than 100% increase relative to HS85). Figure 7 shows the domain variations along four specific temperature ranges (given in Table 3 ). As in Figure 3 , each graph consists of a maximum grid of 58 × 28 for temperature (TC) and radiation (RA), respectively. As the temperature range (TR) and/or temperature decreases, the impact of radiation (RA) between consecutive nodes reduce substantially. For example, with TC = 10, Figure 7 Figure 7(7.4) . The zigzag high boundary of this figure means that the ETo value of the next node for a particular temperature value is more than ETo maximum (=12), hence not included in the feasible space. Consequently, with a higher resolution (more nodes), the zigzag goes toward a horizontal line at ETo = 12. Finally, it is interesting to note that Figure 7 (7.2,7. 3) are almost identical to Figure 3(3.2,3.3) , respectively. The reason is that the KR values calculated by Equation (7) is in a maximum grid of 28x31 along radiation (horizontal) and temperature range (vertical), respectively. As the high and low boundaries (corresponding to temperature range thresholds) get closer to each other, the ETo differences between two consecutive nodes decrease toward values less than 0.1 (e.g., Figure 8(8.2) ). However, this HS00-ETo difference varies in a nonlinear fashion in two directions (decreasing and then increasing) while HS85 (Figure 4 ) changes in only one direction. To be clearer, let us look at a few ETo numbers for Figure 8(8.2) . For example, for a radiation (RA) of 12, the feasible ETo range varies between 1.5 and 6.8 (seen in Figure 8(8.2) ). However, at the start it jumps by 0.3 (between nodes 1 and 2), then rapidly goes down to values less than 0.05 (staying here for 12 nodes) and then increases nonlinearly to 0.6 (between nodes 30 and 31). As already mentioned, Figure 4 presents a different tendency, meaning that delta ETo decreases as the temperature range (TR) increases. The linear low boundary indicating the lowest possible ETo values becomes much steeper meaning that as temperature increases, smaller values of ETo are not feasible according to HS00. For example, for a radiation of 12 in Figure 4(4.3) , the minimum possible ETo is 1.1, which is not feasible for HS00 at almost any climatic condition (Figure 8) . Figure 8 is an example of the great influence of Equation (7) (7.4) , that is, for each radiation value (e.g., about 13.6 in Figure 8(8.3) ), the ETo value of its next node (20 in our case) is more than the maximum (=12), hence is not included in the feasible region. With a higher resolution (more nodes), the zigzag goes toward a horizontal line at ETo = 12. Figure 9 shows the relationship between temperature range (TR) and ETo on four cross-sections along the radiation (RA) domain. The graphs are in a maximum grid size of 31 × 58 and as expected, demonstrate the high nonlinearity of HS00-ETo as a function of TR. As radiation and/or TR decreases, the difference between high and low boundaries also diminishes with a corresponding decrease in the ETo values of two consecutive nodes. Under these conditions, the influence of temperature (TC) continuously diminishes. The maximum delta ETo (i.e., the difference between two consecutive ETo values along a specific TR) is 0.3 for Figure 9(9.4) . Mostly, any increase in RA (i.e., among the four graphs) and/or TR (i.e., along the horizontal axis of one of the graphs) would cause an increase in the range of ETo possibilities. Lastly, as explained in the KR Modification subsection above, in the neighbourhood of two temperature ranges (i.e., TR = 8.3 and 15.1), HS00 approaches HS85 with KR = 0.170. Consequently, around these two temperature ranges, Figure 9 gives almost the same ETo values as in Figure 5 because of the concavities in the high boundaries of Figure 9 , which are produced by Equation (7) .
Finally, the HS00 histogram is almost the same as Figure 6 and the maximum of the frequencies still happens in bin 2. Figure 10 shows the differences between the frequencies of HS85 and HS00. There is a steep decrease from 3.4 points of frequency difference to ETo of 2.1 in bin 5 in which the HS85 values are higher than HS00 and then HS00 takes over for the other 20 bins but with smaller changes. In a sense, this was the purpose of the equation presented by Samani [21] , however, HS00 creates more nonlinearities than HS85 and consequently it is not clear if it is a better model to estimate ETo.
Existence of the sharp skewness is, of course, consistent with the hyperspace analyses given above. Again, ignoring the first bin, that is, ETo values between 0 and 0.5, the frequency and cumulative curves can be estimated by two second order polynomials with R 2 equal to 99.1% and 97.4 %, respectively. The 90% on the cumulative curve occurs in bin 11, that is, ET values of 5.0 to 5.5, indicating up to 25% increase relative to HS85. Figure 10 also shows that HS00 produces more cases where ETo is greater than 2.5 and, consequently, higher values of ETo relative to HS85-ETo. 
Conclusions
There are two versions of Hargreaves-Samani (HS) for calculating ETo: the 1985 equation with a constant coefficient (HS85) and the same equation but with a varying coefficient introduced in 2000 (HS00). Nobody has performed a study on the nature of these two equations and their inherent behaviour regardless of a specific climatic condition. This introductory paper presents this novel study through 2D graphs that depict the feasible regions and the possible nonlinearity of the models. This is significant for quality control of data and eventually for narrowing down solutions in a particular scenario and making ETo predictions more robust and ultimately automatic (future work).
The mean and range of the temperatures (TC, TR) used in HS effectively define the feasible combinations of Tmin and Tmax and vice-versa. This can guide us in presenting proper temperature values, particularly in areas with no or very sparse real data. For example, the issue of presenting suitable temperature range seems to be the reason for the presentation of HS00 according to its author (refer to the first paragraph of the above subsection "KR Modification").
Under specific thresholds for the four variables, HS85 is relatively smooth and shows strong nonlinearity among the possible range of ETo values mostly due to the exponent of TR. Within the defined thresholds, passing a straight line through TR 0.5 would give R 2 = 0.98, making the choice for the exponent of TR questionable. Radiation has a higher influence on possible ETo values as can be seen from Figure 4 . HS85-ETo could reach an absolute theoretical maximum of around 10 but mostly less than about six, that is, HS85 can never calculate to the stated threshold of 12.
The effect of KR modification was as intended, that is, increasing ETo hyperspace, particularly on the higher end of the three HS climatic variables. This leads in reaching the ETo maximum threshold of 12 in many situations. On the other hand, the effect of this nonlinear remedy seems unnatural as steep ETo changes occur on both sides of an extended temperature range with little variation in ETo cases (Figures 8 and 9) .
It is our expectation that the software HyperET with high resolution can lead us to better understanding of HS and be able to recommend (a work in progress using Artificial Intelligence) as to the near future values of ETo. Such a knowledge combined with performance indicators, such as, Sefficiency, would enable us to advance significantly our scientific approaches and skills to protect our scarce water resources (in nature and in courts). 
