An alternating direction implicit scheme for parabolic systems of partial differential equations  by Craig, I.J.D. & Sneyd, A.D.
8startComputers Math. Applic. Vol. 20, No. 3, pp. 53-62, 1990 0097-4943/90 $3.00 + 0.00 
Printed in Great Britain. All rights reserved Copyright © 1990 Pergamon Press plc 
AN ALTERNATING DIRECT ION IMPL IC IT  SCHEME 
FOR PARABOLIC  SYSTEMS OF  PART IAL  
D IFFERENTIAL  EQUATIONS 
I. J. D. CRAIG and A. D. SNEYD 
Department of Mathematics, University of Waikato, Hamilton, New Zealand 
(Received 25 August 1989) 
Attract--This paper considers ystems of M parabolic equations, of the form '~i = SoL(uj), where L is 
an N-dimensional elliptic operator and the symmetric part of the coupling matrix (So) is positive 
semi-definite. A numerical scheme is explored in which each solution component is sequentially resolved 
according to an alternating direction implicit technique, requiring the solution of MN tridiagonal matrix 
equations per time-step. It is shown that unconditional stability is possible provided the asymmetries in 
the coupling matrix are not too large. In the case of purely symmetric coupling the stability conditions 
are shown to reduce to those for the single equation ,~ = L(u). Two applications of the method are 
discussed. 
1. INTRODUCTION 
Several authors have proposed numerical schemes for the parabolic equation, 
f~ = L(u) (1) 
where the dot denotes differentiation with respect to time and the elliptic operator L is defined by 
d2 
L = qo dx~ axj' 
each repeated suffix being summed from 1 to N, the number of space dimensions (e.g. Ref. [1] in 
the case N = 2). More recently Craig and Sneyd [2] give an alternating direction implicit (ADI) 
scheme for solving equation (1) which can be made unconditionally stable in any number of space 
dimensions. Here we describe a numerical scheme for the parabolic system 
i,, = SoL(u j )  , i = 1 . . . .  , M ,  (2) 
where (Su) is an M x M coefficient matrix, whose elements are functions of position having 
continuous econd partial derivatives. 
It is well-known of course, that coupled systems can present severe practical difficulties even in 
the simplest applications. For example, Richtmeyer and Morton [3] discuss the elastic vibrations 
of a bar under tension--a problem involving only one space dimension. They point out that 
although unconditionally stable methods can be devised, the algorithm required for resolving the 
resulting implicit scheme may be so ill-conditioned that the scheme becomes impracticable. In the 
present application the problem is much simplified by the assumption that the symmetric part of 
the coupling matrix (So) is positive semi-definite, as explained below. 
Equations of form (2) can arise from a variety of physical systems. One example is the diffusion 
of a magnetic field through a conductor with an anisotropic Ohm's law of the form: 
Ji = %Ej, (3) 
where J is electric urrent density, E is the electric field and a o is the conductivity tensor. In terms 
of the vector potential A for the magnetic field, equation (3) becomes 
t~o' V2A, = %Aj (4a) 
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or  
h i  = ~o l'l~/j V2Aj, (4b) 
where the matrix (%) is the inverse of (au). Note that the matrix S =/z~-lz is symmetric [unless Hall 
currents are included in equation (3)]. 
When the S o. are constant, and the domain of each ui infinite, system (2) can be solved formally 
by a Fourier transform: 
(2n) -m2 jexp(ik • x)u,(x) dx. 
The Fourier transform of system (2) then gives 
a- ;  = -  s°aJ' (5) 
where at = quk~kj is positive, since L is an elliptic operator and the matrix (q#) must be positive 
definite. Contracting equation (5) with ~* (* denoting the complex conjugate) and adding the 
resulting equations and its complex conjugate, gives 
d jill 2 = _ otS,j(a* aj + a,a*) = - 2,tS,~)t~i a* , (6) 
tgt 
where 
S (s) = ~(S -a t- S T) 
is the symmetric part of S. We assume system (2) is parabolic, or equivalently that no Fourier 
component of the solution will grow with time, so that the r.h.s, of equation (6) must be 
non-positive for all ~;. This implies that 
S ¢') is positive semi-definite. (7) 
In the following analysis we always assume that condition (7) is satisfied. In equations (4a,b) S 
is in fact positive definite and A eventually tends to zero became of Ohmic dissipation. 
We assume the diagonal elements of S are positive, for if S~g = 0 then condition (7) would imply 
that S,~ ) = 0,j  = 1 . . . . .  M. The analysis of Section 3 indicates that the proposed numerical scheme 
will be stable only if the elements of S ca) are smaller in magnitude than the corresponding elements 
of S ~'), so we would actually require S~ = Sit = 0,j  = 1, . . . ,  M, in which case the equation for 
ui--namely tii= 0----decouples from the system. 
Section 2.1 summarizes briefly the ADI method, which involves a sequence of tridiagonal matrix 
equations at each time-step. In Sections 2.2 and 2.3 we explore the feasibility of two possible finite 
difference schemes for solving system (2). Each scheme treats the off-diagonal terms in system (2) 
explicitly, but in the second scheme updated values of previously-calculated ul are used in 
subsequent calculations. It turns out that the first scheme (no updating) leads to severe stability 
restrictions when there is strong coupling between the variables in system (2)---i.e. when the matrix 
S is not diagonally dominant--whereas the second scheme (with updating) will preserve stability 
for arbitrary M even in the case of strong coupling. These preliminary studies are reinforced in 
Section 3 where detailed stability calculations are performed. These show that when S is symmetric 
and updating is used, the stability conditions are independent of M--i.e. are no more restrictive 
than for a single parabolic equation (M = 1). When S is not assumed symmetric and M = 2 or 
3, the updating scheme can be made unconditionally stable provided certain limits are imposed on 
the antisymmetric component of S. Section 4 outlines two applications of the methods, and our 
conclusions are summarized in Section 5. 
2. NUMERICAL SCHEMES 
Before discussing the feasibility of two different numerical techniques for solving system (2), we 
give a brief description of the basic ADI method. (Further details may be found in Ref. [2].) We 
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shall use the symbol u~Tjt,....j,, to denote the finite difference solution for u,. at the node point 
(j~ A . . . . .  Ju A, n At), where A is the distance between eighbouring points in the uniform space 
mesh, and At the time interval. Symbols such as 62x and 6xy, which are defined, for example, in 2-D 
by 
6~u o= u~+ i,j - 2uo + u~_ i,j 
and 
~xyUi j  ~ U i+ l , j+  1 - -  Ui+ i , j _  1 - -  U i_  i , j+ l "l- Ui_ l , j _ l ,  
denote conventional central difference operators. 
2.1. The ADI scheme 
Consider first the single parabolic equation (1). A numerical scheme accurate to O(At) + O(A2) 
is given by 
Au n+' = (a + B)u", (8) 
where 
N 
A = I-I (1 - Orqi, cS~,), (9) 
i ffi l 
N N i - l  
B=r  E q,,62~, +½r E E qo'6~:: (10) 
i~ l  i f f i2 j~ l  
r = At/A 2 and 0 is a positive weighting parameter determining the implicitness of the scheme [2]. 
In practice the ADI scheme is always resolved in "split" form so that that the finite difference 
solution u "÷1 is found by one explicit step followed by N ADI corrections each involving the 
solution of a tridiagonal system: 
and 
where 
u "+ I(°) = (1 + B)u"  
At°u"+l(°=u"+'(t-I)+(A °-  1)u", (i = 1,2 . . . .  ,N), 
At°=l-0rq~6~x~ and u"+~°°=u"+k 
The stability restrictions of the scheme are readily determined by the yon Neumann method. We 
substitute 
N 
" = ~" l"[ exp(ico/x/) UJl ,... ,Jig 
jffil 
into equation (8) and require I~1 ~< 1 for all wavenumbers col . . . . .  co N. The stability condition 
reduces to 
[1 - gl ~< l, g = B/.,I, (11) 
where 
N 
2 = 1-I (1 + 40rq,,s~), (12) 
iffil 
N Ni - I  
= 4r ~ q,,s~ + 8r E ~ q#s~cisjcj (13) 
iffil iffi2jffil 
and we abbreviate st = sin@o~ A) and c~ ffi cos(~co~ A). Since q is always non-negative [2], the stability 
condition (11) is simply g ~ 2. In general this condition restricts the size of the time-step At but 
it is further shown in Ref. [2] that unconditional stability is guaranteed by taking 
/ N -  1 \N- I  
o . (14) 
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For example when N = 2, 3, 4, 5, then 0c ffi ½, 2/3, 27/32, 128/125, respectively. Ind~d the choice of 
0 t> 0c ensures the strict inequality: 
g < 2. (15) 
The results given in Ref. [2] also show a fully backward scheme (0 = 1) will guarantee that 
[ '~ N-1  N-| 
g< N[~)  =g¢ say. (16) 
For example, when N = 2, g¢ = 1 and when N = 3, g¢ = 4/3. Note that unconditional stability can 
always be guaranteed for any N by taking the implicit weighting 0 sufficiently large. However, 
taking 0 > 1 involves excessive numerical diffusion and will lead to a loss of accuracy in general. 
Accordingly, we restrict attention to the region 0 ~< 0 ~< 1. 
Note that in Ref. [2] a refined version of the ADI scheme was discussed which offers 
unconditional stability and second-order accuracy for the important special cases N ~< 3. Here we 
consider only the basic scheme (8)• 
2.2. Scheme 1 
We consider a scheme which handles only the "diagonal" terms implicitly, defining the operator 
N 
Ak = l- I  (1 - OrSk,~q,,6~,) 
i= l  
[¢f. equation (9)] where the Skk are the diagonal elements of the matrix S. The finite difference 
scheme can then be written as 
M 
A,uT+~=(A,+SuB)uT+ ~, So Bu ;, i=1 ,2  . . . . .  M, (17) 
j=  10~ 0 
where B is the finite difference representation of L, as given by equation (10). This requires the 
solution of N tridiagonal matrix equations per time-step for each component u¢ of the finite 
difference solution. Note the finite difference operations are essentially the same as those used for 
the single equation (8), and the formal accuracy remains O(At) + O(A2). We anticipate, however, 
that component coupling may make stability more difficult to achieve. 
To examine stability we use von Neumann's method and require as a necessary condition, that 
the spectral radius p(H)  of the amplification matrix H be ~< 1. The strict inequality p(H)  < 1 of 
course guarantees that perturbations die away as n--, oo with At fixed. Substituting 
N 
u,Tjt.....j~ = tl71-I exp(iooixi) 
i l l  
into equation (17) we find that the amplification matrix for the r/a is given by 
H = 
1 -- Gj - Si2gl 
- -  S21 g2 1 - -  G2 
- Sul gu -- Su2gu 
. . . .  S iMg ! 
. . . .  S~ug~ 
• • • 1 - GM 
where [cf. formulae (11) and (12)] 
g, = ~'IA,, G, = S , ,g , ,  
N 
-~k = 1-'[ (1 + 40rquSkkS~), 
i= l  
and /} is defined by equation (13). We observe that in the limit of weak coupling, namely 
S U = 0, i # j ,  the stability condition is simply I1 - Gkl ~< 1 or Gk ~< 2 as in inequality (15). In this case 
stability can be guaranteed by a suitable choice of 0. However as the off-diagonal elements increase 
in magnitude, stability is expected to become more difficult to achieve---as one would suspect from 
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the increase in IIHH. It is therefore instructive to derive a further stability condition in the limit 
of maximal coupling for symmetric S, by setting 
S 0 .=~,  (i#j). (18) 
[If the magnitudes of the off-diagonal elements were any larger, condition (7) would be violated.] 
Then det (H-  2I) can be reduced by a sequence of column operations to a form in which the 
eigenvalues emerge as 2 = 1 with multiplicity M - 1, and 
M 
Y Gk. 
k=l 
Thus, a necessary condition for stability is 
M 
Gk~<2, (19) 
k=l 
a condition which becomes increasingly restrictive as M increases. In particular, it follows from 
formula (16) that unconditional stability is impossible in three space dimensions for M = 2 and 
in any number of space dimensions for M/> 3. 
2.3. Scheme 2 
To overcome the potentially severe restrictions imposed by condition (19) we now consider a 
modified scheme in which each solution component is sequentially updated in the computation, 
namely: 
i--1 M 
A,u7 +l =(A,+S, ,B)uT+ ~. S#Bu;+~+ ~., So.Bu ;, i=  1,2 . . . . .  M. (20) 
j= l  j= i+ l  
Of course this procedure in no way hinders the tridiagonal matrix operations required for the ADI 
method or the formal accuracy of the scheme. 
The explicit form of the amplification matrix Br for Scheme 2 is complicated, but its characteristic 
equation is very similar in form to that of H, and can be found as follows. Let 1~,. be a 1 x M matrix 
consisting of the ith row of J0". Since u~' + i is calculated as in Scheme 1, the first row of ~ is identical 
with the first row of H--i.e. 
El = (1 -- GI, - S12g l  . . . . .  - SIMgl). 
Now u~ +l is calculated as in Scheme 1, but using an updated ul--i.e, u~ +t instead of uT. Thus, 
and, generally, 
~2 = - -S21g2~l  + (0, 1 --  G2, -$23g2 . . . . .  --S2Mg2) 
i - I  
= - S , jg ,  + (o ,  o . . . . .  o ,  1 - - s , . ,÷  ,g ,  . . . . .  - S ,  Mg, ) .  
j= l  
We write S as the sum of lower and upper triangular matrices, S = L + U, where 
(21) 
Lu = {Su if i >j ,  
if i ~<j. 
The sequence of row operations involved in the construction of ~ can be expressed by writing 
(1 + FL)FI = 1 - FU, (22) 
where F = diag(gl, g2 . . . . .  g:~), and it follows that the characteristic equation for R is 
det[1 - FU -- 2(1 + FL)] = o. (23) 
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The feasibility of this scheme can now be investigated by again considering stability i n  the  limit 
of maximal coupling for a symmetric (So) given by equation (18). After performing co lumn 
operations as before one finds that the eigenvalues are given by 2 = 1 of multiplicity M - 1, and 
M 
= I-[ (1 -  o,) .  
k=l  
Since the Gk are non-negative, the stability condition will be satisfied provided 
Gk < 2, k = l, 2 . . . . .  M,  (24) 
the same restriction that is imposed for a single equation [see inequality (15)]. In the modified 
scheme therefore, the (maximal) coupling no longer undermines the stability of the ADI method. 
In the following section we present a more detailed investigation of this scheme. 
3. STABIL ITY  RESULTS FOR SCHEME 2 
3.1. S symmetric 
When the coefficient matrix S is symmetric we can show that inequality (24) is always a sufficient 
condition for stability. From equation (22) it follows that the equation for updating the ~?t is 
(l + FL)~t n+' = (1 - l"U)q n. 
Multiplying on the right by F - t= diag(gi-I, g~-l , . . . ,  g~l), we obtain 
(F - l  + L)q n+l = (F -I _ U)ff ~. 
To prove the stability of this iteration we invoke Keller's theorem, as given in Ref. [4]. In the 
notation of Ref. [4], N = F - t  + L and A = L + U = S, and the condition for stability is that 
N + N T - A = 2F -1 _ diag(Sll, $22 . . . . .  SNI~) 
be positive definite. Evidently this condition is equivalent o inequality (24). 
3.2. M = 2; S not symmetric 
It is convenient o separate the symmetric and antisymmetric components of the matrix S by 
writing 
s12 = + ¢ ' ) ,  s2,  = - ¢ ' ) .  
Condition (7) implies that Ill ~< 1 hut gives no restriction on ~'. The form of the determinant in 
equation (21) can be changed by multiplying each ith row by ~ and dividing each j th column 
by x/:~, to give 
2 + G I -  1 G~(~ + ~') 
P2(2)  = 2G2( ~ - ¢ ' )  2 + G 2 - 1 " 
Then we have 
and 
P2(1 ) = Gl G2(1 _ ~2+ ~,2) >/0, 
P2( -  1) = (2 - GI)(2 - G2) + GI G2(~ 2 - ~,2) 
(25a) 
(25b) 
P2(0)  = ~,1~2 = (1 - -  GI)(1 - G2). (25c) 
Assuming the Gi satisfy equation (22), we therefore have 
12122 ] < 0. (26) 
It can now be seen that a sufficient (and necessary) condition for stability is that P2( -  l) i> O, for 
this implies either that: (i) the roots 2; are complex conjugates; or (ii) they are real and lie in [ -  1, 1]; 
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or (iii) they are real and lie outside [ -  1, 1]. In case (i), inequality (36) shows that [;ti] < 1, and case 
(iii) is impossible, again by virtue of inequality (26). Thus, equations (25) show that a sufficient 
condition for stability will be 
I¢'1 I¢1, (27) 
i.e. the antisymmetric part of S must not overwhelm the symmetric part. 
Equation (16) shows that a fully backward scheme (0 = 1) will guarantee ach Gi < 1, so that 
P2( -1 )  will be positive provided, 
~'2~<~2+ 1, (0 = 1), 
a somewhat less restrictive condition on the antisymmetry than condition (27). 
3.3. M = 3; S not symmetric 
Separating symmetric and antisymmetric components of S, and simplifying the form of the 
determinant in equation (21) as before, gives 
P3(2) = 
2+a, -1  a,(¢, + ¢;) G,(¢2- ¢!)[ 
kG2(~3-~D ~+G2-1  G2(~+~) .  
kG3(~2 + G) 2G3(~, - ~)  k + G3- 1 
(28) 
Because of the large number of parameters involved it is not feasible to determine xact stability 
conditions, but some progress can be made if we assume ~1 = ~2 = ~3 = ~ say, and similarly for the 
~:. Positive definiteness of S + S T implies that ~ must lie in the interval [-½, 1]. To obtain the most 
generous tability margins we consider a fully backward scheme which, according to formula (16) 
will guarantee ach Gt < 4/3. Making these simplifications in equation (28) we can verify that - 1 
is a zero of P3 if ~' = -½, and that P3 will have a complex root on the boundary of the unit circle 
if ~' = ~(1 - ~). The stability region in this case is therefore: 
- -½~<~<l;  --½~<~'~<½(1--~), (O=l ) .  
4. EXAMPLE APPL ICATIONS 
Schemes 1 and 2 have been tested on a variety of applications, and work well even for problems 
not strictly of the form considered here. One interesting illustration is the relaxation to equilibrium 
of a uniform sheared magnetic field--a problem which is important in the physics of the solar 
corona. We consider an initially uniform field B09, bounded by perfectly conducting walls 
x = + a, z = + 1 to which the field lines are attached (or "line-tied"). The walls z = + 1 are given 
shear displacements + ~tx~ respectively, so that the initially vertical field lines become progressively 
tilted as Ixl increases. The interior ]x I < a, Izl < I contains a perfectly conducting compressible fluid. 
Since we are primarily interested in finding the equilibrium magnetic field, we may allow the field 
to relax towards this equilibrium in any convenient way. It is simplest o imagine that the fluid 
is constrained to move only in the (x, y)-plane, and that its motion is governed by a linear frictional 
resistance; thus the fluid velocity is taken equal to the horizontal component of the magnetic force 
(V x B) x B. 
We use a Lagrangian description of the fluid motion, X(x, z, t) and Y(x, y, z, t) denoting the 
coordinates of a fluid particle initially at position (x, y). The frictional equation of motion then 
leads to the following equations: 
X=X~ +~X~ Xxx(1 + X~4 + Y~) - 2X~Xx" +3 Y~ Yx~ (29) 
Xx Xx 
and 
(30) 
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The boundary conditions are: 
X(x, _ l , t ) f  x, X(+_a,z,t)=a, 
Y(x,y, ++_l,t)=y+~x, Y(++_a,y,z,t)=y+a~z. 
Magnetic pressure is increased where the field lines are tilted, so they tend to bow inwards towards 
the plane x = 0 until magnetic tension and pressure are balanced. 
An analytic solution of equations (29) and (30) is given in Ref. [5] when a is infinite, namely: 
where 
X COS 
X = cos(//z-------~' Y =y +xg(z), (31) 
g(z) = cos(~)ln(11 +_ tan(~z)jtan(~z)~ 
and ~ is a constant which depends upon the shear ~ and is determined by the transcendental 
equation ~ =g(1). This transcendental equation can be solved only when • < 0.6627, so the 
analytic solution can describe only relatively weak shears [5]. 
We should first note that equations (29) and (30) are not strictly of the form (2) for which 
our numerical scheme has been developed. We have indeed a coupled system of parabolic 
equations, but the coefficients of the second derivatives are non-linear functions of the first 
derivatives of X and Y. Furthermore the second-order operators L are not identical as in system 
(2). Nonetheless, Scheme 1 (no updating) was implemented with excellent results even for large 
time-steps. 
The most reliable diagnostic of approach to equilibrium is the angle between V x B and B, which 
vanishes identically when the equilibrium (V x B)x B ffi 0 is attained. In practice, we assumed 
convergence when the maximum value of this angle over all mesh points was < 1 °. For small shears 
and aspect ratios a the scheme converged rapidly--we could choose 0 = ½ for maximum accuracy 
and use fixed time-steps as large as r = 20. For larger aspect ratios and shears it was necessary to 
be more careful. We used a fully backward method (0 = 1) with a variable time-step inversely 
proportional to the maximum magnetic force. Thus, small time-steps were used initially when the 
magnetic forces were large, but as equilibrium was approached the time-step could be increased 
by several orders of magnitude. The problem with using too large a time-step was not that it caused 
a numerical instability, but rather a loss of accuracy. The large magnetic forces would cause the 
field lines to overshoot and cross as they bowed in, leading to singularities in the coordinate 
system. 
One important property of the solution is the fluid compression at the origin, where the field 
lines bow in most sharply. Figure I shows a graph of this compression (which is measured by X/x 
at the mesh point on z - 0 closest o the origin) vs shear ~ for various aspect ratios a. The analytic 
formula for a -- ~ is also shown, and it can be seen that the numerical results converge smoothly 
to this curve as a ~ or. 
A three-dimensional application of the method is the study of non-linear kink instabilities 
in magnetic flux tubes in the solar corona [6]. Again a Lagrangian description and frictional 
equation of motion are used, and the fluid particle coordinates X satisfy a parabolic system of the 
form 
~2xj 
f(, = AoktO-~,xl + Ci, i = 1, 2, 3 (32) 
(summation convention). Again this is not strictly of the form (2) since the coefficients A and C 
are non-linear functions of the first-order derivatives of X, and the operators L are not identical. 
The initial configuration was an unstable flux tube and Scheme 2was used to integrate system (32) 
forward in time until a new equilibrium was reached. Although time-steps everal orders of 
magnitude greater than the classical explicit limit were used, no numerical instability was observed. 
Details of the method and results are given in Ref. [6]. 
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5. CONCLUSIONS 
We have considered parabolic systems of the form (2)--i.e. systems in which the symmetric 
component of the coupling matrix S is positive semi-definite. The numerical solution is determined 
by the repeated application of a scalar ADI scheme [see equation (20)] and requires the solution 
of MN tridiagonal matrix equations per time-step, where M is the number of variables and N the 
number of space dimensions. 
This method may be contrasted with the scheme for the one-dimensional vibrating beam problem 
discussed by Richtmeyer and Morton [3] which requires the solution of a vectoral tridiagonal 
system, and involves the inversion of M x M matrices. Although by comparison, scheme (20) will 
be fast and simple, its implicit character does depend on the non-vanishing diagonal elements of 
the coupling matrix--unlike the method of Richtmeyer and Morton [3]. In cases where the diagonal 
elements are weak, our method is effectively explicit so the possibility of unconditional stability 
is lost. 
Scheme (20) is well-suited to applications in which the coupling matrix is symmetric, as in the 
example given in Section 1. Indeed we have shown in Section 3.1 that in this case conditions for 
unconditional stability are identical with those for a single equation. Asymmetries in the coupling 
matrix however, can destabilize the scheme, and the degree of asymmetry that can be tolerated 
seems to depend in a complicated way on the degree of positive definiteness o fS  (s). While for M = 2 
it suffices that the antisymmetric part of S should not overwhelm the symmetric part (see Section 
3.1), when M = 3 the stability region is complicated to describe ven for the simple parameteriza- 
tion of Section 3.3 (see Section 3.2). In such cases the fully backward method 0 = 1 offers the most 
generous tability boundary. 
The problems discussed in Section 4 suggest that Schemes 1and 2 are applicable to more general 
classes of parabolic systems. Experience with systems involving non-linear coefficients and 
containing different forms of the L operator indicates that the method continues to perform well. 
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