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Abstract
The labeling of the Hamming Space (Z22; dh) by the rotation group Z4 and its coordinate-wise
extension to Z2n2 give rise to the concept of Z4-linearity. Attempts to extend this concept have
been done in di4erent ways. We deal with a natural extension question: Is there any pattern of
a cyclic group G labeling of Znm with the Hamming or Lee metric? The answer is no. Actually,
we show here that Lee spaces do not allow even labelings by abelian groups, what lead us to
construct labelings by semi-direct products of abelian groups. Labelings of general Hamming
spaces and of Reed–Muller codes RM(1; m) are characterized here in the context of isometry
groups. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The results presented here are mainly concerning to Lee spaces (Znm; dlee), which are
the usual environment for m-ary codes, their symmetry groups, and characterizations as
metric spaces associated to graphs. Hamming spaces are also viewed in this context.
Subgroups of symmetry groups are used to obtain what is known as geometrically
uniform codes [8]. These codes are highly homogeneous in the sense they have the
same distance pro@le and same Voronoi region for each codeword.
Let A be an abelian group. The Hamming metric dh over An is de@ned as
dh((a1; : : : ; an); (b1; : : : ; bn)=
n∑
i=1
(ai; bi);
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Fig. 1. Z4×Z4 with the Lee metric and also viewed on a Jat torus.
where (a; b)= 1 if a= b and 0 otherwise. The Lee metric is de@ned for modular rings
Zm. On Znm, it is given by
wlee((a1; : : : ; an); (b1; : : : ; bn)=
n∑
i=1
min{|ai − bi|; m− |ai − bi|}:
Fig. 1 illustrates Z24 with the Lee metric. Usually, these metrics are de@ned via the
associated weights, which are wlee(u)=dlee(u; 0) and wh(u)=dh(u; 0).
If we start from the lattice Zn⊂Rn endowed with the graph metric, and then consider
the Jat torus Rn=mZn, the Lee metric is the graph metric on the Jat torus graph Znm,
which is obtained as a quotient of the lattice Zn (Fig. 1).
The binary Hamming space (Z22; dh) can be identi@ed with the vertices of the square
[0; 1]×[0; 1] in the plane with the graph metric. The quarter-of-turn rotation g around
the square center establishes a bijection between Z4 and Z22 which is also a cyclic la-
beling (via k → gk(0; 0)) and an isometry between (Z4; dlee) and (Z22; dh). The isometry
is called the Gray map in the literature and the cyclic labeling will be called the Gray
labeling throughout this paper. Likewise, the coordinate-wise extension of this mapping
is an isometry which induces a labeling of (Z2n2 ; dh) by Zn4. The concepts of Z4-linearity
and Z4-linear codes are de@ned through this mapping [11]. Z4-linearity has strong prop-
erties: the group Zn4 is sharply transitive on (Z2n2 ; dh), i.e., acts transitively and freely on
(Z2n2 ; dh) and establishes a correspondence between several well-known classes of good
non-linear binary codes and submodules of Zn4. Attempts to extend this concept have
been done in essentially two ways. One is to extend Z4-linearity by procedures which
resemble the Gray labeling. The concepts of propelinearity [16] (for binary codes) and
G-linearity [9,7,1] are extensions of this kind. Both approaches start from the action
of a group G of isometries of a metric space M and consider the “evaluation” map-
ping x :G→M de@ned by x(g)= g(x). x is a labeling of the orbit G(x) (G(x)=M
in the G-linearity approach). The possibility of extensions of Z4-linearity to Lee and
Hamming spaces we discuss here can be characterized as special cases of G-linearity.
The other approach, closer to the paper [11] by Hammons et al., is to consider isome-
tries between rings with weights and codes in Hamming spaces [18,3,12,5,10]. A weight
over a ring R is a function w :R→R such that d(x; y)=w(x − y) is a metric on R.
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Therefore, d is a translation-invariant metric (d(x + r; y + r)=d(x; y), for all x; y; r
in R). Besides the Lee and Hamming weights wlee and wh, we deal also with the
homogeneous weight whom on the ring Z2m+1 [5,3,10]. This weight is induced by the
restriction of the Hamming weight to the @rst-order Reed–Muller code RM(1; m).
This paper addresses the natural extension question concerning Z4-linearity: Is there
any Zk -linearity for Hamming and Lee spaces other than Z4-linearity? If not, what
can we say of groups that label these spaces?
For the Hamming space Znp, the non-existence of another cyclic labeling, if p is
prime, was shown in [18]. We extended this result for all Hamming spaces (An; dh)
[15]. Lee spaces have even worse behavior concerning labelings: in [7], it is shown that
there is no cyclic labeling for Lee spaces, and we show here (Theorem 11) that not
only no cyclic action can be found but also that if G labels (Znm; dlee) then G cannot
even be abelian (except for the trivial labeling G=Znm). This leads us to construct
labelings of a family of Lee spaces which are given by semi-direct products of abelian
groups (Section 6).
In order to get these results, we start characterizing Lee spaces as quotients of graph
metric spaces and deducing some properties (Propositions 3 and 4) of the latter ones
which can also be applied in the wider context of codes on graphs. This approach
allowed us to re-obtain the full symmetry groups of Lee spaces (Theorem 10) and the
non-abelian requirement for labeling mentioned above (Theorem 11).
Section 5 is devoted to Hamming spaces. In Section 5.1 labelings of the hypercube
Hamming spaces are presented. In Section 5.2 we present connections between two ap-
proaches to extensions of Z4-linearity: (i) Isometries between weighed rings or modules
and codes; and (ii) labelings of codes by symmetries. In Section 5.2.1 we characterize
all labelings of Reed–Muller codes in the context of symmetry groups and show how
to obtain them via the associated spherical code (Theorem 17). Besides, it is shown
(Theorem 19) that those isometries cannot be extended to a symmetry of the full
Hamming space.
2. Lee spaces as graphs
Consider the standard lattice Zn in Rn: It can be viewed as the intersection points of
the straight lines rv; j = v+Rej, where v∈Zn (think about the two-dimensional case to
visualize). This is the realization of a graph on Zn; it is easily seen that u and v in this
graph are adjacent (linked by an edge) if and only if u− v∈{±ei; i=1; 2; : : : ; n}(∗).
This is a Cayley graph on Zn. The Lee metric arises as the graph metric of a Cayley
graph on Znm which comes from the graph on Zn with the adjacency relation (∗).
Since there are some di4erent de@nitions of Cayley graphs in the literature, we state
below the one which is used throughout this paper. We recall that a set S of generators
of a group is symmetric if S = S−1; we shall also require that S do not contain the
identity element of the group.
Denition 1. Let G be a group and S be a symmetric generating set for G. The
Cayley graph C(G; S) associated to the pair (G; S) has the elements of G as vertices
and adjacency relation R given by gRh⇔ h−1g∈ S.
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It can be veri@ed that C(G; S) is a connected graph and that R is left-invariant under
G (gRh⇔ (fg)R(fh) for all f; g; h∈G).
In our example, S = {±ei; 16i6n} is the symmetric generating set. These graphs
also de@ne a metric ds over Zn which is the same as the one induced by the standard
sum metric in Rn:
ds((a1; : : : ; an); (b1; : : : ; bn))=
n∑
i=1
|ai − bi|:
Recalling,
Denition 2. Let  be a simple connected graph. A path in  is a @nite sequence
(vi)ni=1 of vertices such that viRvi+1 for i=1; 2; : : : ; n−1. A closed path is a path where
v1 = vn. The length of a path  ; l( ), is the number of edges belonging to the path.
The distance function d (graph metric) is given by d(a; b)= min{l( );  is a path
connecting a and b}.
The metric space (; d) and the original graph are closely related by some important
properties.
Proposition 3. Let  be a connected graph and (; d) the associated metric space.
Then
(a) a bijection h is a symmetry of (; d) if and only if h preserves the adjacency
relation R (aRb⇔ h(a)Rh(b)).
(b) Any labeling by a group G of (; d) induces a Cayley graph C(G; S) on G which
is isomorphic to . The symmetric generating set is given by S={g∈G; g(m0)
Rm0)}, where m0 is any ( ?xed) point in .
A mapping preserves lengths if and only if it preserves edges; this and the de@nition
of the graph metric d prove (a). In order to get (b), we de@ne a graph on G by
gRh⇔g(m0)Rh(m0). The properties of a labeling and the equivalence g(m0)Rh(m0)⇔
h−1g(m0)Rm0 are enough to prove (b).
Item (b) of the proposition provides us with a set of generators of G. This informa-
tion is the @rst step in the proof of the main result in this paper.
Another useful construction is the following: let (M; d) be a metric space and H a
subgroup of Sym(M; d), the group of isometries of M . On the orbit space M=H we can
de@ne the (pseudo-) metric d=H ( Px; Py)= inf{d(gx; hy); g; h∈H}. When this is really a
metric, M and M=H are locally isometric and we have the following relation between
the symmetries of M and those of M=H :
Proposition 4. Let (M; d) be a metric space, H¡Sym(M; d), such that d=H is a met-
ric. Let N be the normalizer of H in Sym(M; d). Then we have an homomorphism
N→Sym(M=H; d=H ) de?ned by Pf( Px)=f(x).
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The normalizer appears because if f does not belong to it the mapping Pf is not
even well de@ned. We remark that this homomorphism works even when d=H is only
a pseudo-metric: d=H (f(x); f(y))=d=H ( Px; Py), for all f belonging to N .
The same idea works for graphs and subgroups of automorphisms, with the appro-
priate changes. Let’s now return to our space (Zn; ds). Given a sublattice % of rank n
we may take the corresponding n-dimensional torus Tn% =Rn=%; on this torus we get
the graph C(Zn; S)=%, which is the Cayley graph C(Zn=%; S). For %=mZn, we get
the Cayley graph C(Znm; S) on the torus Tnm =Rn=mZn; the associated metric space is
exactly the Lee space (Znm; dlee). Geometrically speaking, Lee spaces are constructed
starting from graphs associated to “squared” tessellations (Zn⊂Rn). We may also con-
sider the same graphs-and-quotients approach used here to deal with codes based on
graphs associated to other regular tessellations (see [7]).
Based on this, we begin the study of the symmetries of Lee spaces by investigating
(Zn; ds) and determining the group Sym(Zn; ds) (Theorem 8). The graph metric ds is
also the one induced by the Euclidean metric and it is easier to work in Rn than to
work on tori. Besides, Zn is a classical lattice with well-known euclidean symmetry
group, which gives us a starting point to get Sym(Zn; ds). We use then Proposition 4
to obtain Sym(Znm; dlee). This last group was already deduced in [7] in a di4erent way.
This new proof has the advantage that it can be mimicked to get correlate results for
other (non-squared) closed graphs, like the ones which are quotients of a generic Rn
tessellation.
3. The symmetry groups of (Zn; ds) and (Znm; dlee)
First of all, we remark that, although this space is built on the classical lattice Zn, it
is not immediate that its symmetry group coincides with the euclidean symmetry group
of this lattice, but it is not diRcult to check that the latter is indeed included in the
former.
Every permutation of coordinates
(u1; : : : ; un) → (u'−1(1); : : : ; u'−1(n))
is an isometry of (Zn; ds). This follows from the construction of the metric, since we
may @rst de@ne it on the “axis” Zei (as d(uiei; viei)= |ui − vi|) and then just sum the
results to obtain the distance between u and v.
The mapping
(u1; : : : ; un) → ((−1)(1u1; : : : ; (−1)(nun) (i ∈{0; 1}
is also an isometry. All mappings of this same kind form a subgroup of the symmetry
group of (Zn; ds) which is isomorphic to Zn2. These mappings and their products con-
stitute the Weyl group of Zn—euclidean symmetries that @x a point of the lattice—and
this group is isomorphic to S(n)n Zn2. The semi-direct structure is de@ned by the
action of S(n) on Zn2 (also by permutation of coordinates).
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Now we shall prove that this is the stabilizer of a point in (Zn; ds). This will follow
from the next Theorem concerning some special subsets of (Zn; ds). Let Sym0(Zn; ds)
stand for the stabilizer of the origin 0 (f∈Sym(Zn; ds) such that f(0)= 0).
Denition 5. A rook domain in Zn is a discrete aRne axis of the type {u+)ei; )∈Z}.
Theorem 6. Let f be an isometry of (Zn; ds). Then f maps rook domains onto rook
domains.
Proof. Let us prove a special case @rst: let f belong to Sym0(Zn; ds), with f(ei)= ei
for some (@xed) i∈{1; 2; : : : ; n}; we shall prove that then f(kei)= kei for all k in Z.
If this is not true, there exists a k such that f((k − 1)ei)= (k − 1)ei, f(kei)= kei
and f((k + 1)ei) =(k + 1)ei. Let S1(u) be the sphere of radius 1 centered at u,
S1(u)= {v∈Zn; ds(u; v)= 1}. Then
S1((k − 1)ei) ∩ S1(f((k + 1)ei))= {kei; f((k + 1)ei)− ei};
where these two points are distinct. But we see that this cannot happen because unit
spheres centered at points in the same rook domain which have a distance of two only
have one point of intersection (Fig. 2).
In fact, applying f−1 to the left-hand side of this equation we obtain
f−1[S1((k − 1)ei) ∩ S1(f((k + 1)ei))]= S1((k − 1)ei) ∩ S1((k + 1)ei)= kei;
a contradiction (since f is bijective). It follows that f(0)= 0 and f(ei)= ei implies
f(kei)= kf(ei); for all k in Z.
Now, let f∈Sym0(Zn; ds), f(ei)= (−1)(i ej(i); (i ∈{0; 1}. There are a permutation
of coordinates ' and a reJection ( such that '(f(ei)= ei, i=1; : : : ; n. By what we
have just proved, '(f(kei)= kei⇒f(kei)= k(−1'−1(ei)= k(−1)(i ej(i).
Fig. 2. Intersection of two unit spheres with centers on the same rook domain which are far apart by two.
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Finally, let v+Zei be a rook domain and f any isometry. Let *v denote the translation
by v. If f(v)= u, then *−uf*v(0)= 0, *−uf*v(ei)= (−1)(jej for some j∈{1; 2; : : : ; n}
and (j ∈{0; 1}, and consequently *−uf*v(kei)= k(−1)(jej, i.e., f(v+kei)= u+k(−1)(j
ej. This shows that isometries preserve rook domains and presents already a kind of
“weak” linearity for symmetries that @x the origin.
Theorem 7. Sym0(Zn; ds) is isomorphic to (S(n)nZn2).
Proof. This proof will be carried out by induction on the dimension of some special
submodules of Zn.
Let f be an isometry satisfying f(0)= 0; f(ei)= ei for 16i6n. We will show that
f= id. This ensures that, given g∈Sym0(Zn; ds), the image of += {e1; : : : ; en} by g
determines this isometry.
As induction basis we have Theorem 6, which tells us that f(ei)= ei⇒f(Zei)=Zei
and f|Zei = id. In analogy to rook domains, we de@ne a m-rook subspace Hmi to be
the submodule Hmi = {aiei + · · ·+ ai+(m−1)ei+(m−1); ai ∈Z}; 16i6n− m+ 1:
As induction hypothesis, suppose that f @xes each m−1 rook subspace and that the
restriction of f to any m−1 rook subspace is the identity mapping. Now, let u belong
to an m-rook subspace. Without loss of generality, let u=(u1; : : : ; um; 0; : : : ; 0)∈Hm1 .
This point is determined by the intersection of the rook domains r1 =Ze1 + (u− u1e1)
and r2 =Zem + (u − umem) (of course there are other possible choices). One can see
that f(r1) is a rook domain (Theorem 6) containing v1 = (u− u1e1), since v1 belongs
to the (m− 1)-rook space Hm−12 = {a2e2 + a3e3 + · · ·+ amem; ai ∈Z}. The candidates
are the rook domains si = v1 + Zei. We can rule out si for 26i6m, since these rook
domains are in Hm−12 .
The same reasoning applies to f(r2); v2 = (u− umem); ti = v2 + Zei and Hm−11 ; we
can be assured that f(r2) cannot be taken onto ti, 16i6m − 1. At the same time,
f(r1) and f(r2) must intersect in a unique point. It is easily veri@ed that the only
possible intersection is the point u, so that Hm1 is invariant under f and f acts as
the identity mapping on Hm1 . Since the choice of the m subspace is inessential, we
conclude that f|H is the identity for each m rook subspace H . This proves that f is
the identity mapping in (Zn; ds).
The full group of isometries is thus described:
Theorem 8. The group of isometries of (Zn; ds) is isomorphic to the group (S(n)n
Zn2)nZn.
With the proper modi@cations, these results are also valid in Lee spaces. One
can verify that the translations subgroup qZn is normal in Sym(Zn; ds), so that any
symmetry of (Zn; ds) induces a symmetry of (Znm; dlee) (Proposition 4); in particular,
Sym0(Znm; dlee) contains a subgroup isomorphic to (S(n)nZn2) (this can also be veri@ed
directly: permutations and reJections act as in Zn). In fact this is the whole group for
m = 2,4.
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Theorem 9. Let f be an isometry of (Znm; dlee); m =4. Then f maps rook domains
onto rook domains.
The proof is essentially the same as in Theorem 6: the spheres S1((k − 1)ei) and
S1((k + 1)ei)) always have just one point of intersection, except when m=4. (and
when m=2, since k + 1= k − 1 (mod 2), but in this case there is nothing to do: the
rook domains have two points only). As this is the main point in that proof, the rest
follows easily.
We can say the same for Theorem 10: the induction basis is settled (Theorem 7),
and the reasoning with the Hmi
′s works as well. Summarizing,
Theorem 10 (Costa et al. [7]). The group of isometries of (Znm; dlee) is isomorphic to
the group (S(n)nZn2)nZnm (m =2; 4).
For the sake of completeness, we mention that Sym(Zn4; dlee)=Sym(Z2n2 ; dlee)=
Sym(Z2n2 ; dh)∼=(S(2n) n Z2n2 ). The @rst equality comes from the isometry between
these spaces; the second just expresses that Lee and Hamming distance are the same
for Zk2; and the third is derived from the identi@cation of the space (Zn2; dlee) with the
vertices of a n-cube in euclidean space. The euclidean symmetry group of the n-cube
is exactly (S(n)nZn2) (see also [9]).
4. Looking for abelian labelings
Now that we have found out some properties of the symmetries of Lee spaces we
are able to answer the question: Is there any abelian labeling besides the Z4-linearity?
As we pointed out, the answer is no, except for labelings of Lee spaces Zn2 and Zn4.
Theorem 11. Let H be a subgroup of Sym(Znm; dlee) acting freely and transitively on
(Znm; dlee). If H is abelian, then H is the trivial translation subgroup Znm.
Proof. Let S be the set of the solutions of the 2n equations g(0)= ± ei, that is, the
set S = {g∈H ; dlee(g(0); 0)=1}. As we stated before, S is a symmetric generating
set of H . Let g∈ S, with g(0)= ei: We want to prove that gk(0)= kei.
If g2(0) =2ei, g2(0)= g(ei) belongs to the intersection of S1(ei) and S1(±ej) for
some j = i. In the induced Cayley graph, g2 ∈ S1(g) ∩ S1(h); h such that h(0)= ± ej.
Since H is abelian, these two spheres in the Cayley graph already intercept at id
and gh. Since the intersection of these spheres consists of two points, we have either
g2 = id or g2 = gh. The later cannot occur, since that means g= h⇔ i= j, contrary to
the hypothesis. The former is not possible either: let f∈ S be the solution of f(0)=
−g(0)=−ei. Since f and g commute, the point gf is the intersection of S1(g)
and S1(f) in the Cayley graph. This means that gf(0) is in the intersection of
S1(ei)= S1(g(0)) and S1(−ei)= S1(f(0)), which implies that gf(0)= 0, i.e., g(0)=
f(0), and then g=f, contradiction. It follows that there is no order 2 element in S
and that g(0)=±ei⇒gn(0)= ± nei.
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Now let gi be the element of S that takes 0 to ei. The point gigj(0)= gi(ej) belongs to
S1(ei)∩S1(ej)= {0; ei+ej} (i = j). Thus gi(ej)= ei+ej for each j = i, and gi(ei)= 2ei
by the last paragraph. Since an isometry is determined by its action on {0; e1; e2; : : : ; en},
gi = *ei , and H =Znm.
The result we just proved shows that Z4-linearity is, in a certain sense, a unique
phenomenon. This leads to the consideration of non-abelian labelings, and Section 6 is
dedicated to the construction of such labelings.
Other possibility is to consider labelings of subsets, i.e., codes. This has been done in
[16,1,17] in the context of propelinear codes. Labelings of codes can also be obtained
from isometries between weighed rings and these codes. In Section 5 some of these
isometries and labelings are presented; in particular, we de@ne cyclic labelings of the
@rst-order Reed–Muller code RM(1; m) related to the extension of the Gray map for
Z2m de@ned in [3].
5. Labelings of Hamming spaces
We remark that for m=2 (and also for m=3), the Lee and Hamming distances
coincide (that is, (Zn2; dh) and (Zn2; dlee) are isometric via the identity mapping). For
m=2, there is a strongly geometric approach based on the symmetries of the hypercube
C(n) in the euclidean space Rn. Let += {e1; : : : ; en} be an orthonormal basis of Rn,
and consider the mapping
/: Zn2 → Rn
(a1; : : : ; an) →
n∑
i= 1
(−1)ai ei:
Let Cn= [−1; 1]n= {
∑n
i= 1 aiei | −16ai61} be the hypercube associated to +, and let
C(n) be its set of vertices endowed with the induced euclidean metric. This sets a cor-
respondence between spherical codes which are contained in C(n) and binary codes.
Although this is not an isometry, many geometrical properties are shared by the binary
code C and its image /(C). In particular, their symmetry groups are isomorphic, as it
is stated next, and we may say that they have the same metric con@guration [7].
Proposition 12. Let += {v1; : : : ; vn} be a orthonormal basis of Rn; and let / :Zn2→Rn
be the associated mapping. Then
(i) for u, v in Zn2; 〈/u; /v〉= n− 2dh(u; v);
(ii) for each code C in Zn2; / induces a group isomorphism between Sym(C) and
Sym(/(C)).
Proof. (i) 〈/u; /v〉= ∑ni= 1(−1)ui+vi =−wh(u + v) + (n − (wh(u + v))= n − 2wh(u +
v)= n− 2dh(u; v).
(ii) Follows directly from (i). In fact, let g be a symmetry of Sym(/(C)), i.e.,
〈g/u; g/v〉= 〈/u; /v〉 for all u; v in C. Let g/ be the mapping /−1g/ :C→C. The map-
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ping g → g/ is an homomorphism, and wh(g/u + g/v)= 12 (n − 〈/g/u; /g/v〉)=
1
2 (n− 〈g/u; g/v〉)= 12 (n− 〈/u; /v〉)=wh(u+ v).
5.1. Examples of labelings
Example 13. For n=2, Sym(Z22; dh) is the symmetry group of a square, which is the
dihedral group D4. The cyclic group generated by a quarter-of-turn rotation is then
a natural cyclic labeling for (Z22; dh). This implies Sym(Z4; dlee)=Sym(Z22; dh) and
Sym(Zn4; dlee)=Sym(Z2n2 ; dh)= S(2n)n Z2n2 . For n=3; Sym(Z32; dh) is the symmetry
group of a cube which has 48 elements. Since there is no order 8 element in this group,
there is no cyclic labeling of (Z32; dh) but there are two non-trivial labelings given by
isometry groups which are isomorphic to Z4×Z2 (abelian!) and the dihedral group D4,
respectively. The labeling group Z4×Z2 can be generated by a rotation, R'=2, of '=2,
with respect to the vertical axis passing through the center, O, of the cube and by
the reJection on the horizontal plane through O: The labeling by the dihedral group
D4 can be generated by the symmetries R'=2 described above and a rotation of ' with
respect to the horizontal axis −→Oy. The trivial labeling Z32 can be given by the reJections
on the coordinate planes. There is no other sharply transitive subgroup of order 8 of
Sym(Z32; dh).
Using the above construction for n=3 we can induce through successive reJec-
tions and rotations the labeling groups Gn1 =Zn12 ×Z(n−n1)=24 , Hn1 =Dn14 ×Z(n−n1)=44 and
Tn1 =Zn14 × Dn−n14 . In particular, a family of groups of type Gn1 can be used to
parametrize perfect codes [2, Theorem 28, Corollary 29].
Example 14. For n=4, besides the ones described in the last paragraph, we have a
labeling by the group Q8oZ2, where Q8 is the quaternion group. Identify R4 with the
quaternion algebra H= {a11+a2i+a3j+a4k}, where ai ∈R; i2 = j2 = k2 =−1; ij=−ji
= k. Then the vertex set C(4) is the subset C(4)= {(−1)a11 + (−1)a2 i + (−1)a3 j +
(−1)a4k; ai =0; 1}. The quaternion group acts in C(4) by left multiplication (this is
the action of Q8 given in [17]). With the vector v0 = 1 + i + j + k as starting point,
Q8 labels the code C= {v∈C(4); 〈v; v〉 ≡ 0 (mod 2)}. C(4) is also preserved by the
quaternionic conjugation J , J (a11+a2i+a3j+a4k)= a11−a2i−a3j−a4k. Therefore, the
subgroup generated by these symmetries acts on C(4), and this subgroup is isomorphic
to a semi-direct product of Q8 by Z2. It is easily checked that this is group acts freely
and transitively on C(4).
Of course, labelings of (Zn4; dlee) are obtained through the labelings above and the
isometry between (Zn4; dlee) and (Z2n2 ; dh).
5.2. Cyclic labelings of codes in Hamming spaces
As we have mentioned, extensions of Z4-linearity in Hamming spaces (An; dh) have
been considered in di4erent ways. In this section we describe some of them and their
relations with our approach to this matter.
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To begin with, there are at least two roads to follow: either consider the Gray map
as the starting point, or the Gray labeling. The problems raised by extensions of the
Gray map deal with the existence of isometries between codes and metric spaces over
rings; in particular, they highly motivate the study of metrics, or weights, over rings
[5,12]. On the other hand, extensions of the Gray labeling deal with the study of la-
belings of codes by groups of symmetries. This is the approach taken here, and also in
[7,9,17].
The most immediate extension of Z4-linearity for Hamming spaces (An; dh) would
be to @nd isometries between metric spaces (Zmn ; d) and (An; dh), where |A|=m; n¿1
and d is invariant under Zmn . This is equivalent to @nding an isometry of order mn
in the symmetry group of (An; dh). In fact, some connections between these points of
view are given in the following lemma (we remark that here a weight w on a ring
R is just a function that de@nes a metric on R by d(x; y)=w(x − y), with no further
conditions imposed on w).
Lemma 15. Let (R; w) be a weighed ring, i.e., d(x; y)=w(x− y) de?nes a metric on
R. Let C be a code in some Hamming space (An; wh). Then (R; w) and (C; wh) are
isometric if and only if the underlying additive group of R; G=(R;+), is isomorphic
to a subgroup of Sym(C; wh) that acts freely transitively in C—and therefore G is
an abelian labeling group for C.
Proof. Let 5 : (R; d)→(C; dh) be an isometry. Given x in C and r in G, r(x) is de-
@ned by r(x)=5(r + s), where 5(s)= x. Since 5 is a bijection, this de@nes a tran-
sitive and free action of (R;+) as a group of symmetries. Conversely, if G is an
abelian group of symmetries that acts freely on C, let x∈C be any point, and de@ne
dx(g; h)=dh(g(x); h(x)). It is clear that this is an invariant metric on G. If R is a
ring such that (R;+) is isomorphic to G, let  : (R;+)→G be such an isomorphism;
then d(r; s)=dx( (r);  (s)) de@nes a weight on R; w(r)=d(r; 0), and the mapping
5 : (R; d)→(C; dh) given by 5(r)=  (r)(x) is an isometry.
Therefore, when one has an isometry between a ring and a code, the underlying
additive group provides a labeling of the code. When the ring is the modular ring Zm,
this isometry provides a cyclic labeling.
The existence of cyclic labelings for (Zn2; dh) was studied in [9] and for (Znp; dh), p
prime, was the subject of [18]. In both papers the conclusion is that the only cyclic
labelings occur for (Z22; dh). In fact, this holds for any Hamming space (An; dh); as we
prove in [14]; that is, only the space (Z22; dh) has a cyclic labeling.
Theorem 16 (Rifa et al. [14]). Let (An; d) be the Hamming space over An, where |A|
=m. If (m; n) = (2; 2) and n¿1, then there is no cyclic labeling of (An; d).
With regard to abelian labelings, it is easy to de@ne them if |A| is not a prime
number. In the binary case, though, an abelian labeling group must be isomorphic to
Zn12 ×Z(n−n1)=24 [2].
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5.2.1. First-order Reed–Muller codes cyclic labelings viewed through symmetry
groups
Several papers dealt with the extension problem via the de@nition of weights on
certain classes of rings and isometries between weighed modules=rings and codes of
(Fnq ; dh) [3,5,10,12,18]; most weights used are homogeneous in the sense of [5]. Here
we will re-obtain one of these isometries via the mapping / from binary to spherical
codes.
In [3] it is shown that there is an isometry between the space (Z2m+1 ; whom) and
RM(1; m), where whom(0)= 0, whom(2m+1)= 2m, and whom(u)= 2m−1 otherwise.
The isometry between (Z2m+1 ; dhom) and (RM(1; m); dh) is constructed via the binary
expansion of elements of Z2m+1 . We remark that this was further extended in [10] to
isometries between @nite chain rings (which include Zpn , p prime) with an homoge-
neous weight and @rst-order generalized Reed–Muller codes GRM(1; m). In all these
cases we can apply Lemma 15 to obtain cyclic labelings of these codes. We can also
describe all the cyclic labelings of the binary code RM(1; m) via the symmetries of
the associated spherical code /(RM(1; m)), which is a biorthogonal code.
We recall that a biorthogonal code C in Rn is any code obtained from the double
frame B= {±e1; : : : ;±en} by rotation and=or similarity. We also recall the de@nition
of RM(1; m). Let V be the space of aRne functions on Zm2 , i.e., the polynomials in
Z2[x1; : : : ; xm] which have degree at most 1. Let v1¡ · · ·¡v2m be some ordering of the
vectors of Zm2 . Let 5 :Z2[x1; : : : ; xm]→Z2
m
2 be the evaluation map 5(f)=(f(v1); : : : ;
f(v2m)). The @rst-order Reed–Muller code RM(1; m) is the image of the subspace V
under 5 [13]. In the next proposition we show that the image of RM(1; m) under / is
a biorthogonal code, and we describe its cyclic labelings.
Proposition 17. Let += {v1; : : : ; v2m} be a orthonormal basis of R2m , and let / :Z2m2 →
R2m be the associated mapping. Then
(i) The Reed–Muller code RM(1; m) is mapped onto a biorthogonal code in R2m .
(ii) Given an aAne function f on Zm2 , let H (f) be the “hyperplane” H (f)=
{f + h; h= ∑ aixi; ai ∈Z2}. Then each ordering of H (f) induces a cyclic
labeling of RM(1; m).
Proof. (i) The weight enumerator of RM(1; m) is t2
m
+(2m+1−2)t2m−1+1 [13]. Since the
code is homogeneous (it is linear), this is the distance pro@le for any point. This means
that given any u in RM(1; m); there are 2m+1 − 2 points v in the Reed–Muller code
such that 〈/u; /v〉=2m−2(2m−1)= 0, and also that there is one point v (which is u+1
as an aRne function) such that 〈/u; /v〉=2m− 2(2m)=−2m. Thus C = /(RM(1; m)) is
a biorthogonal code with vectors of norm N =2m.
(ii) First we describe the cyclic groups that label the biorthogonal code C =
/(RM(1; m)). For each basis +⊂C, there corresponds a labeling symmetry T of C; if
+= {v1; : : : ; v2m}, then T is the linear transformation de@ned by Tvi =Tvi+1 for i=1; : : : ;
2m−1, and Tv2m =−v1. On the other hand, given T ∈Sym(C) such that the group 〈T 〉
acts free and transitively in C, it is clear that += {v; Tv; : : : ; T 2m−1v} must be a basis
of R2m for any v∈C. Therefore, we have a correspondence between basis contained
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in C and labeling cyclic groups of C. We also have a correspondence between hy-
perplanes (H (f)) and (orthogonal) basis contained in C; given by / (Proposition 12).
This de@nes a cyclic labeling of RM(1; m) by the group 〈T/〉.
An important feature of these cyclic labelings of RM(1; m) is that they come from
symmetries of the code that are not extendable to the whole space, as we will prove
next (Theorem 19). The existence of non-extendable isometries between codes was
already noted in [4], and this theme is further developed in [19]. In the sense of this
last paper, RM(1; m) is not metrically rigid, i.e., has non-extendable symmetries.
The proof of the non-extendability is done by a simple estimative on the order of a
symmetry. Each symmetry g factors as '*u, where ' is a permutation of coordinates and
*u is the translation by the vector u. This follows from the description of Sym(An; dh)
given in [4]. As in Lee spaces, the translations form a normal subgroup of Sym(Zn2; dh),
and thus we have the isomorphism Sym(Zn2; dh)∼= S(n)nZn2. This decomposition and
the next lemma (see [7]) provide a estimative of the order of the symmetry g in terms
of the orders of ' and *u.
Lemma 18 (Costa et al. [7]). Let G be a ?nite group with subgroups N and H such
that N is normal and abelian. Suppose that G is the semi-direct product of N and
H . If g is an element of G with g= nh; n in N and h in H , then the order of g
divides the product of the orders of n and h.
This comes easily from the fact that
(nh)r = n(hnh−1)(h2nh−2) · · · (hr−1nhr−1)hr;
that g → hkgh−k is an isomorphism for each k, and that N is normal and abelian.
Applying this to Sym(Zn2; dh), we prove the main result of this section.
Theorem 19. Let g be a symmetry of the binary Reed–Muller code RM(1; m). If g
de?nes a labeling, then g cannot be extended to a symmetry of (Z2m2 ; dh).
Proof. Let g∈ S(n)nZn2, g=('; u), and suppose that |g|=2m+1. By the last Lemma,
2m+1 divides |'‖u| and, since either u=0 or |u|=2, |'|¿2m. On the other hand, if
'= c1c2 : : : cs is the decomposition of ' in disjoint cycles, some ci must have length
greater or equal than 2m. But the maximum length is exactly 2m, and therefore ' is
a 2m-cycle. Now let C be a binary code contained in the code [2m; 2m−1]= {v∈Z2m2 ;∑
vi =0}, and suppose that g=('; u) is a symmetry of this code. The permutation '
is a 2m-cycle, so it permutes all coordinates. Since gr =('r;
∑r−1
i= 0 '
−iu'i) and u∈C,
2m∑
i= 0
'−iu'i =
(
2m∑
i= 0
u'−i(1); : : : ;
2m∑
i= 0
u'−i(n)
)
=
(
2m∑
i= 0
ui; : : : ;
2m∑
i= 0
ui
)
=0
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and
g2
m
= id:
Therefore, no symmetry of (Z2m2 ; dh) that preserves RM(1; m) can have order 2m+1, and
all the cyclic labelings of this code are done by non-extendable symmetries.
6. Non-abelian labelings of Lee spaces (Zn2m; dlee); m¿3
In this section we construct a non-abelian labeling of a family of Lee spaces. The
construction is quite longer than the examples obtained in Hamming spaces, since there
are much fewer symmetries to work with. This may have some practical applications,
since it includes the spaces (Zn2k ; dlee).
6.1. Labelings for n¿2
The labelings for (Zn2m; dlee) are obtained via a labeling of the lattice Zn. In order to
simplify the notations, this labeling will be done for the lattice Ln=Zn +
∑ 1
2ei and,
accordingly, for the quotient lattice Ln2m=L
n=2mZ on the torus Tn2m=Rn=2mZ.
The main idea is to consider two groups: one acting on the set of vertices of the
n-cube [− 12 ; 12 ]n, and the other a translation subgroup that preserves Ln2m and has the
“double-sided cube” [− 12 ; 32 ]n as fundamental region. We can then combine these two
groups as a semi-direct product to get a labeling group. The reason to use Ln is that
the “inner group” that labels the unitary cube [− 12 ; 12 ]n can be written as a matrix group
(which would be impossible if we worked with [0; 1]n, for instance, in Zn).
To visualize, we may start with the two-dimensional case. If we have a group action
on the vertices of the square [− 12 ; 12 ]2 (such as Z22 acting by reJections on the coordinate
axes), the extension of this action to the whole lattice L22m is done by translations of the
double-sided square [− 12 ; 32 ]2 by vectors of the type (2i; 2j) (Fig. 3, left). The resulting
labeling of Z22m∼=L22m is then given by the semi-direct product of Z22 and Z2m.
Fig. 3. Labelings of (Z28; dlee):Z22nZ24 (left) and the brick layer labeling (right).
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To extend this to any dimension n, let us consider the group generated by reJec-
tions in the coordinate hyperplanes and translations by elements of 2Zn. In other words,
G= {T = *uA; A=diag(±1; : : : ;±1); u∈ 2Zn}. The “inner group” is the group of re-
Jections.
Theorem 20. Let G be the group of symmetries generated by the reBections in the
coordinate hyperplanes and translations by elements of 2Zn.
(i) G is isomorphic to ZnoZn2.
(ii) The cube [− 12 ; 32 ]n is a fundamental region for the action of G.
(iii) G acts freely and transitively on Ln. Let g= *uA and let supp(A), the
support of A, be the set supp(A)= {i; aii =−1}. Then the set of ?xed points of
g is
F(g)=


∑
i ∈supp(A)
ciei +
∑
i∈ supp(A)
1
2
uiei; ci ∈R

 :
(iv) G induces a group of symmetries Gn2m on the torus Tn2m=Rn=2Zm that acts
freely and transitively on the quotient lattices Ln2m=L
n=2mZn. Therefore, Gn2m
de?nes a labeling of Lee spaces (Zn2m; dlee). The group Gn2m is isomorphic to
ZnmoZn2.
Proof. (i) The semi-direct product ZnoZn2 is built from the canonical action of Zn2 as a
group of automorphisms of Zn: for (=(a1; : : : ; an)∈Zn2 and v∈Zn; ((v)=((−1)a1v1;
: : : ; (−1)anvn). The diagonal group of matrices A=diag(±1; : : : ;±1) and the group
Zn2 are isomorphic via ;(A)= ((a11); : : : ; (ann)); where (−1)=1 and (1)= 0. The
mapping 5(*uA)= (12u; ;(A)) is an isomorphism between G and Z
noZn2.
(ii) The cube [− 12 ; 32 ]n is a fundamental region for the action of 2Zn because, for
any v in Rn and any u in Ln, ‖u − v‖¿2. Therefore no two points so that any point
of Ln is of the form *uv, where *u ∈ 2Zn and v∈ [− 12 ; 32 ]n.
(iii) To prove that the action is transitive in Ln, we will show that all points v
of Ln contained in [− 12 ; 32 ]n can be written as v=T (−
∑ 1
2ei) for some T ∈G. Let
I⊂S = {1; 2; : : : ; n}. Let (i be the reJection given by (v1; : : : ; vi; : : : ; vn) → (v1; : : : ;−vi;
: : : ; vn), and let (I be the reJection (I =
∏
i∈I (i.
If v=
∑
i∈I 1=2ei−
∑
j∈S\I 1=2ej, then clearly v= (I (−
∑ 1
2ei). All other points v in
Ln ∩ [− 12 ; 32 ]n can be brought back to [− 12 ; 12 ]n via a suitable translation by an element
of 2Zn; hence all points of Ln ∩ [− 12 ; 32 ]n are in the orbit of −
∑ 1
2ei: Since [− 12 ; 32 ]n
is a fundamental region for the action of 2Zn, for any given point v of Ln there is
*u ∈ 2Zn such that *u(v)∈Ln∩[− 12 ; 32 ]n, hence to the orbit of −
∑ 1
2ei. Therefore the
action is transitive.
Transitivity makes things easier; since the action of G is transitive on Ln, all stabiliz-
ers are conjugate. Hence, if we show that a particular stabilizer Gp= {g∈G; g(p)=p}
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is trivial, we can conclude that the action is free. We will use the point p=
∑ 1
2ei
and show that Gp= {id}.
Let us describe the @xed point set of an element g= *uA of G. Suppose that a point
v is @xed by g: We have
(aii − 1)vi + ui =0; i=1; : : : ; n:
For each i, either aii =1, ui =0 and vi is any number, or aii =−1 and vi = 12ui. If
supp(A)= {i such that aii =−1}, we can describe the @xed points of g as
F(g)=


∑
i ∈supp(A)
aiei +
∑
i∈ supp(A)
1
2
uiei; ai ∈R

 :
Since u∈ 2Zn, p= ∑ 12ei does not belong to any F(*uA) if supp(A) = ∅, and supp(*uA)
=∅ if and only if g is a pure translation *u. Hence g @xes
∑ 1
2ei if and only if g= id.
(iv) Now we can use the canonical projection to the n-dimensional torus Tn2m
=Rn=2mZn to induce a transitive and free action of Gn2m=G=2mZn on the quo-
tient lattices Ln2m=L=2mZn⊂Tn2m. Identifying Ln2m with Zn2m by the isometry (of Tm;n)
v → v−∑ 12ei we get a labeling of these Lee spaces by Gn2m.
First of all, 2mZn is a normal subgroup of G; therefore, G=2mZn is a group of
symmetries of the quotient space Tn2m (Proposition 4). The linear subgroup of G is not
a4ected by taking quotients and Gn2m is isomorphic to ZnmoZn2. The action is transitive,
since the action of G is transitive. In order to check that the action is free we must
examine the same equations that de@ne @xed points:
(aii − 1)vi + ui =0 (mod 2m); i=1; : : : ; n:
One more time, suppose that g @xes
∑ 1
2ei. If aii =−1, ui =2vi mod 2m. For vi = 12 we
get ui =1mod 2m, This is impossible, for ui ∈ 2Zm. Then all ai =1 and ui =0mod 2m,
i.e., g= id. This @nishes the proof.
6.2. A brick layer labeling of Z24m
In the two-dimensional case we can construct another labeling of Z24m via a brick
grid pattern instead of the squared one presented above (Fig. 3, right). Let L24m be as
before, and let % be the “lattice” %= {a(2; 1)+b(2;−1); a; b∈Zm}⊂T 24m. The labeling
group is H= {g∈Sym(Z24m; dlee); g= *uA; u∈%; A=diag(±1;±1)}. This group is
also isomorphic to Z22moZ22. The proofs are quite similar to the ones made for the
preceding example.
7. Concluding remark
The main contribution of this paper is the metric=graph on quotient spaces approach
via symmetry groups, which leads to “geometrically uniform view” on labelings of
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Lee=Hamming spaces and codes. These ideas can be extended to other regular graphs
in a quite fruitful way. In [6] we deal with graphs on Jat tori which extend the Lee
spaces, obtaining good performance spherical codes when those graphs are embedded
in a higher dimensional euclidean space. Concerning to codes in Hamming or Lee
spaces, it is important to distinguish labelings which are or are not induced by the full
groups of symmetries. As we could show here, no cyclic labeling of the @rst order
Reed–Muller code can be given as a restriction of an isometry of the full symmetry
group.
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