ABSTRACT. In this paper we deal with free functional inequalities on the circle. There are some interesting changes from their classical counterparts. For example, the free Poincaré inequality has a slight change which seems to account for the lack of invariance under rotations of the base measure. Another instance is the modified Wasserstein distance on the circle which provides the tools for analyzing transportation, LogSobolev, and HWI inequalities.
INTRODUCTION
An intensive area of research nowadays is functional inequalities. In the classical case these reflect various aspects of operator theory, mass transport, concentration of measure, isoperimetry and analysis of Markov processes.
To describe the setup, we start with a Riemannian manifold M and a probability measure ν on it. The classical transportation cost inequality states that for some ρ > 0 and any other choice of probability measure µ on M the following holds (T (ρ)) ρ W 2 2 (µ, ν) ≤ E(µ|ν). Here W 2 (µ, ν) denotes the Wasserstein distance between µ and ν (probability measures of finite second moment) given by where Π(µ, ν) stands for the set of probability measures on M × M with marginals µ and ν and d(x, y) is the geodesic distance between the points x, y. Also we use here E(µ|ν) = log dµ dν dµ for the relative entropy of µ with respect to ν if µ << ν and +∞ otherwise. The classical Log-Sobolev inequality states that for any µ (LSI(ρ)) E(µ|ν) ≤ 1 2ρ I(µ|ν)
where
is the Fisher information of µ with respect to ν defined in the case µ << ν and dµ dν being differentiable. Another more refined inequality is the HWI inequality introduced in [22] which states that for any choice of the measure µ, (HW I(ρ)) E(µ|ν) ≤ I(µ|ν) W 2 (µ, ν) − ρ 2 W 2 2 (µ, ν).
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where Var ν (ψ) = ψ 2 (x)ν(dx) − ψ(x)ν(dx)) 2 is the variance of ψ with respect to ν.
It is known that if a measure ν on M has the form ν(dx) = e −V (x) dx, where V : M → R satisfies the famous Bakry-Émery condition Hess(V ) + Ric ≥ ρ, then, T (ρ), LSI(ρ), HW I(ρ) and P (ρ) hold true (see for a sample of the literature [22] , [2] , [16] , [29] , [10] , [6] , [11] , or [3] in sub-Riemannian framework). The Gaussian model is the case of V (x) = |x| 2 /2 + C on R d and the Log-Sobolev in this case is due to [12] , while the transportation was first introduced in [28] . The bridge from classical to free probability is usually done using random matrices (see for instance Voiculescu's work [31] , the monograph [30] and also [4, 13, 14] ). It was shown by Ben Arous and Guionnet in [1] that one can realize the free entropy as the rate function of the large deviations for the distribution of eigenvalues of n × n complex random matrix ensembles (see also [15] ). To explain the main ideas, let V : R → R be a smooth function with enough growth at infinity and define the probability distribution
on the set H n of complex Hermitian n × n matrices where dM is the Lebesgue measure on H n . For a matrix M , set µ n (M ) = 1 n n k=1 δ λ k (M ) to be the distribution of eigenvalues of M . These are random variables with values in P(R), the set of probability measures on R and we know that they converge almost surely to a non-random measure µ V on R. For a measure µ on R, the logarithmic energy with external field V is defined by E(µ) = V (x)µ(dx) − log |x − y| µ(dx)µ(dy).
The minimizer of E(µ) over all probability measures on R is called the equilibrium measure µ V . From [1] we learn that the distributions of {µ n } n≥1 under P n satisfy a large deviations principle with scaling n 2 and rate function given by R(µ) = E(µ) − E(µ V ).
In the case of V (x) = x 2 /2, we have the standard Gaussian Unitary Ensemble in random matrix theory which gives rise to the semicircular law as equilibrium measure. Assume that V ≥ 2ρ. Using the classical inequalities on large random matrices, for convex potentials, one can prove the analog of the transportation inequality (due initially to Biane and Voiculescu in [5] and then [14] ) and Log-Sobolev (see [4] ). A different method, still partially based on random matrices to prove a Brunn-Minkowski and from this to deduce the free transportation and Log-Sobolev is given by Ledoux in [17] . Another more direct approach is based on a method involving the mass transportation tools which are presented in [23] and [18] . To the point, the free transportation inequality states that for any probability measure on R,
. The free Log-Sobolev asserts that
for any probability measure µ on R whose density with respect to the Lebegue measure is in L 3 (R), with the notation (1.3) I(µ) = Hµ(x) − V (x) 2 µ(dx).
Here Hµ = 2 1 x−y µ(dx) stands for the Hilbert transform of µ. The free Poincaré inequality was introduced in [18] and later carefully analyzed in [19] . It states that if the equilibrium measure µ V of V has support [−2, 2], then, φ(x) − φ(y) x − y over all probability measures on the circle. In the case Q ≡ 0, the equilibrium measure µ Q is the Haar measure α. We show that under the convexity assumption Q ≥ ρ − 1/2, the equilibrium measure µ Q satisfies (1.5).
In general, the free transportation inequality with constant ρ > 0 (which we call T (ρ)) associated to the potential Q states that for any probability measure µ on T the following holds true (1.6) ρW 2 2 (µ, µ Q ) ≤ E Q (µ) − E Q (µ Q ). Under the assumption Q ≥ ρ − 1/2, the transportation inequality was introduced in [14] using random matrix approximations is T (ρ/2). In this paper we strengthen this inequality to the following
where W 2 is a larger quantity than the standard Wasserstein distance. The new distance here is defined as
where the supremum is taken over all choices of u, v ∈ [0, 2π) and measuresμ on [u, u + 2π) andν on [v, v + 2π) such that exp #μ = µ and exp #ν = ν with exp(t) = e it for t ∈ R. This is discussed in Section 7. The main comment is that this version of the Wasserstein distance reveals, to some extent, a phenomena which is similar to the one of Poincaré inequality, namely that the circle acts on itself by rotations. Several of the standard transportation techniques can be carried out for this new distance. These results are enough to show the transportation inequality (1.7). Worth noticing is the fact that even in the case Q ≡ 0 (when we have µ Q = α) the inequality (1.7) is not sharp (see Proposition 6) . We conjecture though that the right coefficient in front of (1.7) is ρ not ρ/2.
Furthermore, we introduce and analyze the Log-Sobolev inequality LSI(ρ) in the form (introduced in Again under convexity assumption Q ≥ ρ−1/2, we prove LSI(ρ/2) holds true using the transportation tools developed for the new distance. As in the case of transportation inequality, LSI(ρ/2) is not sharp and we conjecture that LSI(ρ) should be the optimal version, at least in the case Q ≡ 0.
Another observation is that we see the same phenomena as in the Poincaré inequality, namely there is a correction in I Q (µ) in comparison to (1. 3) which has an extra term. This seems to vanish for all measures µ if and only if Q ≡ 0, which is the case of µ Q = α, the Haar measure on T.
Under the same convexity conditions, we also prove the HWI inequality which claims that
It seems very difficult to get this inequality using random matrix approximations. Again this is probably not sharp as the constant ρ/2 should be ρ, though we do not have an argument for it. We also do not know if this holds for the standard Wasserstein distance W 2 instead of W 2 . Another result which follows very easily in this framework is the Brunn-Minkowski's inequality and is discussed in Section 8.
Another part of this paper deals with the relations between these inequalities which parallel the hierarchy of inequalities in the classical case from [22] .
Although the convexity of the potential is important in deducing the inequalities thus far, we also treat inequalities which are potential independent. This was first introduced in [21] and then also discussed in [24] . The main transportation inequality uses the W 1 distance instead of W 2 .
One aspect which transpires in the free case is the particular structure of the circle, and perhaps more precisely the fact that the circle acts on itself by rotations. This perspective can be taken back to the classical case where it seems very natural to ask about refinements of classical inequalities in the case of manifolds with an action of a Lie group. Though we posed this question to several experts in the area, we have not been pointed to any reference in the literature. We suggest a version of Poincaré inequality in this framework, though the counterpart of the Wasserstein distance is probably more intricate.
The paper is organized as follows. Section 2 contains the preliminaries. In Section 3 we discuss the main results around the minimization of the logarithmic potentials and introduce a number of operators which play an important role in the rest of the paper. Following this we introduce the free Poincaré inequality in Section 4 which is then expanded in Sections 5 and 6. In Section 7 we discuss the Wasserstein distance followed by Section 8 which introduces the free transportation, Log-Sobolev, HWI, and Brunn-Minkowski. The next section, namely Section 9, discusses the hierarchy between these inequalities. Section 10 gives the cases of potential independent versions of the inequalities in discussion. The last section is a return to the classical case which asks some natural questions about the functional inequalities under the presence of a Lie group acting on the underlying space.
PRELIMINARIES
In this section we introduce some basic notions and notations. For any complex number z ∈ C, (z) and (z) will stand for the real, respectively imaginary parts. The normalized Haar measure on T will be denoted by α and is given formally as the unique measure of mass 1 which is invariant under rotations on T. A more concrete way of computing with it goes through f (z)α(dz) =
The inner product in L 2 (µ) is denoted by ·, · µ and if no measure is specified, this inner product is taken with respect to the Haar measure α. We also use the notation L 2 0 (µ) for the space of functions with mean 0 with respect to the measure µ.
For a smooth function on T we define
with the obvious extension to the higher derivatives. The rotation invariance property of α is equivalent to the fact that for any C 1 function φ : T → C,
In particular for φ(z) = z n , n ∈ Z, n = 0, φ (z) = niz n and thus,
This in turn yields that {z n } n∈Z forms an orthonormal basis in L 2 (α). We say that a measure µ on T is smooth if it has a smooth density with respect to the Haar measure α.
A potential on T is simply a function Q : T → R which we assume to be at least continuous. For a probability measure µ on T, the logarithmic energy with external field Q is given by
It is known that given a continuous Q : T → R, (see [26] ) there is a unique minimizer µ Q on the set of probability measures on T. We will denote for simplicity
In what follows, we denote the support of the measure µ by suppµ. The variational characterization of the equilibrium measure µ Q of (2.3) on the set T (cf. [26, Thm.I.
1.3]) is
Q(x) ≥ 2 log |x − y|µ(dy) + C quasi-everywhere on T Q(x) = 2 log |x − y|µ(dy) + C quasi-everywhere on suppµ.
(2.4)
This means, in particular that the equality on suppµ is actually almost surely with respect to any measure of finite logarithmic energy.
As we will see below in Corollary 1, the equilibrium measure on T with no potential (Q ≡ 0) is simply the Haar measure α.
Very often we will move measures and functions from T to the interval [−π, π) or [0, 2π) and we will do this without specifying it all the time. As a piece of notation, we will fix along the discussion the potential Q on T and set V (x) = Q(e ix ). With this mapping, the characterization of the probability measure µ Q becomes the characterization of the probability measure µ V on [−π, π) which is the minimizer of the energy
The variational characterization of µ V becomes
It is useful to observe that in the case Q is C 1 , then we have
Indeed, taking the measures µ t = (θ t ) # µ Q for small t and θ t (z) = e it z and noticing that
is minimized for t = 0, implies the derivative at 0 is 0, thus concluding (2.7). In this paper, if φ : X → Y is a measurable map and ν is a measure on X, then the pushforward φ # ν is defined as
MINIMIZATION OF THE LOGARITHMIC ENERGY
The main results in this section are based on the following lemma.
Lemma 1.
For any z, w ∈ T with z = w, then
where the series is convergent uniformly on |z − w| ≥ for each small > 0. Also for any finite measure µ on T,
with the meaning that either side is finite if and only if the other one is in which case, both quantities are equal. Moreover, if one of the sides is −∞, then the other is also −∞. Finally,
which means that the one side is finite if and only if the other side is also finite.
Proof. We will work with the branch of the complex logarithm which is defined on the plane without the positive line. For a complex number z with |z| < 1, we have the standard expansion
By replacing w byzw, it suffices to show (3.1) and (3.2) for the case z = 1. Now, for w ∈ T and 0 < r < 1 such that r > 1 − |1 − w| 2 /2 it is easy to check that (3.4) log |1 − rw| ≤ log |1 − w| ≤ log |1 − w/r| = − log(r) + log |1 − rw|.
Next we argue that
It is clear that we can sandwich the log |1 − w|, however we need to make sure the series − n≥1 r n w n n converges to − n≥1 w n n as r 1. This is relatively standard in Fourier series, though a quick argument is based on the following elementary formula valid for 0 ≤ r ≤ 1:
Dominated convergence theorem justifies that we can let N → ∞ to obtain for 0 ≤ r ≤ 1, that
Consequently, we actually obtain with little effort that for w ∈ T , w = 1 and r ∈ [max(0, 1 − |1−w| 2 2 ), 1),
which combined with (3.4), yields for w = 1,
), 1). Letting r 1 gives (3.1). Now we argue towards (3.2). We claim first that log |1 − w|µ(dw) is finite if and only if
To see this we argue first that log |1 − w| is bounded above by log 2 and thus Fatou's Lemma implies that
which guarantees the integrability of log |1 − w| against the measure µ. Now finiteness of log |1 − w|µ(dw) combined with the inequality log |1 − w| ≤ log |1 − w/r| = − log r + log |1 − rw| yields 0 ≤ − log(|1 − rw|/2) ≤ − log(|1 − w|/2) − log r and from this the dominated convergence theorem takes care of the claim.
Next, since
convergence of the left hand side as r 1, is equivalent to the Abel-Poisson summability of the series − n≥1 1 n w n µ(dw) . From the Tauberian theorem ( [20] or [27, Theorem 9.5.4]), this is equivalent to the summability of the series − n≥1 1 n w n µ(dw) . For the proof of (3.3) we use a similar argument to the proof of (3.2) replacing log |z − w| by log |z − rw| with 0 < r < 1. The details are left to the reader.
The first application is the following.
Corollary 1.
For the Haar measure α on T, log |z − w|α(dw) = 0, ∀z ∈ T.
Moreover, if µ is a finite measure on T such that log |z − w|µ(dw) = c, almost everywhere for all z ∈ T, where "almost everywhere" is with respect to the Haar measure, then µ = kα for some constant k ∈ R. Also we must have then c = 0.
The only thing we have to point out here is the choice of the constant k which is chosen so that µ(T) = k. Then w n µ(dw) = w n kα(dw) for all n ∈ Z. This is enough to conclude that µ = kα.
With this at hand we can continue with the first result, which is a way of solving for the equilibrium measure of a given potential. Theorem 1. Assume that Q : T → R is a C 3 potential and A ∈ R is a constant. Then, there exists a unique signed measure µ on T of finite total variation which solves
where "almost everywhere" is with respect to α. The solution µ is given by µ(dz) = u(z)α(dz) where
In addition, the constant C must be given by C = − Q dα. Moreover, for any C 1 function φ on T,
Proof. The uniqueness follows easily from Corollary 1, and thus we only have to deal with existence. Now, write Q as the power series
Notice that because Q is C 3 , integration by parts shows that the coefficients Q(w)w −n α(dw) decay as 1/n 3 for large n, therefore the series above is absolutely convergent. Next, we look for a solution of (3.6) in the form µ = u dα. With the help of (3.2), this means that
n from which, equating the coefficients of z n for n ∈ Z, we first get that C = − Q dα and
Now we recapture the function u in terms of its Fourier coefficients, as
which yields (3.7). Notice that we used the decay of Q(w)w −n α(dw) to guarantee the convergence of the series above as well as the exchange of the integration with the sum. For example the C 3 regularity of Q gives that the coefficients w −n (Q (z) − Q (w))α(dw) decay as 1/n 2 , thus the series
To get (3.8), we observe that it is enough to prove it for functions φ which are C 2 , an easy approximation taking care of the rest. Thus, we expand φ as a Fourier series and then write
which combined with the easily checked identity
|z−w| 2 satisfied for distinct z, w ∈ T we conclude (3.8). As technical points, notice that the equality in the first line is justified by the fact that φ is C 2 , thus the series expansion of φ is absolutely convergent as the coefficients φ(z)z −n α(dz) decay as 1/n 2 . Another point is that that the third and fourth lines hold true because both Q and φ are C 2 .
One particularly interesting consequence of the above result is that under some convexity assumption on Q, we can conclude full support condition. This property is well known for the case of measures on the real line, which states that if the potential is convex, then the support is one interval. More precisely, in this framework we have the following.
Corollary 2.
Assume Q is a C 3 potential on T with Q (z) ≥ β − 1 2 log 2 for some constant β > 0 and any z ∈ T. Then µ Q has a continuous and positive density with respect to α and dµ dα ≥ 2β log 2.
Proof. Consider the argument function of a complex number, Arg(z) to be the angle between the vector z and the positive real axis, thus defined in (−π, π]. Now, the convexity condition on Q means that
Now for another complex number z ∈ T, we can take t = Arg(zw −1 ) and thus obtain
From our choice of the argument, (z) and Arg(z) have the same sign and then
Next, solving (3.6) with A = 1 gives the solution u from (3.7) and using the above inequality leads to
The continuity of u is clear from (3.7).
We introduce now the operators which play an important role in the rest of the paper.
For a C 3 function φ on T, Theorem 1 states that N φ is the unique solution ψ to (3.10) 2 log |z − w|ψ(w) α(dw) = −φ(z) + φ dα almost everywhere for z ∈ T, ψ dα = 0.
Here we collect a number of key properties of these operators.
Proposition 1.
(1) For any C 2 function φ on T, Eφ is a C 2 function and N φ is a continuous function. In addition, if φ is C 3 then
In particular, N φ, ψ = φ, N ψ and N φ, φ ≥ 0. (4) E can be extended to a bounded non-negative operator on L 2 0 (α) with (3.13)
Also N has a (unique) extension to a non-negative self-adjoint operator (still called N ) such that restricted to L 2 0 (α) satisfies (3.14)
I ≤ N .
(5) The operators U and V are characterized by
and
In addition, one can extend these operators to bounded operators on L 2 (α) which satisfy U * = V, V * = U. Also, VU = I while UV = I − Π, where Π is the projection on the set of constant functions.
and (Lφ)(z) = −φ (z) which is the negative Laplacian on T.
Proof.
(1) We prove first that if φ is C 2 , then Eφ is also C 2 . To this end, write z = e it and w = e is and ψ(s) = φ(e is ). With these notations, and the identification of T with [t − π, t + π) we write
where we used the fact that π −π log(2| sin(u/2)|)ds = 0 and the similar integral
This expression of Eφ combined with the dominated convergence theorem, implies that we can take two derivatives and the second derivative is actually continuous. The details are straightforward.
For the operator N , we need to show that if φ is C 2 , then N φ is continuous. This follows in a similar vein from the writing
and the continuity follows from the dominated convergence theorem. The equality in (3.11) follows from Theorem 1. (2) This is a direct calculation which can be also seen from (3.2) combined with (3.11). (3) This follows from Theorem 1, more precisely from (3.8) . (4) The claim for the operator E follows from the previous item and the fact that for any C 3 function φ, we can write φ = n∈Z γ n z n (in L 2 (α) which is also absolutely convergent) and thus
which, from the density of C 3 functions in L 2 (α) shows that one can extend the operator to a bounded operator on L 2 (α). Also, the positivity and the contraction property follows easily. The claim about the operator N can be deduced from the fact that N is the inverse operator of E on C 3 functions. Now E has the extension to a positive operator on L 2 0 (α) and thus we can use functional calculus to define the operator N as the inverse of E on L 2 0 (α). Clearly this is a positive operator and is an extension of the operator N from C 3 functions.
The uniqueness of the extension can be argued from the fact that
n∈Z |e(n)| 2 < ∞} via the isometry Φ(z n ) = e n where e n (m) = δ nm (it is 1 at m = n and 0 otherwise). In this isometry, the operator N becomes the multiplication by the function f which is defined as f (n) = |n| and this multiplication operator has a unique selfadjoint extension, thus the conclusion. (5) Equation (3.15) is easy to deduce from a direct calculation. All the other statements follow easily from (3.15). (6,7) The other properties follow from a simple check on monomial functions z n and then using a density argument.
The next result gives the solution to (3.6) in terms of the operator N .
Proposition 2. For a C 3 potential Q on T, the probability measure solution µ Q of (3.6) is written as
If in addition, the minimizer of E Q on T is µ Q and has full support, then
Proof. The only thing we need to prove here is the last item which follows from
which combined with (3.12) gives (3.18)
We now discuss the behavior property of E Q , when the potential Q is perturbed.
Theorem 2.
Assume that Q is of class C 3 and µ Q = u α with inf z∈T u(z) > 0. Then for any C 3 functions f, g : T → R,
taken in the sense of distributions. In addition,
Proof. Since, u(z) = 1 − N Q(z) > 0 for all z ∈ T and the fact that u is a continuous function (see Proposition 1 (1)), it follows that for small t and all z ∈ T, it is also true that
for all z ∈ T. Now looking at the densities as described by (3.17) , it is easy to show (3.19) .
For the second part, use the representation from (3.18) and straightforward computations combined with (3.17).
POINCARÉ INEQUALITY
4.1. General Properties. Now we have introduced all ingredients for the statement and elementary properties of the Poincaré's inequality. We start with the definition first.
Definition 2.
We say that a probability measure µ on T satisfies the free Poincaré inequality with constant ρ > 0, denoted P (ρ), if
holds for any smooth f : T → C.
The expression on the left-hand side appears also in [8] in relation to fluctuations of functions of random matrices on the unitary group. One can argue as in [18] that using Poincaré's inequality on large matrices, one can deduce some version of the free inequality for some sufficiently regular functions.
Notice that, as opposed to the classical Poincaré where the left-hand side depends on the measure µ through its variance, in this case the left-hand side is independent of the measure µ. Also in the classical case the left hand side is the L 2 norm of the projection onto orthogonal to constants, while here this is some sort of L 2 norm of the non-commutative derivative
. In the case of µ = α, since f dα = 0 for any smooth f , the free Poincaré inequality is equivalent to
A few elementary properties are collected in the following statement.
Proposition 3. Assume µ satisfies P (ρ).
The following are true.
(2) The constant ρ in (4.1) satisfies ρ ≤ 1 2 with equality if and only if µ = α.
with Var ν (f ) = |f | 2 dν − f dν 2 for any measure ν. In fact, this inequality is equivalent to P (1/2)
for the Haar measure α with equality in (4.2) or (4.1) being attained only for f (z) = az, a ∈ C.
(1) Assume by contradiction that there is an open set J ⊂ T such that µ(J) = 0. Take now, an open set J 2 such thatJ 2 ⊂ J and pick a smooth function 0 ≤ f ≤ 1 which is 0 outside J and 1 on J 2 . Apply now Poincaré to get a contradiction. ( 2) The argument here follows the same line as in [4] . Apply (4.1) for f (z) = z to show that 2ρ ≤ 1.
Now, if ρ = 1/2, then, apply (4.1) for f = g + rz and thus conclude that
Since this is true for any r ∈ R, it yields
which in turn gives
Now, using the operator N , the left hand side is precisely
, and thus we can reinterpreted the equality above as g (z)z µ(dz) = g (z)z α(dz) for any smooth function g, which is equivalent to µ = α. (3) This is a simple application of the fact that the Poincaré in this case is translated into N ≤ N 2 , which is equivalent to the spectral gap of N , a consequence of (3.14) of Proposition 1. (4) This is immediate from the following sequence of inequalitites
which is P (ρ 2 /2) for µ.
HOUDRÉ-KAGAN TYPE REFINEMENTS
In this section we want to give some refinements for the Poincaré inequality in the case of the Haar measure α. To do this, we use the idea from [25] . The starting point is the following statement.
Proposition 4. For any C 3 functions φ, ψ on T it holds that
Proof. It suffices to check this for the case of φ(z) = z n and ψ(z) = z m with n, m an integer numbers. If n = 0, both sides are 0 and the equality is trivial. If n = 0, then, since φ = inφ and ψ = imψ combined with N φ = |n|φ and Eφ = 1 |n| φ, the identity is immediately checked. In particular, since E is a contraction on L 2 (T), we obtain another proof of the Poincaré inequality P (1/2) for α.
What we want to do now is to refine this argument and for this matter we follow a similar argument to the one exposed in [24] . The main ingredient in this is to write the operator N − I as (∂ c ) * ∂ c , where ∂ c is going to be defined below. Before we do that we recall the definition of the non-commutative derivative introduced by Voiculescu. It is defined on polynomials in z and z −1 over T by the rule
Alternatively, this can be defined on monomials z n for integer values of n by
and then extended by linearity to all polynomials. We need to adjust this a little bit for our purpose by setting the following
, and its obvious extension by linearity to all polynomials. To some extent, this resembles the same flavor as the derivative ∂, with the adjustment that the derivative of z n on the circle (according to our definition) is not inz n−1 but inz n . If we insist, we can relate ∂ c to ∂ as follows. First, set P + to be the set of polynomials in z with no free coefficient and similarly set P − to be the set of polynomials in z −1 with no free coefficient. Then,
This is a non-negative operator on L 2 0 (α). Notice here that (3.12) is precisely the following statement N φ, ψ = ∂φ, ∂ψ α⊗α .
Indeed, this is so because
Now, we want a similar representation for M instead of N and this is the reason for introducing ∂ c for which a simple calculation reveals that for any polynomials φ, ψ ∈ L 2 0 (α) in z and
Now, observe that for any polynomials φ, ψ in z and z −1 , we have φ , ψ ∈ L 2 0 (α) and then,
Furthermore, the key now is to write
The next step is to commute the operators ∂ c with (I + M) −1 . To do so, we need to commute M with ∂ c . The first obstacle here is that M sends functions into functions, while ∂ c sends functions into tensors. Thus we need to extend the operator M to tensors. We do this by the following recipe:
With this definition we claim that
Indeed, it is sufficient to check this on monomials φ(z) = z n . For n = −1, 0, 1, both sides are equal to
With these considerations, we now see that
and thus
Therefore, if go back to (5.3), we continue
Now we repeat this by writing
Next, we want to extend this to higher orders. To do this, we define inductively the operators M (k) by the rule
for any (k − 1) tensor P and any 1 tensor Q. In addition to these, we define higher versions of ∂ c by
The main commutation relation is that
To see why this is so, we use induction. For k = 1, this is exactly (5.4). If we assume the statement to be true for k ≥ 1, then, by the definition of M (k) , we can write
which is the proof of (5.5). Notice now that from (5.5) we get
The next fact is that
c ψ . This can be proved starting with (5.5) written in the form
which multiplied on the right by ∂ (k−1) c and used iteratively yields
Thus, checking (5.7) becomes now equivalent to
It is now sufficient to do this for the case φ(z) = φ n (z) = z n and ψ(z) = ψ m (z) = z m with m, n integer numbers. Since Mφ n = (|n| − 1)φ n , in the case of m and n have different signs, both sides above are 0. Thus, it suffices to consider the case when both are positive or both are negative. Since the case of negative values is similar, we treat only the case of m, n both positive. In this case, the equality to be proven becomes
It is now a straightforward exercise to show by induction that
Thus, the equality to be checked becomes
where N k,l is the number of writings of l = a 1 + a 2 + · · · + a k+1 with a 1 , a 2 , . . . , a k+1 ≥ 1. It is very easy to verify that N k,l = l−1 k as one can see from equating the coefficients of t l from the equality
With this, the equality (5.9) is completed and in turn (5.7) is checked. After these preliminaries, the main result of this section is contained in the following.
Theorem 3. For any k ≥ 1 and polynomials φ, ψ, we have
(5.10)
In particular for any k ≥ 1 the following holds
This is a refinement of the free Poincaré inequality for the Haar measure α.
Proof. The proof is an induction on k, use of the key facts (5.7) and (5.6) combined with the following sequence of equalities
Notice that the operator (M (k) + kI) is not invertible on the set of all tensors, but it is so on the set of tensors on the form ∂ (k−1) c φ.
POINCARÉ'S INEQUALITY UNDER CONVEXITY ASSUMPTIONS
The main result of this section is the following.
Theorem 4.
Assume Q is a C 3 potential on T such that Q ≥ ρ − 1/2 for some ρ > 0. Then for any smooth function φ on T,
Proof. The proof starts with (5.1) and the observation that E1 = 0, thus allowing us to write
Furthermore, since E ≤ I, it follows that
where in the middle we used (3.17).
What we need to show now is that 1−N Q ≥ 2ρ. To attain this we use Corollary 2, again in conjunction with (3.17) . Using β = ρ − On the other hand, since Q dα = 0 and Q ≥ ρ − 1/2, we learn that ρ ≤ 1/2. This justifies that
which then proves that 1 − N Q ≥ 2ρ and this in turn ends the proof.
We should point that the constant 2ρ in (6.1) can be replaced by the larger quantity 2 log 2 ρ − 1 2 + 1 2 log 2 . However, in the case of Q ≡ 0, which is to say ρ = 1/2, both quantities give the same values, namely 1 which is also sharp.
THE MODIFIED WASSERSTEIN DISTANCE
In [14] , the free transportation inequality on the circle is deduced as the limiting of the transportation inequalities on orthogonal groups. To recall the main idea in there, let's denote by U (n) the group of n × n unitary matrices and for any potential Q on T and consider
This is going to be our reference probability measure on U (n) associated to Q. The classical transportation inequality applied to this reference measure should produce the free transportation inequality. However, to apply the classical inequality one has to take into account that the classical case requires extra conditions, as for example the Bakry-Emery condition. Even in the simplest case, Q ≡ 0, the reference measure does not satisfy Bakry-Emery condition because the Ricci curvature of U (n) is degenerate. Nevertheless, this is saved by the fact that SU (n), the subgroup of unitary matrices of determinant 1, has indeed constant Ricci curvature. It is interesting to point out that the particular structure of SU (n) is actually reflected into the corresponding free Log-Sobolev inequality, while the form of the transportation inequality is in fact the same as in the case of the real line (with the appropriate quantities well defined). Particularly noticeable here is that the free transportation inequality still uses the standard Wasserstein distance on the circle. What we propose in this note is a distance which seems to be, morally, a reflection of the SU (n) structure versus U (n) structure. The main difference between U (n) and SU (n) is that the latter is a version of the former with an extra constraint. If we look at the measures on U (n) and lift them (using the exponential map) to the Lie algebra of U (n), then, lifts of measures which are supported on SU (n) have to satisfy a certain constraint. At the heuristic level this is that the integral of the lifted measure must have 0 expectation. This last statement comes from the basic structure of SU (n), namely matrices of determinant 1 and matrices in the Lie algebra su(n) have 0 trace. Furthermore, the passage from the transportation inequality on U (n) to the free transportation on the circle, involves looking at the distribution of the eigenvalues of the random matrix. According to the above paragraph (at the heuristic level) the lift to the Lie algebra level implies that the lifted measure of the eigenvalues satisfies the extra constraint that the mean of this measure is 0. This is going to be our guiding leitmotiv in the following alteration of the definition of the Wasserstein distance.
On a metric space (X, d) the standard Wasserstein distance W p for p ≥ 1 is defined as
where the set Π(µ, ν) is the set of probability measures on X × X with marginals µ and ν. We will use this in the case of X = R with the length distance and also in the case of X = T and the arc-length distance. We will do this tacitly and we will mention this explicitly where confusion arises. We will modify this definition in what follows and for this purpose we proceed first with more notations.
In the sequel, exp : R → T denotes the map exp(x) = e ix . For a given u, we set exp u the restriction of exp to [u, u + 2π). Furthermore, for a measure µ on T, we define the lift measureμ on R bȳ
For a measure µ on T, the lift measureμ u is simply the restriction ofμ to the interval [u, u + 2π). 
where W p (μ u ,ν v ) is the standard Wasserstein distance on the real line. We use here the convention that the supremum over the empty set is +∞, thus W p (µ, ν) can be +∞. In fact, W p (µ, ν) = +∞ if and only if for any u, v, xμ u (dx) = xν v (dx).
We denote by P as (T) the set of atomless probability measures on T.
Below we collect a set of properties of this new object.
Proposition 5.
(
For any probability measures µ, ν on T,
. This means that W p is not a distance on the set of probability measures. (6) If µ, ν ∈ P as (T), then there exists t ∈ [0, 2π] such that xμ t (dx) = xν t (dx). Moreover, for any
In other words, for any u, v ∈ [0, 2π] such that xμ u (dx) = xν v (dx) and any p ≥ 1
In particular, W p (µ, ν) < ∞ and the supremum in the definition of W p (µ, ν) is attained. (7) If µ, ζ, ν are three probability measures in P as (T), then
(8) On P as (T), the topology induced by W p is the topology of weak convergence. More precisely, if {µ n } n≥1 ⊂ P as (T) and µ ∈ P as (T), then µ n converges weakly to µ if and only if W p (µ n , µ) converges to 0. (9) For any measure µ ∈ P as (T), W p (µ, α) = W p (µ, α).
Proof.
(1) It is clear from the definition. (2) The point is that if we denote by d(z, w) the distance on T, then
for any x, y such that z = e ix and y = e iy . In particular,
for any x, y such that z = e ix and w = e iy . If W p (µ, ν) = +∞, there is nothing to prove. In the case W p (µ, ν) < +∞ we can pick any u, v such that xμ u (dx) = xν v (dx), andγ any plan on R × R with marginalsμ u andν v . Then γ = (exp u × exp v ) #γ is a plan on T × T with marginals µ and ν. Now, (7.3) shows that for any u, v ∈ [0, 2π] such that xμ u (dx) = xν v (dx), we get that
and consequently, W 2 (µ, ν) ≤ W 2 (µ, ν) for any µ, ν. (3) This is clear from the fact that W p (µ, ν) = 0 if and only if µ = ν. This fact combined with (7.2) yields the claim.
(4) For any u ∈ [0, 2π], x(δ a ) u (dx) =ā with exp u (ā) = a. Similarly, for any v ∈ [0, 2π], we also have x(δ b ) v (dx) =b with exp v (b) = b. Therefore, we need to haveā =b which means that a = b and obviously, W p (µ, ν) = 0. If a = b, we can not find u, v such that the integral condition is satisfied, thus W p (δ a , δ b ) = +∞. (5) In the first place, for any v,ᾱ v is the uniform probability measure on [v, v + 2π). We need to find u and v such that x(δ a ) u (dx) =ā = xᾱ v (dx) = v + π from which v = (ā − π) and then
p+1 . The rest is trivial. (6) The key here is the following equation
which is a consequence of the fact thatμ
. Now, if µ, ν do not have atoms, then we want to find t ∈ [0, 2π] such that
Since µ and ν do not have atoms, the function
is a continuous function of t. In addition, a simple argument shows that
Therefore, continuity of f guarantees that there is an intermediate point t ∈ [0, 2π] such that (7.5) is satisfied. Now, using (7.4), we get that xμ u (dx) = xν v (dx) if and only if
Given the solution t to (7.5), the above equation becomes equivalent tō
Again, since the measures do not have atoms, we deduce that given u, there is at least one v such that (7.6) is satisfied.
Assume now that u, v ∈ [0, 2π] are two values such that xμ u (dx) = xν v (dx). There is a nondecreasing transportation map denoted by θ u,v which mapsμ v intoν v . This means, according to [29, 
for any x ∈ [u, u + 2π) and
It is clear that
Next assume that u, v and u , v are two pairs such that xμ u (dx) = xν v (dx) and xμ u (dx) = xν v (dx). We may assume for example that u ≤ u and then according to (7.6), we obtain that
Ifμ u ([u, u )) = 0, then we also have thatν 0 ([v ∧ v , v ∨ v )) = 0 and in this case, if v < v it is easy to see that θ u,v also mapsμ u intoν v and thus W 2 (μ u ,ν v ) = W 2 (μ u ,ν v ). Therefore, without loss of generality we may simply assume that v ≤ v . By the definition ofμ u , we also obtain that
Let F u be the cumulative function ofμ u and G v the cumulative function ofν v . Similarly denote by F u and G v the cumulative functions ofμ u andν v . Now, (7.8) reads as
Also, from [29, Section 2.2] and with the notations from there, we know that
The main point in the proof now is the following relation
To see why this is true, we just need to observe that
Using the similar writing for G v and G v it is now a simple exercise to check that
. Combining (7.9), (7.10), (7.11) and (7.12) we obtain
Once this is obtained, a verification reveals that
which is what we wanted to show. The rest is obvious. (7) Take u, v, t such that xμ u (dx) = xζ t (dx) and for this fixed t choose v such that xζ t (dx) = xν v (dx) which is always possible as we pointed out above. Then, the rest follows from the fact that xμ u (dx) = xν v (dx) and according to the previous item,
(8) Assume that µ n is a sequence of probability measures in P as (T) converging weakly to µ ∈ P as (T) and similarly ν n converging weakly to ν with, ν n , ν ∈ P as (T). We claim that
To see this, we argue by contradiction. Assume that for some > 0 and a subsequence n k we have
Now, we can find u n k ∈ [0, 2π) such that
On a further subsequence of n k , say n k,1 , we can assume that u n k,1 converges to u. By the fact that the measures involved do not have atoms, it is an easy exercise to check that (μ n k,1 ) un k,1 converges weakly toμ u and similarly, (ν n k,1 ) un k,1 converges toν u . In addition, again by the fact that the measures involved do not have atoms,
we get by taking the limits and using the fact that W p is continuous with respect to the weak limits that
which is a contradiction with our initial assumption. This gives the first implication of the claim. For the reverse implication, if we have
then µ n must converge in weak topology to µ. Otherwise, we can extract a subsequence n k such that for some fixed > 0, we have
where here W p is the standard Wasserstein distance on the space of probability measures on T. Indeed, this is so because the distance W p induces the topology of weak convergence on T. Now, using a further subsequence we can find a subsequence of µ n k which is weakly convergent to some measure ν. Using the first implication and the convergence above we obtain in the first place that W p (µ, ν) ≥ and on the other hand W p (µ, ν) = 0 which is a contradiction. Thus µ n must converge weakly to µ. (9) Assume u is such that xμ u (dx) = xᾱ u (dx). Because α is the Haar measure on T, we certainly have xᾱ u (dx) = u+π. Now if we take the transport map θ which mapsᾱ u intoμ u , we claim that |θ(x) − x| ≤ π. Indeed, if this were not so, then we would have z, say for simplicity, z ∈ [u, u + π) such that θ(z) > z+π. Since θ is non-decreasing, we also get that θ(y) ≥ z+π for all y ∈ [z, u+2π).
On the other hand,
which leads to z ≥ u + π in contradiction to z ∈ [u, u + π). A similar argument can be run to prove that we can not have z ≥ u + π such that |θ(z) − z| > π. Since the map θ is such that |θ(x) − x| ≤ π, it means that the segment on the circle between x and θ(x) is a geodesic segment and such θ is the transportation map for W 2 (µ, ν) on the circle.
As in the classical case there is a dual formulation of the distance W p which is given next. In the following statement periodic functions are periodic of period 2π.
Theorem 5.
(1) Given p ≥ 1 and two measures µ, ν ∈ P(T) such that W p (µ, ν) < ∞, we have
where the supremum is taken over all triples (λ, f, g) with λ ∈ R and f, g : T → R smooth functions (identified as periodic continuous functions on R). (2) Assume that λ ∈ R and f is a continuous bounded function on the real line. Define now
In addition, if f is a T -periodic functions, then U λ t f is also a T -periodic function. (3) We have for any measures µ, ν ∈ P(T) with W 2 (µ, ν) < ∞,
where the supremum is taken over all λ ∈ R and periodic smooth functions f . (4) For p = 1 the following characterization holds:
where the supremum is taken over all λ ∈ R and continuous periodic f and we assume that W 1 (µ, ν) < ∞.
Notice that if µ, ν ∈ P as (T), then for any p ≥ 1, we obtain that W p (µ, ν) < ∞ and thus the Theorem applies.
(1) Notice that it is enough to prove (7.14) only for the case of functions f, g which are Borel measurable and periodic. This is a consequence of the fact that for any Borel bounded measurable and periodic function f : R → R we can find a sequence of smooth periodic functions f n :
This can be seen by approximating first from below the function f by periodic step functions and then each step function, again from below, by a smooth one. As a technical point, to justify the proper convergence, we notice that from f (x) + g(y) ≤ |x − y| p + λ(x − y) and periodicity, it must be that f and g are bounded.
With this we can simply enlarge the class of functions in (7.14) to any Borel measurable and periodic functions f, g satisfying f (x) + g(y) ≤ |x − y| p + λ(x − y) for all x, y ∈ R.
Observe first that for any u, v, functions f, g : T → R and λ ∈ R,
On the other hand, the duality for the standard Wasserstein distance is written as
For any u, v and functions f, g satisfying
Therefore, if u, v are such that xμ u (dx) − xν v (dx) = 0 we obtain that
This still holds if there are no u, v such that xμ u (dx) = xν v (dx) because in this case, W p (µ, ν) = +∞ but we do not need this case.
For the reverse inequality we mimic the proof of the Kantorovich duality as presented in [29, Page 26] . First, for p ≥ 1 and λ ∈ R we define the cost function
Notice that c(x, y) ≥ 0 and in the case p = 1 we will restrict the values of λ to the interval (−1, 1) and the difference from the cost function |x − y| p − λ(x − y) is just a constant. Within this setting, the reverse of (7.16) becomes equivalent to proving that for fixed λ ∈ R (with λ ∈ (−1, 1) for p = 1) and for any u, v ∈ [0, 2π],
where Π(ζ, η) is the set of probability measures on R × R with marginals ζ, η.
To show (7.17) we use the Fenchel-Rockafeller duality Theorem (see [29, Theorem 1.9] ). To do this we consider the space E of continous and periodic functions on R × R endowed with the supremum norm. This is the same as the space of continuous functions on T × T and its dual is the space of Borel measures with the total variation norm on T × T which can be identified with the space of Borel measures on [u, u + 2π) × [v, v + 2π). The function c λ,p is certainly continuous on R × R. Now we introduce the functionals Θ : E → R ∪ {∞} and Ξ : E * → R ∪ {∞},
(3) We just have to observe that for a given function f , the best function g such that g(
The rest is a consequence of the first part of the Theorem. (4) From the first part of the Theorem,
Given a λ ∈ R and a function g, the best choice of f is determined by
In particular, f (x) ≤ g(x) and
Denoting now f (x) = inf y {g(y) + |x − y| + λ(x − y)}, for every > 0 we can find a y such that
Therefore we get that
Hence,
On the other hand, if f is as above (namely |f (x) − f (y) − λ(x − y)| ≤ |x − y|), take g(x) = inf y {f (y) + |x − y| + λ(x − y)} and observe now that f (x) = g(x), and moreover f (x) − g(y) ≤ |x − y| + λ(x − y), from which
This is now enough to conclude that
which ends the proof.
TRANSPORTATION, LOG-SOBOLEV AND HWI INEQUALITIES
8.1. Transportation Inequality. In this section we discuss the transportation inequality. The approach is inspired by [18] and [23] .
Definition 4.
We say that a potential Q on T satisfies the transportation inequality if there is a positive ρ > 0, such that for any other smooth measure µ on T,
is the distance defined in (7.1).
We refer to (8.1) as T (ρ).
Theorem 6. Any C 3 potential Q : T → R such that Q ≥ ρ − 1/2 for some ρ > 0 satisfies T (ρ/2).
Proof. For any probability measure µ on T with finite energy E Q (µ), it is clear that µ does not have atoms. We may also assume that the measure µ has a smooth density, otherwise we can use careful approximations as in [14] . Thus according to (6) in Proposition 5 we can choose t and θ = θ t : [t, t+2π) → [t, t + 2π) such that θ is non-decreasing and
The transportation inequality becomes now (recall that V (x) = Q(e ix ))
and thus it suffices to prove that
At this point we can use the variational characterization of the minimizer µ Q to justify that
for x in [t, t + 2π) and the integral above has to be taken in the sense of a principal value integral. By Corollary 2 we know that the support ofμ Q,t is the whole interval [t, t + 2π). From here, and the fact that the means of bothμ Q,t andμ t are equal, we obtain the following crucial identities
Further, since
and this with a = (θ(x) − θ(y))/2, b = (x − y)/2, x > y, completes the proof.
In the case of measures on the real line, the transport inequalities from [18] for some cases proved to be sharp. In the present context, the above proof does not give the sharp constants in the case of vanishing potential Q as it is proved in the following. It might be true that it could be sharp for some other potentials Q, but that we do not know. Proof. For Q ≡ 0 we know that ρ = 1/2 and µ Q = α. In order to get a sharp inequality, we need to saturate (8.3) and that is the case for either a close to b or b close to π/2.
An improvement of the inequality (8.3) would be of the form
for some function h(b). Clearly, (8.3) gives that we can take h(b) = 1 for any b. The idea is that replacing a = (θ(x) − θ(y))/2, b = (x − y)/2, x > y and integrating with respect to x and y, we obtain that
with the notation ψ(x) = θ(x) − x. The best choice in (8.4) is the following function
Thus, we try to prove an inequality of the form
Notice that we clearly have h(b) ≥ 1 and thus the above inequality holds with c = 2 which yields T (1/4). Nevertheless, the point is that the above inequality may give a better constant than c = 2.
To understand the function h, notice that from the Taylor's formula with the integral remainder, we learn that
It is clear from this representation that h is a continuous function on (0, π) and in addition to this, h(b) ≥ 1 with equality only for the case of b = π/2. Moreover h(0) = h(π) = +∞. Therefore, we can take a continuous function g :
and g(b) ≥ 1 for b ≥ 0 with equality only for b = ±π.
With this choice we claim that there is a constant δ > 0 such that for any continuous function ψ with
This in turn will imply that the constant c in (8.7) satisfies c > 2, thus combining this with (8.5) we obtain that the transportation inequality is T (c/8) with c/8 > 1/4. To see why (8.8) is fulfilled, we follow an argument suggested to the author by Michael Loss. It is easy to see first that g(t) = n e −intĝ (n) where for an arbitrary function φ :
Notice that because g is an even function, the Fourier coefficientsĝ(n) are all real for any integer n ≥ 0. After some elementary manipulations with Fourier series, the above inequality translates into
which follows once we prove that for some δ and any n ≥ 0,
In the first place, for any finite number of values of n, it is clear that
On the other hand, for large n,
Consequently, we can choose a small δ > 0 such that for any n,
Here is some supporting evidence for this claim. If we take the function h(y) = 1/ sin 2 (y) then we have the following sequence of equalities
where φ(e ix ) = ψ(x). The last term is precisely N φ, φ and because φ dα = 0, we know from the fact that the spectrum of N is 0, ±1, ±2, . . . , that N φ, φ ≥ φ 2 dα and thus
Thus, if (8.4) were true with h(b) = 1/ sin 2 (b), then we would obtain that
which is in fact T (1/2), thus getting the claim of the Conjecture. Unfortunately, (8.4) is not satisfied with h(b) = 1/ sin 2 (b), thus the argument outlined above does not work. However, it might be that the operator defined by the Dirichlet form of the left hand side of (8.5) with the function h from (8.6) has the same spectral gap as the operator N , though, I do not know how to show that.
8.2. Log-Sobolev Inequality. This section deals with the following form of Log-Sobolev inequality which was introduced in [13] .
Definition 5.
We say that the C 1 potential Q satisfies the free Log-Sobolev if there exists a positive ρ > 0 such that for any other smooth measure µ on T
taken in the sense of principal value and for any u ∈ [0, 2π). We will refer in the sequel to (8.9) as LSI(ρ).
On the real line, the Fisher information as introduced by Voiculescu is given by I Q (µ) := (Hµ − Q ) 2 dµ which is clearly non-negative. Here, on the circle we subtract the factor Q dµ 2 and thus it is not clear if I Q remains non-negative. To see that this is indeed so, for a smooth measure µ, one can easily see that (Hµ)dµ = 0 and from this we can rewrite
which is obviously non-negative. If µ Q has full support, then equality is attained for µ = µ Q as it is observed in [13] and one can also see from the variational characterization (2.4) or for instance from (2.7).
The main result of this section is essentially due to Hiai Petz and Ueda from [13] , though they use random matrices in their approach. Our proof is different.
Theorem 7. Any C 3 potential Q : T → R such that Q ≥ ρ − 1/2 for some ρ > 0 satisfies LSI(ρ/2).
Proof. We proceed with the same arguments and notations as for the transportation inequality. Thus the map θ transportsμ Q,t intoμ t and with this we write the inequality in the equivalent form as
As a word of caution, we may assume that the map θ is a smooth map, otherwise we can rely on careful approximations arguments outlined in [14] or [13] . Now, because V (x) − (ρ/2 − 1/4)x 2 is convex,
and then
Integrating with respect toμ Q,t , using the Cauchy-Schwarz inequality and the fact that
results with
The required inequality follows thus from (8.10)
Furthermore, since
the inequality (8.10) becomes a consequence of (8.3) with a = (x − y)/2 and b = (θ(x) − θ(y))/2.
As in the case of the transportation, we do not think LSI(ρ/2) is sharp. In particular, for Q ≡ 0, we can prove as in the case of the transportation the following statement.
Proposition 7.
For the case Q ≡ 0, there exists δ > 0 such that LSI((1 + δ)/4) is satisfied.
A possible proof runs similarly to the one for the transportation inequality. However a more elegant approach is simply a consequence of the HWI inequality below, particularly it follows from the second part of Corollary 3 since the transportation constant in the case Q ≡ 0 is strictly greater than 1/4.
As in the transportation inequality case, we believe that for the case of Q ≡ 0, the constant in Theorem 7 is 1/2 not 1/4.
Conjecture 2.
For the case Q ≡ 0, LSI(1/2) is true.
HWI inequality.
Definition 6. We say that the potential Q satisfies the free HW I(ρ) for ρ ∈ R if for any smooth measure µ on T
With the same notations as above we have the following result.
Theorem 8. Any C 3 potential Q : T → R such that Q ≥ ρ − 1/2 for some ρ ∈ R satisfies the free HW I(ρ/2).
Proof. We use the same notations as in the proof of the transportation inequality with the addition that θ is assumed to be smooth. After some elementary rearrangements, we need to prove that
and (8.10), it suffices to show that
, and the rest follows from
Remark 1.
As in the case of Log-Sobolev inequality and transportation, for Q ≡ 0, the HW I(1/4) is probably not sharp. We conjecture as well that the sharp inequality is HW I(1/2), but we do not have a proof.
Brunn-Minkowski inequality.
The result in this section is the following.
Theorem 9.
Assume that Q 1 , Q 2 , Q 3 are continuous potentials on T such that for some a ∈ (0, 1),
Proof. Map all measures onto [0, 2π) and then take the (non-decreasing) transportation map θ from ν 1 = µ Q 1 ,0 into ν 2 =μ Q 2 ,0 . The existence of θ is guaranteed by the fact that µ Q 1 does not have atoms.
Now, we obviously have log |e ix − e iy |µ(dx)µ(dy) = 2 x>y log(2 sin((x − y)/2))µ(dx)µ(dy).
Using this we argue that
where ν = (aid+(1−a)θ) # ν 1 and we used the concavity of log sin(t) on (0, π). The proof is complete.
HIERARCHICAL IMPLICATIONS
In this section we study the implications between the inequalities introduced. This is very similar to the classical inequalities.
9.1. HWI and Log-Sobolev. The following is the analog to the classical result of Otto-Villani from [22] .
Corollary 3.
(1) For ρ > 0, HW I(ρ) implies LSI(ρ). (2) If HW I(ρ) holds for some ρ ∈ R, then T (C) with C > max{0, −ρ} implies LSI(K) inequality with constant
In particular, if ρ > 0 and C > ρ, the constant K > ρ.
(1) The conclusion follows from ab − ρa 2 ≤ b 2 /(4ρ) for any real numbers a and b and ρ > 0. (2) HW I(ρ) and T (C) yields that for any δ > 0, such that δ > ρ,
In the case, ρ ≤ 0, for any δ < C + ρ we arrive at
The minimum over δ < C + ρ is attained at δ = C+ρ 2 and this yields LSI(
). In the case ρ > 0, we have from the first part that LSI(ρ) holds true. On the other hand, to have (**) we need to ensure that ρ < δ < C + ρ. Now we need to maximize δ(C + ρ − δ) over δ, subject to the constraints ρ < δ < C + ρ. The unconstrained maximum is attained at (C + ρ)/2. This is in the interval [ρ, C + ρ] if C > ρ. Otherwise the maximum is attained at ρ. Therefore the conclusion.
9.2. Log-Sobolev implies Transportation. In this section we show how the Log-Sobolev implies the transportation inequality. We use here the main idea from [17] .
Theorem 10. For a C 1 potential Q and a positive ρ > 0, LSI(ρ) implies T (ρ).
Proof. Take a probability measure µ on T such that E Q (µ) < ∞. Thus the measure µ Q does not have atoms and, according to Proposition 5, we can find a u ∈ [0, 2π] such that there are lifts µ u and µ Q,u of µ and µ Q to [u, u + 2π) such that they have the same mean. Now, according to Theorem 5, we can represent the Wasserstein distance in the dual formulation and we will prove that the Log-Sobolev inequality implies the transportation inequality.
For a λ ∈ R and a periodic smooth function g : R → R we set g t (x) = U λ t g. We have that
Now assume that the Log-Sobolev inequality (8.9) holds for some constant ρ > 0. For a given function φ on the circle (interpreted as a periodic function on the real line), define
and notice that
for any measure µ. Now, for a > 0, take h t = (a + ρt)g t − j t , with j t = j Q ((a + ρt)g t ) and consider ν t the equilibrium measure of Q − h t . Observe that this is well defined due to the fact that h t is a periodic function, thus a smooth function on the circle. Notice that j Q (h t ) = 0 and from this and (9.2) we obtain that,
for any s ≥ 0 and t ≥ 0 with equality for s = t. This yields that ∂ t h t dν t = 0. Now, applying LSI(ρ) to ν t and keeping in mind that Hν t = Q − h t (see [26] ) on the support of ν t , we obtain that
which upon using (9.1) gives
Since ∂ t h t dν t = 0, we can continue with
We observe now that because Q and h t are C 1 , combined with (2.7), we get that
Written differently, we obtain that Q dν t = (a + ρt) g t dν t and this gives
Thus, we arrive at
and then integrating this from 0 to 1 gives,
which combined with (9.2) becomes
Now, letting a 0 leads to
This is the same as
which, according to Theorem 5 and simple approximations yields
To see why (9.4) holds true we take the argument from a version of [17] which is available on page 8 at https://www.math.univ-toulouse.fr/˜ledoux/free.pdf. For the sake of completeness we sketch the idea.
We can write for any smooth function φ on T and δ > 0
where the supremum is taken over all probability measures on T and A δ = {ν ∈ P(T) : φ dν ≤ φ dµ Q + δ}. Notice that for any fixed δ > 0, sup ν / ∈A δ (E Q (ν) − E Q ) > 0 because of the lower semicontinuity of the functional E Q (ν) and the uniqueness of the minimizer. Thus, taking φ = ag, we obtain
which after letting a 0 and then δ 0 gives (9.4).
Notice that in principle we might get an improvement to the transportation inequality because in (9.3) we estimate the middle term by 0, though there is no immediate interpretation of the resulting integral.
9.3. Transportation, Log-Sobolev and HWI imply Poincaré. The main result is the following.
Theorem 11. Take a C 3 potential Q such that inf T dµ Q dα > 0. Then the following hold true:
(1) Assume that the transportation inequality T (ρ) holds for some ρ > 0. Then using the dual formulation from Theorem 5 with the notations from there, for any real number λ and smooth periodic function f : R → R,
or equivalently, for any measure µ,
Minimizing over all measures µ, we get that
. Now, replacing f by tf with small t and λ by tλ, and the easily checked fact that
we arrive at
This combined with (3.20), yields for small t,
In turn this implies
Finally, minimizing over λ results with
which is precisely P (ρ). (2) From the above implications, we know that Log-Sobolev implies the transportation, thus in particular also implies the Poincaré. However, we provide a direct proof here which is relatively simple and shows that the linearization of Log-Sobolev is also the Poincaré. To see this, take a smooth function f such that f dα = 0 and consider now the measure ν t = µ Q −tN f α. Notice that for small t this is well defined, in other words, a probability measure. In fact, we learn from (3.17) that
Notice now that from Proposition 1,
where the cancellation of the coefficient of t is again a consequence of Proposition 1. Furthermore, since H(f α) = (Ef ) = Ef and H(ν t ) = H(µ Q ) − tH(N f α) = Q + t(EN f ) = Q + tf combined with the fact that N commutes with the derivative and the above computation, we arrive at
which implies the Poincaré inequality P (ρ) as set in (4.1). (3) Since HW I(ρ) implies LSI(ρ), the proof follows.
Remark 2.
For the case of Q = 0, we proved T (1/4), LSI(1/4) and HW I(1/4). All of these in turn imply P (1/4), which is a weaker result than the one provided by Theorem 4.
POTENTIAL INDEPENDENT INEQUALITIES
In this section we introduce some versions of the functional inequalities which are independent of the potential.
We start with the transportation inequality. The idea is the following. Assume that Q is an arbitrary potential on T and µ Q is the equilibrium measure associated to it. Then, by the variational characterization of the equilibrium measure µ Q , we know that for some constant C, Q(z) ≥ 2 log |z − w|µ Q (dw) + C with equality on the support of µ Q . Consequently for any other measure µ, we have E Q (µ) − E Q = Qdµ − log |z − w|µ(dz)µ(dw) − Qdµ Q + log |z − w|µ Q (dz)µ Q (dw) ≥ − log |z − w|(µ − µ Q )(dz)(µ − µ Q )(dw).
Thus it makes sense to define the following version of the relative entropy, one which is independent of the potential. For any two measures on T with finite logarithmic energy we set (10.1) H(µ, ν) = − log |z − w|(µ − ν)(dz)(µ − ν)(dw).
The first result of this section is the following transportation inequality.
Theorem 12.
For any µ, ν ∈ P(T), (10.2) W 2 1 (µ, ν) ≤ 2H(µ, ν). The equality is not attained.
In particular, for any potential Q on T, we have
Proof. By careful approximations, it suffices to assume that µ − ν = φ α for some smooth function φ : T → R. From (7.15) we have
where the supremum is taken over all λ ∈ R and periodic functions g. Now, for any smooth function g such that |g − λ| ≤ 1 (α-almost surely), (5.1) and the fact that the derivatives commute with E combined with (3.13) of Proposition 1, we obtain that
≤ Eφ, φ 1/2 = (2H(µ, ν)) 1/2 .
Tracing back the inequalities we get that equality is attained for the case of |g − λ| ≡ 1 (α-almost surely), E 2 φ = c(g − λ) for some constant c ≥ 0 and φ must be in the eigenspace of eigenvalue 1 for E, which means φ(x) = a cos(x) + b sin(x) where we exclude the trivial case a = b = 0. From this we deduce that c(g − λ) = E 2 φ = φ which is impossible unless a = b = 0 which we precluded. Thus (10.2) does not have an equality case. The rest follows.
Despite the fact the equality is not attained, the inequality might still be sharp, though an approximate sequence for which this happens is not clear to the author.
To move next with the Log-Sobolev inequality we need to find a replacement of the free information inequality, something similar to H(µ, ν) from (10.1). To do this, just notice that the free relative Fisher information is I Q (µ) = (Hµ − Q ) 2 dµ − Q dµ 2 and if we recall that (at least formally) we have that Q = Hµ Q , then we can rewrite the above in the from
where we used the fact that Hµdµ = 0. If we want to make this quantity into one which is potential independent and also symmetric in µ and µ Q one natural suggestion is to replace the integration from the integration with respect to the measure µ into an integration with respect to another measure which is independent of both µ and µ Q . Such a natural measure we can pick is the Haar measure α. Moreover, for measures of the form dµ = φdα with φ a smooth function we can argue that Hµ = (Eφ) .
Furthermore, since for n = 0, Ez n = 1 |n| z n , we get that (Hµ)(z) = isign(n)z n . This shows that for any smooth, real valued function φ,
Consequently we define for two probability measures µ, ν on T Notice that we do not subtract the natural quantity dµ dα − dν dα dα since this is already 0 in the case both µ and ν are absolutely continuous with densities in L 2 (α).
With this definition we have the Log-Sobolev inequality as follows. Equality is attained for cases of µ(dz) − ν(dz) = (a (z) + b (z))α(dz) for some a, b ∈ R.
Proof. By standard approximation results, we can reduce the proof to the case of µ − ν = φdα where φ is a smooth function. Using the definition of E, what we need to show is that Eφ, φ ≤ φ, φ which immediately follows from the fact that the spectrum of E is 0, 1, 1/2, 1/3, . . . . Equality is also clear.
In a similar vein we can also prove the HWI inequality which takes the following form. Proof. For the proof, we just need to show it for measures µ, ν which are absolutely continuous with respect to α and in addition, the densities are also smooth. By a simple scaling argument it suffices to do it for φ such that |E 2 φ | ≤ 1. The HWI inequality becomes equivalent to φ, φ − φ, φ − Eφ, φ ≤ sup λ,g gφ dα : |g(x) − g(y) − λ(x − y)| ≤ |x − y| ≤ φ, φ + φ, φ − Eφ, φ .
The right hand side inequality is a simple consequence of the transportation and Log-Sobolev inequalities. To show the left hand inequality it suffices to take λ = 0 and g = E 2 φ. In particular, the supremum is bounded below by E 2 φ, φ , thus all we need is to show that φ, φ − φ, φ − Eφ, φ ≤ E 2 φ, φ .
Writing φ(z) = n =0 a n z n , our task is now becomes n =0 a 2 n ≤ n =0
(1 − 1/|n|)a 2 n + n =0 a 2 n /n 2 .
Squaring and simplifying reduces it to n =0
which follows simply from Cauchy inequality and the fact that (1 − 1/|n|) ≤ 1.
BACK TO THE CLASSICAL CASE OF FUNCTIONAL INEQUALITIES
The free case on the circle opens up an interesting question in the frame of classical functional inequalities. To set up the scene, assume that M is a Riemannian manifold and G a Lie group acting on M with µ a probability measure on M , say of the form µ(dx) = e −V (x) dx, where dx is the standard volume measure on M . Assume that V satisfies the typical Bakry-Emery condition HessV + Ric ≥ ρI, for some positive ρ. Then all the classical inequalities, as for instance, the transportation, Log-Sobolev, HWI and the weakest of them, the Poincaré inequality as described in the introduction all hold true.
In this setup we can ask the following natural question. Are there versions of these inequalities which take into account how far the measure µ is from being invariant under the group action?
For example we can ask about the simplest of them, namely the Poincaré inequality. One possibility is the following:
where (∇ G φ)(x) is the element in the Lie algebra g such that (∇ G φ)(x), g = d dt t=0 φ(exp(tg)x) where exp(g) is the exponential map from g into G. We need to endow here g with an appropriate metric which then is extended to an invariant metric on G. Obviously if the measure µ is invariant under the action of the group, then ∇ G φ = 0 and thus we basically fall back into the classical case.
It would be interesting to see the transportation inequality and similarly Log-Sobolev in this framework. In particular, it would be nice to see a form of the Wasserstein distance which incorporates the action of the group G on the manifold M .
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