Graphical models are commonly used to represent conditional dependence relationships between variables. There are multiple methods available for exploring them from high-dimensional data, but almost all of them rely on the assumption that the observations are independent and identically distributed. At the same time, observations connected by a network are becoming increasingly common, and tend to violate either of these assumptions. Here we develop a Gaussian graphical model for observations connected by a network with potentially different mean vectors, varying smoothly over the network. We propose an efficient estimation algorithm and demonstrate its effectiveness on both simulated and real data, obtaining meaningful interpretable results on a statistics coauthorship network. We also prove that our method estimates both the inverse covariance matrix and the corresponding graph structure correctly under the assumption of network "cohesion", which refers to the empirically observed phenomenon of network neighbors sharing similar traits. * Authors with equal contribution
Introduction
Network data represent information about relationships (edges) between units (nodes), such as friendships or collaborations, and are often collected together with more "traditional" covariates that describe one unit at a time. In a social network, edges may represent friendships between people (nodes), and traditional covariates could be their demographic characteristics such as gender, race, age, and so on. Incorporating relational information in statistical modeling tasks focused on "traditional" node covariates should improve performance, since it offers additional information, but most traditional multivariate analysis methods are not designed to use such information. In fact, most such methods for regression, clustering, density estimation and so on tend to assume the sampled units are homogeneous, typically in a marginally independent and identical distribution (i.i.d.) manner, which is unlikely to be the case for units connected by a network. While there is a fair amount of earlier work on incorporating such information into specific settings [Manski, 1993 , Lee, 2007 , Yang et al., 2011 , Raducanu and Dornaika, 2012 , Vural and Guillemot, 2016 , work on extending standard statistical methods to network-linked data has only recently started appearing, for example, Li et al. [2019] for regression, Tang et al. [2013] for classification, and Yang et al.
[2013], Binkiewicz et al. [2017] for clustering. Our goal in this paper is to develop an analog to the widely used Gaussian graphical models for network-linked data, with the goal of taking advantage of this additional information to improve performance when possible.
Graphical models are commonly used to represent independence relationships between random variables, with each variable corresponding to a node, and edges representing conditional or marginal dependence between the two random variables. Note that a graphical model is a graph connecting variables, as opposed to the networks discussed above, which are graphs connecting observations. Graphical models have been widely studied in statistics and machine learning and have applications in bioinformatics, text mining and causal inference, among others. The Gaussian graphical model belongs to the family of undirected graphical models, or Markov random fields, and assumes the variables are jointly Gaussian. Specifically, the conventional Gaussian graphical model for a data matrix X ∈ R n×p assumes that the rows X i· , i = 1, . . . , n, are independently drawn from the same p-variate normal distribution N (µ, Σ). This vastly simplifies analysis, since for the Gaussian distribution all marginal dependence information is contained in the covariance matrix, and all conditional independence information in its inverse. In particular, random variables j and j are conditionally independent given the rest if and only if the (j, j )-th entry of the inverse covariance matrix Σ −1 (the precision matrix) is zero. Therefore estimating the graph for a Gaussian graphical model is equivalent to identifying zeros in the precision matrix, and this problem has been well studied, in both the low-dimensional and the high-dimensional settings. A pioneering paper by Meinshausen and Bühlmann [2006] proposed neighborhood selection, which learns edges by regressing each variable on all the others via lasso, and established good asymptotic properties in high dimensions. Many penalized likelihood methods have been proposed as well [Yuan and Lin, 2007 , Rothman et al., 2008 , Friedman et al., 2008 . In particular, the graphical lasso (glasso) algorithm of Friedman et al. [2008] and its subsequent improvements [Witten et al., 2011 , Hsieh et al., 2013a are widely used to solve the problem efficiently.
The penalized likelihood approach to Gaussian graphical models assumes the observations are i.i.d., a restrictive assumption in many real-world situations. This assumption was relaxed in Zhou et al. [2010] , Guo et al. [2011] and Danaher et al. [2014] by allowing the covariance matrix to vary smoothly over time or across groups, while the mean vector remains constant. A special case of modeling the mean vector on additional covariates associated with each observation has also been studied [Rothman et al., 2010 , Yin and Li, 2011 , Lee and Liu, 2012 , Cai et al., 2013 , Lin et al., 2016 . Neither of these relaxations are easy to adapt to network data, and their assumptions are hard to verify in practice.
In this paper, we consider the problem of estimating a graphical model with heterogeneous mean vectors when a network connecting the observations is available. For example, in analyzing word frequencies in research papers, the conditional dependencies between words may represent certain universal phrases used by all authors. However, since different authors also have different writing styles and research interests, there should be individual variation in word frequencies themselves, and the coauthorship information is clearly directly relevant to modeling both the universal dependency graph and the individual means. We propose a generalization of the Gaussian graphical model to such a setting, where each data point can have its own mean vector but the data points share the same covariance structure. We further assume that a network connecting the observations is available, and that the mean vectors exhibit network "cohesion", a generic term describing the phenomenon of connected nodes behaving similarly, observed widely in empirical studies and experiments [Fujimoto and Valente, 2012 , Haynie, 2001 , Christakis and Fowler, 2007 . We propose a computationally efficient algorithm to estimate the proposed Gaussian graphical model with network cohesion, and show that the method is consistent for estimating both the covariance matrix and the graph in high-dimensional settings under a network cohesion assumption. Simulation studies show that our method works as well as the standard Gaussian graphical model in the i.i.d.
setting, and is effective in the setting of different means with network cohesion, while the standard Gaussian graphical model completely fails.
The rest of the paper is organized as follows. Section 2 introduces a Gaussian graphical model on network-linked observations and the corresponding two-stage model estimation procedure. An alternative estimation procedure based on joint likelihood is also introduced and we discuss why the two-stage estimation is preferable from both the computational and the theoretical perspective.
Section 3 presents a formal definition of network cohesion and error bounds under the assumption of network cohesion and regularity conditions, showing we can consistently estimate the partial dependence graph and model parameters. Section 4 presents simulation studies comparing the proposed method to standard graphical lasso and the two-stage estimation algorithm to the joint likelihood approach. Section 5 applies the method to analyzing dependencies between terms from a collection of statistics papers' titles and the associated coauthorship network. Section 6 concludes with discussion.
2 Gaussian graphical model with network cohesion
Preliminaries
We start with setting up notation. For a matrix X ∈ R n×p , let X ·j be the jth column and X i· the ith row. By default, we treat all vectors as column vectors. Let X F = ( i,j X 2 ij ) 1/2 be the Frobenius norm of X and X the spectral norm, i.e., the largest singular value of X. Further, let X 0 = #{(i, j) : X ij = 0} be the number of non-zero elements in X, X 1 = ij |X ij |, and X 1,off = i =j |X ij |. For a square matrix Σ, let tr(Σ) and det(Σ) be the trace and the determinant of Σ, respectively, and assuming Σ is a covariance matrix, let r(Σ) = tr(Σ) Σ be its stable rank. It is clear that 1 ≤ r(Σ) ≤ p for any nonzero covariance matrix Σ. ably, throughout this paper "network" is used to refer to the observed network connecting the n observations, and "graph" refers to the conditional dependence graph of p variables to be estimated.
In a network or graph G of size n, if two nodes i and i of G are connected, we write i ∼ G i , or i ∼ i if G is clear from the context. The adjacency matrix of a graph G is an n × n matrix A defined by A ii = 1 if i ∼ G i and 0 otherwise. We focus on undirected networks, which implies the adjacency matrix is symmetric. Given an adjacency matrix A, we define its Laplacian by L = D − A where
A ii is the degree of node i. A well-known property of the Laplacian matrix L is that, for any vector µ ∈ R n ,
We also define a normalized Laplacian
L whered is the average degree of the network G,
, and their corresponding eigenvectors by u i 's.
Gaussian graphical model with network cohesion (GNC)
We now introduce the heterogeneous Gaussian graphical model, as a generalization of the standard Gaussian graphical model with i.i.d. observations. Assume the data matrix X contains n independent observations X i· ∈ R p , i = 1, 2, · · · , n. Each X i· is a random vector drawn from an individual multivariate Gaussian distribution
where µ i ∈ R p is a p-dimensional vector and Σ is a p × p symmetric positive definite matrix. Let Θ = Σ −1 be the corresponding precision matrix and M = (µ 1 , µ 2 , · · · , µ n ) T be the mean matrix, which will eventually incorporate cohesion. Recall that in the Gaussian graphical model, Θ jj = 0 corresponds to the conditional independence relationship x j ⊥ x j |{x k , k = j, j } [Lauritzen, 1996] .
Therefore a typical assumption, especially in high-dimensional problems, is that Θ is a sparse matrix; this both allows us to estimate Θ when p > n, and produces a sparse conditional dependence graph.
Model (1) is much more flexible than the i.i.d. graphical model, and it separates co-variation caused by individual preference (cohesion in the mean) from universal co-occurrence (covariance).
The price we pay for this flexibility is the much larger number of parameters, and model (1) cannot be fitted without additional assumptions on the mean, since we only have one observation for each vector µ i . The additional assumption we make in this paper is network cohesion: nodes that are connected in the observed network are likely to have similar mean vectors. Cohesion has often been observed empirically in social networks; for instance, in the coauthorship network example, cohesion indicates coauthors tend to have similar word preferences, which is reasonable since they work on similar topics and share at least some publications.
Fitting the GNC model
The log-likelihood of the data under model (1) is, up to a constant,
A sparse inverse covariance matrix Θ and a cohesive mean matrix M are naturally incorporated into the following two-stage procedure, which we call Gaussian graphical model estimation with Network Cohesion and lasso penalty (GNC-lasso) .
Algorithm 1 (Two-stage GNC-lasso algorithm). Input: a standardized data matrix X, network adjacency matrix A, tuning parameters λ and α.
1. Mean estimation. Let L s be the standardized Laplacian of A. Estimated the mean matrix bŷ
1 n (X −M ) T (X −M ) be the sample covariance matrix of X based onM . Estimate the precision matrix bŷ
The first step is a penalized least squares problem, where the penalty can be written as
This can be viewed as a vector version of the Laplacian penalty used in Li et al. [2019] and penalizes the difference between mean vectors of connected nodes, encouraging cohesion in the estimated mean matrix. Both terms in (3) are separable in the p coordinates and the least squares problem has a closed form solution,M
In practice, we usually need to compute the estimate for a sequence of α values, so we first calculate the eigen-decomposition of L s and then obtain each (I +αL s ) −1 in linear time. In most applications, networks are very sparse, hence by taking advantage of sparsity and the symmetrically diagonal dominance of L s , the eigen-decomposition can be computed very efficiently [Cohen et al., 2014] .
GivenM , criterion (4) is a graphical lasso problem that uses the lasso penalty [Tibshirani, 1996] to encourage sparsity in the estimated precision matrix, and can be solved by the glasso algorithm [Friedman et al., 2008] efficiently or any of its variants, later improved further by Witten et al.
[2011], Hsieh et al. [2014 Hsieh et al. [ , 2013b . As a reminder, in the context of learning a graphical model, the primary parameter of interest is Θ, not M , which is more of a nuisance parameter, or at least reflects individual effects rather than information about the population as a whole.
An alternative: penalized joint likelihood
An alternative and seemingly more natural approach is to maximize a penalized log-likelihood to estimate both M and Θ jointly as
The objective function is bi-convex and the optimization problem can be solved by alternately optimizing over M with fixed Θ and then optimizing over Θ with fixed M until convergence. We refer to this method as iterative GNC-lasso. Though this strategy seems more principled in a sense, we implement our method with the two-stage algorithm, for the following reasons.
First, the computational complexity of the iterative method based on joint likelihood is significantly higher, and it does not scale well in either n or p. This is because when Θ is fixed and we need to maximize over M , all p coordinates are coupled in the objective function, so the scale of the problem is np × np. Even for moderate n and p, solving this problem requires either a large amount of memory or applying Gauss-Seidel type algorithms that further increase the number of iterations.
This problem is exacerbated by the need to select two tuning parameters λ and α jointly, because, as we will discuss later, they are also coupled.
More importantly, our empirical results show that the iterative estimation method does not improve on the two-stage method. The same phenomenon was observed empirically by Yin and Li [2013] and Lin et al. [2016] , who used a completely different approach of applying sparse regression to adjust the Gaussian graphical model, though those papers did not offer an explanation. We conjecture that this phenomenon of maximizing penalized joint likelihood failing to improve on a two-stage method may be general. An intuitive explanation might lie in the fact that the two parameters M and Θ are only connected through the penalty: the Gaussian log-likelihood (2) without a penalty is maximized over M byM = X, which does not depend on Θ. Thus the likelihood itself does not pool information from different observations to estimate the mean (nor should it, since we assumed they are different), while the cohesion penalty is separable in the p variables and does not pool information between them either. An indirect justification of this conjecture follows from a property of the two-stage estimator stated in Proposition 2 in Appendix B, and the numerical results in Section 4 provide empirical support.
Model selection
There are two tuning parameters, λ and α, in the two-stage GNC-lasso algorithm. The parameter α controls the amount of cohesion over the network in the estimated mean and can be easily tuned based on its predictive performance. In subsequent numerical examples, we always choose α from a sequence of candidate values by 10-fold cross-validation. In each fold, the sum of squared prediction errors on the validation set (X ij −μ ij ) 2 is computed and the α value is chosen to minimize the average prediction error. For computational efficiency, we can also use the generalized crossvalidation (GCV) statistic to select α, which was shown to be effective in theory for ridge-type regularization [Golub et al., 1979 , Li, 1986 . The GCV statistic for α is defined by
where we writeM (α) to emphasize that the estimate depends on α. The parameter α should be selected to minimize GCV.
Given α, we obtainM and useŜ = 1 n (X −M ) T (X −M ) as the input of the glasso problem in (4); therefore λ can be selected by standard glasso tuning methods, which may depend on the application. For example, we can tune λ according to some data-driven goodness-of-fit criterion such as BIC, or via stability selection. Alternatively, if the graphical model is being fitted as an exploratory tool to obtain an interpretable dependence between variables, λ can be selected to achieve a pre-defined sparsity level of the graph or chosen subjectively to make the graph as interpretable as possible. Tuning illustrates another important advantage of the two-stage estimation over the iterative method: when estimating the parameters jointly, due to the coupling of α and λ the tuning must be done on a grid of their values and using the same tuning criteria. The de-coupling of tuning parameters in the two-stage estimation algorithm is both more flexible, since we can use different tuning criteria for each if desired, and more computationally tractable since we only need to do two line searches instead of a two-dimensional grid search.
Theoretical properties
In this section, we investigate the theoretical properties of the two-stage GNC-lasso estimator.
Throughout this section, we assume the observation network A is connected which implies that L s has exactly one zero eigenvalue. The results can be trivially extended to a network consisting of several connected components, either by assuming the same conditions for each component or regularizing A to be connected as in Amini et al. [2013] . Recall that τ 1 ≥ τ 2 ≥ · · · ≥ τ n−1 > τ n = 0 are the eigenvalues of L s corresponding to eigenvectors u 1 , · · · , u n . Finally, for two positive quantities a n and b n , we write b n = O(a n ) to mean b n ≤ Ca n for some constant C. All proofs are given in the Appendix.
Cohesion assumptions on the observation network
The first question we have to address is how to formalize the intuitive notion of cohesion. We'll start with defining cohesion on a network A for an arbitrary vector µ, and then give a concrete example of a network and the corresponding mean matrix M that satisfy the assumptions.
Intuitively, cohesion of an arbitrary vector µ ∈ R n on a network A should imply that µ T L s µ is small in some sense. Equivalently, one could require L s µ 2 to be small instead, because L s µ is the gradient of the cohesion penalty up to a constant and
It turns out that defining cohesion with respect to L s µ is easier for later derivations, so we will take this option. The vector L s µ also has a nice interpretation: the ith coordinate of L s µ is given by
that is, L s µ represents the difference between µ i and the average of the neighbors of node i, after adjusting for its degree. Let L s = U ΛU T be the eigen-decomposition of L s , and recall the eigenvalues τ i are sorted in decreasing order. Any µ ∈ R n can be represented with a basis expansion
We formalize this idea in the following definition.
Definition 1 (Cohesive vector on a network). Given a network A and a vector µ,
be the expansion of µ in the basis of eigenvectors of L s . We say µ is cohesive on A with rate δ > 0
.
An obvious but trivial example of a cohesive vector is a constant vector µ = a · 1 for some constant a, which is perfectly cohesive on any network. More generally, we define the class of trivially cohesive vectors:
Definition 2 (Trivial cohesion). We say µ ∈ R n is trivially cohesive on a network A if
where P 1 µ is the projection of µ onto the subspace spanned by 1, i.e., a constant vector with all coordinates equal to the average of entries of µ. We say µ is nontrivially cohesive if it is cohesive but not trivially cohesive.
To handle nontrivial cohesion, we need an additional assumption on network structure, so that model complexity can be effectively controlled by the network cohesion assumption.
Definition 3. Given the network adjacency matrix A of size n × n with eigenvalues of the stan-
Note that spectral graph theory [Brouwer and Haemers, 2011] implies τ 1 ≥ c for some constant c, and thus for sufficiently large n, we always have m A ≤ n − 1. For many sparse and/or structured networks the effective dimension is much smaller than n − 1. And for such networks, nontrivially cohesive vectors exist.
Next, we give one such example of a lattice network which has much smaller effective dimension than n. Assume √ n is an integer and define the lattice network of n nodes by arranging them on a √ n × √ n spatial grid and putting an edge between nodes that are grid neighbors. All nodes will have the degree 2, 3, or 4 (2 at the corners and 3 along the side of the lattice, with all internal nodes have degree 4).
Proposition 1 (Cohesion on a lattice network). Assume A is a lattice network on n nodes, and √ n is an integer. Then for a sufficiently large n,
2. There exist nontrivially cohesive vectors on the lattice network with rate δ = 1/2.
Mean estimation error bound
Our goal here is to obtain a bound on the difference between M and the estimatedM obtained by Theorem 1 (Mean error bound). Assume model (1) and Assumptions 3 -1 hold. Write
The theorem shows that the average estimation error is vanishing as long as the cohesive dimen-
), with high probability as long as m A r(Σ) grows with n. Intuitively, we would expect r(Σ) grows with p which in turn grows with n. Next, we will show thatM is a sufficiently accurate estimate of M to guarantee good properties of the estimate of the precision matrix Θ in step 2 of two-stage GNC-lasso, which is our primary target.
Inverse covariance estimation error bounds
We will need some additional notation and assumptions. The assumptions we need are the same as needed for glasso performance guarantees under the standard Gaussian graphical model [Rothman et al., 2008 , Ravikumar et al., 2011 .
Let Γ = Σ ⊗ Σ be the Fisher information matrix of the model, where ⊗ denotes the Kronecker product. In particular, under the multivariate Gaussian distribution, we have Γ (j,k),( ,m) = Cov(X j X k , X X m ). Define the set of nonzero entries of Θ as
We use S c (Θ) to denote the complement of S(Θ). Let s = |S(Θ)| be the number of nonzero elements in Θ. Recall that we assume all diagonals of Θ are nonzero. For any two sets
let Γ T 1 ,T 2 denote the submatrix with rows and columns indexed by T 1 , T 2 , respectively. When the context is clear, we may simply write S for S(Θ). Define
where the vector operator · 0 gives the number of nonzeros in the vector while the matrix norm
gives the maximum L ∞ norm of the rows.
Finally, by analogy to the well-known irrepresentability condition for the lasso, which is necessary and sufficient for lasso to recover support [Wainwright, 2009] , we need an edge-level irrepresentability condition.
Assumption 2. There exists some 0 < ρ ≤ 1 such that
If we only want to obtain a Frobenius norm error bound, the following much weaker assumption is sufficient, without conditions on ψ, κ Σ , κ Γ and Assumption 2:
Assumption 3. Let η min (Σ) and η max (Σ) be the minimum and maximum eigenvalues of Σ, respectively. There exists a constantk such that
. We useŜ as input for the glasso estimator (4). We would expect that ifM is an accurate estimate of M , then Θ can be accurately estimated by glasso. The following theorem formalizes this intuition, using concentration properties ofŜ around Σ and the proof strategy of Ravikumar et al. [2011] . 
and n sufficiently large so that
then with probability at least 1 − exp(−c log(p(n − m A ))) − exp(−c log(pm A )) − exp(−c log p), then the estimateΘ has the following properties:
1. Error bounds:
Support recovery:
S(Θ) ⊂ S(Θ),
Remark 1. As commonly assumed in literature, such as Ravikumar et al. [2011] , we will treat κ Γ , κ Σ and ρ to be constants or bounded.
Remark 2. The Frobenius norm bound does not need the strong irrepresentability assumption and does not depend on κ Γ and κ Σ . Following the proof strategy in Rothman et al. [2008] , this bound can be obtained under the much weaker Assumption 3 instead.
Theorem 2 as written is difficult to interpret due to the large number of terms. We give two specific examples that provide further intuition. Consider the trivial cohesion case when δ → ∞.
In that case the network dimension m A does not matter, and the bounds become standard glasso bounds from Ravikumar et al. [2011] . Thus when the mean does not vary over the network, we do not lose anything in terms of rates by using GNC-lasso instead of glasso. In contrast, if cohesion on the mean vectors is non-trivial, e.g., δ = 1/2, the first four terms in (10) do matter, and the requirements on the ratio p/n will depend on m A . As an example, consider the case m A = O(n 2/3 ), which holds for lattice networks and path networks.
Corollary 1. Under the assumption of Theorem 2, if m A ≤ cn 2/3 for some constant c, then all the results of Theorem 2 hold with
where C is a constant that only depends on c, b and σ. In particular, when
the GNC-lasso estimateΘ is consistent.
Corollary 1 implies that for δ = 1/2 we will need log p = o(n 1 3 ). This is strictly stronger than the condition log p = o(n) required for the i.i.d. Gaussian data [Rothman et al., 2008 , Ravikumar et al., 2011 . This is not surprising, since we now have many more parameters to estimate due to the different mean vectors, but leveraging cohesion still allows for consistency under a reasonable set of conditions on p, n, and m A .
Simulation studies
In this section, we investigate the performance of the proposed method in various network cohesion settings. The observation network in our simulation study is a 20 × 20 lattice network with n = 400 nodes. At each node, we observe a random vector with dimension p = 500.
Gaussian noise settings:
The conditional dependence graph G in the Gaussian graphical model is generated as an Erdös-Renyi graph on p = 500 nodes, with each node pair connecting independently with probability 0.01. The Gaussian noise is then drawn from N (0, Σ) where Θ = Σ −1 = a(0.3A G + (0.3e G + 0.1)I), where A G is the adjacency matrix of G,e G is the absolute value of the smallest eigenvalue of A G and the scalar a is set to ensure the resulting Σ has all diagonal elements equal to 1. This procedure is implemented in Zhao et al. [2012] .
Mean vector settings: To investigate how the method adapts to different degrees of cohesion, we construct each row M ·j , j = 1, 2, · · · , p as
where u n and u n−1 are the nth and n − 1th eigenvector of L s and t is the mixing proportion.
We then rescale M so that M 2 F = np, which makes the signal-to-noise ratio to be 1. The constant vector u n is perfectly but trivially cohesive; thus t = 0 gives identical mean vectors for all observations and as t increases, the means for different observations become more different. We consider t = 0, 0.05, 0.5, 1, which corresponds to the quantity 
We start from comparing GNC-lasso to standard glasso, which does not use the network. Three versions of GNC-lasso results are reported: the oracle GNC-lasso, the CV-tuned GNC-lasso, and the GCV-tuned GNC-lasso. The oracle uses α corresponding to the ROC curve with the highest with AUC, unknown in practice but providing a benchmark of the best possible performance. The CV-tuned GNC-lasso uses α chosen by 10-fold cross-validation, which is our recommendation in practice. Finally, we also include a version with α chosen by GCV, which is computationally more efficient that 10-fold CV. In the i.i.d setting (when t = 0), both of the two methods are effective at recovering the graph structure in this setting. The optimal GNC-lasso is almost identical to the glasso estimate as expected. The practical version of GNC-lasso (tuned by 10-fold CV) is only slightly inferior due to some noises introduced in the cross-validation procedure. This example shows that even under the i.i.d. setting, using GNC-lasso does not sacrifice much when comparing to glasso. As we increase t, glasso begins to fail quickly. When t = 0.05, which is only a small deviation from the trivial cohesion setting, GNC-lasso still maintains similar performance while glasso becomes close to the random guess line (y = x). When t = 1, the mean vectors are now completely orthogonal to the trivial direction, GNC-lasso still maintains its effectiveness, while glasso almost identifies no true edges in early stage.
Next, we compare the estimator obtained by iteratively jointly optimizing Θ and M in (6) to the two-stage estimator. We use the same four data generating mechanism as before. The optimal GNC-lasso (with the α giving the best ROC curve) and the GNC-lasso with α selected by 10-fold cross-validation are plotted, while we also include the ROC curve from the iterative estimation with the optimal α (again, giving the best AUC). We do not include any practical version of the iterative method since it is not clear how we can tune it effectively in a computationally feasible way. The results are shown in Figure 2 . It can be seen that the optimal GNC-lasso and the optimal iterative GNC-lasso give almost identical ROC curves, indicating that the significantly larger computational burden for the iterative estimate does not bring performance improvement. Since the GNC-lasso can be tuned effectively by cross-validation and GCV, it is clear that the two-stage GNC-lasso is a preferable and practical approach. Conditional dependence graph selection ROC curves for GNC-lasso estimate, optimal GNC-lasso estimate and optimal iterative GNC-lasso estimate under the 3rd and 4th configuration in Figure 1 (t = 0.5, 1 respectively).
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Here we apply the proposed method to the dataset of papers from 2003-2012 from four statistical journals collected by Ji and Jin [2016] . The dataset contains full bibliographical information for each paper and was curated for disambiguation of author names when necessary. Our goal is to learn a conditional dependence graph between terms in paper titles, with the aid of the coauthorship network. We pre-processed the data by removing authors who have only one paper in the data set, and filtering out common stop words ("and", "the", etc) as well as terms that appear in fewer than 10 paper titles. We then calculate each author's average term frequency across all papers for which he/she is a coauthor. Two authors are connected in the coauthorship network if they have coauthored at least one paper, and we focus on the largest connected component of the network.
Finally, we sort the terms according to their term frequency-inverse document frequency score (tf-idf), one of the most commonly used measures in natural language processing to assess how informative a term is [Leskovec et al., 2014] , and keep 300 terms with the highest tf-idf scores.
After all pre-processing, we have n = 635 authors and p = 300 terms. The observations are 300-dimensional vectors recording the average frequency of term usage for a specific author. The coauthorship network is shown in Figure 3 .
The interpretation in this setting is very natural; taking coauthorship into account makes sense in estimating the conditional graph, since the terms come from the shared paper title. We can expect that there will be standard phrases that are fairly universal (e.g., "confidence intervals"), as well as phrases specific to relatively small groups of authors with multiple connections, corresponding to specific research area (e.g., "principal components" ), which is exactly the scenario where our model should be especially useful relative to the standard Gaussian graphical model.
To ensure comparable scales for both columns and rows, we standardize the data using the successive normalization procedure introduced by Olshen and Rajaratnam [2010] . If we select α using 10-fold cross-validation, as before, the graphs from GNC-lasso and glasso recover 4 and 6 edges, respectively, which are very sparse graphs. To keep the graphs comparable and to allow for more interpretable results, we instead set the number of edges to 25 for both methods, and compare resulting graphs, shown in = Figure 4 (glass) and Figure 5 (GNC-glaso). For visualization purposes, we only plot the 55 terms that have at least one edge in at least one of the graphs.
Overall, most edges recovered by both methods represent common phrases in the statistics literature, including "exponential families", "confidence intervals", "measurement error", "least absolute" (deviation), "probabilistic forecasting", and "false discovery". There are many more common phrases that are recovered by GNC-lasso but missed by Glasso, for example, "high dimension(al/s)", "gene expression", "covariance matri(x/ces)", "partially linear", "maximum likelihood", "empirical likelihood", "estimating equations", "confidence bands", "accelerated failure"
(time model),"principal components" and "proportional hazards". There are also a few that are found by Glasso but missed by GNC-lasso, for example, "moving average" and "computer experiments". Some edges also seem like potential false positives, for example, the links between "computer experiments" and "orthogonal construction", or the edge between "moving average"
and "least absolute", both found by glasso but not GNC-lasso. Additional insights about the data can be drawn from theM matrix estimated by GNC-lasso; glasso does not provide any information about the means. EachM ·j can be viewed as the vector of authors' preferences for the term j, we can visualize the relative distances between terms as reflected in their popularity. Figure 6 shows the 55 terms from Figure 4 , projected down fromM to R 2 for visualization purposes by multidimensional scaling (MDS) [Mardia, 1978] . The visualization shows a clearly outlying cluster, consisting of the terms "computer", "experiments", "construction", and "orthogonal", and to a lesser extent the cluster "Markov Chain Monte Carlo" is also further away from all the other terms. The clearly outlying group can be traced back to a single paper, with the title "Optimal and orthogonal Latin hypercube designs for computer experiments" [Butler, 2001] , which is the only title where the words "orthogonal" and "experiments" appear together. Note that glasso estimated them as a connected component in the graph, whereas GNC-lasso did not, since it was able to separate a one-off combination occurring in a single paper from a common phrase.
This illustrates the advantage of GNC-lasso's ability to distinguish between individual variation in the mean vector and the overall dependence patterns, which glasso lacks.
Discussion
We have extended the standard graphical lasso problem and the corresponding estimation algorithm to the more general setting in which each observation can have its own mean vector. We studied the case of observations connected by a network and leveraged the empirically known phenomenon of network cohesion to share information across observations, so that we can still estimate the means in spite of having np mean parameters instead of just p in the standard setting. The main object of interest is the inverse covariance matrix, which is shared across observations and represents universal dependencies in the population. while all observations share the same covariance matrix under the assumption of network cohesion. The method is computationally efficient with theoretical guarantees on the estimated inverse covariance matrix and the corresponding graph.
Both simulations and an application to a citation network show that GNC-lasso is more accurate and gives more insight into the structure of the data than the standard glasso when observations are connected by a network. One possible avenue for future work is obtaining a stronger consistency result, which will likely involve penalizing the mean vectors and making additional structural assumptions. The absolute deviation penalty [Hallac et al., 2015 ] between connected nodes is a possible alternative, if the computational cost issue can be resolved through some efficient optimization approach. Another direction is to consider the case where the partial dependence graphs themselves differ for individuals over the network, but in a cohesive fashion; the case of jointly estimating several related graphs has been studied by Guo et al. [2011] , Danaher et al. [2014] . As always, in making the model more general there will be a trade-off between goodness of fit and parsimony, which may be elucidated by obtaining convergence rates in this setting. 
A Proofs
First, recall the following matrix norm definitions we'll need: for any matrix M , M ∞ = max ij |M ij |,
The following lemma summarizes a few concentration inequalities that we will need.
Lemma 1 (Concentration of norm of a multivariate Gaussian). For a Gaussian random vector
x ∼ N (0, Σ), with Σ ∈ R p×p a positive definite matrix and φ max (Σ) the largest eigenvalue of Σ, we have,
for some generic constant c > 0. Further, if
where r(Σ) is the stable rank of Σ.
Proof of Lemma 1. The first inequality (11) follows from concentration of a Lipschitz function of a sub-Gaussian random vector. Inequalities (12) and (13) follow from the definition of a subexponential random variable. Lastly, (14) follows from applying Bernstein's inequality to (12) with t = ntr(Σ).
Proof of Proposition 1. By Edwards [2013] , the eigenvalues of A are given by
Since the average degree 2 ≤d ≤ 4 for a lattice network, we ignore this constant. First, we show m A ≤ n 2/3 , which by definition of m A is equivalent to τ n−n 2/3 ≥ n −1/3 . Define the set of all eigenvalues satisfying this condition as
Then it is sufficient to show |A n | < n 2/3 . Applying the inequality sin(x) ≥ 2 π x for x ∈ [0, π/2], we can see that it is sufficient to show |Ã n | < n 2/3 , wherẽ
The cardinality ofÃ n can be computed exactly by counting; for simplicity, we give an approximate calculation for when n is sufficiently large. In this case the proportion of pairs (i, j) out of the entire set of (N ∩ [0,
) that satisfy the condition to be included inÃ n can be upper bounded by twice the ratio betwen the area of the quarter circle with radius
2 and the area of the √ n × √ n square. This gives
To prove the second claim, consider the µ = U β such that all the inequalities in (7) hold as equalities and δ = 1/2. Then, by noting that P 1 u n = u n , we have
-sum lower bounded by 1/2 of the integral
Substituting this lower bound for i<n 1 τ 2 i in (16), for a sufficiently large n we have
Therefore, the µ we constructed is nontrivially cohesive.
We can represent each column of M by taking the basis expansion in U , obtaining the basis
whereM is the estimate (3). We can viewB as an estimate of B. We first state the error bound forB in Lemma 2, and the bound forM directly follows.
Lemma 2. Under model (1) and Assumptions 1-3, if α = n 1+δ 3 , we have
with probability at least 1 − exp(−c log (p(n − m A ))) − exp(−c log(pm A )) for some constants C, C , c, c , and c .
In Frobenius norm, we have
with probability at least 1 − exp(−c (n − m A )r(Σ)) − exp(−c m A r(Σ)).
Finally, if log p = o(n) and m A = o(n), then
with probability at least 1 − exp(−cn) − exp(−Cm A log p).
Proof of Lemma 2. Solving (3), we can explicitly write out
In particular, for each column j ∈ [p], the estimate can be written aŝ
whereẼ ·j ∼ N (0, σ 2 I). Let Q j and R j be two n dimensional vectors such that the ith element of Q j is given by ατ i 1+ατ i B ij while the ith element of R j is given by 1 1+ατ iẼ ij .
For the element-wise L ∞ norm, we have
where the second inequality is by Definition 1. The term R j can be decomposed into two parts, the first n − m A elements and the last m A elements. For the first n − m A elements, we have
by Assumption 3, with probability at least 1 − exp(−c log(p(n − m A ))). For the remaining m A elements, with probability at least 1 − exp(−c log(pm A )), we have
Combining (20)- (22) leads to (17), since
with probability at least 1 − exp(−c log(p(n − m A ))) − exp(−c log(pm A )) for sufficiently large n.
For the column-wise L ∞ norm, we have
-by Assumption 1 -
For the second term,
By Lemma 1, for each j ∈ [p], P( i≤n−m A |Ẽ ij | > 2σ(n − m A )) ≤ exp(−2c(n − m A )) for some constant c; therefore
as long as log p = o(n) and m A = o(n).
Again by Lemma 1, for each
for some constant C, c > 0 with C > 1. Therefore,
Substituting these two inequalities into (24) gives
with probability at least 1 − exp(−cn) − exp(−Cm A log p). Now combining (23) and (25), we get
with probability at least 1 − exp(−cn) − exp(−Cm A log p) as long as p ≥ 3.
Finally, for the Frobenius norm we have
By (14) from Lemma 1, we have
Putting everything together, Now we proceed to prove Theorem 2. Let
S is the sample covariance matrix used by the glasso algorithm when the mean is assumed known (and without loss of generality set to 0). The success of glasso is dependent on S concentrating around the true covariance matrix Σ. If we can showŜ concentrates around Σ, we should be able to prove similar properties of GNC-lasso.
Lemma 3. Under the conditions of Theorem 1 and assuming log p = o(n), m A = o(n), we have
3 , log (pn) log p m A n with probability at least 1 − exp(−c log(p(n − m A ))) − exp(−c log(pm A )) − exp(−c log p) for some constant C and c that only depend on b and σ.
Proof of Lemma 3. We will be using C and c to denote generic constants whose value might change across different lines. Using the triangular inequality,
we will prove concentration in two steps. Starting with the first term and writing X = M + E, we
By Lemma 2, for some constant C depending on b and σ,
with probability at least 1 − exp(−c log(p(n − m A ))) − exp(−c log(pm A )).
On the other hand, note that U T E = (U ı· E ·j ) n i,j=1 and U i· 2 = 1, so (U T E) ij ∼ N (0, σ 2 ).
Therefore
with probability at least 1 − exp(−c log(np)). Hence the second and third terms in (28) satisfy
with probability at least 1 − exp(−c log(p(n − m A )) − exp(−c log(pm A )) − exp(−c log(np)). Note that both terms in (30) dominate the last two terms in (29). Thus substituting (29) and (30) into (28) leads to
3 , log (pn) log p m A n with probability at least 1 − exp(−c log(p(n − m A ))) − exp(−c log(pm A )).
In addition, a property of the Gaussian distribution implies that [Ravikumar et al., 2011] S − Σ ∞ ≤ 2c log p n with probability at least 1 − exp(−c log p). Therefore, we have
3 , log (pn) log p m A n , log p n with probability at least 1 − exp(−c log(p(n − m A ))) − exp(−c log(pm A )) − exp(−c log p).
We are now ready to prove Theorem 2, using the primal-dual witness strategy from Ravikumar et al. [2011] . We show that even ifŜ has a worse concentration around Σ than S, we can still achieve consistency and sparsistency under certain regularity conditions.
Proof of Theorem 2. The argument follows the proof of Theorem 1 in Ravikumar et al. [2011] . In particular, for the event where the bound in Lemma 3 holds, we just have to show that the primaldual witness construction succeeds. The choice of λ =
With the requirement on the sample size, the assumptions of Lemma 5 and 6 in Ravikumar et al. [2011] hold, implying strict dual feasibility holds for the primal-dual witness, which shows the procedure succeeds. Then the first claim of the theorem is a direct result of Lemma 6 in Ravikumar et al.
[2011] and the second claim is true by construction of the primal-dual witness procedure. The remaining bounds can be proved similarly.
B Oracle mean estimation by GNC-lasso
In our setting, unlike in the classical glasso setting, the mean estimate is also of interest, and in this section we show that our estimateM enjoys a weak oracle property in a certain sense. We use the spectrum of L s as a basis again, writingU for the matrix of eigenvectors of L s and expanding a matrix M ∈ R n×p as M = U B. Since U is given and orthonormal, estimating M is equivalent to estimating B. In an ideal scenario, if the true value Θ is given to us by an oracle, we could estimate B by minimizing one of the two objective functions:
where Λ = diag(τ 1 , τ 2 , · · · , τ n ) is the diagonal matrix of eigenvalues of L s . It is easy to verify that (31) is equivalent to the mean estimation step (3) in the two-stage procedure (up to U ), while (32) is equivalent to estimating the mean by maximizing the joint penalized likelihood (6) with Θ fixed at the true value. We can then treat (32) as an oracle estimate in the sense that it uses the true value of the covariance matrix. It serves as a benchmark for the best performance one could expect in estimating B (or equivalently M ). LetB 1 andB 2 be the estimates from (31) and (32), respectively, and let W k = B −B k , k = 1, 2 be the corresponding estimation error matrices. We then have the following result.
Proposition 2. Under model (1), assume W 1 and W 2 are the errors defined above with the same tuning parameter α. Under the Assumption 3, if Θ is diagonally dominant with max j j =j |Θ j j | Θ jj ≤ ρ < 1, then there exist a matrixW such that
for the constantk in Assumption 3 and
where each row E is i.i.d from multivariate Gaussian N (0, Σ).
Proposition 2 showsW and W 1 are stochastically equivalent whileW and W 2 are roughly the same in · ∞ . Therefore, (31) and (32) are essentially equivalent in the sense of entrywise error bound, implying thatM computed by GNC-lasso cannot be non-trivially improved by the oracle estimator under the true model with known Θ.
Proposition 2 makes an additional assumption on diagonal dominance of Θ, which is a relatively mild assumption consistent with others in this context. To see this, consider a general multivariate Gaussian vector y ∼ N (0, Σ). Then we can write
where the vector ζ j ∈ R p satisfies ζ
for j = j and ζ j j = 0, and ξ j is a Gaussian random variable with zero mean and variance equal to the conditional variance of y j given {y j } j =j . Thus the diagonal dominance assumption of Proposition 2 is essentially assuming
This has the same form as Assumption 4 of Meinshausen and Bühlmann [2006] , who proposed node-wise regression to estimate the Gaussian graphical model. There ρ < 1 is needed for nodewise regression to consistently estimate the graph structure (see Proposition 4 of Meinshausen and Bühlmann [2006] ).
Remark 3 (Implications for iterative estimation). If the iterative algorithm is used to obtainM andΘ, we knowM is the solution of (32) with Θ replaced byΘ. SinceΘ is only an estimate of Θ, we would not expect this estimator to work as well as the oracle estimator (32). SinceM cannot be improved by the oracle estimator, intuitively we make the conjecture thatM cannot significantly improve onM either.
To prove Proposition 2, we need a few properties of Kronecker products. Recall that given two matrices A ∈ R m×n and B ∈ R p×q , their Kronecker product is defined to be an ( Proposition 3. For the estimates W 1 from (31) and W 2 from (32), we have This is equivalent to (34) by noting thatĖ = −U T EΘ. (1 − ρ) min(1, min
In particular, under Assumption 3,
for a constantk. 
Taking the maximum over j on both sides, we have
Similarly using triangle inequality in the other direction, we get
Combining this with (38), we get
(1 − ρ) min(1, min
Note that (40) holds if we replace · ∞ by other norms. For example, if we take the L 1 norm instead, we get a similar bound in · 1,1 . Now we are ready to prove Proposition 2.
Proof of Proposition 2. By takingW = W 3 and using the conclusion of Proposition 4, the first half of Proposition 2 directly follows. Subtracting (33) from (35) leads to (I n + αΛ)(W − W 1 ) = (I n + αΛ)(W 3 − W 1 ) =Ė −Ẽ = U T E(I − Θ) , and thereforeW − W 1 = (I n + αΛ) −1 U T E(I − Θ).
