Programs in languages such as Fortran, Pascal, and C were designed and written for a sequential machine model. During the last decade, several methods to vectorize such programs and recover other forms of parallelism that apply to more advanced machine architectures have been developed (particularly for Fortran, due to its pointer-free semantics). We propose and demonstrate a more powerful translation technique for making such programs run efficiently on parallel machines which support facilities such as parallel prefix operations as well as parallel and vector capabilities. This technique, which is global in nature and involves a modification of the traditional definition of the program dependence graph (PDG), is based on the extraction of parallelizable program structures ("idioms") from the given (sequential) program. The benefits of our technique extend beyond the above-mentioned architectures and can be viewed as a general program optimization method, applicable in many other situations. We show a few examples in which our method indeed outperforms existing analysis techniques.
, not that of Allen and Kennedy [ 1987] . 307 precise definition and the algorithms for its formation are an additional contribution of this article.
-For each innermost loop in the program, we construct the computation graph for the basic block constituting its body. Certain conditionals (which are classified as "data filters") are handled gracefully, whereas others we disallow.
-The graph of each loop is replicated three times, for the initial, "middle,"
and final iterations, and together with an additional control node we obtain the computation graph of the whole loop. This process is repeated as we go up the nesting structure as far as possible (until we hit a problematic branching structure).
Once the graph is built, we apply optimization transformations to it using appropriate algorithms that we provide for this purpose. In the code of Figure  1 , if m >4 (where m denotes the value of M) then the inner loop needs to be normalized by unrolling it once, whereas the outer loop is already in normal form (it is vacuously so, since there are no reference loop-carried dependence). We also assume that the temporary scalar T has been expanded, thus obtaining the program in Figure  2 .
In order to compute the span it is not enough to find the distance (in the loop iteration space) of a dependence. In the following example the span is 1 although the distance in the first assignment is 2: -There is a node u = V representing each value that is defined in the block; there is also a node in V for each value that is live [Aho et al. 1986] We draw a clef-use edge from u to u if the value u is used in the definition of v. We draw an output data dependence edge from u to u if u is output dependent on u as per Definition 1. Lastly, we draw an antidependence edge from u to v if the definition of u uses a value on which u is antidependent (unless this edge is a self-loop which is redundant since the fetch is done before the assignment).
-Each node u is labeled by the expression according to which the value is being computed.
The labeling uses a numbering that is imposed on the clef-use edges entering the node (i.e., the arguments). The label L is used for initial values.
Using the array references verbatim as atomic variables, the basic block constituting the body of the inner loop of Figure  2 gives rise to the computation graph shown in Figure  3 . (1 Fig. 3 . The computation graph of the basic block constituting the inner loop of the program in Figure 2 , In case there are both a flow and an output dependence we draw only the flow edge, -Loop-carried data dependence edges (cross iteration edges) are drawn between the different copies.
- The graph is constructed on a loop-nest by loop-nest basis, i.e., there is no need to build it for the whole program. In fact, one might decide to limit the extent of the graph and its application in order to reduce compile time or curb the potential space complexity.
Note. If a node v is a target of an antidependence edge then v is also a target of an output dependence edge. Consider the existence of an antidependence edge from u to v, i.e., the value that was stored in the same memory location as u and that was used in the definition of u is now being destroyed. This means that there is a node w which constitutes the old value that was used in the definition of u; thus there is an output dependence edge between w and v in addition to the clef-use edge from w to u. In general, if the meaning of an output dependence edge, say (u, v) , is that all the uses of t~-on clef-use edges leaving u-must be executed before v, then the antidependence edges are redundant. Figure  4 shows the computation graph of the inner loop (J) of the example in Figure  2 . The graph comprises three copies of the graph from Figure  3 .
Node S4 of the middle copy is coalesced with node S 1 of the initial copy since ACM Transactmns on Programmmg Languages and Systems, Vol. 16, No. 3, May 1994 . 315 they both represent the same value (the stride of J is 2, thus, ini t + 2 = mid), Figure  10 takes care of a filtered reduction. Notice the similarity to the rule of Figure  8 , if we splice out the filter nodes and redirect the edges; the scan rule of Figure  9 can be similarly used to derive a rule for a filtered scan.
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