In the current climate of increased accountability in higher education, many colleges and universities are considering ways to improve their collection and analysis of data and information to achieve organizational improvement. While there has been much written about the costs, difficulties, and challenges of implementing new information systems on college campuses, the costs and benefits of maintaining current systems are not well understood. Our research suggests that in a challenging information environment, enterprising individuals -when unable to obtain the data they need from existing information systems -compensate by creating, or participating in, idiosyncratic methods of data collection and management. These informal practicescalled workarounds -can be seen as both inventive solutions to pressing organizational needs and over time, and costly alternative to a robust and flexible information system.
Introduction
Over the past two decades, as the accountability movement has spread across the country, there has been a growing need for first K-12 and currently higher education institutions to track and analyze information in such areas as student services, enrollment management, and student outcomes (Wells et al., 1999) . This increasing climate of accountability can be seen in the prevalence of performance-based funding mechanisms used by state legislatures, as well as in revised methods and goals of accrediting agencies (Burke and Minassians, 2001; WASC, 2002) . Meanwhile, colleges and universities have been working on their own to find out more about the effectiveness of their programs and services in meeting the needs of their students. In some cases, these internal efforts for better tracking and use of information have been led by governing boards and upper management; in other cases, they have been guided and shaped by the persistence of faculty and staff leaders.
While the costs, difficulties, and challenges of implementing new information technology (IT) systems on college campuses have been well documented, there is less written about the costs and benefits of maintaining insufficient technological systems and the subsequent information practices and patterns that ensue. Our research in a community college district suggests that in an insufficient information environment, enterprising individuals who are unable to obtain the data they need from the existing IT system, or from other formal campus processes, compensate by creating or participating in idiosyncratic methods of data collection or management. These informal practices -called workarounds -can include low-tech solutions, such as hand counting the number of student interventions on a given day each week to establish patterns of use, or reviewing a selected number of student transcripts by hand to determine the effectiveness of a program. Workarounds can also include more sophisticated technological solutions, such as the designing of local, non-official databases and information systems that are able to provide or disaggregate data in ways that the district-wide information systems cannot. This might also include exporting data from official campus-based systems to alternative software programs that allow for more robust analysis or increased access.
Literature
An increased interest in measuring student outcomes and institutional effectiveness has placed greater burdens on internal research efforts at colleges and universities. There are pressures to track and compile more robust information, understand its context, and use it in decision-making for program and service improvement. A vibrant technological infrastructure plays a key role in helping an educational institution to gather and analyze information to improve results (Oblinger and Rush, 1997) . In fact, studies have shown that it is often easier to persuade organizations to acquire new technology tools than to modify or redesign the existing organizational processes (Coate, 1996) . However, numerous studies have also shown that technology tools alone do not address issues of discordant organizational information structures (Petrides, 2002; Sirotnik and Burstein, 1987; Telem, 1996) . In fact, many failed implementations of information systems in higher education have been attributed to issues related to organizational culture -organizational processes and practices, information politics, patterns of information sharing and hoarding, and the like -rather than technological capabilities (Davenport, 1997; Friedman and Hoffman, 2001; Levine, 2001) .
Existing literature on workarounds builds from an understanding of existing practices and attitudes within the organization, showing that human action is a fundamental component of investigations of technology use (Hayes, 2000; Jones, 2000) . It suggests that actual use of technology often deviates from formally instituted procedures, and that the informal practices of workarounds may be much more commonplace than previously thought (Ciborra, 1996; Grudin, 1990; Moran and Anderson, 1990) . Because the focus of prior research has been primarily on corporate and other business settings, yet it has to adequately address the specific context of educational institutions.
Our study builds on the existing research on workarounds by illuminating the specific circumstances and pressures of higher education. It suggests that within colleges and universities, workarounds can be seen as inventive and short-term solutions to pressing organizational needs. Over time, however, failure to invest in a robust and accessible information system can promote the calcification of workarounds, with significant costs to the organization in terms of such things as staff time and lost opportunities. Fortunately, existing workarounds within an organization offer a blueprint for identifying the pressing information gaps that need to be resolved when considering improvements in information flow, and who needs to be on board in moving forward to improve the use of information on campus.
Methodology
The research site was a multi-campus community college district in California. From the outset of this research, we were interested in discovering the processes that people used to obtain data and information that were necessary in order to respond to the needs of the educational institution. A combination of both qualitative and quantitative research methods was used. This included 49 in-depth interviews with a non-random sample of administrators, faculty, and staff who represented a cross section of those involved at various levels of organizational decison-making. We also conducted a survey of administrators, staff and faculty about their use of data and information.
In the qualitative interviews, we asked participants to recall specific incidents in which they required data for a specific decision, the context of those incidents, and whether the incident had a successful or unsuccessful outcome. This enabled us to take a snapshot of what types of data or information had been requested over the past year and, most importantly, to identify the processes undertaken by information seekers to obtain the data they needed. We used the critical incident technique to elicit examples and outcomes about actual behaviors that relied upon specific recall, thereby bypassing opinions and hypothetical situations (Flanagan, 1954) . This technique is used predominantly when studying human systems, tasks, and organizations.
The interview data were collected and transcribed, and a set of comprehensive codes was developed that allowed the data to be broken into smaller components and then analyzed for reoccurring themes. We used a qualitative data analysis software tool that allows the data to be easily coded and searched. This enabled us to associate codes with pieces of text, to search these codes for patterns, and finally, to construct classifications of codes that reflect the conceptual structure of the underlying data.
A survey that looked at the use of data for decision-making was administered to 1,194 fulltime administrators, staff and faculty with an overall response rate of 19 percent. Over a 3 months period, the survey was sent and three follow-ups took place that included a postcard sent in the mail, an e-mail reminder and a random sampling of phone calling to encourage survey completion. The analyses in this paper are based on a subset of variables drawn from a survey that included specific questions about whether and how the participant had gathered and analyzed data on his/her own, separate from the use of the district-wide information system. Specifically, we looked at the survey items that asked the participant what data were collected and analyzed, how many hours per month this task required, why the participant need to collect the data, and how the data were collected.
Satisfying an unmet need for data
Community colleges have an internal need for data to support the review of programs and services, as well as a growing need to gather and report data to external agencies. Internally, community colleges need data to inform decision-making on issues such as enrollment management, faculty hiring, faculty load, resource allocation, annual budgets, and scheduling. Externally, administrators need data for state and federal reporting on a wide range of issues as well, such as performance funding, financial aid, and other compliancerelated matters.
At this site, individuals who needed access to data located within district-wide information systems could either retrieve data directly from the systems, or they could make a request directly to the two-person office of institutional research. The technological infrastructure consisted of a legacy system that was comprised of a series of flat, non-relational databases. An assortment of software applications for data translation, access, and reporting had been directly available to the users of the data. However, for non-technical administrators, staff, and faculty, accessing data from districtwide information systems was reported to be time-consuming and cumbersome and required a high level of technical expertise that many people did not have. Because there were several different software applications that could be used for data access, extraction, and reporting, it was difficult to make comparisons of data. This fueled the perception that the data were not generally accurate or complete. Also, because of the limitations of the non-relational databases, much of the disaggregated data needed for long-term comparisons was difficult if not impossible to obtain by the average user.
For example, several interview participants reported that they often felt left in the dark after unsuccessful attempts to access the districtwide information systems themselves. One participant said:
Whether or not that's an accurate number, or whether that's the number of people who enrolled at the beginning or the number that are left, I have no clue.
In response to their own inability to obtain or access data from the district-wide information systems, several participants reportedly sought out their own local, alternative ways to gather or analyze data. These workarounds included manipulating the available data, finding new ways to generate and gather data themselves, or using alternative technologies. One participant said: 
Evidence of workarounds
The survey, which included specific questions about whether or not the respondents had gathered information on their own, outside of the formal district-wide information system, provided an in-depth picture of the prevalence of workarounds at the research site. For instance, the survey asked respondents what data they collected and/or analyzed, how many hours per month the task required, why they need to collect the data, and how the data were collected. In analyzing the survey results, we grouped the localized informal efforts of data gathering and analysis, otherwise known as "work arounds", into two categories. The first category was classified as "essential" workarounds, meaning that these were workarounds for data that the district-wide information already contained, but for whatever reason, were not obtained through the formal channels. This category was coded to include those efforts in which data could or should have been available to users if the system itself had been more robust, functional, accessible, etc., and specifically for data essential or required for basic state reporting, program review, etc. This might include demographic information about students, class rosters for faculty, student placement test scores, and downloadable names and addresses for mailings.
The second category, "ancillary", was used for those workarounds that were comprised of efforts to collect data that were secondary or non-vital to the everyday processes required for state and other agency reporting. The bulk of these responses represented efforts by program faculty and staff to gather and analyze student survey information, efforts that were unique to program objectives and less appropriate for placement within the district-wide information system. Table I describes the two categories.
Of the 222 survey respondents, a total of 54 percent (n ¼ 120) participated in localized workaround efforts. Of the 54 percent of the survey respondents who collected workaround data, 49 percent (n ¼ 59) participated in "essential" data collection workarounds, and 51 percent (n ¼ 61) participated in "ancillary" workarounds. No particular groupadministrators, faculty, or staff -relied on workarounds any more than others [1]. Table II shows that the majority of essential workarounds required ten or less hours per month of the respondent's time. Approximately 50 percent of those who collected "ancillary" workaround data reported spending less than 3 h per month. This may mean that what we have described as "ancillary workarounds" are indeed smaller-scaled tasks that are relatively easy to handle and do not require much time. On the other hand, essential workarounds seem to require more hours per month on the part of the individual.
From the interview data, we found that of the 49 administrators, faculty, and staff who were interviewed, 29 percent (n ¼ 14) of the participants reported that they regularly take part in informal, localized data tracking and analysis to perform their job responsibilities. It is important to note that the protocol for these interviews did not include a specific question focusing on workarounds. Rather, the existence of the workarounds came up in these interviews in response to questions about how they used data and information for decision-making.
The hidden costs of the workaround
While the survey data indicate that workarounds are not an uncommon phenomenon throughout the organization, interview data provided a rich understanding of the extent of their use. The interview data reveal that there are significant costs to the regular use of workarounds, most of which are hidden and are not considered in overall cost assessments of information technology use. In most cases, employees who had to "workaround" the existing technological and information gaps were very aware of the excessive amount of time and resources they expended to gather and analyze the data they needed to perform their jobs. This district-wide information system's challenging infrastructure had created situations in which people got used to spend time on the same kind of routine tasks, year after year. For example, many participants described elaborate processes that they used to manually gather data, physically delving into day-to-day operations of programs and departments. One participant explained: I take care of it myself. I manually track my students. I have gone so far as to look at the students program by program.
Many participants reported that they felt it necessary to perform manual counts to verify the accuracy of data. For instance, one participant explained that she had trouble in obtaining accurate enrollment numbers, which were crucial because they determined class offerings, class size, and had fiscal ramifications. Because of the need for timely and accurate data in this situation, this participant verified her numbers by going directly to the classroom:
We went over there to observe and say, "Excuse me, do you really have this many people?" Physically -that's how we have to do everything. So it's a physical reconnoiter to make sure that that's really what it was.
Participants reported the routine creation and use of local workaround databases that had been created because individuals had not found any 
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And over time, we've been learning what data we need that we can never get, so we're starting to ask people to keep their own set-up.
Another participant explained how he took time to manually negotiate the conversion of data from the district-wide system into his own information systems so that he could manipulate the data in ways that were more useful to him. When asked how long it took to perform this activity, he explained:
An awful lot of time, a couple of hours every day, to just massage the data and produce an updated spreadsheet. I do that on a regular basis for a couple of weeks -a week before and even a week after classes begin. Then things become stabilized and then we shelf that and start all over again at the end of the quarter.
These databases, which were located throughout the institution, typically consisted of data that had been compiled over several years, though often in inconsistent ways. They required considerable staff time to create and maintain, and the results were considered useful, but not necessarily complete or accurate. One participant said:
I call people up and I say, "Okay, do you have any idea how many certificates you gave last year?" [And they say] "Oh I got to, well let's see." They plow through whatever they have with little pen scratchings on it, and I get a rough idea. Is this data I would bet my life on? No way in heck, no way. And because nobody has any data, a lot of folks keep their own stuff. So we're getting their own record, as best as they've kept it. Which is not accurate, but it's better than nothing.
In this case, the program head is fully aware of the extensive staff time that is required for manual data gathering and the creation of separate databases. He is also fully aware that the results are not necessarily accurate. Nonetheless, because he has no other way to obtain the information he needs, he encourages people to perform these kinds of routine and repetitive tasks that information systems are designed to perform regularly. Participants also reported that they routinely spent inordinate amounts of time in manipulating or rekeying data that had already been gathered by the central system so that they could make it available for their own needs. For instance, one participant described a process used throughout the college to rekey data already available through -but not usable bythe central system:
The instructors all have their own spreadsheets for the class lists. They can't get it from the schoolthey have to input it by hand, even though a computer has this. The class list is generated by a computer, but they can't import it into their computer, so they do this by hand. They input their own set-up. They print out a copy and highlight it.
[The assistant] pulls up the person, goes to the screen where it gets their address, and writes it down so that she can make me address labels. So it's manual. There's no way to do anything on this computer system except look at stuff and write it down.
The creation and maintenance of local databases represent other hidden costs as well to the organization. For instance, we found that the existence and prevalence of local databases served to further fragment the data environment at this community college by creating information silos. Rather than having common, formalized procedures to obtain information, individuals had to know whom to approach to access the data they needed.
Second, we found many instances in which the databases outgrew the skill levels of their creators. In general, individuals who created local databases were technically savvy, in that they knew how to use a particular software program to create, maintain, and manipulate a database. But because these databases often used software that was not supported by the institution, some participants reported being confronted by their own inability to use their software to its full capacity.
Third, we found that this problem was compounded when the originator of the database left the organization. In many cases, the college lost not only the database entirely, but also the findings or new understandings that may have resulted from it -because the research was done informally, in a vacuum of sorts.
Manually gathering data can lead to other hidden costs as well. For instance, many departments and programs in this community college district expended additional staff time checking to make sure that manual insertions of data were accurate. Systematic data entry and checking generally lead to predictable and routine costs and are drawn from administrative budgets. However, idiosyncratic data gathering leads to unpredictable costs that can negatively impact budgets that have been dedicated to academic or other services rather than administration. Also, the manual gathering of data requires the same hidden costs of staff time, week after week, quarter after quarter.
Of course, information systems cannot be expected to serve every need. However, when the workaround itself becomes calcified -in this case, when the manual manipulations are so prevalent that they become routine -this represents time and resources wasted at the organizational level. As educational institutions consider their technological and information infrastructures, these kinds of issues need to be examined and addressed.
An information environment that is dominated by workarounds also incurs additional hidden costs represented by lost opportunity -those who have given up on using data and information to improve programs and services. For example, while there were those people who actively developed workarounds for their data needs, there were also cases of people who had turned away from using data to inform their programs and services. For these people, when given the time-consuming nature of maintaining workarounds, some simply chose not to gather or use data altogether.
This type of reaction to the information environment can be extremely damaging to the organization because it can prevent people from otherwise engaging in self-reflective research that can improve the organization as a whole. In addition, we found that the challenging data environment at this college district not only limited individual opportunities for exploring improvement, but also had negative repercussions on the ability of the district to respond flexibly to external demands and needs. One participant explained:
And so when you sit down to write a report, a lot of it is conjecture, where you hope that things are going. And you're asked often by the Chancellor or the President to improve rates of under-prepared students, and you have a really difficult time even identifying who is under-prepared, and then you're expected to set goals and rates that you can't measure. You can't be accountable if you don't have the data, and that's what we're finding.
In a tight fiscal environment, each college's ability to respond flexibly and to represent itself well to external audiences can be crucial in helping to meet its ongoing needs.
The benefits of the workaround
In most higher education environments where there are internal and external pressures for organizational improvement, there will always be needs for data and information that are temporary and local rather than ongoing and college-wide. That is, there are many temporary and local needs that cannot and should not be met by formal centralized information systems, primarily because it is more cost-effective and flexible to meet these kinds of needs at the program level rather than with a college-wide solution. Likewise, even at the district-wide level, there are also one-time needs for data that are best handled outside the existing information system. At this research site, the presence of these kinds of data gathering efforts revealed an organization whose employees had a high degree of self-reflection, a willingness to improve services, and an enthusiasm for continuous learning.
Similarly, the presence of workaroundsthose local solutions that could better be handled by the information infrastructuredoes not necessarily mean that the information infrastructure is inadequate or dysfunctional. As the research literature reveals, informal and individualized patterns of technology use may provide significant benefits not only to the individuals involved, but also to the organization as a whole (McDonnell and Gould, 1998; Sharrock and Anderson, 1996) . At this district, the presence of workarounds revealed a significant pattern of innovation and self-reflection on campus. Many of the individuals who had "worked around" the existing data system to "make do" had been able, by and large, to access too much of the data they needed to perform their jobs effectively.
Based on our research at this college, this kind of "do-it-yourself" attitude suggests that the presence of workarounds may reflect an overall innovative research culture within the organization, as well as offers a promising glimpse of where some of the key pockets of innovation and self-reflection exist. It is true that those who have not employed workarounds may indeed be willing to engage in self-reflection and organizational improvement through effective use of data and information, if given the organizational support to do so. Those who have employed workarounds appear to be willing, at least for a limited time, to engage in such efforts without organizational support. For organizations interested in creating a more selfreflective culture on campus, those who are already engaged in workarounds suggest a promising group of individuals to get on board.
As well as revealing where much of the energy for cultures of inquiry may lie within the organization, the existence of workarounds can also reveal where the information technology gaps may exist on campus. People employ workarounds because they have not been able to obtain what they need from the central information systems. Centralized information systems can never be as flexible as employees and programs require, which means that there will always be gaps between what a centralized system can provide and what at least some employees and programs would like to have. As a result, workarounds will always, to some extent and for a limited time, be necessary within a vibrant, self-reflective organization. In this community college, the presence of workarounds served to highlight where the gaps in information flow were. The clusters of workarounds could suggest promising areas of attention as the district works toward improving its information system.
Conclusion
Our research shows that the primary costs associated with the pervasiveness of workarounds can be identified in the prevalence of local databases, manual data collection, and the lost opportunities represented by those who have given up using data and information to improve programs and services. These costs can be very significant for colleges and universities, and ought to be considered as they consider plans for improving their use of data and information for organizational improvement.
However, our research also suggests that the existence of a limited number of temporary workarounds within an organization can reveal a dynamic organizational culture that is enterprising and willing to improvise. Over time, however, organizations that maintain a technological environment that is insufficient to meet the organizational needs for data and information can promote the calcification of workarounds, the costs of which in terms of staff time, lost opportunity, and other problems may be significant. The workarounds themselves offer a blueprint for identifying the pressing information gaps that need to be resolved when considering improvements in an information system, and whom to "get on board" in making decisions concerning such an implementation.
Note
1 Seventeen percent of the administrators reported collecting workaround data, 20 percent of staff, and 23 percent of faculty.
