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CONSTRUCT VALIDITY: A UNITARY CONCEPT
FOR OCCUPATIONAL THERAPY ASSESSMENT
AND MEASUREMENT
Ted Brown
Background: In the traditional view of validity, it is divided it into three sub-types: content, criterion-
related, and construct. Validity has recently been reconceptualized as a unitary factor known as construct
validity. Five sources of construct validity evidence have been specified: test content, response processes,
internal structure, relationships to other variables, and consequential aspects of construct validity. They
function either as general validity criteria or as standards for all assessment and measurement.
Purpose: The purpose of the manuscript is to present an overview of the contemporary conceptualization
of construct validity and its relevance to occupational therapy practice, education, and research.
Key Issues & Implications: Taken together, the five components of construct validity evidence provide
a way of addressing the multiple and interrelated validity questions that need to be answered in order 
to justify occupational therapy test score interpretation and use by practitioners. Given the context of
evidence-based practice, professional standards of practice, increasing calls for accountability, and the
fact that validity of a test, instrument, or scale is now seen as being a dynamic process, it is important
for occupational therapists to be conversant with this contemporary view of construct validity, and the
body of validity evidence related to the assessment tools used in clinical practice.
KEY WORDS: Assessment • Construct validity • Measurement • Testing • Occupational therapy
Introduction
Occupational therapists often use standardized tests, instruments,
and scales as part of their assessment, goal setting, treatment
planning, intervention process, and follow-up evaluation when
working with clients (Asher, 2007; Benson & Schnell, 1997;
Craik, Davis, & Polatajko, 2007; Cronbach, 1988; Fawcett,
2007; Hinojosa & Kramer, 1998; Law, Baum, & Dunn, 2005).
To ensure that clinical tests are accurately assessing what they
purport to measure, they must demonstrate evidence of relia-
bility and validity (Anastasi & Urbina, 1997; Kielhofner, 2006;
Streiner & Norman, 1995). Traditionally, validity was viewed as
a three-part concept that comprised content, criterion-related,
and construct validity (Anastasi, 1986, 1988; Angoff, 1988;
Geisinger, 1992; Law & Baum, 2005; Nunnally & Bernstein,
1994; Portney & Watkins, 2000; Yun & Ulrich, 2002). Re-
cently, validity has been reconceptualized as being a unitary con-
cept now known as construct validity (Downing, 2004; Kane,
Crooks, & Cohen, 1999; Markus, 1998; Messick, 1989). In this
contemporary context, validity refers to evidence generated 
to support or refute the meaning or interpretation assigned to
results generated by a test, instrument or scale (Goodwin &
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Leech, 2003). “Validity is never assumed and is an ongoing pro-
cess of hypothesis generation, data collection and testing, crit-
ical evaluation and logical inference” (Downing, 2003, p. 831).
It is essential that occupational therapists are cognizant of
and conversant with this contemporary view of construct valid-
ity since it directly impacts their daily practice with the clients
they serve. The purpose of this paper is to describe the new
meaning and framing of construct validity and its implica-
tions for occupational therapy practice, assessment, research,
and measurement. Initially, a brief historical review of the
concept of validity will be provided and then the new unitary
view of construct validity will be discussed in occupational
therapy contexts. Key points will be illustrated with practical
examples for the reader.
Literature Review
Evolution of Validity as a Concept
The concept of validity has evolved over the last half century
(Jonson & Plake, 1998; Shepard, 1993). Historically, the meth-
ods of establishing a test’s validity were founded on the early
work of Cronbach (1971, 1988, 1989), Cronbach and Meehl
(1955), and Kane (1992, 1994, 2001). In the 1940s, validity
focused on the test itself and was conceptualized as a static
property of an instrument. In other words, once the validity of
an instrument or scale was established, it did not change nor,
was it affected by the context where the test was given or the
traits of the test-takers.
The 1954 edition of the American Psychological Associa-
tion’s (APA) Technical Recommendations for Psychological
Tests and Diagnostic Techniques outlined four types of valid-
ity, each relating to different inferences depending on the pur-
pose of testing (APA, 1954). The first, content validity, dealt
with the selection of items from a universe of items, and the
evaluation of the extent to which the test items represented the
theoretical construct of interest. For example, if a test assessed
a child’s visual perceptual skills, then the items on that test
needed to be representative enough of the content domain of
children’s visual perceptual abilities.
Predictive validity was the second type. It dealt with the
ability of an instrument to predict the future performance of
respondents on some specific skill or area of knowledge. For
example, whether the performance of children attending kin-
dergarten on a test of visual-motor integration skills could
accurately predict whether or not the children would have dif-
ficulty with cursive writing skills in Grade 3. Concurrent valid-
ity, the third type, was considered when a new instrument was
proposed as a substitute or replacement for some less conven-
ient measure that had already been accepted as the standard
for use in the field. For example, whether a newly developed test
of sensory integration and motor skills could replace the tradi-
tionally used Sensory Integration and Praxis Test. The final type,
construct validity, was considered essential when inferences
were to be made about latent (unobservable) traits. In other
words, the items of a test should adequately represent the the-
oretical construct being assessed by a test, instrument, or scale.
For example, the items on the Bruininks-Oseretsky Test of Motor
Proficiency, 2nd edition (BOT-2) need to be representative of
the fine and gross motor skill constructs it purports to assess.
At this time, Campbell and Fiske (1959) promoted the idea
of discrete forms of validity and the need for multiple kinds 
of validity evidence in their seminal paper introducing the
multimethod-multitrait approach to validation. This included
the introduction of convergent, divergent, diagnostic, and dis-
criminant types of validity under the construct validity cate-
gory. In the 1960s, the meaning of validity shifted in focus to
use. In other words, validity was defined as the extent to which
a test generated information that was helpful for a specific
purpose or use.
The 1966 version of the Standards for Educational and
Psychological Tests and Manuals (Standards) combined con-
current validity and predictive validity into criterion-related
validity (APA, American Educational Research Association
[AERA], & National Council on Measurement in Education
[NCME], 1966). The 1966 edition of the Standards included
the traditional “holy trinity” view of validity by categorizing it
into specific types: content validity, criterion-related validity
(which included concurrent and predictive validities), and con-
struct validity (see Figure 1; Cronbach & Meehl, 1955; Guion,
1980). Both the 1954 and 1966 editions of the Standards linked
the four types of validity to particular aims of testing.
Even though this way of conceptualizing validity was
helpful to measurement theorists, educators, researchers and
practitioners, it also led to notable challenges and confusion.
This three-type validity view tended to compartmentalize the
thinking about validity, thus narrowing or limiting it to a check-
list approach (e.g. a test user merely checking off the types 
of validity that were reported in a test’s manual) (Goodwin,
1997, 2002a), and is what many occupational therapists still
refer to when evaluating research studies in the context of 
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Figure 1. Traditional tripartite view of test validity.
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evidence-based practice or when examining a new assessment
tool for potential use with clients in clinical contexts (Benson &
Schnell, 1997; Kielhofner, 2006). For example, when consid-
ering the effectiveness of clinical interventions based on sen-
sory integration theory, many occupational therapists would
report information about the content, criterion-related, and
construct validity of the assessment tools used to gather the
data as one means of critiquing the quality and/or level of evi-
dence of the research reported. However, the construct validity
of an assessment tool is never static, but always dynamic and
cumulative.
The 1985 Standards for Educational and Psychological
Testing (Standards) was essentially unchanged from its earlier
versions, except that it provided more detail about what type
of evidence was appropriate for each type of validity (AERA,
APA, & NCME, 1985). However, another shift in the concep-
tualization of validity was taking place with psychometricians
and testing experts emphasizing the inferences and decisions
made from test scores (Cronbach, 1988, 1989; Messick 1988,
1989). For example, test scores are frequently used as one selec-
tion criteria for students at the tertiary and postgraduate level.
Students applying for admission to medical school often com-
plete the standardized Medical College Admission Test (MCAT)
while students applying for masters and doctoral programs often
complete the Graduate Record Examination (GRE). The infer-
ence that is made from the MCAT and GRE scores is that stu-
dents with higher performance scores are more able to succeed
in their chosen fields of study. The MCAT and GRE scores
students receive also impact the decisions made by universities
and colleges about offers of student admission and scholarship
eligibility. The inferences and decisions made from the MCAT
and GRE scores, for example, are that they are used in a com-
petitive way to allocate limited educational resources.
Two further shifts in the meaning of validity were also tak-
ing place. First, the usefulness and relevance of the traditional
trinity view of validity was being challenged and second, valid-
ity was conceptualized as a unitary concept with “construct
validity” being the key and unifying type of validity (Kane,
1994; Langenfeld & Crocker, 1994). One of the primary rea-
sons for the shift in the view of validity from a “tripartite” to a
“unitary” concept was that validity theorists promoted the idea
that the three tier approach (content, criterion-related, and
construct) was artificial and that a body of dynamic validity
evidence was required for tests, instruments and scales.
One final issue that was gaining attention in the validity
arena was the need for evidence about the social conse-
quences of test use. “What was new (and controversial) in dis-
cussions about the role of consequences in validation research
was studying both the intended and unintended—often
adverse—consequences of test use” (Goodwin & Leech, 2003,
p. 182). The issue of the “social consequences of test use” has
relevance for occupational therapists. For example, test scores
may be used to determine whether a child is eligible for cer-
tain types of private or public funding for therapy services or
specialized equipment. What are the consequences for a child
(and his/her family) who obtains a test score above the fund-
ing threshold cutoff and is discharged prematurely, when in
fact it was the test that was problematic and did not fairly or
realistically evaluate a child’s performance? When a test is not
sensitive, not accurate, or biased, it can cause potentially neg-
ative social, psychological, and economic consequences for the
test-takers who are evaluated. For example, if students from
culturally diverse backgrounds or lower socioeconomic back-
grounds write an achievement test to be eligible for university
scholarships, but the achievement test was designed for middle-
class, Caucasian students, then the students writing the exam
would be disadvantaged since the test is biased.
In the most recent edition of the Standards (AERA, APA,
& NCME, 1999), the conceptualization of validity markedly
changed from what it was in its three earlier editions (AERA,
APA, & NCME, 1985; APA, 1954; APA, AERA, & NCME,
1966). The view of validity theory prevailing today is largely
based on the seminal work of Messick (1989, 1995). The current
emphasis states that all validity is subsumed under construct
validity and is concerned with “an overall evaluative judgment
of the degree to which empirical evidence and theoretical ratio-
nales support the adequacy and appropriateness of interpreta-
tions and actions on the basis of test scores or other models 
of assessment” (Messick, 1989, p. 741).
Although there are numerous and multidimensional meth-
ods available to determine validity, validity is now viewed 
as a unitary concept. The various approaches to it are related
components that can be combined to evaluate what inferences
can be made from test scores and test-taker performance results
(Jonson & Plake, 1998; Smith, 2001). In the 1999 Standards,
validity was defined as “the degree to which evidence and
theory support the interpretations of test scores entailed by
proposed uses of tests” (AERA, APA, & NCME, 1999, p. 9).
The most important issue in the development and evaluation
of tests, instruments, scales, and measures is the process of val-
idation, which involves the accumulation of evidence to provide
a sound empirical foundation for the proposed interpretations
of test scores. Downing (2003) eloquently states this as
“validity requires an evidentiary chain which clearly links the
interpretation of the assessment scores or data to a network 
of theory, hypotheses and logic which are presented to support
or refute the reasonableness of the desired interpretations” 
(p. 831).
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Although the unitary concept of construct validity published
in the 1999 Standards has been widely endorsed (Goodwin &
Leech, 2003; Kane, 2001; Wolfe & Smith, 2007), two validity
theorists, Lissitz and Samuelsen (2007), have recently proposed
further revisions to the concept of validity. They have articulated
a number of criticisms on the “unifying” notion of construct
validity and proposed a different method of conceptualizing
how validity can be established. Lissitz and Samuelsen propose
that validity should be established by considering whether the
focus of the investigation of a test is internal to the test itself
or focuses on constructs and relationships external to the test.
In other words, test evaluation is separated into internal and
external aspects; the test validator first looks at the internal
aspects of a test and then moves to the external aspects. In
their view, the internal validity of a test is established by inves-
tigating the test’s reliability and content validity and that other
characteristics, such as criterion-related and construct validity
are viewed as aspects of external validity (Lissitz & Samuelsen,
2007). Lissitz and Samuelsen’s proposal for changes to the
concept of validity, has not as yet been widely accepted and
has also been criticized by a number of other theorists such as
Gorin (2007), Mislevy (2007) and Sireci (2007).
Problems With the Tripartite View of Validity
The traditional concept of validity, as previously mentioned,
divides it into three separate subtypes: content, criterion-related,
and construct validity (AERA, APA, & NCME, 1985; see
Figure 1). This tripartite view of validity is problematic for a
number of reasons. The categorization of validity into three
distinct types of validity is, for example, frequently confusing
for students, since the difference between construct validity and
the other types of validity is not overt. For example, the differ-
ence between concurrent validity (a subtype of criterion-related
validity) and convergent validity (a subtype of concurrent
validity) is not always clear.
A second issue raised by Goodwin and Leech (2003) is
that the former three-level view of validity encouraged a
“hierarchical checklist approach” to validity when students
were critiquing the existing validity evidence of specific tests,
instruments, and scales. A third issue is that the tripartite valid-
ity categories promote a misconception that validity is a static
property of a test, instead of being influenced by the respon-
dent sample. For example, the validity results of a test, scale, or
instrument are often influenced by the context of the environ-
ment where the test is completed, the traits of the test-takers
(e.g. age, gender, socioeconomic level, geographical region of
residence, family constellation), and the method of participant
recruitment and sampling used (e.g. convenience sampling,
paid participants, random selection of participants). A final
issue is that the tripartite view of validity runs counter to the
ideas of the “whole” of validity theory (Downing, 2003).
Messick (1989) considered the traditional tripartite view of
validity to be fragmented and incomplete since it failed to take
into account both the evidence of the value implications of score
meaning as a basis for action and the social consequences of
score use (e.g. did respondents benefit or experience negative
consequences for completing a test). In his view then, validity
was not so much a property of a scale as it was the meaning of
the scale scores. In the traditional conception, test scores were
not only based on the scale items, but also on the participants’
responses to the test items and the context of the assessment.
But, according to Messick (1989), what needed to be valid
was the meaning or interpretation of test scores, as well as the
implications for actions that this meaning encompassed. “The
extent to which score meaning and action implications hold
across persons or population groups and across settings or
contexts is a persistent and perennial empirical question”
(Messick, 1994, p. 741). This is the primary reason why the
validity of all tests was and continues to be an evolving prop-
erty and validation is an ongoing process.
To validate an interpretative inference is to determine the
degree to which multiple sources of evidence are consistent with
the inference, while establishing that alternative inferences are
less well supported. To validate an inference about the implica-
tions for action requires validation not only of score meaning,
but also of value implications and action outcomes, particularly
appraisals of the relevance and utility of the test scores for spe-
cific applied purposes and of the social consequences of using
the scores for applied decision making (Messick, 1989). The-
refore, the key issues of test validity are the interpretability,
relevance and utility of scores, the value implications of scores
as a basis for action, and the functional worth of the scores in
terms of the social consequences of their use (Messick, 1994).
For example, an occupational therapist completes the
Kohlman Evaluation of Living Skills (KELS) with a 76-year-old
male client who sustained a recent stroke who was admitted to
a rehabilitation facility 4 weeks ago to assess his instrumental
(IADL) and basic activities of daily living (ADL) perfor-
mance skills. The KELS score will be used to in part to deter-
mine if the treatment team working with the client and his
family will make the recommendation whether the client can be
discharged home safely or whether he should be discharged to
a skilled nursing facility. The functional worth of the KELS
score has many potential social consequences for the client’s
living arrangements, health and well-being. The therapist using
the KELS needs to be sure that it is valid since the recommen-
dations made based on KELS’s scores directly impact the lives
of individuals.
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It is important to note, however, that validity is a matter of
degree rather than all or none. Over time, the existing validity
becomes enhanced or contravened by new research findings, and
projections about the potential social consequences of testing
become transformed by evidence of actual consequences and by
changing social conditions. In this way, validity is an evolving
property and validation is an ongoing dynamic process. Since
the validity evidence of an instrument is always incomplete, val-
idation is essentially a matter of making the most reasonable
case to guide both current use of an instrument and current re-
search to advance understanding of what the instrument scores
mean. Hence, validity always refers to the degree to which em-
pirical evidence and theoretical rationales support the adequacy
and appropriateness of interpretations and actions based on
instrument scores (e.g. recommendations that are made based
clients’ performance scores on the KELS). It is important, there-
fore, for occupational therapists to stay up-to-date with the cur-
rent body of validity evidence related to the tests, instruments,
and scales they use in their daily clinical practice.
Construct Validity: A Unitary View of Validity
In 1989, Messick proposed that all components of validity be
subsumed under the concept of construct validity, a claim that
is now gaining wider acceptance in the research, testing, edu-
cation, measurement and professional communities (AERA,
APA, & NCME, 1999). He proposed an overall unifying con-
cept of validity that takes into account both score meaning
and social values in test/scale interpretation and test/scale use.
This current-day conceptualization of validity, known as “con-
struct validity,” integrates the traditional components of content,
criterion-related, and construct validity.
In the 1999 Standards (AERA, APA, & NCME, 1999), five
sub-components of construct validity evidence are included as
a means of addressing the central issues implicit in the notion
of validity as a unified concept. These subcomponents are (a)
test content evidence, (b) response processes evidence, (c) inter-
nal structure evidence (d) relations to other variables evidence,
and (e) consequences of testing (see Figure 2). They function
either as general validity criteria or as standards for all mea-
surement. Taken together, the five components provide a way
of addressing the multiple and interrelated validity questions
that need to be answered in order to justify test score interpre-
tation and use. The five sources of construct validity evidence
as reported in the Standards (AERA, APA, & NCME, 1999)
are listed in Table 1 and are outlined for the reader below.
1. Test Content Evidence
An essential issue for the content aspect of construct validity
evidence is the delineation of the boundaries of the construct
domain being assessed. Take the situation when an occupa-
tional therapist gets a referral from a pediatrician requesting
that she assess the social skills of an 8-year-old boy with
Asperger’s Syndrome. The assessment results are used to
determine whether the boy will meet the eligibility criteria to
be enrolled in a social skills program for students run at a local
community health centre. The therapist would need to ensure
that any test or scale she selected to assess the boy would need
to include items and subscales that were reflective of the abil-
ities and skills (in this case social skills) she was requested to
assess. In other words, any social skills scale she chose to use
would need adequate test content evidence.
The test content evidence aspect answers the question: “To
what extent does the content of the test, including items and
formats, adequately reflect the content domain?” “Traditional
considerations of content treat the test as a sample from some
specified behavioral domain or item universe about which in-
ferences are to be drawn or predictions made” (Messick, 1989,
p. 36). However, it is not enough to merely select tasks/test
items that are relevant to the construct domain. The items
should include tasks that are representative of the domain so
as to ensure that all the important parts of the construct domain
are covered (e.g. determining the knowledge, skills, attitudes,
motives, and other attributes to be specified by the assessment
tasks).
This type of validity evidence is based on logical analyses
and evaluations of the test content by experts including items,
tasks formats, wording, and demands placed on respondents
completing the test items/assessment tasks. “In general, it
addresses questions about the extent to which the content of a
measure represents a specified content domain” (Goodwin &
Leech, 2003, p. 183), as well as the relevance of the construct
domain to the proposed interpretations of scores obtained
with the test. Expert evaluations and reviews are completed to
generate evidence about a test’s features including sufficiency,
clarity, relevancy, comprehensiveness, and the commonality
Internal
structure
evidence
Construct validity evidence sources
Relations to
other variables
evidence
Consequences
of testing
evidence
Response
processes evidence
Test content
evidence
Figure 2. Sources of construct validity evidence (American Edu-
cational Research Association, American Psychological Associa-
tion, & National Council on Measurement in Education, 1999).
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CONSTRUCT VALIDITY: A UNITARY CONCEPT
between the items and tasks and the definition of the construct
being measured.
Bias (such as gender, age, culture, socioeconomic) is an-
other focus of the review process. Included in this arena are the
notions of “construct-irrelevant variance” and “construct under-
representation” which are related to the extent to which the test
appears to measure more or less of the construct than what is
intended. Construct-irrelevant variance (also known as sur-
plus construct irrelevancy), which occurs when an assessment
is too broad, “containing excess reliable variance associated
with other distinct constructs as well as method variance such
as response in a matter irrelevant to the interpreted construct”
(Messick, 1995, p. 742). In other words, the test contains excess
reliable variance that is irrelevant to the interpreted construct.
Therefore, a primary validation concern is the extent to which
one scale might underrepresent the construct it purports to
measure while concurrently contaminating the scale scores with
construct-irrelevant variance. Construct underrepresentation
occurs when a test is too narrow or fails to include important
features, components, dimensions, or facets of the construct
in question.
To avoid either construct under-representation or construct-
irrelevant variance, Messick (1989) suggested that the content
specifications of a scale reflect the breadth and scope of the
construct invoked in score interpretation. For example, self-
esteem is composed of a number of subconstructs. If each of
these sub-constructs are considered on their own, each compo-
nent would under-represent some aspects of the overall con-
struct; however, a composite of all of the relevant self-esteem
sub-constructs would reduce the chances of construct under-
representation from occurring. Similarly, Messick (1989) sug-
gested that incorporating multiple item or task formats in the
total-score composite of a construct is another way to ensure
that construct under-representation does not occur.
Traditionally, content relevance and representativeness of
assessment tasks have been appraised by expert professional
judgment. Documentation of the input from the panel of knowl-
edge experts serves as a means to address the content aspect
of construct validity (Streiner & Norman, 1995). However,
judgments of the relevance of test items or tasks to the intended
score interpretation need to take into account all aspects of the
testing procedure that significantly affect the performance of
test respondents. These include specification of the construct
domain of reference in terms of topical content, typical behav-
iors, and underlying processes. Test specifications regarding
stimulus formats and response alternatives, administrative con-
ditions (such as instructions of time limits for respondents com-
pleting the test), and criteria for item scoring are other factors
that need consideration (Anastasi & Urbina, 1997).
Other sources of content evidence are the plan and outline
of the test in the form of a detailed test blueprint (also known
as test specifications) that relates to the content being assessed.
The test blueprint needs to be detailed enough to outline the
subclassifications of content and specify the percentage of test
questions per content category and the difficulty level of the
test questions. The test blueprint must also be directly related
to the educational objectives or body of knowledge they are
intended to evaluate. Independent expert review of the test
blueprint can provide objective feedback about the test items
in relation to learning objectives evaluated and what difficulty
level (Downing, 2003).
2. Response Processes Evidence
In Messick’s framework, this component was referred to as
the substantive aspect of construct validity. In the 1985 edi-
tion of the Standards (AERA, APA, & NCME), this type of
evidence (based on response processes) was included as a com-
ponent of construct validity evidence. The response processes
source of validity evidence answers the question: “To what extent
does the type of performances or responses of the individuals
completing the test fit the intended construct?” Evidence
based on response processes evaluates the extent to which
tasks/items on a test or the type of responses required of respon-
dents fit the intended, defined construct. For example, a test
of fine motor skills does not include test items related to static
and dynamic balance skills, or jumping abilities, but rather
would likely include items related to manual dexterity, in-hand
manipulation skills, eye-hand coordination, pencil grasp, grip
strength, and/or visual-motor integration skills.
The response process evidence aspect of construct validity
refers to theoretical rationales for the observed consistencies
in test responses, including process models of task perfor-
mance along with empirical evidence that the theoretical pro-
cesses are actually engaged by respondents in the assessment
tasks/items. It emphasizes the role of substantive theories and
process modeling in identifying the domain processes to be
revealed in assessment tasks/items (Messick, 1989). For ex-
ample, items on a sensory integration dysfunction screening
scale are based on sensory integration theory (Bundy, Lane, &
Murray, 1991).
In the response process approach, assessment tasks and/or
items are included in the original item pool on the basis of
judged relevance to a broadly defined domain, but they are
selected for the specific test on the basis of empirical
response consistencies. Two significant points are involved.
The first is the need for tasks/items that will provide appropri-
ate sampling of domain processes in addition to the traditional
coverage of domain content. The second point is the need to
Hong Kong Journal of Occupational Therapy 37
Ted Brown HKJOT 2010;20(1)
38 Hong Kong Journal of Occupational Therapy
move beyond traditional expert opinion of content to the accu-
mulation of scientific evidence that demonstrates whether the
ostensibly sampled processes are truly engaged by the respon-
dents completing the assessment tasks and answering assess-
ment items (Messick, 1989). For example, if the items on a
sensory integration screening scale are too difficult or not
engaging for the respondents completing them even though
the scale items represent the theoretical concepts, then the
scale items are problematic.
In the 1999 Standards context, response process was de-
fined as evidence of data integrity such that all sources of poten-
tial error associated with test administration are controlled or
eliminated to the largest extent possible. Response process
has to do with all components of testing such as ensuring the
accuracy of all responses to test prompts, the quality control
of data coming from tests, the suitability of the methods used
to combine different types of test scores into one composite
score, and the usefulness and accuracy of the score reports
provided to respondents (Downing, 2003). Documentation of
all quality-control procedures used to ensure high level accu-
racy of test scores is also an integral source of evidence.
Other sources of response processes can include documen-
tation of the reasons for the types of scores reported, the method
used to report test scores, the explanation and interpretation
materials provided to explain the score report, and the inclu-
sion of materials that discuss the proper use of and common
misuses of the test score data. Often results from commonly
used tests such as the Developmental Profile III, Peabody
Developmental Motor Scales, 2nd edition, Miller Function and
Participation Scales, or the BOT-2 include an accompanying
information sheet explaining the meaning of scores provided
to parents of children.
Ways to gather evidence based on response processes in-
clude observing respondents completing required test tasks or
interviewing respondents to determine reasons why he/she pro-
vided certain answers to questions. Another source of response
process evidence is to investigate the ways in which obser-
vers, judges, and raters use criteria to record and score respon-
dents’ behavior, respondents’ performance on assessment tasks
or essays/assignments completed by respondents. Some tests
actually provide information about raters’ leniency/severity
when scoring items (e.g. Test of Playfulness, Assessment of
Motor and Process Skills, Evaluation of Social Interaction).
This information can be used to provide valuable information
under the response processes evidence category. What is being
investigated here is whether raters are using the scoring crite-
ria as intended or whether they are using irrelevant or extrane-
ous factors that do not fall within the planned interpretation 
of scores.
3. Internal Structure Evidence
The internal structure aspect of construct validity evaluates the
fidelity of the scoring structure to the construct domain struc-
ture. In the 1985 Standards, this type of evidence was consid-
ered part of the construct validity evidence. “It examined the
extent to which the internal components of a test match the
defined construct and is most often estimated by confirma-
tory factor analysis” (Goodwin & Leech, 2003, p. 184). In the
1999 Standards, internal structure referred to the statistical or
psychometric traits of the test items, the test properties (such
as reproducibility and generalizability), and the measurement
model used to score and scale the test. The internal structure
aspect of validity evidence answers the question: “To what
extent do the relationships between the test items match the
construct (as it is defined)?”
It should be noted that the internal structure aspect of valid-
ity now includes what was traditionally viewed as the separate
category of reliability (e.g. intra-rater, inter-rater, test-retest,
internal consistency, alternate form and split-half). In other
words, the reliability of an instrument now provides evidence
about its “internal structure.”
Scoring models should be consistent with what is known
about the structural relations inherent in the behavioral com-
ponents of the construct in question. In ideal circumstances,
the manner in which behavioral components are joined together
to produce a score should be dependent on the knowledge of
how the processes underlying those behaviors combine dynam-
ically to create effects (Messick, 1995). For example, in the
Assessment of Motor and Process Skills (AMPS) is an obser-
vational assessment that is used to measure the quality of a
person’s activities of daily living (ADL). The AMPS is com-
pleted by a therapist rating the quality of a person’s ADL 
performance based on his/her effort, efficiency, safety, and
independence on 16 ADL motor and 20 ADL process skill
items. Examples of the motor skill items include “walk, reach,
lift, align, grip, and transport” and process skills include
“search, gather, organize, restore, and navigate.” The authors
of the AMPS have determined that the 16 ADL motor and 
20 ADL process skill items are representative enough of the
ADL construct it purposes to measure. The internal structure
of the scale (such as the AMPS or BOT-2) should be consis-
tent with what is known about the internal structure of the
construct domain being assessed. Basing the internal structure
of the items of a scale or instrument on what is known about
the internal structure of the construct domain being measured
is called structural fidelity (Messick, 1995).
Differential item functioning (DIF) has also been suggested
as another category of evidence for internal structure. DIF refers
to the situation where respondents of equal ability perform
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differently on a test due to items that are biased against groups
based on such variables as age, gender, or ethnicity. Therefore,
DIF studies are completed to detect test item bias.
Many of the statistical analyses completed to support or
refute evidence of a test’s internal structure are often done as
routine quality-control procedures (Downing, 2003). Exam-
ples of this are item analyses that compute the difficulty/easi-
ness level of each test item, the discrimination of each test
item (a statistical index indicating how well a test item sepa-
rates high scoring from low scoring respondents) and a count
of the proportion of respondents who completed each option
to a test question. Summary statistics profiling a whole test can
be calculated and examples of these include overall test diffi-
culty/easiness, the average test discrimination and the internal
consistency reliability of the test.
Different types of reliability such as test-retest reliability,
inter-rater reliability, and intra-rater reliability all contribute to
the internal structure validity evidence base of an instrument.
For example, on a test that assesses school-age children’s visual
motor integration skills, their abilities to copy geometric shapes
and designs based on the quality of the drawing and copying
output are rated. The intra- and inter-rater reliability of the visual
motor integration test would need to be evaluated. Issues of
bias, sensitivity and fairness also relate to the internal struc-
ture of a test and are important sources of validity evidence
(Downing, 2003).
4. Relationships to Other Variables Evidence
In the construct validity framework put forth by Messick, the
“relationships to other variables” evidence category was re-
ferred to as generalizability evidence and external evidence.
This source of validity evidence answers the question: “What
is the type and extent of the relationships between test scores
and other variables such as those the test is expected to correlate
with or to predict?” The generalizability aspect of construct
validity evaluates the extent to which test score properties and
interpretations can be generalized to and across sample groups,
settings, and tasks. It includes validity generalization of test
criterion relationships based on relations to other variables
(Messick, 1989). The degree of generality of construct mean-
ing across contexts may be appraised by all of the techniques
of construct validation. These include assessing the extent to
which test scores reflect comparable patterns of relationships
with other measures, common underlying processes, or simi-
lar responsiveness to treatment across groups, situations, times,
and tasks. The generality component of construct validity at-
tempts to ensure that a test provides representative coverage of
the content and processes of the construct domain in question.
In other words, a test that evaluates a participant’s level of
consciousness, such as the Glasgow Coma Scale, adequately
covers all the components that are included in the construct of
consciousness. It is meant to ensure that the score interpreta-
tion is not limited to the sample of assessed tasks, but is also
broadly generalizable to the construct domain.
Evidence of such generalizability depends on the degree to
which assessment tasks can be correlated with other tasks rep-
resenting the same construct or components of the construct.
For example, the Developmental Test of Visual Motor Integra-
tion, 5th edition, Full Range Test of Visual Motor Integration,
Test of Visual-Motor Skills – Revised, and the Slosson Test of
Visual Motor Performance all state that they measure the con-
struct of visual-motor integration. Hence, if performance data
on these four tests were collected from the same group of res-
pondents, then one would expect the test scores to be highly
correlated with one another if in fact they did measure the same
visual-motor integration ability construct. Since generalizabil-
ity evidence helps to establish the boundaries of score meaning,
it is important to ensure that the range of items and assessment
tasks included in a scale or instrument represent the full range
of the construct being measured. The “relationship to other
variables” evidence category is broad and includes several tra-
ditional types of validity including criterion-related, concurrent,
predictive, convergent, and discriminant validity. Commonly
used approaches to collect this type of validity evidence include
experimental studies, correlation studies, statistical investiga-
tions, and known-group/criterion-group comparison studies.
Evidence of relationships to other variables “refers to the
extent to which the assessment scores’ relationships with other
measures and non-assessment behaviors reflect the expected
high, low, and interactive relations implicit in the theory of the
construct being assessed” (Messick, 1995, p. 746). The meaning
of scale scores is externally substantiated by evaluating the
degree to which empirical relationships with other scale scores
or the lack thereof are consistent with that meaning. In other
words, the constructs represented in the test should rationally
account for the external pattern of test correlations. Convergent,
divergent, and discriminant correlation patterns with external
variables are significant because the convergent pattern indicates
a correspondence between scale measures of the same construct,
and the divergent/discriminant pattern indicates a distinctness
from measures of other unrelated constructs. Convergent, diver-
gent, and discriminant evidence are basic to the construct val-
idation process. Traditionally, in the tripartite validity context,
these types of validity were associated with construct validity.
The concept of convergence and divergence of validity
evidence is demonstrated by the research design proposed 
by Campbell and Fiske (1959) referred to as the “multitrait-
multimethod approach.” In this design, different tests of the
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same construct (achievement, ability, performance) are corre-
lated with different tests of the same construct. The resulting
pattern of correlation scores may demonstrate the convergence
or divergence of the different assessment methods on tests of
the same and different abilities or skills.
Since typical task performance takes a great deal of time,
there is often a conflict in assessments of the time-intensive
depth of examination and the breadth of domain coverage
needed for generalizability of construct interpretation. The
conflict between the assessment task completion time and the
degree of assessment task detail to be included is frequently
viewed as a trade-off between validity and reliability of gener-
alization. “It might better be depicted as a tradeoff between
the valid description of the specifics of a complex task and the
power of construct interpretation” (Messick, 1995, p. 746).
In addition to generalizability across assessment tasks and
scale items, the limits of score meaning are also affected by
the degree of generalizability across time and occasions and
across observers or raters of assessment task performance
(Messick, 1995). An example of the trade-off between assess-
ment task completion time and the detail of assessment task
items is the BOT-2 and the Movement Assessment Battery for
Children, 2nd edition (MABC-2). The BOT-2 is a detailed
motor skill test that includes eight sub-scales comprised of
over 50 items whereas the MABC-2 is a screening tool that
includes three fine motor assessment tasks and six gross motor
items. Another example would be the long and short forms of
the BOT-2 or the Sensory Profile. Decisions have to be made
about the breadth and depth of detail and scope of a test that
are needed in clinical contexts. An occupational therapist’s
clinical reasoning skills, professional knowledge, and contex-
tual awareness would help inform what breadth and depth of
information is required.
5. Consequences of Testing Evidence
The “consequences of testing” aspect of construct validity eval-
uates the value implications of score interpretations as a basis
for action, as well as the actual and potential consequences
(anticipated and unanticipated consequences) of test use in the
short-term and long-term, especially in regards to sources of
invalidity related to issues of bias, fairness, equity, and distribu-
tive justice. In other words, the social consequences of testing
may be either positive or negative when associated with bias in
scoring and interpretation or with unfairness in test use. In this
situation, the primary concern with respect to adverse conse-
quences is that any negative impact on individuals or groups
should not be caused by any source of test invalidity such as
construct under-representation, construct-irrelevant variance,
differential item functioning, or test item bias (Messick, 1995).
This aspect of validity was virtually absent from the 1985
Standards. This is significant since consequential evidence is
concerned with the potential implications or impact, both pos-
itive and negative, that test use can have on respondents. For
example, certain items on a test/scale may discriminate against
certain respondents due to gender, language, ethnicity, cognitive
impairment, socioeconomic level, age, or physical disability.
The consequential category of construct validity evidence ad-
dresses the questions: “To what extent are the anticipated bene-
fits of testing realized?” and “to what extent do unanticipated
benefits, both negative and positive, occur?” “Evidence related
to consequences of testing and its outcomes is presented to sug-
gest that no harm comes directly from the assessment or, at the
very least, more good than harm arises from the assessment”
(Downing, 2003, p. 836).
An example of the “consequences of testing evidence”
related to occupational therapy practice would be the use of
the Functional Independence Measure (FIM) in rehabilitation
settings. Take the case of a 20 year old man has been admitted
to an inpatient rehabilitation centre with the diagnosis of a
traumatic brain injury after being medically stabilized at an
acute care hospital. His health insurance company has agreed
to pay for two weeks of intensive rehabilitation, but beyond that,
funding for his treatment is dependent on the functional gains
he has made as indicated by his weekly FIM score. Often the
FIM is used as an outcome measure benchmark by health insur-
ance agencies to monitor a patient’s progress. If the patient’s
FIM score does not indicate sufficient functional change, then
the patient’s health insurance benefits to cover the cost of his
ongoing rehabilitation may be terminated. This would have
potentially negative consequences for the patient’s ongoing
recovery and long term prognosis.
High-stake examinations such as the United States
Medical Licensure Examination sequence (sponsored by the
National Board of Medical Examiners) and the Occupational
Therapy Registration examination (sponsored by the National
Board for Certification in Occupational Therapy, Inc.) are exam-
ples of summative professional hurdle requirements in order
to practice in a specific profession. If respondents do not pass
these examinations, the potential negative consequences are
great. Therefore, the issue of false positives (candidates who
pass an exam who should have actually failed) and false nega-
tives (candidates who fail an exam who should have actually
passed) in such exams may cause harm to the clients they serve.
In this context, respondents failing either these examinations
can be seen as both a positive and negative consequence of
testing. The negative social consequence is for the student, who
after completing a long, expensive, and challenging profes-
sional training program, is not allowed to practice clinically.
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The positive social consequence is that hopefully the general
public is protected from a poorly skilled clinician being quali-
fied and then potentially causing harm to clients.
Consequential validity evidence is also related to the issue
of establishing pass rates for tests (also known as cut scores),
the statistical properties of passing scores, documentation of the
method used to establish pass-fail score and the rationale for the
selection of a specific passing score method. Other psychome-
tric indicators about the passing score and its consequences in-
clude a formal, statistical estimation of the pass-fail decision
reliability or classification accuracy and some form of estima-
tion of the standard error of measurement at the cut score. Given
the regency of this type of validity, there has been little consid-
eration of the consequences of testing in the literature (AERA,
APA, & NCME, 1999). Chudowsky and Behuniak (1998)
suggested that using focus groups as a means to examine the
consequential validity of a large scale assessment program.
Conclusion
The meaning of validity has evolved with the new edition of the
Standards (AERA, APA, & NCME, 1999) containing a revised
definition and description of validity that eliminates the con-
tent, criterion-related, and construct types of validity. The con-
temporary view of validity is seen as a unitary concept known as
construct validity. The traditional and popular “tripartite” or
“trinity” view of validity has been replaced by one that promotes
five distinct types of validity evidence based on content, re-
sponse processes, internal structure, relations to other variables,
and consequences of testing. The tripartite validity view was
problematic for a number of reasons, including (a) it masked the
unitary nature of validity, (b) it compartmentalized how validity
was conceptualized in narrow categories, (c) it was incom-
plete since it ignored the testing consequences question, and
(d) it promoted the idea that all types of validity were equal.
“Approaching validity as multidimensional and complex—
requiring a wide and diverse body of evidence—is much more
realistic and appropriate” (Goodwin & Leech, 2003, p. 189).
Hence, it is essential that occupational therapists are knowl-
edgeable about construct validity as a unitary concept due to
its impact on evidence-based practice, validation of occupa-
tional therapy based practice models, generation of psycho-
metrically sound tests and scales, and the use of valid tests to
substantiate treatment planning and intervention provision. If
therapists use tests, instruments, and scales (that do not have
well established construct validity evidence) to generate re-
search data and treatment outcome findings, that are used to
make claims about the effectiveness of occupational therapy
intervention, then the conclusions drawn from those studies
will questionable and not sound. Hence, construct validity has
a direct impact on the evidence-based practice of occupational
therapy. There are ongoing issues and challenges that face the
validity debate and occupational therapists need to be conver-
sant with them.
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