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1. Introduction
We consider the large eigenproblem
Ax = λx, yHA = λyH, (1.1)
where A is an N × N real matrix. In applications of interest, the matrix A is often large and sparse,
and only a few selected eigenvalues and eigenvectors are required. Here λ is called an eigenvalue
of A, and x, y are called the associated right and left eigenvectors, respectively. The triplet (λ, x, y)
is called an eigentriplet of A.
One of the most commonly used techniques for this kind of problem is the non-Hermitian
Lanczos method [1–3], a procedure for successive reduction of a general matrix to a nonsym-
metric tridiagonal form. ABLE method [4] is a generalization of the non-Hermitian Lanczos
algorithm to the block case [5,6]. In essence, this method is an oblique technique, and it is
mathematically equivalent to the non-Hermitian Lanczos method when the blocksize is equal to
one. Implementations of ABLE method are available such as in MSC.NASTRAN, which is the
major structural analysis software package in industry.
Regretfully, it has been shown that Ritz vectors obtained by orthogonal projection methods
may converge very erratically and even may not converge, though the Krylov subspace contains
sufficient information on the desired eigenvectors [8–10]. So as to overcome this difficulty, Jia has
proposed a class of refined projection methods [11], in which he seeks refined Ritz vectors [21] as
approximations to the desired eigenvectors rather than computes Ritz vectors. Theoretical analysis
reveals that refined Ritz vectors converge under a natural hypothesis that a Krylov subspace is
good enough [10].
Theoretical analysis in this paper indicates that Ritz vectors obtained by ABLE method may also
suffer from the same convergence problem. This motivates us to derive refined ABLE method and
to develop more attractive algorithm. However, how to combine the refined strategy with ABLE
method efficiently, and to get refined ABLE algorithm reliably, is still a problem which has not
been solved completely. A number of unresolved issues, some of which are related to the use of
nonorthogonal basis and hence its conditional stability property, hinder us from gaining refined
Ritz vectors effectively [12].
Based on the semi-refined idea [17], a thick restarting scheme due to Morgan [15], and the
strategy suggested by Zhang [18], we propose a dynamic thick restarted semi-refined ABLE
algorithm. In the new method, we use semi-refined Ritz vectors to take the place of Ritz vectors as
approximations to the desired eigenvectors. We analyze and shed light on the semi-refined ABLE
method, the results say that the new method can deal with the convergence problem in some sense.
Faster convergence may also be achieved. Numerical experiments are made on some real world
problems, and comparisons are drawn on the thick restarted ABLE algorithm and the dynamic
thick restarted semi-refined ABLE algorithm, they illustrate the latter is usually outperform the
former considerably.
The rest of this paper is organized as follows. In Section 2 we briefly review ABLE method
and some properties of it, and the convergence of this method is given, showing why it may
converge erratically and perhaps fail to converge. To correct the possible nonconvergence and
improve this method, in Section 3 and 4 we present a dynamic thick restarted semi-refined ABLE
algorithm. Some theoretical results are established in Section 5. Finally, we report some numerical
experiments in Section 6, which indicate the superiority of our new algorithm. Concluding remarks
are given in Section 7.
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Throughout this paper, we denote by A the N × N real matrix, by Cmp the mp-dimensional
complex space, by the superscripts “H” the conjugate transpose of a matrix or a vector, and by “−”
the conjugate of a vector or a scalar, respectively. Let (λi, xi, yi) be the eigentriplts of A, where
‖xi‖ = ‖yi‖ = 1, i = 1, . . . , N , here the norm used will denote both the Euclidean vector norm
and the subordinate spectral matrix norm, unless otherwise stated. In this paper, we will assume
λi, 1 = 1, . . . , N , are all simple. Denote by Km(A,Q1), Km(PH1 , A) the Krylov subspaces
spanned by Q1, AQ1, . . . , Am−1Q1, and PH1 , PH1 A, . . . , PH1 Am−1, respectively, where Q1, P1
are N × p block vectors with full rank. We denote by σmin(X) the smallest singular value and
by κ(X) the condition number of the matrix X, respectively. Suppose that we’re interested in
a few, say,  eigenvalues with largest (or smallest) real (or imaginary) parts and the associated
eigenvectors. Let I be the identity matrix with the order clear from the context.
2. ABLE method
The basic block non-Hermitian Lanczos procedure is a variation of the original non-Hermitian
Lanczos process proposed by Lanczos [1], it can also be viewed as a successive reduction of
an N × N nonsymmetric matrix to a block tridiagonal form: Given an N × N matrix A and two
initial N × p block vectors P1 and Q1, the basic block non-Hermitian Lanczos iteration generates
two series of N × p block vectors {Pj }, {Qj } via the three-term recurrences
Bj+1PHj+1 = PHj A − AjPHj − CjPHj−1, (2.1)
Qj+1Cj+1 = AQj − QjAj − Qj−1Bj . (2.2)
Let
Pm = [P1, P2, . . . , Pm], Qm = [Q1,Q2, . . . ,Qm],
and
Tm =

A1 B2
C2 A2
.
.
.
.
.
.
.
.
. Bm
Cm Am
 ,
then the three-term recurrences can be written in the matrix form
PHmA = TmPHm + EmBm+1PHm+1, (2.3)
AQm = QmTm + Qm+1Cm+1EHm, (2.4)
where Em is a tall thin matrix whose bottom square is a p × p identity matrix and which vanishes
otherwise. Furthermore, the computed Lanczos vectors satisfy the biorthonomality
PHmQm = I. (2.5)
ABLE method incorporates an adaptive blocking scheme into the basic Lanczos algorithm and
maintains the local and semibiorthogonality [19] of Lanczos vectors.
Suppose (λ˜i , x(m)i , y
(m)
i ), i = 1, . . . , m, are the eigentriplets of the matrix Tm
Tmx
(m)
i = λ˜ix(m)i , (y(m)i )HTm = λ˜i (y(m)i )H, (2.6)
then ABLE method uses (λ˜i , x˜i , y˜i ) to approximate the eigentriplets of problem (1.1), where
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x˜i = Qmx
(m)
i
‖Qmx(m)i ‖
, y˜i = Pmy
(m)
i
‖Pmy(m)i ‖
. (2.7)
Here λ˜i is called a Ritz value of A, and x˜i , y˜i are called Ritz vectors of A with respect to
Km(A,Q1),Km(A, P
H
1 ), respectively. For more details, we refer to [4].
One of the most essential issues we are concerned with is how Ritz pairs (λ˜i , x˜i ) converge to
(λi, xi) in ABLE method. By generalizing the analysis of [10], we have the following results of
ABLE.
Theorem 2.1. Let Tm = PHmAQm, then there is an matrix E satisfying
‖E‖  2√
1 − 2 ‖Pm‖‖Qm‖‖A‖, (2.8)
such that λi is an eigenvalue of Tm + E, where  = sin∠(xi,Km(A,Q1)).
Theorem 2.2. There is an eigenvalue λ˜i of Tm, such that
|λ˜i − λi |  (2‖A‖‖Pm‖‖Qm‖ + ‖E‖)1−
1
mp ‖E‖ 1mp . (2.9)
where mp is the order of Tm.
Remark. Heuristically, one may conclude that as  → 0 there is always a Ritz value that con-
verges to eigenvalue λi provided the product ‖Pm‖‖Qm‖ remains uniformly bounded.
We now analyze and shed light on the convergence of Ritz vectors obtained by ABLE method.
LetQm = UR be the QR decomposition ofQm, and let [x(m)i X(m)⊥ ] be unitary. From the relation
Tmx
(m)
i = λ˜ix(m)i it follows that[
(x
(m)
i )
H
(X
(m)
⊥ )H
]
Tm
[
x
(m)
i X
(m)
⊥
]
=
[
λ˜i f
H
0 G
]
. (2.10)
After these preliminaries, we present the following theorem, which is a generalization of Theorem
3.2 in [10]. It hints that the Ritz vector x˜i gained by ABLE method converges provided the Ritz
value λ˜i is well separated from those of G and ‖Pm‖2‖Qm‖2 is uniformly bounded.
Theorem 2.3. Under the above notations, if
sep(λi,G)  sep(λ˜i , G) − |λi − λ˜i | > 0,
then
sin∠(xi, x˜i ) 
(
1 + 2‖Pm‖
2‖Qm‖2‖A‖√
1 − 2(sep(λ˜i , G) − |λi − λ˜i |)
)
. (2.11)
Remark. This theorem indicates that as  → 0, the sufficient conditions for x˜i → xi are (i)
sep(λ˜i , G) be uniformly bounded away from zero, and (ii) ‖Pm‖2‖Qm‖2 is uniformly bounded.
However, in practice an eigenvalue of G could happen to be equal to λ˜i . As indicated in [10], if
this double eigenvalue is not defective, its eigenvectors will span a two-dimensional subspace,
and it will be impossible to tell which is the one that reproduces an approximation to xi . When
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an eigenvalue of G is near λ˜i , there will be a unique eigenvector associated with λ˜i , but there is
no guarantee that it will reproduce an approximation to xi . Therefore, Ritz vectors obtained by
the ABLE method may converge very erratically and even may fail to converge.
3. A semi-refined ABLE method
In this section, we propose a novel method which has a mathematically different background
from the conventional one for extracting eigenvectors. We first compute only Ritz values by ABLE
method, then rather than using Ritz vectors as approximations, for each λ˜i we now seek a unit
norm vector zSi ∈ Cmp satisfying the condition
‖(A − λ˜iI )QmzSi ‖= min
z∈Cmp,‖z‖=1 ‖(A − λ˜iI )Qmz‖ (3.1)
=σmin((A − λ˜iI )Qm).
Then define
xSi =
Qmz
S
i
‖QmzSi ‖
, (3.2)
and use it to approximate xi . Here we call xSi the right semi-refined Ritz vector with respect to λ˜i ,
and the associated method is called a semi-refined ABLE method. Similar discussions hold for
the left semi-refined Ritz vector ySi .
Now let us consider how to compute zSi reliably and efficiently. It is seen that z
S
i is the right
singular vector associated with the smallest singular value of (A − λ˜iI )Qm. Regretfully, it is
unwise to make the singular decompositions (A − λ˜iI )Qm = UV H, i = 1, . . . , kp, directly,
where U is an N × mp orthonomal matrix,  and V are mp × mp diagonal and orthonomal
matrices, respectively, since it will cost us about O(kp(mp)2N) flops in general.
We suggest computing zSi , i = 1, . . . , kp using the following way: We first form the mp × mp
Hermitian semi-positive matrices directly
Ci,m = [(A − λ˜iI )Qm]H[(A − λ˜iI )Qm]
= (AQm)HAQm − λ˜i (AQm)HQm − ¯˜λiQHm(AQm)
+ |λ˜i |2QHmQm, i = 1, . . . , kp. (3.3)
Notice that AQm andQm are already available when forming the matrices (AQm)HAQm,QHmAQm,
and QHmQm, thus the main cost of computing Ci,m, i = 1, . . . , kp is about O((mp)2N) flops. We
then compute the smallest eigenvalues λmin(Ci,m) of Ci,m, i = 1, . . . , kp, whose square roots are
σmin((A − λ˜iI )Qm), and the corresponding eigenvectors, are nothing but zSi , i = 1, . . . , kp, in
about O(kp(mp)3) flops. Moreover, we can further reduce the total cost by noticing from (3.1)
that zSi+1 = z¯Si , if λ˜i+1 = ¯˜λi . So we need to form at most kp matrices Ci,m and solve at most kp
small eigenvalue problems. Furthermore, we note that
‖(A − λ˜iI )xSi ‖=
‖(A − λ˜iI )QmzSi ‖
‖QmzSi ‖
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= σmin((A − λ˜iI )Qm)‖QmzSi ‖
=
√
λmin(Ci,m)
‖QmzSi ‖
, (3.4)
which means
√
λmin(Ci,m) may be used as a stopping criterion provided Qm is not too ill condi-
tioned.
Regretfully, the computational price may be very high and the required memory space be very
big when m is large, where m is the number of steps of ABLE process. In order to efficiently
control m, we advocate using a scheme proposed by Zhang [18]. For practical implementations
and considerations, please see Section 4.
The following theorem reveals the relationship between the residual norm of semi-refined Ritz
pair and that of refined Ritz pair.
Theorem 3.1. Let xSi , xRi be the semi-refined Ritz vector and refined Ritz vector associated with
Ritz value λ˜i , respectively. Denote by zRi the unit vector that satisfies xRi = QmzRi /‖QmzRi ‖, then
‖(A − λ˜I )xSi ‖ 
‖QmzRi ‖
‖QmzSi ‖
‖(A − λ˜I )xRi ‖. (3.5)
Proof. By definition,
‖(A − λ˜iI )xSi ‖=
∥∥∥∥∥(A − λ˜I ) QmzSi‖QmzSi ‖
∥∥∥∥∥
= 1‖QmzSi ‖
min
z∈Cmp,
‖z‖=1
‖(A − λ˜iI )Qmz‖
= 1‖QmzSi ‖
min
z∈Cmp,
‖z‖=1
∥∥∥∥(A − λ˜iI ) Qmz‖Qmz‖‖Qmz‖
∥∥∥∥
 1‖QmzSi ‖
∥∥∥∥∥(A − λ˜iI ) QmzRi‖QmzRi ‖‖QmzRi ‖
∥∥∥∥∥
= ‖Qmz
R
i ‖
‖QmzSi ‖
‖(A − λ˜iI )xRi ‖. 
Combining the above result and Theorems 3.1 and 4.1 in [10], one can obtain
Theorem 3.2. If
sep(λ˜i , L)  sep(λi, L) − |λi − λ˜i | > 0, (3.6)
then
‖(A − λ˜iI )xSi ‖ 
‖QmzRi ‖
‖QmzSi ‖
× ‖A − λ˜iI‖ + |λi − λ˜i |√
1 − 2 , (3.7)
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and
sin∠(xi, xSi ) 
‖QmzRi ‖
‖QmzSi ‖
× ‖A − λ˜iI‖ + |λi − λ˜i |√
1 − 2(sep(λi, L) − |λi − λ˜i |)
. (3.8)
We note that ‖QmzRi ‖/‖QmzSi ‖  κ(Qm)  ‖Pm‖‖Qm‖. Thus Theorem 3.2 shows that
semi-refined Ritz vectors converge provided  = sin∠(xi,Km(A,Q1)) → 0 and ‖Pm‖‖Qm‖
is uniformly bounded. From Theorem 2.2, we may conclude that the sufficient conditions for
semi-refined Ritz vectors to converge are the same as those for Ritz values to do so. Therefore,
we can partially deal with the problem of nonconverging Ritz vectors by calculating semi-refined
Ritz vectors.
4. Dynamic thick restarting the semi-refined ABLE method
In practice, due to the limitation of memory and computational complex, restarting is often
necessary. Over the past decade, the implicit restarting strategy coined by Sorensen [13] has proven
to be one of the most successful restarting techniques. Another efficient technique is the dynamic
thick restarting schemes [14,25,26], such as the one advocated by Morgan [15]. In this strategy, the
Krylov portion of the subspace is generated first, then the old approximations, e.g., Ritz vectors
are added to the subspace via the (modified) Gram–Schmidt orthogonalization [22]. When used
for restarting Arnoldi, the resulting method is mathematically equivalent to the implicitly restarted
Arnoldi method [15]. Furthermore, this scheme allows for adding any extra vectors to a subspace,
for example, approximations to the right and left eigenvectors, singular vectors [23], or anything
else can be included in the subspace. Of particular significance is that it can be used when
initial approximate eigenvectors are available, and it is easy to be implemented, while the implicit
restarting procedure is much more complicated. Moreover, the implicitly restarted Arnildi method
is known to have stability concerns [16], while thick restarted methods do not have such concerns.
For these reasons, we set out to generalize the thick restarting scheme proposed by Morgan to the
semi-refined ABLE method in this paper.
Throughout this section, the integer n should be viewed as a fixed or flexible number of modest
size. Let k be another positive integer such that m = n + k, where m is the steps of the whole
ABLE process.
Suppose that n steps of standard ABLE procedure have been implemented, and the bases
Pn = [P1, P2, . . . , Pn], Qn = [Q1,Q2, . . . ,Qn]
have been generated. Now we add the old approximate right and left eigenvectors to the Krylov
subspaces.
Let
X = [X1, X2, . . . , Xk], Y = [Y1, Y2, . . . , Yk]
whose columns are the right and left approximations, where Xi, Yi, i = 1, . . . , k are all N × p
block vectors.
We first biorthogonalize X1 and Y1 in place against all previous Lanczos vectorsPn, Qn using
the two-sided Gram–Schmidt biorthogonalization(TSMGS) [24]:
for i = 1, 2, . . . , n
Pn+1 :=Y1 − Pi(QHi Y1)
Qn+1 :=X1 − Qi(PHi X1)
end
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We then compute the SVDs such that Pn+1 and Qn+1 are biorthogonal:
(i) PHn+1Qn+1 = UnV H;
(ii) Increase block size if min(n) < τb;
(iii) Pn+1 :=Pn+1U−1/2n and Qn+1 :=Qn+1V−1/2n .
This idea may be extended for up to kp approximations added to the right and left subspace.
Suppose k − 1 block vectors have been applied, and the bases
Pn+k−1 = [P1, . . . , Pn, Pn+1, . . . , Pn+k−1],
and
Qn+k−1 = [Q1, . . . ,Qn,Qn+1, . . . ,Qn+k−1],
have been constructed. Analogously, we then biorthogonalize Xk and Yk against the columns of
Pn+k−1 and Qn+k−1 in place:
for i = 1, 2, . . . , n + k − 1
Pn+k :=Yk − Pi(QHi Yk)
Qn+k :=Xk − Qi(PHi Xk)
end
and compute the SVDs such that PHn+kQn+k = I .
Based on the above discussions, we can present the following algorithm:
Algorithm 4.1. An (n+k)-step ABLE procedure argumented with approximate
eigenvectors
1. For j = 1, . . . , n, run the standard ABLE algorithm, form the block tridiagnoal matrix Tn,
as well as Pn and Qn;
2. Addition of eigenvector approximations
for j = n + 1, n + 2, . . . , n + k
for i = 1, 2, . . . , j − 1
Pj :=Yj−n − Pi(QHi Yj−n)
Qj :=Xj−n − Qi(PHi Xj−n)
end for
The singular value decompositions:
(2.1) Compute the SVD: PHj Qj = UV H
(2.2) Increase block size if min() < τb, where τb is a user described tolerance
(2.3) Pj :=Pj U¯−1/2 and Qj :=QjV−1/2
Compute the (i, j)th block elements T (i, j):
R = AHPj ;
S = AQj ;
for i = n, . . . , j
T (i, j) :=PHi S
if i /= j
T (j, i) :=RHQi
end if
end for
end for
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Remarks
1. It is easy to see that the right and left subspaces generated after restarting are
K = span{Q1, AQ1, . . . , An−1Q1, X1, X2, . . . , Xk},
and
L = span{PH1 , APH1 , . . . , An−1PH1 , Y1, Y2, . . . , Yk},
respectively;
2. When the block size p changes, we may also adjust (increase or decrease) the block size of
the Xi’s and that of the Yi’s accordingly.
We would like to point out that the reduced matrix Tm here is not block tridiagonal any longer,
but the next theorem says that it still has a favorable form.
Theorem 4.1. We denote by mp the dimension of the reduced matrix Tm, by np the dimension of
Tn = PHn AQn. If{
mp  i > np
np − p > j  1 or
{
np − p > i  1,
mp  j > nb, (4.1)
then Tm(i, j) = 0, that is, Tm has the following structure:
Tm =

A1 B2
C2 A2
.
.
.
.
.
.
.
.
. Bn
Cn An × × · · · ×
× × × · · · ×
× × × · · · ×
· · · · · · · · · · · · · · ·
× × × · · · ×

.
Proof. We note that the Rayleigh quotient
Tm = PHmAQm.
Partition
Pm =
[
Pn Pk
]
, Qm =
[
Qn Qk
]
,
where
Pk = [Pn+1, . . . , Pn+k], Qk = [Qn+1, . . . ,Qn+k].
Therefore,
Tm=PHmAQm
=
[
PHn
PHk
]
A
[
Qn Qk
]
=
[
Tn P
H
n AQk
PHk AQn P
H
k AQk
]
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where Tn = PHn AQn. From (2.4), we have
AQn = Qn+1T˜n,
where
T˜n =
[
Tn
Cn+1EHn
]
and En is an np × p tall thin matrix whose bottom square is an p × p identity matrix and which
vanishes otherwise. Thus
PHk AQn=PHk
[
Qn Qn+1
] [ Tn
Cn+1EHn
]
=[0 PHk Qn+1] [ TnCn+1EHn
]
=PHk Qn+1Cn+1EHn
Similarly, we get from relation (2.3) that
PHn AQk =
[
Tn EnBn+1
] [ PHn
PHn+1
]
Qk
=[Tn EnBn+1] [ 0
PHn+1Qk
]
=EnBn+1PHn+1Qk,
the assertion can be easily proved from the structure of the tall thin matrix En. 
Unfortunately, the total price may be still very high and the required memory space be still
very big whenever m is sufficiently large. In order to cure these drawbacks, we advocate using a
scheme proposed by Zhang [18], in which the dimension of the bases, whose columns span the
Krylov subspaces, is not fixed. In our implementation, the number m chosen initially is small, e.g.,
m = 10, then we build the bases Pm, Qm, and calculate the approximations. Iterative the above
procedure a few times (typically four or five times) to get a rough convergence. If the convergence
is below a desired threshold, use the new block vectors P1, Q1 to build new subspaces but with
m decreased to m − 1. Check whether m is smaller than a given tolerance, for instance, 5. If so,
set m to be the initial size rather than decrease it. In summary, m is flexible, or in other words, we
choose it dynamically. Two remarkable merits of such an implementation are that the resulting
algorithm do not require too many memory and build big subspaces. Alternatively, one may also
increase rather than decrease the dimension of the subspaces.
In spirit of the semi-refined idea, the thick restarted strategy suggested by Morgan, and the
explicit restarting scheme proposed by Zhang, we can present the main algorithm.
Algorithm 4.2. A dynamic thick restart semi-refined ABLE algorithm (SABLE)
Step 1. Initialize: Choose an initial steps m (say, m = 10), and set m0 :=m, the number k (k < m),
and a tolerant dimension m1 (e.g., m1 = 5). Given the original block size p, two initial N × p
block vectors P1 and Q1, the number  (  kp) of required eigentriplets, and a user prescribed
convergence tolerance tol; restart :=0;
Step 2. The first run: Perform the standard ABLE algorithm followed by Steps 5–7 for the first
run;
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Step 3. Construct new initial block vectors P1 and Q1, and the eigenvector approximations X and
Y, using XS and Y S;
Step 4. Perform m steps of Algorithm 4.1, built the matrix Tm, as well as Pm and Qm;
Step 5. Approximate eigenvalues: Compute all the eigenvalues of Tm, then select kp Ritz values
λ˜i as approximations to λi, i = 1, . . . , kp;
Step 6. Approximate eigenvectors: Find the kp right and left semi-refined Ritz vectors xSi , ySi ,
corresponding to the selected Ritz values λ˜i , i = 1, . . . , kp;
Step 7. If all the residual norms ‖AxSi − λ˜ixSi ‖, ‖(ySi )HA − λ˜i (ySi )H‖ satisfy the prescribed
accuracy, then stop; otherwise, set XS = [xS1 , xS2 , . . . , xSkp], Y S = [yS1 , yS2 , . . . , ySkp];
Step 8. restart := restart + 1;
(8.1) if restart > maxit (say, maxit = 4) and max
i=1,...,(‖Ax
S
i − λ˜ixSi ‖, ‖(ySi )HA − λ˜i (ySi )H‖)
> τ (e.g.,τ = 10−4)
m :=m − 1
restart :=0
if m < m1
m :=m0
end if
end if
and return to Step 3.
Remarks
1. Notice that m is not very large throughout the algorithm.
2. We use the parameter restart in Step 8 to control (decrease or increase) m when necessary:
After iterating Steps 3–7 a few times, if the convergence is still below a desired threshold, we
reduce the dimension of the subspaces by decreasing m, which means increasing the ratio k/m.
Then check whether m is smaller than a user prescribed tolerance m1, if so, reset m to the original
size m0, return to Step 3, and proceed analogously.
3. In Step 8, maxit and τ are both user described parameters. In practice, one may choose,
say, τ = 10−4 or 10−3. Note that the criterion (8.1) for varying m is a little different from the one
advocated by Zhang [18], where he only uses restart > maxit. The reason for our choice is that
when the residuals are sufficiently small, there is still much good information contained in the
subspaces.
Now let us consider the practical implementations of Algorithm 4.2. Two crucial decisions
have to be made are:
1. Which and how many approximate eigenvetors should be saved and added?
2. How to construct the eigenvector approximations X, Y , and the new initial block vectors
P1,Q1, using XS and Y S?
Based on the analysis of Morgan [15], adding the Ritz vectors near the required eigenvectors to
the subspaces could enhance the convergence rate of restarted methods. The approximations added
may not accurate enough to the corresponding eigenvectors, but they may approximately deflate
the spectrum and thus increase the convergence rate. When we use ABLE method to calculate
the extreme eigenpairs, the approximate eigenvectors added should be those with respect to the
largest Ritz values or the smallest ones. In this paper, we suggest choosing
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k = min
α∈{α|αp   + 3}, (4.2)
where  denotes the positive integer set. Experience shows it is a reasonable restriction on the
search range for this scheme. When A is symmetric, there are other arguments that can be used
to guide the design of this issue [26].
For problem 2, recall that semi-refined Ritz vectors
XS ≡QmZS
=Qm[zS1 , zS2 , . . . , zSkp],
Y S ≡PmWS
=Pm[wS1 , wS2 , . . . , wSkp].
Introduce the two mp × kp real matrices
ZS :=[zˆS1 , zˆS2 , . . . , zˆSkp], WS :=[wˆS1 , wˆS2 , . . . , wˆSkp]
for real zSi (w
S
i ), 1  i  kp, we take zˆSi = zSi (wˆSi = wSi ); if it is complex, we take zˆSi = Re(zSi ) +
Im(zSi ) (wˆ
S
i = Re(wSi ) + Im(wSi )), 1  i  kp; if the columns ofZS (WS) are still less than kp, we
take zˆSi+1 = Re(zSi ) − Im(zSi ) (wˆSi+1 = Re(wSi ) − Im(wSi )) as a column of ZS(WS); and proceed
analogously until ZS (WS) has full columns, where Re(·) and Im(·) denote the real and imaginary
part of a vector, respectively.
Set
X = QmZS, Y = PmWS, (4.3)
whose columns are N × kp block vectors. Actually, one can use X, Y to take the place of XS, Y S
and need not employ additional memory.
We may construct P1 and Q1 using the following strategy. Denote by X(:, 1 : ), Y (:, 1 : )
the first  columns of X, Y , respectively, and set
G = [X(:, 1 : ) Y (:, 1 : )] .
If p = 2
P1 = Q1 = G;
else if p < 2
P1 = Q1 =
[
X(:, 1 : ) Y (:, 1 : )]× [WS(1 : , 1 : p)
ZS(1 : , 1 : p)
]
; (4.4)
else
P1 = Q1 =
[
G randn(N, p − 2)] .
end if
where ZS(1 :, 1 :p),WS(1 : , 1 : p) denotes the ×p leading principal submatrices of ZS,WS,
respectively, and randn(N, p − 2) represents an N × (p − 2) random matrix generated in a
uniform distribution.
An attractive benefit of such a scheme is that the resulting algorithm may refrain from unnec-
essary complex arithmetic. Furthermore, it is also easy to be designed in practice.
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5. Comparisons of the semi-refined ABLE method and the ABLE method
Comparisons of the refined projection methods and the standard orthogonal projection methods
can be found in [27,28]. In this paper, we will generalize some theoretical results in them to our
case. In order to study the natures and give insight into the properties of the semi-refined ABLE
method, we will consider the following three questions:
Question 1. What are the lower and upper bounds for the sine of the angle between the Ritz
vectors x˜i and the semi-refined Ritz vectors xSi ?
By definition,
xSi =
Qmz
S
i
‖QmzSi ‖
, x˜i = Qmx
(m)
i
‖Qmx(m)i ‖
and
sin∠(xSi , x˜i ) = min
α∈C,‖xSi ‖=‖x˜i‖=1
‖xSi − αx˜i‖.
Let Qm = UR be the QR decomposition of Qm, where U is an N × mp orthonomal matrix and
R is an mp × mp invertible matrix. Then
xSi =
URzSi
‖RzSi ‖
, x˜i = URx
(m)
i
‖Rx(m)i ‖
. (5.1)
Denote by
ϕi = Rz
S
i
‖RzSi ‖
, ψi = Rx
(m)
i
‖Rx(m)i ‖
. (5.2)
Therefore, xSi = Uϕi, x˜i = Uψi with ‖ϕi‖ = ‖ψi‖ = 1, and
sin∠(xSi , x˜i )= min
α∈C,‖xSi ‖=‖x˜i‖=1
‖U(ϕi − αψi)‖
= min
α∈C,‖ϕi‖=‖ψi‖=1
‖ϕi − αψi‖
=sin∠(ϕi, ψi). (5.3)
Next we present a useful lemma.
Lemma 5.1. Let x, y ∈ Cmp be any given unit norm vectors, and R ∈ Cmp×mp be invertible
matrix, then
1
κ(R)
sin∠(x, y)  sin∠
(
Rx
‖Rx‖ ,
Ry
‖Ry‖
)
 κ(R) sin∠(x, y). (5.4)
Proof. On one hand,
sin∠
(
Rx
‖Rx‖ ,
Ry
‖Ry‖
)
= min
α∈C
∥∥∥∥ Rx‖Rx‖ − α Ry‖Ry‖
∥∥∥∥ .
∀α ∈ C, we note∥∥∥∥ Rx‖Rx‖ − α Ry‖Ry‖
∥∥∥∥=∥∥∥∥R ( x‖Rx‖ − α y‖Ry‖
)∥∥∥∥
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‖R‖
∥∥∥∥ x‖Rx‖ − α ‖Rx‖‖Rx‖‖Ry‖y
∥∥∥∥
= ‖R‖‖Rx‖‖x − βy‖,
where β = α ‖Rx‖‖Ry‖ . Therefore,
‖R‖
‖Rx‖ minβ∈C ‖x − βy‖
def= ‖R‖‖Rx‖‖x − β0y‖ 
∥∥∥∥ Rx‖Rx‖ − α0 Ry‖Ry‖
∥∥∥∥
min
α∈C
∥∥∥∥ Rx‖Rx‖ − α Ry‖Ry‖
∥∥∥∥ ,
where α0 = ‖Ry‖‖Rx‖β0. That is,
sin∠
(
Rx
‖Rx‖ ,
Ry
‖Ry‖
)
 ‖R‖‖Rx‖ sin∠(x, y)
κ(R) sin∠(x, y). (5.5)
On the other hand, ∀α ∈ C,∥∥∥∥ Rx‖Rx‖ − α Ry‖Ry‖
∥∥∥∥= 1‖Rx‖
∥∥∥∥Rx − α ‖Rx‖‖Ry‖Ry
∥∥∥∥
= 1‖Rx‖‖Rx − βRy‖.
Thus,
sin∠
(
Rx
‖Rx‖ ,
Ry
‖Ry‖
)
=min
α∈C
∥∥∥∥ Rx‖Rx‖ − α Ry‖Ry‖
∥∥∥∥
= 1‖Rx‖ minβ∈C ‖Rx − βRy‖.
Moreover,
sin∠(x, y)=min
β∈C ‖x − βy‖
=min
β∈C ‖R
−1(Rx − βRy)‖
‖R−1‖ min
β∈C ‖Rx − βRy‖.
So we have
sin∠
(
Rx
‖Rx‖ ,
Ry
‖Ry‖
)
= 1‖Rx‖ minβ∈C ‖Rx − βRy‖ (5.6)
 1‖R−1‖‖Rx‖ sin∠(x, y)
 1
κ(R)
sin∠(x, y). (5.7)
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We thus prove (5.4) by combing (5.5)–(5.7). 
Therefore, by (5.2), (5.3) and Lemma 5.1, we have
1
κ(R)
sin∠(zSi , x
(m)
i )  sin∠(x
S
i , x˜i )  κ(R) sin∠(zSi , x
(m)
i ). (5.8)
The next theorem shows some lower and upper bounds for sin∠(zSi , x
(m)
i ):
Theorem 5.1. If sep(λ˜i , G) > 0, then
max
(
σˆ1‖PHms‖
σmax(Tm − λ˜iI )
,
σˆ1‖(PmX(m)⊥ )Hs‖
σmax(G − λ˜iI )
)
 sin∠(zSi , x
(m)
i ) 
σˆ1‖Pm‖
sep(λ˜i , G)
, (5.9)
where σˆ1 = σmin((A − λ˜iI )Qm), and s is the left singular vector associated with it.
Proof. The proof is similar to that of Theorem 3.1 in [27]. 
Based on relations (5.8) and (5.9), we can establish an inequality on sin∠(xSi , x˜i ), which
depicts the relationship between the Ritz vectors x˜i and the semi-refined Ritz vectors xSi :
Theorem 5.2. Under the above notations, if sep(λ˜i , G) > 0, then
1
κ(R)
max
(
σˆ1‖PHms‖
σmax(Tm − λ˜iI )
,
σˆ1‖(PmX(m)⊥ )Hs‖
σmax(G − λ˜iI )
)
 sin∠(xSi , x˜i ) 
σˆ1κ(R)‖Pm‖
sep(λ˜i , G)
.
(5.10)
Remark. If sep(λ˜i , G) > 0, we can see that x˜i → xSi as soon as σmin((A − λ˜iI )Qm) → 0 and
κ(R)‖Pm‖ is uniformly bounded.
Question 2. What are the relationships between the residual norm ‖Ax˜i − λ˜i x˜i‖of the standard
method and the residual norm ‖AxSi − λ˜ixSi ‖ of the semi-refined method?
Denote by ‖r˜i‖ = ‖Ax˜i − λ˜i x˜i‖, and by ‖rSi ‖ = ‖AxSi − λ˜ixSi ‖. In the forgoing we will gen-
eralize a result in [27], and shed light on the convergence of the approximate refined projection
methods.
Theorem 5.3. If we denote by σˆmp, σˆ2 the largest and the second smallest singular values of
(A − λ˜iI )Qm, respectively, then
‖r˜i‖2  ‖Qmz
S
i ‖2
‖Qmx(m)i ‖2
‖rSi ‖2 cos2 ∠(zSi , x(m)i ) +
σˆ 22
‖Qmx(m)i ‖2
sin2 ∠(zSi , x
(m)
i ), (5.11)
‖r˜i‖2  ‖Qmz
S
i ‖2
‖Qmx(m)i ‖2
‖rSi ‖2 cos2 ∠(zSi , x(m)i ) +
σˆ 2mp
‖Qmx(m)i ‖2
sin2 ∠(zSi , x
(m)
i ). (5.12)
Proof. Keep in mind that the vector zSi satisfying the optimality
‖(A − λ˜iI )QmzSi ‖= min
z∈Cmp,‖z‖=1 ‖(A − λ˜iI )Qmz‖
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=σmin((A − λ˜iI )Qm) def= σˆ1.
And recall that
‖r˜i‖2 = ‖(A − λ˜iI )Qmx(m)i ‖2/‖Qmx(m)i ‖2, ‖rSi ‖2 = σˆ 21 /‖QmzSi ‖2. (5.13)
Let
(A − λ˜iI )Qm = UV H
be the singular value decomposition of (A − λ˜iI )Qm, where U,V are N × N , mp × mp unitary
matrices, respectively, and  is an N × mp matrix whose diagonal elements are σˆ1  σˆ2  · · · 
σˆmp. Then analogous to a conclusion in [27, Theorem 4.1], we have
σˆ 21 cos
2 ∠(zSi , x
(m)
i ) + σˆ 22 sin2 ∠(zSi , x(m)i )
 ‖(A − λ˜iI )Qmx(m)i ‖2  σˆ 21 cos2 ∠(zSi , x(m)i ) + σˆ 2mp sin2 ∠(zSi , x(m)i ) (5.14)
So it is easy to see from (5.13) and (5.14) that inequalities (5.11) and (5.12) hold. 
Question 3. How to relate the semi-refined ABLE method with the standard oblique projection
method?
The next theorem shows the nature of the semi-refined projection methods.
Theorem 5.4. Let σˆ1 = σmin((A − λ˜iI )Qm), and letLi = QmQHm(A − λ˜iI )H(A − λ˜iI ), then the
semi-refined projection method can be understood as a composition of two corresponding oblique
projection methods, i.e., the Ritz values λ˜i and the semi-refined Ritz vectors xSi satisfy{
x˜i ∈K,
Ax˜i − λ˜i x˜i⊥L, (5.15)
and {
xSi ∈K,
Lix
S
i − σˆ 21 xSi ⊥L.
(5.16)
respectively, whereK =Km(A,Q1) andL =Km(A, PH1 ).
Proof. It is well known that Ritz values gained by oblique projection methods such as ABLE
method satisfy the Petro–Galerkin condition [7] (5.15). In order to prove (5.16), we recall that zSi
satisfies
‖(A − λ˜iI )QmzSi ‖ = min
z∈Cmp,‖z‖=1 ‖(A − λ˜iI )Qmz‖. (5.17)
Let
Ci,m=((A − λ˜iI )Qm)H((A − λ˜iI )Qm) (5.18)
=QHm(A − λ˜iI )H(A − λ˜iI )Qm
=PHm{QmQHm(A − λ˜iI )H(A − λ˜iI )}Qm
=PHmLiQm. (5.19)
where Li = QmQHm(A − λ˜iI )H(A − λ˜iI ). Obviously, the Hermitian semi-positive matrix Ci,m is
exactly the projection of Li obtained from an oblique projection procedure to the right subspace
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K on the basisQm, and orthogonally to the left subspaceL on the basisPm. Thus the eigenvalues
of Ci,m are the Ritz values of Li , and the Ritz vectors are given by Qm times the eigenvectors of
Ci,m. Or in other terminology, if we denote by σˆ1 = σmin((A − λ˜iI )Qm), then it is easily seen
that
Ci,mz
S
i = σˆ 21 zSi , (5.20)
and (σˆ 21 , x
S
i ) is the smallest Ritz pair of Li from K and orthogonally to L, where x
S
i =
Qmz
S
i /‖QmzSi ‖. Specifically, let (ζi, φi) be the smallest eigenpair of Li , then (σˆ 21 , xSi ) can be
used as an approximation to it and must satisfy the classical oblique projection{
xSi ∈K,
Lix
S
i − σˆ 21 xSi ⊥L. 
Remark. It has been revealed that refined projection methods can be viewed as composite orthog-
onal projection methods [28]. As a counterpart, Theorem 5.4 indicates that in some sense the
semi-refined ABLE method is a composition of two corresponding oblique projections, in which
each semi-refined Ritz vector is obtained by realizing a new matrix onto the same subspace.
6. Numerical experiments
In this section some numerical experiments will be reported on a number of real world problems.
Our codes are based on the MATLAB code pable.m presented by Z. Bai, which is obtained
through NETLIB. The availability of the code is gratefully acknowledged here. We will confirm
the superiority of the thick restarted semi-refined ABLE algorithm (SABLE) to the thick restarted
ABLE algorithm (TABLE). We ran these algorithms on an Intel Pentium IV 2.53 GHz with main
memory 512 MB using MATLAB7.0 with machine precision ε ≈ 2.22 × 10−16.
In all the tables below, denote by p the initial blocksize, by k the number defined in (4.2), by
iter the number of iterations, by CPU the CPU timings in seconds. The algorithms stopped as
soon as the relative residual norms [29]
res = max
(
‖(A − λ˜iI )ϕ˜i‖
‖A‖1 ,
‖(ψ˜i)H(A − λ˜iI )‖
‖A‖1
)
 tol, i = 1, . . . , , (6.1)
where (λ˜i , ϕ˜i , ψ˜i), i = 1, . . . , , are the computed approximate eigentriplets and ‖ · ‖1 is the
1-norm. In practice, ‖A‖1 is only needed to be computed once and stored for repeated use. To
make a fair and reasonable comparison, we choose P1(=Q1) be N × p block vectors generated
randomly in a uniform distribution, orthonomalized and used as initial guess. In the tables hence-
forth, m is taken to be a ∼ b means m0 = a,m1 = b, and n.c. denotes no convergence occurs
even after 5000 iterations.
Example 1. This experiment tries to show the effectiveness of criterion (8.1) in Algorithm 4.2 for
varying m. The example is due to Morgan and Zeng [19]. This is a 1001 × 1001 tridiagonal matrix
with −510,−509, . . . ,−11, 0, 11, 12, . . . , 510 on the main diagonal, 1 in each superdiagonal and
−1 for the subdiagonal elements. Breakdown may occur when we use the MATLAB function
eigs.m to calculate six eigenvalues with largest modulus. We run SABLE on this problem with
p = 3, k = 3 and restart = 4. Table 1 depicts the results.
330 G. Wu / Linear Algebra and its Applications 416 (2006) 313–335
Table 1
Results of Example 1, tol = 10−7 (SABLE: computation of the 6 largest eigentriplets)
m restart τ iter CPU
7 ∼ 5 4 10−4 214 28.6
7 ∼ 5 4 10−3 233 31.5
7 ∼ 5 4 10−2 243 33.0
5 ∼ 7 4 10−4 561 61.5
5 ∼ 7 4 10−3 514 54.4
5 ∼ 7 4 10−2 531 57.7
5 ∼ 7 4 − 599 65.9
As we have seen, SABLE worked very well for computing the desired eigenvalues which is
the 6 largest eigenvalues. The last row gives the result according to Zhang’s strategy [20]. We
observe that our choice is more efficient than the one suggested by Zhang. Furthermore, it seems
that SABLE improves with m decreasing from 7 to 5 during iterations. One explanation may be
that the ratio k/m increases as m decreasing.
Example 2. This example tries to show the efficiency of the thick restarting strategy. The problem
is from [30], and it models the concentration waves for reaction and transport interaction of
chemical solutions in a tubular reactor. The concentrations x(t, z) and y(t, z) of two reacting
diffusing components are modelled by the system
x
t
= δ1
L2
2x
2z
+ f (x, y), (6.2)
y
t
= δ2
L2
2y
2z
+ g(x, y), (6.3)
with the initial conditions
x(0, z) = x0(z), y(0, z) = y0(z),
and the Dirichlet boundary conditions
x(t, 0) = x(t, 1) = x∗, y(t, 0) = y(t, 1) = y∗,
where 0  z  1 is the space coordinate along the tube, and t is the time. If the functions f (x, y)
and g(x, y) satisfy
f (x, y) = α − (β + 1)x + x2y, g(x, y) = βx − x2y,
then the system is the famous Brusselator wave model and it admits the stationary solution
x∗ = α, y∗ = β. Ordinarily, the parameters chosen are δ1 = 0.008, δ2 = 12δ1 = 0.004, α = 2,
β = 5.45. In this problem, one is primarily concerned with the existence of stable periodic solu-
tions to the system as the bifurcation parameter L varies. This occurs when the eigenvalues with
largest real parts of the Jacobian of the right-hand sides of (6.2) and (6.3), evaluated at the steady
station solution, is purely imaginary. In order to verify the fact, one first has to discretize the
equations with respect to z, t and compute the eigenvalues with largest real parts of the resulting
Jacobian. If we discretize the interval [0, 1] using n interior points with the uniform mesh size
h = 1/(n + 1), then the discretized Jacobian of the system is a 2 × 2 block matrix A, whose
(1, 1)th and (2, 2)th blocks are
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1
h2
δ1
L2
tridiag{1,−2, 1} + fh(x, y)
x
,
and
1
h2
δ2
L2
tridiag{1,−2, 1} + gh(x, y)
y
,
and the (1, 2)th, (2, 1)th blocks are
fh(x, y)
y
,
gh(x, y)
x
,
respectively, and the resulting matrix is of order N = 2n.
We have tested the matrix A with order N = 200 and N = 2000 using the algorithms SABLE,
TABLE and IABLE, and the associated data files are Bwm200 and Bwm2000 [30], respectively.
Here IABLE denotes an explicitly restarted ABLE algorithm with P1(= Q1) built using the
strategy proposed in Section 4. We aim at calculating 6 rightmost eigentriplets, and the algorithms
stopped as soon as the residual norms are below tol = 10−7. The parameters for varying m used
in SABLE are maxit = 4 and τ = 10−4. Tables 2 and 3 give the results.
It is seen that both SABLE and TABLE are far superior to the IABLE, while SABLE is more
powerful than TABLE. For this test problem, IABLE can not work at all, but SABLE converges
stably and smoothly, which indicates that we benefit from using semi-refined Ritz vectors.
We also note that when N = 2000, for m = 8 TABLE did not converge but for m = 7 it did so.
This is, of course, not an astonishing thing because a larger block Krylov subspace may not contain
more useful information than a smaller one does. Similar phenomenon occurred to TABLE and
when N = 200, see Table 2.
Example 3. This example attempts to show the superiority of SABLE to TABLE. Dielectric chan-
nel waveguide arises in many integrated circuit applications. Consider the governing Helmholtz
equation for the metric field H{∇2Hx + k2n2(x, y)Hx = β2Hx,
∇2Hy + k2n2(x, y)Hy = β2Hy. (6.4)
We discretize the above equation with finite differences on a uniform n × n grid yields an
n2 × n2 nonsymmetric eigenvalue problem
Table 2
Results of Example 2 (computation of the 6 rightmost eigentriplets, N = 200)
SABLE TABLE IABLE
m iter CPU m iter CPU m iter CPU
p = 3, k = 3
8 ∼ 5 108 5.50 8 483 22.6 8 5000 n.c.
10 ∼ 5 53 4.09 10 53 3.53 10 5000 n.c.
12 ∼ 5 37 3.67 12 112 8.25 12 5000 n.c.
p = 2, k = 4
8 196 9.03 8 303 15.2 8 5000 n.c.
10 ∼ 8 108 5.85 10 121 6.35 10 5000 n.c.
12 ∼ 8 72 4.62 12 81 5.32 12 5000 n.c.
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Table 3
Results of Example 2 (computation of the 5 rightmost eigentriplets, N = 2000)
SABLE TABLE IABLE
m iter CPU m iter CPU m iter CPU
p = 3, k = 3
4 ∼ 7 2650 478.9 7 2628 538.8 7 5000 n.c.
5 ∼ 8 1439 315.7 8 5000 n.c. 8 5000 n.c.
6 ∼ 10 647 179.2 10 837 228.7 10 5000 n.c.
6 ∼ 12 741 232.3 12 990 319.9 12 5000 n.c.
8 ∼ 15 222 113.8 15 364 145.9 15 5000 n.c.
(
C11 C12
C21 C22
)(
Hx
Hy
)
= β2
(
B11 0
0 B22
)(
Hx
Hy
)
, (6.5)
whereC11, C22 are five- or tri-diagonal matrices,C12, C21 are (tri-)diagonal matrices, andB11, B22
are nonsingular diagonal matrices.
The rightmost eigentriplets are often interested. There are eigenvalues with negative real part
several orders of magnitude larger than the desired eigenvalues with positive real part, and also the
desired eigenvalues are clustered when N is large. As was stressed in [30], the problem presents
a challenge to all existing numerical methods. We have tested the problem with N = 2046, and
the corresponding data file is Dw1024.mat. We want to calculate the 3 eigenvalues with largest
real parts and the associated left and right eigenvectors, and the algorithms stopped as soon as
the residual norms are below tol = 10−6. The parameters for controlling m used in SABLE are
maxit = 4 and τ = 10−3. Table 4 reports the results obtained.
It is obvious that SABLE performed much better than TABLE. For instance, TABLE can not
work for p = 2, k = 4, but SABLE ran well. This illustrates that SABLE is more attractive and
can be much more efficient.
Example 4. This is a commonly used numerical example [13,21,31]. Consider the convection-
diffusion differential equation
−u(x, y) + p1ux(x, y) + p2uy(x, y) − p3u(x, y) = f (x, y) (6.6)
Table 4
Results of Example 3 (computation of the 3 rightmost eigentriplets)
SABLE TABLE
m iter CPU m iter CPU
p = 3, k = 3
6 ∼ 8 4338 772.2 8 5000 n.c.
10 ∼ 5 1571 255.4 10 5000 n.c.
12 ∼ 5 852 191.2 12 3467 945.3
15 ∼ 5 180 75.2 15 1959 697.3
p = 2, k = 4
12 1526 328.8 12 5000 n.c.
15 ∼ 5 2346 383.1 15 5000 n.c.
18 ∼ 5 2584 378.9 18 5000 n.c.
20 ∼ 5 81 37.5 20 5000 n.c.
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Table 5
Results of Example 4 (computation of the 5 rightmost eigentriplets)
SABLE TABLE
m iter CPU m iter CPU
p = 3, k = 3
5 1336 81.1 5 5000 n.c.
6 ∼ 4 1333 66.8 6 5000 n.c.
8 ∼ 5 269 226.1 8 5000 n.c.
10 ∼ 5 229 216.5 10 5000 n.c.
12 ∼ 5 105 122.2 12 5000 n.c.
defined on a square region [0, 1] × [0, 1] with the boundary condition u(x, y) = 0 and p1, p2
and p3 being nonnegative constants. Discretization with five point difference on a uniform n × n
grid and numbering the grid points using the rowwise natural ordering yields a block tridiagonal
matrix of the form
A =

T (β + 1)I
(−β + 1)I T (β + 1)I
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. (β + 1)I
(−β + 1)I T

with
T =

4 − σ γ − 1
−γ − 1 4 − σ γ − 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. γ − 1
−γ − 1 4 − σ
 ,
where β = p1h/2, γ = p2h/2, σ = p3h2 and h = 1/(n + 1). The order of A is N = n2. In this
experiment, we want to compute the five eigenvalues with largest real parts and the associated
left and right eigenvectors for p1 = 1, p2 = p3 = 0, and N = 900. The stopping criterion is
tol = 10−6 and the parameters utilized in SABLE is restart = 4, τ = 10−3. Table 5 displays
the results obtained. One can see that SABLE make great improvements on TABLE. For all the
chosen m, TABLE did not converge at all, while SABLE worked quite well.
All the above numerical experiments have shown our algorithm SABLE was often superior
to TABLE for computing a few selected eigentriplets. Moreover, SABLE is more flexible and
powerful since it converges more steadily and is more robust than TABLE.
7. Conclusion
ABLE method cannot theoretically guarantee the convergence of Ritz vectors even if Ritz
values converge, so it may be inefficient and even may fail to converge. Motivated by the idea in
[15,17], we propose a dynamic thick restarted ABLE algorithm (SABLE) which can overcome
this difficulty in some degree. The sufficient conditions for the new approximation to converge
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are much weaker than those for Ritz vectors to do so. Numerical experiments demonstrate the
advantages of the new algorithm.
Recently, another thick restarting scheme coined by Wu and Simon [14,26] has appeared to be
a very successful technique. How to apply this thick restarting strategy to the semi-refined ABLE
method efficiently is under consideration, and it is certainly a part of our future work.
We would also like to emphasize that the ideas presented in this paper may be also applied
to other oblique projection methods, such as the two-sided Jacobi–Davidson method [32], the
two-sided simultaneous iteration method [33], etc. We expect the resulting algorithms to work
much better than their counterparts.
Acknowledgments
Special thanks go to the anonymous referees for their invaluable comments and stimulating
suggestions that made me revise the manuscript further and improved on the presentation. Mean-
while, the author is very grateful to Prof. Zhongxiao Jia for providing him the manuscript of
[27].
References
[1] C. Lanczos, An iteration method for the solution of the eigenvalue problem of linear differential and integral operators,
J. Res. Nat. Bur. Stand 45 (1950) 225–280.
[2] R.W. Freund, M.H. Gutknecht, N.M. Nachtigal, An implementation of the look-ahead Lanczos algorithm for
non-Hermitian matrices, SIAM J. Sci. Comput. 14 (1993) 137–158.
[3] Z. Bai, Error analysis of the Lanczos algorithm for the nonsymmetric eigenvalue problem, Math. Comput. 62 (1994)
209–226.
[4] Z. Bai, D. Day, Q. Ye, An adaptive block Lanczos method for non-Hermitian eigenvalue problems, SIAM J. Matrix
Anal. Appl. 20 (1999) 1060–1082.
[5] G. Golub, R. Underwood, The block Lanczos method for computing eigenvalues, in: J. Rice (Ed.), Mathematical
Software III, Academic Press, New York, 1977, pp. 364–377.
[6] R. Grimes, J. Lewis, H. Simon, A shifted block Lanczos algorithm for solving sparse symmetric generalized
eigenproblems, SIAM J. Matrix. Anal. Appl. 15 (1994) 228–272.
[7] Y. Saad, Numerical Methods for Large Eigenvalue Problems, Algorithms and Architectures for Advanced Scientific
Computing, Manchester University Press, 1992.
[8] Z. Jia, The convergence of generalized Lanczos methods for large unsymmetric eigenvalue problems, SIAM J.
Matrix Anal. Appl. 16 (1995) 843–862.
[9] Z. Jia, Generalized block Lanczos methods for large unsymmetric eigenproblems, Numer. Math. 80 (1998) 239–266.
[10] Z. Jia, G.W. Stewart, On the convergence of Ritz values, Ritz vectors, and refined Ritz vectors, Technical Report,
TR-3986, Department of Computer Science, University of Maryland, College Park, MD, 1999.
[11] Z. Jia, Some numerical methods for large unsymmetric eigenproblems, Ph.D. Thesis, Mathematics Dept., Univ. of
Bielefeld, Germany, 1994.
[12] G. Wu, L. Feng, A quasi-refined iterative algorithm based on the Lanczos biorthogonalization procedure for large
unsymmetric eigenproblems, Numer. Math. J. Chinese Univ. (English Ser.) 13 (2004) 50–63.
[13] D.S. Sorensen, Implicit application of polynomial filters in a k-step Arnoldi method, SIAM J. Matrix Anal. Appl.
13 (1992) 357–385.
[14] K. Wu, H. Simon, Thick-restart Lanczos method for large symmetric eigenvalue problems, SIAM J. Matrix Anal.
Appl. 22 (2000) 602–616.
[15] R.B. Morgan, On restarting the Arnoldi method for large nonsymmetric eigenvalue problems, Math. Comput. 65
(1995) 1213–1230.
[16] R.B. Lehoucq, D.S. Sorensen, Deflation techniques for an implicitly restarted Arnoldi iteration, SIAM J. Matrix
Anal. Appl. 17 (1996) 789–821.
[17] G. Wu, A semi-refined biorthogonalization Lanczos method, J. Dalian Univ. Tech. 42 (2002) 1–6.
G. Wu / Linear Algebra and its Applications 416 (2006) 313–335 335
[18] G.P. Zhang, Modified explicitly restarted Lanczos algorithm, Comput. Phys. Commun. 109 (1998) 27–33.
[19] D. Day, Semi-duality in the two-sided Lanczos algorithm, Ph.D. Thesis, University of California, Berkeley, CA,
1993.
[20] G.W. Stewart, J.G. Sun, Matrix Perturbation Theory, Academic Press, New York, 1990.
[21] Z. Jia, A refined iterative algorithm based on the block Arnoldi process for large unsymmetric eigenproblems, Linear
Algebra Appl. 270 (1998) 171–189.
[22] L.W. Daniel, W.B. Gragg, L. Kaufman, G.W. Stewart, Reorthogonalization and stable algorithms for updating the
Gram–Schmit QR factorization, Math. Comput. 30 (1974) 772–795.
[23] G.H. Golub, C.F. Van Loan, Matrix Computations, third ed., The Johns Hopkins University Press, Baltimore and
London, 1996.
[24] B. Parlett, Reduction to tridiagonal form and minimal realizations, SIAM J. Matrix Anal. Appl. 13 (1992) 567–593.
[25] A. Stathopoulos, Y. Saad, K. Wu, Dynamic thick restarting of the Davison, and the implicitly restarted Arnoldi
methods, SIAM J. Sci. Comput. 19 (1998) 227–245.
[26] K. Wu, A. Canning, H.D. Simon, L.W. Wang, Thick restart Lanczos method for electronic structure calculations,
J. Comput. Phys. 154 (1999) 156–173.
[27] Z. Jia, Some theoretical comparisons of refined Ritz vectors and Ritz vectors, Sci. China Ser. A Supp. (2004)
222–233.
[28] Z. Jia, Composite orthogonal projection methods for large matrix eigenproblems, Sci. China Ser. A 42 (1999)
577–585.
[29] F. Chatelin, V. Frayssé, Lectures in Finite Precision Computations, SIAM, Philadelphia, PA, 1996.
[30] Z. Bai, R. Barret, D. Day, J. Demmel, J. Dongarra, Test matrix collection for non-Hermitian eigenvalue problems,
Technical Report CS-97-355, University of Tennessee, Knoxville, 1997, LAPACK Note #123, Software and test
data. Available from: <http://math.nist.gov/MatrixMarket/>.
[31] Y. Saad, Variations on Arnoldi’s method for computing eigenelements of large unsymmetric matrices,Linear Algebra
Appl. 34 (1980) 269–295.
[32] M.E. Hochstenbach, G.L.G. Sleijpen, Two-sided and alternating Jacobi–Davidson, Linear Algebra Appl. 358 (2003)
145–172.
[33] M. Clint, A. Jinning, A simultaneous iteration method for the unsymmetric eigenvalue problem, J. Inst. Math. Appl.
8 (1971) 111–121.
