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In recent years, the ability to fabricate and investigate graphene-
based nanostructures has been increasing constantly. In addition, 
great progress has been made towards reaching the coherent bal-
listic transport regime in graphene systems. These developments 
call for a generic theoretical description and analysis of the elec-
tronic properties of ballistic graphene nanostructures, in particular 
in view of effects related to the system boundaries. In this thesis 
we provide an analytical theory of edge effects on the spectral 
density of states and the quantum transport properties of these 
systems, extending semiclassical approaches to the case of graphene. 
It is shown that the characteristics of the system edges have 
strong impact on spectrum and conductance. Numerical tight-
binding simulations support these analytical predictions. Finally, 
numerical studies of graphene nanoribbons are presented, which 
show that edge scattering can have important consequences on 
quantum interference effects also in weakly disordered systems.
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CHAPTER 1
Introduction
During the last decade graphene, a sheet of carbon with a thickness of only one atom,
has been one of the most intensively studied material systems in many fields of basic and
applied research. Graphene has been studied theoretically already in the late 1940s, when
Wallace first considered a two-dimensional sheet of sp2-bonded carbon atoms and derived
its pi-band structure in order to understand the electronic band structure of graphite [1].
Graphite consists basically of many graphene layers that are stacked onto each other, and
are held together due to van der Waals interaction. Later, McClure discussed graphene in
view of the magnetic properties of graphite [2], and also Slonczewski and Weiss calculated
the band structure of graphene [3]. Moreover, DiVincenzo and Mele [4] as well as Semenoff
[5] recognized in 1984 that for low energies, where the electronic dispersion in graphene is
approximately linear, the carrier dynamics can be mapped onto a two-dimensional massless
Dirac equation. The velocity of the corresponding particles is about a hundred times smaller
than the speed of light, and the spin that occurs in the original Dirac equation is replaced
by a sublattice pseudospin in the resulting effective equation.
Chemist Hanns-Peter Boehm and coworkers succeeded already in the early 1960s to pro-
duce single layers of carbon by reduction of graphite oxide [6], and later actually introduced
the term ‘graphene’ [7]. In the abstract of Ref. [6], the authors write: “Die Bestimmung der
Dicke der du¨nnsten Lamellen aus dem Kontrast im Elektronenmikroskop ergab, daß sie nur
aus einigen wenigen, z. T. wahrscheinlich nur aus einer einzigen Kohlenstoff-Sechseckschicht
des Graphitgitters bestehen.” In fact they found that several of their flakes had thicknesses
between 3 and 5 A˚. In view of this, it seems rather surprising that graphene has not experi-
enced very much attention until not even ten years ago. Only after Novoselov and coworkers
have published a series of papers in 2004 and 2005, the interest in the two-dimensional ma-
terial increased tremendously. In their 2004 publication, the authors report the isolation of
few layer carbon crystals by micromechanical cleavage, a method which has become famous
as the ‘sticky-tape’ or ‘Scotch-tape’ method [8]. In these samples they also demonstrated
the tunability of the carrier density and thus the crossover from electron to hole conduc-
tion for the first time. One year later this so-called electrical field effect was also reported in
monolayer samples, i. e. graphene [9]. Finally, quantum Hall effect measurements on graphene
revealed the predicted unconventional sequence of quantum Hall plateaus, and thus proofed
that, at low excitation energies, the charge carriers in graphene indeed behave like massless
Dirac fermions [10, 11]. Subsequently the remarkable development of graphene research be-
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gan: Within the time period from 2005 to 2009, more than 5000 articles on graphene have
been published [12]. One of the aspects that fascinates many researchers is the strict two-
dimensional confinement of the charge carriers within the “ultimate flatland” graphene [13].
In 2010, Konstantin Novoselov and Andre Geim were awarded the Nobel Prize in Physics
“for groundbreaking experiments regarding the two-dimensional material graphene” [14].
Among the various remarkable physical properties of graphene, we discuss its electronic
properties in this work. To be more precise, we focus on energy spectrum and quantum
transport properties in the low energy regime, where the Dirac equation is a valid description.
Many interesting features arise from the corresponding linear energy dispersion and the spinor
character of the charge carriers. The already mentioned unconventional quantum Hall effect,
which is in fact observable even at room temperature [15], is only one example. However, one
facet has attracted particular interest, namely the extraordinarily high electronic mobility
in graphene. In suspended samples values above µ = 200 000 cm2/Vs have been reported
[16, 17], and in graphene-boron-nitride heterostructures even µ ≈ 500 000 cm2/Vs can be
reached [18]. As a consequence, ballistic transport is possible in graphene over length scales
of several micrometers [18, 19], which allows to study the interesting properties of massless
Dirac fermions in a very clean environment. One reason for the high mobility is the suppressed
backscattering [20] of charge carriers from smooth disorder potentials due to the pseudospin
character, more precisely the so-called chirality, of massless Dirac fermions. The exceptional
transport properties have triggered also applied research on electronic devices. In fact, high-
frequency graphene transistors [21, 22] and even integrated circuits consisting exclusively of
graphene components [23] have been demonstrated recently.
Another touching point of applied and basic research on high quality graphene is the com-
mon interest in nanostructures. For device fabrication and dense packing of electronic com-
ponents, nanostructuring is obviously important. However, also apart from the direct goal of
applications, graphene nanostructures have become a field of great experimental and theoret-
ical activity. Geometrically, the simplest graphene nanostructures are graphene nanoribbons,
extended stripes of constant width. Already these simple systems show very interesting prop-
erties, many of them tracing back to the edge structure. Even more than 20 years after the
first theoretical studies [24, 25], and several years after the first experiments [26, 27], the
physics of these quasi one-dimensional carbon wires is still not fully understood. One exam-
ple is the experimentally observed (probably disorder-induced) ‘transport gap’ [27, 28, 29, 30].
Graphene quantum dots or cavities form a second group of widely studied nanostructures.
Various phenomena have been observed experimentally in these systems: Coulomb blockade
and single electron transistor action [31, 32, 33, 34], indirect charge detection in adjacent
quantum wires [35], as well as magnetic field dependent [36] and spin-resolved [37] level
spectroscopy. Also on the theoretical side many studies exist in the literature. It has been
suggested to create quantum dots by a combination of nanoribbons and electrostatic gates
[38], e. g. in view of forming spin-qubits [39]. Furthermore, investigations have focused on
the magnetic field dependence of the dot energy levels [40, 41]. Finally we like to mention
numerical simulations of electrostatically defined dots [42], the energy level statistics of closed
9[43, 44] and the quantum conductance of open [43, 45] graphene cavities.
In this thesis we aim for a theoretical description of edge effects on the spectral and
transport properties of graphene nanostructures. Due to the lack of a gap in the Dirac
spectrum, electrostatic potentials cannot effectively confine charge carriers in graphene. In
fact, massless Dirac fermions can be transmitted through electrostatic barriers even with
unit probability. This phenomenon is known as Klein tunneling [46], in analogy to an effect
in relativistic quantum mechanics [47]. Consequently, electrons and holes scatter eventually
from the edge terminations of the graphene lattice. In ballistic structures, which we study
during the main part of this work, the edges are indeed the only relevant source of scattering.
However, the coherent dynamics of the charge carriers is strongly affected by the reflection
upon the edges. Thus a full theoretical understanding of edge-related effects in graphene
nanostructures is highly desirable. It is certainly “a central question in the field of graphene-
related research how graphene behaves when it is patterned at the nanometer scale with
different edge geometries”, as pointed out recently by Tao and coworkers [48]. How do the
different edge types and geometries influence physical quantities, like the electronic density
of states, and quantum mechanical interference effects, like the weak localization correction
to the conductance? It is the main intention of the present thesis to partly answer these
questions. To this end we follow mostly an analytical approach, developing a formalism
that is based on the Green function of a graphene nanostructure. The different types of
edges are incorporated by imposing appropriate boundary conditions. The virtue of this
approach is that edge effects are basically separated from the charge dynamics, and thus
particularly comprehensible. For the most part of this work we consider graphene structures
with typical size scales much larger than the Fermi wavelength. For systems in this regime, the
semiclassical theory of quantum systems has been a very successful approach to the describe
both spectral and transport properties [49, 50, 51, 52]. Also for investigating graphene in
large magnetic fields, semiclassical techniques have been used [53, 54, 55]. In this thesis we
generalize several semiclassical methods to the case of graphene nanostructures. In addition
to the analytical calculations we also perform numerical tight-binding simulations, using a
very flexible and efficient program code developed by Michael Wimmer [56]. We use the
numerical calculations to support and complement our analytical findings, but also perform
a mainly numerical study of graphene nanoribbons.
This thesis is organized in the following way. We provide a short introduction or motivation
at the beginning and a summary of our results at the end of each chapter.
In chapter 2 we give a brief introduction into the direct and the reciprocal lattice structure
of graphene and the effective Dirac theory. We outline the derivation of the energy band
structure of bulk graphene within a single-orbital tight-binding model and show how one
obtains the well-known Dirac Hamiltonian for low excitation energies. Then we introduce
the most common graphene boundary conditions for the effective Dirac equation, namely
those corresponding to zigzag, armchair, and infinite mass edges. In particular we discuss
how the different edge types affect the effective time reversal symmetries of the Dirac theory.
In chapter 3 we derive the Green function of ballistic graphene structures. In a first
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step we adapt the multiple reflection expansion of Balian and Bloch and generalize it to
the graphene case, taking into account the dynamics of sublattice and valley pseudospins.
Second, we approximate the resulting exact expansion to leading order in (kEL)
−1, where kE
is the Fermi momentum and L is the typical system size. In this semiclassical approximation
the Green function is given by a sum over all classical trajectories. The contribution of
each trajectory consists of two parts: A scalar term that is identical to the corresponding
contribution to the semiclassical Green function for the Schro¨dinger equation, and a matrix
term that describes the graphene specific evolution of the pseudospins along the classical
trajectory. However, a second class of leading order contributions has to be taken into
account, namely singularities due to multiple reflections close to the same zigzag boundary
point. Resumming these contributions, the form of the semiclassical Green function remains
unchanged, but the reflections at zigzag edges are renormalized.
Based on these results we study the spectral density of states (DOS) of graphene billiards
in chapter 4. First we separate the DOS into a smooth and an oscillating part and treat both
parts separately. We approximate the smooth part in the semiclassical limit by the first two
terms of the so-called Weyl expansion, for which we derive analytical expressions. Further
we compare our theory with numerical tight-binding calculations. As for the Schro¨dinger
equation, the leading term scales with the total area of the billiard. The second term, which
usually scales with the total length of the system boundary, is distinctly different from that of
Schro¨dinger billiards. We find that only zigzag edges give rise to such a contribution. There-
fore our findings suggest that the smooth DOS can be used to characterize the edge structure
of graphene billiards. Then we focus on the oscillating part of the DOS. We derive semiclas-
sical (Gutzwiller and Berry-Tabor) trace formulae for chaotic and specific regular graphene
billiards, which express the DOS oscillations in terms of the periodic classical orbits of the
system. Each orbit contribution is modulated by a graphene specific and edge-dependent
pseudospin interference term. For the regular systems we study how the pseudospin inter-
ference in combination with the geometric properties affects the oscillatory DOS, and thus
the energy eigenvalues. The extended Gutzwiller formula serves as a starting point for the
subsequent investigation into the correlations in the spectrum of chaotic graphene billiards.
We study the form factor, i. e. the Fourier transform of the spectral two-point correlator,
generalizing the corresponding semiclassical theory to the case of graphene. Also here, the
edge-dependent interference of pseudospins is the most important feature, to which we pay
particular attention. We derive semiclassical expressions for the two leading order contri-
butions to the form factor and show that the total length of intervalley scattering armchair
boundary segments sets the relevant time scale for a transition between unitary and orthog-
onal universality class. The techniques developed here are, with modifications, also used in
the following chapters to study the electronic transport.
This brings us to chapter 5, where we investigate the electronic transport properties of
ballistic graphene cavities. We start from the Kubo formula together with the semiclassical
graphene Green function to derive analytical formulae for the average two-terminal conduc-
tance (classical conductance and weak localization correction), the universal conductance
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fluctuations, and the Fano factor of ballistic chaotic graphene cavities. While the sizes of the
weak localization correction and the conductance fluctuations depend sensitively on the edge
structure via armchair edges that mediate intervalley scattering, the classical conductance
and the dominating contributions to the Fano factor are edge independent. We test our
predictions concerning the conductance using tight-binding simulations.
We extend our theory of quantum transport to study the effects of magnetized zigzag
edges on the conductance of chaotic graphene cavities in chapter 6. Using a simple model
to account for the magnetic edge moments, we calculate the weak localization and the size of
the universal conductance fluctuations. In this context we investigate mixing of the real spin
and time reversal symmetry breaking that result from spin rotations at the magnetic edges.
We complete our discussion with numerical calculations of the weak localization correction.
In chapter 7 we carry out a numerical study of the conductance of disordered graphene
nanoribbons. We show that the phenomenon of a so-called perfectly conducting channel,
which is known for zigzag ribbons, occurs also in the multichannel regime of metallic arm-
chair ribbons, and explain our findings within the effective Dirac theory. Then we calculate
numerically the magnetoconductance of weakly disordered ribbons to support our argumenta-
tion and assign the correct universality class to metallic armchair ribbons. Lastly, we perform
a numerical simulation of an experiment carried out on graphene nanoribbons in very high
magnetic fields. We devise a possible disorder scenario that explains the main experimental
results.
Finally, we conclude in chapter 8, summarizing the most important findings of this thesis
and discussing possible future directions.
In the appendix we provide additional and technical material that completes the main
text. In App.A.1, we present an expression for the short-distance discontinuity of the free
Green function. Edge potentials at zigzag edges are examined in App.A.2. We derive the
energy eigenvalues of a rectangle with zigzag and armchair edges in App.A.3, and a semi-
classical trace formula for a rectangle with infinite mass boundaries in App.A.4. In App.A.5
we calculate the Kubo conductivity for graphene and discuss the relation between the linear
response expression and the Landauer formula for the conductance. The influence of weak
bulk disorder on the semiclassical Green function is investigated in App.A.6, and in App.A.7
we generalize two results from Chap. 6 concerning the weak localization.

CHAPTER 2
Graphene and effective Dirac theory
In this chapter we give a short introduction to some basic properties of graphene and introduce
various notations that are used throughout this thesis. For a broader overview we refer to
the recent review articles Refs. [12, 57, 58]. First we discuss the crystal structure of graphene,
a honeycomb lattice with two carbon atoms per unit cell, and the corresponding reciprocal
lattice. We sketch the derivation of the electronic energy band structure within a simple tight-
binding model and show that, at low excitation energies, the corresponding quasiparticles are
located at the corners of the first Brillouin zone (K-points or valleys) rather than in its center
(Γ-point) as it is the case for example in gallium arsenide. For crystal momenta close to the
K-points, i. e. for low excitation energies, we derive the well-known effective wave equation for
the envelope wavefunctions, namely the two-dimensional Dirac equation for massless fermions.
There are effectively two different K-points that one has to consider as an additional degree of
freedom in the effective theory. Unlike other materials with more than one valley, like silicon,
the K-points in graphene can be coupled upon confining the quasiparticles. This coupling in
turn has important consequences on the observable properties of graphene structures, since
the (effective) time reversal symmetries of the system are strongly affected by the valley
coupling. Hence, the second part of this chapter is devoted to the antiunitary symmetries of
the effective Dirac Hamiltonian, the boundary conditions for Dirac fermions in graphene, and
their connection to each other. We discuss the three antiunitary symmetries that are relevant
for our work. Two of them can be considered as (effective) time reversal symmetries that
reverse the momentum of a state measured from the Γ-point and the K-points, respectively.
The third maps states from the two K-points onto each other and leads to their degeneracy.
Then we introduce the three most common boundary conditions for graphene structures in
the effective theory, namely zigzag, armchair, and infinite mass edges. We present projection
operators that can be used to formulate the boundary conditions in a very convenient way.
Furthermore, we discuss the effect of the different edge types on the antiunitary symmetries.
2.1 Lattice structure and effective Hamiltonian
2.1.1 Graphene lattice and band structure
The real-space graphene lattice is a honeycomb lattice, i. e. a two-dimensional hexagonal
arrangement of carbon atoms as depicted in Fig. 2.1 a). The underlying Bravais lattice is
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: sublattice A
: sublattice B
A
B
b)a)
Figure 2.1: a) Lattice structure and unit cell of bulk graphene. The lattice constant is a ≈ 0.246 nm,
while ann = a/
√
3 is the distance between two nearest-neighbor atoms. The basis vectors a1 and a2
span the primitive unit cell that contains one A-atom (blue) and one B-atom (red). b) First Brillouin
zone of the reciprocal graphene lattice. Roughly speaking, only one third of each of the six corner points
lies within the Brillouin zone (upper picture). Since three corners with the same color are connected
by the primitive reciprocal lattice vectors b1 and b2, we can combine them to give effectively two
points K (orange) and K ′ (green).
triangular with two basis atoms referred to as A and B. The primitive unit cell is spanned
by the basis vectors
a1 =
a
2
(
1√
3
)
and a2 =
a
2
(−1√
3
)
, (2.1)
where a = |a1| = |a2| ≈ 0.246 nm is the lattice constant of graphene. With this convention,
the carbon atoms are localized at positions
RA = R+
1
3
(a1 + a2) and RB = R+
2
3
(a1 + a2) , (2.2)
with lattice vectorsR = na1+ma2 (n,m ∈ N). Alternatively one can consider the honeycomb
lattice as two triangular sublattices A and B, that are shifted against each other, e. g. by the
vector RB −RA = a/
√
3 yˆ.
We denote the basis vectors of the corresponding reciprocal lattice by b1 and b2. They
fulfill the relations
ai · bj = 2piδij , (2.3)
and hence we can choose
b1 =
2pi
a
(
1
1/
√
3
)
, b2 =
2pi
a
(
1
−1/√3
)
. (2.4)
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It follows that the first Brillouin zone is again a regular hexagon with a side length of
K = 4pi/3a, which is also the distance of the corners of the Brillouin zone from the Γ-point,
as shown in Fig. 2.1 b). The corners of the first Brillouin zone are referred to as K-points of
the reciprocal lattice. Since the primitive reciprocal lattice vectors b1 and b2 connect each
corner with two others, only two of them are non-equivalent. Therefore it is sufficient to
define two K-points [cf. Fig. 2.1 b)], for example
K =
(
K
0
)
, K′ =
(−K
0
)
. (2.5)
Within a single-orbital tight-binding model that takes into account one electron in a pz or-
bital per carbon atom and up to next-nearest-neighbor hopping, the electronic band structure
of graphene has been derived already more than sixty years ago [1]. Here we sketch briefly
the derivation for the nearest-neighbor model and refer the reader to Refs. [1, 2, 3, 59, 60]
for details. Due to the translational invariance of the extended graphene lattice, a crystal
momentum k can be assigned to each energy eigenfunction. Then the Schro¨dinger equation
reads (
pˆ2
2me
+ V (xˆ)
)
Ψ(k,x) = E(k)Ψ(k,x) , (2.6)
where V is the lattice-periodic potential originating from the positively charged carbon ions,
and me is the free electron mass. In tight-binding approximation, Ψ is expanded in terms of
the Bloch functions
ΦA/B(k,x) =
1√
N
∑
RA/B
eik·RA/B pz(x−RA/B) , (2.7)
where pz(x) is the orbital wavefunction of the carbon 2pz orbital and N is the number of
lattice sites. Then we have
Ψ(k,x) = CA(k)ΦA(k,x) + CB(k)ΦB(k,x) , (2.8)
which, by construction of the Bloch functions, fulfills Ψ(k,x + R) = exp(ikR)Ψ(k,x) for
any lattice vector R. With this one can then show that in nearest-neighbor approximation
[59, 60] [(
ε0 −tf(k)
−tf∗(k) ε0
)
− E(k)
(
1 sf(k)
sf∗(k) 1
)](
CA
CB
)
(k) = 0 , (2.9)
with the on-site energy ε0, the dimensionless overlap parameter s, the nearest-neighbor hop-
ping matrix element t ≈ 2.5− 3.0 eV and
f(k) = 1 + e−ik·a1 + e−ik·a2 . (2.10)
In order to obtain a nontrivial solution to Eq. (2.9), we demand that the matrix of coefficients
has a vanishing determinant. With that we get for the dispersion relation in nearest-neighbor
tight-binding approximation
E±(k) =
0 ± t|f(k)|
1∓ s|f(k)| . (2.11)
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Figure 2.2: Band structure of extended graphene in the first Brillouin zone obtained from the
dispersion relation in nearest-neighbor tight-binding approximation (2.11) for ε0 = 0 and s = 0.08.
The touching points of the two pz bands, i. e. the six corners of the Brillouin zone, coincide with the
Fermi points when no external potentials are present. Close to the touching points, the dispersion
is approximately linear. In this regime the quasiparticle dynamics is described by the effective Dirac
Hamiltonian (2.17).
We plot the corresponding band structure in Fig. 2.2. Neglecting the electron spin, there are
two bands due to the two orbitals per unit cell. The bands are touching each other at the
corners of the first Brillouin zone, since f(K) = f(K′) = 0. As there are two conduction
electrons per unit cell, the lower band is completely filled, while the upper band is completely
empty. This means that, without any external potentials, the Fermi energy EF lies exactly at
the touching points. ThereforeK andK′ are the Fermi points in this case, and thus graphene
is sometimes denoted as semi-metal with zero band overlap or zero-gap semiconductor. Often,
graphene flakes are fabricated on top of a highly doped silicon substrate, with an insulating
oxide layer in between. In this case the silicon can be used as a back gate and the Fermi energy
in the graphene flake can be tuned by changing the back-gate voltage. In this way one can
easily move the Fermi energy from the conduction band into the valence band, i. e. switch from
the electron to the hole regime, and vice versa. This is not possible in ordinary semiconductor
systems, since in these materials conduction and valence band are usually separated by a gap
in the order of electron volts.
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2.1.2 Effective Dirac Hamiltonian
We derive now an effective Hamiltonian to describe the quasiparticle dynamics in graphene
at low energies, i. e. close to the K-points, that are also denoted as valleys because they mark
the positions of the minima (maxima) of the conduction (valence) band. We introduce the
valley index τ = ±1 and write
Kτ = K
(
τ
0
)
, (2.12)
with K = K+1 and K
′ = K−1. Further, we consider a momentum p and a corresponding
crystal momentum k next to one of the K-points
k =Kτ + p/~ . (2.13)
For small p, we expand Eq. (2.9) for each valley to leading order in (pa/~) and get immediately
an effective equation that couples the A- and B-parts of the wavefunctions, namely
vF
(
0 px − ipy
px + ipy 0
)
Ψτ = EΨτ , (2.14)
where vF =
√
3at/2~ ≈ 106m/s is the constant Fermi velocity, and we have replaced the
Bloch coefficients according to(
CA
CB
)
→ Ψτ , Ψ+1 =
(
ψA
ψB
)
, ψ−1 =
(−ψ′B
ψ′A
)
. (2.15)
In position space, the momenta in Eq. (2.14) are replaced by the corresponding differential
operators and the ψτ are related to the k-dependent CA/B via Fourier transform [61]. The
effective wave equation (2.14) represents a Dirac equation for massless fermions with (pseudo-)
spin 1/2 in two dimensions. This correspondence has been recognized first by DiVincenzo
and Mele [4] and Semenoff [5]. Note that the spinors Ψτ are not the full wavefunctions,
since they are obviously not solutions of the original Schro¨dinger equation (2.6). Rather
they are slowly oscillating envelope wavefunctions, that have to be multiplied with the Bloch
functions [cf. Eq. (2.8)], which oscillate on the lattice scale 1/K ∼ a, in order to solve Eq. (2.6).
The effective Dirac Hamiltonian in Eq. (2.14) has the same form in both valleys, which is a
consequence of the specific choice of the spinors in Eq. (2.15). It will prove useful later to
work in a four-dimensional basis, taking into account contributions from both valleys at the
same time. Therefore we define the spinor Ψ as
Ψ =
(
ψA, ψB ,−ψ′B , ψ′A
)t
(2.16)
and finally end up with the 4×4 equation HΨ = EΨ, where the effective Dirac Hamiltonian
that describes low-energy quasiparticles in graphene, is given by
H = vF τ0 ⊗ σ · p . (2.17)
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The Pauli matrices σ represent the sublattice degree of freedom, while the Pauli matrices τ
correspond to the valley degree of freedom. The corresponding unit matrices are denoted by
σ0 and τ0, respectively. To be more specific, eigenstates of σz are located exclusively on one
sublattice, while eigenstates of σx or σy have equal density on both sublattices. In the same
manner, eigenstates of τz consist of contributions from one valley only, while eigenstates of
τx or τy are mixtures of contributions from both valleys. We will use the valley isotropic [62]
form of the Dirac Hamiltonian (2.17) throughout the remainder of this thesis. Furthermore,
we will mostly omit the unit matrices τ0 and σ0. Considering an infinitely extended graphene
sheet without any further potentials, i. e. in terms of the continuum model free massless Dirac
particles, it is easily verified that
Ψ±0 (x) =
(
α,±α eiϕk , β,±β eiϕk)t eik·x (2.18)
are eigenstates of the Hamiltonian (2.17) with energies E± = ±~vF |k| = ±~vFk, and nor-
malization constants α and β. Here k is an arbitrary momentum vector measured relative to
the K-points and ϕk is its orientation in reciprocal space
cosϕk = kx/k , sinϕk = ky/k . (2.19)
The spinors in Eq. (2.18) are eigenstates of the sublattice pseudospin in the direction of k,
i. e. of the so-called chirality operator:
σ · k
k
Ψ±0 (x) = ±Ψ±0 (x) . (2.20)
In other words, the corresponding quasiparticles are chiral fermions. Note that here the
chirality does not depend on the valley, but only on the sign of the energy, i. e. the chirality
is positive for particles and negative for holes. This is due to our convention (2.16). Another
commonly used convention is
Ψ˜ =
(
ψA, ψB , ψ
′
A, ψ
′
B
)t
= UΨ , (2.21)
with the unitary transformation
U = 1
2
(τ0 + τz)⊗ σ0 + i
2
(τ0 − τz)⊗ σy . (2.22)
The corresponding transformed Hamiltonian
H˜ = UHU† = vF τz ⊗ σxpx + vF τ0 ⊗ σypy (2.23)
is not valley isotropic, and the free solutions are given by
Ψ˜±0 (x) =
(
α,±α eiϕk ,∓β e−iϕk , β)t eik·x . (2.24)
These are now eigenvalues of the operator τz⊗σ ·k/k, i. e. the chirality depends on the valley
in the transformed basis.
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Furthermore the states Ψ±0 undergo a sign change upon rotation of the momentum direction
by 2pi. To see this, we consider the operator
R(δϕ) = τ0 ⊗ eiδϕ/2σz , (2.25)
which rotates the momentum direction by δϕ and also leads to an overall phase of −δϕ/2:
R(δϕ)Ψ±0 (x) = e−iδϕ/2
(
α,±α eiϕk+δϕ, β,±β eiϕk+δϕ
)t
eik·x . (2.26)
This geometrical (Berry) phase has indeed important measurable effects, e. g. it is responsible
for the so-called half-integer step sequence in the quantum Hall effect [10, 11] and the weak
antilocalization correction to the quantum conductance of weakly disordered bulk graphene
[63, 64].
Before we discuss the boundary conditions on the effective Dirac equation that are neces-
sary to study confined systems, we briefly address the connection of the spinor Ψ with the
wavefunctions in the discrete tight-binding model. Since the Bloch theorem is valid only
for periodic systems, the wavefunctions Ψ(k,x) from Eq.(2.8) are not solutions for confined
systems or in the presence of additional potentials. However, the eigenfunctions can always
be expressed as superposition of the Ψ(k,x)
Ψ(x) =
∫
dkF (k)Ψ(k,x) , (2.27)
with some momentum distribution F (k). In tight-binding approximation it is mostly assumed
that the pz orbitals at different lattice sites form an orthonormal set [61], i. e.
Ψ(x) =
∑
α=A,B
∑
Rα
ψtb(Rα) pz(x−Rα) , (2.28)
with the tight-binding wavefunctions ψtb(Rα), which can be interpreted as the probability
amplitudes for the electrons to be close to the atomic site at Rα. These in turn are for low
energies related to the spinor entries from the effective theory via [61]
ψtb(Rα) = e
iK·Rαψα(Rα) + e
iK′·Rαψ′α(Rα) . (2.29)
We stress that, in general, contributions from both valleys are important, depending on the
particular problem.
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2.2.1 Antiunitary symmetries of the effective theory
Universality classes
Apart from the unitary symmetries, as there are in graphene e. g. the spatial symmetries of
the underlying hexagonal lattice, i. e. the sixfold rotational symmetry, the inversion symme-
try, and the mirror symmetries, physical properties of a system can also be affected by the
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existence of antiunitary symmetries. An operator T is denoted antiunitary if
〈α|T †T |β〉 = 〈α|β〉∗ = 〈β|α〉 (2.30)
for arbitrary states |α〉, |β〉. The complex conjugation C is one example. It is clear that the
product of two antiunitary operators, in particular U = T C, is unitary, because
〈α|(T C)†T C|β〉 = 〈Cα|T †T |Cβ〉 = 〈Cα|Cβ〉∗ = 〈α|β〉 . (2.31)
But since the complex conjugation is an involution, i. e. C2 = 1, we have
T = T CC = UC . (2.32)
This means that any antiunitary operator can be constructed from a unitary operator and
the complex conjugation. Depending on its antiunitary symmetries, a system can be assigned
to certain universality or symmetry classes.
A system described by a Hamiltonian H and having an antiunitary symmetry correspond-
ing to an operator T , i. e. [T ,H] = 0, belongs to the orthogonal universality class if T 2 = 1.
By constructing a T -invariant basis set, the Hamiltonian becomes real in this case with-
out being diagonalized (see e. g. p. 20 in Ref. [65]). This means that the system is invariant
under orthogonal transformations, in that they leave the Hamiltonian real and conserve its
eigenvalues.
On the other hand, if [T ,H] = 0 and T 2 = −1, Kramers’ theorem ensures that the energy
spectrum is degenerate. This can be seen immediately, as we have for an arbitrary state |α〉
in this case
〈α|T α〉 = 〈α|T †T T |α〉∗ = −〈T α|α〉∗ = −〈α|T α〉 . (2.33)
Therefore 〈α|T α〉 = 0, i. e. |α〉 and its partner state |T α〉 are orthogonal. Since T and H
commute, this means that, if |α〉 is an eigenstate of H with eigenvalue E, then |T α〉 is another
eigenstate with the same eigenvalue. In other words, the spectrum of H is degenerate. In
this case the Hamiltonian has a structure that is denoted quaternionic real [65]. Symplectic
transformations conserve both, the eigenvalues and the quaternionic real structure of H [65],
and therefore the corresponding universality class is called the symplectic class.
Systems that do not have any antiunitary symmetry belong to the unitary class, since
unitary transformations conserve the hermiticity and the eigenvalues of H. In fact, seven
more symmetry classes exist (three ‘chiral’ and four ‘superconducting’ classes), however they
are not relevant for this work.1 The three classes introduced above will be important for
our further discussion. Random Matrix Theory (RMT) delivers predictions about statistical
properties of physical systems, which depend in principle only on the specific universality
class, and not on the details of the system. In RMT, e. g. Hamiltonians or scattering matrices
are replaced by random matrices, with the constraint that they have to be members of
1In fact the Dirac Hamiltonian (2.17) is chiral, cf. Eq. (2.20), and thus at zero energy the chiral classes are
in principle relevant. However, for finite energies that we consider in this thesis, the chiral and the normal
classes lead to the same results [66, 67].
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the universal ensemble associated with the symmetry class of the system, i. e. in our case
the corresponding orthogonal, symplectic, or unitary ensemble. For an introduction to the
topic consider Refs. [65, 68, 69]. The BGS (Bohigas, Gianoni, Schmit) conjecture states that
classically chaotic systems, which we study in Chaps. 4-6, are universally described by RMT
[70]. We want to mention however, that the assignment of a system to one of the classes
above is not always straightforward, as we will see several times during this thesis, when we
investigate the spectrum and the conductance of graphene structures. One simple example
is treated now, namely bulk graphene without short-range scattering potentials.
Bulk graphene
We consider the idealized case of an infinitely extended sheet of graphene. For now, we focus
on unitary operations in the sublattice and valley pseudospin spaces. From these we can
construct four antiunitary operators that commute with the Hamiltonian (2.17), namely
Ti = τi ⊗ σy C with i ∈ {0, x, y, z} . (2.34)
It is straightforward to check that
T 2i =
{
+1 if i = y ,
−1 else . (2.35)
Usually the Ti are denoted as (effective) time reversal symmetries (TRS). However, the real
physical TRS corresponding to the operation t → −t is given by Ty. One can see this by
considering the tight-binding wavefunctions, which contain the fast oscillations from the K-
points explicitly, and performing the time reversion by hand. Since for the full time-dependent
Schro¨dinger equation, time reversion corresponds to complex conjugation, we act with C on
the wavefunction (2.29)
Cψtb(Rα) = eiK′·Rαψ∗α(Rα) + eiK·Rαψ′∗α (Rα) . (2.36)
Here we have used that K′ = −K. Comparing the prefactors of the exponentials, we find
that for the four-spinor of the effective theory this is equivalent to the transformation(
ψA, ψB ,−ψ′B , ψ′A
)T → (ψ′∗A , ψ′∗B ,−ψ∗B , ψ∗A)T , (2.37)
which is accomplished (up to an irrelevant sign) by Ty. Therefore the real TRS is an orthog-
onal symmetry, as for spinless free electrons. The operator Ty inverts the direction of the
momentum and at the same time switches the valleys.
Also Tx plays an important role, namely it ensures the degeneracy of the two valleys.
Assume Ψ is a state in valley K, then TxΨ is in valley K′ and they are orthogonal due
to Kramers’ theorem. This means that, if eigenstates exist that ‘live’ only in one valley,
the valleys are independent subsystems with the same energy spectrum. In this case, even
though the symmetry Ty is not broken, it is effectively irrelevant because it connects states
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Figure 2.3: Geometrical conventions and notations used throughout this thesis. A ballistic graphene
flake is mathematically described by the effective Hamiltonian (2.17) on a two-dimensional domain V
and appropriate boundary conditions on the surface of this domain ∂V . Points within V are labeled
with Latin characters, while Greek characters stand for points on the boundary ∂V . The orientation
of the normal and tangential vectors at a boundary point α, nα and tα = nα × zˆ, respectively, are
defined as shown.
from different valleys. If a magnetic field B is applied to the system, the valley index is still
a good quantum number, but [Tx,H(B)] 6= 0 and thus the valley degeneracy is lifted [40, 71].
In bulk graphene the valleys are usually decoupled if short-range scattering potentials like
vacancies are absent [72].
The operator T0 has exactly the same form as the TRS operator for electrons with spin 1/2
and broken spin inversion symmetry (e. g. by spin-orbit coupling terms in the Hamiltonian),
where the spin operators take the place of the sublattice pseudospin operators in graphene.
In systems without intervalley scattering, T0 can serve as an effective TRS: It inverts the
direction of the momentum without switching the valleys and therefore results in an inver-
sion of the sublattice pseudospin, too. This leads for example to the phenomenon of weak
antilocalization in the average conductance of large, disordered graphene flakes. We will see
later that for most systems in which edges play a role, T0 not conserved. There is, however,
an interesting exception, which we discuss in the following subsection and in Chap. 7.
The remaining symmetry Tz is not of interest for us. For decoupled valleys it is identical
to T0, and for coupled valleys it is not conserved, so that we do not consider Tz further.
2.2.2 Boundary conditions for Dirac fermions in graphene
In this dissertation we concern ourselves with graphene nanostructures with a phase coherence
length that is larger than the size of the system. In conventional two-dimensional electron
gases (2DEGs), as realized in semiconductor heterostructures, the charge carriers can be
confined by the application of side or top gate voltages. Such voltages shift the Fermi energy
locally from the conduction or valence band into the gap of the spectrum. In this way
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they define an effective system boundary where electrons are reflected from, and hence are
confined. Such electrostatic potentials do, however, not necessarily confine massless Dirac
electrons in graphene, as the corresponding energy spectrum does not have a gap. Instead,
the Fermi energy can only be shifted from the conduction band into the valence band or
vice versa, and electrons can be transmitted into the gated region. Under normal incidence
even perfect transmission is possible. In the literature this phenomenon is known as Klein
tunneling [46] and has been investigated theoretically [73, 74, 75] and experimentally by
studying the conductance of graphene p-n junctions [76, 77]. Especially for graphene billiards
with classically chaotic counterpart, that are the focus of Chaps. 4 - 6, electrostatic potentials
cannot act as confinement [42]. Because of the (partial) transparency of electrostatic barriers
for charge carriers in graphene, electrons or holes in graphene nanostructures or flakes are
expected to scatter from the edges that eventually terminate the graphene lattice. Therefore,
we focus now on the relevant boundary conditions for the effective Dirac Hamiltonian. First
we introduce several definitions and notations. We define a graphene structure in general
as a two-dimensional domain V with a boundary ∂V. Throughout this thesis, we use Latin
letters for points that lie within the system and Greek letters for points on the boundary. The
vectors nα and tα = nα × zˆ represent the normal vector at the boundary point α pointing
towards the interior of the system and the tangential vector, together forming a right-handed
coordinate system, as shown in Fig. 2.3.
At a given boundary point α, every energy independent boundary condition on the four-
spinor Ψ can be written as a projection of the sublattice and valley pseudospin into an
α-dependent direction [78]
PαΨ|α = 0 ⇔ MαΨ|α = Ψ|α with Pα = 1
2
(1−Mα) , (2.38)
where Pα is a hermitian projection matrix
P†α = Pα , P2α = Pα . (2.39)
This means that Mα is a hermitian involution:
M†α =Mα , M2α = 1 . (2.40)
During the course of this thesis we are going to deal with several boundary conditions, ex-
pressed through different matrices Mα. The most commonly considered boundaries are the
zigzag, the armchair, and the infinite mass edge. More special boundary conditions result
from zigzag edges in the presence of edge potentials. Here we discuss a scalar edge potential
that allows for an approximate inclusion of next-nearest-neighbor effects on the zigzag edge
state. In Chap. 6 we consider a spin-dependent mass potential at the edges, which models the
magnetization of the zigzag edge state. In the following we give an overview of the different
types of edges, present the specific forms of Pα, and discuss the interplay of the boundary
conditions with the antiunitary symmetries of H.
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Zigzag edges
When the graphene lattice is terminated along a line including an angle of 0◦, 60◦, or 120◦ with
the x-axis, the resulting edge is of zigzag type, as depicted in Fig. 2.4 a). The outermost row of
atoms contains solely atoms of either A- or B-type, and the orientation of the edge determines
the sublattice. We consider a piece of graphene that has a zigzag edge along the line y = y0
and is extended for y ≥ y0, i. e. the last row of atoms at the edge contains only B-type atoms.
In this case, the microscopic boundary condition is that the tight-binding wavefunction (2.29)
vanishes on the (missing) A-type sites of the outermost unit cells [25, 79, 80]. For convenience
we define y = y0 to be the position of these fictional A-sites, i. e. the actual graphene lattice
begins at y = y0 + a/
√
3. Then the boundary condition reads
eiKx ψA(x, y0) + e
−iKx ψ′A(x, y0) = 0 ∀x . (2.41)
Since this has to hold for all x, ψA and ψ
′
A have to vanish individually
ψA(x, y0) = ψ
′
A(x, y0) = 0 ∀x , (2.42)
while ψB and ψ
′
B are not directly affected by the boundary condition.
2 In terms of the
four-spinors we can reformulate Eq. (2.42) as

ψA
ψB
−ψ′B
ψ′A


y=y0
=


−ψA
ψB
−ψ′B
−ψ′A


y=y0
=


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1


︸ ︷︷ ︸
M=−τz⊗σz


ψA
ψB
−ψ′B
ψ′A


y=y0
, (2.43)
where we can directly read off the matrix M that occurs in Eq. (2.38). In the same way one
can derive the boundary conditions also for other orientations of the zigzag edge. Eventually,
the only difference in the boundary conditions results from the sublattice that is present at
the edge, namely we find:
Pzz = 1
2
(1± τz ⊗ σz) , (2.44)
where the lower sign corresponds to an A-terminated edge and the upper sign to a B-edge. The
boundary matrix (2.44) projects the sublattice pseudospin at the zigzag edge into positive
or negative zˆ-direction. This corresponds to the original demand that the wavefunction
has to vanish on one sublattice. Furthermore, also the valley pseudospin is projected into
±zˆ-direction, i. e. zigzag edges allow for valley-polarized states. In other words, Pzz is diagonal
in the valleyspin space, and thus the valleys are not mixed upon scattering from a zigzag
edge.
In view of the the (effective) TRS, we consider the symmetry operations and find
0 = [Ty,Pzz] = [Tx,Pzz] 6= [T0,Pzz] . (2.45)
2The effective Dirac equation couples the sublattices, and therefore ψB and ψ
′
B are affected indirectly.
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This means that the intervalley TRS Ty and the valley degeneracy Tx are preserved. On the
other hand the intravalley TRS T0 is broken. We discuss some of the consequences of the
latter symmetry breaking in Chaps. 4, 5 and 7.
Zigzag edges and next-nearest-neighbor hopping
For the derivation of the effective Hamiltonian in Eq. (2.17) we have considered only nearest-
neighbor (nn) hopping in the tight-binding model. In principle, this is a very good approxima-
tion for low energies, because next-nearest-neighbor (nnn) hopping gives rise to contributions
of second and higher order in ka and thus the nn hopping dominates as ka 1. Nevertheless,
it has been shown in Ref. [61] that the inclusion of nnn hopping in the graphene tight-binding
Hamiltonian has important consequences on the properties of the so-called zigzag edge states.
These states exist for very low energies and are localized at zigzag edges with an exponential
decay of the wavefunction away from the edge [25, 79, 81, 82, 83]. In reference [84] the authors
show that, to leading order in ka, the only effect of nnn hopping on the effective Hamiltonian
is an additional potential that is present solely on edge atoms.3 For states in the bulk of a
graphene flake the influence of nnn hopping is thus minor, while the zigzag edge states are
strongly affected by the edge potential. Not only do they gain a finite velocity, as opposed to
the case without nnn hopping, but also the current profile in a graphene ribbon with zigzag
edges is qualitatively altered [61] (see also App.A.2).
As an example, we consider again a single B-type zigzag edge with y0 = 0, so that the first
row of (B-type) atoms is located at y1 = a/
√
3. The corresponding additional term in the
effective Hamiltonian due to nnn hopping is then [84]
Hnnn = −t′~vF
2
δ(y − y1)(1 − τz ⊗ σz) , (2.46)
where t′  1 is the ratio of the nnn and nn hopping constants in the tight-binding model.
The projection term (1 − τz ⊗ σz) ensures that the potential is located on the sublattice B
only.
We derive now an effective boundary condition for this situation by wavefunction matching
at y = y1. Due to the translational invariance along the x-direction, the Bloch theorem implies
that eigenstates can be written as
Ψ(x, y) = ψ(y)eikx , (2.47)
and with the definition kE = E/~vF , the Dirac equation (2.14) gives for the y-dependent part
kEψA(y) = kψB(y)− ∂ψB
∂y
(y) , (2.48)
kEψB(y) = kψB(y) +
∂ψA
∂y
(y)− t′δ(y − y1)ψB(y) , (2.49)
3There is also an irrelevant constant overall shift in the energy, which we omit.
26 Graphene and effective Dirac theory
b)
: sublattice A
: sublattice B
a)
B-AA-B
A
B
A A
B B
B-AA-B
B-A A-B
Figure 2.4: Zigzag and armchair type edge terminations of the honeycomb lattice. a) In the zigzag
case, each edge is built from atoms of one sublattice only. Following the circumference of a regular
zigzag hexagon, the sublattice switches at every side. b) In the armchair case, both sublattices are
present at each edge. However, the ordering of the atoms within each edge dimer can be A-B or B-A
with respect to the tangential direction.
where we consider the valley τ = +1. We integrate these equations over a small window
[y1 − ε, y1 + ε] around the potential and take the limit ε → 0 afterwards. Assuming that ψ
has at most a finite discontinuity at y1, we obtain from Eq. (2.48)
lim
ε0→0+
[ψB(y1 + ε)− ψB(y1 − ε)] = 0 . (2.50)
This means that the B-part of the spinor is continuous. Thus, we divide Eq. (2.49) by ψB(y)
before we integrate over y and get
t′ = lim
ε→0+
y1+ε∫
y1−ε
dy
1
ψB(y)
∂ψA
∂y
(y) = lim
ε→0+
[
ψA(y1 + ε)
ψB(y1 + ε)
− ψA(y1 − ε)
ψB(y1 − ε)
]
, (2.51)
using integration by parts. This means that, in contrast to ψB , the A-part of the spinor has
a finite discontinuity at y = y1. For y < y1 we use the actual zigzag boundary condition,
ψA(0) = 0, which leads to the known expressions for the wavefunctions for y < y0 [80, 85]
ψA(y) = α sin(qy) ,
ψB(y) =
α
kE
[ik sin(qy) + q cos(qy)] . (2.52)
Here k and q are the longitudinal and transverse momenta, respectively, and α is a normaliza-
tion constant. Since the effective Dirac equation is valid for momenta that are much smaller
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than 1/a, we approximate kEa, qa, ka ≈ 0 to get
lim
ε→0+
ψA(y0 − ε)
ψB(y0 − ε) =
kE sin(qa/
√
3)
ik sin(qa/
√
3) + q cos(qa/
√
3)
≈ 0 . (2.53)
Inserting this into Eq. (2.51) finally leads to the effective boundary condition
ψA
ψB
∣∣∣∣
y=y0
= t′ , (2.54)
in agreement with a result for similar edge potentials in Ref. [86]. While for edge states this
relation has been derived earlier in first order perturbation theory in t′ [61], the result (2.54)
holds in general, i. e. also for bulk states. In the very same way one derives the effective
boundary condition in the valley τ = −1 and also for A-terminated zigzag edges, finally
yielding the effective boundary condition matrix
Pzz(t′) = 1
2
(
1± τz ⊗ σz − it′σy ∓ t′τz ⊗ σx
)
. (2.55)
As before, the lower signs stand for A-terminated edges and the upper for B-termination. We
point out that the specific form of the boundary matrix is not unique, however as written in
Eq. (2.55), the limit t′ → 0 reproduces the case without nnn hopping, Eq. (2.44). In App.A.2,
we study the effect of finite t′ on the wavefunctions at a zigzag edge.
Considering the antiunitary symmetries, the behavior of Pzz(t′) is the same for zero and
finite t′. However, the Hamiltonian in Eq. (2.17) also possesses a unitary electron-hole sym-
metry, namely σz anticommutes with H:
σzHσz = −H . (2.56)
Thus, for every particle eigenstate Ψp with a given positive energy kE, it exists a hole eigen-
state Ψh = σzΨp with negative energy −kE. This symmetry is conserved only if nnn hopping
is neglected, otherwise it is broken, as we can see e. g. from Eq. (2.55), since the terms with
t′ do not commute with σz. We discuss the effect of this symmetry breaking on the density
of states in Sec. 4.1.
Armchair edges
The armchair edge is the second prominent type of boundary that results from termination
of the lattice along a line, namely when this line includes an angle of 30◦, 90◦, or 150◦ with
the x-axis, as depicted in Fig. 2.4 b). This means that every armchair orientation lies exactly
between two successive zigzag orientations and vice versa. In Ref. [87] the authors show
that for all other orientations, the edge can be approximately treated as a zigzag edge with
boundary matrices (2.44). We consider a flake with an edge such that the first row of atoms
is along the vertical line x = x0 + a/2 and the flake is extended for x ≥ x0. In contrast to
the zigzag case, both sublattices are present at an armchair edge, more precisely it consists
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of dimers with one A- and one B-atom each, as can be seen in Fig. 2.4 b). Consequently,
the boundary condition is that both A- and B-components of the tight-binding wavefunction
(2.29) have to vanish along the line x = x0 [79, 80]
eiKx0 ψA(x0, y) + e
−iKx0 ψ′A(x0, y) = 0 ∀y (2.57)
∧ eiKx0 ψB(x0, y) + e−iKx0 ψ′B(x0, y) = 0 ∀y . (2.58)
Note that this relates the contributions from both K-points to each other, in other words, the
armchair edge does couple the valleys. We can cast Eqs. (2.57) and (2.58) into the following
matrix equation for the four-spinors

ψA
ψB
−ψ′B
ψ′A

 =


− exp(−2iKx0)ψ′A
− exp(−2iKx0)ψ′B
exp(2iKx0)ψB
− exp(2iKx0)ψA

 (2.59)
=


0 0 0 − exp(−2iKx0)
0 0 exp(−2iKx0) 0
0 exp(2iKx0) 0 0
− exp(2iKx0) 0 0 0




ψA
ψB
−ψ′B
ψ′A

 ,
and after some modifications we identify the boundary matrix for an armchair edge at x0 as
Pac = 1
2
(
1± τye2iKx0τz ⊗ σt
)
. (2.60)
The sign depends on the orientation of the dimers at the edge with respect to the tangential
direction t [cf. Fig. 2.4 b)]. For orientations such that the order along t is B-A, as in the case
we have considered above, the upper sign is valid. In the other cases, when the order is
A-B, the lower sign has to be considered. The boundary matrix (2.60) projects the sublattice
pseudospin into a direction parallel or antiparallel to the tangent t. The valley pseudospin is
projected into a position-dependent direction that, however, always lies in-plane, i. e. there is
no preferred valley.
We now study the armchair edges in view of the antiunitary symmetries of H. It it
straightforward to show that, irrespective of x0,
0 = [Ty,Pac] 6= [Tx,Pac] . (2.61)
As expected, the intervalley TRS is preserved and the valley degeneracy is broken because
of the valley coupling. For T0, a more careful consideration is necessary, though. Namely, we
find that
[T0,Pac] = 0⇔ x0
a
mod
3
8
= 0 . (2.62)
This is due to the fact that if x0 fulfills the condition in Eq. (2.62), the matrix Pac contains no
valleyspin matrices other than τy. There are two situations in which (2.62) arises naturally.
The first is obviously if only a single armchair edge exists, because then one can shift the
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coordinate system arbitrarily, e. g. such that x0 = 0. The second is certain armchair graphene
nanoribbons, i. e. strips of constant width that are infinitely extended in one direction and
confined by two armchair edges in the perpendicular direction. Without loss of generality we
can assume x0 = 0 for one edge and x0 =W for the second edge. Then T0 is preserved if and
only if W is a multiple of 3 a/8. However, due to the microscopic structure of the graphene
lattice, W is always a multiple of a/2 [see for example Fig. 2.1 a)], so that the condition for
conserved T0 relaxes to
2W
3a
∈ N . (2.63)
It can be shown that in this case the ribbon is metallic, i. e its energy spectrum is gapless,
while otherwise the spectrum has a bandgap that scales inversely with W [25, 79, 80, 85].
We will therefore speak about ‘metallic boundary conditions’ for the cases in Eq. (2.62), and
about ‘semiconducting boundary conditions’ otherwise, even when we consider only individual
edges or more complicated structures.
Due to Kramers’ theorem, T 20 = −1 implies a degeneracy just as Tx does in the absence
of intervalley coupling. In order to gain a better understanding of this degeneracy, we rotate
the valleyspin space by pi/2 around the x-direction such that τy → τz, using the unitary
transformation
Rzy = exp
(
i
pi
4
τx
)
. (2.64)
By rotating the valley space we have constructed a new pseudovalley structure and we obtain
for the symmetries and the boundary matrix
T zyy = R†zyTyRzy = τy ⊗ σy C , (2.65)
T zyx = R†zyTxRzy = −iτ0 ⊗ σy C , (2.66)
T zy0 = R†zyT0Rzy = −iτx ⊗ σy C , (2.67)
Pzyac = R†zyPacRzy =
1
2
(
1± τze−2iKx0τy ⊗ σt
)
. (2.68)
From Eq. (2.68) we can read off that the metallic boundary conditions do not mix the pseu-
dovalleys but the semiconducting boundary conditions do so: In the former case only τz valley
matrices occur, while also in-plane valley matrices are present in the latter case. Furthermore,
we find that the intervalley TRS Ty is invariant under the rotation. On the other hand, T zyx
is now the effective intra(pseudo)valley TRS, but it is broken by all armchair edges. Finally,
T zy0 is preserved only for the metallic boundary conditions, ensuring the degeneracy of the
pseudovalleys in this case. We discuss the consequences of this pseudovalley structure on the
conductance of disordered nanoribbons in Sec. 7.1.
Infinite mass boundary conditions
While the boundary conditions for zigzag and armchair type edges are derived from micro-
scopic lattice terminations, one can also think about confining Dirac electrons by means of a
potential. For example semiconductor nanostructures like quantum dots, quantum wires, or
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Aharonov-Bohm rings are usually realized by scalar potentials that are produced by voltages
applied to top gates. These voltages deplete the the region in the 2DEG below the gates,
since the Fermi energy is locally shifted into the band gap. For Dirac electrons, however, it
is in principle not possible to confine them with a scalar potential. As mentioned before, the
reason is the lack of a gap in the bulk band structure and the resulting Klein tunneling.
However, if instead of a scalar potential we consider a potential
Vm(x) = τz ⊗ σzm(x) , (2.69)
which has a different sign on each of the two sublattices (due to the Pauli matrix σz), the
energy spectrum indeed has a (local) gap wherever m(x) is non-zero. Physically, such a
staggered potential can result e. g. from certain substrates, like boron nitride, that couple
differently to A- and B-sites [88, 89]. Moreover, we study in Chap. 6 effects of magnetic or-
dering at zigzag edges, which in mean field approximation takes the form of a spin-dependent
staggered potential. Considering the most simple case of a constant staggered potential,
m(x) = m0, the Hamiltonian can be easily diagonalized and the resulting eigenenergies are
E = ±
√
v2Fp
2 +m20 , (2.70)
as for massive Dirac particles with a rest mass of m0. Therefore a potential as in Eq. (2.69)
is denoted as mass term or mass potential. Since it leads to a gap of 2m0 in the spectrum,
such a mass potential can be used to effectively confine the Dirac electrons. We consider a
slightly more complicated mass term, namely the staggered step potential
m(x) =
{
0, if x ∈ V ,
m0, else .
(2.71)
In this case, the boundary conditions on the spinors in the interior of the domain V have been
derived by Berry and Mondragon almost 25 years ago [90], when they discussed the 2D Dirac
equation in order to describe confined neutrinos. They have shown that the requirement of
a vanishing particle current towards outside of the system leads to the relation
Ψ(α) = γ τz ⊗ σtαΨ(α) , (2.72)
where tα is the tangential direction at the boundary point α and γ depends on m0. Further-
more, they find for an infinitely large mass that
γ = ∓1 , for m0 → ∓∞ , (2.73)
leading to a boundary matrix
Pim = 1
2
(1± τz ⊗ σt) . (2.74)
The valleys are not mixed by the infinite mass edges and the effects on the antiunitary
symmetries are exactly as for zigzag edges
0 = [Ty,Pim] = [Tx,Pim] 6= [T0,Pim] . (2.75)
This means that also for infinite mass edges the intervalley TRS and the valley degeneracy
are preserved, while the intravalley TRS is broken.
2.3 Summary 31
2.3 Summary
In this introductory chapter we have discussed the basic properties of graphene that we need
for our further work. We have sketched the derivation of the effective continuum Hamiltonian
(2.17) that describes quasiparticles in graphene at low energies. It has the form of a Dirac
equation for fermions with zero rest mass in two dimensions, where, however, the spin is
replaced by a pseudospin corresponding to the sublattice degree of freedom. We have shown
that a second pseudospin degree of freedom appears for graphene, namely the valley pseu-
dospin, describing contributions from the vicinity of the two non-equivalent corner points of
the first Brillouin zone. The Dirac Hamiltonian (2.17) is of central importance for the rest
of this thesis. In the following chapter we derive the Green function of graphene structures
based on Eq. (2.17). This Green function in turn will be used extensively in Chaps. 4-6.
Secondly, we have introduced the most important graphene boundary conditions for the
Dirac Hamiltonian. We have presented them in a compact form in terms of a projection of
the two pseudospin degrees of freedom into directions that depend on the boundary type
[Eqs. (2.44), (2.55), (2.60), and (2.74)]. Also these projections will be used frequently in the
remainder of this thesis. Finally we have discussed the different boundary types in view of
the antiunitary symmetries of the Dirac Hamiltonian. In this respect the most important
statements are that both zigzag and infinite mass type edges break the effective intravalley
TRS T0 and that armchair edges break the valley degeneracy Tx. On the other hand, the
intervalley TRS Ty is preserved in all three cases. Further we have found that, even though
the original valleys are mixed, certain (combinations of) armchair edges lead to a preserved
pseudovalley structure, which we investigate further in Sec. 7.1.

CHAPTER 3
Green function for ballistic graphene structures
In this chapter we derive the Green function G of a ballistic graphene flake within the frame-
work of the effective Dirac equation. For this purpose we follow in principle the route of
Balian and Bloch, who derived expansions for the exact Green function and the density of
states for the Helmholtz equation in a closed three-dimensional domain of arbitrary shape
[91]. Each term in this expansion can be considered as the contribution from all Feynman
paths that hit the boundary of the system a specific number of times. Later this method has
been extended to various other types of systems and problems, including flexural vibrations
in elastic plates [92, 93], Andreev billiards [94], and Schro¨dinger billiards with spin-orbit
interaction [95, 96]. Also for the three-dimensional Dirac equation, a similar expansion has
been presented for so-called MIT bag model boundary conditions [97]. We derive an analog
expansion for graphene, including the two pseudospin degrees of freedom σ and τ , corre-
sponding to the sublattice structure of the hexagonal lattice and the contributions from the
two valleys. The exact Green function of a ballistic graphene flake is uniquely defined by
the corresponding equation of motion, i. e. by the effective Dirac equation, and appropriate
boundary conditions that have the form of local linear restrictions of the pseudospins at the
boundaries in the effective theory for graphene, as discussed in Sec. 2.2.2.
The second and major part of this chapter is then concerned with the Green function
in the semiclassical limit, i. e. for systems with a typical size L that is much larger than
the Fermi wavelength ∼ 1/kE (kE = E/~vF ). We derive an asymptotic expression for G,
taking into account only contributions of leading order in (kEL)
−1. The two dominating
contributions to G originate from the classical trajectories that exist in the system and from
short-range singularities due to quantum paths that hit the boundary several times close to
the same boundary point. The latter can be resummed, so that we have to consider only
the classical trajectories, but with renormalized reflections. Finally we obtain an expression
for the graphene Green function in the semiclassical limit in terms of a sum over all classical
trajectories, that is very similar to the well-known semiclassical Green function for the 2D
Schro¨dinger equation. The main difference to the Schro¨dinger case is a matrix propagator,
which describes the evolution of sublattice and valley pseudospin along each classical orbit.
A similar object occurs also in the semiclassical Green function for Schro¨dinger billiards with
spin-orbit interaction, where the dynamics of the real spin is described solely by a matrix
propagator along classical trajectories [98, 99, 100, 101].
We focus on ballistic systems here, i. e. we assume that the graphene flake is rather clean
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so that scattering from impurities, defects, etc., within the system can be neglected, and
scattering occurs only at the boundaries. In App.A.6 we show how weak potential disorder
in the interior of the flake affects the semiclassical result.
3.1 Multiple reflection expansion
We consider a graphene flake defined by the two-dimensional domain V, without scattering
potentials in the interior. Scattering of the charge carriers then occurs exclusively at the
edges of the flake. The system is fully described by the Hamiltonian H, Eq. (2.17), and the
boundary conditions on the wavefunctions at ∂V, see Eq. (2.38). The corresponding retarded
Green function in configuration space G(x,x′) fulfills the equation of motion[
kE + iη − H(x)
~vF
]
G(x,x′) = δ(x− x′) , (3.1)
in the interior of the system. Here we have introduced an infinitesimal positive imaginary
part of the momentum, η. For convenience we mostly absorb η into kE, rather than writing
it explicitly. In order to find a solution of (3.1) that fulfills the boundary conditions as well,
we write the Green function in terms of the eigenstate wavefunctions as
G(x,x′) =
∑
n
Ψn(x)Ψ
†
n(x′)
kE + iη − kn , (3.2)
which obviously fulfills Eq. (3.1), since HΨn = ~vFknΨn and the Ψn form a complete basis
set. In this notation it becomes clear that the Green function has to obey the boundary
condition
Pα lim
x→α
G(x,x′) = 0 (3.3)
for every boundary point α. We now parametrize the exact retarded Green function G as
the free retarded Green function G0, i. e. the Green function of extended graphene without
any boundary, plus a boundary correction that has the shape of a potential produced by a
yet unknown Dirac charge layer µ [91, 97, 102]
G(x,x′) = G0(x,x
′)−
∫
∂V
dσβ G0(x,β) iσnβ µ(β,x
′) . (3.4)
We have introduced the short notation σv ≡ σ ·v for an arbitrary vector v, and nβ is the
normal vector at the boundary point β. We note that the factor iσnβ has been included
for convenience only. The parametrization (3.4) fulfills Eq. (3.1) in the interior of V by
construction: The free Green function G0 does so by definition and the second term gives a
delta function δ(x − β) within the integral, which is always equal to zero, since β does not
lie in the interior but on ∂V. The function µ has to be determined such that Eq. (3.3) holds.
For this purpose we have a closer look at the free Green function. G0 is obtained by solving
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Eq. (3.1) with the boundary condition G(x,x′)→ 0 as x− x′ →∞. We formally invert the
defining equation (3.1) to obtain
G0(x,x
′) =
[
kE − H(x)
~vF
]−1
δ(x− x′) = (kE + i∇x · σ)−1 δ(x − x′)
= (kE − i∇x · σ) (k2E +∇2x)−1δ(x− x′) . (3.5)
Now we realize that the term (k2E+∇
2
x)
−1δ(x−x′) is nothing else but the free Green function
of the Schro¨dinger equation in two dimensions g0, i. e. the solution of
(k2E + iη˜ +∇
2
x) g(x,x
′) = δ(x − x′) (3.6)
with the boundary condition g(x,x′) → 0 as x − x′ → ∞. The free Green function g0 is
well-known (see e. g. Ref. [50]), namely
g0(x,x
′) = − i
4
H+0 (kE |x− x′|) , (3.7)
where H+0 denotes the zeroth order Hankel function of the first kind. With this we obtain
the following expression for the free graphene Green function
G0(x,x
′) = (kE − i∇x ·σ)g0(x,x′) = − i
4
(kE − i∇x ·σ)H+0 (kE |x− x′|) . (3.8)
The close relation of G0 to g0 will later prove very useful for the evaluation of the exact Green
function G.
Now we feed the result (3.8) into the ansatz (3.4), and find that the integrand has a
singularity at α = β in the limit x→ α [91], which has its origin in the logarithmic divergence
of H+0 (ξ) as ξ → 0. This singularity results in a finite discontinuity of G at the boundary,
namely, as shown in App.A.1,
lim
x→α
G(x,x′) = G0(α,x
′)−
∫
∂V
dσβ G0(α,β) iσnβ µ(β,x
′) +
1
2
µ(α,x′) . (3.9)
Together with the boundary condition (3.3) we obtain the inhomogeneous integral equation
for the charge layer µ
Pαµ(α,x′) = 2PαG0(α,x′)− 2
∫
∂V
dσβ PαG0(α,β) iσnβ µ(β,x′) . (3.10)
First we make the assumption that the charge layer is already projected into the subspace
given by the boundary condition, i. e.Pαµ = µ [102]. Then the integral equation becomes
µ(α,x′) = 2PαG0(α,x′)− 2
∫
∂V
dσβ PαG0(α,β) iσnβ µ(β,x′) . (3.11)
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x
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Figure 3.1: Schematic representation of a quantum path contributing to the Green function
G(x,x′). The black arrows stand for free propagations described by G0, while each red disk represents
a vertex of the form iσnαiPαi .
Since P2α = Pα, see Eq. (2.39), one realizes that a solution of Eq. (3.11) is automatically a
solution of Eq. (3.10), too, since the right-hand side of (3.11) is unchanged by a multiplication
with Pα from the left. The Green function is uniquely defined by the equation of motion,
Eq. (3.1), and the boundary condition, Eq. (3.3). Therefore the solution of Eq. (3.11) already
yields the correct Green function. The formal solution of Eq. (3.11) is obtained by iteration,
resulting in
µ(α,x′) = 2PαG0(α,x′)− 4
∫
∂V
dσβPαG0(α,β)iσnβPβG0(β,x′) + . . . . (3.12)
We insert this iterative solution into Eq. (3.4) and finally obtain the expansion for the exact
Green function of a ballistic graphene flake with arbitrary types of edges
G(x,x′) = G0(x,x
′) +
∞∑
N=1
GN (x,x
′) , (3.13)
where
GN (x,x
′) = (−2)N
∫
∂V
dσαN . . . dσα2dσα1G0(x,αN )iσnαNPαN (3.14)
. . . iσnα2Pα2G0(α2,α1)iσnα1Pα1G0(α1,x′) .
Following Balian and Bloch [91], we denote this result asmultiple reflection expansion (MRE),
since each term in this expansion can be considered as a series of free propagations, repre-
sented by the G0, that are connected by reflections at the boundary. Every reflection is
represented by a boundary-dependent projection Pαi and σnαi , a reflection of the sublattice
pseudospin across the normal axis. Note, however, that the reflections and the resulting paths
are not classical in any sense at this level, but quantum (Feynman) paths. The integrals over
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Figure 3.2: The colored lines show kEL as a function of the carrier density n = k
2
E
/2pi for different
typical system sizes (from bottom to top): L = 50 nm (red), 100 nm (blue), 200 nm (turquoise), 400 nm
(orange), 600 nm (green), and 1000 nm (violet). The solid black line is kEa. The approximate region
where both semiclassical approximation and Dirac equation are valid is shaded.
the boundary points correspond to a ‘summation’ over all quantum paths leading from x′ to
x. Figure 3.1 shows schematically an example of a quantum path with three reflections at
the boundary.
3.2 Green function in the semiclassical limit
With the MRE, Eq. (3.14), we have obtained a formalism that naturally relates the effects of
the graphene edges to any property that involves single particle Green functions. As written
in (3.14), the MRE is an exact expansion for the Green function of a graphene flake of
arbitrary shape ∂V. On the other hand, in a generic case the boundary integrals are extremely
complicated and do not allow for a detailed analytical investigation into physical properties.
However, often the experimentally realized structures are in the mesoscopic regime, i. e. their
typical sizes lie between that of microscopic objects (e. g. atoms or molecules) and macroscopic
bulk materials. The size L of these systems is usually large compared to the Fermi wavelength,
and thus an adequate approximation is to work in the semiclassical limit and to consider
physical properties only to leading order in (kEL)
−1. On the other hand, the Fermi wavelength
should be still large compared to the lattice constant a, to ensure the validity of the effective
Dirac theory. For mesoscopic graphene systems both requirements, large kEL and small kEa,
are well fulfilled over several orders of magnitude of the carrier density, as shown in Fig. 3.2.
First we consider the free Green function between two successive reflections G0(αi+1,αi).
Assuming that the distance between the arguments is of the order L, the scalar part of G0,
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i.e. the Hankel function, is in the semiclassical limit proportional to an exponential,
G0(αi+1,αi) ∼ H+0 (kE|αi+1 −αi|) ∼
exp(ikE|αi+1 −αi|)√
|αi+1 −αi|
. (3.15)
Therefore each term in the expansion (3.13) can formally be written as
GN (x,x
′) ≈
∫ N
A(x,αN ,x′) exp
[
ikEL(x,αN ,x′)
]
, (3.16)
where A contains the square root terms from Eq. (3.15) and all other scalar and matrix
prefactors, while the phase term L consists of the sum of distances |αi+1−αi|. Furthermore,
αN is the supervector containing all boundary points
αN = (αN ,αN−1, . . . ,α2,α1) . (3.17)
In Ref. [103], the authors show that, if ∂V is smooth, there exist two classes of leading order
contributions to the MRE. One is due to paths, for which all gradients of the phase term
vanish
∇αiL(x,αN ,x′) = 0 ∀i ∈ {1, 2, . . . , N} . (3.18)
We will see later that the corresponding paths are actually classical orbits in the sense that
they obey Snell’s classical law of reflection. These contributions are captured by evaluating
the boundary integrals in stationary phase approximation, where L is expanded to second
order around the stationary boundary points. We study these paths in Sec. 3.2.2. The other
class of contributions is due to paths, where the prefactor A of the exponential diverges.
From Eq. (3.15) we read off, that this is the case if and only if two consecutive reflection
points come close, i. e. at the short-range singularities for which
∃ i ∈ {1, 2, . . . , N − 1} : |αi+1 −αi| → 0 . (3.19)
These contributions cannot be captured within stationary phase approximation, thus we have
to treat them separately following a method described in Ref. [94]. The general idea is as
follows: For a given boundary point α, we consider all quantum paths where one reflection
occurs at α and one or more additional reflections occur very close to α. Then we resum all
these orbits by effectively renormalizing the free Green function or the boundary condition,
respectively, so that only one renormalized reflection at α has to be considered (see Fig. 3.3).
We do this in Sec. 3.2.1. Afterwards we use the resummed MRE and evaluate the remaining
boundary integrals in stationary phase approximation in Sec. 3.2.2. In this way we reduce
the multiple boundary integrals to a sum over classical orbits with renormalized reflections
that account for the short-range singularities, and thus we obtain the complete leading order
contribution to the Green function G.
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Figure 3.3: Schematic representation of the procedure to resum the short-range contributions to
G. Successive reflections that occur all in close vicinity to one boundary point α can give rise to
singularities in the amplitude in (3.16), A. The resummation results in only one effective reflection
with a renormalized boundary matrix P˜α.
3.2.1 Resummation of short-range processes
First we isolate the short-range singularities formally [94]. For a function f we define the
operator Iˆ as follows
Iˆf(α) =
∫
∂V
dσβ I(α,β)f(β) , (3.20)
with I(α,β) = 2PαG0(α,β) iσnβ , (3.21)
so that Eq. (3.11) reads
µ(α,x′) = 2PαG0(α,x′)− Iˆµ(α,x′) . (3.22)
Furthermore we divide I into a short-range part Is, corresponding to an integration close to
the singularity, and a long range part Il corresponding to an integration along the rest of the
boundary:
Is(α,β) = I(α,β) [1− w(α− β)] , (3.23)
Il(α,β) = I(α,β)w(α − β) , (3.24)
where w(α − β) is a smooth function that is zero, whenever α is close to β and goes to
one otherwise, so that integrating over β isolates the critical point β = α. Note that this
separation is only formal, in the sense that the specific form of w does not change the final
result. Then Eq. (3.22) leads to
(1 + Iˆs)µ(α,x′) = 2PαG0(α,x′)− Iˆl µ(α,x′) . (3.25)
With the definition Γˆ = (1ˆ + Iˆs)−1 we obtain
µ(α,x′) = 2ΓˆPαG0(α,x′)− Γˆ Iˆl µ(α,x′) . (3.26)
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b)a)
Figure 3.4: a) For the resummation of the short-range processes (and also for calculating the smooth
density of states in Chap.4) we work in plane approximation: For a given point α on the boundary
∂V , we approximate the boundary locally by the tangent at α and introduce a local coordinate
system with x and y along the tangential and normal direction, respectively. b) Notation in the local
coordinate system spanned by the tangent and the normal to the boundary at α. Corrections to the
approximation β ≈ (β, 0) are of subleading order in kEL.
In integral representation this reads
µ(α,x′) = 2
∫
∂V
dσβ Γ(α,β)PβG0(β,x′)−
∫
∂V
dσβ′
∫
∂V
dσβ Γ(α,β)Il(β,β′)µ(β′,x′) .
(3.27)
Both terms in this expression have a very similar structure: By defining
Zα(β,x′) = 2Γ(α,β)PβG0(β,x′) , (3.28)
we can write
µ(α,x′) =
∫
∂V
dσβ Zα(β,x′)−
∫
∂V
dσβ′
∫
∂V
dσβ Zα(β,β′)iσn
β′
w(β − β′)µ(β′,x′) . (3.29)
Note that in both terms the arguments of Z can be assumed not to lie close to each other.
For the left term this is evident because x′ is located in the interior of the system and β lies
on the boundary. For the right term, the separating function w ensures that the integral is
zero when β and β′ are close to each other. In this way we have separated all the short-
range contributions that are now collected in Γ. We note that the main contributions to the
integrals in Eq. (3.29) are due to points β that are close to α. To see this we write Γ formally
as an infinite sum
Γˆ = (1ˆ + Iˆs)−1 =
∞∑
n=0
(−Iˆs)n . (3.30)
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Since Iˆs is short-ranged, i. e. it leads to integrals around α, the β-integrals in Eq. (3.29) are
also dominated by the contributions close to α. Therefore we replace the boundary for these
integrals by a straight line along the tangent at α, see Fig. 3.4 a). This approximation, known
as ‘plane approximation’, is adequate for sufficiently smooth boundaries. To be more precise,
corrections to the plane approximation are of second or higher order in (kER)
−1, where R
is the local radius of curvature at the considered boundary point α [91, 94]. Considering
smooth surfaces, R is in the order of the system size L, hence it is justified to neglect the
curvature corrections. In a local coordinate system with the tangential and normal directions
at α denoted as x- and y-directions respectively, we write in plane approximation for a point
β close to α, β ≈ (β, 0), and for a point x′ far away from α we have x′ = (x′, y′), see
Fig. 3.4 b). Since β is close to α, we can also replace w(β − β′) by w(α − β′) in the second
term in Eq. (3.29), so that in plane approximation we get
µ(α,x′) ≈
∞∫
−∞
dβ Zα(β,x′)−
∫
∂V
dσβ′ w(α− β′)
∞∫
−∞
dβ Zα(β,β′)iσn
β′
µ(β′,x′) . (3.31)
Now we make use of the homogeneity of the boundary close to α. Introducing the partial
Fourier transform of a function f along the x-axes and its inverse as
f(k, y) =
∞∫
−∞
dx e−ikxf(x, y) , f(x, y) =
∞∫
−∞
dk
2pi
eikxf(k, y) , (3.32)
we can work in the resulting mixed representation, where we keep the spatial dependence in
the local y-direction, i. e. in the direction normal to the boundary at α, and replace the spatial
dependence on the local x-direction, i. e. along the tangent to the boundary, by a momentum
dependence. Then we have to calculate
∞∫
−∞
dβZα(β,x′) =
∞∫
−∞
dk eik(α−x
′)Zα(k,−y′) , (3.33)
with
Zα(k,−y′) = 2Γ(k)PαG0(k,−y′) . (3.34)
Here we employed the convolution theorem and used the homogeneity of the boundary,
namely that
Γ(α,β) = Γ(α− β, 0) , G0(β,x′) = G0(β − x′,−y′) . (3.35)
Starting from the free Green function in full momentum representation
G0(k
′) =
(
kE − σ · k′
)−1
=
kE + σ · k′
k2E − k′2
, (3.36)
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we calculate the free Green function in mixed representation:
G0(k, y
′) =
∞∫
−∞
dx′ e−ikx
′
G0(x
′) =
∞∫
−∞
dx′ e−ikx
′
∫
dk′
(2pi)2
eik
′·x′ G0(k
′) (3.37)
=
∫
dk′
(2pi)2
∞∫
−∞
dx′ ei(k
′
x−k)x
′
︸ ︷︷ ︸
2piδ(k′x−k)
eik
′
yy
′ kE + σ · k′
k2E − k′2
=
∞∫
−∞
dk′y
2pi
eik
′
yy
′ kE + kσtα + k
′
yσnα
k2E − k2 − k′2y
.
The remaining integral is solved by means of the residue theorem and we obtain
G0(k, y
′) = −e
−a(k)|y′|
2a(k)
[
kE + kσtα + i sgn(y
′) a(k)σnα
]
, (3.38)
with
a(k) =
√
k2 − k2E . (3.39)
Due to the infinitesimal imaginary part of kE, the square root has always a finite real part.
The branch has to be chosen such that Re a(k) > 0. We note that the expression (3.38) for
G0 in mixed representation also holds true for y
′ = 0, when we identify sgn(0) = 0, in this
case leading to
G0(k, 0) = −(kE + kσtα)
2a(k)
. (3.40)
With that we can write for Γ−1 = 1 + Is in Eq. (3.34)
Γ−1(k) = 1− i2Pα (kE + kσtα)
2a(k)
σnα . (3.41)
In order to evaluate Eq. (3.33), we have to perform the inversion in Eq. (3.41). To this
end we use the explicit form of the boundary condition at the point α. Here we perform the
calculation for the three most common boundary conditions, namely those for armchair edges,
infinite mass type boundaries, and zigzag edges. In App.A.2.2 we perform the corresponding
calculation for a model that describes zigzag edges in the presence of next-nearest-neighbor
hopping.
Armchair and infinite mass boundaries
Starting with armchair edges, we consider the boundary matrix of Eq. (2.60)
Pα = 1
2
(
1± τye2iKxατz ⊗ σtα
)
. (3.42)
For the sake of simplicity, we omit the subscript α during the course of the calculation and
assume xα = 0, which does not change the results. Then we have
Γ−1(k) = 1− i
2a(k)
(1± τy ⊗ σt) (kE + kσt)σn
= 1− i
2a(k)
[kEσn + ikσz ± τy ⊗ (kσn + ikEσz)] . (3.43)
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For the inversion we make use of the formula for block matrices(
A B
−B A
)−1
=
(
Q−1 −Q−1BA−1
A−1BQ−1 A−1 −A−1BQ−1BA−1
)
, (3.44)
with Q = A + BA−1B. This relation holds for arbitrary quadratic blocks A and B, as long
as A has an inverse, as can be checked by matrix multiplication. In our case the blocks are
given by
A = 1− i
2a(k)
(kEσn + ikσz) , B =
∓1
2a(k)
(kσn + ikEσz) , (3.45)
leading to
Γ(k) = 1 +
i
2a(k)
[kEσn + ikσz ± τy ⊗ (kσn + ikEσz)] . (3.46)
This can be further simplified yielding
Γ(k) = 1 +
i
2a(k)
(kEσn + ikσz)(1∓ τy ⊗ σt) = 1 + i
a(k)
(kEσn + ikσz)(1− Pα) . (3.47)
Since in Zα, Eq. (3.34), the matrix Γ is multiplied by Pα from the right, only the 1 in the
expression (3.47) contributes, because of the projection property P2α = Pα. Hence we get
Zα(k,−y) = 2PαG0(k,−y′) (3.48)
⇒
∞∫
−∞
dβ Zα(β,x′) = 2PαG0(α,x′) , (3.49)
where we have used the identity (3.33). Now we insert (3.49) into Eq. (3.31) to obtain
µ(α,x′) ≈ 2PαG0(α,x′)− 2
∫
∂V
dσβ PαG0(α,β) i σnβµ(β,x′)w(α− β) . (3.50)
In comparison to the original integral equation for µ, Eq. (3.11), the only difference is the iso-
lating function w in (3.50). This means that, while all quantum paths contribute to Eq. (3.11),
the short-range processes are completely removed in Eq. (3.50), i. e. they do not contribute
for armchair edges to leading order in (kEL)
−1. Mathematically this can be understood by
realizing that the boundary matrix commutes with the free propagation between two adjacent
reflection points, but not with the σnα . Rather, commutation leads to two projections in op-
posite directions and thus the corresponding term in the Green function vanishes. Expressed
in formulas, we have for two successive reflections at the same armchair edge [cf. Eqs. (3.40)
and (3.42)]
σnαPα(kE + kσtα)σnαPα
|α− β| =
(kE − kσtα)(1− Pα)Pα
|α− β| = 0 . (3.51)
The same holds true also for infinite mass type edges where, according to Eq. (2.74), we
have Pα = (1 ± τz ⊗ σtα)/2, and we show now that indeed also in this case the short-range
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processes do not contribute. Since now the boundary condition, and therefore also Γ−1, is
diagonal in valley space, we can invert the valley subblocks separately:
Γ−1 =
(
Γ−1+1 0
0 Γ−1−1
)
⇒ Γ =
(
Γ+1 0
0 Γ−1
)
. (3.52)
Just as before we get
Γ−1τ (k) = 1−
i
2a(k)
[(kE ± τk)σn + i(k ± τkE)σz ] . (3.53)
Now we have to invert only a 2× 2 matrix. To this end we make use of the relation
(b+ σ · v)−1 = (b− σ · v)(b− σ · v)−1(b+ σ · v)−1 = b− σ · v
b2 − v · v , (3.54)
which holds for an arbitrary three component vector v and a scalar b. With this we obtain
Γτ (k) =
1 + i2a(k) [(kE ± τk)σn + i(k ± τkE)σz]
1 + (kE±τk)
2
4a2(k)
− (k±τkE)2
4a2(k)
= 1 +
i
2a(k)
[(kE ± τk)σn + i(k ± τkE)σz]
= 1 +
i
2a(k)
(kEσn + ikσz)(1 ∓ τσt) = 1 + i
a(k)
(kEσn + ikσz)(1 − Pα)τ , (3.55)
leading again to Eq. (3.48) and in consequence also to Eq. (3.50), as claimed.
Zigzag boundaries
We now turn to the case of reflections at zigzag type edges, i. e. according to Eq. (2.44) we
use Pα = (1± τz ⊗ σz)/2. Here the situation if different from the previous cases, namely the
the analog to Eq. (3.51) for zigzag edges reads
σnαPα(kE + kσtα)σnαPα
|α− β| = −
kσtαPα
|α− β|
α→β−→ ∞ . (3.56)
Thus the short-range singularities remain and we show in the following that they give rise to
an effective renormalization of the reflection. Due to the diagonal valley structure of Pα for
zigzag edges, we can do the calculation again within the individual valley blocks and consider
Γ−1τ (k) = 1−
i
2a(k)
(1±τσz)(kE+kσt)σn = 1± τk
2a(k)
− 1
2a(k)
(±τkEσt+ikEσn−kσz) . (3.57)
Again we make use of the formula (3.54) to perform the inversion
Γτ (k) =
1
1± τk/a(k)
[
1± τk
2a(k)
+
1
2a(k)
(±τkEσt + ikEσn − kσz)
]
=
1
1± τk/a(k)
[
1 +
i
2a(k)
(kEσn + ikσz)(1∓ τσz)
]
= −a(k)
k2E
[a(k)∓ τk]
[
1 +
i
2a(k)
(kEσn + ikσz)(1 − Pα)τ
]
. (3.58)
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Here we see that, although the right term again does not contribute to Zα because of the
appearance of (1−Pα), the remaining left term is not just unity as for the cases of armchair
and infinite mass boundaries. Rather we obtain
Zα(k,−y′) = −2a(k)
kE
[a(k) ∓ τzk]PαG0(k,−y′) . (3.59)
We now define the renormalized Green function as
G˜0(k,−y′) = −2a(k)
kE
[a(k)∓ τzk]G0(k,−y′) , (3.60)
G˜0(α,x
′) =
∞∫
−∞
dk
2pi
eik(α−x
′)G˜0(k,−y′) . (3.61)
With that Eq. (3.33) reads
∞∫
−∞
dβZα(β,x′) = 2PαG˜0(α,x′) , (3.62)
so that we finally get for the charge layer (3.31)
µ(α,x′) ≈ 2PαG˜0(α,x′)− 2
∫
∂V
dσβ PαG˜0(α,β) iσnβ µ(β,x′)w(α− β) . (3.63)
Up to the exchange of G0 with G˜0, this is the same as Eq. (3.50). This means that we
have formally removed the short-range singularities (due to w), and their contributions are
implicitly contained in the renormalized Green function. However, until now we have an
explicit expression for G˜0 only in the mixed position-momentum representation. In order
to obtain an expression for G˜0(α,x
′), we have to carry out the inverse Fourier transform in
Eq. (3.61).
Since we are working in plane approximation, i. e. we consider the leading order contri-
butions in 1/kEL, it is consistent to perform also the inverse Fourier transform within the
stationary phase approximation in the limit kEL 1. We thus define the angle
θ(k) = arctan
(
k/
√
k2E − k2
)
, (3.64)
which allows to write the momentum k and a(k) as
k = |kE | sin θ(k) , a(k) = −i|kE | cos θ(k) . (3.65)
Now we solve the integral
∞∫
−∞
dk eik(α−x
′)G˜0(k,−y′) =
∞∫
−∞
dk eik(α−x
′) cos θ(k) e∓iθ(k)τz G0(k,−y′)
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in stationary phase approximation. The θ-dependent prefactors of G0 are slowly varying
functions of k, so we evaluate them at the stationary phase point k0, which is defined by
d
dk
[
k(α− x′) +
√
k2E − k2 |y′|
]
k0
= 0 , (3.66)
⇒ k0√
k2E − k20
= tan θ(k0) =
α− x′
|y′| . (3.67)
This means that the stationary phase point k0 is such that the angle θ(k0) is equal to the
angle between the vector x′ −α and the normal at α, i. e. the classical angle of incidence, as
depicted in Fig. 3.5. Expanding the phase to second order in k around k0, we can compute
the remaining Gaussian integral and finally get
G˜ sc0 (α,x
′) = − i
4
√
2kE
pi|α− x′| cos(θα) e
∓iθατz
(
1 + σα,x′
)
eikE |α−x
′|−ipi/4 , (3.68)
with θα = θ(k0) and the short notation
σα,x′ = σ · α− x
′
|α− x′| . (3.69)
This result can be written in a compact form as
G˜ sc0 (α,x
′) = RαG sc0 (α,x′) , (3.70)
with the renormalization matrix for zigzag edges
Rα = cos(θα) e∓iθατz . (3.71)
In Eq. (3.70), G sc0 is free Green function in the semiclassical limit
G sc0 (α,β) = −
i
4
√
2kE
pi|α− β|e
ikE |α−β|−ipi/4 (1 + σα,β) . (3.72)
To see this, we replace the Hankel function in Eq. (3.8) by its asymptotic form for large
arguments
H+0 (ξ)
ξ1−→
√
2
piξ
eiξ−ipi/4 , (3.73)
to get
G0(α,β) ≈ − i
4
(kE − i∇α · σ)
√
2
pikE|α− β|e
ikE |α−β|−ipi/4
≈ − i
4
√
2kE
pi|α− β|(1 + σα,β)e
ikE |α−β|−ipi/4 . (3.74)
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Figure 3.5: The stationary phase condition, Eq. (3.66), selects the critical momentum k0 such that
the angle θ(k0) is equivalent to the angle θα as shown here. The sign of the reflection angle will be
defined according to Eq. (3.66) from now on, namely sgn(θα) = sgn [(x
′ −α) · tα].
In the last step we neglected the term containing the gradient of the square root, since it
is of subleading order in (kEL)
−1. In this semiclassical approximation to G0, the encoding
of the chirality of charge carriers in graphene becomes particularly transparent. The matrix
prefactor in Eq. (3.72) is a projection because σ2α,β = 1. It projects the sublattice pseudospin
in the direction of the vector α − β, which is - in the semiclassical limit - equivalent to the
direction of propagation. This fixed relation of the pseudospin and the propagation direction
is the chirality we have discussed in Sec. 2.1.
In order to understand the physical origin of the short-range singularities in the zigzag case,
we go one step back to the renormalized Green function in mixed representation, Eq. (3.60).
In the limit of small energies, kE → 0, the renormalization factor becomes
a(k)
kE
[a(k)∓ τzk] ≈ k
2
kE
[1∓ sgn(k)τz] . (3.75)
Considering the upper sign, this expression diverges in the valley τ = +1 for negative k and
in the valley τ = −1 for positive k, as kE goes to zero. For the lower sign it is the other way
around. This divergence is due to the low energy states that are localized at graphene zigzag
edges [25, 79, 81, 82, 83]. At a single zigzag edge, this state exists at kE = 0, for exactly those
combinations of τ and sgn(k), where (3.75) diverges. In each valley this obviously causes a
strong asymmetry in the energy spectrum and breaks the effective TRS T0. However, one
can see that T0 is broken also at finite energies, because the renormalization factor Rα causes
different phases for different propagation directions, similar to the phases accumulated by a
particle moving in a vector potential. We will discuss the effect of this phase on the energy
spectrum and the conductance of graphene systems in detail in Chaps. 4 and 5, respectively.
Note that we have neglected nnn hopping so far. As discussed in Subsec. 2.2.2, nnn hopping
has important effects on the properties of the zigzag edge states, e. g. they are not located at
exactly zero energy anymore and obtain a finite velocity. In App.A.2 we derive an effective
boundary condition to account for finite nnn hopping, and also discuss the renormalization
procedure.
Defining Rα = 1 for infinite mass and armchair edges, we can now rewrite the MRE for
the Green function, Eqs. (3.13) and (3.14), in such a way that the short-range singularities
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are formally removed, namely we obtain
G(x,x′) ≈ G0(x,x′)− 2
∫
∂V
dσα1G0(x,α1)iσnα1Rα1Pα1G0(α1,x′) (3.76)
+ 4
∫
∂V
∫
∂V
dσα2dσα1w(α1 −α2)G0(x,α2)iσnα2Rα2Pα2G0(α2,α1)iσnα1Rα1Pα1G0(α1,x′)
− . . . .
This result allows to evaluate the boundary integrals in stationary phase approximation, to
get an asymptotic expression for the Green function in the limit of large kEL. We emphasize
again, that the resummation of the short-range singularities is an essential step in order to
describe a generic system. Since they are of the same order as the contributions from classical
trajectories, neglecting them would lead to inconsistent results for observables calculated in
the semiclassical limit.
3.2.2 From quantum paths to classical trajectories
Now that we have resummed the short-range singularities and collected their contribution
in the renormalization factors Rα, we proceed with the second leading order contribution to
the boundary integrals, namely their stationary phase points (3.18).
The free graphene Green function in the semiclassical limit (3.72) is again closely related
to the semiclassical free Green function gsc0 for the Schro¨dinger equation, namely
Gsc0 (α,β) = kE (1 + σα,β) g
sc
0 (α,β) . (3.77)
With that we can write a general term in the renormalized MRE (3.76) involving N (renor-
malized) reflections in the semiclassical limit as
G scN (x,x
′) = (−2)N
N∏
i=1
∫
∂V
dσαiK˜N (α) kEg
sc
0 (x,αN ) . . . ikEg
sc
0 (α2,α1) ikEg
sc
0 (α1,x
′)W (α) ,
(3.78)
with the pseudospin propagator K˜N (α). The latter contains the graphene specific physics,
in particular edge-related effects. The pseudospin propagator is given by
K˜N (α) = (1 + σx,αN )
[
2∏
i=N
σnαiRαiPαi
(
1 + σαi,αi−1
)]
σnα1Rα1Pα1
(
1 + σα1,x′
)
. (3.79)
Note that the index i in the product decreases from N to 2. In Eq. (3.79) the renormalization
matrices Rαi take care of possible short-range singularities. Due to the separation function
W (α) =
N−1∏
i=1
w(αi+1 −αi) (3.80)
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in Eq. (3.78), we do not have to take them explicitly into account for the evaluation of the
boundary integrals. The MRE for the Helmholtz equation that has been derived by Balian
and Bloch [91] for different boundary conditions is similar to the scalar part of the MRE
(3.78). In fact, the scalar part of (3.78) differs from the MRE of Balian and Bloch for
Dirichlet boundary conditions in the semiclassical limit only in one point. Namely (3.78)
contains factors ikE in front of the g
sc
0 (αi+1,αi), while in the MRE with Dirichlet boundary
conditions in Ref. [91], these factors are replaced by normal derivatives acting on the first
argument of the gsc0 (αi+1,αi). However, the latter produce factors ikE cos(θi+1), with θi+1
the incident angle at αi+1. This means that instead of evaluating the boundary integrations
in Eq. (3.78) explicitly within stationary phase approximation, we can immediately deduce
GscN (x,x
′) = kEKN (α) g
sc
N (x,x
′) , (3.81)
with
KN (α) = K˜N (α)
(
N∏
i=1
cos θi
)−1
. (3.82)
We make use of the well-known expression for gscN (x,x
′) [49, 103], and with Kγ = KNγ (α) we
finally obtain Gsc(x,x′) expressed in terms of a sum over classical trajectories γ that connect
the initial point x′ to the final point x
Gsc(x,x′) =
~vF
2
∑
γ(x,x′)
|Dγ |√
2pi~3
eikELγ+iµγpi/2Kγ . (3.83)
Mathematically this results from the evaluation of the boundary integrals in stationary phase
approximation. For GN , the stationary phase condition selects a set of N points that min-
imizes the total phase occurring in Eq. (3.78). We introduced this phase as L in Eq. (3.16).
The condition for stationary L is met if every reflection angle is equal to the angle of incidence
θi, which is exactly the definition of a classical path, according to the Hamilton principle of
stationary action [104]. The slowly varying prefactors are then evaluated at these stationary
boundary points and the remaining integrals are performed approximately by expanding L
to second order in the reflection points around the set of stationary points.
In Eq. (3.83), Lγ is the length of the classical orbit γ and µγ is the number of conjugate
points along γ. For an interpretation and discussion of the latter we refer to Refs. [51, 105,
106]. Dγ is the determinant of a particular element of the stability matrix of the orbit γ. It
is basically given by the variation in the final position x, when the initial momentum p′ is
slightly changed:
D =
1
vF
det
[(
∂x
∂p′
)−1
⊥γ
]1/2
=
1
vF
(
∂x⊥
∂p′⊥
)−1/2
γ
. (3.84)
The ⊥ indicates that the derivative involves only the projections perpendicular to the trajec-
tory, which are scalars in two dimensions, and therefore the determinant becomes redundant.
The pseudospin propagator Kγ in Eq. (3.83) is evaluated at the classical reflection points.
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zigzag armchair infinite mass
ν zˆ − sin(2Kxα)xˆ+ cos(2Kxα)yˆ zˆ
η ±zˆ ±tˆα ±tˆα
Table 3.1: The vectors ν and η for zigzag, armchair, and infinite mass type boundaries, as they
occur in Eq. (3.86).
Expression (3.83) represents the main result of the present chapter: The semiclassical charge
dynamics for electrons and holes in a ballistic graphene system is very similar to the case of
electrons in Schro¨dinger billiards with Dirichlet boundary conditions. The graphene specific,
in particular edge-related, physics is incorporated in the pseudospin dynamics described by
Kγ . We note that semiclassical Green functions for the Dirac equation [99] and for bulk
graphene [107] have been derived earlier, without taking into account the edges, which are in
fact crucial for the description of ballistic nanostructures.
Using geometrical relations for the classical reflection points, Eq. (3.79) can be simplified
considerably. We begin with an orbit that contains only a single reflection at a boundary
point α. Then the pseudospin propagator becomes
K˜1 = (1 + σxα)σnαRαPα(1 + σαx′) . (3.85)
According to our discussion in Subsec. 2.2.2, the boundary matrices for zigzag, armchair, and
infinite mass type can be written as
Pα = 1
2
(1 + ν ·τ ⊗ η ·σ) , (3.86)
where the vectors ν and η are given in Table 3.1. We adapt here the notation of Ref. [87]. For
zigzag edges, the lower sign in Table 3.1 is valid for A-terminated edges, while the upper sign
holds for B-termination. For the armchair case, the lower sign corresponds to the case of A-B
ordered dimers along the tangential direction tˆα, and the upper sign holds for B-A ordering.
For infinite mass edges, the lower sign is valid for (infinitely large) positive mass potential
outside the system and the upper for (infinitely large) negative mass. If not stated otherwise,
we will use these sign conventions throughout the thesis. For the further evaluation of K˜1,
we make use of the following geometrical relations:
σxασnα = −σnασαx′ , (3.87)
σαx′σtα = σtασxα , (3.88)
eiθσzσαx′ e
−iθσz = −σxα . (3.89)
Incorporating Eq. (3.87), σ2αx′ = 1, and the valley isotropic structure of Rα, we obtain
K˜1 =
1
2
ν · τ Rα ⊗ σnα(1− σαx′)η ·σ(1 + σαx′) . (3.90)
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Now we restrict the vector η to the cases in Table 3.1, i. e.η = ηt tˆ+ ηz zˆ. For the term with
ηt, we use Eq. (3.88) and rotate the pseudospin according to Eq. (3.89), namely
(1− σxα)(1 +σαx′) = (1 + eiθσzσαx′ e−iθσz)(1 + σαx′)
= (1 + e2iθσzσαx′)(1 + σαx′) = 2 cos(θ)e
iθσz(1 + σαx′) . (3.91)
With that we get for the pseudospin propagator of a classical orbit with only one reflection
at a zigzag (zz), armchair (ac), or infinite mass (im) edge
K˜1 = iν · τ Rα ⊗
(
ηz σtα − ηt cos(θ)σzeiθσz
)
(1 + σαx′) . (3.92)
In Eq. (3.92), the combination of the original pseudospin direction and the boundary-dependent
rotations and projections of the pseudospin, implicitly contains information about the final
pseudospin direction. This allows for an iterative construction of the pseudospin propagator
for an orbit with arbitrary number of reflections from edges as listed in Table 3.1, namely we
find
Kγ =
1∏
i=N
Kˇi
(
1 + σα1,x′
)
, (3.93)
with
Kˇi = i


±τze∓iθiτz ⊗ σti for zz ,
∓τyei2Kxiτz ⊗ σzeiθiσz for ac ,
∓τz ⊗ σzeiθiσz for im .
(3.94)
We will use these expressions frequently in the following chapters, when we evaluate the traces
of (products of) Green functions and thus the traces of (products of) pseudospin propagators
that are related to the spectral and transport properties of graphene flakes. Note that all
factors cos(θi) in the product of the definition (3.82) are actually canceled by those occurring
e. g. in Eq. (3.92). This is an important point, since otherwise the scalar weight of the classical
orbits in the sum (3.83) would be altered significantly. For armchair and infinite mass edges,
these factors come from the reorganization of the sublattice Pauli matrices, cf. Eq. (3.91). For
zigzag edges however, we point out that the cosine factors originate from the renormalization
factors Rα, emphasizing again the importance of the short-range contributions.
3.3 Summary
In this chapter we have derived the Green function of a ballistic graphene flake with generic
shape and boundaries in the effective Dirac theory. We did this in two steps. First we adapted
the multiple reflection expansion of Balian and Bloch [91] for the exact Green function G in
Sec. 3.1, by combining the specific form of the boundary conditions for the Dirac Hamiltonian,
Eq. (2.38), with a parametrization of the Green function in terms of a Dirac charge density at
the boundary, Eq. (3.4). This led to an exact formal expansion for G, Eq. (3.13), where each
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term can be interpreted as the contribution from all quantum paths that include a specific
number of reflections from the system boundary.
Second, in Sec. 3.2 we focused on the contributions that dominate the Green function in
the semiclassical limit, i. e. that are of leading order in (kEL)
−1. Evaluating the boundary
integrals in the MRE in the limit of large kEL, we have obtained the semiclassical graphene
Green function in terms of a sum over all classical orbits in the system, representing one class
of leading order contributions to G. The resulting expression, Eq. (3.83), is closely related to
the semiclassical Green function of a Schro¨dinger system, but also contains the graphene spe-
cific physics, such as the charge carrier chirality and the effects of the edges. While the scalar
part that each classical orbit contributes to (3.83) is basically identical to the Schro¨dinger
case, the pseudospin propagator Kγ is the most important object in view of the graphene
physics. Apart from the classical orbits, there is a second leading order contribution to G,
namely multiple reflections close to the same boundary point at zigzag edges. It is essential
to include these contributions into the semiclassical Green function. We have shown in Sub-
sec. 3.2.1 that resumming the corresponding short-range singularities effectively renormalizes
the zigzag boundary matrix, so that Eq. (3.83) is valid also in the presence of zigzag edges.
The semiclassical Green function, Eq. (3.83), with the (renormalized) pseudospin propagator,
Eqs. (3.93) and (3.94), represent the main results of this chapter.
The Green function derived here serves as a starting point for our investigations into
the spectral density of states and the transport properties of graphene nanostructures in
Chaps. 4-6. The results of this chapter have been published in Ref. [108].
CHAPTER 4
Density of states of closed graphene flakes
The energy spectrum of a closed quantum system, for example a finite graphene flake, is given
by a set of discrete energy levels. Thus the density of states (DOS) of a closed graphene flake
is given by a series of δ-functions1
ρ(kE) =
∑
n
δ (kE − kn) , (4.1)
where n labels the eigenenergies En = ~vFkn. Although the DOS depends in general on
the very details of the system under consideration, some of its aspects are rather general.
In particular, the statistical distribution of the energy levels provides insight into various
interesting properties. For a mesoscopic graphene flake with an area of about (200 nm)2
there are several thousands of levels in the interval 0 < kEa < 0.2, as one can estimate
from the DOS of bulk graphene. This means that ρ can in principle be considered as a
very rapidly oscillating function of kE. However, the DOS can always be decomposed into a
smooth part ρ¯ and an oscillating part ρosc in a well defined way [49, 51]. The smooth part,
i. e. the average number of levels per unit kE-interval, contains mainly information about the
geometrical properties of the system, e. g. the area and the length of (certain parts of) the
boundary in the two-dimensional case. The oscillating part on the other hand reflects the
underlying classical dynamics, i. e. whether the corresponding classical system shows regular
or chaotic dynamics, and can also provide information about symmetries like (effective) TRS
and subtle inter-relations between them.
Consider a small energy interval that is still large enough to contain several DOS quantum
oscillations. If one performs a local averaging over this window in the whole relevant energy
range, one obtains a smoothed density of states, namely ρ¯. Another way to think about
the smoothing is to start from the sequence of delta functions (4.1) and broaden the levels,
e. g. by convolution with a Lorentzian. For strong broadening the levels overlap completely,
eventually resulting in ρ¯ [91]. By definition, the difference between ρ¯ and the full DOS is
then the oscillating density ρosc.
During the course of this chapter we will address both parts of ρ and focus thereby on the
particularities that arise due to the pseudospin degrees of freedom of the Dirac quasiparticles
and the effect of the edges on them. First we focus on the smoothed DOS ρ¯, approximated in
1This definition is related to the common definition of the spectral density D(E) =
∑
n δ (E − En) via
ρ(kE) = ~vFD(E).
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the semiclassical limit by the so-called Weyl expansion [49, 91, 109]. We derive the two leading
contributions to this expansion and find that the edge structure of a graphene flake strongly
affects the smooth DOS. In fact, our results suggest that the relative amount of zigzag edges
can be estimated from low energy features in ρ¯. Then we turn to the oscillating part of ρ. We
derive semiclassical trace formulae for chaotic and regular graphene billiards, which relate ρosc
to sums over periodic classical orbits, analog to the known expressions, namely the Gutzwiller
[49] and the Berry-Tabor [110] trace formulae. For graphene, the occurrence of the pseudospin
propagator (3.93) leads to additional effects of pseudospin interference and thus to edge
specific modifications of ρosc. We discuss these effects for two representative regular shapes,
namely the graphene rectangle and the graphene disk billiard. With ‘billiards’ we denote
here and in the remainder of this thesis two-dimensional systems where particles are confined
to a closed domain, but can move freely within the domain. Finally we study the oscillating
part of the DOS of chaotic graphene flakes in more detail by investigating correlations in the
spectrum. To this end we consider the spectral form factor, i. e. the Fourier transform of the
spectral two-point correlator. We find that the leading order and the next-to-leading order
contributions are strongly influenced by the edges. The total amount of armchair edges is
the relevant quantity that determines the size of the correlations. Our results suggest that
evidence for partial (effective) breaking of the TRS is visible in the spectral correlations at
scales of many mean level spacings.
For all our studies within this chapter we start from the relation between the DOS and the
Green function
ρ(kE) = − 1
pi
Im
∫
V
dxTr [G(x,x)] , (4.2)
which follows directly from the expansion of G in eigenstates, Eq. (3.2), since for real ξ,
lim
η→0
Im(ξ + iη)−1 = −piδ(ξ).
4.1 Smooth density of states - Weyl expansion
In this section we derive the leading order contributions to the smooth density of states, ρ¯.
In Schro¨dinger billiards with quadratic energy dispersion, E = ~2k2E/2m, as they are realized
e. g. in 2DEGs in semiconductor heterostructures, ρ¯ can be expanded in (inverse) powers of
kEL
~
2kE
2m
D¯(E) = ρ¯(kE) =
∞∑
i=0
ρ¯i(kE) , with ρ¯i ∼ (kEL)1−i . (4.3)
The leading order term is linear, ρ¯0 ∼ kE, followed by a constant ρ¯1 and so forth. In the large
kEL limit ρ¯ is dominated by the first term, which does not depend on the shape of the system
but only on its total area. This theorem goes back to Hermann Weyl [109], and thus the series
(4.3) is known as the Weyl expansion for the smoothed density of states. Each of the terms
in this expansion can be obtained from the MRE (3.13). The leading order term ρ¯0 originates
from the zero-reflection term (simply G0), while ρ¯1 is due to surface contributions evaluated
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in plane approximation (cf. Fig. 3.4). The next term, ρ¯2, stems from curvature and corner
corrections to the plane approximation and so on. Therefore the individual contributions
usually scale with the geometric properties of the billiard: ρ¯0 scales with the area as men-
tioned above, ρ¯1 with the length of the boundary (the system’s surface) and so forth. These
contributions are of qualitatively different origin than the oscillating part of the DOS that
we treat in Secs. 4.2 and 4.3. While the latter originates from orbits for which the total phase
that occurs in Eq. (4.2) is stationary, the smooth DOS is due to trajectories of ‘zero-length’,
for which the amplitudes diverge. This is very similar to the leading order contributions to
the Green function itself, as we have discussed in the previous chapter. Indeed, we will see
that the calculation of ρ¯1 is closely related to the issue of resumming the short-range singu-
larities, which we have addressed in Subsec. 3.2.1. We find that for graphene the bulk term
in the Weyl expansion is similar to the Schro¨dinger case, but the formerly constant surface
term behaves strikingly different and depends on the edge structure. At this point we also
refer to a discussion of the Weyl expansion for Schro¨dinger billiards with Rashba spin-orbit
coupling in Ref. [111].
4.1.1 Bulk term
We begin with the zero-reflection term in the MRE, namely G0(x,x). From Eq. (3.8) we can
directly read off
Tr
[
G0(x,x
′)
]
= −ikEH+0 (kE|x− x′|) . (4.4)
According to Eq. (4.2), we have to consider the limit x′ → x, where the Hankel function
diverges logarithmically. In order to see that the imaginary part of G0 is nevertheless finite,
we write the trace in momentum representation [112]
− ikEH+0 (kE|x− x′|) =
kE
pi2
∫
dk
eik(x
′−x)
k2E − k2
, (4.5)
so that we can perform the limit straightforwardly and get
ImTr [G0(x,x)] = −|kE| . (4.6)
Here we made use of the fact that kE has an infinitesimal positive imaginary part and used
the well-known relation
lim
η→0
Im
1
ξ + iη
= − lim
η→0
η
ξ2 − η2 = −piδ(ξ) , (4.7)
for real ξ and η. Since there is no x-dependence left in (4.6), the spatial integration in
Eq. (4.2) gives just the area |V|, and we get for the first term in the Weyl expansion for a
graphene billiard
ρ¯0(kE) =
|V|
pi
|kE| . (4.8)
Since the zero reflection term ‘does not know’ about any boundaries, ρ¯0 is equivalent to the
DOS of a bulk system. It scales with the total area of the billiard, just as in the Schro¨dinger
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case. Therefore ρ¯0 is usually referred to as bulk-, volume- or area-term of the DOS. Note that
for Schro¨dinger billiards the expression for the bulk term ρ¯0(kE) is exactly one half times the
result (4.8), and therefore D¯0(E) has no energy dependence in this case. It is a particularity
of graphene, more precisely its constant Fermi velocity, that D¯0(E) and ρ¯0(kE) are equal up
to a constant factor. In terms of ρ¯0(kE) the graphene result is larger by a factor of two due to
the contributions from both valleys, which are independent degenerate subsystems in clean
bulk graphene.
4.1.2 Surface term
Now we go one step further in the Weyl expansion and evaluate the surface term. As stated
above, in Schro¨dinger billiards this term gives rise to a contribution to ρ¯(kE) that has no
dependence on the Fermi momentum [49] and scales with the total length of the system’s
boundary, i. e. its total surface. We will show below that for graphene ρ¯1 depends on kE as
well as on the boundary length of the system in a manner distinctly different from that of
Schro¨dinger billiards. In fact in the graphene case ρ¯1 shows a strong dependence on kE in
the low energy regime, and the scaling is linear in the zigzag part of the boundary only. The
reason is that exclusively zigzag edge states give rise to a surface term in graphene.
In order to evaluate ρ¯1 we assume that the Fermi momentum has a finite imaginary part
ξ. This formally broadens the energy levels, where the linewidth is set by the magnitude
of ξ. If ξ is comparable to the mean level spacing, the energy levels overlap and for even
larger values of ξ, the DOS is completely smeared out and a smooth function, namely ρ¯.
Technically, the finite imaginary part ξ makes G0(x,x
′) an exponentially decaying function
of the distance |x−x′|, with a decay length 1/ξ. Then G0 is a short-ranged function and we
can use the same approximation as in Subsec. 3.2.1, i. e. we replace the boundary locally by
its tangent (cf. Fig. 3.4), which is justified for sufficiently smooth surfaces, in that corrections
to the plane approximation are of higher order in (kEL)
−1 [91].
Our starting point is Eq. (3.4). We omit the free Green propagation term G0 that led to
ρ¯0, so that Eq. (4.2) gives
δρ¯(kE) = ρ¯(kE)− ρ¯0(kE) = 1
pi
Im
∫
V
dx
∫
∂V
dσαTr [G0(x,α)iσnαµ(α,x)] (4.9)
=
1
pi
Im
∑
i
∫
∂Vi
dσα
∫
V
dxTr [G0(x,α)iσnαµi(α,x)] . (4.10)
Here we replaced the boundary integration by a sum of integrations over boundary pieces
Vi, where the boundary condition is constant for each i. Furthermore, µi is the solution of
Eq. (3.11) for α ∈ ∂Vi. Since G0 is short-ranged, the dominant contribution to the integrals
in Eq. (4.10) comes from configurations where x is near the boundary point α. Thus we
approximate the integral over x by an integral along the approximately straight boundary
close to α and an integral in perpendicular direction to the boundary. Further we note that
the boundary integral in Eq. (3.11) is dominated by contributions where β is close to α.
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Therefore we approximate the boundary by a straight line in the direction of the tangent to
∂Vi at α, also in Eq. (3.11). We now take advantage of the homogeneity of the approximate
surface at α and use Fourier transformation along the direction of the tangent to get for the
surface term δρ¯ ≈ ρ¯1
ρ¯1(kE) =
∑
i
ρ¯1,i(kE) =
∑
i
|∂Vi|
pi
Im
∞∫
0
dyi
∞∫
−∞
dk
2pi
Tr [δGi(k, yi)] , (4.11)
with
δGi(k, yi) = G0(k, yi)iσnαµi(k, yi) . (4.12)
As mentioned before, the corrections to this approximation are of higher order in the Weyl
expansion for smooth boundaries. Since G0 is short-ranged, i. e. ξL  1, we have extended
the limits of the yi-integrations to infinity. To obtain Eq. (4.11), we further assumed that α
is away from the corners, where the boundary condition changes. The corrections due to such
points are of order (kEL)
−1 smaller than the boundary term [91]. The charge layer µi(k, yi)
is given by the Fourier transform of Eq. (3.11)
µi(k, yi) = 2PαG0(k,−yi)− 2PαG0(k, 0)iσnαµi(k, yi) . (4.13)
The virtue of this equation is that it does not contain any integrals and we can solve it for µi
µi(k, yi) = [1 + 2PαG0(k, 0)iσnα ]−1 2PαG0(k,−yi) , (4.14)
so that the remaining problem is basically to perform the matrix inversion in Eq. (4.14). In
fact, we have already performed this inversion when we resummed the short-range singulari-
ties in Subsec. 3.2.1, see Eq. (3.41). More precisely the results for armchair, infinite mass, and
zigzag type edges without nnn hopping are given by Eqs. (3.47), (3.55) and (3.58), respec-
tively. For finite nnn hopping we perform the inversion in App.A.2, see Eq. (A.21). Using
these results, Eq. (4.12) reads
δGi(k, yi) = 2Rα(k)G0(k, yi) iσnα PαG0(k,−yi) . (4.15)
Here we define the momentum representation of the renormalization matrix Rα(k) = 1 for
armchair and infinite mass type edges, and for zigzag edges including the effect of possible
nnn hopping, Rα(k) is given by Eq. (A.23).
From Eq. (4.15), we see that the boundary term in the Weyl expansion is closely related to
the short-range singularities, which we have discussed in Subsec. 3.2.1. In fact δGi is given
by the one-reflection term of the renormalized MRE (3.76) in mixed position-momentum
representation.
Next we study the contributions to the surface term from the different types of edges.
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Armchair and infinite mass boundaries
We begin with armchair and infinite mass type edges, where Rα(k) = 1, and calculate δGi
for this case. For the free Green function we have found earlier [cf. Eq. (3.38)]
G0(k, y) = −e
−a(k)|y|
2a(k)
[kE + kσtα + i sgn(y)a(k)σnα ] . (4.16)
In view of Eq. (4.15) we note further that for positive y
G0(k, y) iσnαG0(k,−y) ∼ σnα [kE − kσtα + i a(k)σnα ] [kE + kσtα − i a(k)σnα ]
= σnα
[
k2E − k2 + a2(k)
]
= 0 , (4.17)
so that we have to consider only the second term of Pα = (1 + ν · τ ⊗ η · σ)/2 to evaluate
δGi. For armchair edges, according to Table 3.1, this results in
δGi(k, yi) = ±τy exp(2iKxατz)G0(k, y)σzG0(k,−y) . (4.18)
Since G0 ∼ τ0 and Tr [τy exp(2iKxατz)] = 0, it follows that
Tr [δGi(k, yi)] = 0 ⇒ ρ¯1,i = 0 , (4.19)
if ∂Vi is an armchair edge. This means that armchair edges do not contribute to the surface
term of the smooth DOS (4.11).
For infinite mass type edges, we also find that the surface term vanishes. In this case we
have (cf. Table 3.1)
δGi(k, yi) = ±τz ⊗G0(k, y)σzG0(k,−yi) , (4.20)
leading to Eq. (4.19) as well, because Tr(τz) = 0. However, this appears somehow curious,
because it suggests that the surface contributions to the DOS from the two valleys τ = 1
and τ = −1 cancel each other. Apart from the fact that a negative DOS does not exist,
the contributions from both valleys cannot be opposite, due to the valley degeneracy of a
system with a boundary that consists exclusively of infinite mass type edges. Therefore, the
contribution from each valley has to vanish individually. It has been shown by Berry and
Mondragon that this is actually the case, when they introduced the infinite mass boundary
condition for neutrino billiards [90]. Within our framework one can understand this, con-
tinuing the calculation within an individual valley, for instance for the τ = 1 subblock of
δGi:
Tr [(δGi)τ=1(k, yi)] = ±Tr [G0(k, yi)σzG0(k,−yi)] = ∓ k
2a(k)
e−2a(k)yi . (4.21)
This means that indeed the contribution of each individual valley is zero, because (4.21) is
an odd function of k, and thus the momentum integration in Eq. (4.11) vanishes.
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Zigzag boundaries
For zigzag edges the renormalization matrix Rα(k) is more complicated, namely including
nnn hopping we find in App.A.2 [Eq. (A.23)]
Rα(k) = a(k) a(k)− t
′kE ∓ τzk
[a(k) − t′kE]2 − k2 , (4.22)
with the relative strength of the nnn hopping t′. For the case without nnn hopping (t′ = 0),
this is equivalent to the expression (3.59) we found in Subsec. 3.2.1, so that we can treat both
cases at once. With Eq. (4.15) we find
ρ¯1,i =
|∂Vi|
2pi2
Im
∞∫
−∞
dk
k2
a(k)2
t′2 − 1
kE + 2a(k)t′ − kEt′2 . (4.23)
First we neglect the effect of nnn hopping and consider the case t′ = 0, resulting in
ρ¯1,i = −|∂Vi|
2pi2
Im
∞∫
−∞
dk
k2
a(k)2kE
. (4.24)
To perform the momentum integral, we split it into two terms and shift the integration
variable by kE in one term and by −kE in the other term to get∫
dk
k2
a(k)2
=
∫
dk
k + kE
2k
+
∫
dk
k − kE
2k
=
∫
dk = 2kmax , (4.25)
where we defined the cut-off momentum kmax. Physically this cut-off corresponds to the finite
size of the first Brillouin zone, due to the discreteness of the graphene lattice. In the effective
continuum theory the momentum space is infinite, thus we had to introduce kmax ∼ 1/a.
The contribution to the surface term is exclusively due to the nontrivial Rα, and thus due
to the zigzag edge states, see Eq. (3.75) and the discussion thereafter. Therefore we can
estimate kmax from the total momentum space that is occupied by the edge states in an
atomistic tight-binding model, which is K/2 = 2pi/3a [61]. This means, for the cut-off we
expect kmax ≈ K/4 = pi/3a. Recalling that the imaginary part of kE is ξ, we end up with the
surface contribution to the smooth density of states from a zigzag edge neglecting the effect
of nnn hopping
ρ¯1,i =
|∂Vi|
pi
kmax δξ(kE) , (4.26)
with the Lorentzian
δξ(kE) =
1
pi
ξ
ξ2 + k2E
. (4.27)
Before we discuss this result further, we consider the case of a small nnn hopping term,
keeping terms up to linear order in t′ in Eq. (4.23). To this end, we make use of the fact that
for edge states we have according to Eq. (A.15)
k2E
k2
= 4t′2 +O(t′3) 1 . (4.28)
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Figure 4.1: a) Smooth part of the density of states for several graphene billiards with approx-
imately the same area |V| ≈ (140a)2, calculated numerically using a tight-binding code with only
nearest neighbor coupling (solid lines). The numerical curves are obtained by first calculating exact
eigenenergies and successive smoothing by replacing each energy level by a Lorentzian with a half
width at half maximum of 0.017 1/a. The dashed lines are the predictions of our theory, Eq. (4.32).
From top to bottom: |∂Vzz|/|∂V| = 1 (grey, zigzag triangle), |∂Vzz|/|∂V| ≈ 1/1.6 (orange, Sinai shape),
|∂Vzz|/|∂V| ≈ 1/1.5 (blue, rectangle), |∂Vzz|/|∂V| ≈ 1/1.9 (red, rectangle), |∂Vzz|/|∂V| ≈ 1/1.3 (black,
rectangle), |∂Vzz|/|∂V| = 0 (green, armchair triangle). b) Smooth part of the density of states for
the same systems as in a), but with a relative next-nearest neighbor hopping strength t′ = 0.1.
Solid lines show the numerical tight-binding results and dashed lines the predictions from Eq. (4.33).
For the smoothing we used Lorentzians with a half width at half maximum of 0.012 1/a. We used
the same color coding as in a). Inset: The tight-binding model exhibits a van Hove singularity at
kE = −0.1 t/~vF ≈ −0.115 1/a. As a result the smoothed DOS shows a peak at the corresponding
position (solid).
We neglect terms with such scaling, since only edge states are relevant for the surface contri-
bution. This enables us to calculate the approximate surface contribution analytically also
for finite nnn hopping
ρ¯1,i ≈ |∂Vi|
pi2
∞∫
0
dk
ξ
(kE + 2kt′)2 + ξ2
=
|∂Vi|
pi
1−Θξ(kE)
2t′
, (4.29)
where we defined the smooth step function
Θξ(kE) =
1
pi
arctan(kE/ξ) +
1
2
. (4.30)
In the limit ξ → 0, Θξ becomes the Heaviside step function.
We can summarize our results for the surface contribution to the smooth density of states
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of a graphene billiard as
ρ¯1(kE) ≈ |∂Vzz|
pi
{
kmaxδξ(kE) if t
′ = 0 ,
[1−Θξ(kE)] /(2t′) otherwise .
(4.31)
As opposed to Schro¨dinger billiards, for graphene ρ¯1(kE) does not scale with the total length
of the system’s boundary |∂V|, but only with the length of the zigzag part of the boundary,
which we denote by |∂Vzz|. Armchair and infinite mass type edges do not give rise to a surface
term. The zigzag contribution depends qualitatively on the nnn hopping strength t′: While
for zero t′, it is strongly peaked at zero energy and symmetric around the Dirac point, it
has the shape of a smooth step for finite values of t′. The step gives rise to an enhancement
of ρ¯ for negative energies and is a clear manifestation of electron-hole symmetry breaking
due to the nnn hopping. The step height is inversely proportional to the hopping strength.
The smaller t′ gets, the flatter also the edge state band becomes in momentum space, and
therefore its density becomes larger.
Comparison with numerical simulations
In summary, our result for the smooth part of the density of states of a generic graphene
billiard, neglecting the effect of nnn hopping, is represented by the the first two terms of the
Weyl expansion
ρ¯(kE) ≈ |V|
pi
kE +
|∂Vzz|
pi
kmaxδξ(kE) . (4.32)
Moreover, with nnn hopping we have found
ρ¯(kE) ≈ |V|
pi
kE +
|∂Vzz|
2t′pi
[1−Θξ(kE)] . (4.33)
In the following we compare these predictions with the smooth DOS obtained by numerical
solution of an atomistic tight-binding model for graphene. To this end we set up a discrete
Hamiltonian according to the desired shape of the billiard, and then directly calculate its
eigenvalues using standard algorithms [56, 81]. In this way we obtain a number of discrete
levels ktbn . For smoothing, we convolute the levels with a Lorentzian function that is broad
enough that the fine structure of the levels is completely eliminated. The resulting curves
are then compared to Eqs. (4.32) and (4.33).
Figure 4.1 a) shows the analytical result for t′ = 0 (dashed lines) and the corresponding
numerical simulations for various graphene billiards (solid lines). All the billiards are chosen
to have approximately the same area, |V| ≈ (140 a)2. This is reflected in the common slope
of ρ¯ for larger |kE|, confirming the leading order contribution in the Weyl expansion, i. e. the
bulk term. The different shapes and orientations of the billiards give rise to different fractions
of the total zigzag boundary |∂Vzz|/|∂V|. While the boundaries of the equilateral triangles
consist completely of either zigzag (grey) or armchair (green) edges, both edge types are
present in the rectangles (blue, red and black) and in the non-integrable (modified) Sinai
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billiard (orange). The smooth DOS of the grey triangle shows a very pronounced peak
around kE = 0 due to the edge states. For the Sinai billiard and the rectangles the height of
the peak decreases as |∂Vzz| becomes smaller, and for the green triangle the peak eventually
vanishes. We find very good agreement with our analytic prediction. We point out that
the dashed lines for the triangles and the rectangles do not involve any fitting, rather we
have used the estimation from tight-binding theory, kmax = pi/3a . For the Sinai billiard,
our theory allows to determine the total effective zigzag length |Vzz| ≈ 516 a. We note that
Libisch and coworkers have numerically investigated the averaged DOS of graphene billiards
and found a ρ¯(kE) profile similar to that in Fig. 4.1 a) [44].
For the case of finite nnn hopping (t′ = 0.1), Fig. 4.1 b) shows the comparison between
theory and simulations for the same billiards. The lineshape of ρ¯(kE) is a smooth step with
a height that scales with the total length of the zigzag boundary, as predicted by Eq. (4.33).
Also here we find good agreement close to the Dirac point and in the electron regime kE > 0,
without any additional fitting [for the Sinai billiard we use |∂Vzz| = 516 a, as obtained from
the fit in Fig. 4.1 a)]. Further towards the hole regime, i. e. towards more negative energies,
the tight-binding model has a van Hove singularity due to the edge state band edge at
kE = −0.1 t/~vF ≈ −0.115 1/a, as depicted in the inset of Fig. 4.1 b) (solid line). This peak
is missing in our calculation, since in the effective Dirac theory the edge state dispersion is
always linear for finite t′, cf. Eq. (A.15). At more negative energies the simulations give again
a linear kE dependence like for positive energies, since no edge states are present anymore.
For a related study on edge states in graphene quantum dots, we refer to Ref. [81].
Equations (4.32) and (4.33) are the main results of this section. From our discussion it
becomes clear that in principle the structure of a graphene flake’s boundary, i. e. the ratio
between zigzag and armchair type edges, can be estimated from the behavior of the smoothed
density of states at low energies. The level broadening due to room temperature is of the
order 10−2 1/a, just as the values that we have used for ξ in Figs. 4.1 a) and 4.1 b). In view
of the specific lineshape, Eq. (4.33) is the more realistic prediction, since nnn hopping exists
in a real sample. Furthermore, not only nnn hopping, but also edge potentials, e. g. due to
impurities, lead to a boundary condition like in Eq. (A.7) and thus to Eq. (4.33). On the
other hand, Eq. (4.32) is nevertheless very useful for the estimation of the zigzag edge length,
since it predicts the total spectral weight of the edge states
∞∫
−∞
dkE ρ¯1(kE) =
|∂Vzz|
3
, (4.34)
which is model independent, since the number of edge states is conserved [81]. This means
that the part of the smooth DOS that scales with the length of the boundary is always
exclusively due to the zigzag edges.
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4.2 Density of states oscillations - trace formulae
Having derived the leading order contributions to the smoothed DOS, we now concern our-
selves with the oscillating part of the DOS. For kEL 1, ρosc is associated with the classical
periodic orbits of the system, in contrast to ρ¯. This means that the nature of the classical
dynamics, i. e. whether it is regular or chaotic, influences the result for ρosc significantly. For
a detailed introduction to the physics of regular and chaotic systems in classical and quantum
mechanics, see e. g. Refs. [49, 51, 65, 113]
For two-dimensional billiards, two conserved quantities are needed to ensure integrability.
Consider for example a classical particle in a circular billiard without any time dependent
potentials. Then the total energy is conserved, and in addition the angular momentum is
conserved due to the rotational invariance of the system. Another example is the classical
rectangular billiard. Again the total energy is conserved, which is equivalent to the conser-
vation of the absolute value of the total momentum. But in addition the absolute values
of both x- and y-component of the momentum are conserved individually, making the rect-
angle a classically integrable system as well. The symmetries that are associated to the
integrals of motion allow to classify the classical orbits of a regular system in terms of invari-
ant tori in phase space, on which the (canonical) classical action is constant. In this context,
one speaks about the EBK (Einstein, Brillouin and Keller) quantization of regular systems
[114, 115, 116]. The DOS oscillations of quantum systems with regular classical counterpart
are given by a sum over orbit families, each corresponding to an invariant torus. This is
expressed in the Berry-Tabor trace formula [110, 117]. In Subsec. 4.2.2 we consider the trace
formulae for two representative regular shapes, disk and rectangle, in the graphene case.
Chaotic classical systems on the other hand are non-integrable, i. e. less integrals of motion
than degrees of freedom exist. Classical trajectories in chaotic systems explore the whole
energetically available phase space (ergodicity), in contrast to the regular case where they
are restricted to a certain part of the phase space. Moreover, the distance between trajectories
that differ slightly in initial position and momentum increases exponentially with time. The
rates of proliferation are given by the Lyapunov exponents of the system. However, one
should not be mislead by this and conclude that chaotic dynamics is in general very unstable.
Consider a long trajectory with given initial and final position. If initial and final position
are slightly changed, there exists a second trajectory that comes exponentially close to the
original one [118]. These correlations between classical orbits have turned out to be essential
for the semiclassical description of spectral and transport properties of chaotic systems. In
Sec. 4.2.1 we present a graphene version of the Gutzwiller trace formula [49] for the oscillating
part of the DOS, which we use later in Sec.4.3 to study the spectral correlations of chaotic
graphene billiards.
4.2.1 Gutzwiller trace formula for chaotic graphene billiards
We begin with the chaotic systems and provide a version of the Gutzwiller trace formula for
the oscillating part of the DOS of chaotic graphene billiards. Our starting point is the relation
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between DOS and retarded Green function, Eq. (4.2), in the semiclassical limit kEL 1. As
discussed in the previous section, short orbits give rise to ρ¯, so that we focus on long orbits
here. The Green function in the semiclassical limit has been derived in Sec. 3.2 in terms of a
sum over all classical trajectories, Eq. (3.83). From this expression for G sc we know already
that the final result for ρosc can only differ from the oscillating DOS for chaotic Schro¨dinger
billiards by effects from the trace of the pseudospin propagator. Thus we have to work out
how the spatial integral in Eq. (4.2) depends on this trace. However, instead of inserting the
orbit sum (3.83) directly into Eq. (4.2), we go one step back to Eq. (3.78), where we have
already replaced the free Green function by its asymptotic form for large kEL, but not yet
performed the boundary integrals [103]. Then the N -reflection term of the DOS,
ρN (kE) = − 1
pi
Im
∫
V
dxTr [GN (x,x)] , (4.35)
contains the spatial integral
IN =
∫
V
dx
(1 + σα1x)(1 + σxαN )√
|x−αN ||α1 − x|
eikE(|x−αN |+|α1−x|) . (4.36)
We parametrize the integration variable as x = l lˆ + t tˆ, where lˆ is the direction from αN
to α1 and tˆ is the direction perpendicular to lˆ, such that a right-handed coordinate system
results, as sketched in Fig. 4.2. The origin l = t = 0 lies at the point αN , and we denote the
distance between the first and the last reflection point by lN1 = |αN − α1|. Then we can
rewrite the phase in (4.36), assuming t l and t l − lN1, as
ϕ(l, t) = kE|x−αN |+ kE|α1 − x| ≈ kElN1
(
1 +
t2
2l[lN1 − l]
)
, (4.37)
and evaluate the t-integral in stationary phase approximation, assuming kElN1  1. The
stationary phase point is given by
∂ϕ(l, t0)
∂t
=
kE lN1t0
l(lN1 − l) = 0 ⇒ t0 = 0 . (4.38)
This means (cf. Fig. 4.2) that the dominant contributions to ρosc indeed originate from the
periodic classical orbits. The stationary phase method then yields
IN =
√
2pi
kE lN1
eikE lN1
lN1∫
0
dl [(1 + σα1x)(1 + σxαN )]t=0 . (4.39)
The only position dependence that could be left, is due to the chiral projections. However,
for t = 0 they do not depend on the longitudinal coordinate l, since (cf. Fig. 4.2)
σα1x|t=0 = σxαN |t=0 = σα1αN . (4.40)
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x
Figure 4.2: Sketch of the geometry and notations for the integration in Eq. (4.35).
The remaining integral over l can be performed exactly and we get
IN =
√
2pilN1
kE
eikElN12(1 + σα1αN ) . (4.41)
The important result here is that we can essentially read off ρosc for the graphene case directly
from the corresponding Dirichlet problem for the Schro¨dinger equation [51, 103, 106], since
the pseudospin does not affect the stationary phase points. Thus we find
ρosc(kE) =
vF
2pi
Re
∑
γ
Tr(Kγ)Aγ e
ikELγ . (4.42)
Here the sum runs over all, infinitely many periodic classical orbits γ. The classical amplitudes
Aγ depend on the period Tγp of the corresponding primitive (non-recurring) orbit γp and the
stability of the orbit γ via the stability matrix Mγ [49, 51]
Aγ =
Tγp√|det (Mγ − 1) |e−iµ˜γpi/2 . (4.43)
The Maslov index µ˜γ contains the number of conjugated points µγ that occurred already in
the semiclassical Green function (3.83) and the additional phases from the spatial integration
in Eq. (4.35). In contrast to µγ , the Maslov index µ˜γ is always independent of the starting
point of γ [119]. The trace formula (4.42) for ρosc is only valid for systems with isolated
orbits, a prerequisite to evaluate the integral perpendicular to αN − α1 in stationary phase
approximation. This is particularly fulfilled for chaotic systems, while for regular systems
one has to consider whole families of degenerate periodic orbits as described in Subsec. 4.2.2.
We note that in Ref. [107] a semiclassical trace formula for graphene is presented, which
however is not taking into account the boundaries required to obtain chaotic dynamics (see
also Ref. [99] for a trace formula for the Dirac equation).
The term trace formula for a representation of ρosc in terms of the periodic classical orbits
of a system has been coined by Gutzwiller, who first presented the trace formula for isolated
orbits in Ref. [106]. Later Berry and Tabor derived a trace formula that is valid for regular
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systems with degenerate orbits [110, 117]. It is remarkable that except for ~ and the trace of
Kγ that takes care of the graphene specific pseudospin interference, the trace formula (4.42)
contains only classical quantities and still describes a pure quantum property, the oscillating
part of the DOS.
In principle, the trace formula Eq. (4.42) allows to compute semiclassical approximations
for energy levels in chaotic graphene billiards. Since the classical dynamics of a graphene
billiard is the same as that of a Schro¨dinger billiard, the convergence properties of Eq. (4.42)
are expected to be similar to those of Gutzwiller’s trace formula, i. e. convergence problems
arise due to the exponential increase of the total number of periodic orbits with their length
[51]. However, residual disorder scattering (cf. App.A.6), giving rise to a finite life time of
the quantum states, or finite temperature lead to a damping of longer orbits in the trace
formula, improving its convergence. We study the case of such damping in the context of
graphene billiards with regular dynamics in the following subsection.
As the Gutzwiller trace formula for the case of quantum chaotic Schro¨dinger dynamics, the
trace formula (4.42) represents a suitable starting point to consider the statistical properties of
energy levels for chaotic graphene cavities. In particular it allows to study universal spectral
features of ρosc. Based on Eq. (4.42) we perform a semiclassical analysis of spectral statistics
of graphene billiards in Sec. 4.3, focusing in particular on edge-related effects.
4.2.2 Regular billiards - trace formulae and shell effects
In the following we give two representative examples for trace formulae describing the os-
cillating part of the density of states in graphene billiards that have classically integrable
dynamics. In the previous subsection we have found that for chaotic billiards the sum over
all classical orbits in the semiclassical Green function (3.83) is reduced to the periodic clas-
sical orbits that exist in the system in the trace formula for ρosc. This result carries over to
the case of the regular billiards. However, the (spatial) symmetries in many regular cases
cause orbit degeneracies, thus the orbits are organized in families on classical invariant tori
[114, 115, 116]. All members of a family possess the same classical properties such as length,
stability, number of reflections, and Maslov index. An example of a periodic orbit family
in the circular billiard is given in Fig. 4.3 a): The triangular orbit can be rotated by an ar-
bitrary angle resulting in another equivalent periodic orbit. All orbits constructed in this
way constitute one family. In order to compute the oscillatory part of the DOS from the
semiclassical Green function, it is convenient to organize the trajectories in terms of tori,
respectively families f , in the trace-integral Eq. (4.2):
ρ(kE) = − 1
pi
Im
∑
f
∫
Vf
dxTr [Gf (x,x)] . (4.44)
Here Vf is the part of V that is covered by the family f . This can be the whole domain V, as
for the diametral orbits in the circle or the families of the rectangular billiard, or only part of
it, as for all other families in the circle (cf. Figs. 4.3 and 4.6). Restricting oneself to a specific
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orbit family f , the spatial integral over Vf can be performed exactly for many geometries
(see Ref.[51] and references therein).
As we have discussed above for the chaotic case, the semiclassical pseudospin propagator for
graphene does not alter the resonance condition, and the pseudospin trace of periodic classical
orbits does not depend on the coordinates of the starting and end point. Therefore, the
integrals over Vf are the same as for Schro¨dinger billiards with Dirichlet boundary conditions.
Hence we can adapt the corresponding results by explicitly including the correct pseudospin
trace for each orbit family. The collective effect of orbit families giving rise to constructive
interference due to action degeneracies lead to pronounced signatures in the DOS of integrable
systems known as shell effects [51]. We analyze below how such features are modified due to
graphene edge effects.
After the spatial integrals in Eq. (4.44) are performed, the result is a semiclassical Berry-
Tabor type trace formula for ρosc in terms of sums over families of periodic orbits organized
on resonant tori [110]
ρ scosc(kE) =
∑
f
Rf (kE)e
ikELf . (4.45)
We have already mentioned that for chaotic billiards the convergence of such sums is an issue,
and in order to obtain the quantum levels of a billiard, one has to take into account in principle
all orbits. However, even if the sum converges, as it is the case for many integrable geometries,
the quantum levels are in general reproduced by semiclassics only with an accuracy of the
mean level spacing. On the other hand, many physical properties like the stability of finite
fermion systems or also the conductance fluctuations in quantum dots, do not depend on the
exact spectrum, but only on the gross-shell effects, i. e. the contributions from the shortest
periodic orbits [51]. In order to investigate these, we consider broadened energy levels, e. g. by
convoluting the DOS with a Gaussian
ρξ(kE) =
1
ξ
√
pi
∞∫
−∞
dk′Ee
−(kE−k
′
E)
2/ξ2ρ(k′E) =
1
ξ
√
pi
∑
n
e−(kE−kn)
2/ξ2 . (4.46)
For the trace formula (4.45), this level broadening results in an effective damping of long
orbits and therefore improves convergence of the periodic orbit sum
ρ scξ,osc(kE) =
1
ξ
√
pi
∑
γ
∞∫
−∞
dk′Ee
−(kE−k
′
E)
2/ξ2Rγ(k
′
E)e
ik′ELγ
≈ 1
ξ
√
pi
∑
γ
Rγ(kE)e
ikELγ
∞∫
−∞
dk′Ee
−(k′E−kE)
2/ξ2ei(k
′
E−kE)Lγ
=
∑
f
Rf (kE)e
ikELf e−(ξLf/2)
2
. (4.47)
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Figure 4.3: a) Example of a family of degenerate classical orbits in the circular billiard. The black
triangular orbit can be rotated by an arbitrary angle without the length being changed. All resulting
orbits give the same contribution to the density of states. (After Ref. [120].) b) Families of periodic
classical orbits in the circular billiard, with v the total number of reflections along the orbit and w
the winding number. (After reference [103].) If (v, w) are not coprime, then the orbits are repetitions
of some primitive orbits. For example members of (4,2) are repetitions of (2,1) and members of (6,2)
are repetitions of (3,1). c) Angles of rotation, ϕ, and reflection, θ, for a reflection of a member of the
family (3, 1).
Circular billiard with infinite mass edges
We begin with the circular billiard with infinite mass type edges. The sign of the mass term
is considered constant so that we can choose the boundary matrix Pα = (1− τz ⊗ σtα)/2 for
all boundary points α. The exact quantum energy eigenvalues Enm = ~vFknm are given by
Bessel functions of the first kind [90]
Jm(knmR) = τJm+1(knmR) , (4.48)
where R is the radius of the billiard, τ = ±1 labels the two valleys, and n, |m| ∈ N. In
Eq. (4.48), knmR is then the n-th intersection of the Bessel functions Jm and Jm+1.
In Fig. 4.3 b) we show members of a few periodic orbit families that exist in the circle. In
order to label them, we introduce the total number of reflections, v, and the winding number,
w. Obviously the number of reflections is always equal or greater than twice the winding
number, i. e. v ≥ 2w. The orbits of the families in the first row of Fig. 4.3 b) where w = 1, are
regular polygons that do not intersect themselves. For larger winding numbers, the orbits are
star-like self-intersecting polygons, with the exception of repetitions of the w = 1 families.
In general a family is a repeated version of another one if v and w are not coprime, i. e. if
positive integer numbers r ≥ 2, a and b exist, such that (v,w) = (ra, rb). In this case, v and
w describe orbits with total number of reflections a and winding number b that are repeated
r times. In Fig. 4.3 b) we have (v,w) = (4, 2) and (v,w) = (6, 2) as examples. In the following
we allow for negative winding numbers and define the sign such that w > 0 for clockwise and
w < 0 for anti-clockwise going orbits. Using simple geometrical relations, one can derive the
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length
Lv,w = 2vR sin(|ϕv,w|) (4.49)
and the angle of rotation at every reflection
ϕv,w = pi
w
v
. (4.50)
Therefore the reflection angles read [cf. Fig. 4.3 c)]
θv,w = sgn(w)
pi
2
− ϕv,w =
(
sgn(w)
2
− w
v
)
pi . (4.51)
With that we proceed calculating the trace of the pseudospin propagator, through which
graphene physics enters. According to Eq. (3.94), the pseudospin propagator Kv,w obtains a
factor iτz ⊗ σz for every reflection, so that the trace for an orbit (v,w) is
Tr (Kv,w) = i
v Tr
(
τvz ⊗ σvz eivθv,wσz
)
. (4.52)
In the following we will frequently have to evaluate traces of this form. First we rewrite
σz = −ieiσzpi/2 ⇒ σvz = (−i)veiσzvpi/2 , (4.53)
so that the trace can then be evaluated using the rule
Tr
(
eiσzΘ
)
= Tr (σ0 cosΘ + σzi sinΘ) = 2 cosΘ . (4.54)
The same of course holds true for the Pauli matrices of the valley pseudospin, so that
Eq. (4.52) gives
Tr (Kv,w) = i
3v Tr
(
eiτzvpi/2 ⊗ eiσz [v θv,w+vpi/2]
)
= (−i)v4 cos(vpi/2) cos(v θv,w + vpi/2)
= (−1)w ×
{
4 for even v ,
0 for odd v .
(4.55)
This result reflects the Berry phase that the quasiparticles in graphene pick up along periodic
orbits. Interestingly, orbits with an odd number of reflections do not contribute to the
oscillating part of the DOS, since the pseudospins interfere destructively in this case. One
can already see this in Eq. (4.52), because Tr τvz = Tr τz = 0 for odd v. However, similar as
for the surface term of ρ¯, valley degeneracy requires that we have to get the very same result
for both K-points individually. Since orbits with odd v do not contribute, this has to hold
also if we neglect the valley structure. Thus we reconsider the sublattice part of Eq. (4.52).
If v is odd, we have
Tr
(
σvze
ivθv,wσz
)
= (−i)v(−1)(v+1)/2 sin θv,w . (4.56)
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However, for each orbit family (v,w) with θv,w 6= 0, i. e. for all except for the diametral orbits
(2w,w), we have a ‘time reversed’ family2 (v,−w) with orbits that have the same scalar part,
but differ in the pseudospin part, namely according to Eq. (4.51)
θv,−w = −θv,w , (4.57)
and thus the contributions from orbits with odd v cancel each other even within a single
valley.
For the circular Schro¨dinger billiard with Dirichlet boundary conditions, the semiclassical
trace formula has been derived already about thirty years ago [120, 121, 122]
DSosc(E) =
2
~vF
√
kER3
pi
∞∑
w=1
∞∑
v=2w
fv,w√
v
sin3/2(ϕv,w) cos
(
kELv,w +
v
2
pi +
pi
4
)
. (4.58)
Here fv,w = 1 for the diametral orbits (2w,w) and fv,w = 2 otherwise, which accounts for
the fact that the diametral orbits are their own time reversed partners and do not have to be
counted twice. Taking into account the graphene specific modifications due to the pseudospin,
Eq. (4.55), we obtain the semiclassical trace formula for a graphene disk billiard with infinite
mass type edges
ρ scosc(kE) = 4
√
kER3
pi
∞∑
w=1
∞∑
v=2w
even
fv,w√
v
(−1)w+v/2 sin3/2(ϕv,w) cos
(
kELv,w +
pi
4
)
e−(ξLv,w/2)
2
.
(4.59)
Since for families with even v the contribution to ρosc does not depend on the sign of the
winding number, the sum is restricted to positive w. We also included the exponential
damping of longer orbits due to the Gaussian convolution according to Eq. (4.47).
In Fig. 4.4 we show the results for the oscillating part of the density of states, calculated with
the semiclassical trace formula (4.59) for different values of the broadening ξ, and compare
them with the results obtained from the exact quantum energy levels. In order to obtain the
latter, we solve Eq. (4.48) numerically and convolute the resulting discrete energy spectrum
with a Gaussian of width ξ. We find that the gross-shell structure, i. e. the short orbit
contributions to ρosc, of the graphene billiard with infinite mass edges is approximated very
well by the semiclassical theory, see panels a) and b). For comparison, panel c) shows the
same energy range for the corresponding Schro¨dinger disk billiard. For panel d) we have
used the undamped trace formula (ξ = 0) and summed over many orbits with up to several
hundred reflections. In this case even the exact quantum levels (blue circles) are reproduced
with remarkable accuracy by the semiclassical theory (black line). For every level, we have
a sharp peak in the semiclassical result. An exception are the two levels close to kER = 6,
for which the semiclassical trace formula yields only one peak, though twice as high as the
others, meaning that in the semiclassical expression the two levels are nearly degenerate.
2In the sense that the propagation direction is reversed. The physical time reversal operation for the Dirac
particles involves operations on the pseudospins, see Sec. 2.2.
4.2 Density of states oscillations - trace formulae 71
c)
100 20 30 40
-2
-1
0
1
2
a)
-4
-2
0
2
4
d)
x 10
3
1 2 3 4 5 6 7 8 9
0
0.5
1.0
1.5
2.0
b)
100 20 30 40
-6
-4
-2
0
6
4
2
Figure 4.4: Oscillating part ρosc of the density of states of a circular billiard as a function of kER.
a), b) Gaussian convoluted ρosc(kE) for graphene billiards with infinite mass edges for ξ = 0.4/R and
ξ = 0.3/R respectively. The full (dotted) curves show the semiclassical (quantum mechanical) results.
c) Corresponding result (for ξ = 0.4/R) for a circular Schro¨dinger billiard with Dirichlet boundary
conditions. d) Peaks are obtained from the semiclassical expression (4.59) for ξ = 0 by summing up
orbit families up to v, w = 400. Blue circles mark the positions of the exact quantum mechanical
levels obtained from Eq. (4.48).
In Fig. 4.5 we have a closer look at the frequency content of the oscillations. In fact one
can see from panel c) that the two shortest non-vanishing orbit families, (2, 1) and (4, 1),
already give a good approximation to the shell structure for ξ = 0.4/R. To obtain the
power spectrum of the exact quantum result, see panel d), we have broadened the levels with
Gaussians (ξ = 0.3/R) and then took the Fourier transform of the resulting DOS oscillations.
Evidently, only families with an even number of vertices v are contained in the spectrum,
as semiclassically predicted. For example the triangular orbits (3, 1) that would give a peak
at l/R = 5.2 and also the pentagram orbits (5, 2) (l/R = 9.5) do not contribute. The inset
shows the same plot on a logarithmic scale, where the absence of the orbits with odd v is
even more evident.
For some regular geometries it is in fact possible to obtain analytic semiclassical approxi-
mations to the quantum levels by summing the trace formula approximately, and indeed the
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Figure 4.5: Most important constituents of the Gaussian convoluted ρosc of the circular graphene
billiard. a), b) Semiclassical contributions from the two shortest contributing orbit families (2, 1) and
(4, 1), respectively. c) Comparison of the full semiclassical orbit sum (dotted) with the contribution
from the two shortest orbit families (2, 1) and (4, 1) (solid) for ξ = 0.4/R. d) Power spectrum of the
Gaussian convoluted (ξ = 0.3/R) quantum DOS. Peaks can be uniquely assigned to periodic orbit
families (v, w). Inset: Logarithmic representation.
circle is such a case. Therefore we use the Poisson sum rule in the form
∞∑
w=1
F (w) =
∞∑
W=−∞
∞∫
0
dxF (x)e2piixW − 1
2
F (0) (4.60)
for the sum over the winding number w in Eq. (4.59). Then we can rewrite the trace formula
as
ρosc(kE) = 4
√
2kER3
pi
Re
∞∑
W=−∞
∞∑
v=−∞
eipiv√
v
∞∫
0
dxΘ(v − x) sin3/2
(pi
2
x
v
)
eipixeiΦ(x) , (4.61)
with
Φ(x) = 4vkER sin
(pi
2
x
v
)
+ 2piWx , (4.62)
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and Θ the Heaviside step function. We evaluate the integral in Eq. (4.61) approximately
using the method of stationary phase. To this end, we consider all terms other than the
exponential with Φ as slowly varying and obtain
ρosc(kE) ∼ Re
∞∑
W=0
∞∑
v=−∞
Θ(v)
√
k2ER
2 −W 2 e2piivV0(W ) , (4.63)
with
V0(W ) = 2W − 3
2
+
1− 2W
pi
[
1− arccos
(
W
kER
)]
− 2kER
pi
√
1− W
2
k2ER
2
. (4.64)
This equation implicitly defines the semiclassical approximations to the quantum levels of
the graphene disk with infinite mass boundaries, since the sum in Eq. (4.63) is singular if and
only if V0(W ) = V for given integers V and W . This defines the approximate eigenenergies
in terms of kER. To see this, we consider the Poisson formula now for v
∞∑
v=−∞
F (v) =
∞∑
V=−∞
∞∫
−∞
dy F (y)e2piiyV (4.65)
and note that the real part of the Fourier transformed Heaviside function is given by a Dirac
delta function
Re
∞∫
−∞
dyΘ(y) e2piiy(V+V0) =
1
2
δ(V + V0) . (4.66)
In Table 4.1, we compare several energy levels obtained from the trace formula (4.59) by
summing over many orbits [see also black peaks in Fig. 4.4 d)], with the numerical solutions
of V = V0(W ), i. e. Eq.(4.64), and the exact quantum levels from Eq. (4.48) [blue circles in
Fig. 4.4 d)]. Also here we find that the semiclassical results agree very well with the quantum
levels (see also relative errors in Table 4.1)
In conclusion we find that the results of our semiclassical theory for the graphene disk with
infinite mass edges agree very well with the exact quantum mechanical solution of the Dirac
equation with corresponding boundary conditions.
Rectangular billiard with zigzag and armchair edges
Next we study the the rectangular billiard, representing another prominent classically inte-
grable geometry. While for the Schro¨dinger equation with Dirichlet boundary conditions,
finding the eigenvalues of the 2D box is a simple textbook problem [Enm ∼ (n2 +m2)], the
graphene rectangle is a much more subtle problem. For instance, the eigenvalue problem of
a graphene rectangle with infinite mass type edges (see also App.A.4) has, to the best of
our knowledge, not been solved analytically so far. Here we consider the more realistic case
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a) circular infinite b) square billiard c) square billiard
mass billiard (‘semiconducting’) (‘metallic’)
TF TF (P) QM TF QM TF QM
1.49 (4.2) 1.57 (9.8) 1.43 6.85 (0.6) 6.81 6.86 (0.2) 6.85
2.72 (3.4) 2.78 (5.7) 2.63 7.85 (0.1) 7.84 7.30 (0.3) 7.28
3.10 (0.3) 3.14 (1.0) 3.11 7.93 (0.8) 7.87 7.92 (0.9) 7.85
3.87 (2.7) 3.92 (4.0) 3.77 8.11 (0.7) 8.05 8.15 (0.7) 8.09
4.46 (0.4) 4.49 (0.2) 4.48 8.97 (0.6) 8.92 8.41 (0.2) 8.39
4.69 (0.2) 4.71 (0.6) 4.68 9.11 (0.1) 9.10 8.84 (0.5) 8.80
5.00 (2.5) 5.04 (3.3) 4.88 9.26 (0.2) 9.24 9.43 - -
5.73 (0.4) 5.75 (0.0) 5.75 9.35 (0.3) 9.32 9.54 (0.4) 9.50
6.10 (2.0) 6.12 (2.3) 5.98 10.47 - - 9.85 (0.0) 9.85
6.10 (0.2) 6.14 (0.8) 6.09 10.86 (0.0) 10.86 10.06 (0.1) 10.05
6.26 (0.2) 6.28 (0.2) 6.27 10.92 (0.2) 10.90 10.59 (0.3) 10.56
6.95 (0.4) 6.98 (0.0) 6.98 11.05 (0.4) 11.01 11.04 (0.4) 11.00
7.20 (2.0) 7.23 (2.4) 7.06 11.18 (0.4) 11.14 11.04 (0.1) 11.03
7.43 (0.3) 7.45 (0.5) 7.41 11.29 (0.2) 11.27 11.21 (0.5) 11.16
7.71 (0.0) 7.72 (0.1) 7.71 11.52 - - 11.71 (0.2) 11.69
7.84 (0.1) 7.85 (0.3) 7.83 11.80 (0.3) 11.76 11.74 (0.3) 11.70
8.15 (0.3) 8.17 (0.5) 8.13 11.97 (0.1) 11.96 12.23 (0.3) 12.20
8.28 (1.2) 8.31 (1.6) 8.18 12.02 (0.0) 12.02 12.57 - -
8.71 (0.2) 8.73 (0.5) 8.69 12.13 (0.3) 12.10 12.83 (0.2) 12.81
9.08 (0.1) 9.09 (0.0) 9.09 13.31 (0.2) 13.29 12.90 (0.0) 12.90
Table 4.1: a) Energy levels knR of the circular billiard with infinite mass type edges obtained
from the semiclassical trace formula, Eq. (4.59), by summing over many classical orbits with
ξ = 0 (TF) and by means of the Poisson resummation [TF (P)], Eq. (4.64), compared to the
quantum mechanical result (QM) from Eq. (4.48). The relative error of the semiclassical result
with respect to the quantum mechanics in percent is given in brackets. b), c) Energy levels
knL for square graphene billiards with KL mod 2pi = 2pi/3 (L = 200 a ‘semiconducting’) and
KL mod 2pi = 0 (L = 201 a ‘metallic’), respectively. Again we compare the result from the
semiclassical trace formula (4.77) at ξ = 0 with the quantum mechanical result (4.69).
4.2 Density of states oscillations - trace formulae 75
Figure 4.6: Families of periodic classical orbits in the rectangular billiard. N (M) is the number of
reflections at each zigzag (armchair) edge. For the (1,1) family we show three degenerate members.
of a rectangle with two zigzag and two armchair edges of lengths Lzz and Lac, respectively.
Even though for this case a closed formula for the eigenvalues in terms of a transcendental
equation can be derived, an explicit expression for the eigenvalues does not exist, due to cou-
pling of the momenta in different directions. In App.A.3 we show that the energy eigenvalues
Enm = ~vFknm are given by
knm = ±
√
p2nm + q
2
m , (4.67)
where pnm and qm are the components of the momentum in the direction along the armchair
and zigzag edges, respectively. The latter is quantized according to
qm =
mpi
Lzz
−K m ∈ N , (4.68)
and both momenta are connected via the transcendental equation
pnm =
1
Lac
arctan(qm/pnm)− pi
Lac
(
n+
1
2
)
, n ∈ N . (4.69)
In the following we show that our semiclassical theory provides a very good approximation to
the quantum DOS of the graphene rectangle, in spite of the nontrivial momentum coupling.
As for the circle, the periodic orbit families in the rectangle can be labeled with two integer
indices. By N andM we denote the numbers of reflections that occur at each zigzag edge (N)
and each armchair edge (M), respectively (cf. Fig. 4.6), i. e. the total number of reflections,
2(N +M), is always even. The shortest families, (N, 0) and (0,M), consist of the so-called
bouncing ball orbits, where the reflections occur only at two opposite edges and the reflection
angle is zero. For the other cases, the ratio of N and M fixes the absolute values of the
reflection angles. Every reflection at a zigzag edge occurs under a reflection angle θzz and
every reflection at an armchair edge under a reflection angle θac with
|θzz| = arctan
(
MLzz
NLac
)
, (4.70)
|θac| = pi
2
− |θzz| = arctan
(
NLac
MLzz
)
. (4.71)
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Figure 4.7: Matrix factors obtained along orbits of the (1,1) family. For counterclockwise propa-
gation (left) reflection angles are positive, for clockwise propagation they are negative.
Furthermore, the length of an orbit (N,M) is given by
LNM = 2
√
M2L2zz +N
2L2ac . (4.72)
From Eq. (3.94) we can read off the specific matrix factors for reflections from each of the
four sides, namely
iτze
−iθzzτz ⊗ σx at lower zigzag edge ,
iτze
iθzzτz ⊗ σx at upper zigzag edge ,
−iτy ⊗ σzeiθacσz at left armchair edge ,
iτye
i2KLzzτz ⊗ σzeiθacσz at right armchair edge .
(4.73)
As discussed in Subsec. 3.2.1 (see Fig. 3.5) the sign of the reflection angles is positive for
counter clockwise reflections and negative for clockwise reflections. As an example we show
the corresponding factors for an orbit (1, 1) in Fig. 4.7. Stringing together the four terms
above, we find for the pseudospin propagator of the (1, 1) family
TrK11 = −4 cos(2KLzz − 2|θzz|) , (4.74)
irrespective of the propagation direction of the orbits. We point out that the zigzag reflection
angle θzz occurs in Eq. (4.74) due to the fact that the rectangle has different zigzag edges at the
top and the bottom edges (A- and B-terminated, respectively), otherwise the corresponding
phases would cancel, as for the armchair reflections. In the same way we obtain the trace
also for the general case (N,M), namely (see also Sec.4.3, in particular Eq. (4.99) and its
derivation)
TrKNM = (−1)N4 cos(2MKLzz − 2N |θzz|) . (4.75)
For rectangular Schro¨dinger billiards with Dirichlet boundary conditions and side lengths L1
and L2, the semiclassical trace formula reads [51, 123]
DSosc(E) =
L1L2
~vF
√
2kE
pi3
∞∑
N=1
∞∑
M=1
fNM√
L˜NM
cos
(
kEL˜NM − pi
4
)
, (4.76)
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Figure 4.8: Oscillating part of the density of states of square graphene billiards with two armchair
edges and two zigzag edges (Lzz = Lac = L). The left panels (a, c, e) show the results for a square
with KL mod 2pi = 2pi/3 (‘semiconducting’) and the right panels (b, d, f) are for a square with KL
mod 2pi = 0 (‘metallic’). Panels a) and b) show the Gaussian convoluted ρosc(kE) for ξ = 0.3/L.
The blue dotted curves represent the exact quantum mechanical results calculated with Eq. (4.69)
and broadened correspondingly (we consider only real pnm here, i. e. no zigzag edge states). Panels
c) and d) show ρosc(kE) without broadening (ξ = 0). For the latter we take all orbit families with
M,N ≤ 400 in the sum (4.77). Blue circles mark the positions of the exact quantum energy levels
obtained from Eq. (4.69). Panel e) and f) show the quantum mechanical power spectra for ξ = 0.3.
The peaks can be uniquely assigned to classical orbit families (N,M).
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with fNM = 1 for the bouncing ball orbits, i. e. if N = 0 or M = 0, and fNM = 2 otherwise,
and the orbit length L˜NM = 2
√
M2L21 +N
2L22. The factors fNM again account for the
fact that members of the families (N, 0) and (0,M) are their own time reversed partners.
Combining Eqs. (4.75) and (4.76) we eventually obtain the semiclassical trace formula for the
graphene rectangle with armchair and zigzag edges
ρosc(kE) = LzzLac
√
8kE
pi3
∞∑
N=1
∞∑
M=1
(−1)NfNM√
LNM
cos
(
kELNM − pi
4
)
(4.77)
× cos(2MKLzz − 2N |θzz|)e−(ξLNM/2)2 .
Also here we have included the exponential damping according to Eq. (4.47).
It is interesting to note that the frequency content of ρosc depends sensitively on the size
of the billiard. As an example we consider a square with Lac = Lzz = L. Since the distance
between the two armchair sides can only take discrete values, namely multiples of half of
the lattice constant a/2 [see e. g. Fig. 2.1 a)], the quantity KL is always a multiple of 2pi/3.
In particular if 2L/3a ∈ N, one has KL mod 2pi = 0. This corresponds to the ‘metallic’
distances as introduced in Subsec. 2.2.2. In this case the families with odd N =M , i. e. (1, 1),
(3, 3), and so on do not contribute to the oscillating part of the DOS, because then |θzz| = pi/4
and thus the cosine in Eq. (4.77) vanishes. More generally, in the metallic case orbit families
(N,NLac/Lzz) with odd N do not contribute due to the destructive interference of pseu-
dospins, provided NLac/Lzz ∈ N. We point out that also if the latter ratio is not integer, the
families (N, [NLac/Lzz]) with odd N are suppressed with respect to the semiconducting case.
Here the square brackets denote the closest integer. In a sense, this destructive pseudospin
interference is eventually a consequence of the short-range singularities at the zigzag edges
(see Subsec. 3.2.1), since θzz in the trace formula originates from these singularities. This
means that, in contrast to the smooth part of the DOS, the oscillating part, ρosc, is affected
by the short-range singularities at all energies, not only around kE = 0. Another example for
destructive pseudospin interference in the square are the families (M, 0) and (0, N) for odd
N and M respectively. They cancel each other exactly for metallic armchair distances.
In Fig. 4.8 we compare the results from the semiclassical trace formula Eq. (4.77) for
Lac = Lzz = L with the quantum result obtained by solving Eq. (4.69) numerically. Again we
find very good agreement with quantum mechanics, both for the Gaussian convoluted ρosc in
panels a) and b), and the exact quantum energy levels in c) and d). This is rather remarkable
in view of the complicated structure of the quantization condition (4.68). The semiclassical
predictions concerning frequency content of the DOS oscillations and peak heights, in par-
ticular the absence/presence of whole orbit families, are confirmed in panels e) and f), where
we plot the power spectra of the quantum DOS. For example the shortest orbits (1, 0), (0, 1)
and (1, 1) do not contribute for the system in f) (KL mod 2pi = 0), while they are rather
important in e) (KL mod 2pi = 2pi/3). In Table 4.1 we give also the numerical values of
several levels.
Note that in Fig. 4.8 c) and d) (and Table 4.1) we find some additional peaks from the semi-
classical trace formula, which are not associated with quantum energy levels of the rectangle.
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Rather these peaks occur at positions that fulfill the quantization condition of a fictitious 1D
quantum well of width L with armchair boundary conditions. It is well-known [51] that this
is an effect of subleading order [(kEL)
−1/2 with respect to leading order] that is produced by
orbits that ‘graze’ along the edges. Semiclassically these orbits have the same weight as the
other bouncing ball orbits. Quantum, mechanically however, the particles have to ‘feel’ also
the boundary that is not hit by the grazing classical orbits.
4.3 Density of states oscillations - spectral statistics of chaotic
billiards
The random matrix theory (RMT) for statistical properties of the level density has been
shown to accurately describe the spectra, in particular the repulsion of levels, of complex
many-particle systems such as heavy atom nuclei [124] as well as neutral and ionized rare
earth atoms [125]. For the description of single-particle systems it was initially not clear
whether RMT could be a suitable tool. In fact it has been shown that the spectra of regular
systems with more than one degree of freedom are uncorrelated [117] (apart from the case of a
harmonic oscillator). In 1984, however, Bohigas, Giannoni, and Schmit conjectured that also
the single particle energy spectra of classically chaotic systems are universally described by
RMT3 [70]. Many subsequent works suggest the validity of their statement, see e. g. Ref. [118]
and references therein.
In this section we investigate the statistical properties of the spectral fluctuations of clas-
sically chaotic graphene billiards. To this end we study the spectral two-point correlator
R(η) =
1
ρ¯(kE)
〈ρosc(kE + η/2)ρosc(kE − η/2)〉kE , (4.78)
where 〈〉kE denotes averaging over a small window of the Fermi momentum kE. Roughly
speaking, R measures the average density of level pairs separated by a distance η. To be
more precise, we consider the Fourier transform of R(η), the spectral form factor
F (t) =
∞∫
−∞
dη R(η)ei2piηtρ¯(kE) . (4.79)
For 0 < t < 1, RMT for the Hamiltonian predicts for the spectral form factor [65]
F (t) =


2t− t ln(1 + 2t) for GOE ,
t for GUE ,
1
2t− 14t ln(1− t) for GSE ,
(4.80)
3The original formulation from reference [70] is: “Spectra of time-reversal invariant systems whose classical
analogs are K systems show the same fluctuation properties as predicted by GOE.”
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which we expand for small t up to second order as
F (t) =


2t− 2t2 +O(t3) for GOE ,
t for GUE ,
1
2 t+
1
4 t
2 +O(t3) for GSE .
(4.81)
Here, GOE, GUE and GSE stand for the Gaussian orthogonal, unitary, and symplectic
ensemble respectively, i. e. the appropriate matrix ensembles for the Hamiltonian, according
to its symmetry class or (effective) time reversal symmetries, respectively (cf. Sec. 2.2). Since
for uncorrelated spectra the form factor is unity F (t) = 1, while according to Eq. (4.80),
F (t) < 1 for the correlated spectra of random matrices, it can be considered as a measure of
the correlation strength.
For chaotic quantum systems described by the 2D Schro¨dinger equation, the properties of
classical orbits have been connected to F (t), and the RMT form factor (4.81) has been derived
using the original Gutzwiller trace formula [126, 127, 128]. We start from our trace formula for
the oscillating part of the graphene DOS, Eq. (4.42), in order to extend the existing theory
to the case of chaotic graphene systems. For graphene, the universal predictions of RMT
are only reproduced as limiting cases. In general we find that the edge characteristics have
significant effects and the statistics follow a mixture of GOE and GUE. The reason is that
graphene actually consists of two subsystems, namely the two valleys, that can be coupled
to different extent, depending on the edge structure of the graphene billiard.
Following reference [127], we insert the semiclassical trace formula for ρosc from Eq. (4.42)
into the definition of F (t), Eq. (4.79), and obtain the approximate expression
F (t) ≈ 1
4TH
〈∑
γ,γ′
AγA
∗
γ′Zγ,γ′ e
ikEδLγ,γ′ δ
(
T − Tγ + Tγ′
2
)〉
kE
. (4.82)
We have introduced the time variable T = t TH with the Heisenberg time TH = 2piρ¯(kE)/vF ,
the period of an orbit Tγ = Lγ/vF , and the length difference δLγ,γ′ = Lγ −Lγ′ . Furthermore
we defined the short notation for the product of pseudospin traces
Zγ,γ′ = TrKγTrK
†
γ′ . (4.83)
We show in App.A.6, how the expression (4.82) is changed in the presence of weak bulk
disorder. As stated earlier, the number of the periodic orbits of chaotic systems grows ex-
ponentially with the orbit length [51], leading also to an exponentially increasing number
of orbit pairs that in principle contribute to F . However, when γ and γ′ are an arbitrary,
uncorrelated pair of orbits, exp(ikEδLγ,γ′) is in the semiclassical limit a rapidly oscillating
function of kE. Thus the contributions of most of the orbit pairs in the sum (4.82) vanish
after the energy average. Hence, the major contributions to F are due to classes of orbit pairs
which have a length difference that is comparable to 1/kE or smaller. This means that the
lengths of the orbits have to be classically correlated. The most obvious class of correlated
orbit pairs is captured by the so-called diagonal approximation, where only pairs (γ, γ′) are
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b)a)
Figure 4.9: a) Scheme of the most important orbit pairs that contribute to the spectral form factor
beyond the diagonal approximation. The orbit γ× intersects itself with an angle ε, while the orbit γ
avoids this crossing. Apart from this, the orbits follow each other closely, with the same propagation
direction in the L part and the opposite direction in the R part. Note that the real trajectories consist
of a series of many straight pieces and classical reflections at the system boundary between them. b)
Definition of several angles at a classical reflection.
considered that are identical (γ′ = γ) or identical up to the propagation direction (γ′ = γ−1).
Then the length difference is zero, δLγ,γ′ = 0. These orbit pairs give rise to the leading order
terms (∼ t) in the expansion for F (t) [126]. The second order terms (∼ t2) are connected
to another class of periodic orbit pairs, which we will refer to as loop pairs in the following,
cf. Fig. 4.9 a). The two orbits follow each other closely for the most part, but one of them has
a self-crossing (γ×) while the other one ‘avoids’ this crossing (γ). Therefore the propagation
directions of γ and γ× are the same in one part of the orbits (L) and opposite in the other
part (R) [127]. We show now that for graphene both diagonal and loop contribution depend
on the structure of the edges due to the inter-relation of the boundary conditions and the
(effective) TRS of a graphene flake.
First we calculate the trace of Kγ for a given periodic classical orbit γ, taking into account
reflections from infinite mass (im), armchair (ac), and zigzag (zz) type edges. Since in the
boundary matrices for single reflections, Eq. (3.94), sublattice and valley pseudospin are not
entangled, also the total pseudospin propagator can be separated into a valley part and a
sublattice part, Kγ = K
τ
γ⊗Kσγ . First we consider the valley partKτγ . According to Eq. (3.94),
every ac reflection contributes a purely off-diagonal valley spin matrix, and every reflection at
a zz or an im edge contributes a purely diagonal valley spin matrix. Since any product with
an odd number of off-diagonal and an arbitrary number of diagonal matrices is off-diagonal,
it follows that TrKτγ = 0 if Nac, the total number of ac reflections along the orbit γ, is odd.
On the other hand, if Nac is even we can organize the contributions from ac reflections in
Nac/2 pairs, where each of them is of the form
τye
2iKxiτzτye
2iKxi−1τz = e2iK(xi−1−xi)τz . (4.84)
This means that the effect of an even number of ac reflections along γ on Kγ is a phase
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(operator), measuring the differences in the x-coordinate of pairs of subsequent ac reflections.
Further, each zz reflection contributes a factor ∼ τz exp(±iθiτz), where the sign depends on
the sublattice at the edge, and finally im reflections contribute factors ∼ τz. Altogether, we
obtain for the valley pseudospin propagator for an orbit γ with Nγ = N reflections in the
case of even Nac
Kτγ = ±τNz ei(2KΛγ+ϑγ)τz , (4.85)
and thus for its trace
TrKτγ = ±iN2 cos(2KΛγ + ϑγ −Npi/2) . (4.86)
Here we have defined the sum of the corresponding differences in the x-coordinate of subse-
quent ac reflections
Λγ =
Nac/2∑
i=1
(x2i−1− x2i) , (4.87)
where the summation is performed only over the subset of ac reflection points. Further we
have introduced the sum of zz reflection angles with appropriate signs
ϑγ =
Nzz∑
i=1
(−1)siϑi , (4.88)
where si is the number of ac reflections that occur after the specific zz reflection i. This
is due to the fact that τz anticommutes with the off-diagonal matrices from ac reflections.
Furthermore, ϑi = +θi for reflections at A-edges and ϑi = −θi for reflections at B-edges. In
Eq. (4.88) the sum runs over the subset of zz reflection points. The overall signs in Eqs. (4.85)
and (4.86) depend on the exact sequence, i. e. the ordering of zz, ac, and im reflections and
the individual signs in Eq. (3.94).
For the sublattice part of the pseudospin propagator Kσγ , we first assume that only a single
reflection along γ is at a zz edge, without loss of generality the very first one, and afterwards
an even number of ac reflections and an arbitrary number of im reflections occur. Then we
can cast the sublattice pseudospin propagator into the form
Kσγ = i
NσN−1z e
i(θγ−θ1)σzσt1(1 + σα1,αN ) , (4.89)
with the sum of all reflection angles along the orbit γ
θγ =
N∑
i=1
θi , (4.90)
and t1 = tα1 . Taking the trace yields
TrKσγ = i
2N−12 cos (θγ − θ1 + ϕα1,αN − ϕt1 − [N − 1]pi/2) . (4.91)
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We make use of the geometric relation [cf. Fig. 4.9 b)]
(θ1 − ϕα1,αN + ϕt1 − pi/2) mod 2pi = 0 , (4.92)
and thus we get
TrKσγ = i
2N−12 cos (θγ −Npi/2) . (4.93)
Similarly we can write for the case of two zz reflections
Kσγ = i
NσN
(2)
z e
iθ
(2)
γ σzσt2σ
N(1)
z e
iθ
(1)
γ σzσt1(1 + σα1,αN ) . (4.94)
The meaning of this is the following: The first reflection is at a zz edge as before. Afterwards
there is a series of N (1) reflections at ac and im edges with summed reflection angles θ
(1)
γ .
Then we have another zz reflection followed again by a series of N (2) ac and im reflections
with total reflection angle θ
(2)
γ . This leads to
TrKσγ = i
2N−22 cos
(
θ(2)γ − θ(1)γ + ϕt1 − ϕt2 + [N (1) −N (2)]pi/2
)
. (4.95)
From Fig. 4.9 b) we can read off another geometric relation, namely the angle of rotation at
an individual reflection is given by the reflection angle via
ϕαi,αi−1 + pi sign θi − 2 θi = ϕαi+1,αi . (4.96)
Using this together with Eq. (4.92) and the analog relation for the second zz reflection, we
find
TrKσγ = i
2N−22 cos (θγ −Npi/2) , (4.97)
which is up to phase factors equal to the result for one zz reflection. The treatment of these
two special cases can be combined to find the sublattice pseudospin trace for an arbitrary
number of zz reflections
TrKσγ = i
2N−Nzz2 cos (θγ −Npi/2) . (4.98)
Collecting all phase factors that occur in Eqs. (4.86) and (4.98) in pγ , we finally obtain for
the trace of the pseudospin propagator of an orbit γ with an even number of ac reflections
Nac
TrKγ = 4pγ cos(2KΛγ + ϑγ −Npi/2) cos(θγ −Npi/2) . (4.99)
This results holds also for Nac = 0; then we identify Λγ = 0. We note that the trace of
the time reversed orbit γ−1, which differs from γ only in that the propagation direction is
reversed, is the same as for the original orbit γ.
4.3.1 Diagonal contribution
First we focus on the leading order contributions to F (t) that are connected to the diagonal
orbit pairs in the double sum (4.82). We thus calculate the product of traces for γ′ = γ,
namely from Eq. (4.99) we get
Zγ = Zγ,γ = Zγ,γ−1 = |TrKγ |2 = 16 cos2(2KΛγ + ϑγ −Npi/2) cos2(θγ −Npi/2) , (4.100)
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if Nac is even, and Zγ = 0 for odd Nac. To simplify this further, we note that for a periodic
classical orbit γ, the total rotation angle is given by the integer winding number, defined as
wγ =
1
2pi
N∑
i=1
(pi sgn θi − 2 θi) ∈ Z . (4.101)
Introducing the numbers of reflections with positive and negative angles of reflection, respec-
tively,
N± =
1
2
(
N ±
N∑
i=1
sgn θi
)
, (4.102)
we get for the total reflection angle
θγ = (N+ −N−)pi
2
− wγpi . (4.103)
This leads to
cos2(θγ −Npi/2) = cos2[(N− + wγ)pi] = 1 , (4.104)
and thus we finally get for the pseudospin contribution of a diagonal orbit pair to the spectral
form factor
Zγ =
{
16 cos2 (2KΛγ + ϑγ −Npi/2) for even Nac ,
0 for odd Nac .
(4.105)
In order to perform the orbit sum in Eq. (4.82), we need to average Zγ accordingly. To this
end we make use of the fact that classically chaotic billiards exhibit ergodic dynamics, i. e. we
assume that a long orbit hits any boundary point with the same probability. Therefore we
average Zγ for orbits of a given length over the possible edge types or boundary conditions,
respectively. Then the diagonal contribution to the spectral form factor reads
FD(t) ≈ 1
2TH
∑
γ
〈Zγ〉|Aγ |2δ (T − Tγ) , (4.106)
where an additional factor of two accounts for the contribution of the orbit pairs (γ, γ−1). To
evaluate the average of Zγ , we consider three different situations. First we study the limiting
cases of zero and very strong valley coupling, respectively. Afterwards we turn to the generic
case of intermediate coupling.
No ac scattering - valley conservation
To put the foundation for systems with general boundaries that we treat below, we first
consider the simpler case of billiards whose boundaries consist only of a combination of zz
and im type edges, i. e.Nac = 0 for all orbits γ, so that there is no valley coupling at all.
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If Nac = 0, also Λγ vanishes and ϑγ is either zero (if no zz edges are present) or randomly
distributed between zero and 2pi. In the latter case the averaging yields
〈Zγ〉 = 16〈cos2 (ϑγ −Npi/2)〉 = 8 . (4.107)
On the other hand, for ϑγ = 0 we get Zγ = 0 for odd N and Zγ = 16 for even N , leading
to 〈Zγ〉 = 8 as well. Thus, in the absence of intervalley coupling we can pull 〈Zγ〉 out of the
sum in Eq. (4.106), which then reduces to
FD(t) ≈ 4
TH
∑
γ
|Aγ |2δ (T − Tγ) . (4.108)
Now FD(t) can be evaluated as for the Schro¨dinger equation. The Hannay-Ozorio de Almeida
sum rule [129] replaces the sum over classical orbits of a chaotic system by an integral over
orbit periods with an appropriate density. Considering two-dimensional chaotic systems with
uniformly hyperbolic dynamics, i. e. systems where the classical dynamics is described by one
positive Lyapunov exponent λ, the density of long classical orbits with period Tγ is increasing
exponentially
D(Tγ) =
eλTγ
Tγ
. (4.109)
On the other hand, the stability of the orbits decays exponentially
|Aγ |2 ≈ T 2γ e−λTγ , (4.110)
so that the resulting integral yields
FD(t) ≈ 4
TH
∞∫
0
dT ′D(T ′)|A(T ′)|2 δ (T − T ′) = 4T
TH
= 4t . (4.111)
According to Eq. (4.81), this result can be interpreted as four times the GUE prediction for the
linear term of F (t). To understand this we recall the antiunitary symmetries of the problem.
Since there is no intervalley scattering, RMT has to be applied to both decoupled subsystems
separately. The physical TRS, Ty, would lead to the orthogonal symmetry class. However,
due to the lack of intervalley coupling and because Ty connects states from different valleys,
it is basically irrelevant. The effective intravalley TRS, T0, which would drive the system
into the symplectic symmetry class, is broken by both zigzag and infinite mass type edges,
as we have discussed in Subsec. 2.2.2. This means that there is no TRS within the individual
subsystems, and thus GUE is the correct ensemble. However, due to the remaining symmetry
Tx, both subsystems are Kramers degenerate partners, so that the DOS is given by ρ = 2ρ1,
where ρ1 is the DOS of one subsystem. Then Eqs. (4.78) and (4.79) yield F (t) = 2F1(2t),
with the form factor of one individual subsystem F1, leading to FD(t) = 4t. Below we find
that the loop contribution supports this argumentation, and excludes an interpretation of
the result as 2×GOE or 8×GSE, since FL vanishes for the unitary class but is finite for the
other cases.
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Ac billiards - complete valley mixing
Next we focus on the opposite situation, i. e. when the ac part of the boundary is large
enough that the valleys are completely mixed. Hence we consider the limiting case where all
reflections happen at ac edges, so that ϑγ = 0 for all orbits, and N = Nac. Then Eq. (4.105)
leads to
〈Zγ〉 = 1
2
(
16〈cos2(2KΛγ)〉+ 0
)
= 8〈cos2(2KΛγ)〉 . (4.112)
As discussed earlier already, the argument of the cosine cannot take arbitrary values, since it
originates from the microscopic ac lattice terminations. Since the difference in the x-coordinates
of two subsequent armchair reflection points can only be a multiple of a/2, the quantity KΛγ
for even N is always a multiple of 2pi/3, and
2KΛγ =
4pi
3
m, m ∈ Z . (4.113)
For generic systems, every m occurs with the same probability, so that
〈cos2(2KΛγ)〉 = lim
M→∞
M∑
m=1
cos2(m 4pi/3)
M
=
1
3
[
cos2
(pi
3
)
+ cos2
(
2pi
3
)
+ cos2(0)
]
=
1
2
,
(4.114)
as for averaging over the continuous interval [0, 2pi]. It follows that 〈Zγ〉 = 4 and the orbit
summation is performed exactly as for decoupled valleys, resulting in
FD(t) = 2t . (4.115)
In terms of RMT, there is no valley substructure left due to the complete mixing. Addition-
ally, the valley coupling has re-enabled the TRS Ty, in the sense that it provides a mechanism
to connect time reversed partner states. Therefore the semiclassical theory yields the RMT
prediction for one single GOE.
Before we go ahead and focus on the more complicated generic situation of mixed bound-
aries, we first consider the peculiar case that all ac edges of the system have ‘metallic dis-
tances’, i. e. for every i in the sum (4.87) we have
2
3a
(x2i−1 − x2i) ∈ Z . (4.116)
Then Eq. (4.113) reads
2KΛγ = 4pim
′ , m′ ∈ Z . (4.117)
In this case the cosine in Eq. (4.112) is equal to one, leading to 〈Zγ〉 = 8, and therefore
FD(t) = 4t, as for systems without any armchair scattering. This is very surprising at first
glance, since indeed every ac edge couples the valleys K and K′, irrespective of the distances
between different ac edges [cf. Eq. (3.94)]. The reason for the effective TRS breaking in this
case is the ‘pseudovalley’ structure associated with T0 that we have discussed in Subsec. 2.2.2.
Since we have assumed that all the distances are metallic, Eq. (4.116), the boundary matrices
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can always be chosen to contain only τy but not τx. Then the symmetry T0 is preserved,
giving rise to a substructure very similar to the original valleys. In fact the ‘pseudovalleys’
are rotated versions of the original valleys. Since there is no TRS within each individual
pseudovalley, and Ty again connects states from different pseudovalleys, the effective sym-
metry class is GUE also here. While in connection with chaotic billiards this is rather an
academic case, since there is no real chaotic graphene cavity that would fulfill the condition
(4.116) for all i, we will see in Chap. 7 that the pseudovalley substructure is responsible for
very interesting quantum transport properties of disordered armchair nanoribbons.
Mixed boundaries - generic case
In a realistic situation the boundary consists of both, edge segments that conserve the valleys,
and such that lead to intervalley scattering. Therefore we generalize our discussion to the
general case of a boundary that is built from ac, zz, and im type edges. In view of averaging
Zγ , we consider classical orbits that hit ac edges and those that do not hit ac edges separately.
For the latter case, i. e. if only reflections from zz and im edges are involved, we have already
found 〈Zγ〉 = 8, see Eq. (4.107). On the other hand if ac reflections and an arbitrary number
of zz and im reflections occur, the result is the same as for the pure ac case, because the
additional ϑγ does not alter the the result of the averaging (4.114). This means we have
〈Zγ〉 = 8 for even Nac and 〈Zγ〉 = 0 for odd Nac, i. e. in general
〈Zγ〉 = 8P eac(Tγ) , (4.118)
where P eac(Tγ) is the probability that a classical orbit with period Tγ undergoes an even
number of reflections at armchair edges (including the possibility of zero ac reflections). To
express this probability directly in terms of the properties of the system, we consider the
relevant time scales of the problem. The first one is the Heisenberg time, that we have
already introduced below Eq. (4.82) as a unit for the time variable t. It is basically given by
the inverse mean level spacing or the mean DOS, respectively, namely
TH = 2pi~ D¯(E) =
2pi
vF
ρ¯(kE) . (4.119)
In view of the Heisenberg uncertainty principle, ∆E∆t ∼ ~, TH is the ‘observation time’
needed to resolve the energy spectrum down to one level spacing. The second time scale
is the typical time between two reflections at armchair edges, Tac, which depends on the
relative amount of armchair edges at the boundary. Assuming that individual reflections
are independent of each other and uniformingly distributed on the boundary, the probability
that an orbit has hit ac edges exactly n times after N reflections is given by the binomial
distribution
pn(N) =
(
N
n
)(
Wac
|∂V |
)n [
1− Wac|∂V |
]N−n
, (4.120)
with the total length of ac edges of the billiard, Wac = |∂Vac|. To get the probability to hit ac
edges an even (odd) number of times we sum over all even (odd) n and, using the binomial
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identity, obtain
P e/oac (N) =
∞∑
n=0
even/odd
pn(N) =
1
2
∞∑
n=0
(
N
n
)[(
Wac
|∂V |
)n
±
(
−Wac|∂V |
)n] [
1− Wac|∂V |
]N−n
=
1
2
1N ± 1
2
(
1− 2Wac|∂V |
)N
=
1
2
[
1±
(
1− 2Wac|∂V |
)N]
, (4.121)
where the upper sign holds for the even case and the lower for the odd case. The number
of reflections N is connected to the period T of an orbit by the average time between two
reflections, Tof (‘time of flight’). For chaotic billiards we have [130]
Tof =
T
N
=
pi|V|
vF |∂V| . (4.122)
Inserting this into Eq. (4.121) and assuming Wac < |∂V|/2, we get for the probability to hit
ac edges an even (odd) number of times after a time T
P e/oac (T ) =
1
2
(
1± e−2T/Tac
)
, (4.123)
with
T−1ac = −
vF |∂V|
2pi|V| ln
(
1− 2Wac|∂V|
)
. (4.124)
If the total ac length is small compared to the boundary length, T−1ac can be identified as
escape rate into a fictitious lead of width Wac (see Ref. [131] and references therein)
T−1ac =
vFWac
pi|V| +O
(
W 2ac
|∂V|2
)
(4.125)
In the limiting cases of very small and very large ratios T/Tac, P
e
ac becomes 1 (no reflection
at ac edges) and 1/2 (equal chance of even and odd number of ac reflections) and Eq. (4.118)
reproduces the previous results 〈Zγ〉 = 8 and 〈Zγ〉 = 4, respectively. For the general case,
the diagonal contribution to the form factor is obtained as in (4.111)
FD(t) ≈ 4
TH
∞∫
0
dT ′D(T ′)P eac(T )(T
′)|A(T ′)|2 δ (T − T ′)
=
2T
TH
(
1 + e−2T/Tac
)
= 2t
(
1 + e−2t TH/Tac
)
. (4.126)
This formula describes the crossover between the two limiting cases of completely decou-
pled and totally mixed valleys, respectively. For the asymptotic limits TH/Tac → 0 and
TH/Tac →∞ we recover Eqs. (4.111) and (4.115), respectively. A big advantage of Eq. (4.126)
is that the crossover parameter does not have to be introduced phenomenologically, but can
be directly related to the microscopic properties of the system, namely the total length of
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Figure 4.10: a) Diagonal contribution to the spectral form factor, FD, as a function of t = T/TH
for a generic graphene cavity for different values of the intervalley scattering strength, cf. Eq. (4.126).
From top to bottom: TH/Tac = 0 (black), 1 (red), 3 (blue), 10 (turquoise), 50 (orange) and ∞ (green).
While in the limiting cases of TH/Tac → 0 and TH/Tac →∞ the t-dependence of FD is purely linear,
this is not the case in general. Even for large values of TH/Tac, FD shows signatures of unitary
correlations at small t. This becomes even more clear in the rescaled plot Fig. 4.11 a). b) FD as a
function of TH/Tac at (from bottom to top) t = 0.02 (black), 0.04 (red), 0.06 (blue), 0.08 (turquoise)
and 0.1 (orange). The curves describe an exponential crossover from four times the GUE to the GOE
result.
intervalley scattering ac boundary Wac, see Eq. (4.124). For small Wac/|∂V| the ratio of the
relevant time scales that occurs in Eq. (4.126) is directly proportional to the total length of
ac boundary:
TH
Tac
= −kE
pi
|∂V| ln
(
1− 2Wac|∂V|
)
= 2kEWac/pi +O
(
W 2ac
|∂V|2
)
, (4.127)
in other words, TH/Tac is proportional to the number of channels associated with the fictitious
ac lead of width Wac.
Figure 4.10 a) shows FD(t) for small t = T/TH and the parametric crossover between
the limiting RMT symmetry classes, namely GOE [lowest line, Eq. (4.115)] and 4×GUE
[uppermost line, Eq. (4.111)]. In the general case of finite TH/Tac, FD is not purely linear as
in both limiting cases. Note that even for a considerable amount of ac scattering (consider
e. g. the (turquoise) curve for TH/Tac = 10) we still find rather strong deviations from the GOE
statistics. In Fig. 4.10 b) the crossover is represented as a function of TH/Tac. In Fig. 4.11 a)
we plot FD(t) rescaled by t, to make the deviation from the linear t-dependence more clear.
Further we point out that the crossover from 4×GUE to GOE is rather particular: Usually
transitions between GUE and GOE result from a symmetry breaking mechanism, e. g. due to
a magnetic field. Here the armchair edges and the resulting intervalley scattering act as a
symmetry restoring mechanism. Moreover, the correlations in the unitary limit are weaker
than in the orthogonal case, in contrast to the usual GOE-GUE transition.
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Figure 4.11: a) Rescaled diagonal contribution to the spectral form factor, FD(t)/t, for different
values of the intervalley scattering strength, cf. Eq. (4.126). From top to bottom: TH/Tac = 0 (black),
1 (red), 3 (blue), 10 (turquoise), 50 (orange) and∞ (green). b) Rescaled loop contribution to the spec-
tral form factor, −FL(t)/t2, for different values of the intervalley scattering strength, cf. Eq. (4.155).
From bottom to top: TH/Tac = 0 (black), 5 (red), 10 (blue), 20 (turquoise), 50 (orange) and∞ (green).
4.3.2 Loop contribution
After Berry had obtained the linear terms in the form factor for Schro¨dinger systems from
the diagonal orbit pairs in 1985 [126], it remained unclear for quite some time, what kind of
correlated classical orbits give rise to the higher order terms in Eq. (4.81). Only more than
fifteen years later, Sieber and Richter found that the loop pairs, sketched in Fig. 4.9 a), are
responsible for the quadratic terms [127]. Subsequently it has also been achieved to account
for terms of cubic [132] and even arbitrary order [133], by considering more than one or more
complex (avoided) self-crossings.
We continue our discussion now with the loop contribution to the spectral form factor of
graphene billiards. As depicted in Fig. 4.9 a) we separate the orbits into the left part L, where
the propagation directions are parallel, and the right part R, where they are antiparallel.
All quantities will be labeled correspondingly by L and R. Outside of the crossing region
(encounter), the two trajectories are exponentially close to each other, hence we can assume
that the sequences of reflections along γ and γ× are exactly equal in the L-part while they
are equal but with opposite order in the R-part. Orbit pairs which differ in their number of
reflections do not contribute in the semiclassical limit.
We begin with the calculation of the pseudospin trace Zγ,γ× . From the discussion of FD,
we know already that TrKγ = TrKγ× = 0, if the total number of armchair reflections is odd,
so we can concentrate on the opposite case of even (or zero) Nac. Then Eq. (4.99) gives
Zγ,γ× = 16 cos(2KΛγ + ϑγ −Npi/2) cos(2KΛγ× + ϑγ× −Npi/2) (4.128)
× cos(θγ −Npi/2) cos(θγ× −Npi/2) .
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For the total reflection angles we have
θγ = θL + θR , θγ× = θL − θR . (4.129)
Furthermore, making use of the expression for the pieces L and R analog to Eq. (4.103)
θL mod pi = (N+,L −N−,L + 1)pi
2
mod pi +O(ε) , (4.130)
θR mod pi = (N+,R −N−,R − 1)pi
2
mod pi +O(ε) , (4.131)
we get for the last two factors in (4.128)
cos(θγ −Npi/2) cos(θγ× −Npi/2) = (−1)NR+1 +O(ε2) . (4.132)
With this we obtain for orbit pairs (γ, γ×) with an even number of ac reflections
Zγ,γ× ≈ (−1)NR+116 cos (2KΛγ + ϑγ −Npi/2) cos
(
2KΛγ× + ϑγ× −Npi/2
)
, (4.133)
where we have neglected terms of higher order in ε, because the loop contribution to the orbit
sum (4.82) is dominated by pairs with very small crossing angles, since the length difference
δLγ,γ× scales quadratically with ε [127].
No ac scattering - valley conservation
As for the diagonal contribution, we consider the case of decoupled valleys first, i. e. no inter-
valley scattering ac edges. Then, with
ϑγ = ϑL + ϑR , ϑγ× = ϑL − ϑR , (4.134)
equation (4.133) reads
Zγ,γ× = (−1)NR+116
[
cos2 (ϑL −Npi/2) cos2 (ϑR)− sin2 (ϑL −Npi/2) sin2 (ϑR)
]
. (4.135)
If zz edges are involved, the angles ϑL and ϑR are independent of each other and have to be
be averaged separately. Since the sines and cosines all average to 1/2, the total average is
zero in this case, 〈Zγ,γ×〉 = 0. On the other hand, if no zz reflections occur either, but only
im edges are involved, ϑL = ϑR = 0, and thus Zγ,γ× is identically zero for odd N . For even
N we have Zγ,γ× = (−1)NL+1, which averages to zero as well, because for long orbits the
probability for even NL is the same as for odd NL. That means
〈Zγ,γ×〉 = 0 (4.136)
holds if there is no valley coupling, and hence it follows that there is no loop contribution to
the spectral form factor in this case, i. e.
FL(t) = 0 , (4.137)
in agreement with the RMT prediction (4.81) for the unitary symmetry class. This supports
our interpretation of the diagonal contribution FD as 4×GUE, since all other symmetry
classes would have led to a finite loop contribution.
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Ac billiards - complete valley mixing
According to the discussion of FD, the loop contribution to the form factor should be
FD(t) = −2t2, corresponding to the orthogonal symmetry class, if only ac edges are present
and the valleys are completely mixed. An exception is again the special case when the ac edges
have exclusively metallic distances, so thatKΛγ andKΛγ× are multiples of 2pi [cf. Eq. (4.117)].
This means we have the same situation as for decoupled valleys with ϑL = ϑR = 0 and there-
fore obtain FL(t) = 0 also here, as expected. We focus on the generic case of arbitrary
distances now.
As we have seen before, the total number of (ac) reflections has to be even to obtain
non-vanishing pseudospin traces. In this case, Eq. (4.133) reads
Zγ,γ× ≈ (−1)NR+116 cos (2KΛγ) cos
(
2KΛγ×
)
. (4.138)
Since we assume even Nac = N = NR + NL, the contributing orbits either have an even
number of reflections in both parts, L and R, or they have an odd number of reflections in
both parts. For the former case of even NL and NR, ΛL and ΛR are well defined by restricting
the sum (4.87) to the corresponding subset of reflections. Then we have
Λγ = ΛL + ΛR , Λγ× = ΛL − ΛR , (4.139)
and therefore
Zγ,γ× ≈ −16 cos2 (2KΛL) cos2 (2KΛR) + 16 sin2 (2KΛL) sin2 (2KΛR) . (4.140)
However, this is zero on average, because ΛL and ΛR are averaged independently, so that
each of the sines and cosines averages to 1/2 individually. On the other hand, for NL and
NR both odd, it is straightforward to show that
cos(2KΛγ×) = cos(2KΛγ) , (4.141)
and therefore
Zγ,γ× = 16 cos
2(2KΛγ) . (4.142)
For the overall average we get finally for systems with exclusively ac edges (with arbitrary
distances)
〈Zγ,γ×〉 = 2 , (4.143)
where we have used that for long periods, one quarter of the orbits has NL and NR both
odd. This means that the graphene specific pseudospin trace enters merely with an overall
prefactor of two. Hence we can in this case adapt the evaluation of the loop contribution to
the semiclassical form factor in Ref. [127]. The length difference of δLγ,γ× scales quadratically
with the crossing angle ε [127]
δLγ,γ× = δL(ε) =
vF
2λ
ε2 . (4.144)
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The entire form factor contribution of the pairs (γ, γ×) is obtained by summing over all γ and
for each γ counting the number of self encounters, i. e. self-intersections with a small crossing
angle ε. We implicitly assume here that for every self-intersection there is actually a partner
orbit with a corresponding avoided self-crossing. The existence of these pairs in classically
chaotic systems has been demonstrated in Ref. [127]. As before, we write the sum over γ as
an integral with a density D(T ). Assuming that the classical properties that are contained
in Aγ , i. e. stability and the Maslov indices, are equal for both orbits, we get
FL(t) ≈ 2
TH
Re
pi∫
0
dε eikEδL(ε)D(T )|A(T )|2PF (ε, T ) , (4.145)
where we have included again a factor of two to account for time reversed orbits γ−1 and
another factor of two from the averaged pseudospin trace (4.143). Further, we evaluate twice
the real part of the expression, because for every pair (γ, γ×), the orbit double sum contains
also its complex conjugate due to the opposite pairing (γ×, γ). In Eq. (4.145), PF (ε, T ) is the
density of self-crossings of an orbit with period T , given by the integral over the period of
the part R [127]
PF (ε, Tγ) ≈ v
2
F ε
pi|V|
Tγ−Tmin(ε)∫
Tmin(ε)
dTR (Tγ − TR) = v
2
F ε
pi|V|T
[
T
2
− Tmin(ε)
]
. (4.146)
The lower integration limit, Tmin(ε), is the minimal time to form a closed loop, which depends
logarithmically on the crossing angle
Tmin(ε) = − 2
λ
ln(c ε) , (4.147)
with the Lyapunov exponent λ and a constant of order unity c [127]. Since the second loop,
L, also has the same minimal period, the upper limit of the integral must be Tγ − Tmin.
For given TR, the probability for a crossing is proportional to the period of the remaining
trajectory, Tγ −TR. The inclusion of the minimum time is crucial to obtain the correct value
for FL, since the Tmin-independent term in (4.146) does not contribute to the real part of the
integral in (4.145). The second term in (4.146) however gives a contribution, namely with
[127]
Re
pi∫
0
dε eikEδL(ε)ε Tmin(ε) ≈ pi
2vFkE
, (4.148)
and using Eqs. (4.119), (4.145), and (4.146), we get
FL(t) ≈ − 2
TH
T 2
vF
2kE |V| = −2t
2 , (4.149)
in agreement with the RMT prediction for the GOE, cf. Eq. (4.81).
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Mixed boundaries - generic case
We now consider the general case, where all three types of edges - ac, zz, and im - are present.
From the previous discussion we know that the contribution to FL is exclusively due to such
classical orbits γ and γ×, that undergo odd numbers of ac reflections along both, the L (Nac,L)
and the R (Nac,L) part of γ. This holds true also in the presence of reflections from zz and
im type edges. In fact for these orbits we have [cf. also Eq. (4.141)]
cos(2KΛγ× + ϑγ× −Npi/2) = (−1)NR−NR,ac cos(2KΛγ + ϑγ −Npi/2) , (4.150)
which inserted into Eq. (4.133) gives
〈Zγ,γ×〉 = 16〈cos2(2KΛγ + ϑγ −Npi/2)〉 = 8 , (4.151)
while 〈Zγ,γ×〉 = 0 for all other orbits. In order to compute FL we write therefore, analog to
Eq. (4.145),
FL(t) ≈ 8tRe
pi∫
0
dε eikEδL(ε)P˜F (ε, T ) , (4.152)
where P˜F (ε, T ) is the corresponding density of self-crossings of orbits with period T , that
fulfill the additional condition that the number of ac reflections is odd along both parts,
L and R. To obtain P˜F we start from the integral expression for the unrestricted density
(4.146), and incorporate the probability P oac(T ), Eq. (4.123), to hit ac edges an odd number
of times after a time T , namely
P˜F (ε, T ) ≈ v
2
F ε
pi|V|
T−Tmin(ε)∫
Tmin(ε)
dTR (T − TR)P oac[TR − Tmin(ε)]P oac[T − TR − Tmin(ε)] . (4.153)
Here the factors P oac[TR − Tmin(ε)] and P oac[T − TR − Tmin(ε)] measure the probability for an
odd number of ac reflections along R and L, respectively, as a function of TR. The minimal
time Tmin has to be subtracted in the arguments of P
o
ac, since the orbit pieces are correlated
during the encounter. That means if the orbit hits an ac edge the first time it comes close
to the self-crossing, it will hit the same ac edge again when it comes back, i. e. the number of
ac reflections within the encounter is always even. Now we assume that (in the RMT limit)
Tmin is much shorter than the other time scales, T and Tac, and therefore evaluate the TR
integral to leading order in Tmin to obtain
P˜F (ε, Tγ) ≈ v
2
F ε
pi|V |
T
8
(
T − Tac + (T + Tac)e−2T/Tac − 2Tmin(ε)
[
1−
(
1 +
2T
Tac
)
e−2T/Tac
])
.
(4.154)
As mentioned before, the Tmin-independent terms of P˜F do not contribute to the real part of
the integral in (4.152), so that with Eq. (4.148) we get
FL(t) ≈ −2t2
(
1−
(
1 +
2tTH
Tac
)
e−2tTH/Tac
)
. (4.155)
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Figure 4.12: a) Absolute value of the leading off-diagonal contribution, −FL, to the form factor
as a function of t = T/TH for different values of the ac scattering strength, cf. Eq. (4.155). From
bottom to top: TH/Tac = 0 (black), 5 (red), 10 (blue), 20 (turquoise), 50 (orange) and ∞ (green). At
TH/Tac = 0, FL is vanishing, in agreement with GUE, while for larger values the curve approaches
the quadratic behavior of the GOE prediction, see also Fig. 4.11 b). b) Exponential crossover of the
absolute value of FL as a function of TH/Tac at t = 0.02 (black), 0.04 (red), 0.06 (blue), 0.08 (turquoise)
and 0.1 (orange).
Also here we recover the asymptotic limits (4.137) and (4.149) for vanishing, TH/Tac → 0,
and very strong ac scattering, TH/Tac →∞, respectively.
Figure 4.12 a) shows the dependence of −FL on t for various effective ac scattering strengths
TH/Tac. It displays the range of small t, where FL is the dominant off-diagonal contribution
to the form factor. The parameter TH/Tac controls the crossover between the two RMT
limits, as shown in Fig. 4.12 b): FL = 0 for TH/Tac → 0 and FL = −2t2 for TH/Tac → ∞.
In Fig. 4.11 b) we plot −FL(t) rescaled by t2, to emphasize the deviation from the quadratic
t-dependence.
Eqs. (4.126) and (4.155) are the main results of this section. They rather generally describe
the spectral correlations of chaotic graphene billiards with a boundary that consists of an
arbitrary combination of ac, zz, and im type edges. The total length of intervalley scattering
ac edges sets the time scale Tac, which represents the control parameter for a 4×GUE to
GOE crossover.
4.3.3 Explicit time reversal symmetry breaking
We generalize our results by incorporating explicit TRS breaking, e. g. by including a small
magnetic flux Φ through the billiard that is produced by a magnetic field of strength B,
oriented perpendicular to the graphene plane. Due to the flux induced Aharonov-Bohm
type phase differences, this causes a breaking of both, the TRS Ty and the valley symmetry
Tx, leading to another crossover for fixed TH/Tac. Considering a weak magnetic field B, we
neglect the bending of the classical orbits and effects on the pseudospin, i. e. we only take
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into account the phases produced by the resulting magnetic flux through the cavity Φ. Every
orbit γ obtains a phase shift exp(ipiBAγ/Φ0), where Aγ is the directed area enclosed by γ
and the magnetic flux quantum is defined as Φ0 = h/e.
We begin with the diagonal contribution to the spectral form factor. For pairs of identical
orbits, the phase shifts cancel exactly, but for the pairs (γ, γ−1), the resulting phase difference
is 2piBAγ/Φ0. For chaotic systems the distribution of the Aγ is known to be approximately
Gaussian [134]
PA(Aγ , Tγ) ≈ 1√
2piαTγ
exp
(
− A
2
γ
2αTγ
)
, (4.156)
with a system specific parameter α. Integrating the Aharonov-Bohm type phase shift over the
enclosed areas with the density PA results in an exponential suppression of the contribution
of the corresponding orbit pairs
∞∫
−∞
dAγPA(Aγ , Tγ)e
2piiBAγ/Φ0 = e−Tγ/TB , (4.157)
that multiplies the integrand in Eq. (4.126) (see also Ref. [135]). Here a third timescale occurs,
namely the magnetic dephasing time
TB =
|V|2
2pi2α
Φ20
Φ2
= ζ
Φ20
Φ2
. (4.158)
Since the pairs with identical orbits are not affected, we obtain for the diagonal contribution
to the spectral form factor
FD(t) = t
(
1 + e−2tTH/Tac
)(
1 + e−tTH/TB
)
, (4.159)
which turns into Eq. (4.126) for TB → ∞, i. e. for zero magnetic field. For very strong ac
scattering, Tac → 0, we recover the known formula [135] for the GOE to GUE crossover,
FD(t) = 2t → t, describing the breaking of the full TRS Ty. In the opposite case of very
weak ac scattering, Tac → ∞, the magnetic field leads to a crossover FD(t) = 4t → 2t.
This corresponds to a crossover from two degenerate unitary ensembles, 4×GUE, to two
non-degenerate unitary ensembles, 2×GUE, reflecting the breaking of the valley symmetry
Tx.
For the loop contribution the calculation is in principle very similar. Here an orbit pair
(γ, γ×) obtains a phase difference 2piBAR/Φ0, so that the TR integration in Eq. (4.153) is
modified by an exponential as in Eq. (4.157). However, one has to be more careful here
when taking into account orbit pairs like (γ, γ−1× ), since they have the same propagation
direction along R and the opposite direction along L in contrast to the pairs (γ, γ×). Without
magnetic field, this difference was not important, but for finite B, we have to distinguish these
contributions [135]. Namely for the pairs (γ, γ×) the TR integral has to be modified by a factor
∞∫
−∞
dARPA[AR, TR − Tmin(ε)]e2piiBAR/Φ0 = e−[TR−Tmin(ε)]/TB , (4.160)
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and for the pairs (γ, γ−1× ) by a factor
∞∫
−∞
dALPA[AL, Tγ − TR − Tmin(ε)]e2piiBAL/Φ0 = e−[Tγ−TR−Tmin(ε)]/TB . (4.161)
The minimum time has to be subtracted here due to the correlated motion within the en-
counter region, where no phase difference is accumulated [135]. Performing the same calcula-
tional steps as before for the case without magnetic field, we obtain for the loop contribution
to the spectral form factor
FL(t) ≈ −4t
2TB
2TB + Tac
(
e−tTH/TB −
[
e−tTH/TB +
2TB
Tac
(
1− e−tTH/TB
)]
e−2tTH/Tac
)
. (4.162)
For zero magnetic field, TB →∞, this formula turns into the former expression (4.155), while
for finite magnetic field and very strong ac scattering, Tac → 0, we obtain again the known
expression for the GOE to GUE crossover as in a Schro¨dinger billiard [135]
FL(t) ≈ −2t2e−tTH/TB . (4.163)
In the opposite case of decoupled valleys Tac →∞, the loop contribution vanishes, FL(t)→ 0,
as expected.
4.4 Summary
In this chapter we have investigated the DOS of graphene billiards in the semiclassical limit.
First we separated the DOS into a smooth part and an oscillating part.
For the smooth part we derived the two leading terms in the corresponding Weyl expansion
in Sec. 4.1, the results are summarized in Eqs. (4.32) and (4.33). We found that the bulk term
scales with the total area of the graphene billiard, as for the Schro¨dinger case. On the other
hand, the surface term does not, as in Schro¨dinger billiards, scale with the total length of
the system boundary, since the contributions from armchair and infinite mass edges are zero.
Zigzag edges, or more precisely zigzag edge states, however, give rise to a characteristic feature
in the smooth DOS at low energies. The size of the surface contribution to ρ¯ scales linearly
with the length of the zigzag part of the boundary, and thus the number of zigzag edge states,
as we have analyzed in detail. The comparison of our theory with numerical simulations shows
very good agreement. Therefore our method allows for an analytical calculation of the zigzag
edge state contribution. For graphene nanostructures with unknown amount of zigzag type
boundary segments, one can estimate the effective zigzag edge length from the smooth DOS.
For the oscillating part ρosc we have presented extensions of the semiclassical trace for-
mulae for two representative regular graphene billiards, the disk with infinite mass edges,
and the rectangle with zigzag and armchair edges, Eqs. (4.59) and (4.77), respectively. We
have discussed ρosc for these systems in detail and found that the modifications due to the
interference of pseudospins have significant effects on the frequency content. Further we have
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provided semiclassical approximations to the quantum energy levels. For chaotic billiards
we have presented the graphene version of the Gutzwiller trace formula for isolated orbits,
Eq. (4.42), including effects from edge scattering explicitly. Since edge effects enter the trace
formulae exclusively via the pseudospin propagator, while the orbital dynamics is the same as
for Schro¨dinger billiards, edge-related phenomena are accessible in our theory in a particularly
clear way. The results of Secs. 4.1 and 4.2 have been published in Ref. [108].
In the second part of this chapter we used the trace formula (4.42) to study the oscillating
part of the DOS of chaotic graphene billiards in more detail. Due to the complex nature of
ρosc in such systems, we have investigated its universal statistical properties in terms of the
spectral form factor, i. e. the Fourier transform of the two-point correlator. We found that the
sizes of both, the diagonal and the leading off-diagonal contribution, depend strongly on the
edge structure, see our main results Eqs. (4.126) and (4.155). The total length of armchair
boundary segments represents a symmetry enabling parameter for a crossover between the
different relevant symmetry classes, namely the unitary (GUE) and the orthogonal class
(GOE). Due to the intervalley coupling, mediated by armchair edges, an increasing armchair
scattering rate drives the system from two degenerate unitary subsystems to one orthogonal
system, effectively re-enabling the TRS. However, even for a significant amount of intervalley
scattering ac edges, we predict that the small t correlations deviate significantly from the GOE
result. Finally, we generalized our results for the form factor to include a weak magnetic field.
The presented results suggest that partial (effective) breaking of the TRS should be visible in
the spectral correlations at scales of many mean level spacings, corresponding to small times
t 1, rather than in the nearest neighbor level spacing distribution, which is predominantly
governed by the orthogonal symmetry class, even for rather weak armchair scattering [43]. In
a mesoscopic graphene billiard, the ratio TH/Tac can be tuned by changing the Fermi energy.
Since our theory is valid in a wide range of kE, the transitions in Figs. 4.10 b) and 4.12 b)
should be accessible in a real system. For a concrete example we consider for the perimeter
|∂V| = 500nm and for the ac length Wac = 100nm. For an energy range 0.1 . kEa . 0.2
(cf. Fig. 3.2), we get from Eq. (4.127) 3 . TH/Tac . 66. The results of Sec. 4.3 have been
published in Ref. [136].
CHAPTER 5
Quantum transport through open graphene cavities
Following the discussion of the DOS of closed graphene billiards, this chapter is devoted
to quantum transport properties of open systems. Our main focus is the conductance of
graphene cavities with two attached leads, from which the charge carriers enter and leave
the system, as depicted e. g. in Figs. 5.1 b) and 5.2 a). In particular we consider cavities with
chaotic classical dynamics and develop a semiclassical theory of transport. We address the
question of how the edge characteristics of the system influences the quantum conductance.
We show that the crossover between the different effective symmetry classes that we have
discussed in the previous chapter for the spectral form factor, is reflected also in the quantum
transport properties, which are experimentally more directly accessible compared to the DOS.
Since for chaotic graphene cavities the conductance is, like the DOS oscillations, a very
complex quantity, we study universal statistical transport properties in the following. In
Fig. 5.1 a) we show an example of the conductance of the chaotic graphene cavity depicted
in Fig. 5.1 b) as a function of the Fermi momentum kE for a fixed number of propagating
channels in the leads. The orange curve is the conductance for zero magnetic field, while the
blue curve corresponds to a flux of Φ ≈ 1.5Φ0 through the cavity. We also plot the corre-
sponding conductance averages over the shown energy range (dash-dotted horizontal lines).
The average conductance in the field free case is reduced by ∼ 0.21 g0. This phenomenon
is known as weak localization (WL), a suppression of the average conductance with respect
to its classical value, and a purely quantum mechanical effect. The magnetic flux leads to
dephasing and destroys the quantum interference.
Originally the WL correction was studied in weakly disordered electron gases in semicon-
ductor heterostructures. Considering the Drude formula, where the resistivity is directly
proportional to the total scattering rate, the resistivity is expected to decrease with decreas-
ing temperature, since inelastic scattering processes, such as electron-phonon scattering, are
reduced. The residual resistivity at very low temperatures is then solely due to impurities,
defects, or other sources of elastic scattering. However, in experiments one finds that the
resistivity increases again for temperatures below a certain value, see e. g. Ref. [139]. This
increase is due to coherent quantum interference at low temperatures, namely the weak lo-
calization effect. Its origin is an enhanced probability for a quantum particle to return to its
original position. Assume there is one possible Feynman path with a probability amplitude A
for a particle to return to its starting point. If the system has a time reversal symmetry, then
also a second path returning exists, namely the counter propagating path with amplitude A¯.
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Figure 5.1: a) Conductance of a chaotic graphene cavity [for the shape see panel b)] computed
numerically using tight-binding simulations [56]. The solid lines show the conductance gab as a function
of kE without magnetic flux (orange) and with a flux of Φ ≈ 1.5Φ0 through the cavity (blue),
respectively. The dash-dotted lines represent the average conductance in the shown range of kE. The
increase of the average conductance upon applying a magnetic flux reflects the weak localization.
b) Scheme of the geometry of the used cavity [134]. The basic shape is a half stadium, which is
known to exhibit largely chaotic classical dynamics [137, 138]. Additionally we introduced a stopper
at the bottom, to prevent so-called direct paths that connect the leads without being scattered at the
boundary, and a desymmetrization at the top left to break all mirror symmetries. We show exemplarily
the location of a zz and an ac boundary piece (cf. Fig. 2.4). Note that for convenience we chose the
y-axis to lie in the horizontal. This basic shape is used for all numerical transport simulations in the
present chapter and in Chap. 6.
If no other Feynman paths exist, the return probability is
R = |A+ A¯|2 = |A|2 + |A¯|2 +AA¯∗ +A∗A¯ . (5.1)
The first two terms in this sum constitute the classical return probability, the mixed terms are
due to quantum interference. However, for time reversal symmetric systems the amplitudes
A and A¯ are equal, leading to R = 4|A|2, i. e. twice the classical value. On the other hand, if
TRS is broken the amplitudes are different. Consider for example a small magnetic flux. Then
the classical probabilities, i. e. the absolute values of the amplitudes, remain approximately
unchanged, but there is a phase difference between the time reversed partner paths, which
we denote by ∆φ. Then we have R = 2|A|2[1 + cos(∆φ)], which is in general smaller than
4|A|2. If we average over many random phase differences, the interference terms vanish and
we have R = 2|A|2 = |A|2 + |A¯|2, i. e. the classical return probability. In a conductor, the
enhanced return probability in the case of intact TRS leads to an enhanced resistivity, in
other words to a ‘weak localization’. This is of course a very crude explanation of the physics
behind WL, but it can provide a rough understanding. Theoretically WL was first addressed
using diagrammatic perturbation theory [140, 141]. In the presence of spin-orbit interaction,
the sign of the effect can be reversed due to an additionally accumulated phase difference of
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pi, leading to a resistivity that is smaller than the classical value. In this case one speaks of
weak antilocalization (WAL). For reviews on these topics see e. g. Refs. [142, 143, 144, 145].
Since the charge carrier dynamics in disordered systems can be considered chaotic in a sense,
it was only natural to search for analog effects like the WL also in the transport properties of
chaotic ballistic conductors. Baranger and coworkers gave a first theoretical description of the
WL correction in ballistic microstructures in 2DEGs, described by an effective Schro¨dinger
equation [134, 146]. They derived semiclassically the quantum correction to the resistance due
to time reversed pairs of classical orbits, known as coherent backscattering. Furthermore, they
showed that the magnetoresistance has different line shapes, depending on whether the system
has regular or chaotic classical dynamics. While the predictions concerning the different line
shapes have been confirmed experimentally [147], the size of the quantum correction was too
large in the semiclassical theory. In addition, since time reversed pairs of classical orbits
exist only if the orbits start and end in the same lead, but not if they connect different
leads, the semiclassical theory was known to be incomplete. While RMT calculations soon
yielded the correct size of the WL correction in resistance and transmission [148, 149], a
semiclassical description was not available until 2002, when Richter and Sieber recognized
the importance of certain correlations of classical orbits [150]. The responsible orbit pairs are
closely related to the loop pairs that we have discussed in the context of spectral correlations
in Subsec. 4.3.2. For diffusive bulk graphene, the dependence of the weak (anti)localization
correction on various scattering mechanisms has been theoretically derived by McCann and
coworkers [63] and further investigated theoretically [151, 152, 153] and experimentally [64,
154, 155, 156, 157]. Numerical studies include simulations of disordered graphene nanoribbons
[158, 159] as well as ballistic graphene cavities [43], however an analytical description of WL
in chaotic ballistic graphene cavities was still missing. In this chapter we provide such a
theory, generalizing the existing semiclassical approach.
Apart from the average conductance, we see from Fig. 5.1 a) that gab(kE) fluctuates strongly
around its average value. These fluctuations are also a quantum effect; they are reproducible
and must not be confused with noise. Since the size of the conductance fluctuations is
always of the order of the conductance quantum, g0 = e
2/h, irrespective of the system size
or the average conductance, they are usually denoted as universal conductance fluctuations
(UCF). UCF also occur in the transport through disordered systems [160, 161], as well as
in ballistic microstructures [134]. In the case of disordered graphene, several experimental
studies [154, 162, 163, 164], numerical simulations [165] and analytical investigations [166,
167] have focused on UCF. For ballistic graphene cavities on the other hand, numerical
simulations have been performed [43], but an analytic theory that explains the results in
detail, as presented here, was not available.
In the following we provide a theory for quantum transport in ballistic graphene samples
and show that the edge structure has important consequences on the quantum interference
phenomena. We focus mainly on the aforementioned statistical properties of the conductance,
i. e. the average conductance including the WL correction and the UCF. Finally we also briefly
discuss the shot noise of ballistic graphene cavities, i. e. temporal fluctuations of the current
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due to charge quantization. For graphene ribbons with rather large width to length ratio,
where transport at very low energies may be dominated by evanescent modes, shot noise has
been studied theoretically [168, 169, 170] and experimentally [171, 172].
Conductance of graphene cavities
One well-known way to obtain the conductance of a mesoscopic quantum system is via the
Landauer formula [173, 174], which relates the conductance from lead b to lead a, gab, to the
transmission probability through the system
gab =
e2
h
∑
nm
∣∣t(ab)nm ∣∣2 . (5.2)
Here n and m are the propagating channels in lead a and b, respectively, and t
(ab)
nm is the
scattering amplitude for charge carriers to be transmitted from channelm in lead b to channel
n in lead a. In App.A.5.2 we derive the generalized Fisher-Lee relation [175] for graphene
for the transmission amplitudes in terms of the retarded Green function
t(ab)nm = ivF
∫
Ca
dya
∫
Cb
dy′bΨ
+†
n (xa)σaG(xb,x
′
a)σbΨ
−
m(x
′
b) , (5.3)
where Ca and Cb denote the cross-sections of the leads, and the Ψ
± are the lead wavefunctions
for outgoing (+) and incoming (−) quasiparticles in the corresponding channel, respectively.
The vectors a and b are unit vectors in the direction of the corresponding lead and point
into the interior of the system, as depicted in Fig. 5.2 a). However, a disadvantage of this
approach is the necessity to directly include the lead wavefunctions, and thus the boundary
conditions of the leads, which is rather unpractical, since in principle one has to perform all
calculations for different (combinations of) lead boundary types.
Thus we follow a different approach in this work, where the lead boundaries do not have
to be included explicitly, namely we start from the linear response Kubo formula for the
conductance. Both methods are in fact equivalent, as has been shown by Baranger and
Stone using the Schro¨dinger equation [176]. We show in App.A.5.2 that this is true also for
graphene. The Kubo formula for the conductance from lead b to lead a reads [176]
gab = −
∫
Ca
dy
∫
Cb
dy′ σab(x,x
′) , (5.4)
where the non-local conductivity for graphene is given by
σab(x,x
′) =
e2
2pi~
Tr
[
σaG(x,x
′)σbG
†(x,x′)
]
. (5.5)
We derive this formula in App.A.5.1, see Eq. (A.61). Our discussion in the present chapter is
focused on the semiclassical limit. On the one hand that means we assume large cavities, so
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that kEL 1 and we can approximate the Green functions that occur in (5.5) by the semi-
classical graphene Green function (3.83). On the other hand, we consider many propagating
lead channels, which allows to compare the semiclassical results with the leading order (in the
inverse channel numbers of the leads, M−1a/b) terms of the corresponding RMT expressions.
Inserting G sc from Eq. (3.83) into Eq. (5.5), we obtain a double sum over classical orbits γ
and γ′, similar as for the spectral form factor (4.82)
σab(x,x
′) ≈
( evF
4pi~
)2∑
γγ′
Yγ,γ′DγDγ′ exp
(
ikEδLγ,γ′
)
. (5.6)
However, while we summed over periodic orbits for the spectral form factor, here the argu-
ments of the conductivity in Eq. (5.4) lie on the lead cross sections Ca/b, and thus the classical
orbits contributing to (5.6) connect the point x′ in lead b to the point x in lead a. In Eq. (5.6)
we have absorbed the phases due to the conjugate points into the stability prefactors Dγ ,
and the pseudospin part for each orbit pair (γ, γ′) is given by the trace
Yγ,γ′ = Tr
(
σaKγσbK
†
γ′
)
. (5.7)
While the pseudospin independent part of Eq. (5.6) is rather similar to the one in Eq. (4.82)
for the spectral form factor in the semiclassical limit, the pseudospin part is different here,
since the pseudospin propagators have to be multiplied before tracing. This has important
consequences on the pseudospin interference, e. g. it leads to the independence of the classical
conductance on the edge type, as we show below.
5.1 Average conductance
First we consider the average conductance, 〈gab〉kE = 〈gab〉, where as before the averaging is
performed over an energy window that is classically small, in particular the number of lead
channels must be constant within the window, but still contains several quantum fluctuations.
Semiclassical calculations for the Schro¨dinger equation [101, 146, 150, 177, 178] and RMT for
the scattering matrix [148, 149] predict for the average conductance the universal values
〈gab〉
g0
=
MaMb
Ma +Mb − 1 + 2/β . (5.8)
Here β depends on the universality class, namely β = 1 for the orthogonal class (circular
orthogonal RMT ensemble, COE), β = 2 for the unitary class (circular unitary ensemble,
CUE), and β = 4 for the symplectic class (circular symplectic ensemble, CSE). As for the
spectral statistics in Sec. 4.3, the relevant antiunitary symmetries can drive the system into
different universality classes (cf. also Sec. 2.2). If some of the symmetries are partially broken
or restored, this leads to crossovers between the symmetry classes. The conductance quantum
is defined as
g0 =
e2
2pi~
(5.9)
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and Ma/b is the number of propagating channels in the corresponding lead. We expand (5.8)
for large Ma/b as
〈gab〉
g0
=
MaMb
Ma +Mb
+
(
1− 2
β
)
MaMb
(Ma +Mb)2
+O
(
M−1
a/b
)
. (5.10)
Semiclassically, just as for the spectral form factor, relevant contributions to the average
conductance are due to orbit pairs that have a small or vanishing length difference δLγ,γ′ .
Again, as we shall see, the diagonal and the leading off-diagonal terms in the orbit sum (5.6)
give rise to the leading order (∼ M1a/b) and the next-to-leading order (∼ M0a/b) terms in the
expansion (5.10) [134, 150].
5.1.1 Diagonal contribution
We begin with the diagonal contribution, where γ′ = γ and δLγ,γ′ = 0. Since in the bound-
ary matrices for single reflections, Eq. (3.94), sublattice and valley pseudospin are not en-
tangled, we can separate the pseudospin propagator into a valley part and a sublattice part
Kγ = K
τ
γ ⊗Kσγ . Then the pseudospin trace for diagonal terms becomes
Yγ = Yγ,γ = Y
τ
γ ⊗ Y σγ = Tr
(
KτγK
τ†
γ
)
Tr
(
σaK
σ
γ σbK
σ
γ
)
= 2Y σγ . (5.11)
Since Kτγ is a product of valley Pauli matrices and thus unitary, we can directly trace out
the valley part, giving a factor of two. This means that, in diagonal approximation, the
total number of ac reflections is not important for whether or not an orbit contributes to the
conductance, in contrast to the diagonal contribution to the spectral form factor, where only
orbits with an even number of ac reflections enter. As mentioned above, the origin of this
difference is that Y τγ is a trace of products and the valley part of Zγ , Eq. (4.83), is a product
of traces of unitary pseudospin propagators.
For the sublattice part Y σγ , we first consider orbits with Nγ = N reflections that hit only
ac and im type edges. According to Eq. (3.94), each reflection then effectively contributes a
term σze
iθiσz , and thus we get with the sum of reflection angles θγ , as defined in Eq. (4.90),
Yγ = 2Tr
[
σaσ
N
z e
iθγσz(1 + σα1x′)σb(1 + σα1x′)e
−iθγσzσNz
]
= (−1)N2Tr
[
e−2iθγσz(σaσb + σaσα1x′σbσα1x′)
]
= (−1)N8 cos(2θγ + ϕa − ϕα1x′) cos(ϕb − ϕα1x′) , (5.12)
where ϕa, ϕb, and ϕα1x′ are the polar angles of the vectors a, b, and (α1 − x′) respectively.
We define the angles of the incoming (θb) and outgoing (θa) segment of the orbit γ relative
to the lead orientation [cf. Fig. 5.2 a)]
θa = ϕxαN − ϕa + pi , (5.13)
θb = ϕα1x′ − ϕb . (5.14)
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a) b)
Figure 5.2: a) Sketch of an open cavity with two leads, a and b. The lead openings have widths
Wa andWb. The angles that the incoming and the outgoing trajectory segments include with the lead
directions are θb and θa, respectively. b) Schematic representation of a loop pair that contributes to
the weak localization correction to the average conductance [150]. One of the orbits crosses itself with
an angle ε, the other orbit ‘avoids’ this crossing, but apart from this follows the first one exponentially
closely.
Further we use the relation
(2θγ −Npi − ϕα1x′ + ϕxαN ) mod 2pi = 0 , (5.15)
which is obtained by repeatedly making use of Eq. (4.96) [cf. also Fig. 4.9 b)], to obtain finally
Yγ = −8 cos(θa) cos(θb) . (5.16)
Note that for the conductance between two different leads, we do not have to take into account
time reversed orbits γ−1: If the orbit γ starts from lead b and ends in lead a, the opposite
holds for γ−1, thus it does not contribute to (5.6).
In the same way as in Sec. 4.3, one shows that Eq. (5.16) holds also if reflections from zz
edges are involved. As an example, we assume that the first reflection is at a zz edge and the
remaining N − 1 reflections are at ac and im type edges. Then we have
Yγ = 2Tr
[
σaσ
N−1
z e
i(θγ−θ1)σzσt1(1 + σα1x′)σb(1 + σα1x′)σt1e
−i(θγ−θ1)σzσN−1z
]
= (−1)N−12Tr
[
e−2i(θγ−θ1)σz (σaσt1σbσt1 + σaσt1σα1x′σbσα1x′σt1)
]
= (−1)N−18 cos(2θγ − 2θ1 + ϕa + ϕα1x′ − 2ϕt1) cos(ϕb − ϕα1x′) . (5.17)
Adapting Eq. (4.92) appropriately yields
(2θ1 − 2ϕα1,x′ + 2ϕt1 − pi) mod 2pi = 0 , (5.18)
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which inserted into Eq. (5.17) together with Eqs. (5.13) - (5.15) finally gives the result (5.16)
again. In this way, one obtains Eq. (5.16) also for the general case with an arbitrary number
of zz reflections.
Therefore the result for the pseudospin trace in diagonal approximation is indeed indepen-
dent of the specific edge types involved in the various reflections along γ, in contrast to the
diagonal contribution to the spectral form factor. As we discuss below, beyond diagonal ap-
proximation edge effects become essential also for 〈gab〉. First, however, we proceed summing
up the diagonal orbit pairs. To this end we rewrite the diagonal part of the orbit sum (5.6)
as a sum over orbits with fixed outgoing and incoming angles employing the classical sum
rule [179] ∑
γ(θa,θb)
|Dγ |2 δ(T − Tγ) = ~k
2
E
vFΣ(kE)
dθadθbe
−T/Td , (5.19)
to transform the sum into a triple integral over the time the particle spends in the cavity,
and entrance and exit angles. Here, Σ is the available energy surface and Td is the dwell
time, the first characteristic time scale for the transport problem. The dwell time is the
time a classical particle typically spends within the cavity before it leaves by hitting one of
the lead openings, in other words it is the inverse classical escape rate. The term e−T/Td in
Eq. (5.19) represents the classical survival probability. We denote the lead widths by Wa and
Wb, so that for Wa/b  |∂V|, the dwell time is approximately given by the time between
two reflections, i. e. the time of flight (4.122), and the ratio of total boundary length and the
width of the lead openings (see Ref. [131] and references therein)
Td ≈ pi|V|
vF |∂V|
|∂V|
Wa +Wb
=
pi|V|
vF (Wa +Wb)
. (5.20)
Additionally we find for the energy surface of the cavity
Σ(kE) =
∫
d2x
∫
d2k δ(kE − k) = 2pi|V|kE . (5.21)
With Eqs. (5.19) - (5.21) and Eq. (5.6), we get for the averaged diagonal contribution to the
non-local conductivity
〈σD(x,x′)〉 = −
( evF
4pi~
)2 pi/2∫
−pi/2
dθa
pi/2∫
−pi/2
dθb 8 cos(θa) cos(θb)
~kE
vF2pi|V|
∞∫
0
dT e−T/Td
= −2kE
pi
g0
Wa +Wb
. (5.22)
After the integration over the lead openings in Eq. (5.4), we obtain the universal, edge inde-
pendent diagonal conductance of a ballistic graphene cavity
〈gD〉/g0 = 2kE
pi
WaWb
Wa +Wb
≈ MaMb
Ma +Mb
, (5.23)
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in agreement with the leading order term in the expansion (5.10), and also with the numerical
findings of Refs. [43, 60]. We have approximated the numbers of propagating lead channels
Ma and Mb by
Ma/b ≈
2kE
pi
Wa/b , (5.24)
accounting for the two valleys. For identical leads (Ma =Mb =M) we have 〈gD〉/g0 =M/2,
half of the maximum possible conductance. This is what one expects for a classical particle:
It enters the cavity and is randomly scattered. After many random scattering events, the
‘memory’ of the particle is erased, i. e. both lead openings are in fact equivalent and thus
leaving through either of them is equally probable.
5.1.2 Loop contributions - weak localization
We turn now to the leading order off-diagonal contributions to the average conductance,
namely the loop contributions that are responsible for the WL correction. The corresponding
orbit pairs (γ, γ×), sketched in Fig. 5.2 b), are similar to the ones considered in Sec. 4.3 for
the off-diagonal contributions to the spectral form factor. However, here the orbits are not
periodic but lead connecting. One can think of the orbits in Fig. 5.2 b) as versions of the
periodic orbits from Fig. 4.9 a), where the counter propagating loop is left intact and the
other loop is ‘cut open’. As depicted in Fig. 5.2 b), we divide the orbits into the legs l1 and
l2, where γ and γ× both have the same propagation direction, and the loop part L, where
the propagation directions are opposed, and label all quantities correspondingly.
We begin with the calculation of the pseudospin trace Yγ,γ× for the pairs (γ, γ×). For the
sum of reflection angles we have
θγ = θl1 + θL + θl2 , (5.25)
θγ× = θl1 − θL + θl2 . (5.26)
As before, we first focus on orbits with reflections from ac and im edges. In this case we
obtain with Eq. (3.94) for the sublattice part
Y σγ,γ× = Tr
[
σaσ
N
z e
iθγσz(1 + σα1x′)σb(1 + σα1x′)e
−iθγ×σzσNz
]
= (−1)NTr
[
e−2i(θγ−θL)σz (σaσb + σaσα1x′σbσα1x′)
]
= −4 cos(θa + 2θL) cos(θb) = (−1)NL4 cos(θa) cos(θb) +O(ε) . (5.27)
Here we have used Eqs. (5.13) - (5.15) and the geometric relation similar to Eq. (4.103)
2θL mod 2pi = (NL + 1)pi mod 2pi +O(ε) . (5.28)
As for the spectral form factor, we neglect terms of higher order in ε, since in the semiclassical
limit the contributions from small ε dominate [150]. The combination of the calculations in
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(5.17) and (5.27) shows that the result of Eq. (5.27) is not changed in the presence of zz
reflections. For the valley part we have
Y τγ,γ× = Tr
(
Kτl2K
τ
LK
τ
l1K
τ†
l1
Kτ†
L−1
Kτ†l2
)
= Tr
[
(KτL)
2
]
. (5.29)
This means that the edge type at reflections along the legs l1 and l2 are irrelevant, as for the
diagonal contribution. For the loop part L we directly take into account reflections from zz,
ac, and im type edges. Namely with Eq. (3.94) we get
Y τγ,γ× =
{
(−1)NL+1 Tr(τ0) for odd Nac,L ,
Tr [exp(4iKΛLτz + 2iϑLτz)] for even Nac,L ,
= 2
{
(−1)NL+1 for odd Nac,L ,
cos(4KΛL + 2ϑL) for even Nac,L .
(5.30)
Here ΛL is defined as in Eq. (4.87), where the sum runs only over ac reflections along the loop
part L. In the same manner ϑL is defined as in Eq. (4.88) with the sum running only over
zz reflections of the loop part. Putting together Eqs. (5.27) and (5.30), we get for the total
pseudospin trace for the loop contribution to the conductance, including reflections from ac,
zz, and im type edges
Yγ,γ× ≈ 8 cos(θa) cos(θb)
{ −1 for odd Nac,L ,
(−1)NL cos(4KΛL + 2ϑL) for even Nac,L . (5.31)
The next step is to average the trace Yγ,γ× according to the edge characteristics of the
graphene cavity, in order to perform the loop part of the orbit sum (5.6). To this end we
distinguish the different regimes of uncoupled, totally coupled and intermediately coupled
valleys.
No ac scattering - valley conservation
In the absence of valley coupling due to ac edges, we have ΛL = 0, and consequently
〈Yγ,γ×〉 = 0. To see this, we consider first a pure infinite mass boundary, i. e. no zz edges
are present either and ϑL = 0. In this case we have Yγ,γ× = (−1)NL . Since the probability
for even and odd NL is the same for long orbits, see e. g. Eq. (4.123), it follows that 〈Yγ,γ×〉
vanishes in this case. When zz reflections are involved, then ϑL is distributed randomly
between 0 and 2pi, so that 〈cos(2ϑL)〉 = 0 and therefore again 〈Yγ,γ×〉 = 0. This means
that for uncoupled valleys there is no loop correction to the conductivity and thus no weak
localization
〈gL〉 = 0 . (5.32)
The physical reason is the absence of an effective intravalley TRS, since the symmetry T0 is
broken by both im and zz type edges. Note that because of this effective symmetry breaking,
also no weak antilocalization occurs, as would be the case for diffusive bulk graphene in the
absence of intervalley scattering [63]. The semiclassical explanation for the fact that we do
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not get the symplectic class here, even though graphene’s Berry phase of pi suggests this
in principle, is that the effective phase difference 2θL in Eq. (5.27) is given by the sum of
reflection angles, Eq. (5.28), and not the rotation angles. One can see e. g. from Fig. 5.2 a)
or Fig. 4.9 b) that the rotation at each individual reflection is ±pi − 2θi [see also Eq. (4.96)].
This means that 2θL contains the total Berry phase (half of the total rotation angle) plus an
additional phase of ±pi for every reflection [90]. This additional phase shift leads to the sign
(−1)NL in Eq. (5.27), which destroys the effect of the Berry phase, resulting in an absence of
W(A)L.
Ac billiards - complete valley mixing
For the opposite case of complete valley mixing, we assume that all reflections occur at
ac edges, such that ϑL = 0. Since the microscopic ac boundary condition implies that
KΛL = m 2pi/3 with m ∈ Z (see Eq. (4.113) and the discussion in Subsec. 2.2.2), the cosine
in Eq. (5.31) averages to zero:
〈cos(4KΛL)〉 = lim
M→∞
1
M
M∑
m=1
cos
(
m
2pi
3
)
=
1
3
[
cos
(
2pi
3
)
+ cos
(
4pi
3
)
+ cos(2pi)
]
= 0 . (5.33)
This means that the averaged pseudospin trace for the loop pairs in the case of complete
valley mixing is given by [cf. Eq. (5.31)]
〈Yγ,γ×〉 = −4 cos(θa) cos(θb) , (5.34)
giving rise to a finite weak localization correction in this case. Note that, as for the spectral
form factor, also here a special situation arises if all distances fulfill the ‘metallic’ condition, cf.
Subsec. 2.2.2. Then KΛL mod 2pi = 0 and therefore 〈Yγ,γ×〉 = 0, as discussed for the pure im
type boundary. Consequently the WL correction vanishes, indicating unitary symmetry. In
Sec. 7.1 we show that indeed the WL is strongly suppressed in metallic graphene nanoribbons
with weak bulk disorder. Here we exclude this case from the further discussion.
In order to calculate the loop contribution to the non-local conductivity, we use the classical
sum rule (5.19) and replace the γ-sum (5.6) by integrations over T , θa, θb, and the crossing
angles ε. Then we get (cf. also Subsec. 4.3.2)
〈σL(x,x′)〉 = − g0
Wa +Wb
2kE
piTd
Re
pi∫
0
dε
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/TdPg(ε, T )e
ikEδLγ,γ× , (5.35)
where we took twice the real part, since every orbit pair in the sum has a partner pair, where
γ and γ× are interchanged leading to the complex conjugated term. The lower cut-off in the
T -integral is due to the fact that a minimal time, Tmin [see Eq. (4.147)], is needed to form a
closed loop. Also for the legs a minimal time in necessary, in this case Tmin/2 for each of them
(for details see Ref. [52]). Therefore the period of the full orbit has to be at least 2Tmin. The
minimum time Tmin has also been subtracted from the argument of the survival probability,
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because the trajectory segments close to the crossing are correlated. That means the orbit
either leaves the cavity when it traverses the encounter region close to the crossing point for
the first time, or it does not leave the cavity at all in the encounter region. This leads to
the modification of the survival probability [52]. In Eq. (5.35), Pg denotes the density of loop
pairs with crossing angle ε, which is to leading order in ε given by [52, 150]
Pg(ε, T ) ≈ v
2
Fε
pi|V|
T−Tmin(ε)∫
Tmin(ε)
dTL[T − TL − Tmin(ε)] = v
2
Fε
2pi|V| [T − 2Tmin(ε)]
2 . (5.36)
The integration limits are set by the minimal periods of the loop part and the legs, re-
spectively. For given TL, the probability for a crossing is proportional to the period of the
remaining trajectory, Tγ − TL − Tmin. We insert Eq. (5.36) into Eq. (5.35) and use further
that for
Td  TE = 1
λ
ln
(
vFkE
λ
)
(5.37)
we have according to Refs. [52, 150]
Re
pi∫
0
dε ε eikEδLγ,γ×
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/TdPg(ε, T ) ≈ − vF
2kE|V|T
2
d . (5.38)
Then we get for the non-local conductivity
〈σL(x,x′)〉 ≈ g0
(Wa +Wb)2
, (5.39)
and integrating over the lead openings [see Eq. (5.4)] together with Eq. (5.24) finally yields
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
, (5.40)
in agreement with the second term in the RMT expansion (5.10) for the orthogonal symmetry
class (β = 1). The complete valley mixing due to the scattering from ac edges has effectively
restored the TRS Ty, and we find that the weak localization correction to the average con-
ductance has the same size as in the Schro¨dinger case. In Eq. (5.37), TE is the Ehrenfest
time, the time scale after which a wave packet has spread over the whole system, so that
quantum interference is possible. While we have neglected TE here, we discuss the effect of
finite Ehrenfest time briefly for the generic case of mixed boundaries below.
Mixed boundaries - generic case
Finally we turn to the general case of intermediate valley coupling, i. e. a boundary that con-
sists of ac, zz, and im type edges. In view of our results for the spectral form factor, we expect
the size weak localization correction to lie between that of the limiting cases, Eqs. (5.40) and
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(5.32), and that the total amount of ac edges determines 〈gL〉. From the discussion of the
limiting cases above, we have learned that the pseudospin trace Yγ,γ× vanishes on average
for orbits that hit an even number of ac edges or none at all during the loop part L. This
carries over also to the general case, since a finite ϑL does not alter the result of the average
(5.33). On the other hand, for orbits with an odd number of ac reflections along L we have
according to Eq. (5.31)
〈Yγ,γ×〉 = −8 cos(θa) cos(θb) . (5.41)
Analogous to the calculation in Subsec. 4.3.2, cf. Eq. (4.152), we take this into account by
modifying the density of self crossings accordingly with the probability for an odd number of
ac reflections, so that in the general case the loop contribution to the non-local conductivity
reads
〈σL(x,x′)〉 = − g0
Wa +Wb
4kE
piTd
Re
pi∫
0
dε
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/Td P˜g(ε, T )e
ikEδLγ,γ× . (5.42)
Here P˜g(ε, T ) is the density of self crossings, where the corresponding orbit hits an odd
number of ac edges along the loop part L, namely
P˜g(ε, T ) ≈ v
2
Fε
pi|V|
T−Tmin(ε)∫
Tmin(ε)
dTL[T − TL − Tmin(ε)]P oac[TL − Tmin(ε)] . (5.43)
In Eq. (5.43), P oac is the probability to hit ac edges an odd number of times during the time
T , as defined in Eq. (4.123). As for the survival probability in Eq. (5.42), we subtract the
minimal time Tmin in the argument of P
o
ac due to the correlation of the orbit segments during
the encounter. If the orbit hits an ac edge the first time it comes close to the self crossing, it
will hit the same ac edge again when it comes back, i. e. the number of ac reflections within
the encounter is always even. For vanishing TE and Td  Tmin, the integrals in Eq. (5.42)
can be performed approximately using [52, 150]
Re
pi∫
0
dεε eikEδLγ,γ×
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/Td
T−Tmin(ε)∫
Tmin(ε)
dTL [T − TL − Tmin(ε)]e−(TL−Tmin(ε))/T0
≈ − pi
2kEvF
T 2d
1 + Td/T0
. (5.44)
In our case the T0 comes from the probability P
o
ac, i. e. according to Eq. (4.123) we have one
term where formally T0 →∞ and a second term with T0 = Tac/2, leading to
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
(
1− 1
1 + 2Td/Tac
)
. (5.45)
This formula relates the leading order quantum correction for the average conductance, the
weak localization, to the total length of intervalley scattering ac boundary segments. The
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ratio of the relevant time scales, namely the dwell time Td, and the characteristic ac scattering
time Tac, Eq. (4.124), determines the size of the WL signal. It acts as a TRS restoring
parameter, thus describing a crossover from the unitary to the orthogonal symmetry class with
increasing ac scattering rate. With the approximate expressions for Tac and Td, Eqs. (4.125)
and (5.20), respectively, the crossover parameter becomes
Td
Tac
≈ Wac
Wa +Wb
. (5.46)
In experiments, the off-diagonal contributions to 〈g〉 are usually measured indirectly, as
difference between the conductances at zero and finite magnetic field. For finite field, all
(effective) TRS are broken and the system is in the unitary symmetry class. Quantum inter-
ference is washed out due to dephasing and only the diagonal (classical) conductance is left.
Therefore a semiclassical expression for the magnetoconductance is desirable. The general-
ization of Eq. (5.45) to include a magnetic flux is straightforward, assuming that the magnetic
field is small enough that it affects only the phases in Eq. (5.6), and we can neglect bending
of the classical orbits as well as effects on the pseudospin. We consider a magnetic field of
strength B, oriented perpendicular to the graphene plane. As discussed in Subsec. 4.3.3, the
magnetic field induces a phase difference of 2piBAL/Φ0 between the orbits γ and γ×, where
AL is the directed area that the orbits enclose along the loop part L. This dephasing leads
to an exponential suppression of long loops on a time scale TB, defined in Eq. (4.158), so that
the integral in Eq. (5.43) is modified as [cf. also Eqs. (4.156) and (4.157)]
P˜g(ε, T ) ≈ v
2
Fε
pi|V|
T−Tmin(ε)∫
Tmin(ε)
dTL[T − TL − Tmin(ε)]P oac[TL − Tmin(ε)]e−[TL−Tmin(ε)]/TB . (5.47)
Also here the minimum time has to be subtracted in the exponent, due to the correlation of
the orbits within the encounter region, where no magnetic phase difference is accumulated.
Since
P oac(T ) e
−T/TB =
1
2
(
e−T/TB − e−T/TB−2T/Tac
)
, (5.48)
we use Eq. (5.44) once with T0 = TB and once with T0 = (1/TB + 2/Tac)
−1 to get
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
(
1
1 + Td/TB
− 1
1 + Td/TB + 2Td/Tac
)
. (5.49)
This central result represents the leading order (in inverse channel number) WL correction to
the average magnetoconductance of a ballistic graphene cavity. Three competing timescales
govern 〈gL〉, namely the ac scattering time Tac, Eq. (4.124), the dwell time Td, Eq. (5.20),
and the magnetic time TB, Eq. (4.158). Equation (5.49) describes both, the crossover of 〈gL〉
as a function of the armchair scattering rate, and the magnetodependence of the average
conductance. In contrast to the crossover in the spectral form factor, Eq. (4.155), there is no
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Figure 5.3: Absolute value of the WL correction obtained from our semiclassical theory for identical
leads, Eq. (5.49). a) −〈gL〉 as a function of the magnetic flux Φ through the system. The curves
correspond to different values of the effective armchair scattering strength Td/Tac (from bottom to
top): 0.1 (black), 0.3 (red), 0.5 (blue), 1.5 (turquoise), 5 (orange) and∞ (green). The dashed blue line
shows a Lorentzian curve∼ [1 + (Φ2Td)/(Φ20ζ)]−1for comparison. b) Crossover as a function of Td/Tac
for different values of Td/TB (from top to bottom): 0 (black), 0.2 (red), 0.5 (blue), 1 (turquoise), 2
(orange) and 4 (green).
dependence on the Fermi momentum kE (for fixed numbers of propagating lead channels).
The total size of the WL signal is given by the value of 〈gL〉 at zero magnetic field
lim
Φ→0
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
1
1 + Tac/(2Td)
, (5.50)
which reproduces our former results (5.32) and (5.40) for the limiting cases of infinite and
zero Tac/Td, respectively.
For very strong ac scattering, Tac  Td, Eq. (5.49) yields the well-known Lorentzian mag-
netodependence [134, 150]
lim
Tac→0
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
1
1 + Td/TB
, (5.51)
describing the usual field induced symmetry breaking and the resulting COE → CUE tran-
sition. For identical leads the total WL signal in the limit of large channel numbers has then
a size of approximately −g0/4. On the other hand, for very weak ac scattering, Tac  Td,
Eq. (5.49) becomes
〈gL〉/g0 = − MaMb
(Ma +Mb)2
1
(1 + Td/TB)2
2Td
Tac
+O [(Td/Tac)2] . (5.52)
This means we get a squared Lorentzian magnetodependence, linearly suppressed in Td/Tac.
The magnetoconductance curves described by Eq. (5.52) are thus steeper and more narrow
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Figure 5.4: Comparison of the semiclassical theory for weak localization (solid and dashed
lines) with numerical tight-binding simulations (error bars). For the numerics we use a system
with a smooth mass edge, modeling infinite mass boundaries, and open this mass boundary in
order to tune Wac (cf. inset and text). For the geometrical parameters, as given in Fig. 5.1 b),
we have used R1 = 300 a,R2 = 120 a,R3 = 180 a,H = 110 a and d = 30 a, and for the mass
parameters ω = 0.05
√
t/a and Wm = 20 a. The two leads of the systems are identical with
Wa = Wb = 40 a. Panel b) shows three examples of the numerically calculated magnetoconduc-
tance for Wac = 0 (black), 50 a (red) and 110 a (blue) (error bars). We find ζ = 0.17Td and for the
limiting value 〈gL〉(Φ = 0, Tac → 0) = 0.27 g0 from a fit of Eq. (5.49) to the numerical results for a
system without mass boundary, that shows very strong intervalley scattering. Solid lines are fits to
the semiclassical formula (5.49). Panel b) shows the absolute value of the WL correction as a function
of Wac. The numerical values (error bars) are obtained from the difference of 〈g〉 at zero flux and
Φ ≈ 1.4 − 1.7Φ0. The solid (dashed) line displays the crossover as a function of Wac obtained from
the semiclassical theory, Eq. (5.50), including an offset ∆Wac = 5 a (∆Wac = 0).
than Lorentzians with the same height. This means that the magnetic dephasing is essentially
assisted by the partial TRS breaking. We stress once more that 〈gL〉 is suppressed but not
positive, i. e. there is no weak antilocalization, as discussed above for the case of vanishing ac
scattering.
Figure 5.3 a) shows the dependence of the WL correction on the magnetic flux through
the system for different values of the ratio Td/Tac. Note that we plot the WL correction
as a function of
√
Td/TB =
√
Td/ζ Φ/Φ0. Also in the regime of intermediate ac scattering,
the Φ-dependence deviates from the Lorentzian shape [for comparison see dashed blue line
in Fig. 5.3 a)]. As the ac scattering becomes stronger, the magnetoconductance gets closer
to the Lorentzian behavior known from usual 2DEGs. Panel b) shows the crossover as a
function of Td/Tac for the different values of the dephasing parameter Td/TB.
As mentioned, the Ehrenfest time TE [see Eq. (5.37)] has been neglected in Eqs. (5.38) and
(5.44). The Ehrenfest time is the typical time, after which a wave packet has spread over
the whole cavity, so that it cannot be described by a classical particle anymore. After this
time, quantum interference is possible [180]. Therefore TE can be considered as time scale
that separates the regime of classical dynamics, which typically lasts for times corresponding
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to a few reflections from the boundary [52], from the regime of quantum interference. For
Schro¨dinger systems it was first shown by means of field theoretical methods [181], that a
finite Ehrenfest time leads to suppression of the WL correction. Semiclassical calculations for
the Schro¨dinger equation that take into account finite TE in the integral (5.44) yield for the
loop contribution to the average conductance an exponential suppression [182, 183, 184, 185]
〈gSL〉
g0
≈ − MaMb
(Ma +Mb)2
e−TE/Td
1 + Td/TB
. (5.53)
Since for graphene, the ac scattering time enters the integrals in a similar way as the magnetic
dephasing time, the semiclassical calculation to include TE is unchanged. Thus the WL is
suppressed in the same way also here, namely we get an overall factor exp(−TE/Td) in all
our results for the WL, namely Eqs. (5.40), (5.45), and (5.49) - (5.52).
Comparison with numerical simulations
In Fig. 5.4 we compare our analytical results with the conductance obtained from numerical
tight-binding simulations. We consider a graphene cavity with the shape of a desymmetrized
half stadium, as depicted in the inset of Fig. 5.4 a) and in Fig. 5.1 b). In order to check our
semiclassical predictions we tune the length of the ac boundaryWac and thus Tac. We model
infinite mass type boundaries by adding a smooth mass term close to the edges of the system.
In the tight-binding model, this corresponds to a staggered potential, i. e. an on-site potential
m(x) on sites of one sublattice and an on-site potential −m(x) on the other sublattice. The
mass is zero in the interior of the cavity and has a quadratic profile within a distance Wm
from the boundary [see inset in Fig. 5.4 a)]
m(x) =
1
2
ω2(δb(x)−Wm)2 . (5.54)
Here δb(x) is the shortest distance of the point x from the boundary (for details see Refs. [43,
60, 61]). In order to tune Wac we cut a hole into the smooth mass so that locally a small
region with ac edges is present [see Fig. 5.1 b) and inset in Fig. 5.4 a)]. Then we calculate the
magnetoconductance numerically using an adaptive recursive Green function method [56]
(Fig. 5.4 b) shows three examples) and obtain the numerical value of the WL correction from
the difference of 〈g〉 at zero flux and Φ ≈ 1.4 − 1.7Φ0. On the other hand our semiclassical
theory predicts the total height of the WL signal, see Eq. (5.50). In Fig. 5.4 a) we compare the
absolute value of the WL correction obtained in both ways. We find that the numerical data
reproduces our semiclassical theory well (dashed line). The agreement is even better if we
assume an effective offset in Wac of five lattice constants, ∆Wac = 5a (solid line). This offset
can be explained by the fact that our smooth mass edges cannot completely avoid intervalley
scattering from ac edges or sharp corners at the boundary, e. g. at the lead mouths [43, 60].
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5.2 Universal conductance fluctuations
So far we have considered the averaged conductance, i. e. the smooth part of g. Now we
address the quantum fluctuations around this average value, which are usually denoted as
universal conductance fluctuations, because their order of magnitude does not scale with the
average conductance or the system size, respectively. To quantify the size of the UCF, we
calculate the variance of the conductance gab, which is identical to the covariance of the
resistances gaa and gbb [185]:
var(gab) = 〈g2ab〉 − 〈gab〉2 = covar(gaa, gbb) (5.55)
covar(gaa, gbb) = 〈gaagbb〉 − 〈gaa〉〈gbb〉 . (5.56)
Here the RMT prediction and its expansion for many propagating lead channels reads [69,
148, 149]
var(gab)/g
2
0 =
2MaMb (Ma − 1 + 2/β)(Mb − 1 + 2/β)
β(Ma +Mb − 2 + 2/β)(Ma +Mb − 1 + 4/β)(Ma +Mb − 1 + 2/β)2
=
2MaMb
β(Ma +Mb)4
+O
(
M−1a/b
)
, (5.57)
which has been confirmed semiclassically for Schro¨dinger systems [134, 185, 186].
We consider the first term in Eq. (5.56), the averaged product of resistances. According to
Eq. (5.6), multiplication of two non-local resistivities results in the fourfold sum over classical
orbits
σaaσbb =
(
e2v2F
16pi2~2
)2 ∑
γγ′(a)
∑
ρρ′(b)
Xγ,γ′,ρ,ρ′DγDγ′DρDρ′ exp
(
ikEδLγ,γ′ + ikEδLρ,ρ′
)
, (5.58)
with the pseudospin-dependent term
Xγ,γ′,ρ,ρ′ = Tr
(
σaKγσaK
†
γ′
)
Tr
(
σbKρσbK
†
ρ′
)
. (5.59)
In the sums of Eq. (5.58), the orbits γ and γ′ originate from the same point x′a in lead a
and end at the same point xa also in lead a, as can be seen from the arguments of the
Green functions in Eq. (5.5). The orbits ρ and ρ′, on the other hand, both begin at x′b in
lead b and end at xb in lead b. For the expression (5.58), the averaging procedure gives
only a significant result when the sum of the length differences δLγ,γ′ and δLρ,ρ′ is small
or vanishing. One possible combination of orbits that fulfills this is, when the two orbits
from each lead are correlated, i. e. the pairs (γ, γ′) and (ρ, ρ′), and both have small length
differences, while orbits from different leads are uncorrelated. In other words, when δLγ,γ′
and δLρ,ρ′ are both small individually. However, these contributions are fully contained in
the second term in Eq. (5.56), namely the product of averaged resistances, and thus cancel.
This also means that there is no diagonal contribution to the UCF, since the diagonal terms
correspond to γ′ = γ and ρ′ = ρ. Combinations like γ′ = ρ and ρ′ = γ are not possible, since
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the orbits begin and end in different leads. Therefore the UCF are a pure quantum effect,
like the weak localization. Consequently we have to consider orbit quadruplets in which only
the complete phase in Eq. (5.58) is small, but not the individual phases. It is known for
Schro¨dinger systems that the variance of gab is independent of the Ehrenfest time [185], and
since our discussion of the WL has shown that the semiclassical calculations for graphene are
identical to the Schro¨dinger case in this respect, we neglect the Ehrenfest time here. The
leading order contribution is then due to orbit quadruplets as sketched in Fig. 5.5 [185]. For
example in panel a) two orbits from different leads, say γ and ρ, cross each other with a
crossing angle ε1 and then cross each other again, now with a crossing angle ε2. The two
other orbits follow the first ones exponentially closely, but avoid the crossings. For instance
γ′ follows γ to the first crossing, then it follows ρ to the second crossing and finally again γ
back to the lead [see Fig. 5.5 a) and b)]. We label the individual pieces with m,n, o, p, q, r as
marked in Fig. 5.5 a) and denote the combination of the pieces r and q−1, which is q traversed
in opposite direction, by the loop part L. The parts m,n, o and p are denoted as legs. We
point out that also quadruplets where two orbits from different leads cross first and then
avoid the second crossing (or vice versa) while the two other orbits avoid the first crossing
and cross then (or vice versa) give rise to a contribution to the UCF in leading order [see
Fig. 5.5 c) and d)]. The difference between the quadruplets in Fig. 5.5 a) and b) is the parallel
and antiparallel propagation direction of the blue and the red orbit segments, respectively,
along the loop part. The same holds for panels c) and d). For Schro¨dinger billiards this
difference is only important in the presence of a magnetic field, since only for the quadruplets
in b) and d) there is an overall Aharonov-Bohm phase difference. For graphene billiards,
however, the pseudospin-dependent phases differ also at zero field.
We calculate now the product of pseudospin traces Xγ,γ′,ρ,ρ′ . As for Yγ,γ′ before, we first
consider quadruplets where all orbits hit only ac and im type edges. Then we have for the
sublattice part of the first trace in (5.59) according to Eq. (3.94)
Tr
(
σaK
σ
γ σaK
σ†
γ′
)
= Tr
(
σaσ
Nγ
z e
iθγσz (1 + σα1x′a)σa(1 + σα1x′a)e
−iθγ′σzσ
Nγ′
z
)
= (−1)Nγ iNγ+Nγ′Tr
[
e−i(θγ+θγ′+Nγpi/2+Nγ′pi/2)σz
(
1 + [σaσα1x′a ]
2
)]
= (−1)Nγ iNγ+Nγ′ 4 cos(θ′a) cos(θ′a − θγ − θγ′ − (Nγ +Nγ′)pi/2) , (5.60)
where θ′a = ϕα1x′a − ϕa is the angle of the incoming trajectory segment of the orbits γ and
γ′, relative to lead a [cf. Eq. (5.13)]. Next we make use of the identities
θγ + θγ′ = 2θγ + θq − θr , (5.61)
θq − θr = (Nq,+ −Nq,− −Nr,+ +Nr,−)pi
2
− wqpi + wrpi +O(ε1,2) , (5.62)
and 0 = (θ′a − θa − 2θγ + (Nγ + 1)pi) mod 2pi , (5.63)
with the angle of outgoing trajectory segments of the orbits γ and γ′ relative to lead a,
θa = ϕxaαN − ϕa + pi [cf. Eq. (5.14)]. The winding numbers of the parts q and r are denoted
by wq and wr, and the signs in the subscripts of the reflection numbers stand for reflections
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Figure 5.5: Schematic view of orbit quadruplets that give rise to the covariance (5.56) in leading
order. Each quadruplet has two (avoided) crossings of orbits from different leads. The pieces of
the orbits before, after, and between the crossings are labeled with letters m to r (cf. text). In the
quadruplets of panels a) and b) the orbits γ and ρ cross twice, while γ′ and ρ′ avoid both crossings.
In c) and d) both pairs have one crossing. In panels a) and c) the propagation direction along the
part r (q) of the orbits is the same for γ (γ′) and ρ′ (ρ), while it is opposite in panels b) and d).
with positive and negative reflection angles θi, respectively [cf. Eq. (4.103)]. With Eqs. (5.60) -
(5.63) we obtain
Tr
(
σaK
σ
γ σaK
σ†
γ′
)
= 4 (−1)wq+wr+Nq,++Nr,−+1 iNq+Nr cos(θa) cos(θ′a) . (5.64)
Note that the phase factors depend only on properties of the loop part but not on the legs.
For the second trace we perform an analogous calculation to get
Tr
(
σaK
σ
ρ σaK
σ†
ρ′
)
= 4 (−1)wq+wr+Nq,∓+Nr,±+1 iNq+Nr cos(θb) cos(θ′b) , (5.65)
where the upper signs hold if the propagation directions of ρ and ρ′ along the corresponding
parts of the loop, i. e. q and r, respectively, are equal to the propagation directions of γ and
γ′ (panels a) and c) in Fig. 5.5), while the lower signs hold in the opposite case (panels b)
and d) in Fig. 5.5). In the following we speak about parallel and antiparallel propagation in
this context. This means we get for the total sublattice part of the pseudospin contribution
Xσγ,γ′,ρ,ρ′ = (±1)NL16 cos(θa) cos(θ′a) cos(θb) cos(θ′b) , (5.66)
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where the upper sign holds for parallel propagation of γ (γ′) and ρ′ (ρ) in the loop and the
lower sign for antiparallel propagation. Using the same relations as for the pseudospin traces
for the spectral form factor, see Sec. 4.3, and the average conductance, cf. Eqs. (5.17) and
(5.18), one shows that the result (5.66) remains unchanged if reflections from zz edges are
involved.
Next we calculate the valley part Xτγ,γ′,ρ,ρ′ . Also here we have to distinguish the cases
of parallel and antiparallel loop propagation. From Eq. (3.94) we get that Xτγ,γ′,ρ,ρ′ = 0 if
the loop part L contains an odd number of ac reflections, while for an even number of ac
reflections along L we get for the parallel case
Xτγ,γ′,ρ,ρ′ =
∣∣∣Tr(KτrKτ†q )∣∣∣2 = 4cos2(2KΛL + ϑL +NL pi/2) (5.67)
and for the antiparallel case
Xτγ,γ′,ρ,ρ′ = Tr
(
KτrK
τ†
q
)
Tr
(
Kτq−1K
τ†
r−1
)
= 4(−1)NL cos2(2KΛL + ϑL +NL pi/2) . (5.68)
Finally we combine the results for sublattice and valley part, Eqs. (5.66) - (5.68), to get for
the complete pseudospin contribution
Xγ,γ′,ρ,ρ′ = 64 cos(θa) cos(θ
′
a) cos(θb) cos(θ
′
b) cos
2(2KΛL + ϑL +NLpi/2) , (5.69)
if Nac,L is even, and Xγ,γ′,ρ,ρ′ = 0 otherwise. As for the average conductance and the spectral
form factor, we distinguish different degrees of valley coupling when calculating var(g).
No ac scattering - valley conservation
Assuming that all reflections occur at zz or im edges, i. e.Nac,L = 0 and thus always even, all
quadruplets contribute to the UCF, and with ΛL = 0 we get from Eq. (5.69) for the averaged
pseudospin contribution
〈Xγ,γ′,ρ,ρ′〉 = 64 cos(θa) cos(θ′a) cos(θb) cos(θ′b)〈cos2(ϑL +NLpi/2)〉
= 32 cos(θa) cos(θ
′
a) cos(θb) cos(θ
′
b) . (5.70)
We proceed as for the loop contribution to the average conductance. That means we use
the sum rule (5.19), now twice, and replace the orbit sums in Eq. (5.58) by integrals over
orbit periods, crossing angles, and integrals over the incoming and outgoing angles. Further
we make use of the fact that the two orbit intersections are independent and thus their
contributions factorize [177, 185], so that we can treat the ε-integrals separately. For zero
magnetic field Eq. (5.58) then leads to
var(σab) ≈

 g0WaWb
Wa +Wb
4kE
piTd
Re
pi∫
0
dε
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/TdPg(ε, T ) e
ikEδL(ε)


2
. (5.71)
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We have evaluated the real parts twice and included a factor of two due to the time reversed
quadruplets (parallel and antiparallel loop propagation, cf. Fig. 5.5). Up to a constant factor,
we had exactly the same expression already for the average conductance, namely in Eq. (5.35),
so that with Eq. (5.38) we obtain directly
var(σab) ≈ 4
M2aM
2
b
(Ma +Mb)4
, (5.72)
in agreement with four times the leading order RMT result (5.57) for the unitary ensemble
(CUE). As for the corresponding results for the spectral form factor, Eqs. (4.111) and (4.137),
the factor of four is due to the Kramers degeneracy of the uncoupled valleys, which originates
from the preserved symmetry Tx (at zero magnetic field). From Eq. (5.56), we see that the
degeneracy of the two subsystems leads to a fourfold enhanced variance, compared to the
variance of only one subsystem.
Ac billiards - complete valley mixing
In the opposite limit of complete valley mixing, we assume that all reflections occur at ac
edges, so that ϑL = 0, NL = Nac,L, and thus only orbit quadruplets with even NL have a
non-vanishing pseudospin contribution. Using Eq. (4.114), we find that the squared cosine in
Eq (5.69) averages to 1/2 for the remaining quadruplets, and altogether we get
〈Xγ,γ′,ρ,ρ′〉 = 16 cos(θa) cos(θ′a) cos(θb) cos(θ′b) . (5.73)
The conductance variance is thus half as large as in the previous case,
var(σab) ≈ 2
M2aM
2
b
(Ma +Mb)4
, (5.74)
in agreement with the leading order RMT prediction (5.57) for COE (β = 1), as expected
from our earlier results. The valley coupling has effectively re-enabled the TRS Ty.
Mixed boundaries - generic case
Finally we consider the general case of intermediate valley coupling, taking into account orbit
quadruplets with reflections from ac, zz, and im type edges. From our earlier discussion,
we know that the averaged pseudospin traces are zero if Nac,L is odd, and otherwise the
pseudospin contribution is given by Eq. (5.70). For the correct evaluation of the orbit sums
(5.58), we have to account for the fact that an even number of ac reflections along the loop
part L = r+q−1 corresponds to either an even number of ac reflections in both parts, r and q,
or an odd number of ac reflections in both of them. Since the two crossings are nevertheless
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independent, we get similar to Eq. (5.71)
var(σab) ≈
(
g0WaWb
Wa +Wb
4kE
piTd
)2
Re
pi∫
0
dε1
∞∫
2Tmin(ε1)
dT1 e
−[T1−Tmin(ε1)]/TdeikEδL1
×Re
pi∫
0
dε2
∞∫
2Tmin(ε2)
dT2 e
−[T2−Tmin(ε2)]/Td eikEδL1 P˘g(ε1, ε2, T1, T2) , (5.75)
where P˘ac(ε1, ε2, T1, T2) is the density of two uncorrelated crossings, such that ac edges are
hit either an even number of times during both the r and the q part of the loop, or an odd
number of times during both parts,
P˘g(ε1, ε2, T1, T2) ≈
(
v2Fε
pi|V|
)2 T1−Tmin(ε1)∫
Tmin(ε1)
dTq
T2−Tmin(ε2)∫
Tmin(ε2)
dTr[T1 − Tq − Tmin(ε1)][T2 − Tr − Tmin(ε2)]
×P eac[Tq + Tr − Tmin(ε1)− Tmin(ε2)] . (5.76)
Here we have used that [cf. Eq. (4.123)]
P oac(T )P
o
ac(T
′) + P eac(T )P
e
ac(T
′) = P eac(T + T
′) . (5.77)
Once more we make use of the formula (5.44), to find for the conductance variance of a
ballistic graphene cavity with ac, zz, and im type edges for zero magnetic field
var(gab)
g20
≈ 2M
2
aM
2
b
(Ma +Mb)4
[
1 +
1
(1 + 2Td/Tac)
2
]
. (5.78)
The crossover described by this equation is different from the one for the average conductance,
Eq. (5.50). Also here we have no explicit dependence on kE, but, as for the spectral form
factor, degeneracies due to the valley symmetry are reflected in Eq. (5.78). For identical leads
we get for var(gab)/g
2
0 a crossover from 1/4 to 1/8 for an increasing ac scattering rate 1/Tac.
This corresponds to a transition from two degenerate unitary subsystems (4×CUE) to one
orthogonal system (COE).
For a finite magnetic flux through the cavity we have to modify the densities accordingly, as
in the previous cases. However, as mentioned in the beginning of this section, not all quadru-
plets are affected by the magnetic field, because there is only a flux induced phase difference,
if the loop part is propagated in opposite directions by the different orbits. Thus for the
variance we get one half of the zero flux result, namely from quadruplets as in Fig. 5.5 a) and
c), plus the contribution from the quadruplets that are affected by the magnetic dephasing,
i. e. such of Fig. 5.5 b) and d). Technically, the inclusion of the magnetic field is identical to
the case of the average conductance, cf. Eqs. (5.47) - (5.49), leading to
var(gab)
g20
=
M2aM
2
b
(Ma +Mb)4
[
1+
1
(1+2Td/Tac)
2 +
1
(1+Td/TB)
2 +
1
(1+Td/TB+2Td/Tac)
2
]
, (5.79)
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Figure 5.6: a) Variance of the conductance as a function of the magnetic flux Φ through the
system obtained from our semiclassical theory, Eq. (5.79), for identical leads. The curves correspond
to different values of the relative armchair scattering strength Td/Tac (from top to bottom): 0 (black),
0.1 (red), 0.3 (blue), 0.5 (turquoise), 1 (orange) and 5 (green). b) The crossover as a function of Td/Tac
for different values of the magnetic flux Φ/Φ0
√
Td/ζ (from top to bottom): 0 (black), 0.3 (red), 0.5
(blue), 0.7 (turquoise), 1 (orange) and 1.5 (green).
which is the main result of this section. Although the underlying physical mechanisms that
give rise to the terms with TB and Tac are rather different, namely Aharonov-Bohm like de-
phasing and intervalley scattering, respectively, the two time scales occur in a very symmetric
way in the final result (5.79), hence both have the same effect on the conductance variance.
Note that the opposite is true for the weak localization, see Eq. (5.49), where an increasing
magnetic dephasing rate 1/TB suppresses the WL effect, while an increasing ac scattering
rate 1/Tac increases the absolute value of 〈gL〉. For identical leads and Tac → ∞, Eq. (5.79)
describes a crossover from 1/4 to 1/8 with increasing flux Φ, i. e. from two degenerate uni-
tary subsystems (4×CUE) to two independent unitary subsystems (2×CUE). On the other
hand for Tac → 0 we get a crossover from 1/8 to 1/16, i. e. a transition from an orthogonal
(COE) to a unitary (CUE) system. This is in agreement with our findings for the average
conductance and the spectral form factor. In Fig. 5.6 we show our semiclassical result (5.79)
graphically. The magnetodependence of the conductance variance for different values of the
ac scattering time Tac is depicted in panel a). Panel b) shows the dependence of var(g) on
the ratio Td/Tac for different values of the magnetic flux.
In Fig. 5.7 we compare the semiclassical results (solid lines) for the conductance variance
with tight-binding calculations (error bars). The system used for the numerical simulations
is the same as we used for the average conductance. We find that Eq. (5.79) provides a good
approximation to the numerical data.
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Figure 5.7: Comparison of our semiclassical theory, Eq. (5.79), with numerical tight-binding simu-
lations. For the numerics we used the same system as for the average conductance. a) The crossover
as a function of Wac obtained from the semiclassical theory Eq. (5.79) (solid lines) and from the nu-
merical data (error bars) at zero magnetic flux Φ = 0 (upper black curve) and at finite flux Φ = 1.4Φ0
(lower blue curve). b) Dependence of the numerical data on the magnetic flux (error bars) for systems
with (from top to bottom) Wac = 0 (black), 50 a (red) and 110 a (blue). We find that ζ ≈ 0.25Td
fits the data well. The solid lines show the semiclassical result of Eq. (5.79).
5.3 Shot noise
As a last important transport property, we discuss briefly the shot noise of a ballistic graphene
cavity, which contains information about temporal fluctuations in the current that are not
present in the stationary conductance [69]. These fluctuations arise due to the quantized
nature of the electric charge. Usually the shot noise is quantified via the Fano factor F ,
which is defined as the ratio of the shot noise power S of the system and the Poissonian
(classical) shot noise power SP . The latter corresponds to charge carriers being transmitted
in an uncorrelated way from one lead to the other. One example for a system with Poissonian
shot noise, i. e. with F = 1, are tunnel diodes [69]. Although in general the noise power cannot
be obtained from the conductance, it can still be expressed in terms of the transmission
amplitudes, t = tab, of the scattering matrix connecting the leads a and b [187]:
S =
2e3|V |
~pi
Tr
(
tt† − tt†tt†
)
, (5.80)
SP =
2e3|V |
~pi
Tr
(
tt†
)
, (5.81)
with the applied bias voltage V . Therefore the Fano factor, which describes the quantum
suppression of the shot noise with respect to the classical value, is given by
F = S
SP
=
Tr
(
tt† − tt†tt†)
Tr (tt†)
. (5.82)
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Figure 5.8: Sketch of the orbit quadruplets contributing to the shot noise in leading off-diagonal
order. As opposed to the UCF, only one crossing is present. Orbits that begin at the same point, end
in general at different points.
Random matrix theory for the scattering matrix predicts [149, 188]
F = (Ma − 1 + 2/β)(Mb − 1 + 2/β)
(Ma +Mb − 2 + 2/β)(Ma +Mb − 1 + 4/β) =
MaMb
(Ma +Mb)2
+O(M−1a/b) . (5.83)
This means, to leading order the Fano factor does not depend on the symmetry class. Semi-
classical calculations for shot noise in ballistic Schro¨dinger billiards lead to results coinciding
with the RMT prediction [186, 189, 190, 191, 192]. In App.A.5.2 we show that
Tr
(
tt†
)
= − h
e2
∫
Ca
dy
∫
Cb
dy′ σab(x,x
′) , (5.84)
with σab as defined in Eq. (5.5), and further
Tr
(
tt†tt†
)
=
∫
Ca
dy1
∫
Ca
dy2
∫
Cb
dy′1
∫
Cb
dy′2 σ˜ab(x1,x2,x
′
1,x
′
2) , (5.85)
with
σ˜ab(x1,x2,x
′
1,x
′
2) = Tr
[
σaG(x1,x
′
1)σbG
†(x2,x
′
1)σaG(x2,x
′
2)σbG
†(x1,x
′
2)
]
. (5.86)
Inserting the semiclassical Green function (3.83) into Eq. (5.86), we obtain the fourfold sum
σ˜ab(x1,x2,x
′
1,x
′
2) =
(
v2F
8pi~
)2∑
γγ′
∑
ρρ′
Wγ,γ′,ρ,ρ′DγDγ′DρDρ′ exp
[
ikEδLγ,γ′ + ikEδLρ,ρ′
]
,
(5.87)
similar as for the UCF, but with
Wγ,γ′,ρ,ρ′ = Tr
(
σaKγσbK
†
γ′σaKρσbK
†
ρ′
)
. (5.88)
We note that with respect to the pseudospin dependence, the difference between UCF,
Eq. (5.59), and shot noise, Eq. (5.88), is very similar to the difference between spectral form
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factor, Eq. (4.83), and conductance, Eq. (5.7). For the UCF the contributing classical orbits
came in pairs with the same starting and end points. Here, the orbits with the same starting
point have in general different end points and vice versa. The orbit γ starts at a point x′1
in lead b and ends at a point x1 in lead a, while γ
′ starts also at x′1 but ends at a point x2
in lead a. The orbits ρ and ρ′ both begin at a point x′2 in lead b and ρ ends at x2 while ρ
′
ends at x1. The diagonal contribution corresponds to quadruplets where either γ = γ
′ and
ρ = ρ′, or γ = ρ′ and ρ = γ′. However, this is only possible if either the end points are equal
x1 = x2 or the starting points x
′
1 = x
′
2. One can show that in this case Tr
(
tt†tt†
)
= Tr
(
tt†
)
[189, 190], and thus the Fano factor F is zero in diagonal approximation. This corresponds to
the classical limit, where no quantum shot noise exists. The leading order contribution to F
is known to originate from diagrams as sketched in Fig. 5.8 [189, 190]. For these quadruplets
the valley part of the pseudospin trace does not depend on the edge type at all, similar as
for the diagonal contribution to the average conductance, namely
Tr
(
KτγK
τ†
γ′K
τ
ρK
τ†
ρ′
)
= Tr
(
KτqK
τ
oK
τ†
o K
τ†
r K
τ
rK
τ
pK
τ†
p K
τ†
q
)
= 2 ,
due to the unitarity of the individual propagators. Also for the sublattice part, we do not find
such an edge dependence. A calculation very similar to the one for the average conductance
and the UCF results in
Tr
(
σaK
σ
γ σbK
σ†
γ′ σaK
σ
ρ σbK
σ†
ρ′
)
= 32 cos(θ1) cos(θ
′
1) cos(θ2) cos(θ
′
2) . (5.89)
Hence, to leading order in the inverse channel number, the Fano factor is edge independent.
The orbit sums can be performed exactly as in the case of the Schro¨dinger equation [189, 192],
so that we get
Tr
(
tt† − tt†tt†
)
≈ M
2
aM
2
b
(Ma +Mb)3
(5.90)
which, together with Eq. (5.23), yields the leading order term of Eq. (5.83). For identical
leads we get F = 1/4. To leading order, the Fano factor of chaotic ballistic graphene cavities
does not depend on the edge structure.
5.4 Summary
The focus of this chapter has been the electronic transport properties of ballistic chaotic
graphene cavities. Starting from the linear response Kubo formula for the effective Dirac
Hamiltonian and the semiclassical Green function that we derived in App.A.5.1 and Chap.3,
respectively, we obtained an expression for the conductance of a graphene cavity with two
leads in terms of a double sum over classical orbits, which includes the graphene specific
pseudospin interference terms.
Based on this formula, we have derived analytical expressions for the most important
transport properties of open ballistic graphene cavities in the semiclassical limit. First we
have calculated the leading and next-to-leading order contributions to the average conduc-
tance, namely the classical conductance and the WL correction. While the former does not
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depend on the edge structure, the latter does so, highlighting the prominent role of inter-
valley scattering ac edges. Similar as for the spectral correlations in the previous chapter,
the relative size of the ac scattering time Tac with respect to the two other timescales of
the transport problem, namely the dwell time Td and the magnetic time TB, controls the
crossover between effectively broken TRS in the case of decoupled valleys, and restored TRS
in the fully coupled case. Our main result for the average conductance is Eq. (5.49). It gives
rather generally the magnetoconductance of a graphene cavity in terms of its microscopic
edge properties and provides a theoretical footing for experimental and numerical studies of
graphene structures in the ballistic regime. In contrast to the corresponding expression for
disordered bulk graphene [63], there is no weak antilocalization in the ballistic systems. We
could confirm our semiclassical theory by means of numerical tight-binding simulations, see
Fig. 5.4.
The second main result of this chapter is given by Eq. (5.79), characterizing the size of
the UCF of a ballistic graphene cavity. Analogous to the average conductance, the ratios
Td/Tac and TB/Tac determine the size of the conductance variance. In contrast to the WL,
Tac and TB have a very similar effect on the UCF: A increase of either one leads to an
increasing conductance variance. Also here we support our analytic predictions by numerical
simulations, see Fig. 5.7.
Finally we have briefly studied the shot noise of a chaotic cavity in terms of the Fano
factor. We find that to leading order, the Fano factor does not exhibit any imprints of the
graphene edges.
Our main results, Eqs.(5.49) and (5.79), explain parts of our earlier numerical findings [43].
With this work we provide a comprehensive extension of the semiclassical theory for chaotic
conductors to the case of graphene for the first time. The results of this chapter have been
published in Ref. [136].
CHAPTER 6
Edge magnetism in graphene quantum dots
In the previous chapters, we have seen that the graphene zigzag edge has rather peculiar
properties, owing to its low energy edge state. This became particularly clear in Sec. 4.1,
where we showed that in graphene billiards, the surface term in the Weyl expansion for the
electronic density of states is exclusively due to zz edge states, giving rise to a characteristic
feature in the DOS at low energies. However, also for the DOS oscillations, Secs. 4.2 and 4.3,
and the transport properties, Chap. 5, the zz edge state played an indirect role, in that the
renormalized zz boundary condition [see e. g. Eqs. (3.70) and (3.71)] influences the (averaged)
pseudospin contributions to the various observables.
In this chapter we discuss particular effects of the real spin in graphene quantum dots.
While we neglect spin-orbit coupling throughout the whole thesis, since it is believed to be
rather weak, namely in the order of a few 10µeV [193, 194], we consider effects of spin rotation
caused by a different physical mechanism here. Due to the high degeneracy of the zz edge
states, these states are expected to be spin polarized. To be more precise, it has been shown
by Fujita and coworkers already in 1996, that even for very weak electron-electron interaction,
the spins at a zz edge show local antiparallel ordering at the two sublattices, i. e. the spin
points in opposite directions on A- and B-sites of the graphene lattice [25]. Since the zz edge
state is exponentially localized, this leads to a ferrimagnetic spin structure and a net spin
polarization at zz edges. Later, these predictions have been supported by density functional
theory calculations [195, 196, 197], and recently the existence of spin polarized zz edge states
has been demonstrated experimentally using scanning tunneling spectroscopy, that revealed
the magnetism-induced energy splitting [48]. Experimental evidence for magnetized edges has
also been found in multi-layer samples investigating the interaction with magnetic particles
[198]. Moreover, several theoretical studies have investigated the zz edge magnetism in highly
symmetric systems like graphene nanoribbons [199, 200, 201, 202, 203] and triangular [204,
205, 206, 207, 208, 209] as well as hexagonal [205] graphene quantum dots. It has also
been shown that zz edge states [81, 87] and edge magnetism [210] are robust against edge
irregularities, i. e. also present in generic quantum dots. To the best of our knowledge, the
influence of the edge magnetism on the quantum conductance of graphene quantum dots has
not been investigated so far.
Here we show how information about the orientation of the localized spins is directly
reflected in the magnetoconductance of chaotic graphene quantum dots. We use a simple
model to account for the edge magnetism, introducing an effective boundary condition that
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leads to a rotation of the real (and pseudo-) spin of the quasiparticles. Then we adapt the
methods that we have developed in the previous chapters of this thesis to calculate the weak
localization correction to the average conductance and the size of the universal conductance
fluctuations of systems with strong valley coupling. We find that for the size of the WL
and the UCF, the characteristics of the polarization directions are crucial. Two different
mechanisms govern these quantum interference effects: mixing of the two spin species and
time reversal symmetry breaking, both mediated through spin rotation upon edge reflections.
6.1 Model
Within mean field approximation, the edge magnetism gives rise to a staggered magnetization
term H1 in the effective Dirac Hamiltonian [25, 61]. Then, introducing the Pauli matrices s
for the real spin and the corresponding unit matrix s0, the Hamiltonian reads
H = H0 +H1 = vFs0 ⊗ τ0 ⊗ σ · p+M(x) [pˆi(x) · s]⊗ τz ⊗ σz . (6.1)
Here, M(x) is the local strength of the magnetization and the unit vector pˆi(x) determines
its local orientation. Since the detailed form of M(x) is not expected to be important for
the qualitative understanding of the effects implied by the edge magnetism on the physical
quantities we study here [61], we assume that M(x) is constant close to the zz edges of a
graphene quantum dot and vanishes elsewhere. Then we can consider the bare graphene
Hamiltonian H0 and account for the spin-dependent part H1 by constructing an effective
boundary condition. In Ref. [87] the authors derive the boundary condition for zz edges in
presence of a spin independent mass termM(x)s0⊗τz⊗σz, whereM(x) =M0 over a certain
distance close to the zz edge and M(x) = 0 otherwise. The effective boundary matrix at a
point α at the interface where M(x) changes from zero to M0 is then
Pα = 1
2
[1 + τz ⊗ (Aα σtα ±Bα σz)] , with A2α = 1−B2α , (6.2)
where we assumed a positive mass M0, and the lower sign holds for A-terminated zz edges,
while the upper holds for B-termination. The parameters Aα and Bα depend on the width
of the region with finite mass and on M0 [87]. For our model we assume that the boundary
consists of individual pieces of ac and zz edges where pˆi is approximately constant [81, 87].
From comparison with the magnetic part of the Hamiltonian in Eq. (6.1), H1, we can then
directly deduce the spin-dependent effective boundary matrix for a magnetic zz edge
Pα = 1
2
(1 +Aα sα ⊗ τz ⊗ σtα ±Bα s0 ⊗ τz ⊗ σz) , (6.3)
with sα = s · pˆi(α).
The boundary condition (6.3) is a combination of boundary conditions for a spin inactive
zz edge and an infinite mass edge with an additional spin rotation, see Eqs. (2.44) and (2.74).
To calculate the conductance we simplify our model, focusing only on the spin-dependent
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part of the effective boundary condition. This means we neglect the spin independent second
term in Eq. (6.3) containing Bα, which can be much smaller than Aα [87], depending on the
details of M(x). Then we get the approximate boundary condition
Pα ≈ 1
2
(1 + sα ⊗ τz ⊗ σtα) , (6.4)
which is in valley and sublattice pseudospin space identical to the infinite mass boundary
matrix (2.74). Additionally, the real spin is projected into the direction of pˆi(α) upon a
reflection at an edge described by (6.4). Due to this simplification we loose in principle
the information about the strength of the magnetization. However, we can nevertheless
model varying strength of the edge magnetization by introducing the concept of a spin active
boundary (sa) length Wsa, which is smaller than the real zz boundary length |∂Vzz|. Further
we focus on the limit of strong intervalley coupling. This means, in our model the boundary
consists of two types of edges: One part of the boundary is made of intervalley scattering
ac edges and the rest is spin active with boundary matrix (6.4). In view of this model,
the form of the semiclassical Green function, Eq. (3.83), is not changed, however Kγ is now
an 8 × 8 matrix that contains not only the propagation of the pseudospins, but also the
edge-dependent rotations of the real spin. Nevertheless, we still denote Kγ as pseudospin
propagator in the following. For a classical orbit γ with N = Nγ reflections, Kγ is in our
simple model given by
Kγ =
1∏
i=N
Kˇi
(
1 + σα1,x′
)
, (6.5)
with [cf. Eq. (3.94)]
Kˇi = i e
iθiσzσz ⊗
{
s0 ⊗ τy ei2Kxiτz for ac reflections ,
si ⊗ τz for sa reflections . (6.6)
Here we introduced the abbreviation si = sαi .
6.2 Weak localization
The diagonal contribution to the average conductance does not depend on the edge structure,
and also edges with an effective boundary matrix (6.4) do not alter the result (5.23), except
that we get an additional factor of two due to the two spin species. Therefore, we first focus
on the weak localization correction to the average conductance, as studied in Subsec. 5.1.2.
For orbits that hit im and ac type edges, we have already found [see e. g. Eq. (5.34)] that the
average pseudospin trace is −4 cos(θa) cos(θb), with the angles of the incoming (θb) and out-
going (θa) trajectory segments relative to the lead orientation [cf. Fig. 5.2 a) and Eqs. (5.13),
( 5.14)]. Including the spin dependence, we get
〈Yγ,γ×〉 = −4 cos(θa) cos(θb)〈Y sγ,γ×〉 , (6.7)
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with
Y sγ,γ× = Tr(K
s
γK
s†
γ×) = Tr[(K
s
L)
2] . (6.8)
Here Ksγ the spin-dependent part of the pseudospin propagator Kγ = K
s
γ ⊗ Kτγ ⊗ Kσγ . As
previously, the subscript L denotes the loop part of the orbit γ, see Fig. 5.2 b). The spin-
dependent average in Eq. (6.7) depends on the orientation of the local magnetic moments,
as we discuss in the following. We distinguish three cases, that lead to different effective
symmetry classes.
Uniaxial edge magnetic moments
First we assume that all magnetic moments at the zz edges are oriented along the same direc-
tion, without loss of generality the z-direction. This means that si = ±sz for all reflections
i at spin active edges. Then it follows immediately that (KsL)
2 = s0, and thus the average
pseudospin trace differs from the one in the spinless case, Eq. (5.34), only by a factor of two,
namely
〈Yγ,γ×〉 = −4 cos(θa) cos(θb)Tr(s0) = −8 cos(θa) cos(θb) . (6.9)
With this the WL correction is calculated exactly as in Subsec. 5.1.2 and we find
〈gL〉/g0 =≈ −2 MaMb
(Ma +Mb)2
1
1 + Td/TB
, (6.10)
where Ma/b = 4kEWa/b/pi here, accounting for the two spin species. The dwell time Td
and the magnetic time TB are defined in Eqs. (5.20) and (4.158), respectively. The result
(6.10) means that the WL correction is twice as large as in the spinless case. Since all local
magnetic moments are aligned along the same direction, there is no coupling between the two
spin species due to reflections from the corresponding edges. The full TRS is now s0Ty, and
it is preserved by the boundary condition (6.4) in the considered case that si = ±sz. The
TRS operator s0Ty does not couple the two spin blocks, so that the system consists of two
independent orthogonal subsystems, each of them giving rise to WL. Note that we obtain the
same result if we replace all spin Pauli matrices by s0, i. e. considering spin inactive edges.
Later we will see that the corresponding results for the UCF do in fact not coincide.
In-plane edge magnetic moments
In a real graphene flake it is likely that the local magnetic moments at the zz edges are
spatially fluctuating and thus their polarization direction is not restricted to a single direc-
tion. One possible configuration is that the polarizations of the edge moments all lie within
a preferred plane. Anisotropic spin-spin coupling could lead to such a situation for low tem-
peratures T . 10K [211]. For convenience and without loss of generality, we assume that
the edge moments lie in the x-y-plane, i. e. the spin Pauli matrices in Eq. (6.4) point on the
equator of the Bloch sphere. Then we can write
si = sxe
iςisz , (6.11)
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where ςi is the polar angle of the magnetic edge moment at the corresponding reflection point
αi. In this case, we get for the spin part of the pseudospin trace
Y sγ,γ× = 2
{
1 for odd Nsa,L ,
cos(2ΣL) for even Nsa,L .
(6.12)
Here we have defined similar as in Eq. (4.87)
ΣL =
Nsa,L/2∑
i=1
(ς2i− ς2i−1) , (6.13)
where the sum runs only over the Nsa,L reflections at sa edges along the loop part of the orbits.
To calculate the average of Y sγ,γ× , we assume that the ςi are distributed symmetrically around
zero, with a probability distribution p(ς) = p(−ς). Note that the center of the distribution is
irrelevant, since ΣL contains only differences of angles. Assuming that in a chaotic billiard
all ςi can be considered independent, the average of Y
s
γ,γ× is then for even Nsa,L, according
to Eq. (6.12), given by
〈Y sγ,γ×〉(Nsa,L) = 2

 pi∫
−pi
dς p(ς)e2iς

Nsa,L = 2〈e2iς〉Nsa,L . (6.14)
For odd Nsa,L, we have 〈Y sγ,γ×〉 = 2. As in Subsec. 5.1.2 we get for the loop contribution to
the non-local conductivity [see e. g. Eq. (5.42)]
〈σL(x,x′)〉 = − g0
Wa +Wb
2kE
piTd
Re
pi∫
0
dε
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/TdP˜ip(ε, T )e
ikEδLγ,γ× , (6.15)
where P˜ip is the appropriately modified loop density. Due to the explicit Nsa,L-dependence of
the spin contribution (6.14), the modification is slightly more complicated as in the spinless
case. In fact we have to combine the average spin contribution with the approximate prob-
ability for an orbit to hit zz edges a certain number of times, pn. For the latter we use the
binomial distribution (4.120), where the ac boundary length Wac is replaced accordingly by
Wsa, the effective length of the spin active boundary. The modified loop density is then
P˜ip(ε, T ) ≈ v
2
Fε
pi|V|
T−Tmin(ε)∫
Tmin(ε)
dTL[T − TL − Tmin(ε)] 〈Y sγ,γ×〉[TL − Tmin(ε)] , (6.16)
with
〈Y sγ,γ×〉(T ) =
∞∑
n=0
〈Y sγ,γ×〉(n) pn(N) = 2
∑
n=0
even
〈e2iς〉npn(N) + 2
∑
n=1
odd
pn(N) (6.17)
≈ 1− exp(−2T/Tsa) + exp
[−(1− 〈e2iς〉)T/Tsa]+ exp [−(1 + 〈e2iς〉)T/Tsa] .
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Figure 6.1: Semiclassical result (6.19) for the absolute value of the WL correction, −〈gL〉, for
in-plane edge moments as a function of the effective spin scattering strength Td/Tsa and the width ς0
of the edge moment distribution (6.20). We show the regimes 0 ≤ Td/Tsa ≤ 50 and 0 ≤ Td/Tsa ≤ 15
for identical leads in panels a) and b), respectively. In Fig. 6.2 we show the crossovers for discrete
values of Td/Tsa and ς0.
Here we have introduced, in analogy to Tac in Eq. (4.125), the characteristic time scale asso-
ciated to Wsa
T−1sa =
vFWsa
pi|V| . (6.18)
To obtain Eq. (6.17) we have assumed that Wsa is small compared to |∂V|. This does not
change the result qualitatively, but greatly simplifies the further discussion. In App.A.7 we
present the main results of this section without the assumption of small Wsa. The magnetic
field dependence is included exactly as for the spinless case [cf. Eq. (5.47)], so that with
Eq. (5.44) we finally get for the WL correction to the average conductance
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
(
1
1 + Td/TB
− 1
1 + 2Td/Tsa + Td/TB
(6.19)
+
1
1 + Td/Tsa(1 + 〈e2iς〉) + Td/TB +
1
1 + Td/Tsa(1− 〈e2iς〉) + Td/TB
)
.
The details of the distribution p(ς) do not qualitatively alter the result (6.19). Considering
for example uniformly distributed edge moments, i. e.
p(ς) =
1−Θ(|ς| − ς0)
2ς0
(6.20)
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Figure 6.2: a) Absolute value of the WL correction, −〈gL〉, for in-plane edge moments as a function
of the width ς0 of the distribution (6.20), obtained from the semiclassical result (6.19) for identical
leads. We show the crossover for different values of Td/Tsa (from top to bottom): 0 (black), 0.5 (red),
1 (blue), 2 (turquoise), 5 (orange), 20 (green) and 1000 (violet). b) The crossover (6.19) as a function
of the effective spin scattering strength Td/Tsa for different widths ς0 (from top to bottom): 0 (black),
pi/30 ≈ 0.10 (red), 2pi/30 ≈ 0.21 (blue), pi/10 ≈ 0.31 (turquoise), 3pi/20 ≈ 0.47 (orange), 2pi/10 ≈ 0.63
(green) and pi (violet).
with 0 ≤ ς0 ≤ pi, we obtain
〈e2iς〉 = sin(2ς0)
2ς0
, (6.21)
which is equal to unity at ς0 = 0 and decays towards ς0 = pi.
In Figs. 6.1 and 6.2 we show the absolute value of the WL correction at zero magnetic field
obtained from Eq. (6.19) as a function of the spin scattering time Tsa and the width ς0 of
the spin distribution for the uniform case (6.20). For very weak spin scattering, Td/Tsa  1,
or a very narrow distribution corresponding to the previously discussed case of uniaxial
edge moments, ς0  pi, the absolute value of the WL is maximum, i. e. for identical leads
〈gL〉 ≈ −g0/2. On the other hand for strong spin scattering, Td/Tsa  1, and edge spins
that are distributed over the whole equator of the Bloch sphere, ς0 → pi, the size of the WL
correction is half as large, 〈gL〉 ≈ −g0/4. This result is quite interesting, since it means
that the TRS is not broken by the in-plane edge magnetic moments, even when they are
randomly distributed over the whole plane. The reason for the decrease of the WL correction
is rather the mixing of the spin species, so that no substructure remains and we have only one
orthogonal system, instead of two decoupled orthogonal subsystems. To see that the TRS
s0Ty = s0 ⊗ τy ⊗ σy C is still intact, even though it does not commute with sy, we consider
the unitary transformation
Rszy = exp
(
i
pi
4
sx
)
. (6.22)
This transformation has no effect on s0Ty, but rotates the si from the x-y-plane into the
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x-z-plane, namely
Rs†zy siRszy = sxe−iςisy , (6.23)
which in fact commutes with s0Ty. This means that indeed edge magnetic moments that lie
all within one plane do not break the TRS, hence WL occurs.
Unpolarized edge magnetic moments
At temperatures T & 10K, mean field calculations predict isotropic correlation lengths of the
edge moments below 50nm [211]. This means that at the boundary of a mesoscopic quantum
dot, spin polarizations in all three spatial directions are present. Thus we consider now our
model in the case that the spin matrices in Eq. (6.6) are uniformly distributed on the Bloch
sphere, i. e.
si = sxe
iςisz sin(χi) + sz cos(χi) , (6.24)
with randomly distributed ςi ∈ [0, 2pi[ and χi ∈ [0, pi]. In this general case, Y sγ,γ× is rather
complicated and performing the matrix multiplications explicitly does not lead to a simple
formula like Eq. (6.12). Therefore we perform the average over the ςi and χi for a given
number of sa loop reflections, Nsa, L, before we do the multiplication and the tracing. As we
demonstrate below, this leads to
〈Y sγ,γ×〉 = 〈Y s〉(Nsa,L) = (−1)Nsa,L+1 +
3
3Nsa,L
, for Nsa,L ≥ 0 . (6.25)
To derive this relation, we assume that the spin orientations are uniformly distributed on
the Bloch sphere and calculate the average 〈siΩ si〉 for an arbitrary 2×2 matrix Ω. With
Eq. (6.24) we find
〈siΩ si〉 = 1
4pi
pi∫
0
sin(χi) dχi
2pi∫
0
dςi siΩ si =
1
3
∑
k∈{x,y,z}
sk Ω sk . (6.26)
Successively using (6.26) on the spin trace (6.8) yields
〈Y s〉(Nsa,L) = 1
3Nsa,L
∑
k1
∑
k2
. . .
∑
kNsa,L
Tr
[
(sk1sk2 . . . skNsa,L )
2
]
, (6.27)
where each sum runs over the indices x, y and z. Now we use for products of two matrices in
the multiple sum (6.27) the identity
sjsk = δjk + i
∑
l
εjkl sl , (6.28)
with the Kronecker and Levi-Civita symbols δjk and εjkl, respectively. With this we obtain
the recursion relation
〈Y s〉(n) = −2
3
〈Y s〉(n− 1) + 1
3
〈Y s〉(n − 2) , for n ≥ 2 . (6.29)
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Figure 6.3: a) Absolute value of the WL correction, −〈gL〉, for unpolarized edge moments as a
function of the magnetic flux Φ through the cavity, obtained from the semiclassical result (6.34) for
identical leads. We show the crossover for different values of Td/Tsa (from top to bottom): 0 (black), 0.5
(red), 1 (blue), 2 (turquoise), 5 (orange), 10 (green) and 20 (violet). ζ is a system specific parameter,
cf. Eq. (4.158). b) Logarithmic representation of the crossover (6.34) as a function of the effective spin
scattering strength Td/Tsa for different values of the magnetic flux Φ (from top to bottom): 0 (black),
1.0 (red), 1.5 (blue), 2.0 (turquoise), 2.5 (orange), 3.0 (green) and 4.0 (violet).
This relation in turn is solved by 〈Y s〉(0) = 〈Y s〉(1) = 2 and
〈Y s〉(n) = (−1)n+1 + 3
3n
, if n ≥ 2 , (6.30)
as one proofs by complete induction, leading to (6.25).
Analog to the in-plane case we have
〈σL(x,x′)〉 = − g0
Wa +Wb
2kE
piTd
Re
pi∫
0
dε
∞∫
2Tmin(ε)
dT e−[T−Tmin(ε)]/Td P˜up(ε, T )e
ikEδLγ,γ× , (6.31)
with
P˜up(ε, T ) ≈ v
2
Fε
pi|V|
T−Tmin(ε)∫
Tmin(ε)
dTL[T − TL − Tmin(ε)] 〈Y sγ,γ×〉[TL − Tmin(ε)] (6.32)
and
〈Y sγ,γ×〉(T ) =
∞∑
n=0
〈Y sγ,γ×〉(n) pn(N) = 3 exp[−2T/(3Tsa)]− exp(−2T/Tsa) . (6.33)
Therefore we get for the WL correction to the average conductance in the unpolarized case
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
(
3
1 + 2Td/(3Tsa) + Td/TB
− 1
1 + 2Td/Tsa + Td/TB
)
. (6.34)
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Also here we have assumed that the ratio Wsa/|∂V| is small and refer the reader to App.A.7
for a generalization of the result. For vanishing spin scattering, Tsa  Td, we recover our
previous result (6.10). On the other hand for strong spin scattering, Tsa  Td, the WL
correction vanishes. The reason is that the unpolarized edge magnetic moments indeed break
the TRS s0Ty. Unlike for in-plane moments, there is no unitary transformation that rotates
the spin space in a way that all boundary conditions commute with the antiunitary TRS
operator. In other words, we cannot get rid of the imaginary sy in the boundary conditions,
so that the TRS is broken in the case of unpolarized edge moments, while it is conserved for
the in-plane case.
Our semiclassical result (6.34) is depicted in Fig. 6.3. We show the WL correction to the
magnetoconductance for different values of the effective spin scattering strength Td/Tsa in
panel a), and the crossover as a function of Td/Tsa for various magnetic fields in panel b). In
contrast to the symmetry restoring due to intervalley coupling ac edges that we have studied
in Subsec. 5.1.2, we have a symmetry breaking here.
Numerical tight-binding simulations and experimental relevance
The present results of this section suggest that the effects of the edge magnetic moments
such as spin mixing and TRS breaking can be measured in magnetotransport experiments,
i. e. measuring the WL correction. In Ref. [211], the edge spin correlation length has been
estimated by mean field calculations to be of the order 101 − 102 nm for temperatures below
∼ 10K and of the order 100− 101 nm for temperatures between ∼ 10 and ∼ 100K. Therefore
our theoretical results Eq. (6.19) and Eq. (6.34) predict a suppressed WL signal in a mag-
netotransport measurement of a chaotic graphene quantum dot. On the other hand, if the
magnetic edge moments are (partially) aligned, e. g. by an applied external magnetic field
that lies in the plane of the graphene sample, Eq. (6.10) predicts that the size of the WL
correction is increased to at most g0/2, for the ideal case that all spins are aligned along the
direction of the magnetic field and for identical leads. The polarizing magnetic field has to
lie in-plane, such that it does not cause a magnetic flux through the sample, in order to avoid
TRS breaking.
In Figs. 6.4 and 6.5 we present the results of numerical tight-binding simulations. With
the program code that we have used already for the simulations in Chap. 5, see Ref. [56], we
have calculated the magnetoconductance of a chaotic graphene cavity with a staggered edge
magnetization with different polarizations. The geometry of the system is the same as in
Chap. 5, see Fig. 5.1 b). In view of Eq. (6.1), we chose a magnetization profile that is equal
to the mass profile (5.54), i. e.M(x) is zero within the system and increases quadratically
towards the edges within a distance of several lattice constants.
First we focus on Fig. 6.4. The black curves correspond to uniaxial polarization of the edge
magnetization, i. e. pˆi(x) = zˆ, and are identical in all four panels. As expected, we find a
large WL signal in this case, since the spin species are uncoupled. For the red curves we have
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Figure 6.4: Numerically calculated magnetoconductance for a graphene cavity with edge magneti-
zation. The geometry of the system is sketched in Fig. 5.1 b). Within a region of width WM = 20 a
close to the edges we included a staggered magnetization that increases quadratically [cf. Eq. (5.54)]
towards the edges to a maximum value ofM = 0.5 t, cf. Eq. (6.1). The system shows strong intervalley
scattering, since some pieces of ac edges are not dressed by the magnetization term. The polarization
of the magnetization is in z-direction for the black curves. For the red and blue curves, the polariza-
tion is according to Eqs. (6.35) and (6.36), respectively. For the four panels we used different values
for rotation period of the polarization vector: a) ∆s = Ly/8, b) ∆s = Ly/4, c) ∆s = Ly and d)
∆s = 3Ly.
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Figure 6.5: Numerically calculated magnetoconductance simulations for the piecewise constant
polarizations given by Eq. (6.37) for the red and by Eq. (6.38) for the blue curves. For the black
curves the polarization in constant over the whole system and points in z-direction. We used the same
system as for Fig. 6.4. For the curves in panel b) we included weak Gaussian bulk disorder. To this
end we included Gaussian on-site potentials that are centered at 4% of the lattice sites, which were
randomly chosen. The width of the Gaussians is 2 a and their height was chosen randomly from the
interval [−0.06 t, 0.06 t]. For details of the disorder model see Chap. 7.
used the in-plane polarization
pˆi(x) =

 cos(ω y)sin(ω y)
0 ,

 , (6.35)
where y is the coordinate in transport direction, cf. Fig. 5.1 b). Finally, for the blue curves
pˆi(x) has also a finite z-component
pˆi(x) =

 sin(ω y) cos(ω y)sin(ω y) sin(ω y)
cos(ω y)

 . (6.36)
The four panels correspond to different values of the rotation frequency ω. While for panel a)
several periods ∆s = 2pi/ω fit inside the system, the rotation becomes slower for panels b),
c) and d). The numerical results shown in Fig. 6.4 confirm our predictions concerning the
suppression of the WL. For in-plane magnetization, the size of the WL signal in panel a)
is about half the size of the uniaxial case, due to the mixing of the spin species. For the
unpolarized case the WL is suppressed, since the TRS is partially broken in this case. In
mesoscopic experimental samples, the magnetization fluctuates most probably on a scale that
is only a fraction of the system size [211]. In this case the suppression of the WL signal is most
prominent, as can be seen by comparison of the different panels in Fig. 6.4 [cf. also Eq. (6.19)
and Figs. 6.1 and 6.2 a)]. However, also in the case of periods ∆s that are several times
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larger than the system size, a clear difference in the magnetoconductance for the different
polarizations is visible, cf. Fig. 6.4 d).
To demonstrate that the qualitative results do not depend on the specific choice of pˆi(x),
we show simulations for a rather simple model in Fig. 6.5. Here we have used a piecewise
constant polarization, namely for the case of in-plane polarization
pˆi(x) =
{
xˆ for 0 ≤ y < Ly/2 ,
yˆ for Ly/2 ≤ y < Ly ,
(6.37)
and for the unpolarized case
pˆi(x) =


xˆ for 0 ≤ y < Ly/3 ,
yˆ for Ly/3 ≤ y < 2Ly/3 ,
zˆ for 2Ly/3 ≤ y < Ly ,
(6.38)
where Ly is the length of the system in y-direction [cf. Fig. 5.1 b)]. The result for the WL
correction remains qualitatively unchanged in Fig. 6.5 a), where apart from the form of pˆi(x),
we use the very same system as for Fig. 6.4. For Fig. 6.5 b) we have additionally included weak
bulk disorder. The effect of the latter is a reduction of the WL signal for all polarizations.
Our numerical findings suggest that the proposed experiments could actually provide a
good method to measure the existence, the effectivity, and also polarization properties of
edge magnetic moments in graphene quantum dots using only transport measurements. In
particular, we have shown that the qualitative results of our semiclassical theory do not de-
pend on the specific model for the polarization of the edge magnetic moments. However, so
far we have neglected the influence of the magnetic field that is used to probe the WL on the
edge moments themselves. Considering a graphene cavity where the edge magnetic moments
are unpolarized, our theory and the numerical simulations predict a suppressed WL due to
TRS breaking. If the magnetic field used for magnetotransport measurements, as e. g. in
Figs. 6.4 and 6.5, is very strong, we expect that the magnetic moments become aligned and
thus do not break the TRS anymore. This would lead to a negative magnetoconductance.
On the other hand the magnetic flux breaks TRS itself, leading to the usual positive magne-
toconductance. To find out whether the alignment of the moments is important or not, we
first estimate the critical field for the alignment, B1. As a function of temperature T , the
spin correlation length is approximately of the order ξs = 10
2 nm/(T/K) [211]. Since the net
magnetic moment per zigzag edge atom is approximately 0.3µB [25, 197, 211], with the Bohr
magneton µB, the relevant total magnetic moment is then m ≈ 0.3µB ξs/a. We estimate B1
as the field corresponding to an energy gain mB1 due to the polarization of the moments,
that is equal to the thermal energy
mB1 = kBT , (6.39)
where kB is the Boltzmann constant.
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Figure 6.6: Absolute value of the WL correction, −〈gL〉, as a function of Td/TB for the case of in-
plane polarized edge moments, Eq. (6.19), in the limit of strong spin scattering Td/Tsa = 10
3. We use
the uniform angle distribution of Eqs. (6.20) and (6.21). To simulate the magnetic field dependence
of the edge moment polarization, we assume the simple B-dependence (6.42) of the width ς0. The
different curves correspond to different ratios of the critical fields: (from bottom to top) B1/B2 = 10
(black), 1 (red), 0.6 (blue), 0.4 (turquoise), 0.3 (orange) and 0.25 (green). The dashed line corresponds
to the case of totally polararized edge moments, i. e. ς0 = 0. Upper inset: Critical length, Lc, as a
function of inverse temperature. Lower inset: Ratio of critical fields, B1/B2, as a function of the
typical system size L for different temperatures: T =1K (black), 2K (red), 3K (blue), and 10K
(turquoise).
On the other hand, we consider the TRS broken by the magnetic flux through the cavity,
when the WL correction is about half the value at B = 0. Typically this corresponds to a
flux in the order of Φ0, since the corresponding crossover parameter is Td/TB ∼ Φ2/Φ20. We
estimate the critical flux from Fig. 6.4 to be approximately Φ2 ≈ Φ0/2. Thus we define
L2B2 = Φ0/2 , (6.40)
with the typical system size L. For the ratio of critical fields we obtain then
B1
B2
=
(
L
Lc
)2
, with Lc ≈ 4 · 10
2 nm
T/K
. (6.41)
The insets of Fig. 6.6 show the critical length Lc as a function of the inverse temperature,
and the ratio B1/B2 as a function of the typical system size for different temperatures. If the
system size L is larger than Lc, then the TRS is broken at smaller fields than needed for the
polarization of the edge moments. This corresponds to the regime we have been discussing so
far, where we neglected the polarization due to the probing magnetic field. However, also for
L . Lc the qualitative result is not changed much. This is demonstrated in the main panel
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of Fig. 6.6, where we plot the WL for the case of in-plane polarized edge moments, Eq. (6.19),
for a magnetic field-dependent width ς0 of the distribution (6.20). For our demonstration we
assume the simple exponential magnetic field dependence
ς0(B) = pi exp
(
−
√
Td
TB
/
B1
B2
)
. (6.42)
For B1/B2 = 10 (black solid line) the curve cannot be distinguished from the case where
ς0 = pi for all values of Td/TB. The dashed line corresponds to the case of totally polararized
edge moments, i. e. ς0 = 0 for all values of Td/TB, see Eq. (6.10). One can see that also for
B1/B2 = 1 (red) only very small deviations occur when TRS is essentially already broken
by the field. Even for B1/B2 = 0.25 (green) the qualitative behavior is changed only little.
This discussion suggests that the semiclassical and numerical predictions that we have made
in this section for the WL could be measured experimentally for a wide range of system sizes
and temperatures.
6.3 Universal conductance fluctuations
We complete our study of the effects of edge magnetization on the transport properties of
graphene quantum dots with a brief discussion of the UCF size, i. e. the conductance variance.
As the WL correction, it is affected by TRS breaking and mixing of the spin species, but also
the (Kramers) degeneracy of possible subsystems is important for the UCF, as we have seen
already in Sec. 5.2. We consider the following form of the spin part of the boundary matrices
(6.6)
si = sxe
iςisz or si = ±sz . (6.43)
This is not exactly the same model as we had for the WL in the case of unpolarized edge
moments, i. e. Eq. (6.24). However, in the limit of very large Nsa,L, that we focus on in this
section, it leads to the same result, i. e. TRS is broken. The model (6.43) has the advantage
that it allows to treat all three cases at once, i. e. uniaxial and in-plane polarization as well as
unpolarized moments, as we show below. Furthermore, we can follow the lines of calculation
in Sec. 5.2 to find for completely mixed valleys for the corresponding pseudospin traces,
cf. Eq. (5.69),
〈Xγ,γ′,ρ,ρ′〉 = 16 cos(θa) cos(θ′a) cos(θb) cos(θ′b)〈Xsγ,γ′,ρ,ρ′〉 . (6.44)
The spin-dependent part is here given by [cf. Eqs. (5.67) and (5.68)]
Xsγ,γ′,ρ,ρ′ = 4cos
2 (ΣL +Nsa,L pi/2)
{
1 for parallel loop propagation ,
(−1)Nsa,L for antiparallel loop propagation , (6.45)
if the total number of reflections (along the loop part) from sa edges with in-plane polarized
moments is even, and otherwise Xsγ,γ′,ρ,ρ′ = 0. We consider the limit of very large effective
spin scattering strength, i. e. we assume that even and odd Nsa,L are equally probable, as well
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as even and odd numbers of reflections from edges with in-plane polarized moments. Then
we can deduce the averaged spin contribution for the three limiting cases discussed above
from the general expression (6.45).
For uniaxial edge spin polarization, i. e. si = ±sz for all reflections i, we set ΣL = 0 and
thus get 〈Xsγ,γ′,ρ,ρ′〉 = 2.1 Following the analog calculational steps as in Sec. 5.2, this results in
var(g) = g20/4 (for identical leads), the leading order RMT result (5.57) for two independent,
nondegenerate orthogonal systems. The reason is that the term sz ⊗ τz ⊗σz in the boundary
condition (6.4) breaks the antiunitary symmetry syTy, which ensures Kramers’ degeneracy
of the spin species in the absence of spin-active edges. Indeed, if we consider si = s0 instead
of si = sz for all reflections, this does not change the WL results (6.9) and (6.10), but for
the UCF we get Xsγ,γ′,ρ,ρ′ = 4 for every orbit quadruplet, and thus the leading order RMT
result for two degenerate orthogonal systems, var(g) = g20/2 for identical leads. Further, for
the case of in-plane polarized edge moments, we get 〈Xsγ,γ′,ρ,ρ′〉 = 1, leading to var(g) = g20/8
for identical leads, in agreement with RMT for a single orthogonal system. As discussed
above, TRS is not broken in this case, but the spin blocks are mixed, which explains this
result. Only in the general case of unpolarized edge moments, TRS is broken. For the UCF
we find in this case 〈Xsγ,γ′,ρ,ρ′〉 = 1/2, and thus for identical leads var(g) = g20/16, the RMT
prediction for one unitary ensemble.
To summarize, we obtain different sizes of the UCF, depending on the polarization of the
edge magnetic moments, namely
var(gab)
g20
≈ M
2
aM
2
b
(Ma +Mb)4


8 for spin-inactive edges ,
4 for uniaxial polarization ,
2 for in-plane polarization ,
1 for unpolarized edge moments .
(6.46)
6.4 Summary
In this chapter we have studied the effects of edge magnetization on the electronic transport
through ballistic chaotic graphene quantum dots in the limit of strong valley coupling. To this
end we used an effective boundary condition that accounts for the existance of a staggered
magnetization close to graphene zz edges. Using this boundary condition we have developed
a semiclassical theory to calculate the WL correction to the average conductance and the
UCF of a mesoscopic graphene quantum dot, taking into account the effect of spin rotation
due to edge magnetization in a simplified model. We have shown that uniaxially polarized
edge magnetic moments do not alter the WL correction, while the UCF are in fact smaller by
a factor of two compared to the case of spin-inactive edges. This is because the TRS s0Ty re-
mains unaffected, but the spin degeneracy syTy is broken in this case. In terms of universality
classes, this case corresponds to two non-degenerate subsystems with orthogonal symmetry.
1Note that the total number of reflections along the loop part from edges with in-plane polarized moments
is always zero in this case, and thus even.
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For edge moments with polarizations that are restricted to a plane, we found that both the
WL and the size of the UCF are suppressed by a factor of two compared to the uniaxial case,
if the polarizations are distributed over the whole plane (ς0 ∈ [0, pi[) and the dwell time is
large compared to the typical spin scattering time (Td/Tsa  1). In this case the TRS s0Ty
is still intact, however the spin species are mixed, leading to the orthogonal symmetry class.
Equation (6.19) describes the crossover for the WL as a function of the related parameters
also for intermediate cases. Finally, if the edge moments are unpolarized, the WL is sup-
pressed even stronger and vanishes in the limiting case of Td/Tsa  1. The reason is that
the TRS s0Ty is indeed broken in this case, i. e. the symmetry class is unitary, which is also
reflected in the size of the UCF. The dependence of the WL on Td/Tsa for unpolarized edge
moments is described by Eq. (6.34). In addition to the analytical calculations we have also
performed numerical simulations, that are in qualitative good agreement with our theoretical
predictions. We have demonstrated that the qualitative results do not depend on the exact
model for the position-dependent polarization of the edge moments. Our results suggest that
in a magnetotransport experiment the effects of edge magnetization can be measured via the
conductance of a graphene quantum dot [212].

CHAPTER 7
Transport simulations for disordered graphene nanoribbons
In this chapter we study numerically the conductance of graphene strips with (approximately)
constant width, commonly denoted as graphene nanoribbons (GNR), paying particular atten-
tion to the influence of the edges. Graphene nanoribbons have been studied theoretically long
before they were available experimentally. First, GNR with zz and ac boundaries have been
studied in a lattice model [24, 25, 79], where the particular edge dependences of the ribbon
band structure and the eigenstates of such systems have already been pointed out. Later the
electronic states of GNR with zz, ac [80], and also im type edges [168] have been studied using
the effective Dirac theory. In the first experiments the ribbons were produced lithographi-
cally [27, 28], and the edges were not under control on an atomic level. Meanwhile, however,
different methods have been used to produce GNR with atomically well defined edges. They
include ‘tailoring’ the edges using a scanning tunneling microscope [213], chemical derivation
from the solution phase [214], ‘unzipping’ of carbon nanotubes [215, 216, 217], anisotropic
etching using nickel clusters [218], sonochemical cutting [219], and even self-assembly within
carbon nanotubes [220].
As opposed to the previous chapters, we follow here an alternative approach to calculate
the Green function and in turn the conductance, namely we perform numerical simulations
within a tight-binding model. In the literature this is a well established method to study
GNR [85, 199, 221, 222, 223, 224, 225, 226, 227, 228, 229]. The numerical treatment allows
e. g. to consider regimes of disorder that are beyond the scope of the analytical formalism
we have used so far. As already in the previous chapters, we use for the numerical calcula-
tions the program code of Michael Wimmer that has been introduced in Refs. [56, 61]. The
corresponding nearest-neighbor tight-binding Hamiltonian of the scattering system reads
Htb = −
∑
〈i,j〉
tijc
†
i cj +
∑
i
Vi c
†
i ci , with tij = t exp
(
i
2pi
Φ0
.
∫ xj
xi
A(x) · dx
)
. (7.1)
Here tij is the nearest-neighbor hopping constant, t, multiplied with an exponential containing
the Peierls phase [230, 231] to include a vector potential A(x). Further, the 〈i, j〉 are pairs of
nearest-neighbor sites of the considered hexagonal lattice. The shape of the system is defined
by ‘cutting’ the bonds (i. e. setting tij = 0) between nearest-neighbor pairs where one of the
sites shall not be part of the system anymore (see grey crosses in Fig. 7.1). Moreover we use
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b)a)
Figure 7.1: a) Zigzag graphene nanoribbon with W = 7/
√
3 a ≈ 4 a. b) Armchair graphene
nanoribbon withW = 4 a. Note that the widths are measured between the first rows of missing lattice
sites, where the boundary conditions are imposed in the effective Dirac theory (cf. Subsec. 2.2.2). In
the program code, the dashed grey lines correspond to ‘cut’ hopping connections with tij = 0.
a Gaussian disorder model, where
Vi =
Ni∑
j=1
δj exp
(
−(xi −Xj)
2
2ξ2j
)
. (7.2)
Here xi and Xj are the position vectors of the i-th lattice site and the j-th scattering center,
respectively. The GNR are attached to two leads with the same widths as the ribbon, which
are free of disorder and infinitely extended. For a given energy, the retarded Green function
of the scattering region is obtained by the matrix inversion
Gtb = (E −Htb − Σtb)−1 , (7.3)
where Σtb denotes the self energy of the leads, which is also calculated numerically. The
conductance of the system is then obtained using a discrete version of the Fisher-Lee relations
[175] (cf. App.A.5.2). For details of the numerical calculation we refer to Refs. [56, 61].
In the first section of this chapter we investigate the influence of the edge types on the
total quantum conductance and the weak localization in moderately disordered GNR. In zz
nanoribbons, states from the two valleys K and K′ are well separated in momentum space,
as can be seen in Fig. 7.2 d). Therefore, the two valleys are usually considered independent
of each other, if no short range scattering potentials are present [72]. In each individual
valley, the numbers of leftmovers and rightmovers, i. e. the numbers of bands with negative
and positive slope, respectively, differ by one at a given energy. This leads, in the absence of
intervalley scattering, to the suppression of Anderson localization [223]: The conductance is
always greater than g0. For this, Wakabayashi and coworkers have coined the term ‘perfectly
conducting channel’ (pcc) [223]. Later it was shown that a similar phenomenon is present in
metallic ac GNR , namely it has been demonstrated in Ref. [229] by a transfer matrix analysis
within the effective Dirac theory, that the lowest band in such a ribbon, cf. Fig. 7.2 b), is barely
147
c) d)
a) b)
-0.10 -0.05 0.0 0.05 0.10
0.04
0
-0.04
-0.02
0.02
3
1
0
-1
-2
-3
2
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
3
1
0
-1
-2
-3
2
-0.10 -0.05 0.0 0.05 0.10
0.04
0
-0.04
-0.02
0.02
Figure 7.2: a), b) Tight-binding band structures of wide ac GNR close to the Dirac point. a)
Semiconducting ac GNR with W = 502 a. b) Metallic ac GNR with W = 501 a. The non-linear bands
are approximately degenerate for low energies. c), d) Full tight-binding band structures of narrow
GNR. c) Metallic ac GNR withW = 7.5 a. Clearly the band degeneracy is lifted. d) Zigzag GNR with
W = 19/
√
3 a. Note that the positions of the Dirac points are shifted with respect to bulk graphene
[see Fig 2.1 b)] due to the zone folding that leads from the bulk bandstructure to the one of a ribbon
[25]. The edge states connect the two K-points, since the regions of k-space with pi < ka < 2pi and
−pi < ka < 0 are equivalent.
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backscattered in the absence of short range potentials. However, the authors of Ref. [229] state
that this is a particular property of the lowest band in the metallic GNR, and that the effect
is only visible in single-channel transport. Here we show that this is in fact not the case.
Rather the special, block-diagonal pseudovalley structure that we have discussed already in
Subsec. 2.2.2 is the origin of the pcc in metallic ac GNR, leading to the analog situation as in
zz GNR. We show that the pcc in the metallic ac case is also observable in the multichannel
regime as a consequence of the pseudovalley substructure. Moreover we demonstrate that
the pcc in zz GNR is completely destroyed also in the absence of short range potentials if the
disorder is of the same order as the Fermi energy. The reason for this is an effective intervalley
coupling due to backscattering via the zz edge states close to zero energy. Furthermore we
correct the widespread believe that all ac GNR belong to the orthogonal symmetry class. As
already mentioned in Subsec. 2.2.2, if the pseudovalleys in metallic ac GNR are not coupled,
the system belongs to the unitary symmetry class, even though the real valleys are completely
mixed due to the ac edges. We show by magnetotransport simulations that the WL is indeed
strongly suppressed in metallic ac ribbons.
The focus of the second section is the simulation of an experiment that has been carried
out by Silvia Schmidmeier and coworkers from the University of Regensburg at the Dresden
High Magnetic Field Laboratory. They have measured the magnetoresistance of GNR in
pulsed, perpendicular magnetic fields up to B ≈ 60T. For relatively high carrier densities nc,
Shubnikov-de-Haas (SdH) oscillations are observed, reflecting the shift of the Landau levels
with increasing magnetic field. On the other hand for lower carrier densities, the experiment
shows an increase of the conductance for fields below 10− 40T, and a conductance decrease
for higher fields. Our numerical simulations reproduce the experimental data for large nc and
in the low magnetic field regime also for low nc semi-quantitatively. It is therefore possible
to estimate the importance of different sources of disorder in the GNR. We show that a
combination of both, edge disorder and potential disorder with a correlation length in the
order of few a, is a likely disorder scenario for the experimental samples.
7.1 Perfectly conducting channels and symmetry breaking
Throughout this section we use for the potential (7.2) Ni = pNa randomly distributed Gaus-
sian scatterers at positions Xj . Here, Na is the total number of lattice sites in the disordered
scattering region, and 0 ≤ p ≤ 1 is a constant that determines the relative amount of scat-
terers. Further, we choose the δj randomly from the interval [−δ, δ] and ξj = ξ is constant
for all j.
In Fig. 7.3 a) we show the results of tight-binding simulations of the disorder averaged con-
ductance, 〈g〉, of ac GNR as a function of their lengths L. For the size of the ribbons we used
realistic values, namely W ≈ 62 nm and 62nm . L . 1.2µm. The only difference between
the systems corresponding to the two curves are their exact widths. While the black curve
corresponds to a semiconducting GNR (W = 251 a), the blue curve is the conductance of a
metallic GNR [W = 252 a, cf. Eq. (2.63)]. The total number of propagating lead channels is
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Figure 7.3: Average conductance of GNR as a function of the ribbon length. In all systems the
Fermi energy corresponds to three propagating lead channels. a) Semiconducting ac ribbons with
W = 251 a (black) and metallic ac ribbon with W = 252 a (blue). The Fermi energy is E = 0.017 t.
For the disorder parameters (cf.main text) we used p = 0.05, ξ = 2.0 a and δ = 0.08 t. For each data
point we have averaged over 50 impurity configurations. b) Zigzag GNR with different widths and
disorder parameters. For all systems we have used p = 0.05 and ξ = 2.0 a. Black: W = 434.5/
√
3 a ≈
251 a, E = 0.022 t, δ = 0.08 t, 50 impurity configurations. Red: W = 88/
√
3 a ≈ 51 a, E = 0.11 t,
δ = 0.08 t, 200 impurity configurations. Orange: W = 88/
√
3 a ≈ 51 a, E = 0.11 t, δ = 0.04 t, 200
impurity configurations. Green (inset): W = 44.5/
√
3 a ≈ 26 a, E = 0.22 t, δ = 0.08 t, 200 impurity
configurations.
three in both cases. The average conductance of the semiconducting ribbons decays approxi-
mately exponentially and tends towards zero for very long systems, i.e. Anderson localization
[232] starts to set in. The conductance curve for the metallic systems is distinctly different.
Also here 〈g〉 decays approximately exponentially on a similar length scale. However, instead
of approaching zero conductance, the curve saturates at one conductance quantum. The
origin of this particular behavior is the pseudovalley structure of metallic GNR that we have
introduced in Chap. 2. The pseudovalley states are linear superpositions of states from the
real valleys K and K′. In fact, while states in the real valleys K and K′ are eigenstates of
τz, states in the pseudovalleys are eigenstates of τy. This means that the two corresponding
pseudospin spaces are related to each other by a rotation of pi/2 around the valley x-axes,
Rzy. We denote the pseudovalleys by KR and K′R and refer to Subsec. 2.2.2 for details. For
a metallic GNR the width is such that the boundary matrices for both edges are diagonal
in the pseudovalleys, as noted in Fig. 7.4 [see also Eq. (2.68)]. The rotated version of the
intravalley TRS operator, T zy0 = R†zyT0Rzy, connects the two pseudovalleys, which ensures
their (Kramers) degeneracy. The mechanism that leads to the absence of localization in the
metallic GNR can be understood as follows. In the effective Dirac theory, the energy band
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Figure 7.4: Pseudovalley structure in metallic ac GNR. After a rotation of the valley space of pi/2
around the valley x-direction, the metallic ac boundary condition is diagonal in the new valley space.
structure of a metallic ac GNR with width W is given by [80]
kE(k) =
E(k)
~vF
= ±
√
k2 +
n2pi2
W 2
, n ∈ Z , (7.4)
with the longitudinal momentum k and the integer band index n. Here it is important to
note that n and −n are both allowed and lead to different eigenstates [80, 85]. In fact for
n 6= 0, these two states are Kramers partners. On the other hand, n = 0 corresponds to the
linear bands, see Figs. 7.2 b) and 7.4. For a given energy, the two states in the linear bands
with momenta k and −k are also Kramers partners. The situation is sketched in Fig. 7.4:
For a given Fermi energy E, there is always an odd number of forward movers (k > 0)
and the same number of backward movers (k < 0) in total. However, in each individual
pseudovalley the numbers of forward and backward movers differ always by one, which leads
to the absence of localization. In the pseudovalley with less forward movers (K′R in Fig. 7.4)
there is no constraint on the backscattering. Thus, for long enough ribbons, the contribution
to the conductance from this pseudovalley is zero. In the pseudovalley with less backward
movers (KR in Fig. 7.4) the conductance cannot drop below g0, since not enough states for
backscattering are available. We stress however that it is not necessarily the state from the
lowest band that is transmitted. In fact, in the numerical conductance, mode mixing occurs
also in the regime where 〈g〉 ≈ g0. As long as the symmetry T0 is preserved, i. e. in the absence
of short range potentials, there can be no backscattering from one pseudovalley to the other,
because the corresponding states are Kramers partners and thus orthogonal. To see this, we
consider a forward moving state |+〉, a backward moving state |−〉 = T0|+〉, and a potential
V (x) with [V (x),T0] = 0. Then we have for the matrix element
〈−|V (x)|+〉 = −〈+|T †0 V (x)T 20 |+〉 = −〈+|T †0 T0V (x)|−〉 = −〈−|V (x)|+〉 = 0 . (7.5)
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This argumentation is valid irrespective of the number of open lead channels. Mathematically,
the reason for g ≥ g0 is the special structure of the scattering matrix in the absence of
pseudovalley mixing. In this case we have e. g. for reflection from one of the leads(
out
out′
)
=
(
r 0
0 r′
)(
in
in′
)
, (7.6)
where in and in′ stand for the incoming amplitudes from pseudovalley KR and K
′
R, respec-
tively, and out and out′ stand for the corresponding outgoing amplitudes. Note that the
corresponding reflection matrices r and r′ are not square matrices. Since the total number of
propagating channelsM is always odd, we can writeM = 2m+1 with integer m. Considering
reflection at the left side, r is then an m × (m + 1) matrix and r′ an (m + 1) ×m matrix.
Therefore r and r′ can be written as the singular value decompositions [233]
r = U


d1 0 0 · · · 0
0 d2 0 0
...
. . .
...
0 · · · 0 dm 0

 U˜ = Ud U˜ , r′ = U ′


d′1 0 · · · 0
0 d′2 0
...
...
. . . 0
d′m
0 0 · · · 0

 U˜
′ = U ′d′ U˜ ′ ,
(7.7)
with unitary square matrices U , U˜ , U ′, and U˜ ′, and |di|, |d′i| ≤ 1. Due to current conservation
and the block diagonal structure of the full reflection matrix in Eq. (7.6), the conductance
from the left to the right lead is given by [234]
g/g0 = 2m+ 1− Tr(r†r)− Tr(r′†r′) = 2m+ 1−Tr(d†d)− Tr(d′†d′) . (7.8)
However, from Eq. (7.7) it follows that
d†d = diag(|d1|2, . . . , |dm|2, 0) , d′†d′ = diag(|d′1|2, . . . , |d′m|2) , (7.9)
and therefore
g/g0 = 2m+ 1−
m∑
i=1
(|di|2 + |d′i|2) ≥ 1 . (7.10)
Our discussion rises the question why the pcc in the multichannel regime has not been
observed by Yamamoto and coworkers [229]. The reason for this is that the ribbons that have
been used for the simulations in the earlier work of Ref. [229] have been extremely narrow
(W = 7.5 a ≈ 1.8 nm). The problem is that for such narrow ribbons the Dirac equation is
not an adequate description at energies where more than one lead channel is propagating. In
Fig. 7.2 c) we show the tight-binding band structure of an ac GNR with W = 7.5 a. One can
see that the threshold energy for the second channel is already above 0.3 t, and that none of
the bands are degenerate, as opposed to the prediction of the Dirac equation. This is due to
the fact that T0 is broken at such high energies because quadratic terms in the Hamiltonian
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Figure 7.5: Weak localization in disordered GNR. The used disorder parameters are p = 0.05,
ξ = 2.0 a, and δ = 0.08 t, as for Fig. 7.3 a). For each point we have averaged over 600 impurity
configurations. a) Black: semiconducting ac ribbon with W = 251 a, L ≈ 1250 a, and E = 0.017 t
(3 open channels). Blue: metallic ac ribbon with W = 252 a, L ≈ 1250 a, and E = 0.017 t (3 open
channels). Red: zz ribbon with W = 434.5/
√
3 a ≈ 251 a and E = 0.022 t (3 open channels). b)
Black: semiconducting ac ribbon with W = 502 a, L ≈ 2500 a, and E = 0.017 t (6 open channels).
Blue: metallic ac ribbon with W = 501 a, L ≈ 2500 a, and E = 0.017 t (7 open channels). Red: zz
ribbon with W = 865.5/
√
3 a ≈ 500 a and E = 0.017 t (5 open channels). Violet: zz ribbon with
W = 865.5/
√
3 a ≈ 500 a and E = 0.1 t (35 open channels).
become non-negligible [63]. One can see from Fig. 7.2 b) that for wider ribbons the bands are
degenerate also in the multichannel regime.
Now we turn to the case of zz GNR. As can be seen from Fig. 7.2 d), the situation is here
rather similar to the metallic ac GNR, but now the real valleys are preserved instead of the
pseudovalleys. Again we have an imbalanced number of forward and backward movers in each
individual valley. Here Tx is the symplectic symmetry operation that connects the two valleys
and ensures their Kramers degeneracy, and thus the orthogonality of the partner states. The
argumentation is identical to the metallic ac case: As long as the valleys are uncoupled, the
valley with one additional forward mover (valley K in our case) contributes always at least one
conductance quantum to g. In fact in Ref. [235] the authors explain the pcc in the zz case in
terms of the reflection matrices basically in the same way as we did above for the metallic ac
ribbons. In Fig. 7.3 b) we present the tight-binding simulations for GNR with zz edges. The
black curve corresponds to a zz GNR with W = 434.5/
√
3 a ≈ 251 a with three propagating
lead channels as in the case of the ac ribbons above. Surprisingly, we find no pcc at all in this
case, although the disorder used is the very same as in the ac case, and is thus expected to
cause only very little intervalley scattering. The origin of this unexpected behavior are the zz
edge states. For the disorder parameter corresponding to the height of the Gaussian potential
in Eq. (7.2) we have used δ = 0.08 t, while the Fermi energy was only E = 0.022 t. This means
that the potential is large enough to shift the Fermi energy in the scattering region locally
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into the hole regime. However, the edge states with energies close to zero connect the two
valleys to each other, as can be seen from Fig. 7.2 d). When the Fermi energy is shifted below
E = 0, backscattering from one valley to the other is possible via the edge states, destroying
the pcc even for long range potential disorder. A more detailed and quantitative study of this
effective valley coupling will be presented elsewhere [236]. The red curve in Fig. 7.3 b) shows
the conductance for ribbons with W = 88/
√
3 a ≈ 51 a with the same disorder as before and
E = 0.11 t (three open channels). Even though the Fermi energy is now slightly greater than
δ, there is no pcc visible in this case, since the potentials of different scatterers can overlap
and thus locally lead to total potential values larger than δ. Only if in addition we reduce the
potential strength to δ = 0.04 t (blue curve), the conductance curve saturates at about g0,
but one has to consider very long ribbons to observe this. The effective intervalley coupling
mediated through edge states has not been observed in the extremely narrow ribbons that
have been considered earlier (W ≈ 5 a ≈ 1.2 nm in Ref. [223]). The inset shows a simulation
for rather narrow ribbons (W = 44.5/
√
3 a ≈ 26 a), where the saturation of the conductance
occurs already for shorter ribbon lengths.
Figure 7.5 shows the results of magnetotransport simulations for various wide GNR. The
disorder parameters are identical for all curves, namely the same as used for the ac ribbons in
Fig. 7.3 a). For Fig. 7.5 a) we used W ≈ 250 a and L ≈ 1250 a, while for panel b) the systems
are twice larger, namely W ≈ 500 a and L ≈ 2500 a. First we note that we find (suppressed)
weak localization for all systems, no antilocalization. In panel a), the size of the WL correction
is significantly suppressed for the ribbon with zz edges (red) and the metallic ac GNR (blue),
with respect to the semiconducting ac GNR (black). The reason for the suppression of the
WL is the valley and pseudovalley substructure of the systems, respectively. As discussed
in Subsec. 2.2.2, cf. Eq. (2.45), zz edges break the intravalley TRS T0, so that each valley
represents a unitary subsystem [223]. In the simulations in Fig. 7.5 a), the valleys are not
completely decoupled in the zz case, since the edge state mediated intervalley coupling is also
present here. As a consequence, the WL is not completely suppressed. For the metallic ac
GNR the situation is similar. In fact in the rotated valley space, the symplectic symmetry
T zyx could serve as intra-pseudovalley TRS, however it is broken by ac edges, cf. Eqs. (2.61),
(2.66), and (2.68). This means that also the pseudovalley subsystems belong indeed to the
unitary symmetry class, as mentioned already in Subsec. 2.2.2. Also for the metallic ac ribbon
in panel a), the WL is not fully suppressed due to the weak pseudovalley coupling associated
with the partial lifting of the Kramers degeneracy. For the wider ribbons in panel b), the
suppression in the metallic ac case is striking, since the degeneracy of the pseudovalleys is
intact here, which is reflected also in the absence of the band splitting at low energies in
Fig. 7.2 b). On the other hand, for the zz ribbon with 5 propagating channels (red), the WL
is nearly as large as for the semiconducting ac case, indicating strong edge state mediated
valley coupling. At higher energies, namely for 35 open channels (violet), the coupling is less
effective, and thus the WL is clearly suppressed also here.
Our discussion and numerical results show clearly that the correct symmetry class for ac
GNR is the orthogonal class for the semiconducting and the unitary class for the metallic
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case, if short range potentials are absent. We stress that, to our knowledge, this has not
been noticed so far. Rather ac GNR have been classified into the orthogonal symmetry class,
irrespective of whether they are semiconducting or metallic [229, 235]. The numerical results
presented here indicate that the effects of the edge type on the effective universality classes
are directly observable in magnetoconductance measurements.
7.2 Magnetoconductance in high magnetic fields
In this section we focus on numerical simulations of a magnetotransport experiment in dis-
ordered GNR [237]. At the Dresden High Magnetic Field Laboratory Silvia Schmidmeier
and coworkers from the University of Regensburg have measured the magnetoresistance of
ribbons for field strengths up to B ≈ 60T. With the help of our simulations it is possible to
gain insight into the nature of the disorder in the ribbons.
The GNR have been produced at the University of Regensburg by electron beam lithog-
raphy and subsequent oxygen plasma etching of mechanically exfoliated graphene flakes on
silicon dioxide. Afterwards palladium contacts were attached by thermal evaporation. Width
and length of the ribbons are W ≈ 70 nm and L ≈ 1µm, respectively [see the electron mi-
crograph of a sample in Fig. 7.6 a)]. Using the substrate as a back-gate, the charge carrier
density and thus the Fermi energy could be tuned by changing the applied voltage. Figure
7.6 a) shows the resistance of the GNR that has been used for the magnetotransport mea-
surements as a function of the gate voltage, Vg, at zero magnetic field. One can see the
characteristic peak indicating the Dirac point at Vg ≈ VD ≈ −4.4V.
In Fig. 7.6 b) and c) we show the experimental results for the magnetoresistance for different
values of Vg. Clearly different results are obtained depending on whether the measurement
is carried out close (−9.2V . Vg . −4.8V) or further away (−19V . Vg . −12V) from
the Dirac point. Using finite element simulations to determine the capacitive gate coupling,
one finds for the Fermi energy E ≈ 69√|Vg − VD|meV/√V [237]. In the following we denote
the two regimes as low energy and high energy regime, respectively. For low energies, the
resistance decreases starting from B = 0 to B ≈ 15− 35T by nearly one order of magnitude.
For higher magnetic fields, the resistance increases strongly as shown in Fig. 7.6 b). On
the other hand, for higher energies one can see from Fig. 7.6 c) that the resistance does not
decrease significantly at low fields, and clear Shubnikov-de-Haas oscillations [238] are observed
for higher values of B.
In order to gain more insight into the types of disorder that can cause such behavior, we
have performed tight-binding simulations of (semiconducting ac) GNR with comparable size
(W ≈ 100 a ≈ 25 nm, L = 1300 a ≈ 320 nm). To appropriately describe the experimental
findings, we have considered different types of disorder. Apart from Gaussian scatterers as
in the previous section, see Eq. (7.2), we also take into account edge disorder, that originates
from the fabrication process. To this end we cut segments of circles with typical sizes of
about 15 a ≈ 4 nm out of the graphene lattice at random positions on the edge. This simu-
lates the large scale edge roughness that occurs due to electron beam resist roughness and
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Figure 7.6: Experimental results for the resistance and conductance of GNR with widthW ≈ 70 nm
and length L ≈ 1µm [237] (Courtesy of Silvia Schmidmeier). a) Two-terminal resistance R as a
function of the gate voltage Vg at temperature T = 25K and zero magnetic field. The Dirac point is
approximately at Vg = −4.4V. Inset: Scanning electron microscope image of a typical experimental
sample. b) Magnetoresistance for different gate voltages close to the Dirac point and c) further
away from the Dirac point at T = 25K. d) Conductance g as a function of the magnetic field for
Vg = −15.6V and Vg = −6.2V at T = 25K.
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random nature of the oxygen plasma etching. Additionally we account for edge roughness
on a smaller scale of few lattice constants using a model introduced in Ref. [227]: About
10 percent of the edge atoms are randomly removed and subsequently dangling bonds are
removed also. This procedure is repeated 5 times. The inset in Fig. 7.7 a) shows a section
of the resulting edge. In addition to the edge disorder, we study two types of bulk poten-
tial disorder. On the one hand, we model so-called electron-hole puddles, i. e. long range
potential fluctuations due to charged impurities trapped beneath the graphene ribbon in
the silicon oxide substrate, (see e. g. Refs. [12, 58]). We use the disorder potential (7.2) with
Ni = 10
−4 × Na ≈ 30 randomly distributed Gaussian scatterers with ξj = 35 a ≈ 8.6 nm
and randomly chosen δj/t ∈ [−0.03, 0.03]. These values lead to a potential comparable to
experimentally determined profiles [239]. Second, we also consider shorter-ranged impurity
potentials, that can arise due to adsorbates, defects or charged impurities. In this case we
use ξj = 1.8 a ≈ 4.4 nm, Ni = pNa and δj/t ∈ [−δ, δ].
In Fig. 7.7 we present our numerical results for magnetotransport through disordered
nanoribbons at relatively high (E ≈ 0.084 t ≈ 226meV, blue curves) and lower (E ≈
0.034 t ≈ 92meV, orange curves) energies, that correspond approximately to the gate volt-
ages in Fig. 7.6 d), assuming the commonly used value t ≈ 2.7 eV for the hopping constant
[58]. For each curve in Fig. 7.7 we have averaged the conductance for 10 different values of
the Fermi energy, chosen from a window of 4× 10−3 t ≈ 11meV around the above mentioned
values [see inset in Fig. 7.7 b)]. This accounts for the the finite bias voltage of 10mV used in
the experiment. Additionally we have performed a running average over the magnetic field
with a window of ∼ 1−3T, accounting for the built-in (time) average in the real measurement
due to the pulsed field [237]. First we consider ribbons with only edge disorder [Fig. 7.7 a)].
While the conductance at zero magnetic field is comparable to the experimental value for
low energies, this is not the case for the high energy regime. With increasing magnetic field,
the wavefunctions become more localized close to the edges (cf. particle densities in Fig. 7.8).
Without bulk disorder, backscattering is strongly suppressed, so that we observe nearly per-
fect quantum hall plateaus for both energy regimes already at moderate fields, which is in
contrast to the experimental findings. This means that edge disorder alone cannot explain
the experiment.
Considering only long range Gaussian disorder [panel b)], we find that this has a strong effect
on the conductance at low energies, while at high energies 〈g〉 is affected only little. This
is plausible, since in the former case the energies are of the same size than the potential
fluctuations, so that the charge carriers see relatively strong disorder. On the other hand, for
energies several times higher than the potential fluctuations, the charge carriers see a smoothly
modulated background potential that does not cause strong backscattering. Simulations
where only the short range impurities are taken into account [panel c)], show that for strong
enough scattering potentials (p = 0.15 and δ = 0.1 t), the zero field conductance can be very
close to the experimental data for both energy regimes. However, such strong bulk disorder
leads to backscattering even for very high magnetic fields, so that at high energies no SdH
oscillations are observed. This means that indeed a combination of bulk and edge disorder
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Figure 7.7: Magnetoconductance of ac GNR (W ≈ 100 a, L ≈ 1300 a) calculated numerically
for different disorder models and different Fermi energies: E ≈ 0.084 t ≈ 226meV (blue) and E ≈
0.034 t ≈ 92meV (orange). Each curve results from an average over 10 energies within a window
of 4 × 10−3 t around these values and a running average over the magnetic field with a window of
3T [panels a) and c)] and 1T [panels b) and d)], respectively. a) Edge disorder (see inset and main
text). b) Long range Gaussian disorder. We use Eq. (7.2) with Ni = 10
−4 × Na, ξj = 35 a, and
δj/t ∈ [−0.03, 0.03]. c) Very strong short-range Gaussian disorder (7.2) with Ni = 0.15Na, ξj = 1.8 a,
and δj/t ∈ [−0.1, 0.1]. d) Edge disorder (see inset in panel a) and main text) and short-range Gaussian
disorder (7.2) with Ni = 0.08Na, ξj = 1.8 a, and δj/t ∈ [−0.09, 0.09]. The inset in panel a) shows
the conductance of ribbons with edge and short-range bulk disorder [as in panel d)] as a function of
the Fermi energy. The energy regions that were chosen for the magnetoconductance simulations are
marked in orange and blue, respectively.
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Figure 7.8: Local particle density in ac GNR with edge and bulk disorder as in Fig. 7.7 d) for
E = 0.0335 t and different magnetic fields B, calculated numerically. Red corresponds to high and
blue to low density. The particles enter the ribbon from the bottom, so that at high fields the quantum
Hall edge channels form at the left edge.
is necessary to describe the experiments appropriately also for higher fields. In panel d)
we show the results for ribbons with disordered edges and weaker short-range bulk disorder
(p = 0.08, δ = 0.09 t). In this case, the experimental data are reproduced semi-quantitatively,
except for very high magnetic fields in the low energy regime. For small and moderate fields
we find in the low energy regime a strong increase of 〈g〉 due to the formation of edge
channels. We plot the particle density at different magnetic fields in Fig. 7.8, confirming this
picture. On the other hand, clear SdH oscillations are obtained at higher energies. Also
the zero field conductance fits well with the experiment. In contrast, in simulations that
additionally include the long range Gaussian potential (not shown), the difference in the zero
field conductance for high and low energies is much too high, similar as in Fig. 7.7 a). Thus we
conclude that it is not a dominating source of scattering in the experimental samples. From
band structure calculations, we know that the SdH dip in Fig. 7.7 d) at B ≈ 60T corresponds
to the first Landau level above zero energy. In the experiment, the corresponding dip is
observed at B ≈ 45T. This shift towards higher magnetic fields in the simulations is due
to the fact that the GNR Landau levels develop from the ribbon energy bands that form
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also at B = 0 due to size quantization. The corresponding distance between the bands
scales inversely with the ribbon width [see e. g. Fig.7.2 b) and c)] and is therefore smaller
in the experimental samples than in the simulated ribbons. At infinitely large magnetic
fields, the position of the Landau levels is independent of the ribbon width, but for finite
B the Landau level distance is smaller in wider ribbons. Concerning the strong decrease
of the conductance at low energies, e. g. in Fig. 7.6 d) for B & 20T, our simulations do not
reproduce the experimental findings. In the literature this ‘transition to an insulating state’
has been reported also in bulk graphene samples [240, 241, 242], and thus is probably not
directly related to the confinement in GNR. While several possible mechanisms that could
lead to this transition have been suggested, there is no consensus explanation so far [12]. Since
the ribbons used for the experiment here are connected to rather large (> 1µm) patches of
graphene, as can be seen from the inset in Fig. 7.6 a), we suppose that the decrease of the
conductance at high fields in Fig. 7.6 is a bulk effect, too.
7.3 Summary
We have carried out numerical tight-binding simulations of disordered GNR. In the first
section we have studied the intimate relation of edges and the effective symmetry classes
in these systems and showed that it has measurable consequences on their conductance.
We have shown that for smooth potential disorder, metallic ac GNR feature a pseudovalley
substructure (KR and K
′
R ), very similar to the case of zz GNR, where the real valleys (K
and K′) are preserved. No such substructure is present in semiconducting ac GNR. Since
the numbers of states with positive and negative velocity in each individual (pseudo)valley
differ by one, the conductance of zz and metallic ac GNR is always greater than or equal to
g0 if scattering between the (pseudo)valleys is absent. While for the zz case the pcc has been
recognized and associated with the preserved valley structure earlier [223], it was believed
that for the metallic ac case it is a particular property of the lowest energy bands, and thus
is present only in single-channel transport [229]. We have shown that this is in fact not the
case and that the preserved pseudovalley structure is responsible for the pcc. Therefore the
suppression of Anderson localization is also visible in the multichannel regime. Moreover,
we have demonstrated that for low Fermi energies the zz edge states can lead to effective
intervalley coupling even in the absence of short-range potentials, destroying the pcc. Since
within each isolated (pseudo)valley there is no effective TRS, the correct universality class
for metallic ac GNR is the unitary class, as for the zz case and in contrast to the case of
semiconducting ac ribbons. Our numerical magnetoconductance simulations confirm this
classification [236].
In the second section we have presented a numerical simulation of an experiment where
the magnetoconductance of disordered GNR has been measured in pulsed magnetic fields up
to B ≈ 60T. For low energies the experiment finds a rather strong increase of g at small
fields followed by an even stronger conductance decrease at high fields. On the other hand for
high energies, g is approximately constant at low fields and shows SdH oscillations for larger
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values of B. Neither pure edge disorder nor pure potential disorder leads to satisfying results
in view of the agreement of simulations and experiment. For a combination of realistic edge
disorder and Gaussian bulk disorder with a correlation length of approximately two lattice
constants, we could reproduce the experimental findings with our numerical calculations semi-
quantitatively for high energies and up to moderate magnetic fields also in the low energy
regime. This suggests that both mechanisms are relevant sources of disorder in the measured
samples [237].
CHAPTER 8
Summary and outlook
In this thesis we have studied the electronic properties of graphene nanostructures, focusing
on the spectral density of states and the quantum transport properties. In particular we
have investigated the effects of edge scattering. The analytical results of this work, sup-
ported partly by numerical calculations, represent a comprehensive extension of semiclassical
approaches for ballistic cavities to the case of graphene for the first time. They provide a
theoretical basis for experimental and numerical studies of graphene structures in the bal-
listic regime. Moreover, with the numerical simulations presented in chapter 7, we have
completed our work following a complementary approach. We summarize our main findings
in the following.
After a short introduction into basic properties of graphene, the effective Dirac equation,
and the corresponding boundary conditions in chapter 2, we turned to the calculation of
the Green function for ballistic graphene nanostructures in chapter 3. Adapting the concept
of Balian and Bloch’s multiple reflection expansion, we have obtained an exact expression
for the graphene Green function. Each term in the corresponding expansion is the collec-
tive contribution of all quantum paths with a given number of boundary reflections. While
the scalar part of the Green function is closely related to the Green function of the 2D
Schro¨dinger equation with Dirichlet boundary conditions, the graphene specific (in particu-
lar edge related) physics is contained in the boundary dependent pseudospin matrices. Since
the involved multiple boundary integrations are extremely complicated for generic system
shapes, we considered the contributions of leading order in (kEL)
−1, i. e. the Green function
in the semiclassical limit. Using the relation to the Schro¨dinger case, we have obtained the
semiclassical graphene Green function as a sum over all classical trajectories, where the most
important object in view of the graphene physics is the pseudospin propagator corresponding
to each trajectory. It describes the edge dependent evolution of the graphene pseudospins
along the classical orbits. However, we have found that zigzag edges give rise to a second
leading order contribution to the Green function, which is not present at armchair or infinite
mass type edges. Multiple short-range reflections at zigzag edges lead to a singular behavior
of the Green function. By resumming these short-range processes, we have shown that the
semiclassical graphene Green function is still given by a sum over all classical trajectories,
but with renormalized zigzag reflections. The results of this chapter served as a starting
point for the investigation into the spectral and transport properties of graphene cavities in
the subsequent chapters.
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In chapter 4 we have performed an extensive study of the spectral density of states (DOS)
of graphene billiards. First we considered the smooth part of the DOS. We have calculated
the leading two terms, namely the bulk and the surface term, of the corresponding Weyl
series, considering boundaries that consist of zigzag, armchair, and infinite mass edges. For
the bulk term we have found that it scales with the total billiard area, as expected. On the
other hand, the surface term is zero for infinite mass and armchair type edges. Only zigzag
edges give rise to such a contribution, due to the low energy zigzag edge states. The latter
lead to a characteristic feature in the smooth DOS, and the size of this feature scales with
the zigzag part of the boundary. We confirmed our analytical predictions using tight-binding
simulations. Our results suggest that the structure of a graphene flake’s boundary, i. e. the
relative amount of zigzag type edges, can be estimated from the behavior of the smoothed
density of states at low energies. Next we have studied the oscillating part of the DOS. For this
purpose we have extended the Gutzwiller trace formula for chaotic billiards and the Berry-
Tabor trace formulae for two specific regular billiards, the disk with infinite mass edges and
the rectangle with zigzag and armchair edges, to the case of graphene. These trace formulae
differ from those for the Schro¨dinger equation in one key aspect, namely the interference of
pseudospins, which is incorporated via the trace of the pseudospin propagator along periodic
classical orbits. In this way we could include the effects of the graphene edges in a particularly
transparent manner. For the regular systems we have then studied in detail the edge effects
on the pseudospin interference and found that they strongly affect the frequency content of
the DOS. Further we computed semiclassical approximations to the energy levels, and showed
that they are in very good agreement with the exact solutions of the Dirac equation. For the
class of chaotic systems, the statistical properties of the DOS possess universal properties.
Thus we have analytically calculated the spectral form factor, i. e. the Fourier transform of
the spectral two-point correlator, to the first two orders within semiclassical approximation.
To this end we have extended existing semiclassical methods to the case of graphene billiards,
using our version of the Gutzwiller trace formula. We have found that the edge characteristics
have a significant effect on the spectral correlations. Both leading order diagonal contributions
and next-to-leading order loop contributions, are governed by the total length of intervalley
scattering armchair edge segments. The ratio of the Heisenberg time and the typical armchair
scattering time represents a tunable symmetry restoring parameter that drives the system
from a state with effectively broken time reversal symmetry (decoupled valleys) into a time
reversal symmetric state (mixed valleys). Our results suggest that the (partial) time reversal
symmetry breaking should be reflected in the DOS statistics at scales of many mean level
spacings, rather than in the distribution of nearest-neighbor level spacings, where the time
reversal symmetry breaking is hardly observable. Since the crossover parameter can be tuned
in a wide range by changing the Fermi energy, the predicted transition should be accessible
in mesoscopic graphene billiards.
Experimentally, the conductance of a graphene structure is more directly accessible than
the DOS. Therefore we have presented a semiclassical theory of quantum transport through
ballistic chaotic graphene cavities in chapter 5. Starting from the Kubo formula for the Dirac
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equation, and using similar techniques as for the spectral correlations, we have generalized
the existing semiclassical approach to the case of graphene, where the inclusion of edge
effects is essential. Our main results are analytical expressions for the leading order quantum
corrections to the average magnetoconductance, i.e. the weak localization, and the universal
conductance fluctuations. For both, the intervalley scattering mediated through armchair
edges affects the results strongly. The relative size of the three relevant time scales, dwell
time, armchair scattering time, and magnetic dephasing time, leads to crossovers between
unitary and orthogonal symmetry class, similar to the transitions in the spectral form factor.
We support our analytical findings by numerical tight-binding calculations. Moreover, we
have studied the shot noise of ballistic graphene cavities. For the leading order contribution
to the Fano factor, we find the same value as for systems described by an effective Schro¨dinger
equation, irrespective of the edge characteristics. Our analytical results explain our earlier
numerical transport simulations [43] semiclassically and can serve as a theoretical footing for
further experimental and numerical studies.
In chapter 6 we have studied the effects of local magnetic moments at the edges of a
graphene cavity on the quantum conductance. Using a simple model boundary condition, we
could calculate the weak localization correction and the universal conductance fluctuations
semiclassically, taking into account the spin rotation associated with reflections from magne-
tized edges. We have shown that two different mechanisms lead to a suppression of both the
weak localization and the size of the conductance fluctuations. One is the mixing of the spin
species, if the local edge moments are not uniaxially polarized. The second is time reversal
symmetry breaking, which requires reflections from edges with magnetic polarizations in all
three spatial directions. Performing numerical transport simulations with different models
for the polarizations of the edge moments, we could confirm the qualitative predictions of our
semiclassical theory.
Finally, we have performed numerical studies on the conductance of disordered graphene
nanoribbons in chapter 7. We have shown that in disordered metallic armchair nanoribbons,
Anderson localization is suppressed, also for more than one propagating lead channel. In
terms of the effective Dirac equation we have explained this behavior by a special pseudoval-
ley structure in these systems. The imbalance of channels with positive and negative velocity
in each pseudovalley, and the orthogonality of states from different subsystems give rise to a
conductance that is always greater than g0. A very similar effect is known for zigzag nanorib-
bons. However, we have shown that in the latter case Anderson localization still occurs,
if the valleys are effectively coupled via the zigzag edge states. By means of magnetocon-
ductance simulations we could further show that, in the absence of short-range potentials,
metallic armchair ribbons belong to the unitary universality class, as opposed to semicon-
ducting armchair ribbons. In previous publications this distinction has not been made. In
the second part we have presented a numerical simulation of a high magnetic field experiment
on graphene nanoribbons. Our results show that a combination of edge disorder and bulk
disorder with a range of few lattice constants can explain most of the experimental findings
semi-quantitatively, namely the observation of Shubnikov-de-Haas oscillations at high Fermi
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energies, and the strong resistance decrease for small and moderate magnetic fields at low
energies.
Several further research directions originate from the work presented in this thesis. Some
of them are related to the approximations we have made in our analytical formalism. For
example, we have considered the magnetic field only as a scalar phase in the contributions
of classical orbits to the Green function and the resulting quantities. On the one hand, it
is interesting already at this level to investigate orbital magnetism of graphene billiards in
terms of the magnetic susceptibility. However, in general, and particularly in view of the
zigzag edge state contribution to the susceptibility, a more basic treatment of magnetic fields
is desirable. Lisa Heße concerns herself with these topics within her Master’s thesis.
Another possible extension of the present work is to include diffractive effects due to sharp
corners. The multiple reflection expansion is in principle capable to treat such contribu-
tions, and they could also be taken into account within an extended semiclassical approach.
The hope here would be that for the rectangle with infinite mass edges, the deviations of
the semiclassical results from numerical quantum simulations could be cured, as noted in
App.A.4.
Concerning bulk disorder, it would be interesting to calculate the conductance of graphene
cavities in the presence of weak bulk disorder. To this end one has to go beyond the level of
single impurity averaged Green functions (cf. App.A.6), and compute approximations to the
impurity averaged product of Green functions.
In the present work, we have considered graphene billiards with regular and chaotic classical
counterpart. One important future direction is the generalization to systems with mixed
classical phase space. For example in view of the assumption of piecewise straight boundary
pieces, this would be a relevant extension.
Considering the effects of edge magnetization and its polarization on weak localization and
conductance fluctuations, it would be very interesting to study also disordered nanoribbons.
On the one hand our discussion in Chap. 7 showed that the edge properties can influence
the quantum conductance of disordered nanoribbons rather strongly. On the other hand
recent experiments on graphene nanoribbons indicate that the polarization of edge magnetic
moments may actually affect the conductance of these systems: At temperatures above 1K
the phase coherence length in the experiments is limited by the width of the ribbons, while for
lower temperatures no such limitation is observed [243]. This could be explained by uniaxial
polarization of the edge moments at very low temperatures and unpolarized edge moments
at higher temperatures, leading to partial time reversal symmetry breaking or ‘enhanced
dephasing’ in the latter case. However, further experiments and calculations are necessary
to verify this explanation.
Finally, multiple reflection expansions for other related systems can serve as starting points
for semiclassical studies. Graphene-based Andreev billiards, studied in terms of a Dirac-
Bogoliubov-de-Gennes equation, as well as cavities in topological insulators like mercury
telluride quantum wells, which are described by a massive Dirac-like Hamiltonian, are possible
candidates for future investigations.
Appendix
A.1 Boundary discontinuity of the Green function
We derive Eq. (3.9), which shows that the full Green function has a discontinuity at the
boundary, with a size of half of the Dirac charge layer µ at the corresponding boundary
point. We follow the procedure, that has been discussed in Refs. [91, 94].
Using the short-distance asymptotic form of the Hankel function
H+0 (ξ)
ξ1−→ 2i
pi
ln(ξ/2) , (A.1)
we obtain the short-range singularity of the free Green function from Eq. (3.8)
G0(x,x
′)
x→x′−→ − i
2pi
σ · (x− x′)
|x− x′|2 . (A.2)
This means that G0 has a pole of first order at x = x
′. If x′ lies in the interior of V and α
is a point on the boundary ∂V ,
lim
x→α
G0(x,x
′) = G0(α,x
′) (A.3)
is well defined and the first term in Eq. (3.9) is trivially obtained from the first term in
Eq. (3.4). However, if x′ is on the boundary, the singular behavior of the free Green function
becomes relevant. To see this, we perform the boundary integral in two parts, dividing ∂V
into a small region Dδ(α) = Cδ(α)
⋂
∂V , where Cδ(α) is a disk with radius δ around α, and
the remaining boundary D¯δ(α) = ∂V \ Dδ(α). At the end of the calculation, we will take
the limit δ → 0.
We begin with the integration within Dδ(α). We insert the asymptotic expression for G0,
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Eq. (A.2), into the second term in Eq. (3.4) to get
IDδ(α) = limδ→0
lim
x→α
∫
Dδ(α)
dσβG0(x,β)iσnβµ(β,x
′)
=
σnβ
2pi
µ(α,x′)σ · lim
δ→0
lim
x→α
∫
Dδ(α)
dσβ
(x− β)
|x− β|2 , (A.4)
where we took µ out of the integral and evaluated it at β = α. Without loss of generality,
we choose α = 0, x = |x|yˆ, and approximate Dδ(α) by a straight line along the x-axis,
i. e.Dδ(α) = { ξxˆ | ξ ∈ [−δ, δ] }. Then we get
IDδ(α) =
σnβ
2pi
µ(α,x′)σ · lim
δ→0
lim
|x|→0
δ∫
−δ
dξ
|x|yˆ − ξxˆ
|x|2 + ξ2 =
µ(α,x′)
pi
lim
δ→0
lim
|x|→0
arctan(δ/|x|)
=
1
2
µ(α,x′) . (A.5)
Since the kernel of the integral on D¯δ(α) has no singularity, it follows
lim
δ→0
lim
x→α
∫
D¯δ(α)
dσβG0(x,β)iσnβµ(β,x
′) =
∫
∂V
dσβG0(α,β)iσnβµ(β,x
′) . (A.6)
It is known from potential theory that the integral on the right-hand side exists [91, 94], and
thus Eq. (3.9) follows.
A.2 Zigzag edges in the presence of edge potentials
In Subsec. 2.2.2 we have derived an effective boundary condition for a zigzag graphene edge
in presence of an edge potential of the form
Hnnn = −t′~vF
2
δ(y − y1)(1 − τz ⊗ σz) . (A.7)
Although our motivation was the approximate inclusion of nnn hopping for the zigzag edge
state, the origin of a potential that is located at the edges of a graphene nanostructure can
also be of different origin, e. g. impurities or dangling bonds at the edges due to the fabrication
process [81].
After we derive the wavefunction of a semi-infinite piece of graphene with a zigzag edge
and edge potential Eq. (A.7), we perform the resummation of short-range processes as in
Subsec. 3.2.1 for the case of finite t′.
A.2.1 Solution of the Dirac equation for a single edge
We consider a zigzag edge with B-termination, so that we have to solve the Dirac equation
together with the effective boundary condition (2.54)
ψAτ (x, 0) = t
′ψBτ (x, 0) . (A.8)
Due to the Bloch theorem we can write
ψAτ (x, y) = e
ikxφAτ (y) = e
ikx(a eiqy + b e−iqy) , with k2E = k
2 + q2 , (A.9)
and the Dirac equation gives
kEφBτ (y) = (τk + ∂y)φAτ (y) . (A.10)
Then Eq. (A.8) leads to the condition
a(kE − t′τk − it′q) = −b(kE − t′τk + it′q) . (A.11)
For (kE − t′τk − it′q) 6= 0 and (kE − t′τk + it′q) 6= 0, this determines the spinors of the usual
‘bulk’ states. In fact in this case, Eqs. (A.10) and (A.11) lead to
φAτ (y) = α(kE − τt′k) sin(qy) + α t′q cos(qy) , (A.12)
φBτ (y) = α(τk − t′kE) sin(qy) + α q cos(qy) , (A.13)
with a normalization constant α. Since the wavefunctions ψA/B have to be normalizable,
both momenta q and k have to be real numbers here.
There is, however, another normalizable state that corresponds to kE − t′τk+ it′q = 0.1 In
this case a has to be zero according to Eq. (A.11) and we find a normalizable edge state for
1kE − t
′τk − it′q = 0 together with b = 0 leads to the same result.
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negative τk and q = −
√
k2E − k2. For the energy of the edge state we get in this case
kedgeE − t′τk + it′q = 0 (A.14)
⇒ kedgeE =
2t′τk
1 + t′2
= 2t′τk +O(t′2) < 0 . (A.15)
The transverse momentum is given by
q = i
1− t′2
1 + t′2
τk = iτk +O(t′2) . (A.16)
With a normalization constant β, the corresponding spinor entries become then
ψAτ (x, y) ≈ β t′eikxeτky , (A.17)
ψBτ (x, y) ≈ β τeikxeτky . (A.18)
This means we have obtained an edge state for negative momenta in the valley τ = +1 and
for positive momenta in the valley τ = −1. Additionally, Eq. (A.15) shows that the edge state
energy is alway negative. Note that all result we have obtained here turn into the well-known
corresponding expressions without edge potential for t′ = 0 [61, 80, 85], in particular the
energy of the edge state becomes constantly zero in this case.
In Fig. A.1 we plot the spinor entries φA/B and their product for a bulk state and an edge
state, with finite and zero t′ respectively. The product φA ·φB is directly proportional to the
current density in x-direction, since the current density operator for the Dirac Hamiltonian
is j(x) = evFσδ(xˆ − x). For the bulk state both wavefunctions and current profile are only
slightly changed for finite t′. The effect of finite t′ on the edge state is more significant.
Since for t′ = 0, the A-part of the edge state spinor vanishes identically, the resulting current
density is zero. A finite value of t′ leads to a finite A-part and thus to a current density
located at the edge. This qualitative difference has been pointed out in Ref. [61].
A.2.2 Resummation of short-range processes
We now derive the renormalization matrix (4.22), which arises due to short-range singularities
at zigzag edges with an edge potential, i. e. the generalization of Eq. (3.59) to the case of
finite t′. We start from the boundary matrix that we have obtained in Subsec. 2.2.2, namely
Eq. (2.55)
Pα = 1
2
(
1± τz ⊗ σz − it′σy ∓ t′τz ⊗ σx
)
, (A.19)
and insert it into Eq. (3.41) to get
Γ−1τ (k) = 1+
±τk − t′kE
2a(k)
− 1
2a(k)
[(±τkE− t′k)σx+i(kE∓ τt′k)σy+(±τt′kE−k)σz ] . (A.20)
Then we use the formula Eq. (3.54) to perform the inversion, yielding
Γτ (k) = a(k)
a(k)− t′kE ∓ τzk
[a(k) − t′kE]2 − k2
[
1− 1
a(k)
(kσz − ikEσy)(1 − Pα)
]
. (A.21)
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Figure A.1: Spinor entries φA/B, panels a) and b), and their product φA · φB, panels c) and d),
for a bulk state with k/kE = −1/2 and q/kE = −
√
3/2 [panels a) and c), cf. Eqs. (A.12) and (A.13)]
and for an edge state with k/kE = −1/2 [panels b) and d), cf. Eqs. (A.17) and (A.18)]. In panels a)
and b), orange lines correspond to φB and black lines to φA. Dashed lines stand for vanishing edge
potential, t′ = 0, solid lines for a finite value, namely t′ = 0.1. Further we consider the valley τ = +1
for this figure.
With that we get
Zα(k,−y′) = 2Γ(k)PαG0(k,−y′) = 2R(k)PαG0(k,−y′) , (A.22)
where we have defined the momentum-dependent renormalization matrix
R(k) = a(k) a(k) − t
′kE ∓ τzk
[a(k) − t′kE]2 − k2 . (A.23)
First we note that in the limit of t′ = 0, the expression for bare zigzag edges, Eq. (3.59),
is recovered. Furthermore we can read off from Eq. (A.23) the dispersion of the zigzag edge
state in presence of an edge potential. For this purpose we consider the values of kE for which
R−1 vanishes. We find that
lim
kE→k0
R−1τ ∼
‘ 0 ’
±sign(τk)− 1 with k0 = −
2|k|t′
1 + t′2
. (A.24)
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This means for ±τk < 0, the inverse renormalization matrix vanishes and thus Rτ diverges,
indicating an edge state in this case, in agreement with our results for the edge state in the
previous section, see Eq. (A.15). On the other hand, using L’Hospital’s rule we get
lim
kE→k0
R−1τ 6= 0 for ± τk > 0 , (A.25)
so that there is no divergence, as expected, since no edge states exist in this case.
A.3 Quantization of rectangular graphene billiards
Here we present an implicit expression for the energy eigenvalues of a graphene rectangle with
zigzag edges at y = 0 and y = Lac and armchair edges at x = 0 and x = Lzz, respectively.
We start from a linear superposition of a forward and a backward propagating eigenmode of
an armchair nanoribbon with edges at x = 0 and x = Lzz [80, 85]
Ψ(x, y) = α


(qm − ik)eiqmx
kEe
iqmx
kEe
−iqmx
(−qm + ik)e−iqmx

 eiky + β


(qm + ik)e
iqmx
kEe
iqmx
kEe
−iqmx
(−qm − ik)e−iqmx

 e−iky , (A.26)
where the qm are quantized according to
qm =
mpi
Lzz
−K, m ∈ Z . (A.27)
The spinors in Eq. (A.26) are solutions of the Dirac equation if
k2 + q2m = k
2
E . (A.28)
Now we impose the zigzag boundary conditions ψAτ (x, 0) = ψBτ (x,Lzz) = 0, which give the
two independent equations
(qm − ik)α + (qm + ik)β = 0 , (A.29)
eikLzzα+ e−ikLzzβ = 0 . (A.30)
These are solved for quantized knm that fulfill the transcendental equation
knm = −qm tan(knmLzz) , (A.31)
or with n occurring explicitly
knm =
1
Lzz
arctan(qm/knm)− pi
Ly
(
n+
1
2
)
. (A.32)
With that we have formally solved the problem, and the eigenenergies can be found e. g. by
solving Eq. (A.32) numerically.
A.4 Trace formula for the rectangular infinite mass billiard
In Subsec. 4.2.2 we have derived the trace formulae for the graphene disk billiard with infinite
mass type edges and the rectangular graphene billiard with armchair and zigzag edges. Here
we study in a sense the combination of both, namely the rectangular graphene billiard with
infinite mass type edges. For the two former cases, we have found excellent agreement of
the semiclassical DOS oscillations with the quantum results for both the shell effects due
to the shortest orbit contributions and the actual energy levels, see Figs. 4.4, 4.8 and Table
4.1. For the infinite mass rectangle, no analytical solution of the Dirac equation with the
corresponding boundary condition exists, to the best of our knowledge. When the infinite
mass boundary condition was derived by Berry and Mondragon, they already noted that,
while the one-dimensional infinite mass box is easily solved by a superposition of two plane
waves, “It is a curious fact, that the rectangular neutrino billiard cannot be quantized in
this way” [90]. In principle, our semiclassical theory can be used the obtain the DOS of this
system. However, as we illustrate below, the semiclassical DOS shows substantial deviations
from the results of numerical quantum simulations, when a large number of classical orbits
contribute. For the short orbit contributions we still find reasonable agreement.
As for the rectangle with ac and zz edges, we identify each classical periodic orbit with N
and M , the numbers of reflections from the bottom and the left edge of the billiard, respec-
tively. For the semiclassical trace formula we need then the trace of the pseudospin propa-
gator for an orbit (N,M) and the corresponding trace formula for rectangular Schro¨dinger
billiard, Eq. (4.77). From Eq. (3.94) we know that we get for each reflection effectively a fac-
tor i exp(iθiσz). Since the total number of reflections is always even for the classical periodic
orbits in the rectangle (cf. Fig. 4.6), no additional σz or τz occur. Therefore we get for the
trace [cf. also Eq. (4.99)]
TrKNM = 4(−1)N+M cos(θNM ) . (A.33)
Defining the repetition number r ∈ N, where r = 1 for primitive orbits and r ≥ 2 for repeated
primitive orbits, we have
(N,M) = (n r,m r) , (A.34)
with coprime integers n and m. The classical periodic orbits of the rectangular billiard can
be divided into two classes (cf. Fig. 4.6), namely such that enclose a finite directed area,
e. g. the orbits (r, r) or (3 r, r), and such that do not enclose a directed area, e. g. the orbits
(2 r, r) or (3 r, 2 r). One can show in general that if and only if n and m are both odd,
the corresponding orbit encloses a non-zero directed area [123]. Except for the bouncing
ball orbits, each classical periodic orbit can be divided into quadrilaterals with total interior
angles of 2pi each. Thus we get θNM = rpi if n and m are both odd, while θNM = 0 otherwise.
Therefore it follows that
TrKNM = 4(−1)r , (A.35)
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Figure A.2: Oscillating part of the density of states of a square graphene billiard with infinite mass
edges (Lx = Ly = L). a) Gaussian convoluted ρosc(kE) for ξ = 0.62/L (black solid line). The blue
dotted curves represent the result from the numerical solution of the Dirac equation by Viktor Kru¨ckl,
broadened correspondingly. b) ρosc(kE) without broadening (ξ = 0). We take all orbit families with
M,N ≤ 400 in the sum (A.36). Blue circles mark the positions of the numerically obtained quantum
energy levels.
and for the semiclassical trace formula we get
ρosc(kE) = LzzLac
√
8kE
pi3
∞∑
N=1
∞∑
M=1
(−1)rfNM√
LNM
cos
(
kELNM − pi
4
)
e−(ξLNM/2)
2
, (A.36)
with fNM as defined below Eq. (4.76) and
LNM = 2
√
N2L2x +M
2L2y . (A.37)
In Fig. A.2 we compare the oscillating part of the DOS obtained from the trace formula
(A.36) with quantum mechanical calculations. Since it exists no analytical solution for the
energy levels of the rectangle with infinite mass type edges, we compare our semiclassical
result with numerically obtained energy levels. The numerical calculations for Fig. (A.2)
have been performed by Viktor Kru¨ckl, using a wave packet propagation method [244] to
compute the bound state eigenenergies of the Dirac equation with a two-dimensional step
mass-potential. In panel a) we show the short orbit contributions to ρosc of a square L =
Lx = Ly with im edges, calculated with a damping of ξ = 0.62/L. In this case the semiclassical
result (solid black line) agrees reasonably with the numerical calculation (dotted blue curve).
The deviations are stronger than for the rectangle with ac and zz edges, see e. g. Fig. 4.8, which
can be partially explained by the fact that the system used for the numerical simulations is
not exactly identical to the rectangle with infinite mass edges. This is because the used step
potential is not infinitely high and also not infinitely steep, due to the discretization of the
two-dimensional space. In panel b) we show the results without level broadening, ξ = 0,
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summing over several thousands of classical orbits. Here the numerics (blue circles) does
not agree with the semiclassical result. In fact the semiclassical trace formula (solid line)
produces even peaks with negative sign, which is clearly an unphysical result.
Presently we are not aware of the reason why the semiclassical trace formula (A.36) fails
to approximate the quantum energy levels, while it describes the gross shell structure ap-
proximately. We believe that diffractive orbits that are not part of the standard semiclassical
description [51] might be important in the im rectangle. One hint in this direction is that
at the corners, which usually give rise to diffractive contributions, the boundary condition
is not well defined: The im boundary condition corresponds to the sublattice pseudospin
pointing in tangential direction at each boundary point, cf. Eq. (2.74), which is not defined at
the corners. Clearly more research is necessary to understand the seemingly simple problem
of the rectangular graphene billiard with im type boundaries.
A.5 Kubo conductivity for graphene
A.5.1 Derivation of the Kubo conductivity
Here we derive the expression (5.5) for the non-local conductivity of a graphene flake. Several
calculational steps are adapted from similar calculations in Ref. [245]. We start from the
effective Hamiltonian
H +HA = vFσ · p− evF σ ·A(xˆ, t) (A.38)
in presence of a time-dependent vector potential
A(x, t) = A(x, t)Θ(t− t0) . (A.39)
In order to avoid confusion, we denote the position operator by xˆ. The operator of the current
density at x is for the Dirac Hamiltonian formally given by
j(x) = evFσ δ(xˆ− x) , (A.40)
such that its expectation value for a state |Ψ〉 is
〈Ψ|j(x)|Ψ〉 = evF Ψ†(x)σΨ(x) . (A.41)
In terms of j, the potential term in the Hamiltonian (A.38) reads
HA = −evF σ ·A(xˆ, t) = −
∫
dxj(x) ·A(x, t) . (A.42)
Within linear response theory, the a-component of the local current response to the vector
potential is given by
δ〈ja(x, t)〉 = −1
~
∑
b
∫
d2x′
∞∫
∞
dt′ PRab(x,x
′, t− t′)Ab(x′, t′) , (A.43)
with the retarded current-current correlation function
PRab(x,x
′, t− t′) = −i〈[jIa(x, t), jIb (x′, t′)]〉0Θ(t− t′) . (A.44)
Here
jI(x, t) = eiHt/~j(x) e−iHt/~ (A.45)
is the current operator in the interaction picture. The brackets 〈. . .〉0 denote averaging with
respect to the thermodynamic ground state.
We now take the Fourier transform
PRab(x,x
′, ω) =
∫
dτeiωτPRab(x,x
′, τ) , (A.46)
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so that Eq. (A.43) reads
δ〈ja(x, t)〉 =
∫
dω
2pi
e−iωtδ〈ja(x, ω)〉 , (A.47)
where
δ〈ja(x, ω)〉 = −1
~
∑
b
∫
d2x′ PRab(x,x
′, ω)Ab(x
′, ω) (A.48)
is the current response in the frequency domain. For the Fourier transform of the electric
field
E(x, t) = −∂A(x, t)
∂t
(A.49)
we have E(x, ω) = iωA(x, ω) and thus
δ〈ja(x, ω)〉 =
∑
b
∫
d2x′ σ˜ab(x,x
′, ω)Eb(x
′, ω) , (A.50)
where we have defined the generalized conductivity
σ˜ab(x,x
′, ω) =
i
~ω
PRab(x,x
′, ω). (A.51)
For a dc measurement we need its real part for vanishing frequencies, i. e. the conductivity is
defined as
σab(x,x
′) = lim
ω→0
Re σ˜ab(x,x
′, ω) . (A.52)
In order to obtain the conductivity, we have to calculate the retarded current-current
correlation function. We start in the time domain, where with Eq. (A.45) we get
PRab(x,x
′, t− t′) = −i Θ(t− t′)
∑
λλ′
(ρλ−ρλ′)〈λ|ja(x)|λ′〉〈λ′|jb(x′)|λ〉 ei(Eλ−Eλ′)(t−t′)/~ . (A.53)
Here, |λ〉 are the eigenstates of H with eigenenergies Eλ and thermal occupation probability
ρλ. We transform P
R
ab to the frequency domain
PRab(x,x
′, ω) = −i
∞∫
0
dt
∑
λλ′
(ρλ − ρλ′)〈λ|ja(x)|λ′〉〈λ′|jb(x′)|λ〉 ei(Eλ−Eλ′+~ω+iη)t/~
= ~ e2v2F
∑
λλ′
ρλ − ρλ′
Eλ − Eλ′ + ~ω + iη
Ψ†λ(x)σaΨλ′(x)Ψ
†
λ′(x
′)σbΨλ(x
′)
=
e2
~
∫
dE′
2pi
∫
dE
2pi
ρ(E) − ρ(E′)
E − E′ + ~ω + iηTr
[
σaA(x,x′;E′)σbA(x′,x;E)
]
. (A.54)
Here we have identified ρ(E) = ρ(Eλ) = ρλ. Further we denote by η the positive imaginary
part of the frequency variable. Finally, we introduced the spectral function
A(x,x′;E) = 2pi~vF
∑
λ
Ψλ(x)Ψ
†
λ(x
′) δ(E − Eλ) = G(x,x′)−G†(x,x′) , (A.55)
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with the retarded Green function G, as defined in Eq. (3.1). Next we use the relation
lim
η→0
∞∫
−∞
dξ
f(ξ)
ξ − ξ0 + iη = P
∞∫
−∞
dξ
f(ξ)
ξ − ξ0 − ipi f(ξ0) , (A.56)
with the Cauchy principal value P, to obtain
PRab(x,x
′, ω) =
e2
~
∫
dE′
2pi
P
∫
dE
2pi
ρ(E)− ρ(E′)
E − E′ + ~ω Tr
[
σaA(x,x′, E′)σbA(x′,x, E)
]
(A.57)
− i e
2
2~
∫
dE′
2pi
[
ρ(E′ − ~ω)− ρ(E′)] Tr [σaA(x,x′, E′)σbA(x′,x, E′ − ~ω)] .
From Eqs. (A.51) and (A.52) we see that only the imaginary part of PRab is of interest for us.
Furthermore, we consider the dc limit ω → 0 from know on. One can show that in this limit
the term containing the principal value is real and therefore does not contribute to the dc
conductivity [245]. In thermodynamic equilibrium, the occupation probabilities are given by
the Fermi-Dirac distribution, and for low frequencies ω and temperatures T we have
ρ(E′ − ~ω)− ρ(E′) ω→0≈ −~ω∂ρ(E
′)
∂E′
T→0≈ ~ω δ(E′ − EF ) ,
(A.58)
and therefore
ImPRab(x,x
′, ω) ≈ −ω e
2
4pi
Tr
[
σaA(x,x′, EF )σbA(x′,x, EF )
]
.
(A.59)
Finally we get
σab =
1
~ω
ImPRab(x,x
′, ω → 0) = − e
2
4pi~
Tr
[
σaA(x,x′, EF )σbA(x′,x, EF )
]
. (A.60)
Since we want to use σab to calculate the conductance of graphene cavities, Eq. (5.4), we are
interested in the case of x and x′ lying in the leads. The product of spectral functions in
Eq. (A.60) leads to four terms of the form GG, G†G†, G†G and GG†. While the two latter
terms lead to the same result for the conductivity, in Ref. [134] the authors show that the
two former terms indeed vanish, if x and x′ lie in the leads.2 For the non-local conductivity
in Eq. (5.4), we thus have
σab =
e2
2pi~
Tr
[
σaG(x,x
′)σbG
†(x,x′)
]
, (A.61)
where the Green functions have to be evaluated at the Fermi energy. A similar formula has
been presented in Ref. [246].
2Note that such terms would anyway not contribute to averaged quantities in the semiclassical limit we
are working in throughout Chaps. 5 and 6. This is because instead of length differences as in Eq. (5.6), terms
that origin from GG or G†G† lead to the sum of lengths, and thus always to rapidly oscillating exponentials
that vanish on average.
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A.5.2 Fisher-Lee relation and Landauer formula
First we derive an equation that connects the Green function of a scattering system to the
elements of its scattering matrix via projection on the lead channels, i. e. a graphene version
of the Fisher-Lee relations [175]. To this end we define the wavefunction of a graphene lead
in channel m as
Ψ±m(x) = e
±i|km|x ψ±m(y) , (A.62)
where x and y are the local coordinates of the lead, such that the positive x-axis points
away from the scattering system. The signs ± denote propagation in positive (i. e. outgoing
modes) and negative (i. e. incoming modes) x-direction. While the transverse wavefunctions
ψ(y) of states with different m are orthogonal in the case of the Schro¨dinger equation without
magnetic field, this is in general not the case for graphene. However, the current operator is
still diagonal in this subspace (as for the Schro¨dinger equation with a magnetic field [176]),
namely for wavefunctions normalized to unit flux we have∫
C
dy ψ±†m′ (y)σx ψ
±
m(y) = ±
δmn
vF
, (A.63)
∫
C
dy ψ∓†m′ (y)σx ψ
±
m(y) = 0 , (A.64)
where C is the corresponding lead cross-section. To see this we consider two eigenmodes m
and m′ that fulfill the Dirac equation
(σx km + σy py/~)|ψm〉 = kE|ψm〉 , (A.65)
〈ψm′ |(σx km′ + σy py/~) = kE〈ψm′ | . (A.66)
We multiply the first equation with 〈ψ′m| from the left and the second with |ψm〉 from the
right and subtract the resulting equations to get
(km′ − km)〈ψm′ |σx|ψm〉 = 0 . (A.67)
Then Eqs. (A.63) and (A.64) follow directly: If km′ − km 6= 0, the matrix element has to
vanish. Note that m 6= m′ does not necessarily imply km′−km 6= 0, e. g. for metallic armchair
leads or if one considers spin degenerate modes. However, in this case one can construct an
orthogonal basis in the degenerate subspace so that the above still holds.
Now we consider a scattering system that is connected to an arbitrary number of leads.
If an electron enters from lead b in the mode m′, the wavefunction in the asymptotic region,
i. e. far away from the scatterer, reads
Φ(x) =


Ψ−m′(xb) +
∑
m
r
(b)
mm′ Ψ
+
m(xb) x ∈ lead b∑
m
t
(ab)
mm′ Ψ
+
m(xa) x ∈ lead a 6= b ,
(A.68)
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where the sums run over all propagating modes m in the corresponding lead. On the other
hand the equation of motion for the retarded Green function, Eq. (3.1), gives
Φ(x) =
∫
V˜
d2x′ G(x,x′)(kE − iσ · ←−∇x′ + iη)︸ ︷︷ ︸
=δ(x−x′)
Φ(x′) , (A.69)
with
←−
∇x′ acting to the left on the second argument of G. Here V˜ is a region in space that
includes the scatterer completely, and its boundary ∂V˜ intersects the leads perpendicularly
in the asymptotic region. Integration by parts then leads to
Φ(x) = i
∫
Ca
dy′aG(x,x
′
a)σxa Ψ
−
m′(x
′
a) , (A.70)
where xˆa is the unit vector normal to the boundary ∂V˜ at the point x′. To obtain Eq. (A.70)
we have used that in the asymptotic region the retarded Green function contains only outgoing
waves and can be expanded as [176]
G(xa,x
′
b)
x′b→∞−→
∑
m
bm(xa)ψ
−†
m (x
′
b) . (A.71)
Further we employed the current orthogonality relations (A.63) and (A.64). Now we multiply
Eqs. (A.68) and (A.70) with the appropriate outgoing wavefunction in lead a and use again
Eq. (A.63) to project out the transmission amplitude, yielding the graphene version of the
Fisher-Lee relations (see also Ref. [247])
t
(ab)
mm′ = ivF
∫
Ca
dya
∫
Cb
dy′bΨ
+†
m (xa)σxa G(xb,x
′
a)σxb Ψ
−
n (x
′
b) . (A.72)
Following Ref. [176], we can now derive the Landauer formula for graphene, that expresses
the conductance as a sum over transmission probabilities of the individual propagating modes
in the leads. First we note that, in analogy to Eq. (A.71), the advanced Green function in
the asymptotic region can be constructed solely out of incoming modes [176]. Thus for the
retarded Green function it follows
G†(x′b,xa)
xb→∞−→
∑
m′
dm′(xa)ψ
+†
m′ (x
′
b) ⇒ G(xa,x′b) xa→∞−→
∑
m′
ψ+m′(xa) d
†
m′(x
′
b) , (A.73)
and in combination with Eq. (A.71) we have
G(xa,x
′
b)
xa,x′b→∞−→
∑
mm′
fmm′ψ
+
m′(xa)ψ
−†
m (x
′
b) . (A.74)
Inserting this into Eq. (A.72) and applying Eq. (A.63) twice, gives for the coefficients fmm′ =
ivF t
(ab)
mm′ . We insert the resulting expansion into the linear response expression for the non-
local conductivity, Eq. (5.5), and finally use Eq. (A.63) again twice to obtain in combination
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with Eq. (5.4) the Landauer formula
gab =
e2
h
∑
mm′
|tabmm′ |2 . (A.75)
In a similar way, one can start from the Landauer formula and derive Eq. (5.4) using the
Fisher-Lee relation. We demonstrate the idea on another example, namely we derive Eqs. (5.85)
and (5.86). To this end we use the relation
∑
m′
∫
C
dy˜ ψ±m′(y)ψ
±†
m′ (y˜)σx ψ
±
m(y˜) = ±
ψ±m(y)
vF
, (A.76)
which follows directly from Eq. (A.63). Starting from Eq. (A.72) we define tmm′ = t
(ab)
mm′ and
get
Tr(tt†tt†) =
∑
m,n∈a
o,p∈b
tmo t
∗
no tnp t
∗
mp = v
4
F
∫
Ca
dy1 . . . dy4
∫
Cb
dy5 . . . dy8 (A.77)
× ψ+†m (y1)σxa G(x1,x5)σxb ψ−o (y5) ψ−†o (y6)σxb G†(x2,x6)σxa ψ+n (y2)
× ψ+†n (y3)σxa G(x3,x7)σxb ψ−p (y7) ψ−†p (y8)σxb G†(x4,x8)σxa ψ+m(y4) .
With the structure of the Green function (A.74), we can use Eq. (A.76) four times and obtain
Eqs. (5.85) and (5.86) after renaming the integration variables
Tr(tt†tt†) =
∫
Ca
dy1dy2
∫
Cb
dy′1dy
′
2 Tr
[
σxaG(x1,x
′
1)σxbG
†(x2,x
′
1)σxaG(x2,x
′
2)σxbG
†(x1,x
′
2)
]
.
(A.78)
A.6 Effects of smooth bulk disorder on the Green function
We discuss the effects of weak bulk potential disorder that is smooth on the lattice scale
on the semiclassical graphene Green function. Such long range potentials do not lead to
intervalley scattering, so that in the effective Dirac theory we can account for them by an
additional diagonal term HV in the Hamiltonian [72]. The full Hamiltonian is then given by
Hd = H +HV = vF τ0 ⊗ σ · p+ ~vF τ0 ⊗ σ0 V (x) , (A.79)
where V (x) varies slowly on the scale of the lattice constant a.
First we derive the disorder averaged semiclassical Green function of a chaotic graphene
flake. To this end we make the very same ansatz as for the clean case [see Eq. (3.4)]
〈Gd〉(x,x′) = 〈G0,d〉(x,x′)−
∫
∂V
dσβ 〈G0,d〉(x,β) iσnβ µ(β,x′) , (A.80)
where G0,d denotes the Green function of infinitely extended graphene with a given disorder
configuration d, and the brackets 〈 〉 represent the impurity averaging.3 For smooth potentials,
the discontinuity of the Green function in Eq. (3.9), and consequently also the MRE, given
by Eqs. (3.13) and (3.14), remain unchanged, except that the free Green function has to be
replaced by its impurity averaged version. This leads to
〈Gd〉(x,x′) = 〈G0,d〉(x,x′) +
∞∑
N=1
〈GN,d〉(x,x′) , (A.81)
with
〈GN,d〉(x,x′) = (−2)N
∫
∂V
dσαN . . .dσα2dσα1〈G0,d〉(x,αN )iσnαN PαN (A.82)
. . . iσnα2Pα2〈G0,d〉(α2,α1)iσnα1Pα1〈G0,d〉(α1,x′) .
For the impurity potential V , we assume a sum of Ni Gaussians that are centered at random
positionsXj . The width of the individual Gaussians is δ and their heights uj are uniformingly
distributed in the interval [−u, u], leading to
V (x) =
Ni∑
j=1
uj
2piδ2
exp
[
−(x−Xj)
2
2 δ2
]
. (A.83)
The semiclassical free Green function for the Hamiltonian Hd has been derived in Ref. [107].
Under the assumption that the potential is very weak, so that the classical orbits remain
essentially unaffected, it is given by
Gsc0,d(x,x
′) = Gsc0 (x,x
′) exp
[
i
δS(x,x′)
~
]
, (A.84)
3We denote G0,d still as ‘free Green function’ since the system boundary is not included.
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with
δS(x,x′) =
~
2
∫
γ
dσq
1
kE − V (q)
[
x− x′
|x− x′| ×∇V (q)
]
z
, (A.85)
and G0 is the free Green function in the clean case, i. e. without disorder, as given in Eq. (3.72).
If the distance between x and x′ is much larger than δ, the action difference δS follows a
random walk and the phase is accumulated in a Gaussian way, so that [248]
〈G0,d〉 (x,x′) = G0(x,x′)
〈
exp
[
i
δS(x,x′)
~
]〉
= G0(x,x
′) exp
[
i
〈
δS2
〉
(x,x′)
2~2
]
, (A.86)
with 〈
δS2
〉
(x,x′) =
~
2
4
∫
γ
dσq
∫
γ
dσq′ C(q, q
′) (A.87)
and
C(q, q′) =
〈[
cosϕx,x′Vy(q) − sinϕx,x′Vx(q)
] [
cosϕx,x′Vy(q
′)− sinϕx,x′Vx(q′)
]
[kE − V (q)] [kE − V (q′)]
〉
. (A.88)
Since the disorder is weak, we assume u kE, and thus expand the denominator in C(q, q′)
in powers of u/kE . Taking only the leading order term, we get
C(q, q′) ≈ 1
4k2E
(
cosϕ2x,x′
〈
Vy(q)Vy(q
′)
〉
+ sinϕ2x,x′
〈
Vy(q)Vy(q
′)
〉
(A.89)
− sinϕx,x′ cosϕx,x′
〈
Vx(q)Vy(q
′)
〉− sinϕx,x′ cosϕx,x′ 〈Vy(q)Vx(q′)〉) .
Assuming that the potential heights are uncorrelated, 〈uiuj〉 = u2δij , we obtain for example
for the last term
〈
Vy(q)Vx(q
′)
〉
=
u2
4pi2δ8|V|
Ni∑
j=1
∞∫
−∞
dXj
∞∫
−∞
dYj (qy − Yj)(q′x −Xj)
× exp
{
− 1
2δ2
[
(q −Xj)2 + (q′ −Xj)2
]}
. (A.90)
All the occurring integrals are of Gaussian type and can be performed analytically, so that
we end up with
〈
Vx(q)Vx(q
′)
〉
=
niu
2
[
2δ2 − (qx − q′x)2
]
16piδ6
exp
[
−(q − q
′)2
2δ2
]
, (A.91)
〈
Vy(q)Vy(q
′)
〉
=
niu
2
[
2δ2 − (qy − q′y)2
]
16piδ6
exp
[
−(q − q
′)2
2δ2
]
, (A.92)
〈
Vx(q)Vy(q
′)
〉
=
〈
Vy(q)Vx(q
′)
〉
= −niu
2(qx − q′x)(qy − q′y)
16piδ6
exp
[
−(q − q
′)2
2δ2
]
, (A.93)
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with the density of impurities ni = Ni/|V|. Since we have assumed that the classical orbits
γ remain unchanged by the potential, they are still straight lines between initial and final
point, and we have
cosϕx,x′ = − qx − q
′
x
|q − q′| , sinϕx,x′ = −
qy − q′y
|q − q′| . (A.94)
Hence, all direction-dependent terms in Eq. (A.89) cancel and we get
〈
δS2
〉
(x,x′) ≈ ~
2niu
2
32δ4pik2E
∫
γ
dσq
∫
γ
dσq′ exp
[
−(q − q
′)2
2δ2
]
. (A.95)
For one of the integrals, we can push the integration limits to infinity, because |x− x′|  δ.
Then the remaining integral gives the distance |x− x′|, and
〈
δS2
〉
(x,x′) ≈ ~
2niu
2|x− x′|
16 δ3
√
pik2E
. (A.96)
With this we get for the disorder averaged free Green function in the semiclassical limit〈
Gsc0,d
〉
(x,x′) = Gsc0 (x,x
′)e−|x−x
′|/2lsc , (A.97)
and the mean free path
lsc =
4δk2E√
piC0
, C0 =
u2ni
4piδ2
. (A.98)
Interestingly, lsc is equal to the transport mean free path not the elastic mean free path ob-
tained from quantum calculations in the Boltzmann limit for a weak potential with Gaussian
correlation [249, 250]. This is surprising, since for obtaining the transport mean free path,
usually disorder averaged products of two Green functions are required. The semiclassical
analysis for the Schro¨dinger case analog to our discussion above, gives the elastic mean free
path [248].
For smooth potentials, the evaluation of Eq. (A.82) in the semiclassical limit is performed
as for the clean case, except that G0 has to be replaced by its impurity averaged version
(A.97). Thus each summand in the semiclassical Green function (3.83) for a graphene cavity
acquires a damping factor exp (−Lγ/2lsc), leading to
〈Gscd 〉 (x,x′) =
~vF
2
∑
γ(x,x′)
|Dγ |√
2pi~3
eikELγ+iµγpi/2e−Lγ/2lsc Kγ . (A.99)
In the trace integral (4.35), the damping factors do not alter the stationary phase points,
so that also in the trace formula (4.42) every periodic orbit contribution is weighted with a
factor exp (−Lγ/2lsc), which improves convergence of the semiclassical trace formula. With
that we get also the effect of the weak disorder on the spectral form factor of chaotic graphene
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billiards. In the semiclassical expression for F (t), Eq. (4.82), it leads to a t-dependent damping
of each orbit pair contribution, namely
〈Fd〉 (t) ≈ e
−tTH/Tsc
4TH
〈∑
γ,γ′
AγA
∗
γ′Zγ,γ′ e
ikEδLγ,γ′ δ
(
T − Tγ + Tγ′
2
)〉
kE
, (A.100)
where we used that only pairs with (Tγ + Tγ′)/2 = T contribute due to the delta function,
and we defined Tsc = Lsc/vF . Therefore all results for FD(t) and FL(t) throughout Sec. 4.3
obtain a factor exp (−tTH/Tsc) due to the weak bulk disorder. For the effects of bulk disorder
on the conductance, the impurity averaged single particle Green function is not sufficient,
but rather one has to consider impurity averaged products of Green function, which is beyond
the scope of this work.
A.7 Edge magnetism - generalized results for weak localiza-
tion
We generalize the two main results of Sec. 6.2, namely Eqs. (6.19) and (6.34), dropping the
assumption of small Wsa/|∂V|.
In-plane edge magnetic moments
We start from the averaging of the spin contribution to the pseudospin trace Eq. (6.17).
〈Y sγ,γ×〉(T ) =
∞∑
n=0
〈Y sγ,γ×〉(n) pn(N) . (A.101)
Inserting 〈Y sγ,γ×〉 from Eq. (6.14) and pn from Eq. (4.120) with Wac replaced Wsa, we get
〈Y sγ,γ×〉(T ) = 1− exp(−2T/Tsa) + exp(−T/T+sa) + exp(−T/T−sa) , (A.102)
with [cf. Eq. (4.124)]
T−1sa = −
vF |∂V|
2pi|V| ln
(
1− 2Wsa|∂V|
)
(A.103)
and
T±−1sa = −
vF |∂V|
2pi|V| ln
(
1− (1± 〈e2iς〉) Wsa|∂V|
)
. (A.104)
With Eq. (A.102) inserted into Eq. (6.16), we obtain for the WL correction
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
(
1
1 + Td/TB
− 1
1 + 2Td/Tsa + Td/TB
(A.105)
+
1
1 + Td/T
+
sa + Td/TB
+
1
1 + Td/T
−
sa + Td/TB
)
.
Note that for small Wsa/|∂V| the spin scattering rates above become
T−1sa ≈
vFWsa
pi|V| and T
±−1
sa ≈
(
1± 〈e2iς〉) vFWsa
pi|V| , (A.106)
and we recover Eqs. (6.17), (6.18), and (6.19).
Unpolarized edge magnetic moments
In the same way as for the in-plane case, we insert Eq. (6.25) into Eq. (A.101) to get
〈Y sγ,γ×〉(T ) = 3 exp(−2T/T ∗sa)− exp(−2T/Tsa) , (A.107)
with Tsa as defined in Eq. (A.103) and
T ∗−1sa = −
vF |∂V|
2pi|V| ln
(
1− 2Wsa
3|∂V|
)
. (A.108)
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For the WL this leads to
〈gL〉/g0 ≈ − MaMb
(Ma +Mb)2
(
3
1 + 2Td/T ∗sa + Td/TB
− 1
1 + 2Td/Tsa + Td/TB
)
. (A.109)
Also here we recover Eqs. (6.33) and (6.34) if we neglect terms of quadratic and higher order
in Wsa/|∂V|.
Thus, apart from the definition of the spin scattering time scales, the results of Eqs. (A.105)
and (A.109) are identical to the approximate results of Sec. 6.2, Eqs. (6.19) and (6.34).
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