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Abstract
In this paper an approach of Semantic Knowledge Extraction (SKE), from a set of research papers, is proposed to develop a system
Summarized Research Article Generator (SRAG) which would generate a summarized research article based on the query given by
a user. The SRAG stores the semantic knowledge extracted from the query relevant papers in the form of a semantic tree. Semantic
Tree stores all the textual units with their score in nodes organized at different levels depending on their type such as at the bottom
leaf nodes keep the words with its probability, the upper level of it represent sentences with its score, next to it paragraphs, segments
and so on. Scores of all the entities are calculated in bottom to up manner, ﬁrst score of words are calculated, based on words
sentences are ranked and similarly all the higher levels of the knowledge tree would be scored. A method of Bayesian network
is used to generate a probabilistic model which would extract the relevant information from the knowledge tree to generate a
summarized article. To maintain coherency, the summarized document is generated segment-wise by combining the most relevant
paragraphs. Abstract of a generated summary is shown as a sample result. To show the effectiveness of the algorithm, an intrinsic
evaluation strategy, degree of representativeness (DOG) is used. DOG gives on average 50% of relevance of the summary with the
source. It’s been observed that the proposed approach generates a comprehensive and precise papers.
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1. Introduction
The task of Multi-Document Summarization (MDS) is to produce concise and comprehensive summary to provide
the major information for a set of document (e.g. news articles, research articles)1. Multi Document Summarization
would be useful for the users to quickly understand the central idea of document collection, and it has been shown
that multi document summarization could also be used to improve the performance of information retrieval systems2.
MDSs can be categorized in two classes. First one is query-biased MDSs where the generated summary is biased
according to the given query. On the other hand If summary is focused on a particular topic or concept, they come
under the category of topic-focused MDS.
Based on the past implementations of MDS, there are two main fundamental approaches for the summarization:
extractive approaches and abstractive approaches3. Extractive approaches are statistical in nature and most widely
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Fig. 1. Basic Architecture of Proposed Multi Document Summarizer.
used for the summarization. These approaches rank the sentences or paragraphs based on some importance measure to
compose the summary. On other hand abstractive approaches promise to produce a summary which is more like human
generated summaries. But the abstractive approaches are restricted by the development in the area of natural language
understanding and generation. In this paper, we discuss the generic extractive approach to generate summaries from
cluster of related documents.
A summary should be properly ordered to avoid the obscurity and to improve the quality/reliability of the content.4
has shown empirically that proper order of sentences improve the readability signiﬁcantly.5 had proved experimentally
that time consumption in reading is highly correlated with arrangement of paragraphs and sentences in the summary.
Hence the content of the summary has to be coherent and consistent. It is possible only when constituent of summary
might point towards a single concept.
In this paper, a graph based approach has been studied for constructing SRAG system. Indeed, lots of graph-based
methods have been proposed for extractive summarization in the past.6 introduced a novel stochastic graph-based,
LexRank, which ranks the textual units relatively for multi-document summarization. LexRank ranks the sentences
based on the concepts of eigenvector centrality obtained from the graph representation of sentences. Authors in7 have
also purported the the ability of graph based eigenvector centrality algorithm for multi-document summarization. A
baysian network based summarization approach has been evaluated in this paper. Our method of MDS has divided the
task into two separate subtask. First one is the extraction of semantic knowledge in tree structure from the corpus. In
second part, this semantic knowledge is going to be used for the summarization through drawing a Bayesian network
of terms and paragraphs. All components of the proposed MDS are described in detail in the next section of Proposed
Approach. Section 3, described the used dataset and abstract of a sample paper generated by the implemented model.
Finally, some conclusive remarks with future possibilities are given.
2. Proposed Approach
2.1 Overview
The architecture of the approach is shown in Fig. 1. Initially, a corpus has been formed by collecting various research
articles, papers and journals related to different topics. A semantic knowledge is constructed consisting of weighted
textual content in the form of a tree of all the research papers found relevant to the given user query (keywords/a
short abstract). The semantic knowledge is described brieﬂy in the next subsection B. knowledge representation. The
relevant papers (cluster of similar documents) are selected on the basis of ranking their abstract with reference to the
given user query using Naive Bayes classiﬁcation. In short, Summary is going to be generated by applying a proposed
extractive approach on the collected dataset basically based on the user’s query which could be either a set of keywords
or a small abstract.
Formally, SRAG’s approach could be imitated with the help of provided pseudo code in the Fig. 2. SRAG takes
the user query q and complete set of papers P as input. Using the Naive Bayes NB10 approach, all the papers are
ranked and top 10 would be selected in the summarization. Paper’s abstract is used in the process of ranking. Semantic
Knowledge K , stored in the form of tree, is being generated from the selected relevant papers, is described in detail in
the next subsection B . Score in the SK tree is measured by a Bayesian network approach described in C subsection.
Next, RankPar Seg() will rank the paragraphs segment-wise and top few of them would be considered to construct
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Fig. 2. SRAG’s Algorithm.
the summary. Considering an abstract’s property of representing the entire content, a 10 line abstract is generated from
the selected paragraphs belong to all the segments. At last a summarized article would be return combining abstract
with all the segments.
Segmentation of documents (research articles, papers etc.) is required to split into possible segments for generating
the semantic knowledge tree. Generally, the format followed in writing research papers and articles are quite similar in
terms of structure. Most of the research documents ordered in the segments of title, abstract, introduction, related work,
proposed approach, experimental details and at last conclusive remarks. Further, the task of segmentation is applied
on each document and respective segments combined together. Finally, after combining the common segments of all
documents, a single large document will be generated which would be used in the formation of semantic knowledge
tree and would have the necessary content for the summary generation.
In the extractive way of summarization, the important part is how accurately textual units are being ranked8. The
segmented documents which are already collected in the last phase, now required to be stored in the knowledge tree, so
that the proper ranking would be implemented on all text units like sentences or paragraphs existing at various levels.
The goal of this paper is to generate a summary which will be quite like a research article, means summary will have
the sections which are part of a general research article, e.g. abstract, introduction, related work, proposed approach,
experimental details and conclusion.
At the last step of summarization, top ranked textual units under each section are extracted in order to generate the
summarized paper. To avoid the redundancy in the summary, not only top ranked textual units are selected, but those
textual units must also be uneven to each other. The same procedure will be followed at each segment except the
abstract part. The reason is that fundamentally abstract represents the gist of the entire article. So, the abstract would be
created based on the partially generated summary by implementing a general single document summarization (SDS).
This time summarization would be done at sentence level. All the sentences would be extracted from the whole paper
and ranked and top few of them would be included in abstract. Further subsections will present a thorough version of
all the components of the MDS.
2.2 Knowledge tree construction
Extractive summaries’s quality e.g. readability, coherency is depends on howmuch robust knowledge base is, which
used to store the retrieved information from the set of documents. Robustness means that the knowledge attained by
some expert or stimulated from a set of data should be represented in such a way that it is easily understandable
by the human and efﬁciently implementable in the computer9. So the knowledge representation must have some
characteristics to be followed. These characteristics are good expressiveness, prcised, unambiguous, effective, efﬁcient
and independent of the context10.
In this paper, an approach to generate semantic knowledge tree for storing and representing knowledge retrieved
from several documents is proposed. Semantic knowledge tree is constituted through combining various segments
of multiple documents. It’s quite difﬁcult to partition the document if boundaries of segments are not obvious. Flow
of words are not same through the entire document. For the appropriate knowledge extraction, document has to be
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Fig. 3. Division of Paper into Segments based on Headings.
Fig. 4. Structure of Semantic Knowledge Tree.
partitioned properly at point where words variation is high11. As the research documents already divided into several
sections, they just have to be parsed and partitioned according to the order of headings as in Fig. 3.
The knowledge is extracted from the segments of all the documents and represented it in easily understandable and
usable tree structure. Hierarchical representation of knowledge is utilized to cluster the segments depending on the
type of segment to which they belong as in Fig. 4. This combined knowledge structure is used to generate a precise
and comprehensive summary. The reasoning behind using the hierarchical Knowledge Representation (KR) is that the
importance of textual units is easily estimated in bottom-top manner12. The knowledge ﬂow from bottom to top as
score of each node except leaf node is calculated by considering the scores of child nodes. So for the generation of tree
each document is partitioned into segments further into paragraphs and sentences and so forth. This process would be
repeated till the level of word extraction is reached. Nodes of the tree are ranked in bottom to top manner. Word would
be scored ﬁrst by tf-idf value.
id f (w) = log N
d f (w) (1)
N = No. of Documents, d f (w) = No. of Documents containing word w
t f − id f (w) = t f (w) ∗ id f (w) (2)
t f (w) = No. of occurrences of word w
In continuance sentences are ranked just by summing up each word’s score. Based on the rank of sentences,
paragraphs will be scored and ﬁnally all the documents get ranked in the same way.
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Fig. 5. Bayesian Network Formed between Term Nodes and Paragraph Nodes.
2.3 Bayesian network based scoring
The decision for paragraph selection is done with forming a Bayesian network of these paragraphs. Bayesian
network is one among the family of probabilistic graphical models (GMs)13. These graphical models represent
knowledge in form of interdependence among several random variables. These random variable are nothing but the
corresponding nodes in the network. While the edges between two nodes represent the probabilistic dependency
between them. These conditional probabilities are often estimated by known computational and statistical methods.
Bayesian network has two components:
• Directed acyclic graph (DAG)
• Condition probability table for each variable
More formally, a Bayesian network B would be deﬁned as a pair of < G, > where G is the directed acyclic graph
whose nodes are random variable X1, X2, X3, . . . , Xn and whose edges represent conditional dependence between
two random variables14. The second component of pair  denotes the set of those dependence probabilities among the
nodes. The set contain parameters like θXi |πi = PB(Xi |πi ) showing probability of Xi conditioned on πi .
A Bayesian network B is generated between paragraphs and terms as shown in Fig. 5. DAG G of this network
constructed through connecting the paragraph nodes with the term nodes if the term belongs to that paragraph. Tf-idf
of term is used to estimate the weight of the edges to formalize the second component  of the Bayesian network.
The probability of the paragraphs are calculated by the following formula:
PB(p j ) =
k∏
i=1
p j |πi (3)
Paragraphs are sorted based on the probability calculated by using equation 3. Segment wise sufﬁcient number of
paragraphs are selected randomly from the 10–15 top ranked paragraphs. Similarly, all other segments would also
be produced to design the overall summary. At the last abstract is generated. Abstract is composed from the content
of partially generated summarized paper in previous step, rather than using the abstract of the papers in the dataset
because abstract has to represent idea of the entire article. Few samples of the generated summary has been shown in
the result section.
3. Summarization Results & Evaluation
Maintaining coherency through the entire summary is a challenging task in ﬁeld of multi document summarization.
The reason is informations which come from different sources, do not show the required lucidity and coherency. At the
low level of granularity in the knowledge tree (words) coherency would be lowest, but as we go higher at sentence
level, paragraph level and so forth, better coherency level could be attained. To obtain sufﬁcient level of coherency
and lucidity, paragraphs are used in generating summary. A paragraph’s importance depends upon its constituents like
the score of words and sentences. Therefore, A paragraph is to be more important if it contains top ranked words and
sentences of the collection. Consequently, the goal is to extract segment-wise highly ranked paragraphs.
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Fig. 6. Abstract of a Summarized Research Paper Generated on the Topic of Artiﬁcial Intelligence.
Table 1. List of Papers used in Generating the Summarized Article (whose abstract is given in Fig. 6).
Paper’s Title
Document Clustering using Concept Space and Cosine Similarity Measurement Web Link
From Numbers to Symbols to Knowledge Structures: Artiﬁcial Intelligence Perspectives on the Classiﬁcation Task Web Link
Optimization of Integrated Circuits using an Artiﬁcial Intelligence Algorithm Web Link
Optimization of Integrated Circuits using an Artiﬁcial Intelligence Algorithm Web Link
A Cognitive Approach to Artiﬁcial Intelligence Research Web Link
Artiﬁcial Intelligence for Conﬂict Management Web Link
Teaching Introductory Artiﬁcial Intelligence Using a Simple Agent Framework Web Link
An Application of Artiﬁcial Intelligence to Object Oriented Performance Design for Real-Time Systems Web Link
Dimensionality Reduction in Webpage Categorization Using Probabilistic LSA and Adaptive General Particle Swarm Optimization
Web Link
Ontology-based Unstructured Information Organization and Retrieval Web Link
For evaluating the proposed MDS approach a dataset has been made manually by collecting some research articles,
papers on following categories: Artiﬁcial Intelligence, Cognition, Computer Vision, Cryptography, Data Mining,
Document Summarization, Image Processing, Information Retrieval, Statistical Machine Translation and Wavelet
Transform. Each category consists of 25 documents. Based on the query given by a user, relevant documents would
be selected form the knowledge tree and combined together segment wise. Abstract part of an summary generated by
the summarizer is shown below on Artiﬁcial Intelligence topic in Fig. 6. Table 1 presents the list of title of the papers
being selected by the approach during the summarization process.
To evaluate a summarizer is always been a challenging task in the ﬁeld of multi document summarization due
to unavailability of a common generalized reference needed to compare the result of it. Possibility of countless
measures on which the quality of a summary could be evaluated, makes the task intractable. Despite this some
general evaluation strategies has been developed and employed by people widely. They are categorized in two groups:
Intrinsic and extrinsic1. Intrinsic evaluation strategy test the approachwith itself. On the other hand extrinsic evaluation
strategy evaluates with respect to some other system’s result. Further, there are two types of intrinsic evaluation
strategies proposed and used: Quality based evaluation and informativeness evaluation. Quality of an summary is an
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Table 2. Segment-wise Degree of Representativeness Values (%) (Avg. of 10 instances on each topic).
Topics Introduction(%) Proposed Approach(%) Experimental Details(%) Conclusion(%)
Artiﬁcial Intelligence 65 57 37 31
Cognition 71 62 48 37
Computer Vision 62 59 33 39
Cryptography 66 49 30 41
Data Mining 68 53 43 35
Document Summarization 70 64 45 46
Image Processing 61 54 32 29
Information Retrieval 69 61 35 28
Statistical Machine Translation 59 46 36 38
Wavelet Transform 58 51 31 27
insufﬁcient measure of determining its content-based relativity with the source, as there is a very obvious possibility
that beautifully-written summary could be an useless and incorrect one. Hence, informativeness evaluation strategy
got preference over evaluation methodologies. Content-based evaluation is one of the promising methodology in
measuring informativeness of an summary, through determining degree of representativeness with the source. Degree
of representativeness (DOR) treats the generated summary as query to extract sentences from set of similar documents
combinedly used previously for the corresponding summary generation. A higher value of DOR implies a summary to
be comprised of a signiﬁcant part of those source documents. It means the generated summary represents those source
documents in terms of DOR. Table-2 shows the DOR values of all the segments (e.g. Introduction, Proposed approach)
of resulted summarized article generated in all the topics (e.g. Artiﬁcial Intelligence, Cognition, Cryptography).
4. Conclusions
In this paper, A Bayesian network based approach is described to use the concepts of multi document summarization
with various information retrieval techniques for generating a summarized scientiﬁc article using content of several
research papers. A novel method of knowledge representation is proposed to build a semantic knowledge tree to store
and represent retrieved the information at several level such as word level, sentence level, paragraph level and so on.
The score estimation is done in bottom-upmanner. The proposedMDS is a kind of query-biased extractive summarizer
which retrieves the relevant content from the knowledge tree based on its score. In the presented Bayesian Network
method, words are considered to be independent of each other, scored individually by tf-idf. Two words could be
compared by analysing their spatial positions in the document for example few words always come together (e.g.
Wavelet Transform, pattern recognition). Fourier analysis11 and wavelet15 may be utilized to ﬁnd the spatial relativity
for a set of words. Two words will be closely related if both occur together most of the time in a document. Spatial
information based retrieval content could possibly generate better summaries.
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