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Abstract: Graph energy is the energy of the matrix representation of the graph, where the energy
of a matrix is the sum of singular values of the matrix. Depending on the definition of a matrix,
one can contemplate graph energy, Randic´ energy, Laplacian energy, distance energy, and many
others. Although theoretical properties of various graph energies have been investigated in the
past in the areas of mathematics, chemistry, physics, or graph theory, these explorations have been
limited to relatively small graphs representing chemical compounds or theoretical graph classes
with strictly defined properties. In this paper we investigate the usefulness of the concept of graph
energy in the context of large, complex networks. We show that when graph energies are applied
to local egocentric networks, the values of these energies correlate strongly with vertex centrality
measures. In particular, for some generative network models graph energies tend to correlate
strongly with the betweenness and the eigencentrality of vertices. As the exact computation of these
centrality measures is expensive and requires global processing of a network, our research opens
the possibility of devising efficient algorithms for the estimation of these centrality measures based
only on local information.
Keywords: Graph energy, Randic´ energy, Laplacian energy, egocentric network, vertex centrality
measures
1. Introduction
Matrix energy is a concept well established in mathematics [1], with several practical
applications in other areas of science, such as physics and chemistry [2,3]. Since matrices are
ubiquitous in the field of complex networks, it is natural to consider the usefulness of matrix energies
in the context of networks. Complex networks, and social networks in particular, exhibit several
interesting topological characteristics (dynamics, heterogeneity, high transitivity, relatively short
average distances between vertices, degree associativity) and these characteristics vary significantly
between individual vertices of a network.
The term egocentric network denotes a subnetwork consisting of a focal vertex, called ego, and
its direct neighbors, together with edges connecting these vertices. The main motivation behind
our research is an attempt to use energy of egocentric network matrix as a meaningful feature for
describing topological properties of the network. Our rationale is the following: connections within
the egocentric network of the focal vertex v define the the way in which any abstract resource
(information, influence, importance) circulates in the vicinity of v. High singular values of the
egocentric network matrix (and, in consequence, large energy of the egocentric network) characterize
Submitted to Entropy, pages 1 – 18 www.mdpi.com/journal/entropy
ar
X
iv
:1
80
9.
00
09
4v
2 
 [c
s.S
I] 
 12
 N
ov
 20
18
Version November 14, 2018 submitted to Entropy 2 of 18
vertices which have high capacity, i.e., vertices which can maintain a large amount of the resource in
circulation, without having the resource leak out of the egocentric network. Recall that an eigenvector
of a linear transformation is a vector, whose direction does not change upon that linear transformation
(in other words, the eigenvector of a linear transformation changes only by a scalar factor). If a linear
transformation is represented by a square matrix M, then the column vector ~v is the eigenvector
of M if the following holds: M~v = λ~v, and λ is a scalar value called the eigenvalue of M. Thus,
if one interprets the egocentric network adjacency matrix as a linear transformation describing the
possible flow of a resource in the vicinity of the vertex v, large eigenvalues of that egocentric network
adjacency matrix mean that the egocentric network of v can circulate large amounts of a resource in
a stable way (without changing the assignment of the resource to vertices, i.e., without changing the
direction of the eigenvector). We have decided to explore the usefulness of the concept of egocentric
network energy in characterizing individual vertices and see how this measure varies among vertices
in networks representing different topologies and/or generative models.
To measure this variability, which can be interpreted in terms of the energy dispersion across
the network, we employ the entropy. We also compute traditional centrality metrics for each vertex
(degree, betweenness, closeness, eigencentrality) and compare these metrics with energies of the
corresponding egocentric network. We find surprising correlations between some of centrality
metrics, which leads us to believe that matrix energies of egocentric networks can be very useful
in describing topological positions of vertices.
In order to make our claims substantial, we perform experiments on four different generative
network models.
• Erdös-Rényi random network model: a simple random network generator producing
networks with binomial degree distribution,
• Watts-Strogatz small network model: a network generator producing networks with uniform
degree distribution and very high local clustering coefficients,
• Holme-Kim preferential attachment model: a network generator producing networks with
power law degree distributions and high local clustering coefficients,
• Waxman geometric random network model: an example of a geometric model producing
random networks with grid-like structure.
We select generative network models in a way which covers a vast spectrum of possible network
topologies, rather than choosing models that have strong practical applications. Although empirical
networks that conform to the Erdös-Rényi random network model are rare, the model itself is an
important abstraction and has nice analytical properties. Holme-Kim model is essentially identical
to the far more popular Albert-Barabási model [4], but it also produces more realistic distributions
of the local clustering coefficient. Finally, Waxman geometric model is a simple abstraction of a
wide spectrum of networks with the underlying grid-like structures. Examples of such networks
include transportation networks (e.g. railroad network), or infrastructure networks (e.g. power grid
network, water supply network, Internet router network). Of course, each generative network model
has several parameters which influence the characteristics of generated network instances, more
detailed description of each generative network model is presented in Section 3. For each generative
model we produce hundreds of instances of networks to better cover the space of possible network
configurations.
Our main findings can be summarized as follows:
• Graph energy and Laplacian energy correlate very strongly with several vertex features, in
particular, these energies seem to agree with vertex degree, betweenness, and eigencentrality.
• Vertex closeness is notoriously difficult to estimate based on matrix energies.
• In all of the examined generative network models and for all considered matrix energies, there
seems to be no consistent correlation of any graph energy with the local clustering coefficient.
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• The entropy of all matrix energies is similar for a given network model, with Randic´ energy
being the most unstable across the spectrum of possible values of the model’s parameter.
• High correlation of Graph energy and Laplacian energy with eigencentrality and betweenness
suggests, that it is possible to devise methods for estimating the values of eigencentrality and
betweenness based on local vertex energy instead of a costly global computation over the entire
network.
1.1. Related Work
Graph energies [5] have been researched for many years in the domains of chemistry [2], physics,
mathematics [6], and complex networks [7]. The branch of mathematics in which graph energies
are developed is known as the algebraic graph theory [8,9]. Graph energies are matrix energies of
various graph representations [10,11] and can be defined for any symmetric graph matrix [12]. In
the domain of mathematical chemistry they are known as spectral indices. A spectral index is either a
single eigenvalue, or a function of a set of eigenvalues of a matrix (this set of eignevalues is known
as matrix spectrum). For instance, one can use the sum of absolute eigenvalues, the sum of positive
eigenvalues, the maximum eigenvalue, the minimum eigenvalue, the maximum absolute eigenvalue,
the diameter of a spectrum (the difference between the maximum and the minimum eigenvalue), etc.
Depending on the type of symmetric graph matrix, one can distinguish between graph energy [13]
defined over the adjacency matrix, Randic´ energy [14] defined over the Randic´ matrix, Laplacian
energy [15,16] defined over the Laplacian matrix. Other types of graph matrices result in further
spectral graph descriptors, such as Burden eigenvalues defined for the modified connectivity matrix,
incidence graph energy [17], distance graph energy [18,19], or path energy [14]. Each of these energies
can be further quantified using a particular functional formula over the set of eigenvalues. Matrix
energy is usually defined as the sum of absolute values of matrix eigenvalues, but other indices have
been proposed, such as the Lovasz-Pelikan index [20] (leading eigenvalue), VAA1 index [21] (sum
of positive eigenvalues), quasi-Winer index [22] (sum of eigenvalue reciprocals for the Laplacian
matrix), or the Estrada index [23,24] (weighted number of the number of closed walks in the graph).
Here we only reviewed a limited list of references but it must be mentioned that there are several
excellent books on the subject of spectral graph theory, including [25,26].
Matrix spectra and matrix energies find surprising applications in many areas of computer
science [27]. For instance, singular values of a matrix can be used to re-construct a matrix from
a small set of incomplete entries [28,29], a problem common in recommender systems. Another
application is graph drawing, where eigenvalues alone provide enough information to produce
nice graph visualizations [30]. Graph eigenvalues have been successfully used to generate graph
partitioning [31,32]. For many years graph eigenvalues were used to approximate the distribution of
random walks over graphs [33], with the PageRank algorithm being the most prominent example.
Graph eigenvalues have found surprising applications in graph theory with respect to the graph
coloring problem [34] and independent set problem [35]. Yet another area of application of matrix
energies, far beyond the scope of this overview, is systems structural complexity. A comprehensive
work on this subject can be found in [36].
Graph and Randic´ energies attract the most attention of the scientific community due to their
direct applicability in molecular chemistry [37,38]. Several discoveries of properties of Randic´ indexes
and Randic´ matrices have been made over the last years [39–41]. The same can be said about the
investigation of various properties of Laplacian energy in the context of random walks [15,42–45].
We feel that the concept of graph energy deserves much more attention from the social network
analysis community and we intend to showcase the advantages of graph energies as vertex centrality
measures. To the best of our knowledge there have been no previous works on the properties of
graph energies computed over egocentric networks of vertices and their relationship to other vertex
centrality measures.
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The paper is organized as follows. Section 2 introduces basic definitions, matrix energies, and
centrality measures. We present generative network models used in our experiments in Section 3. We
describe our experiments and discuss the results in Section 4. The paper concludes in Section 5 with
a brief summary.
2. Basic Definitions
A complex network is a graph G = 〈V, E〉, where V = {v1, . . . , vn} is the set of vertices, and
E = {{vi, vj} : vi, vj ∈ V} is the set of edges, where each edge is an unordered pair of vertices from
the set V (in our experiments we consider undirected networks). The egocentric network of the vertex
vi, denoted Gi = 〈Vi, Ei〉, consists of the vertex vi, all vertices adjacent to it, and all edges between
those vertices, Vi = {vi} ∪ {vj ∈ V : {vi, vj} ∈ E}, Ei = {{vj, vk} ∈ E : vj, vk ∈ Vi}. Figure 1 presents
an example of an egocentric network (red vertices and edges) of an ego (yellow vertex) within a larger
network structure.
Figure 1. Egocentric network
2.1. Centrality Measures
Centrality measures are functionals defined over the topology of a network which assign a
numerical scalar to each vertex of a network. To capture different network and vertex characteristics,
many such measures have been introduced [46,47]. In this paper we utilize four of the most popular
centrality measures (degree, betweenness, closeness, eigencentrality), but we note that many other
such functionals exist, e.g., Katz centrality [48], Bonacich power [49], eccentricity [50], etc.
2.1.1. Degree
The degree of the vertex vi is the number of edges adjacent to vi:
CD(vi) =
∣∣{vj ∈ V : {vi, vj} ∈ E}∣∣
2.1.2. Betweenness
Let p(vi, vj) = 〈vi, vi+1, . . . , vj−1, vj〉 be a sequence of vertices in which any two consecutive
vertices form an edge in G. Such a sequence is referred to as a path between vertices vi and vj. The
shortest path is defined as
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sp(vi, vj) = argminp
∣∣p(vi, vj)∣∣
and the length of the shortest path between vi and vj is known as the distance between vi and vj,
denoted dij. The betweenness of a vertex vi is the number of shortest paths between any vertices that
traverse vertex vi:
CB(vi) = ∑
vj ,vk 6=vi
∣∣spi(vj, vk)∣∣∣∣sp(vj, vk)∣∣
where spi(vj, vk) denotes a shortest path between vertices vj and vk traversing vertex vi.
2.1.3. Closeness
The closeness of the vertex vi is the average distance between the vertex vi and all other vertices
in the network
CC(vi) =
1
|V| ∑vj∈V
dij
2.1.4. Local clustering coefficient
Local clustering coefficient of the vertex vi (also known as the transitivity of vi) measures the
connectivity of the egocentric network of the vertex vi. It is formally defined as the ratio of the number
of edges existing in the egocentric network of the vertex vi to the maximum number of edges that
could exist in this egocentric network.
CL(vi) =
|Ei|
|Gi|(|Gi − 1|)
2.1.5. Eigencentrality
The eigencentrality of the vertex vi is recursively defined as
CE(vi) =
1
λ ∑vj∈Vi
CE(vj)
where λ is a constant.
2.2. Matrix Energies
Depending on the properties of a particular matrix describing the network, several different
energies with varying properties can be defined. In this research we are considering the following
types of energies.
2.2.1. Graph energy
Graph energy is defined on the basis of the adjacency matrix MA of the network. Let
MA[i, j] =
{
1 if {vi, vj} ∈ E
0 otherwise
be the adjacency matrix of G. Then the graph energy of G is defined as
EG(G) =
n
∑
i=1
|µi|
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where µ1, . . . , µn are the eigenvalues of the adjacency matrix MA.
2.2.2. Randic´ energy
Randic´ matrix of the network is defined as:
MR[i, j] =

0 if i = j
1√
CD(vi)CD(vj)
if {vi, vj} ∈ E
0 if {vi, vj} /∈ E
Randic´ energy is defined as
ER(G) =
n
∑
i=1
|ρi|
where ρ1, . . . , ρn are the eigenvalues of the Randic´ matrix MR.
2.2.3. Laplacian energy
The Laplacian matrix of a network is defined as:
ML[i, j] =

di if i = j
−1 if i 6= j ∧ {vi, vj} ∈ E
0 otherwise
Laplacian energy is defined as
EL(G) =
n
∑
i=1
|λi − 2mn |
where λ1, . . . ,λn are the eigenvalues of the Laplacian matrix ML, m = |E| is the number of edges,
and n = |V| is the number of vertices. Laplacian energy of a network is equal to its Graph energy if
and only if the network is regular. (i.e., when all vertices have equal degree). In addition, Laplacian
energy obeys the following inequalities [15]:
EL(G) ≤
√
2Mn (1)
EL(G) ≤ 2mn +
√
(n− 1)
[
2M− (2m
n
)2
]
(2)
2
√
M ≤ EL(G) ≤ 2M (3)
where M = m + 12
n
∑
i=1
(di − 2mn )2 and 2mn is the average vertex degree.
3. Network Models
Over the years several generative network models have been proposed. Most of these models
aim at generating artificial networks which display certain properties that are frequent in empirical
networks. For instance, the prevalence of real-world social networks displays the power-law
distribution of vertex degrees [51], and the Holme-Kim model aims at re-creating this property.
Another frequent property of empirical networks is a very high local clustering coefficient [52], this
property is prominent in the Watts-Strogatz model. In our experiments we have decided to use four
different generative network models which cover a vast spectrum of possible network topologies,
examples of networks produced by these models are presented in Figure 2.
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(a) Erdo˝s-Rényi (b) Watts-Strogatz
(c) Waxman (d) Holme-Kim
Figure 2. Examples of networks produced by generative network models
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3.1. Erdo˝s-Rényi random network model
The random network model has been first introduced by Paul Erdo˝s and Alfréd Rényi in [53].
There are two versions of the model. The G(n, m) model consists in randomly selecting a single
network g from the universe of all possible networks having n vertices and m edges. The second
model, dubbed G(n, p), creates the network g by first creating n isolated vertices, and then creating,
for each pair of vertices (vi, vj), an edge with the probability p. Due to much easier implementation
and analytical accessibility, the G(n, p) model is far more popular and this is the model which we
have used in our experiments.
3.2. Watts-Strogatz small world network model
The small world model has been introduced by Duncan Watts and Steven Strogatz in [54].
According to this model, a set of n vertices is organized into a regular circular lattice, with each
vertex connecting directly to k of its nearest neighbors. After creating the initial lattice, each edge
is rewired with the probability p, i.e. an edge (vi, vj) is replaced with the edge (vi, vk) where vk is
selected uniformly from V.
3.3. Holme-Kim preferential attachment network model
There is a whole family of graph models collectively referred to as preferential attachment or
cumulative advantage models. Basically, any model in which the probability of forming an edge to
a vertex is proportional to that vertex degree can be classified as a preferential attachment model.
The first attempt to use the mechanism of preferential attachment to generate artificial graphs can be
attributed to Derek de Solla Price who tried to explain the process of formation of scientific citations
by the advantageous accumulation of citations by prominent papers [55]. Another well-known model
which utilizes the same mechanism has been proposed by Albert-László Barabási and Réka Albert [4].
According to this model, the initial graph is a full graph Kn0 with n0 vertices. All subsequent vertices
are added to the graph one by one, and each new vertex creates m edges. The probability of choosing
the vertex v as the endpoint of a newly created edge is proportional to current degree of v and can be
expressed as p(vi) = CD(vi)/∑j CD(vj). The resulting network displays the power law distribution
of vertex degrees because of the quick accumulation of new edges by prominent vertices. In this work
we are using the variation of the preferential attachment model proposed by Holme and Kim [56], in
which after adding a random edge in the network, with a probability p∆ an extra triangle closing
edge is added to the network. This model is basically the same as the Barabási-Albert model with an
added triangle closure step which increases the local clustering coefficient.
3.4. Waxman geometric random network model
The Waxman geometric random network model [57] places n vertices uniformly at random in
a rectangular domain, two vertices (vi, vj) are connected with an edge with probability pij = α ∗
exp(
−dij
β∗dmax ), where dij is the Euclidean distance between vertices vi and vj, and dmax is the maximum
distance between all vertices in the network (also known as the diameter of the network). Parameters
α and β control the influence of the distance between any given pair of vertices in relation to the
diameter of the network.
4. Experiments
In the following section we present the results of the experimental evaluation of egocentric graph
energies in different artificial networks. The experimental protocol is as follows. For each generative
network model we generate several instances of the model, modifying a single model parameter.
Then, we compute all the energies of all egocentric networks (of radius r = 1) and we compute the
entropy of the distribution of each energy. Thus, for each vertex, we add three features representing
the Graph energy, the Randic´ energy, and the Laplacian energy of that vertex egocentric network.
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As we have noted before, generative network models try to mimic certain phenomena and
mechanisms of network formation. It should be noted, however, that the topologies of networks
produced by the same generative network model can vary dramatically depending on the choice of
model’s parameters. For instance, if we generate two networks of n = 100 vertices each using the
Erdös-Rényi random network model, but in the first network we set the random edge probability to
p = 0.01, and in the second network we set this parameter to p = 0.1, the resulting networks will be
very different in terms of their topology, distribution of degree, betweenness, eigencentrality, etc. In
order to make sure that we control for the influence of the model’s parameter, in our experiments we
generate hundreds of instances of networks for each generative network model, each time slightly
varying the value of the model’s parameter.
The gradual changes of each model are realized by modifying the following parameters:
• Erdo˝s-Rényi random network model: the probability of creating an edge between a random
pair of vertices changes uniformly from p = 0.01 to p = 1.0, the network changes gradually
from a set of isolated vertices to a fully connected network.
• Watts-Strogatz small world network model: the probability of randomly rewiring an edge
changes uniformly from p = 0.01 to p = 1.0, the network changes gradually from a strictly
ordered structure, where each vertex links to its k = 4 nearest neighbors with no long-distance
bridges, to a fully random network.
• Waxman geometric random network model: we change α uniformly in the range [0.01, 1.0]
while β stays constant at β = 0.1.
• Holme-Kim powerlaw network model: the probability of closing a triangle after adding a
random edge changes uniformly from p = 0.01 to p = 1.0, the resulting network is a scale-free
network with power law degree distribution, subsequent instances of the network exhibit
gradually increasing values of the average local clustering coefficient.
After generating each instance of a network, we compute, for each vertex, the following features
and all correlations between these features:
• degree
• betweenness
• closeness
• eigencentrality
• Graph energy of the ego-network of the vertex
• Randic´ energy of the ego-network of the vertex
• Laplacian energy of the ego-network of the vertex
and we we show how these correlations change as the topology of each network model
undergoes a gradual change. We use Pearson product-moment correlation coefficient to measure
the similarity between features.
We begin by investigating the relationship between graph energies and vertex features in
random networks.
4.1. Erdös-Rényi random network model
Below we present the correlations of graph energies with other vertex features. Horizontal x-axis
represents the value of the model’s parameter, namely, the random edge creation probability p. Please
note that for low values of this probability, Erdös-Rényi random network model produces very sparse
networks with many isolated components.
Our observations are as follows:
• Graph energy correlates strongly with closeness and eigencentrality, even for relatively low
probability of random edge creation (p = 0.2), in these networks there is enough connectivity
between vertices to produce large connected components, but the networks are far from being
fully connected.
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Figure 3. Graph energies and the Erdös-Rényi random network model
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• Randic´ energy correlates well with betweenness, one can investigate the possibility of
estimating the betweenness of a node based on its Randic´ energy for a wide spectrum of random
networks.
• Laplacian energy correlates almost perfectly with degree, eigencentrality and closeness. Since
both eigencentrality and closeness are expensive to compute, one can estimate these values
based on the Laplacian energy of a vertex.
4.2. Watts-Strogatz small world network model
Recall that in the Watts-Strogatz small world network model the main parameter, the probability
p of the random edge rewiring, determines the topology of the resulting network by gradually
moving from a fully regular lattice of vertices to a fully random network. In Figure 4 low values
of the p parameter on the x-axis represent very regular networks, and high values of the p parameter
correspond to irregular, random-like networks.
Looking at the results we note the following:
• Graph energy correlates only with Laplacian energy, there is some weak correlation with degree
and eigencentrality, but most probably this correlation is too weak to provide accurate estimates.
• Randic´ energy cannot be reasonably used to provide any estimates regarding the features of
vertices in small world networks.
• Laplacian energy correlates to some extent with degree and eigencentrality, providing means
for estimation, but this can be achieved only when the probability p of random edge rewiring is
sufficiently high.
4.3. Waxman geometric random network model
In general, Waxman geometric random network model is characterized by two parameters, α
and β, which both determine the propensity of vertices to form short distance and long distance
connections. In order to maintain consistency with the experimental protocol we have decided to
set the constant value of β = 0.1 and change the preference of vertices to create short distance
connections. Low values of the p parameter correspond to networks in which there is no explicit
preference for short distance connections, and high values of the p parameter produce networks in
which the majority of connections are formed at short distances, making the resulting network more
similar to the small world network model.
Our interpretation of the results is the following:
• Graph energy correlates with degree and eigencentrality for small values of the p parameter.
• Randic´ energy again does not seem to be very useful for estimating the values of other vertex
features.
• Laplacian energy correlates very strongly with degree, and somehow strongly with
eigencentrality. Most of these energies are quite stable across the spectrum of possible values of
the p parameter.
4.4. Holme-Kim preferential attachment model
Figure 6 presents the correlation of graph energies with various vertex features in networks
produced by the Holme-Kim preferential attachment network model. Recall that in this model the
value of the parameter p determines the propensity of vertices to close open triads. In other words,
as the value of the parameter p increases along the x-axis, the resulting networks become more and
more clustered (making them more similar to small world networks), at the same time retaining the
power law distribution of vertex degrees.
From the results we note, that:
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Figure 4. Graph energies and the Watts-Strogatz small world network model
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Figure 5. Graph energies and the Waxman geometric random network model
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Figure 6. Graph energies and the Holme-Kim preferential attachment network model
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Figure 7. Entropies of graph energies for different generative network models
• Graph energy correlates with betweenness, degree and eigencentrality to the extent which
allows us to suspect, that it is possible to estimate these descriptors based on the graph energy
of the vertex.
• Randic´ energy correlates well with other types of vertex energies, but the correlations with
degree, eigencentrality and betweenness are significant and can be useful.
• Laplacian energy exhibits very strong correlation with degree, betweenness and eigencentrality.
This is a very encouraging result. The Holme-Kim network model is a good approximation of
many empirical networks, in particular, of large social networks. Very strong correlations of vertex
features and graph energies are a clear indicator of the usefulness of the later in social network
analysis.
4.5. Stability of graph energies across possible network spectrum
Another question worth answering is how stable are graph energies when different topologies
of networks are considered. In our experiments we perform gradual change of each network,
producing instances of slightly different topologies. In order to measure the degree to which energy
disperses across the network, we use Shannon’s information entropy. Low entropy of energy
dispersion characterizes networks with uniform distribution of energy across vertices, and high
entropy describes networks, in which certain areas of the network exhibit high variations of energy.
This leads directly to the concept of energy gradients in networks, a research direction which we
plan to undertake in the near future.
The results are presented in Figure 7. Not only does the entropy change for each generative
network model, but there are visible differences between the models as well.
• Erdo˝s-Rényi random network model: entropies of all energies quickly increase and stay at
the maximum level during the densification of the graph, and only when the edge probability
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creation reaches 1 (leading to a single clique), the entropies drop to zero (as expected, because all
vertices are now exactly the same and indistinguishable). Even in very dense random networks
(for large values of the p parameter) graph entropies are scattered across vertices with high
variability.
• Watts-Strogatz small world network model: Interestingly, the addition of random rewired
edges affects the entropies only at the beginning, but after reaching a certain threshold, the
entropy begins to diminish. Initially, the entropies of graph energies are very low because
the network is regular and all vertices are indistinguishable. Increase of energy entropies
indicates the diversification of energy distribution among vertices. Interestingly, as the network
becomes more "random" (i.e. more edges have been randomly rewired), the entropy of Randic´
energy begins to steadily diminish (all vertices diverge to a common Randic´ energy). This is
probably caused by the fact, that initially all vertices form identical egocentric networks (with
only minuscule variations), and as more and more edges becomes randomly rewired, these
egocentric networks again become more unified. This is our conjecture which will require
further examination.
• Waxman geometric random network model: graph energy and Laplace energy entropies behave
similarly to the small world network model of Watts and Strogatz, but the entropy of Randic´
energy steadily grows as the value of the p parameter increases. This is really intriguing
because, in theory, large values of the p parameter should produce networks more similar to the
small-world model, with the majority of edges formed between neighboring vertices. Increasing
entropy suggests that Randic´ energy becomes more dispersed among vertices. Without further
investigation we cannot provide an informed explanation of this phenomenon.
• Holme-Kim powerlaw network model : entropies of all energies are constant across possible
topologies of the model, with some random fluctuations. This is very much what we expect:
changing the probability of triad closure (the increase of the p parameter) does not change the
shape of the distribution of vertex degrees in a significant way, this distribution is still best
described using the powerlaw formula, irrespective of the triad closure probability.
5. Conclusions
In this paper we have presented the first investigation of the properties of various graph energies
in the field of complex networks. Graph energy is the energy of a symmetric matrix representing a
network. Since there are several different types of matrices which can be used to describe a network
(e.g., an adjacency matrix, a distance matrix, a Laplacian), each of these matrices produces different
energy. When applied to the matrix representation of an entire network, graph energy has limited
information value and equivocal interpretation. One could argue that networks with high energies
have large overall capacity, i.e., they allow for stable allocation of large amounts of resources due to
the existence of a stationary distribution of that allocation. This hypothesis requires further scientific
investigation. It should be clear that the usefulness of graph energy in describing the topology
of chemical compounds or other relatively small graphs does not transfer to the realm of large
complex networks easily. However, we discover that graph energies applied to egocentric networks
of individual vertices produce very meaningful and interesting results. Graph energy of an egocentric
network for a vertex is an explainable and interpretable measure of the capacity of that vertex. Graph
energy, in our opinion, provides a characterization of a vertex which is complementary to topological
characteristics (degree, eigencentrality) and distance-based characteristics (betweenness, closeness,
eccentricity). In particular, we observe strong correlation of graph energy and other descriptors
such as betweenness and eigencentrality for some generative network models. This is very exciting,
because these vertex features are notoriously difficult to compute as it is impossible to compute them
locally. For instance, computing vertex betweenness involves finding all shortest paths between
all pairs of vertices, an operation which can be computationally prohibitively expensive for large
Version November 14, 2018 submitted to Entropy 17 of 18
complex networks. Our findings allow us to pursue promising direction involving estimation of
betweenness and eigencentrality from local vertex graph energies.
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