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Introduzione
La legge del logaritmo iterato si colloca nel quadro dello studio dei comportamenti
asintotici dei processi stocastici e vede la sua prima formulazione nel 1924 nell’ambito
della passeggiata aleatoria semplice simmetrica.
Questo processo puo` essere formalizzato con una successione (Sn)n∈N della forma
Sn = X1+ · · ·+Xn (e S0 = 0), in cui (Xi)i≥1 e` una successione di variabili aleatorie
indipendenti e a valori nell’insieme {−1, 1} aventi come comune legge la ripartizione
uniforme su questo insieme. Esso quindi rappresenta appunto una passeggiata in
cui in ogni istante ci si puo` spostare con un passo di lunghezza 1 in avanti o indietro
con uguale probabilita`.
Tanto la passeggiata aleatoria quanto gli altri processi costruiti come somma
di variabili aleatorie indipendenti ed isonome hanno la proprieta` di essere quasi
certamente non limitati e la legge del logaritmo iterato ci da` il loro ordine di infinito.
Infatti nel 1924 Khintchin dimostra che, per la passeggiata aleatoria semplice
simmetrica, vale quasi certamente l’uguaglianza
lim sup
n→∞
Sn√
2n log log n
= 1.
E` da qui che inizia una lunga catena di generalizzazioni che fino ai nostri giorni
ha visto diverse versioni della legge del logaritmo iterato applicata ai piu` svariati
processi, dalle passeggiate aleatorie in senso meno classico al moto Browniano, dalle
martingale agli integrali stocastici.
Una tappa fondamentale nell’evoluzione del teorema del logaritmo iterato e`
l’estensione al caso di un moto Browniano B, per il quale si dimostrano le due
uguaglianze
lim sup
t→∞
Bt√
2t log log t
= lim sup
t→0
Bt√
2t log log 1/t
= 1. (0.1)
In questo lavoro di tesi ci occuperemo di individuare i passi salienti della gene-
ralizzazione del teorema del logaritmo iterato. Dopo un primo capitolo dedicato
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alla conoscenza delle martingale, del moto Browniano e degli integrali stocasti-
ci, dedicheremo il secondo capitolo alla dimostrazione della non limitatezza delle
passeggiate aleatorie (deducendola dal teorema di Hewitt-Savage) e dell’enunciato
di Khintchin. Daremo anche un cenno alla dimostrazione nel caso in cui si tolga
l’ipotesi che i passi della passeggiata aleatoria siano unitari, mostrando cos`ı subito
come siano necessari strumenti molto fini, quali il teorema di rappresentazione di
Skorohod e appunto la dimostrazione del teorema del logaritmo iterato nel caso del
moto Browniano cui e` dedicata la sezione 3.2. Nello stesso capitolo si trova an-
che una dimostrazione della legge del logaritmo iterato per la somma di variabili
aleatorie non necessariamente isonome, dovuta a Chung.
Seguendo il filo della generalizzazione, dopo aver notato che tutti i casi gia` trattati
sono esempi di martingale, tratteremo nel capitolo 4 questo argomento. E` qui che
la legge del logaritmo iterato subisce piu` variazioni. Infatti in tutti gli altri casi
la successione con cui si confrontava il processo era deterministica, mentre nel caso
delle martingale ci si deve accontentare di ottenere un risultato del tipo
lim sup
n→∞
Mn√
Yn log log Yn
= 1,
con (Yn)n successione di variabili aleatorie che tende all’infinito, senza contare che
le ipotesi cui deve essere soggetta la martingala M sono molto restrittive.
Vedremo due enunciati diversi, il primo dovuto a Strassen, il secondo a Stout e la
dimostrazione solo del primo. Questa scelta dipende dal fatto che la dimostrazione
di Stout e` piu` standard rispetto a quella di Strassen, della quale vedremo una
rivisitazione.
L’ultimo capitolo invece e` dedicato agli integrali stocastici rispetto a moti Brow-
niani. Ci occuperemo del processo area di Le´vy
Lt =
1
2
(∫ t
0
B1sdB
2
s
∫ t
0
B2sdB
1
s
)
, (0.2)
con B1 e B2 moti Browniani indipendenti, che storicamente rappresenta l’area
compresa fra il moto Browniano bidimensionale B = (B1, B2) e la sua corda.
Daremo anche una interpretazione nuova di questo processo, come terza compo-
nente di un moto Browniano nel gruppo di Heisenberg H, determinando cos`ı come
si comporta la distanza definita in questo gruppo del moto Browniano dallo 0.
Gli ultimi due processi sono integrali multipli: il primo recentemente studiato
da Soner Cheridito e Toutzi e` un doppio integrale stocastico di un processo limitato
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rispetto ad un moto Browniano, il secondo e` invece un integrale rispetto ad n moti
Browniani e che sono della forma
V Ht =
∫ t
0
(∫ u
0
HsdBs
)
dBu (0.3)
an(t) =
∫ t=tn
0
(∫ tn−1
0
. . .
(∫ t2
0
(∫ t1
0
dB1
)
dB2
)
. . . dBn−1
)
dBn. (0.4)
Per questi processi, compreso quello di Le´vy, otterremo un analogo del logaritmo
iterato con una piccola differenza: indicata con φ la funzione che ad ogni numero
reale positivo t associa la quantita` (t log log t), otterremo che i processi (0.2) e (0.3)
hanno andamento asintotico dello stesso ordine della funzione φ al quadrato, mentre
l’ultimo processo ha andamento asintotico dello stesso ordine di φ elevata alla n.
Congetturiamo quindi che l’andamento di questi processi dipenda dalla quantita` di
moti Browniani che vi compaiono.
Precisiamo inoltre che poiche´ se B e` un moto Browniano anche il processo
(tB1/t)t∈R+ lo e`, per tutti questi processi, cos`ı come accade nella relazione (0.1),
si puo` dedurre l’andamento in un intorno di 0 quando sia noto quello all’infinito, e
viceversa.
Sempre nell’ottica degli integrali stocastici facciamo osservare che poiche´ e` noto
che, data una martingala M a tempi continui di quadrato integrabile, relativa all’in-
grandimento abituale della filtrazione naturale di un moto Browniano, essa ammette
una rappresentazione della forma
Mt = E[M0] +
∫ t
0
HsdBs,
per un opportuno processo prevedibile H, sarebbe sufficiente dimostrare il teorema
del logaritmo iterato per questi tipi di integrali stocastici per ottenere un insieme
molto ampio di martingale che soddisfano la legge.
Tutte le dimostrazioni che presenteremo sfruttano fortemente il lemma di Borel-
Cantelli, del quale avremo modo di vedere anche una versione un po’ piu` forte in
cui non si richieda piu` l’indipendenza degli eventi.
Un ruolo fondamentale e` giocato poi dal teorema di rappresentazione di Skoro-
hod, dimostrato nell’appendice A, che permette di risolvere sia il caso della somma
di variabili aleatorie indipendenti, sia quello delle martingale.
Concludiamo dicendo che gli ultimi sviluppi del teorema del logaritmo iterato
trovano numerose applicazioni nello studio delle equazioni stocastiche di Orstein-
Uhlenbeck e del controllo ottimale per trovare soluzioni viscose di equazioni che
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nascono nell’ambito della finanza matematica (per esempio problemi di copertura
nei mercati non completi).
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Capitolo 1
Preliminari
Anche se sembra che il problema del logaritmo iterato coinvolga solo concetti base
della probabilita`, la sua soluzione, anche nel solo caso della passeggiata aleatoria, fa
uso di concetti piu` elaborati, come, ad esempio, quello di tempo di arresto, e, fra
l’altro, di un risultato classico, ma non banale, come il teorema di Borel-Cantelli,
che puo` essere cos`ı enunciato:
Teorema 1.1 (Lemma di Borel-Cantelli). Su uno spazio probabilizzato (Ω,A, P ),
sia (An)n≥1 una successione di eventi e sia A = lim supnAn. Vale, allora, la seguente
implicazione:
∞∑
n=1
P (An) <∞ =⇒ P (A) = 0.
Se, inoltre, gli An sono a due a due indipendenti, vale anche un’implicazione inversa:
∞∑
n=1
P (An) =∞ =⇒ P (A) = 1.
Le ulteriori estensioni del teorema al moto Browniano e ad alcuni tipi di martin-
gale, rendono necessaria una breve digressione per presentare questi nuovi oggetti e
le loro proprieta` principali. Di cio` ci occuperemo in questo capitolo.
1.1 Martingale e tempi di arresto
Per presentare adeguatamente le martingale, diamo innanzitutto delle definizioni
abbastanza generali.
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Definizione 1.2. Dato un insieme parzialmente ordinato (T,≤), che chiameremo
insieme dei tempi, una famiglia di tribu` F = (Ft)t∈T e` una filtrazione se, comunque
presi due elementi s e t di T , con s ≤ t, vale Fs ⊂ Ft.
Assegnato un elemento t dell’insieme T Diremo che la filtrazione F e` continua a
destra in t se la tribu` F+t = ∩s>tFs coincide con la tribu` Ft. Infine un processo
X = (Xt)t∈T si dira` adattato se per, ogni t, la variabile aleatoria Xt e` Ft-misurabile.
Definizione 1.3. Siano dati, su uno spazio probabilizzato (Ω,A, P ), una filtrazione
(Ft)t∈T e un processo reale M adattato. M e` una martingala se valgono le due
seguenti condizioni:
1 ogni variabile aleatoria Mt e` integrabile;
2 comunque presi una coppia (s, t) di elementi di T , con s < t, e un evento A della
tribu` Fs, vale questa relazione:∫
A
Ms dP =
∫
A
Mt dP. (1.1)
Osserviamo che la seconda condizione puo` essere espressa in termini di speranza
condizionale, richiedendo che una versione della speranza condizionale della variabile
aleatoria Mt rispetto alla tribu` Fs sia proprio Ms. Con la stessa idea, definiremo
sottomartingala un processo M , adattato, integrabile (nel senso che ogni variabile
aleatoriaMt sia integrabile) e che verifichi una condizione analoga alla seconda della
definizione precedente, in cui pero` la relazione (1.1) e` sostituita dalla disuguaglianza∫
A
Ms dP ≥
∫
A
Mt dP.
Osservazione 1.4. Data, su uno spazio probabilizzato (Ω,A, P ), una successione
(Xn)n∈N∗ di variabili aleatorie indipendenti e centrate, il processo Sn = X1+· · ·+Xn
e` banalmente una martingala rispetto alla filtrazione naturale (Fn)n∈N, cioe` quella
in cui ogni tribu` Fn e` generata dalle variabili aleatorie X1, ..., Xn ( indicheremo nel
seguito tale tribu` con T (X1, ..., Xn)).
Osservazione 1.5. Se M = (Mt)t∈T e` una martingala e f e` una funzione reale di
variabile reale, convessa e tale che la sua composizione con ogni variabile aleatoria
Mt sia integrabile, allora il processo f ◦M e` una sottomartingala.
Saranno utilissimi nel seguito alcune disuguaglianze e alcuni teoremi di conver-
genza di martingale. Iniziamo allora con la disuguaglianza massimale:
10
Teorema 1.6 (Disuguaglianza massimale). Siano assegnate, su uno spazio pro-
babilizzato (Ω,A, P ), una filtrazione F , avente come insieme dei tempi i numeri
naturali, e una sottomartingala M , associata a tale filtrazione. Allora, per ogni
numero reale λ positivo, vale la seguente disuguaglianza:
λP
(
max
i≤n
Mi > λ
)
≤ E
[
MnI
(
max
i≤n
Mi > λ
)]
. (1.2)
Dimostrazione. Indichiamo con E l’evento che ci interessa e notiamo che e` possibile
scriverlo nel seguente modo:
E =
{
max
i≤n
Mi ≥ λ
}
=
n⋃
i=1
{
Mi > λ, max
1≤j<i
Mj ≤ λ
}
=
n⋃
i=1
Ei.
Questa relazione ci permette di esprimere E come unione disgiunta di eventi Ei,
ognuno dei quali e` evidentemente Fi−1-misurabile. Allora sfruttando il fatto che, su
ogni evento Ei, la variabile aleatoria Mi vale piu` di λ, e che il processo (Mi)i∈N e`
una sottomartingala, possiamo scrivere la seguente catena di disuguaglianze:
λP (E) =
n∑
i=1
E[λI(Ei)] ≤
n∑
i=1
E[MiI(Ei)]
≤
n∑
i=1
E[E[Mn|Fi]I(Ei)] =
n∑
i=1
E[E[MnI(Ei)|Fi]]
=
n∑
i=1
E[MnI(Ei)] = E[MnI(E)],
che e` appunto la nostra tesi.
Premettiamo alle prossime definizioni che, d’ora in poi, ci limiteremo a conside-
rare come insieme dei tempi solo sottinisiemi di R, cos`ı da poter parlare, senza
creare ambiguita`, di estremo superiore. Introduciamo quindi il concetto di tempo di
arresto.
Definizione 1.7. Assegnati un insieme dei tempi T e una filtrazione F , indicizzata
su T , definiamo tempo di arresto una variabile aleatoria τ a valori in T ∪ {supT}
tale che, comunque preso un elemento t in T , l’evento {τ ≤ t} appartenga alla tribu`
Ft.
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Ad un tempo di arresto τ , associamo una tribu` cos`ı definita:
Fτ = {A ∈ A : A ∩ {τ ≤ t} ∈ Ft, t ∈ T}
Dato, su uno spazio probabilizzato, un processo X indicizzato sui naturali o
sui reali, ci capitera` spesso di incontrare variabili della forma inf {t > 0 : Xt ∈ B},
dove B e` un sottinsieme misurabile dello spazio di arrivo delle variabili aleatorie Xt.
Sarebbe, dunque, conveniente avere condizioni affinche´ la funzione appena definita
sia un tempo di arresto. La risposta ci e` data dal seguente lemma, cui premettiamo
una definizione.
Definizione 1.8. Diciamo che una filtrazione F = (Ft)t∈R e` continua a destra se,
per ogni numero reale t, vale l’uguaglianza Ft = ∩s>0Ft+s.
Lemma 1.9. Dato un insieme dei tempi T , che sia un sottinsieme di R e uno
spazio probabilizzato (Ω,A, P ), supponiamo assegnati una filtrazione F = (Ft)t∈T e
un processo X adattato a valori in uno spazio misurabile (E, E). Sia, inoltre, B un
sottinsieme misurabile di E. Allora la funzione τ = inf {t > 0 : Xt ∈ B} e` un tempo
di arresto se vale una delle due seguenti condizioni:
a) l’insieme dei tempi e` costituito dai numeri naturali;
b) l’insieme dei tempi e` costituito dai numeri reali positivi, lo spazio E e` metri-
co, l’insieme B e` chiuso, il processo X e` continuo, cioe` per ogni ω fissato,
la funzione che ad un elemento t dell’insieme T , associa l’elemento Xt(ω) e`
continua e la filtrazione F e` continua a destra.
Dimostrazione. La dimostrazione nel primo caso e` immediata grazie alla relazione
{τ ≤ n} =
n⋃
k=1
{Xk ∈ B} .
Poiche´ il processo X e` adattato ogni evento che compare nell’ultimo membro del-
la relazione precedente appartiene alla tribu` Fn, e di conseguenza a questa tribu`
appartiene anche il primo membro.
Passiamo al secondo caso: indichiamo con d la distanza definita sullo spazio E;
per ogni numero reale t strettamente maggiore di 0 si ha
{τ ≤ t} =
⋃
r∈Q∩]0,t]
{
inf
s∈Q∩[r,t]
d(Xs, B) = 0
}
∈ Ft.
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Resta solo da controllare cosa accade in 0. Possiamo sicuramente scrivere
{τ = 0} =
⋂
s∈Q,s>0
⋃
r∈Q∩]0,s]
{
inf
u∈Q∩[r,s]
d(Xu, B) = 0
}
.
Questo ci assicura che l’evento {τ = 0} appartiene alla tribu` (F+)0. Sfruttando pero`
la continuita` della filtrazione otteniamo comunque la tesi.
Osservazione 1.10. Dati, su uno spazio probabilizzato (Ω,A, P ), un tempo di arresto
τ e una martingala M , possiamo definire il processo (M
|τ
t ) (lo chiameremo proces-
so arrestato all’istante τ) caratterizzato dalla relazione M
|τ
t = Mt∧τ . Si dimostra
facilmente che questo processo e` ancora una martingala.
Prima di passare al risultato successivo, osserviamo che tutte variabili aleatorie
che compongono una martingala hanno necessariamente la stessa media. Per questo
motivo, potremo, senza creare ambiguita`, parlare di martingala a media nulla, inten-
dendo con cio` che tutte le variabili aleatorie hanno media 0. Quando parleremo di
processo di quadrato integrabile, intenderemo che ogni variabile aleatoria che com-
pone il processo e` di quadrato integrabile. Fatte queste osservazioni e precisazioni
sulla terminologia, possiamo enunciare il prossimo risultato.
Teorema 1.11. Su uno spazio probabilizzato (Ω,A, P ), siano assegnate una fil-
trazione F , avente come insieme dei tempi i numeri naturali, e una martingala
(Sn)n∈N a media nulla e di quadrato integrabile; definiamo inoltre, per ogni numero
naturale n, la variabile aleatoria Xn = Sn−Sn−1 . Allora il processo (Sn)n converge
quasi certamente sull’insieme {∑∞i=1 E[X2i |Fi−1] <∞}.
Dimostrazione. Sia K un numero reale positivo e consideriamo il tempo di arresto
τ cos`ı definito:
τ = inf
{
n ≥ 0 :
n+1∑
i=1
E[X2i |Fi−1] > K
}
,
(con la convenzione che l’estremo inferiore dell’insieme vuoto e` infinito). Evidente-
mente, per ogni numero naturale n, la variabile aleatoria I(τ ≥ n) e` Fn−1-misurabile
e, grazie all’osservazione 1.10, il processo S|τ e` ancora una martingala. Si noti, inol-
tre, che la variabile aleatoria Sτ∧n si puo` esprimere nella forma
∑n
i=1 I(τ ≥ i)Xi.
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Valgono allora le seguenti uguaglianze:
E[S2τ∧n] = E
[
n∑
i=1
I(τ ≥ i)X2i
]
= E
[
n∑
i=1
E
[
I(τ ≥ i)X2i |Fi−1
]]
= E
[
n∑
i=1
I(τ ≥ i)E [X2i |Fi−1]
]
= E
[
τ∧n∑
i=1
E
[
X2i |Fi−1
]] ≤ K
Da cio` si evince che la martingala S|τ e` limitata in L2, quindi anche in L1 e pertan-
to e` quasi certamente convergente. Dunque il processo (Sn)n converge sull’evento
{τ =∞}, il quale coincide con l’evento {∑∞i=1 E[X2i |Fi−1] ≤ K}. La tesi si ottiene
infine mandando K all’infinito.
Ricordiamo inoltre l’enunciato del lemma di Kronecker:
Lemma 1.12 (Kronecker). Sia (xn)n∈N una successione di numeri reali tali che
la serie
∑∞
i=1 xi sia convergente e sia (bn)n∈N una successione crescente di costanti
positive che tenda all’infinito. Allora la successione b−1n
∑n
i=1 bixi tende a 0 quando
n tende all’infinito.
Prima di usare questi due risultati, per ottenere il teorema principale e` necessario
dare un’altra definizione.
Definizione 1.13. Assegnata una filtrazione F = (Fn)n∈N, diremo che un processo
(Xn)n≥1 e` prevedibile se, per ogni numero naturale n, la variabile aleatoria Xn e`
Fn−1- misurabile.
Possiamo ora enunciare il teorema di convergenza che verra` usato nel dimostrare
il teorema del logaritmo iterato nel caso delle martingale.
Teorema 1.14. Su uno spazio probabilizzato (Ω,A, P ), siano assegnati una fil-
trazione (Fn)n∈N, una martingala (Sn)n∈N, a media nulla e di quadrato integrabile e
una successione prevedibile e non decrescente (Un)n∈N di variabili aleatorie positive;
definiamo, inoltre, per ogni numero naturale n, la variabile aleatoria Xn = Sn−Sn−1.
Allora vale la condizione
U−1n Sn → 0, q.c., (1.3)
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sull’insieme cos`ı definito:{
lim
n→∞
Un = +∞,
∞∑
i=1
U2i E[|Xi|2|Fi−1] <∞
}
. (1.4)
Dimostrazione. Definiamo la variabile aleatoria Yi=U
−1
i Xi e il processo S
′
n=
∑n
i=1Yi.
E` facile verificare che quest’ultimo e` ancora una martingala e che, sull’insieme defini-
to in (1.4), verifica le ipotesi del teorema 1.11. Dunque, su questo insieme, la martin-
gala S ′n converge quasi certamente. D’altra parte, sullo stesso insieme, la successione
Un tende all’infinito; dunque in virtu` del lemma di Kronecker, abbiamo la relazione
desiderata:
U−1n
n∑
i=1
UiYi = U
−1
n
n∑
i=1
Xi = U
−1
n Sn → 0 q.c..
Osservazione 1.15. Il teorema precedente, in realta`, e` un po’ piu` forte perche´ la
stessa tesi vale sull’insieme{
lim
n→∞
Un =∞,
∞∑
i=1
Upi E[|Xi|p|Fi−1] <∞
}
, (1.5)
in cui p e` un numero reale compreso tra 0 e 2.
Infine, un teorema fondamentale che lega i tempi di arresto con le martingale e`
il teorema di arresto. Eccone una prima versione:
Teorema 1.16. Dati, su uno spazio probabilizzato (Ω,A, P ), una filtrazione F ,
avente come insieme dei tempi i numeri naturali, una martingala M e due tempi di
arresto, σ e τ , limitati e per i quali quasi certamente valga la condizione σ ≤ τ , allora
le variabili aleatorie Mτ e Mσ sono integrabili e vale l’uguaglianza E[Mτ −Mσ] = 0.
La dimostrazione di una versione un po’ piu` forte di questo enunciato sara` data
nell’appendice A.
1.2 Moto Browniano
In questa sezione studieremo un esempio particolarmente importante di martingala
con tempi continui: il moto Browniano.
Definizione 1.17. Assegnata, su uno spazio probabilizzato (Ω,A, P ) una filtrazione
(Ft)t∈R+ , diremo che il processo (Bt)t∈R+ e` un moto Browniano se esso possiede le
seguenti proprieta`:
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• e` additivo, cioe` e` adattato alla filtrazione assegnata e tale che, per ogni numero
reale positivo s, il blocco [Bt+s −Bs]t∈R+ sia indipendente dalla tribu` Fs;
• ha traiettorie continue;
• comunque presi due numeri reali positivi s e t, la variabile aleatoria Bs+t−Bs
ha legge normale di media 0 e varianza t.
Talvolta si richiede nella definizione di moto Browniano anche che B0 sia la
costante 0.
Lemma 1.18. Dato uno spazio probabilizzato (Ω,A, P ), sia (Bt)t∈R+ un moto Brow-
niano; allora i tre processi (Bt)t, (B
2
t−t)t e (B4t−6tB2t+3t2)t sono martingale rispetto
alla filtrazione F generata dal moto Browniano (naturalmente si intende che anche
tali processi abbiano come insieme dei tempi i numeri reali positivi).
Dimostrazione. Chiaramente i processi (Bt)t , (B
2
t − t)t e (B4t − 6tB2t + 3t2)t sono
adattati e integrabili.
Fissiamo ora due numeri reali positivi s e t, con 0 ≤ s ≤ t. Dalla definizione
di moto Browniano segue immediatamente che la variabile aleatoria Bt − Bs e`
indipendente dalla tribu` Fs; vale allora l’uguaglianza
E[Bt −Bs|Fs] = E[Bt −Bs] = 0,
che ci da` la prima parte della tesi.
Per quanto riguarda il secondo processo, cerchiamo innanzitutto di esprimere
in modo piu` comodo la speranza condizionale del quadrato della variabile aleatoria
Bt −Bs rispetto alla tribu` Fs:
E[(Bt −Bs)2|Fs] = E[B2t +B2s − 2BtBs|Fs]
= E[B2t |Fs] +B2s − 2BsE[Bt|Fs]
= E[B2t −B2s |Fs].
E` facile concludere, grazie alle seguenti relazioni
E[B2t − t− (B2s − s)|Fs] = E[(Bt −Bs)2 − (t− s)|Fs]
= E[(Bt −Bs)2]− (t− s) = 0 (1.6)
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(dovuta all’indipendenza degli incrementi e al fatto che la variabile aleatoria (Bt−Bs)
ha legge normale con media 0 e varianza t− s).
Veniamo all’ultimo processo. Osserviamo innanzitutto che, se X e` una variabile
aleatoria di legge normale centrata,
E[X2h+1] = 0 E[X2h] = (2h− 1)E[X2h−2]. (1.7)
Con un ragionamento analogo a quello impiegato nel caso del quadrato, cerchiamo
di esprimere la speranza condizionale della variabile aleatoria (Bs−Bt)4 in maniera
meno compatta:
E[(Bt −Bs)4|Fs] = E[B4t − 4BtB3s + 6B2tB2s − 4B3tBs +B4s |Fs]
= E[B4t −B4s − 2B4s − 4B3tBs + 6B2tB2s |Fs]. (1.8)
(Abbiamo usato il fatto che una versione della speranza condizionale della variabile
aleatoria BtB
3
s rispetto alla tribu` Fs e` B4s .) Grazie a queste due relazioni possiamo
allora scrivere
E[B4t −B4s |Fs] = E[(Bt −Bs)4 − 6tB2t + 6sB2s + 3t2 − 3s2
+4B3tBs − 6B2tB2s + 2B4s |Fs]
= E[3(t− s)2 − 6tB2s + 6ts− 6t2 + 6sB2s + 3t2 − 3s2
+4B3tBs + 6B
2
tB
2
s + 2B
4
s |Fs]. (1.9)
La seconda uguaglianza deriva dalla relazione E[(Bt − Bs)4|Fs] = E[(Bt − Bs)4] =
3(t − s)2, e dal fatto che le due speranze condizionali E[B2t |Fs] e E[B2s − s + t|Fs]
sono uguali.
Sviluppando ora il quadrato e semplificando opportunamente, possiamo riscrivere la
(1.9) nel seguente modo:
E[−6tB2s + 6sB2s + 4B3tBs − 6B2tB2s + 2B4s |Fs]
= E[−6B2s (t− s)− 6Bs(B2t −B2s )− 4B4s + 4B3tBs|Fs]
= E[−12B2s (t− s) + 4Bs(B3t −B3s )|Fs]. (1.10)
Usiamo ora la seconda relazione di (1.7):
0 = E[(Bt −Bs)3] = E[(Bt −Bs)3|Fs]
= E[B3t − 3B2tBs + 3B3s −B3s |Fs],
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ottenendo la seguente uguaglianza:
E[B3t −Bs3|Fs] = E[3B2tBs − 3B3s |Fs].
Se inseriamo quest’ultimo risultato nella (1.10), questa puo` essere cos`ı riscritta:
E[−12B2s (B2t −B2s ) + 12B2s (B2t −B2s )|Fs] = 0.
Cio` dimostra la tesi.
Nel capitolo 3, dimostreremo che il teorema del logaritmo iterato vale anche per
il moto Browniano. Per provare questo risultato occorrera` conoscere, per un moto
Browniano B la legge di una variabile aleatoria della forma sup0≤s≤tBs. Questa si
puo` ottenere come corollario del teorema di Donsker o, piu` semplicemente, attraverso
due risultati classici sui moti Browniani, cioe` la proprieta` forte di Markov (che in
realta` vale per i processi additivi in generale) e il principio di riflessione. Per il primo
di questi due risultati ci limiteremo ad enunciarlo:
Teorema 1.19 (Proprieta` forte di Markov). Per ogni moto Browniano B rispet-
to ad una filtrazione F e per ogni tempo di arresto τ quasi certamente finito, il
processo B′t = Bτ+t −Bτ per t ≥ 0 e` ancora un moto Browniano.
Dimostriamo invece il secondo risultato.
Lemma 1.20 (Principio di riflessione). Assegnati un tempo di arresto τ , e un
moto Browniano B, il processo B˜ definito da
B˜t = Bτ∧t − (Bt −Bτ∧t)
e` ancora un moto Browniano.
Dimostrazione. E` sufficiente dimostrare che per ogni numero reale T > 0, i due
processi B e B˜ hanno la stessa legge come variabili aleatorie a valori in C0([0, T ])
e quindi, pur di sostituire eventualmente τ con il tempo di arresto τ ∧ T , possiamo
supporre che τ sia finito.
Definiamo, al variare dei numeri reali positivi t, il processo B′t = Bτ+t − Bτ e
ricordiamo che, grazie alla proprieta` forte di Markov, B′ e` ancora un moto Browniano
indipendente dalla coppia (τ, B|τ ). D’altra parte, la legge del processo B′ e` la stessa
del moto Browniano B e quindi la legge del vettore (τ, B|τ , B′) e` uguale a quella
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di (τ, B|τ , −B′); inoltre si verifica facilmente che, comunque preso t nell’intervallo
[0, T ], valgono le seguenti uguaglianze:
Bt = B
|τ
t +B
′
(t−τ)+ = ft((τ, B
|τ , B′)),
B˜t = B
|τ
t −B′(t−τ)+ = ft((τ, B|τ , −B′)),
dove la funzione ft associa alla terna (x, y, z), la quantita` yt + z(t−x)+ .
Dunque i processi Bt e B˜t hanno la stessa legge.
Applichiamo subito questo lemma per ottenere il risultato desiderato.
Teorema 1.21. Su uno spazio probabilizzato (Ω,A, P ), sia B un moto Browniano
e, per ogni numero reale positivo t, definiamo la variabile aleatoria Mt = sups≤tBs.
Allora la sua legge e` la stessa della variabile aleatoria |Bt|.
Dimostrazione. Usando le proprieta` del moto Browniano, e` evidente che, pur di
riscalare opportunamente, e` sufficiente provare la tesi per t = 1.
Siano x e y due numeri reali positivi, con x ≥ y, e definiamo la variabile aleatoria
τ = inf {t ≥ 1 : Bt = x}. E` facile vedere che valgono le seguenti uguaglianze:
F (x, y) = P (M1 ≥ x,B1 ≤ y) = P (τ ≤ 1, B1 ≤ y)
= P (τ ≤ 1)P (B1 ≤ y|τ ≤ 1)
= P (τ ≤ 1)P (B1 −Bτ ≤ y − x|τ ≤ 1)
= P (B˜1 ≥ 2x− y, τ ≤ 1)
= P (B˜1 ≥ 2x− y),
dove il processo B˜ e` definito come nel lemma 1.20. Poiche´, per questo lemma,
B˜ e` un moto Browniano, se ora indichiamo con ϕ la densita` della legge normale
standard, abbiamo, derivando F rispetto a x e y, che la densita` del blocco (M1, B1)
e` la funzione −2ϕ′(2x− y).
Con un semplice cambio di variabile, d’altra parte, e` facile concludere che il blocco
(M1, M1−B1) ha densita` −2ϕ′(x+y), per ogni coppia di numeri reali positivi (x, y).
Cio` ci permette di affermare che le variabili aleatorie M1 e M1−B1 hanno la stessa
legge con densita` 2ϕ(x) che e` proprio la densita` della variabile aleatoria |B1|.
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1.3 L’integrale di Itoˆ
L’argomento dell’integrale di Itoˆ e` ampio e tutt’altro che banale se si volesse af-
frontarlo in tutta la sua generalita`: per i nostri scopi sara` sufficiente limitarci al caso
in cui si integri rispetto ad un moto Browniano. Si noti innanzitutto che e` necessario
dare un senso preciso alla scrittura formale
∫
HsdBs (doveH e` un processo stocastico
e B un moto Browniano), perche´, come e` ben noto, il moto Browniano e` quasi cer-
tamente a variazione non limitata, quindi non possiamo interpretare quell’integrale
come un integrale di Stiltjes. Bisognera` dunque dargli un senso diverso.
Osservazione 1.22. Nel primo capitolo abbiamo distinto fra processi prevedibile e
adattati. E` tuttavia evidente che, per un processo avente come insieme dei tempi R
e dotato di traiettorie continue, le due definizioni coincidono.
Dato uno spazio probabilizzato (Ω,A, P ) e fissato un numero reale positivo t, in-
dichiamo con Cad([0, t];L2(Ω)) l’insieme delle applicazioni continueH = (Hs) dall’in-
tervallo [0, t] nello spazio L2(Ω) adattati rispetto ad una filtrazione assegnata. Con Σ
denoteremo inoltre l’insieme delle partizioni σ della forma {0 = t0 < t1 < ... < tn = t}
dell’intervallo [0, t]; indicheremo infine con |σ| la quantita` maxk=1,...,n(tk − tk−1).
Sia ora F una filtrazione rispetto alla quale il processo B sia un moto Browniano
(quindi a priori non necessariamente quella generata dal moto Browniano stesso),
H un processo in Cad([0, t];L2(Ω)) e σ un elemento dell’insieme Σ e definiamo la
somma
Iσ(H) =
n∑
j=1
Htj−1(Btj −Btj−1). (1.11)
In [12] e` dimostrata l’esistenza del limite lim|σ|→0 Iσ(H) in L2; definiamo allora
integrale di Itoˆ rispetto al moto Browniano B la variabile aleatoria∫ t
0
HsdBs = lim|σ|→0
IσH, (1.12)
che, considerata al avariare di t, da` luogo ad un processo stocastico. Nel seguito
questa sara` l’unica definizione che useremo, ma va precisato che la teoria dell’inte-
grale stocastico e` molto piu` ampia di quello che sembra in questa sezione; e` infatti
possibile definire un integrale stocastico rispetto a processi molto piu` generali del
moto Browniano: martingale, martingale locali e semimartingale. Sarebbe interes-
sante anche vedere come definire l’integrale stocastico rispetto a questi processi, ma
e` evidente che questo ci allontanerebbe troppo dal nostro obiettivo. Ci limitiamo
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pertanto a citare [6] e [5], in cui l’argomento e` trattato in dettaglio e a dare, per
completezza, la definizione di questi nuovi processi.
Definizione 1.23. Dati uno spazio probabilizzato (Ω,A, P ) e una filtrazione F
definiamo martingala locale un processoM = (Mt)t∈R+ adattato (conM0 = 0) e tale
che esista una successione crescente di tempi di arresto (τn)n∈N tendente all’infinito
con la proprieta` che, per ogni intero n, il processo M |τn sia una martingala.
Definiamo semimartingala un processo X che si possa esprimere nella forma M +A,
con M martingala locale continua e A processo adattato, continuo e a variazione
localmente finita.
Si noti infine che le semimartingale sono i processi piu` generali rispetto ai quali
si puo` costruire l’integrale di Itoˆ, tanto che in [8] questi processi vengono definiti
proprio in questo modo.
Concludiamo con la seguente osservazione.
Osservazione 1.24. Si puo` dimostrare che l’integrale stocastico fatto rispetto ad
una martingala locale e` ancora una martingala locale ed e` una martingala se e`
anche uniformemente integrabile. Allora, se stiamo integrando il processo H, una
condizione che ci assicura che il suo integrale rispetto ad una martingala locale (e
quindi ovviamente rispetto al moto Browniano, che essendo una martingala, e` anche
in particolare una martingala locale) e` la condizione di Novikov
E
[
exp
(∫ t
0
H2sds
)]
< +∞.
E` quindi abbastanza chiaro che, nel caso particolarissimo che ci servira` nel capitolo
5 in cui anche il processo H e` un moto Browniano, il suo integrale stocastico e` una
martingala.
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Capitolo 2
Andamento asintotico delle
passeggiate aleatorie
2.1 La nascita del problema
Come detto nell’introduzione, il teorema del logaritmo iterato nasce dall’esigenza
di scoprire l’ordine di infinito di una passeggiata aleatoria, noto che questa e` quasi
certamente non limitata. Vediamo quindi la dimostrazione questo risultato che, com-
binando bene strumenti come la legge 0-1 di Kolmogorov e concetti come le variabili
aleatorie terminali e scambiabili, risulta particolarmente semplice ed elegante.
Definizione 2.1. Su uno spazio probabilizzato (Ω,A, P ) sia (Xi)i∈I una famiglia
di variabili aleatorie in cui ciascuna Xi e` a valori uno uno spazio misurabile (Ei, Ei)
e in cui I e` un arbitrario insieme di indici. Una variabile aleatoria Y a valori in
un altro spazio misurabile (F,F) si dice terminale rispetto alla famiglia (Xi)i∈I
se, per ogni parte finita H dell’insieme I, esiste una funzione fH misurabile sullo
spazio (
∏
i∈H Ei,
⊗
i∈H Ei) a valori in (F,F), tale che la variabile aleatoria Y si possa
esprimere nella forma fH ◦ [Xi]i∈I\H .
Si noti che questo implica che la variabile aleatoria Y sia funzione del blocco
delle [Xi]i∈I .
Teorema 2.2 (Legge 0-1 di Kolmogorov). Su uno spazio probabilizzato (Ω,A, P )
sia (Xi)i∈I una famiglia di variabili aleatorie indipendenti. Allora ogni variabile
aleatoria terminale rispetto ad essa e` degenere.
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Poiche´ si tratta di un risultato molto classico, ne ometteremo la dimostrazione,
mentre dedicheremo piu` spazio al concetto di variabili aleatorie scambiabili e alle
loro proprieta`.
Definizione 2.3. Dato uno spazio probabilizzato (Ω,A, P ), diciamo che la famiglia
di variabili aleatorie (Xi)i∈I (a valori tutte nel medesimo spazio misurabile (E, E)), e`
scambiabile se, per ogni permutazione di tipo finito (cioe` che muove solo un numero
finito di elementi) σ dell’ insieme degli indici, il blocco [Xi]i∈I e` isonomo al blocco
[Xσ(i)]i∈I .
Diremo inoltre che una variabile aleatoria V , a valori in uno spazio misurabile (F,F),
e` una funzione simmetrica delle (Xi)i se esiste una funzione f dallo spazio E in F
misurabile, invariante rispetto alle permutazioni di tipo finito e tale che la variabile
aleatoria V si possa esprimere nella forma f ◦ [Xi]i∈I .
Come vedremo, la dimostrazione del fatto che la passeggiata aleatoria quasi
certamente non e` limitata vedremo si puo` ottenere come corollario del seguente
teorema di Hewitt-Savage (vedi [6] oppure [3]).
Teorema 2.4. Su uno spazio probabilizzato (Ω,A, P ), sia (Xn)n∈N una successione
scambiabile di variabili aleatorie a valori in uno spazio misurabile (E, E). Sia V
una variabile aleatoria che sia funzione simmetrica delle Xn; allora V e` equivalente
modulo P ad una variabile aleatoria terminale rispetto alla successione (Xn)n∈N.
Siamo ora in grado di dimostrare che la passeggiata aleatoria, anche senza
l’ipotesi che i passi siano unitari, non e` limitata.
Teorema 2.5. Su uno spazio probabilizzato (Ω,A, P ), sia (Xi)i≥1 una famiglia di
variabili aleatorie reali, indipendenti, isonome e non trascurabili (cioe` non equiva-
lenti alla costante 0). Poniamo Sn = X1 + · · · + Xn e S0 = 0; allora la variabile
aletoria V = lim supn Sn e` equivalente modulo P a una delle due costanti −∞, +∞.
Dimostrazione. Innanzitutto si noti che la variabile aleatoria lim infn Sn, per le
stesse considerazioni che stiamo per fare, sara` equivalente modulo P a una delle
due costanti −∞, +∞.
Grazie all’indipendenza e all’isonomia delle variabili aleatorie Xi deduciamo sen-
za problemi la scambiabilita` ed e` inoltre evidente che la variabile aleatoria V e` una
funzione simmetrica della successione (Xi)i. Quindi, grazie al teorema di Hewitt-
Savage, sappiamo che V e` terminale e la legge 0-1 di Kolmogorov ci dice che quindi
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e` degenere. Allora V e` equivalente modulo P ad una costante numerica c. E` suffi-
ciente quindi mostrare che questa costante non puo` essere finita. Supponiamo per
assurdo che lo sia. Allora usando la notazione Y
P∼ Z per indicare che le variabili
aleatorie Y e Z sono equivalenti modulo P , possiamo scrivere
c
P∼ V = lim sup
n
Sn = X1 + lim sup
n
X2 + ...+Xn
P∼ X1 + c,
da cui deduciamo che la variabile aleatoria X1 e` equivalente modulo P alla costante
nulla. Questo pero` e` assurdo perche´ avevamo supposto che fosse non degenere.
Quindi la costante c non puo` essere finita.
Nelle prossime sezioni dimostreremo il teorema nel caso delle passeggiate aleato-
rie, intese sia nel senso classico, cioe` con “passi” unitari, sia in un senso piu` largo.
2.2 L’enunciato di Khintchin
Diamo subito l’enunciato di Khintchin (1924):
Teorema 2.6. Su uno spazio probabilizzato (Ω,A, P ) sia (Xn)n∈N una successione di
variabili aleatorie indipendenti, a valori nell’insieme {−1, 1}, aventi tutte come legge
la ripartizione uniforme su esso. Definiamo, per ogni numero naturale n, la variabile
aleatoria Sn = X1 + · · · + Xn e per ogni n ≥ 3 la funzione φ(n) =
√
2n log log n.
Allora la variabile aleatoria
lim sup
n→∞
Sn
φ(n)
(2.1)
e` equivalente, modulo P, alla costante 1.
Nella dimostrazione faremo uso di alcuni risultati, uno dei quali in parte gia` noto.
Infatti per il processo (Sn)n≥1 possiamo ottenere un analogo della disuguaglianza
massimale cioe`, comunque fissati un numero naturale n, uno reale positivo λ e
una funzione f reale di variabile reale, convessa e positiva, la variabile aleatoria
S∗n = sup1≤j≤n f ◦ Sj gode della seguente proprieta`: λP (S∗n > λ) ≤ E[f ◦ Sn].
Sappiamo infatti dal teorema 1.6 che, per ogni sottomartingala (Mn)n e per ogni
numero λ positivo, vale λP (M∗n > λ) ≤ E[MnI(M∗n > λ)]. D’altra parte, se il
processo Mn e` positivo, il secondo membro di questa relazione si puo` banalmente
maggiorare con la speranza della sola variabile Mn, e, poiche´ il processo Sn e` una
martingala (rispetto alla filtrazione naturale), ogniqualvolta lo componiamo con
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una funzione convessa e positiva, purche´ il processo resti integrabile, otteniamo una
sottomartingala positiva e quindi la relazione desiderata.
Richiamiamo inoltre l’enunciato della disuguaglianza di Berry-Esse´en.
Teorema 2.7 (Berry-Esse´en). Su uno spazio probabilizzato (Ω,A, P ) sia (Xn)n∈N
una successione di variabili aleatorie reali indipendenti, isonome, non degeneri, ap-
partenenti a L2, centrate e normalizzate. Posto Sn = X1+ · · ·+Xn, indichiamo con
Fn la funzione di ripartizione di Sn/
√
n e con Φ quella di una variabile aleatoria
normale a media nulla e varianza unitaria. Se il numero c = E[|X1|3] e` finito, allora
vale la disuguaglianza
sup
x∈R
|Fn(x)− Φ(x)| ≤ A c√
n
, (2.2)
dove A e` una costante universale, minore di 1.
Dimostriamo infine un lemma in cui effettivamente usiamo l’ipotesi che le vari-
abili aleatorie siano a valori nell’insieme {−1,+1}.
Lemma 2.8. Definiamo, su uno spazio probabilizzato (Ω,A, P ), il processo (Sn)n∈N
come nel teorema 2.6; allora, per ogni numero naturale n e per ogni numero reale
x, vale la seguente disuguaglianza:
P
(
sup
1≤j≤n
Sj > x
)
≤ exp
(
−x
2
2n
)
. (2.3)
Dimostrazione. Poiche´, come si dimostra facilmente confrontando le serie di Taylor
dei due membri, vale la disuguaglianza (et+e−t)/2 ≤ exp(t2/2), abbiamo una prima
stima sulla speranza della variabile aleatoria exp(tSn):
E[exp(tSn)] = (E[exp(tX1)])
n =
=
[(
et + e−t
)
/2
]n ≤ exp (nt2/2) .
D’altra parte, poiche´ la funzione che ad ogni numero reale positivo t associa etx e`
convessa, il processo (exp(tSn))n e` una sottomartingala e quindi possiamo scrivere:
P
(
sup
1≤j≤n
Sj > x
)
= P
(
sup
1≤j≤n
exp(tSj) > exp(tx)
)
≤ exp(−tx)E[exp(tSn)]
≤ exp[−tx+ n(t2/2)]. (2.4)
La disuguaglianza appena ottenuta vale per ogni numero reale strettamente positivo,
quindi anche per il valore x/n, che realizza il minimo dell’ultimo membro della (2.4);
pertanto, sostituendo, otteniamo proprio la (2.3) e quindi anche la tesi.
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Eccoci dunque alla dimostrazione (si veda [7]).
Dimostrazione. teorema 2.6 La dimostrazione si compone di due parti.
Prima parte. Dimostriamo innanzitutto che la variabile aleatoria (2.1) e` quasi cer-
tamente maggiorata dalla costante 1. Cio` e` equivalente a dimostrare che per ogni
costante reale c maggiore di 1 l’evento
lim sup
n
{Sn > cφ(n)} (2.5)
e` trascurabile secondo P. Fissiamo dunque cmaggiore di 1 e consideriamo un numero
reale b strettamente compreso tra 1 e c. Per ogni intero k strettamente positivo,
inoltre, poniamo nk = bbkc (dove bxc indica la parte intera di x).
E` chiaro che, al tendere di k all’infinito, valgono le seguenti relazioni asintotiche:
nk ∼ bk log nk ∼ k log b. (2.6)
Definiamo infine, per ogni intero k maggiore di 2, l’evento
Ak =
⋃
nk<j≤nk+1
{Sj > cφ(j)} . (2.7)
Osservando allora che l’evento lim supk Ak coincide con l’evento (2.5), ci bastera`
provare, grazie al teorema di Borel-Cantelli, che la serie avente come termine generale
la probabilita` di Ak e` convergente. A tal fine notiamo che, per ogni numero naturale
k per cui nk ≥ 3, grazie al fatto che la funzione φ e` crescente e al lemma 2.8, valgono
le relazioni
P (Ak) ≤ P
 ⋃
nk<j≤nk+1
{Sj > cφ(nk)}

≤ P
 ⋃
1≤j≤nk+1
{Sj > cφ(nk)}

≤ exp [−(cφ(nk))2/2nk+1)]
= (log nk)
−c2(nk/nk+1) .
D’altra parte, le relazioni della (2.6), ci dicono che al tendere di k all’infinito,
c2(nk/nk+1) converge verso c
2/b che e` sicuramente maggiore di c. Si ha allora,
definitivamente,
(log nk)
−c2(nk/nk+1) ≤ (log nk)−c ∼ (k log b)−c.
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Poiche´ questo e` il termine generale di una serie convergente, vale la condizione∑
k P (Ak) < ∞, dunque P (lim supk Ak) = 0, e cio` conclude la prima parte della
dimostrazione.
Seconda parte. Dimostriamo ora che la variabile aleatoria (2.1) e` quasi certa-
mente minorata dalla costante 1.
Osserviamo innanzitutto che, applicando la prima parte della dimostrazione alla
successione (−Xn)n, otteniamo la disuguaglianza
lim inf
n
Sn
φ(n)
≥ −1. (2.8)
Fissiamo ora un intero m ≥ 2 e consideriamo la successione (mk)k∈N. E` chiaro
che, quando k tende all’infinito, vale φ(mk) ∼ m1/2φ(mk−1) e dunque si ha
lim inf
k
Smk−1
φ(mk)
= m−(1/2) lim inf
k
Smk−1
φ(mk−1)
≥ −m−1/2, (2.9)
dove l’ultima disuguaglianza e` stata ottenuta usando la (2.8). Definiamo inoltre,
per ogni numero intero k strettamente positivo, la variabile aleatoria
Dk = Smk − Smk−1 =
∑
mk−1<j≤mk
Xj,
che ha, evidentemente, la stessa legge di Snk , dove nk e` definito dalla relazione
nk = m
k −mk−1 = mk (1−m−1) . (2.10)
Poiche´ (Dk)k∈N e` una somma di variabili aleatorie indipendenti e centrate, se ponia-
mo D∗k = Dk/
√
nk, allora questa successione converge in legge a una variabile
aleatoria normale centrata e ridotta. Siano ora Fk la funzione di ripartizione della
legge di D∗k e Φ quella della legge normale standard; grazie alla maggiorazione di
Berry-Esse´en, esiste una costante A > 0 per cui valga
sup
−∞<x<+∞
|Fk(x)− Φ(x)| ≤ An−1/2k . (2.11)
Per ottenere la disuguaglianza cercata dimostriamo, intanto, che vale
lim sup
k
D∗k√
2 log logmk
≥ 1 (2.12)
e per fare questo fissiamo un numero reale a compreso strettamente tra 0 e 1 e
poniamo xk =
√
2a log logmk. Per dimostrare la (2.12), e` sufficiente dimostrare che
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l’evento lim supk {D∗k > xk} ha probabilita` 1 e ci basta, grazie ancora al lemma di
Borel-Cantelli, far vedere che vale∑
k
P (D∗k > xk) =∞. (2.13)
Sfruttando la (2.11) possiamo scrivere
P (D∗k > xk) = 1− Fk(xk) ≥ 1− Φ(xk)− An−1/2k ; (2.14)
notando che l’ultimo addendo della relazione precedente e` il termine generale di una
serie convergente, per ottenere la (2.13), e` sufficiente stimare 1 − Φ(xk). Si puo`
verificare che, per ogni numero naturale k purche´ sufficientemente grande, valgono
le seguenti relazioni:
1− Φ(xk)  x−1k exp(−x2k/2)
=
(
2a log logmk
)−1/2
exp
(−a log logmk)
 (log k)−1/2k−a  k−1.
Poiche´ quest’ultimo e` il termine generale di una serie divergente abbiamo dimostrato
la (2.13) e quindi la (2.12).
Usando ancora la (2.10) possiamo esprimere la variabile aleatoria Dk/(φ(mk)) in
termini di D∗k:
Dk
φ(mk)
=
n
1/2
k D
∗
k
φ(mk)
=
(1−m−1)1/2D∗k√
2 log logmk
;
quindi dalla (2.12) otteniamo che quasi certamente si ha
lim sup
k
Dk
φ(mk)
≥ (1−m−1)1/2. (2.15)
D’altra parte, poiche´ la variabile aleatoria Smk e` la somma di Smk−1 e di Dk, unendo
la (2.8) e la (2.15), abbiamo quasi certamente
lim sup
k
Smk
φ(mk)
≥ −m−1/2 + (1−m−1)1/2
e dunque a maggior ragione vale la disuguaglianza
lim sup
n
Sn
φ(n)
≥ −m−1/2 + (1−m−1)1/2,
vera per ogni numero reale m > 1. Si noti d’altra parte che, quando m tende
all’infinito, il secondo membro tende alla costante 1; passando quindi al limite in m
sia al primo che al secondo membro, otteniamo la disuguaglianza cercata.
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Notiamo che l’ipotesi che le variabili aleatorie Xi fossero a valori nell’insieme
{−1, 1} e` stata usata principalmente in due passaggi della dimostrazione: nel lemma
2.8, per calcolare la speranza dell’esponenziale della variabile aleatoria Sn, e nella
disuguaglianza di Berry-Esse´en, in cui serviva che il loro momento assoluto del terzo
ordine fosse finito.
2.3 Somma di variabili aleatorie ed indipendenti
Per estendere il teorema del logaritmo iterato al caso di una passeggiata con pas-
si non unitari, sembrerebbe necessario, se si volesse ripercorrere la dimostrazione
dell’enunciato di Khintchin, fare delle ipotesi molto forti sulla legge delle variabili
aleatorie Xi che compongono la passeggiata.
Nel 1941 Hartman e Wintner hanno, invece, dimostrato che, data una qualunque
successione di variabili aleatorie indipendenti, isonome, centrate e normalizzate,
anche per la loro somma e` valido il teorema del logaritmo iterato. La loro di-
mostrazione, sulla quale qui non ci soffermeremo perche´ un’idea simile sara` usata
da Strassen nel caso di alcune martingale, fa uso del teorema di rappresentazione di
Skorohod (vedi appendice A) e del fatto che il teorema del logaritmo iterato e` valido
anche nel caso del moto Browniano.
Senza entrare nei dettagli della dimostrazione, possiamo tuttavia darne un’idea,
enunciando e dimostrando i teoremi che, opportunamente combinati, permetteranno
poi facilmente di concludere.
Teorema 2.9. Assegnato, su uno spazio probabilizzato (Ω,A, P ), un moto Brownia-
no B, vale quasi certamente la seguente relazione
lim
r↓1
lim sup
t→∞
sup
t≤u≤rt
|Bu −Bt|√
2t log log t
= 0.
Ometteremo la dimostrazione di questo risultato, perche´ essa passa attraverso
considerazioni standard che saranno esposte nel dettaglio nei capitoli successivi. E`
invece il caso di vedere la dimostrazione del seguente teorema, dovuto a Strassen
e Skorohod, che ci mostra la relazione tra un moto Browniano e una passeggiata
aleatoria.
Teorema 2.10. Su uno spazio probabilizzato (Ω,A, P ), sia (Xn)n∈N una successione
di variabili aleatorie indipendenti, isonome, centrate e normalizzate e definiamo il
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processo (Sn)n∈N come nel teorema 2.6. Allora esiste un moto Browniano B, tale
che si abbia
t−1/2 sup
s≤t
|Sbsc −Bs| P→ 0, (2.16)
quando t tende all’infinito. Inoltre, quasi certamente vale la relazione
lim
t→∞
Sbtc −Bt√
2t log log t
= 0. (2.17)
Dimostrazione. Senza perdere di generalita` possiamo supporre che lo spazio proba-
bilizzato (Ω,A, P ) sia grande a sufficienza da contenere quello che viene costruito
nel teorema A.13; quest’ultimo allora ci assicura l’esistenza di un moto Browniano
B e di una successione crescente di tempi di arresto (τn), a valori in ]0,∞[, tale
che, per ogni numero naturale n, le variabili aleatorie Sn e Bτn siano equivalenti
modulo P . Poiche´ il teorema di rappresentazione di Skorohod ci dice anche che le
differenze τn − τn−1 costituscono, al variare di n, una famiglia di variabili aleatorie
indipendenti, isonome e con media 1, dalla legge dei grandi numeri, segue che la
successione n−1τn converge quasi certamente a 1 e quindi t−1τbtc, ha lo stesso limite,
quando t tende all’infinito. Queste considerazioni congiunte al teorema 2.9, ci danno
la (2.17).
Per ottenere la (2.16) definiamo, per ogni numero reale positivo t, la variabile
aleatoria
δt = sup
s≤t
|τbsc − s|.
Poiche´, come abbiamo gia` fatto osservare, la successione n−1τn converge quasi cer-
tamente a 1, e` facile verificare che t−1δt converge quasi certamente a 0.
Per comodita` di notazioni introduciamo, per ogni coppia di numeri reali positivi
(t, h), la quantita`, che chiameremo modulo di continuita`, definita dalla relazione
seguente:
w(f, t, h) = sup
r,s≤t, |r−s|≤h
|fr − fs|.
Fissati allora tre numeri reali t, h e ε positivi, possiamo scrivere
P (t−1/2 sup s≤t|Bτbsc −Bs| > ε)
≤ P (w(B, t+ th, th) > εt1/2) + P (δt > th)
= P (w(B, 1 + h, h) > ε) + P (t−1δt > h),
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(l’ultima uguaglinza segue dalle proprieta` di riscalamento del moto Browniano).
Mandando ora prima t all’infinito e poi h a 0, l’ultimo termine tende a 0 e quindi
anche il primo, dandoci cos`ı la relazione desiderata.
Possiamo allora enunciare il teorema del logaritmo iterato nel caso di una passeg-
giata aleatoria non piu` a passi unitari.
Teorema 2.11. Su uno spazio probabilizzato (Ω,A, P ), sia (Xn)n∈N una successione
di variabili aleatorie indipendenti isonome con media 0 e varianza 1, e (Sn)n∈N il
processo definito come nel teorema 2.6. Allora vale, quasi certamente, l’uguaglianza
lim sup
n
Sn√
2n log log n
= 1.
Per la dimostrazione e` sufficiente usare opportunamente i risultati ottenuti in
(2.10) e il teorema 3.5, la cui dimostrazione sara` vista in seguito.
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Capitolo 3
Non solo per passeggiate aleatorie
3.1 La legge del logaritmo iterato secondo Chung
Nel capitolo precedente, abbiamo ottenuto il teorema del logaritmo iterato togliendo
l’ipotesi che le variabili aleatorie avessero come legge comune quella bernoulliana.
Nell’ottica pero` di estendere il risultato a processi sempre piu` generali, e` ovvio che
il passo successivo sara` togliere l’ipotesi di isonomia: sostitueremo questa con una
ipotesi piu` debole.
Introduciamo le notazioni che useremo in questo capitolo; data una successione
di variabili aleatorie (Xn)n, indicheremo con γj il momento assoluto del terzo ordine
di Xj, porremo Γn =
∑n
j=1 γj e chiameremo s
2
n la varianza della variabile aleatoria
Sn = X1 + · · ·+Xn. Diamo subito l’enunciato del teorema principale.
Teorema 3.1 (K.L.Chung). Su uno spazio probabilizzato (Ω,A, P ), sia (Xn)n≥1
una successione di variabili aleatorie indipendenti, centrate e di momento terzo fini-
to e, per ogni numero naturale n, definiamo la variabile aleatoria Sn =
∑n
j=1Xj;
supponiamo che la successione (sn)n≥1 tenda all’infinito e che esista un numero reale
positivo ε tale che sia verificata la seguente condizione:
Γn
s3n
≤ A
(log sn)1+ε
.
Allora quasi certamente vale la relazione
lim sup
n→∞
Sn√
2s2n log log sn
= 1. (3.1)
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Si noti innanzitutto che la successione (sn)n≥1 e` crescente e che l’ipotesi che
non sia limitata, verificata nei casi precedenti, e` necessaria, perche`, se cos`ı non
fosse, allora Sn sarebbe una martingala limitata in L2, quindi in L1 e quindi quasi
certamente convergente. Allora il comportamento asintotico del processo (Sn)n e`
noto e pertanto il teorema non e` piu` interessante
La dimostrazione dovuta a Kai Lai Chung (si veda [2]), si basa su alcune con-
seguenze del teorema di Lindeberg (si veda appendice B) e fa uso del lemma di
Borel-Cantelli e di alcuni risultati di cui ora vedremo la dimostrazione.
Teorema 3.2. Supponiamo assegnata, su uno spazio probabilizzato (Ω,A, P ), una
successione di variabili aleatorie indipendenti (Xn)n∈N e definiamo la variabile aleato-
ria Sn come nel teorema 3.1. Sia inoltre (xn)n≥1 una successione crescente di numeri
reali che tende all’infinito con una velocita` tale che esista un numero reale positivo
ε per cui sia verificata la seguente condizione:
lim
n→∞
(
log
Γn
s3n
+
x2n
2
(1 + ε)
)
= −∞. (3.2)
Allora esiste un numero naturale ν tale che, per ogni n > ν si abbia
exp
(
−x
2
n
2
(1 + ε)
)
≤ P (Sn ≥ xnsn) ≤ exp
(
−x
2
n
2
(1− ε)
)
. (3.3)
Dimostrazione. Vogliamo usare il teorema B.5 e quindi costruiamo una funzione f
di classe C3 compresa tra 0 e 1 e che valga 0 sulla semiretta (−∞,−1/2) e sia uguale
alla costante 1 sulla semiretta (1/2,+∞). Per ogni numero naturale n, definiamo
inoltre le funzioni
fn(x) = f
(
x− xn − 1
2
)
e gn(x) = f
(
x− xn + 1
2
)
;
si verifica facilmente che valgono le seguenti disuguaglianze:
I[xn+1,+∞)(x) ≤ fn(x) ≤ I[xn,+∞)(x) ≤ gn(x) ≤ I[xn−1,+∞)(x).
Indicando con N una variabile aleatoria normale con media nulla e varianza unitaria,
dalle relazioni precedenti otteniamo le prime due stime:
E
[
fn
(
Sn
sn
)]
≤ P (Sn ≥ snxn) ≤ E
[
gn
(
Sn
sn
)]
e
P (N ≥ xn + 1) ≤ E [fn (N)] ≤ E [gn (N)] ≤ P (N ≥ xn − 1).
33
Usiamo ora la disuguaglianza (B.10), facendo giocare il ruolo della funzione f prima
a fn e poi a gn, e otteniamo cos`ı la seguente catena di disuguaglianze:
P (N ≥ xn + 1)− c Γn
s3n
≤ E [fn (N)]− c Γn
s3n
≤ E
[
fn
(
Sn
sn
)]
≤ P (Sn ≥ snxn) ≤ E
[
gn
(
Sn
sn
)]
≤ E [gn (N)] + c Γn
s3n
≤ P (N ≥ xn − 1) + c Γn
s3n
.
(La costante c e` la stessa che compare nel teorema B.6). Riassumendo, abbiamo
ottenuto
P (N ≥ xn + 1)− c Γn
s3n
≤ P (Sn ≥ snxn) ≤ P (N ≥ xn − 1) + c Γn
s3n
.
D’altra parte, per ogni numero reale x si puo` scrivere la seguente uguaglianza:
P (N ≥ x± 1) = exp
[
−x
2
2
(1 + r(x))
]
e verificare che la funzione r(x) converge a 0 quando x tende all’infinito. Si ha allora
P (Sn ≥ snxn) ≤ P (N ≥ xn − 1) + c Γn
s3n
= exp
[
−x
2
n
2
(1 + r(xn))
]
+ c
Γn
s3n
.
In corrispondenza del numero reale ε che compare nell’ipotesi, scegliamo un intero
ν sufficientemente grande, in modo che se n > ν, allora valga −ε < r(xn) < ε; ci
siamo quindi ridotti a dimostrare la relazione
Γn
s3n
= o
(
exp
[
−x
2
n
2
(1 + ε)
])
,
ma questa e` proprio la condizione espressa dall’ipotesi (3.2), dunque la dimostrazione
e` conclusa.
La dimostrazione dell’altra disuguaglianza e` analoga.
Applichiamo subito questo risultato.
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Lemma 3.3. Definiamo, per ogni coppia di numeri reali positivi (λ, x), la funzione
φ(λ, x) =
√
2λx2 log log x. Supponiamo che esista un numero reale ε, compreso
strettamente tra 0 e 1, tale che esista una costante A per cui sia verificata la seguente
condizione:
Γn
s3n
≤ A
(log sn)
1+ . (3.4)
Allora, comunque scelto un numero reale δ nell’intervallo ]0, ε[, valgono le due
disuguaglianze
P (Sn > φ(1 + δ, sn)) ≤ B
(log sn)
1+δ
, (3.5)
P (Sn > φ(1− δ, sn)) ≥ B
(log sn)
1− δ
2
. (3.6)
Dimostrazione. Fissiamo due numeri reali, δ e δ1, entrambe minori di ε, con la
proprieta` δ < δ1 e poniamo xn =
√
2(1 + δ1) log log sn. Poiche` la successione (sn)n≥1
tende all’infinito, lo stesso accade a (xn)n≥1. Vogliamo verificare allora che vale anche
la condizione di crescita (3.2), cos`ı da poter applicare poi il teorema 3.2.
Dobbiamo dunque verificare che esiste un numero reale ε′ tale che valga la condizione
lim
n→∞
(
log
Γn
s3n
+
x2n
2
(1 + ε′)
)
= −∞.
D’altra parte, sostituendo l’espressione di xn, verificare la condizione di crescita e`
equivalente a verificare che vale
Γn
s3n
(log sn)
(1+δ1)(1+ε′) → 0.
Grazie all’ipotesi (3.4), e` sufficiente cercare il numero reale ε′ in modo che la suc-
cessione A(log sn)
(1+δ1)(1+ε′)−(1+ε) converga a 0, che e` evidentemente equivalente a
richiedere che la quantita` (1+δ1)(1+ε
′)−(1+ε) sia negativa. E´ pertanto facile veri-
ficare che l’ipotesi del teorema 3.2 e` soddisfatta, pur di scegliere ε′ < (ε−δ)(1+δ1)−1
e quindi in particolare otterremo le seguenti disuguaglianze:
P (Sn > φ(1 + δ, sn)) ≤ P (Sn ≥ snxn)
≤ exp
(
−x
2
n
2
(1− ε′)
)
=
(
1
log sn
)(1+δ1)(1−ε′)
Mettiamo su ε′ l’ulteriore condizione che sia minore della quantita` (δ1− δ)(1+ δ1)−1
(si noti che cio` e` possibile, per la scelta di δ1); allora vale la disuguaglianza 1− ε′ >
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1−(δ1−δ)(1+δ1)−1 che, riscritta nella forma (1− ε′) (1+δ1) > 1+δ, rende evidente
la (3.5).
La relazione (3.6) si dimostra in modo del tutto analogo.
Vediamo, infine, l’ultimo risultato.
Lemma 3.4. Su uno spazio probabilizzato (Ω,A, P ), siano (Ej)1≤j≤n e (Fj)1≤j≤n
due successioni finite di eventi. Supponiamo che, per ogni numero naturale j com-
preso fra 1 e n, l’evento Fj sia indipendente dalla famiglia ((E
c
i )1≤i≤j−1, Ej) e che
esista una costante A positiva per la quale sia verificata la disuguaglianza P (Fj) ≥ A.
Allora vale la seguente proprieta`:
P
(
n⋃
j=1
Ej ∩ Fj
)
≥ AP
(
n⋃
j=1
Ej
)
. (3.7)
Dimostrazione. Innanzitutto riscriviamo il primo membro della disuguaglianza (3.7)
come unione disgiunta di eventi:
P
(
n⋃
j=1
Ej ∩ Fj
)
= P
(
n⋃
j=1
[(E1 ∩ F1)c ∩ .. ∩ (Ej−1 ∩ Fj−1)c ∩ (Ej ∩ Fj)]
)
≥ P
(
n⋃
j=1
(
Ec1 ∩ .. ∩ Ecj−1 ∩ Ej ∩ Fj
))
. (3.8)
Ora l’ipotesi di indipendenza ci permette di riscrivere la (3.8) nella forma
n∑
j=1
P
(
Ec1 ∩ .. ∩ Ecj−1 ∩ Ej
)
P (Fj)
≥ A
n∑
j=1
P
(
Ec1 ∩ .. ∩ Ecj−1 ∩ Ej
)
= AP
(
n⋃
j=1
Ej
)
.
Abbiamo dunque ottenuto la nostra tesi.
Possiamo passare ora alla dimostrazione del teorema del logaritmo iterato.
Dimostrazione. (3.1) Procederemo per passi.
Primo passo. Dimostriamo innanzitutto che la variabile aleatoria
lim sup
n→∞
Sn√
2s2n log log sn
(3.9)
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e` quasi ovunque maggiorata dalla costante 1, che e` equivalente a dimostrare che
l’evento {
lim sup
n→∞
Sn√
2s2n log log sn
> 1
}
(3.10)
e` trascurabile secondo la probabilita` P. A tal fine definiamo la funzione φ come nel
lemma 3.3 e, fissato un numero reale positivo δ, la famiglia (E+n,δ)n∈N degli eventi
della forma {Sn ≥ φ (1 + δ, sn)}; analogamente a quanto fatto nella dimostrazione
dell’enunciato di Khintchin, e` sufficiente dimostrare che, per ogni δ reale positivo, si
ha
P
(
lim sup
n→∞
E+n,δ
)
= 0. (3.11)
La conclusione del primo passo della dimostrazione si otterra` poi notando che l’even-
to (3.10) coincide con l’unione, al variare di δ nell’insieme dei numeri reali maggiori di
0, degli eventi lim supE+n,δ e che tale unione si puo` ridurre ad un’unione numerabile.
Dimostriamo dunque la (3.11) sfruttando, ancora una volta, il lemma di Borel-
Cantelli.
Fissiamo due numeri reali positivi c e δ e per ogni numero naturale k definiamo
nk = max
{
n : sn ≤ ck
}
, in modo che valga la condizione snk ≤ ck < snk+1; sia
inoltre σj la varianza della variabile aleatoria Xj e, per ogni numero naturale n,
poniamo σ∗n = max1≤j≤n σj. Dalle disuguaglianze (B.11) e (B.8) deduciamo(
σn
sn
)3
≤
(
σ∗n
sn
)3
≤ 27
23
Γn
s3n
≤ A
′
(log sn)(1+ε)
→ 0,
quindi in particolare la successione (σn/sn)n converge a 0. D’altra parte le ugua-
glianze
snk+1
snk
=
snk + σnk+1
snk
= 1 +
σnk+1
snk+1
snk+1
snk
ci permettono di scrivere
snk+1
snk
=
1(
1− σnk+1
snk+1
) → 1.
Tale relazione ci assicura che, asintoticamente, la successione (snk)k ha lo stesso
andamento di (ck)k.
Definiamo ora, per ogni indice j compreso fra nk e nk+1, l’evento
Fj =
{∣∣Snk+1 − Sj∣∣ < snk+1} .
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Passando prima ai complementari e sfruttando poi la disuguaglianza di Chebyshev,
si ha
P (Fj) = 1− P (F cj ) ≥ 1−
s2nk+1 − s2j
s2nk+1
≥ 1− s
2
nk+1
− s2nk
s2nk+1
→ 1
c2
.
Allora, definitivamente, la probabilita` degli eventi Fj e` minorata da una costante
positiva A. Per poter utilizzare il lemma 3.4, ci basta osservare che Fj e` indipen-
dente dalla famiglia finita di eventi E = ((E+1,δ)
c, . . . , (E+j−1,δ)
c, E+j,δ), perche´ il primo
e` costruito a partire dalle variabili aleatorie Xi, al variare dei numeri naturali i ap-
partenenti all’insieme J = {j + 1, . . . , nk+1}, mentre tutti gli elementi della famiglia
E coinvolgono solo variabili aleatorie i cui indici appartengono al complementare di
J . Allora dal lemma 3.4 otteniamo
P
(
nk+1⋃
j=nk
E+j,δ ∩ Fj
)
≥ AP
(
nk+1⋃
j=nk
E+j,δ
)
.
Poiche`, come abbiamo gia` fatto osservare, la successione (snk)k ha lo stesso anda-
mento di (ck)k, si puo` verificare che, sull’evento E
+
j,δ ∩ Fj, valgono le seguenti stime
asintotiche:
Snk+1 > Sj − snk+1 > φ(1 + δ, sj)− snk+1
 1
c
φ
(
1 +
3
4
δ, snk+1
)
. (3.12)
Scegliamo ora opportunamente la costante c in modo che sia verificata la disugua-
glianza (
1 +
3
4
δ
)
1
c2
> 1 +
δ
2
; (3.13)
definiamo inoltre, per ogni numero naturale k, l’evento
Gk =
{
Snk+1 > φ
(
1 +
δ
2
, snk+1
)}
.
Combinando la particolare scelta della costante c e i risultati delle relazioni (3.12)
e (3.13), otteniamo che, pur di scegliere k sufficientemente grande, per ogni numero
naturale j nell’insieme {nk, nk + 1, . . . , nk+1 − 1}, l’evento E+j,δ ∩ Fj e` contenuto in
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Gk, e pertanto lo e` anche la loro unione. Il lemma 3.3 allora ci assicura che vale la
relazione ∑
k
P (Gk) ≤
∑
k
A
(log snk)
1+ δ
2
∼ A
∑
k
1
(k log c)1+
δ
2
. (3.14)
Se ora usiamo il lemma 3.4, possiamo scrivere le seguenti disuguaglianze:
P
(
nk+1⋃
j=nk
E+j,δ
)
≤ 1
A
∑
k
P
(
nk+1⋃
j=nk
E+j,δ ∩ Fj
)
≤ 1
A
∑
k
P (Gk) .
Poiche` la stima (3.14) mostra chiaramente che l’ultimo membro di queste disugua-
glianze e` una serie convergente, il lemma di Borel-Cantelli ci da` l’uguaglianza
P
(
lim sup
k
nk+1⋃
j=nk
E+j,δ
)
= 0.
D’altra parte, si puo` verificare facilmente che l’evento lim supk
⋃nk+1
j=nk
E+j,δ coincide
con lim supnE
+
n,δ e quindi abbiamo raggiunto il nostro primo obiettivo.
Secondo passo. Dimostriamo ora che, per la stessa successione e per ogni costante
c positiva, definendo la quantita` t2k = s
2
nk+1
− s2nk e l’evento
Dk =
{
Snk+1 − Snk > φ
(
1− δ
2
, tk
)}
,
vale la condizione:
P
(
lim sup
k
Dk
)
= 1.
Si noti che le differenze (Snk+1 − Snk) formano, al variare dell’intero k, una famiglia
di variabili aleatorie indipendenti e quindi possiamo usare ancora il lemma di Borel
Cantelli e per farlo stimiamo la probabilita` degli eventi Dk, applicando il lemma 3.3
alla successione {Xnk+j}j≥1. Dalle relazioni
t2k = s
2
nk+1
(
1− s
2
nk
s2nk+1
)
∼ s2nk+1
(
1− 1
c2
)
∼ c2(k+1)
(
1− 1
c2
)
e dal fatto che la successione (tk)k ha stesso comportamento all’infinito della succes-
sione (snk+1)k, possiamo dedurre che valgono le seguenti disuguaglianze:
Γnk+1 − Γnk
t3k
≤ AΓnk+1
s3nk+1
≤ A
(log tk)
(1+ε)
.
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Sono dunque verificate le ipotesi del lemma 3.3 e quindi possiamo scrivere
P (Dk) ≥ A
(log tk)
(1− δ4)
 A
k1−
δ
4
.
Poiche` l’ultimo membro di tali disuguaglianze e` il termine generale di una serie
divergente, tale e` anche la serie delle probabilita` degli eventi Dk. Dal lemma di
Borel-Cantelli segue allora
P
(
lim sup
k
Dk
)
= 1,
e cio` completa il secondo passo.
Terzo passo. Dimostriamo a questo punto che la variabile aleatoria (3.9) e` quasi
certamente minorata dalla costante 1, cioe` che l’evento{
lim sup
n→∞
Sn√
2s2n log log sn
≥ 1
}
e` quasi certo. Come nel primo passo, fissato un numero reale δ, definiamo, per
ogni numero naturale n, l’evento E−n,δ = {Sn ≥ φ (1− δ, sn)}; anche in questo caso
e` sufficiente verificare che, comunque scelta la costante δ, si ha
P
(
lim sup
n
E−n,δ
)
= 1, (3.15)
dopo aver osservato che l’evento
{
lim supn→∞
Sn√
2s2n log log sn
≥ 1
}
coincide con l’in-
tersezione degli eventi del tipo lim supn→∞E
−
n,δ e che questa intersezione puo` essere
resa numerabile.
Per ottenere la (3.15), osserviamo i seguenti fatti gia` noti:
• applicando il risultato del passo 1 alla successione {−Xn}n≥1, otteniamo che,
su un evento quasi certo, si ha definitivamente
Snk > −φ(1, snk);
• applicando il risultato del passo 2, otteniamo che, frequentemente su un evento
quasi certo si ha
Snk+1 − Snk > φ
(
1− δ
2
, tk
)
.
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Questi due risultati ci assicurano che la variabile aleatoria Snk+1 e` quasi certamente
minorata, per infiniti indici, dalla differenza φ (1− δ/2, tk)−φ (1, snk). D’altra parte,
poiche` gli andamenti delle successioni (snk)k e c
k sono asintoticamente uguali e dal
momento che lo stesso accade per le successioni (log log t2k)k e (log log s
2
nk+1
)k, si puo`
verificare abbastanza facilmente che tale differenza e` maggiore, pur di scegliere k
sufficientemente grande, della quantita`(√
(1− δ/2) (1− 1/c2)
1− δ −
1
c
√
1− δ
)
φ(1− δ, snk+1);
quest’ultima puo` essere ulteriorme minorata, sotto la condizione di scegliere la
costante c sufficientemente grande, dalla quantita` φ
(
1− δ, snk+1
)
. Allora possiamo
scrivere
P
(
lim sup
k
E−nk,δ
)
= 1
e ottenere quindi la (3.15).
Avendo dimostrato allora che la variabile aleatoria (3.9) e` quasi certamente mi-
norata dalla costante 1 e solo su un evento di probabilita` nulla e` minore strettamente
di 1, abbiamo chiaramente dimostrato la tesi.
3.2 Il teorema del logaritmo iterato nel caso del
moto Browniano
Abbiamo dimostrato, nelle sezioni precedenti, la validita` del teorema del logaritmo
iterato nel caso di passeggiate aleatorie, piu` generali, nel senso che non richiediamo
piu` che i passi siano unitari; anzi abbiamo visto che potevamo togliere anche l’ipotesi
che tutti i passi avessero la stessa legge. E` naturale, quindi chiedersi, dal momento
che il moto Browniano puo` essere visto come limite di passeggiate aleatorie (nel
senso piu` generale), se esiste un analogo del teorema del logaritmo iterato anche
per questo processo. La risposta e` affermativa e in questa sezione ne vedremo una
dimostrazione.
Questo risultato, oltre che di per se´ interessante, abbiamo visto essere fondamen-
tale nella dimostrazione di Hartman e Wintner, e lo sara`, anche se in modo meno
esplicito, per estendere il teorema al caso di alcune martingale.
Vediamo dunque l’enunciato
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Teorema 3.5. Per ogni moto Browniano B, definito su uno spazio probabilizzato
(Ω,A, P ), quasi certamente vale la relazione
lim sup
t→∞
Bt√
2t log log t
= 1. (3.16)
Dimostrazione. Poiche´ la legge degli incrementi di un moto Browniano e` normale,
iniziamo la dimostrazione con una stima che riguarda la densita` di una legge normale
centrata e ridotta; e` infatti possibile verificare che, al tendere di u all’infinito, sussiste
la seguente equivalenza asintotica:∫ ∞
u
e−x
2/2dx ∼ u−1
∫ ∞
u
xe−x
2/2dx = u−1e−u
2/2. (3.17)
Anche in questo caso, l’obiettivo sara` cercare di stimare le probabilita` di opportuni
eventi, in modo da poter poi applicare il lemma di Borel-Cantelli.
Definiamo la variabile aleatoria Mt = sups≤tBs; grazie al teorema 1.21 e alla
stima precedente, possiamo scrivere
P
(
Mt > ut
1/2
)
= 2P
(
Bt > ut
1/2
) ∼ (2/pi)1/2u−1e−u2/2.
Per comodita` di notazione, poniamo φ(x) =
√
2x log log x; poiche´ questa funzione e`
crescente e in virtu` della (3.17), fissati due numeri reali c e r il primo maggiore di
uno e il secondo maggiore di 0, otteniamo, con considerazioni simili a quelle fatte
anche in sezioni precedenti, che, al tendere di n all’infinito, si ha
P
(
Mrn > cφ(r
n−1)
)  n−c2/r(log n)−1/2. (3.18)
E` evidente che, se scegliamo r < c2, l’ultimo termine della (3.18) e` il termine generale
di una serie convergente e quindi il lemma di Borel-Cantelli ci permette di ottenere
una prima disuguaglianza:
P
(
lim sup
t→∞
Bt
φ(t)
> c
)
≤ P
(
lim sup
n→∞
(
Mrn > cφ(r
n−1)
))
= 0.
Questo prova che la variabile aleatoria lim supt→∞(Bt/φ(t)) e` quasi certamente
maggiorata dalla costante 1.
Dimostriamo la disuguaglianza opposta usando la stima (3.17) e la legge degli
incrementi del moto Browniano; fissato un numero reale r maggiore di 1, possiamo
scrivere
P (Brn −Brn−1 > cφ(rn))  n−c2/(r−1)(log n)−1/2.
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Scegliamo questa volta c = [(r− 1)/r]1/2 e riapplichiamo il lemma di Borel-Cantelli
(si noti che gli eventi della forma {Brn −Brn−1 > cφ(rn)}, al variare di n, sono a due
a due indipendenti, grazie all’indipendenza degli incrementi del moto Browniano)
concludendo che, quasi certamente, si ha
lim sup
t→∞
Bt −Bt/r
φ(t)
≥ lim sup
n→∞
Brn −Brn−1
φ(rn)
≥
(
r − 1
r
)1/2
. (3.19)
D’altra parte, dalla disuguaglianza ottenuta in precedenza, applicata al processo
−B, possiamo dedurre che vale su un insieme di misura piena la disuguaglianza
lim supt→∞(−Bt/r/φ(t)) ≤ r−1/2; infatti dal risultato precedente segue
lim sup
t
−Bt/r√
2(t/r) log log(t/r)
=
√
r lim sup
t
−Bt/r√
2t log log(t/r)
≤ 1.
Notando infine che, se t e` sufficientemente grande, si ha
√
2t log log(t/r) ∼ φ(t),
otteniamo la relazione cercata. Se ora usiamo questo risultato e la (3.19), troviamo
che si ha quasi certamente
lim sup
t→∞
Bt
φ(t)
≥ lim sup
t
Bt −Bt/r
φ(t)
+ lim inf
t
Bt/r
φ(t)
= lim sup
t
Bt −Bt/r
φ(t)
− lim sup
t
−Bt/r
φ(t)
≥ (1− r−1)1/2 − r−1/2.
Passando al limite in r lungo una successione tendente all’infinito, otteniamo che
vale quasi certamente la disuguaglianza lim supt→∞(Bt/φ(t)) ≥ 1. Cio` conclude la
dimostrazione.
Osservazione 3.6. Poiche´ se B e` un moto Browniano, allora lo e` anche il processo
B˜ = (tB1/t)t∈R+ , noto il teorema del logaritmo iterato per il moto Browniano B,
deduciamo che vale anche la seguente formula:
lim sup
t→0
Bt√
2t log log(1/t)
= 1.
Osservazione 3.7. Da questo risultato e` facile dedurre che la traiettoria di un moto
Browniano non puo` essere 1/2-Ho¨lderiana. Supponiamo infatti che lo sia. Allora
esiste una costante C tale che
|Bt −B0| = |Bt| ≤ C
√
t.
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D’altra parte pero` si ha
lim sup
t→0
|Bt|√
2t log log(1/t)
= 1 e lim sup
t→0
C
√
t√
2t log log(1/t)
= 0
e questo e` assurdo.
Figura 3.1: Una traiettoria del moto Browniano vicino a 0
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Capitolo 4
Estensione alle martingale
Estendiamo ora il risultato ad alcune martingale, anche se in questo caso sara` ne-
cessario non solo fare ipotesi piu` restrittive, ma anche modificare leggermente l’e-
nunciato. Infatti, mentre negli altri casi il confronto veniva fatto con la successione
deterministica (2n log log n)
1
2 , in questo caso e` necessario considerare una successione
di variabili aleatorie della forma (2Wn log logWn)
1
2 , in cui Wn e` una successione di
variabili aleatorie crescente all’infinito.
La dimostrazione nasce da una idea di Strassen [17] il quale sfrutta il teorema di
rappresentazione di Skorohod e il fatto che il teorema del logaritmo iterato sussiste
nel caso del moto Browniano. Quella che noi presenteremo pero` e` una rivisitazione
(vedi [11]) in cui e` meno esplicito l’uso di questi due risultati. Sara` invece esplicito e
utile un risultato di compattezza di una famiglia particolare di funzioni, che vedremo
nella prossima sezione.
4.1 Relativa compattezza di una particolare fa-
miglia di variabili aleatorie
Il risultato che vogliamo dimostrare si puo` enunciare nel seguente modo
Teorema 4.1. Su uno spazio probabilizzato (Ω,A, P ), sia B un moto Browniano su
[0,∞) e definiamo la funzione φ(n) = (2n log log n)−1/2. Poniamo inoltre
Tn(t, ω) = φ(n)B(nt, ω) per 0 ≤ t ≤ 1, ω ∈ Ω, (4.1)
e denotiamo con K l’insieme delle funzioni reali x, assolutamente continue su [0, 1],
nulle in 0 e verificanti la relazione
∫ 1
0
x˙2(t)dt ≤ 1. Allora per quasi ogni ω, la
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successione di funzioni (Tn(·, ω))n≥3 e` relativamente compatta per la topologia della
convergenza uniforme e ammette K come insieme dei suoi punti di accumulazione.
Iniziamo dimostrando il seguente teorema, dal quale seguira` come immediato
corollario che l’insieme K e` compatto.
Teorema 4.2. Indichiamo con λ la misura di Lebesgue sulla tribu` boreliana dell’in-
tervallo [0, 1] e con D il disco unitario di L2(λ). Allora l’applicazione Λ del disco
D, munito della topologia debole, nello spazio C([0, 1]), con la topologia della con-
vergenza uniforme, che ad ogni funzione f di D, associa la funzione di ripartizione
(su [0, 1]) della misura f.λ e` continua.
Dimostrazione. Sia n un intero positivo e dividiamo l’intervallo [0, 1] in intervalli
di ampiezza 1/n; fissiamo inoltre un numero reale positivo ε, una funzione con-
tinua F e indichiamo con B(F, ε), l’insieme delle funzioni che distano (in norma
uniforme) da F meno di ε. Fissata una funzione f nella controimmagine tramite
l’applicazione Λ della palla B(F, ε) (se questa e` vuota allora chiaramente sarebbe
un aperto), consideriamo l’insieme Uf =
{
g ∈ D :
∣∣∣∫ j/n0 g − fdλ∣∣∣ < δ, ∀j = 1, .., n},
che e` evidentemente un intorno aperto della funzione f nella topologia debole. Sia
allora g una funzione appartenente all’aperto Uf , indichiamo con G la sua immagine
tramite l’applicazione Λ e osserviamo che, per ogni numero reale x dell’intervallo
[0, 1], indicando con j(x) il piu` grande intero tale che si abbia la disuguaglianza
j(x)/n ≤ x, vale la seguente stima:
|F (x)−G(x)| =
∣∣∣∣∫ x
0
f − gdλ
∣∣∣∣ ≤
∣∣∣∣∣
∫ j(x)/n
0
f − gdλ
∣∣∣∣∣+
∫ x
j(x)/n
|f − g|dλ. (4.2)
Poiche´ la funzione g appartiene all’aperto Uf , possiamo maggiorare il primo termine
con il numero reale δ. Per il secondo termine invece possiamo scrivere∣∣∣∣∫ x
j(x)/n
f − gdλ
∣∣∣∣ ≤ (∫ 1
0
|f − g|2dλ
)1/2
(x− j(x)/n)1/2 ≤ 2/√n.
Se allora scegliamo l’intero n in modo che valga 2/
√
n ≤ ε/2 e il numero reale δ
anch’esso minore di ε/2, otteniamo la disuguaglianza
|F (x)−G(x)| ≤ δ + 2√
n
≤ ε,
che ci da` la continuita` dell’applicazione Λ.
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Corollario 4.3. L’insieme K, definito nel teorema 4.1, e` compatto.
Dimostrazione. Indichiamo con D il disco unitario nello spazio L2 e osserviamo che,
grazie al teorema di Alaoglu, esso e` debolmente compatto. D’altra parte, definita la
funzione Λ come nel lemma precedente, l’insiemeK coincide proprio con l’immagine,
tramite Λ, del disco D; allora dalla continuita` dell’applicazione Λ segue la tesi.
Osservazione 4.4. Ogni funzione x nell’insieme K e` maggiorata dalla costante 1. E`
infatti evidente che dalla disuguaglianza di Ho¨lder segue che vale la disugualianza
x(t)2 =
[∫ t
0
.
x(s)ds
]2
≤ t;
pertanto per ogni numero reale t appartenente all’intervallo [0, 1] vale la disug-
uaglianza |x(t)| ≤ √t ≤ 1. In generale usando una stima simile, si ha che per
ogni coppia di numeri reali s e t vale la stima
|x(t)− x(s)| ≤ (t− s)1/2. (4.3)
Osservazione 4.5. Ricordiamo che la legge Γ(a, λ) e` una misura assolutamente con-
tinua rispetto alla misura di Lebesgue con densita`
γ(a, λ)(x) =
{
0 se x ≤ 0
λa
Γ(a)
e−λxxa−1 altrimenti,
dove Γ(a) e` un coefficiente di normalizzazione. E` inoltre facile verificare che se
X1, . . . , Xn sono variabili aleatorie normali con media nulla e varianza unitaria,
allora la variabile aleatoria X21 + · · ·+X2n ha legge Γ(1/2, n/2).
Prima di vedere la dimostrazione, precisiamo che, se non si rischia di creare
ambiguita`, ometteremo l’argomento ω nelle variabili aleatorie e che la norma ‖ ·‖
che comparira` nella dimostrazione e` la norma uniforme sull’intervallo [0, 1].
Dimostrazione. (Teorema 4.1) Procediamo per passi.
Vogliamo innanzitutto dimostrare che se una funzione x e` limite di una sottosuc-
cessione di (Tn)n≥3, allora appartiene all’insieme K; in realta` dimostreremo che,
comunque fissato un numero positivo ε, definitivamente la successione (Tn)n dista
dall’insieme K meno di 2ε, il che, naturalmente implica che la funzione x appartiene
a K.
47
Fissiamo allora un numero reale positivo ε e indichiamo con Kε l’insieme delle
funzioni continue che distano al piu` ε da K; siano inoltre m un intero positivo e
s un numero reale maggiore di 1. Stimiamo la probabilita` che, fissato n intero e
maggiore di 3, la variabile aleatoria Tn non appartenga all’insieme Kε, in modo da
poter poi usare il lemma di Borel-Cantelli. Questa probabilita` si puo` esprimere nel
modo seguente:
P (Tn /∈ Kε) ≤ P
(
2m
2m∑
i=1
[Tn (i/2m)− Tn ((i− 1) /2m)]2 > s2
)
+
+ P
(
2m
2m∑
i=1
[Tn (i/2m)− Tn ((i− 1) /2m)]2 ≤ s2, Tn /∈ Kε
)
.(4.4)
Per stimare il primo termine, definiamo la variabile aleatoria
Zi =
[
B
(
ni
2m
)
−B
(
n(i− 1)
2m
)] √
2m√
n
,
che e` evidentemente una gaussiana a media nulla e varianza unitaria e dunque la
variabile aleatoria χ22m =
∑2m
i=1 Z
2
i ha legge Γ
(
1
2
,m
)
. Sfruttando questo fatto si puo`
verificare che, quando n tende all’infinito, valgono le seguenti relazioni
P
(
2m
2m∑
i=1
[Tn (i/2m)− Tn ((i− 1) /2m)]2 > s2
)
=
P
(
χ22m > 2s
2 log log n
) ∼ (s2 log log n)m−1
Γ(m)
exp
(−s2 log log n) . (4.5)
Passiamo a stimare il secondo termine della (4.4) e a tal fine indichiamo con Yn
la variabile aleatoria a valori funzioni continue ottenuta interpolando linearmente la
variabile Tn nei punti del tipo
i
2m
, cioe` poniamo
Yn(t) = 2m
2m∑
i=1
[
Tn
(
i
2m
)
− Tn
(
i− 1
2m
)]
tI[ i−12m ,
i
2m ]
(t) +
−2m
2m∑
i=1
[
iTn
(
i
2m
)
− (i− 1)Tn
(
i− 1
2m
)]
I[ i−12m ,
i
2m ]
(t).
I valori assunti dalla variabile aleatoria sono funzioni nulle in 0 e evidentemente
assolutamente continue e dunque dotate quasi ovunque di derivata, che e` della forma
.
Yn(t) =
2m∑
i=1
2m
[
Tn
(
i
2m
)
− Tn
(
i− 1
2m
)]
I( i−12m ,
i
2m)
.
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E` altrettanto chiaro che valgono le uguaglianze∫ 1
0
.
Yn
2
(t) = 4m2
2m∑
i=1
∫ i
2m
i−1
2m
[
Tn
(
i
2m
)
− Tn
(
i− 1
2m
)]2
dt
= 2m
2m∑
i=1
[
Tn
(
i
2m
)
− Tn
(
i− 1
2m
)]2
,
dalle quali deduciamo che la condizione 2m
∑2m
i=1 [Tn (i/2m)− Tn ((i− 1) /2m)]2 ≤
s2 e` equivalente al fatto che la variabile aleatoria Yn/s appartenga all’insieme K.
Allora con considerazioni simili a quelle fatte per ottenere la stima del primo termine
della (4.4) otteniamo una maggiorazione della forma
(Γ(1/2))−1
[(
ε2m log log n
)
/2
]−1/2
exp
[− (ε2m log log n) /2] , (4.6)
(per maggiori dettagli si veda [16] oppure [17]) e dunque dalle relazioni (4.5) e (4.6)
deduciamo che, pur di scegliere m e n sufficientemente grandi, esiste un numero
reale r compreso fra 1 e s tale che valga la disuguaglianza
P (Tn /∈ Kε) ≤ exp
(−r2 log log n) .
Fissiamo un numero c strettamente maggiore di 1 e consideriamo, per ogni intero
j ≥ 1, la quantita` nj = bcjc; allora si ha
∞∑
j=1
P (Tnj /∈ Kε) ≤
∞∑
j=1
exp
(
log(log cj)−r
2
)
= (log c)−r
2
∞∑
j=1
j−r
2
<∞.
Pertanto il lemma di Borel-Cantelli ci permette di affermare che, per quasi ogni ω,
la successione di funzioni (Tnj(ω))j cade definitivamente nell’insieme Kε.
Vogliamo far vedere che in realta` quasi certamente la successione Tn appartiene
definitivamente a K2ε; allora sull’evento di probabilita` 1 in cui vale il risultato prece-
dente, sappiamo che esiste un indice j0 tale che, per ogni intero j ≥ j0, la funzione
Tnj appartenga a Kε. Fissiamo allora un numero naturale j ≥ j0 e un intero n che
verifichi la condizione nj ≤ n < nj+1. La scelta di j ci assicura l’esistenza di una
funzione xj+1 nell’insieme K tale che valga la proprieta`
max
0≤u≤1
∣∣∣∣∣ B (unj+1)(2nj+1 log log nj+1)1/2 − xj+1(u)
∣∣∣∣∣ < ε.
49
Si noti ora che valgono le seguenti stime:
max
0≤u≤ 1
∣∣∣∣ B(un)(2n log log n)1/2 − xj+1
(
un
nj+1
)∣∣∣∣
= max
0≤u≤1
∣∣∣∣∣ B(un)(2nj+1 log log nj+1)1/2 − xj+1
(
un
nj+1
)(
n log log n
nj+1 log log nj+1
)1/2∣∣∣∣∣×
×
(
nj+1 log log nj+1
n log log n
)1/2
≤
(
nj+1 log log nj+1
nj log log nj
)1/2
max
0≤u≤1
∣∣∣∣∣ B(un)(2nj+1 log log nj+1)1/2 − xj+1
(
un
nj+1
)∣∣∣∣∣
+
(
nj+1 log log nj+1
nj log log nj
)1/2 [
1−
(
nj log log nj
nj+1 log log nj+1
)1/2]
max
0≤u≤1
|xj+1(u)|
≤
(
nj+1 log log nj+1
nj log log nj
)1/2
ε+
[
1−
(
nj log log nj
nj+1 log log nj+1
)1/2]
Indicando ora con yj+1 la funzione xj+1(·n/nj+1) e ricordando il modo in cui e` stato
scelto l’intero nj, e` possibile determinare la costante c in modo che valga anche
la maggiorazione ‖Tn − yj+1‖ ≤ 3ε/2. Usando invece il fatto che la funzione x
appartiene a K e la disuguaglianza (4.3), e` facile ottenere la relazione
‖yj+1 − xj+1‖ ≤
(
1− nj
nj+1
)1/2
,
il cui secondo membro puo` essere ulteriormente maggiorato, pur di mettere altre
limitazioni sulla costante c, con la quantita` ε/2. Combinando le stime trovate finora
otteniamo appunto la relazione
‖Tn − xj+1‖ ≤ 2ε,
dalla quale deduciamo che definitivamente la successione (Tn)n appartiene all’insieme
K2ε sull’evento di probabilita` 1 trovato precedentemente.
Questo non solo dimostra che K contiene l’insieme dei valori di aderenza di Tn,
ma ci permette anche di affermare la relativa compattezza dell’insieme {Tn : n ≥ 3}.
Fissiamo innanzitutto un elemento ω nell’evento di probabilita` 1 sul quale abbiamo
ottenuto il risultato precedente e notiamo che e` sufficiente verificare che l’insieme di
funzioni {Tn(·, ω) : n ≥ 3} e` totalmente limitato. Fissiamo allora un numero reale
positivo ε e, ricordando che l’insieme K e` compatto, consideriamo una ε-rete finita
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Aε che lo ricopra; ci basta mostrare che definitivamente la successione (Tn(·, ω))n∈N
cade in questa ε-rete . Supponiamo per assurdo che cio` non accada; allora, per
ogni numero naturale n, esiste un intero k > n tale che la funzione Tk(·, ω) non
appartenga a Aε; quindi troviamo una sottosuccessione (Tnk)k tutta contenuta nel
complementare dell’ε-rete che e` un chiuso; la sua distanza dall’insieme K e` pertanto
positiva, ma questo e` assurdo perche´ la successione (Tn)n≥3 definitivamente dista
dall’insieme K meno di 2ε, con ε numero reale arbitrariamente piccolo.
Allora non ci resta che ricoprire il numero finito di punti dell’insieme {Tn : n ≥ 3}
che non cadono nell’ε-rete Aε con le palle di raggio ε che ci occorrono.
Concludiamo la dimostrazione mostrando che, se la funzione x appartiene all’in-
sieme K, allora esiste una sottosuccessione di Tn che converge ad x. Dovremmo
dimostrare che l’insieme degli ω nello spazio Ω per cui, per ogni elemento x nell’in-
sieme K e per ogni numero reale positvo ε, frequentemente la successione Tn cade
ella palla B(x, ε), e` di misura piena. In realta` e` sufficiente dimostrare che, fissato x
in K, e` verificata la condizione seguente.
P (lim sup
n
{Tn ∈ B(x, ε)}) = 1. (4.7)
Infatti, poiche´ l’insieme K e` compatto, dal ricoprimento U = {B(x, ε/2), x ∈ K}
ne possiamo estrarre uno finito U ′ = {B(xi, ε/2), xi ∈ K, i = 1, . . . , n}. Se dunque,
per ogni funzione xi, dimostriamo la relazione (4.7), quasi certamente la successione
(Tn)n cade per infiniti indici nella palla B(xi, ε/2).
Osserviamo ora che l’intersezione, al variare degli indici i, degli eventi della for-
ma {lim supn Tn ∈ B(xi, ε/2)} e` un evento quasi certo, perche´ intersezione finita di
eventi quasi certi. Sia ora x una funzione arbitraria nell’insieme K: poiche´ U
′
e`
un ricoprimento, esiste un indice i nell’insieme {1, . . . , n} tale che x appartenga
alla palla B(xi, ε/2) che e` chiaramente contenuta in B(x, ε). Allora se per quasi
ogni ω la successione (Tn)n cade per infiniti indici nella palla B(xi, ε/2), allora essa
frequentemente cade in B(x, ε) e questo ci da` la tesi.
Dimostriamo allora la (4.7); fissiamo un numero naturale n ≥ 1, un intero m, un
numero reale δ compreso strettamente tra 0 e 1 e una funzione x nell’insieme K e
poniamo
An =
m⋂
i=2
{∣∣∣∣[Tn( im
)
− Tn
(
i− 1
m
)]
−
[
x
(
i
m
)
− x
(
i− 1
m
)]∣∣∣∣ < δ} .
Osserviamo che, comunque si scelgano due numeri reali positivi a e b con a < b,
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vale la seguente disuguaglianza:∫ b
a
exp(−u2/2)du ≥ b−1 exp(−a2/2){1− exp[−(b2 − a2)/2]} .
Usando allora questa stima e il fatto che gli eventi che compongono l’intersezione
nella definizione di An sono indipendenti, possiamo scrivere
P (An) ≥
m∏
i=2
(2pi)−1/2
∫ (2m log logn)1/2|x(i/m)−x((i−1)/m)|+δ
(2m log logn)1/2|x(i/m)−x((i−1)/m)|
exp(−u2/2) du
≥ C
m∏
i=2
exp[−m(x(i/m)− x((i− 1)/m))2 log log n
(m log log n)1/2
≥ C
(m log log n)1/2 log n
,
in cui le ultime due disuguaglianze sono vere per tutti gli interi n sufficientemente
grandi e C e` una costante che dipende solo dalla scelta del numero δ.
Per ogni intero j ≥ 1, poniamo nj = mj, cos`ı che gli eventi Anj siano a due a
due indipendenti; allora dalla minorazioni
∞∑
j=1
P (Anj) ≥
∞∑
j=1
1/[j(log j)1/2],
deduciamo che la serie delle probabilita` degli eventi Anj e` divergente e quindi il
lemma di Borel Cantelli ci permette di concludere che vale la seguente proprieta`:
P (lim sup
n
Anj) = 1. (4.8)
Poiche´ pero` l’evento lim supj Anj e` contenuto nell’evento lim supnAn, otteniamo che
anche quest’ultimo ha probabilita` 1.
D’altra parte, dal primo passo della dimostrazione sappiamo che quasi certa-
mente la successione (Tn)n definitivamente cade nell’insieme Kδ/2 e allora, per ogni
intero n sufficientemente grande, esiste una funzione y nell’insieme K, tale che valga
la disuguaglianza
|Tn(u)−Tn(v)| ≤ |Tn(u)− y(u)|+ |y(u)− y(v)|+ |(v)−T(v)| ≤ (u− v)1/2+ δ, (4.9)
dove l’ultima relazione si ottiene usando la stima (4.3). Scegliamo ora la costante δ
in funzione del numero ε, e l’intero m in funzione di δ, in modo tale che, unendo le
relazioni (4.9) e (4.8), otteniamo la proprieta`
P (lim sup
n
{Tn ∈ B(x, ε)}) = 1
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La dimostrazione e` cos`ı conclusa.
Si noti che non e` stato mai usato il fatto che la successione fosse indicizzata con i
numeri interi, quindi e` possibile e utile estendere il risultato, enunciando il seguente
corollario, che sara` poi quello che realmente useremo
Corollario 4.6. Su uno spazio probabilizzato (Ω,A, P ) sia B moto Browniano e
poniamo
αu(t, ω) = (2u log log u)
− 1
2 B(ut, ω) per t ∈ [0, 1] , ω ∈ Ω. (4.10)
Allora, per quasi ogni ω, la successione di funzioni (αu(·, ω))u>e e` relativamente com-
patta e l’insieme dei limiti delle successioni (αun)un, con (un)n che tende all’infinito,
coincide con l’insieme K.
4.2 Il teorema del logaritmo iterato secondo l’idea
di Strassen
Usiamo il risultato dimostrato nella sezione precedente per enunciare e dimostrare
due lemmi, uno conseguenza dell’altro, i quali ci permetteranno poi di ottenere in
maniera quasi banale, la validita` del teorema del logaritmo iterato anche per alcuni
tipi di martingale.
Lemma 4.7. Su uno spazio probabilizzato (Ω,A, P ), sia B un moto Browniano
e siano (τn)n≥1 e (Wn)n≥1 due successioni non decrescenti di variabili aleatorie
positive. Definendo la funzione φ come nel teorema 4.1, poniamo
S∗n = B(τn), X
∗
n = S
∗
n − S∗n−1,
ξ∗n(t) = φ(W
2
n)
[
S∗i +
(
W 2i+1 −W 2i
)−1 (
tW 2n −W 2i
)
X∗i+1
]
(4.11)
con i = max
{
j ∈ N : W 2j ≤ tW 2n
} ∧ n. Se quasi certamente valgono le seguenti
proprieta`
τn →∞, τ−1n+1τn → 1, τ−1n W 2n → 1, (4.12)
allora, per quasi ogni ω, la successione di funzioni (ξ∗n(·, ω))n≥1 e` relativamente
compatta e l’insieme dei suoi valori di aderenza e` l’insieme K.
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Dimostrazione. Precisiamo innanzitutto che cio` che dimostreremo non sara` la relati-
va compattezza della famiglia (ξ∗n)n nella norma della convergenza uniforme su tutto
l’intervallo [0, 1], ma solo sugli intervalli della forma [%, 1] con % numero reale stret-
tamente positivo; questo ci sara` poi sufficiente a dimostrare il teorema del logaritmo
iterato. Scriveremo quindi ‖ · ‖% per indicare la norma della convergenza uniforme
sull’intervallo [%, 1].
Per ogni numero reale s poniamo
β(s) = S∗p +
(
W 2p+1 −W 2p
)−1 (
s−W 2p
)
X∗p+1,
scegliendo l’indice p = p(s) = max {i : W 2i ≤ s}.
E` facile verificare che, comunque fissato un elemento ω dello spazio Ω, la suc-
cessione di funzioni ξ∗n(·, ω) coincide con ηn(·, ω) = φ (W 2n(ω)) β (W 2n(ω)·), quindi la
relativa compattezza della successione (ξ∗n)n, segue da quella di (ηn)n.
D’altra parte considerata la famiglia (αW 2n(tω))n definita nel corollario 4.6, per
ottenere la tesi e` sufficiente verificare che, per ogni numero reale positivo %, quasi
certamente, vale la relazione
lim
n→∞
sup
t∈[%,1]
φ(W 2n)|B(tW 2n)− β(tW 2n)| = 0. (4.13)
Infatti otteniamo la tesi non appena dimostriamo che la successione (η)n ha delle
sottosuccessioni di Cauchy. Allora, fissato un numero reale positivo ε, stimiamo la
norma della differenza tra due elementi di questa successione nel seguente modo:
‖ηn − ηm‖% ≤
∥∥ηn − αW 2n∥∥% + ∥∥αW 2n − αW 2m∥∥% + ∥∥αW 2m − ηm∥∥% .
Dal corollario 4.6 d’altra parte sappiamo che esiste una sottosuccessione di (αW 2n)
convergente e quindi di Cauchy. Allora su questa sottosuccessione, alla quale lascere-
mo gli stessi indici, pur di scegliere gli interi n e m sufficientemente grandi, possiamo
maggiorare il secondo termine con ε/3, e dalla relazione (4.13) ricaviamo la stessa sti-
ma anche per gli altri due termini, da cui deduciamo che esiste una sottosuccessione
di (ηn)n di Cauchy, quindi convergente.
Allora e` sufficiente verificare la (4.13) ma, poiche´ la funzione φ e` decrescente e
per ogni numero reale t compreso fra 0 e 1 vale la disuguaglianza φ(tW 2n) ≥ φ(W 2n),
possiamo ridurci a dimostrare che quasi certamente e` verificata la condizione
lim
n→∞
sup
t∈[%,1]
φ(tW 2n)|B(tW 2n)− β(tW 2n)| = 0. (4.14)
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Fissiamo allora un numero reale positivo ε minore di 1/2 e scegliamo due numeri
reali s e t che verifichino la disuguaglianza |1− t−1s| ≤ ε; poniamo infine u =
t (1 + ε). Allora, pur di scegliere t sufficientemente grande, si hanno le seguenti
stime:
φ (t) |B (s)−B (t)| ≤ 2φ (u) |B (s)−B (t)|
= 2
∣∣αu (u−1s)− αu (u−1t)∣∣
≤ 2 (∣∣αu (u−1s)− αu (1)∣∣+ ∣∣αu (1)− αu (u−1t)∣∣) .
Osserviamo ora che le quantita` u−1t e u−1s appartengono all’intervallo [1−2ε, 1];
quindi le disuguaglianze precedenti si possono continuare nel seguente modo:
2
(∣∣αu (u−1s)− αu (1)∣∣+ ∣∣αu (1)− αu (u−1t)∣∣) ≤ 4 sup
1−2ε≤r≤1
|αu (r)− αu (1)| .
Denotiamo con Kε l’insieme delle funzioni continue che distano dall’insieme K
meno di ε; allora il corollario 4.6 ci assicura che, pur di scegliere un numero reale
positivo λε abbastanza grande, vale la condizione
P
(
αt(1+ε) ∈ Kε ∀t ≥ λε
) ≥ 1− ε. (4.15)
Consideriamo ora i numeri reali u della forma t(1 + ε) con t > λε e mettiamoci
sull’evento su cui si abbia la condizione αu ∈ Kε; allora esiste una funzione x nel-
l’insieme K che dista meno di ε dalla funzione αu. Quindi possiamo scrivere le
disuguaglianze seguenti:
sup
1−2ε≤r≤1
|αu (r)− αu (1)| ≤ 2ε+ sup
1−2ε≤r≤1
|x (r)− x (1)|
≤ 2ε+ 2 sup
1−2ε≤r≤1
(1− r)1/2 ≤ 2ε+ (2ε) 12 .
E` infine facile da verificare che vale la seguente disuguaglianza:
|β (t)−B (t)| ≤ max {|B (τp)−B (t)| , |B (τp+1)−B (t)|} .
Infatti indicando con c(t) la quantita`
(
W 2i+1 −W 2i
)−1
)(tW 2n −W 2i ), che e` sempre
minore di 1, abbiamo le relazioni
|β(t)−B(t)| = ∣∣S∗p + cXp+1 −B(t)∣∣
≤ (1− c)|B(τp)−B(t)|+ c|B(τp+1 −B(t)|,
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da cui deduciamo subito la disuguaglianza desiderata.
Possiamo ora dimostrare la relazione (4.14). Poniamo per comodita` di notazioni
δε = 4
(
2ε+ (2ε)1/2
)
, con ε numero reale positivo e minore di 1/2, e indichiamo con
F (B, t, τj) la funzione φ (t) |B (τj)−B (t)|.
Allora possiamo scrivere le relazioni
P (φ (t) |β (t)−B (t)| ≤ δε ∀t > λε)
≥ P (F (B, t, τp) ∨ F (B, t, τp+1) ≤ δε ∀t > λε)
=P (F (B, t, τp) ≤ δε ∀t > λε, F (B, t, τp+1) ≤ δε ∀t > λε)
= 1− P ((F (B, t, τp) ≤ δε ∀t > λε, F (B, t, τp) ≤ δε ∀t > λε)c)
≥ 1− P ((αt(1+ε) ∈ Kε ∀t > λε)c)− P (|1− τpt−1|>ε)
−P (|1− τp+1t−1|> ε) . (4.16)
Grazie alla disuguaglianza (4.15), basta dimostrare che il processo (τp(t)t
−1)t converge
quasi certamente a 1 quando t tende all’infinito (in realta` basterebbe la convergenza
in probabilita`).
D’altra parte, grazie alla terza relazione di (4.12), deduciamo che la successione
W 2nW
−2
n+1 converge quasi certamente ad 1 e quindi dalle disuguaglianze 1 ≥ t−1W−1p ≥
W−2p+1W
2
p otteniamo la convergenza desiderata. Chiaramente possiamo rifare lo
stesso ragionamento per il processo (τp+1t
−1), deducendo quindi la validita` delle
disuguaglianze P (|1− τpt−1| > ε) ≤ ε e P (|1− τp+1t−1| > ε) ≤ ε.
Usando questi risultati nella (4.16), otteniamo in definitiva che si ha
P (φ (t) |β (t)−B (t)| ≤ δε ∀t > λε) ≥ 1− 3ε. (4.17)
Consideriamo ora i numeri ε della forma 1/k al variare di k in N∗ e definiamo
gli eventi Ak =
{
φ (t) |β (t)−B (t)| ≤ δ1/k ∀t > λ1/k
}
. E` sufficiente allora osservare,
che grazie alla relazione (4.17), l’evento lim supk Ak e` quasi certo.
Il lemma appena dimostrato usa un processo molto particolare, perche´ costruito
a partire da un moto Browniano, ma si rivela utilissimo al fine di dimostrare il
prossimo lemma, in cui, grazie al teorema di rappresentazione di Skorohod, potremo
ricondurci ad un processo della forma del lemma precedente.
Teorema 4.8. Su uno spazio probabilizzato (Ω,A, P ), sia (Fn)n≥1 una filtrazione,
(Sn)n≥1 una martingala a media nulla e di quadrato integrabile e indichiamo con Xn
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la differenza Sn− Sn−1. Siano inoltre (Wn)n≥1 e (Zn)n≥1 due successioni prevedibili
di variabili aleatorie non negative, la prima delle quali non decrescente. Supponiamo
inoltre che valgano le seguenti relazioni:
φ(W 2n)
n∑
i=1
([XiI(|Xi| > Zi)]− E [XiI(|Xi| > Zi)|Fi−1])→ 0, (4.18)
W−2n
n∑
i=1
(
E
[
X2i I(|Xi| ≤ Zi)|Fi−1
]−[E [XiI(|Xi| ≤ Zi)|Fi−1]]2)→ 1, (4.19)
∞∑
i=1
W−4i E
[
X4i I(|Xi| ≤ Zi)|Fi−1
]
<∞, W−1n+1Wn → 1, Wn →∞. (4.20)
Poniamo infine
ξn(t, ω) = φ(W
2
n(ω))
[
Si(ω) + (W
2
i+1(ω)−W 2i (ω))−1(tW 2n(ω)−W 2i (ω))Xi+1(ω)
]
con i = max
{
j ∈ N : W 2j < tW 2n
} ∧ n t ∈ [0, 1], ω ∈ Ω.
Allora, per quasi ogni ω, la successione di funzioni (ξn(·, ω))n≥ 3 e` relativamente
compatta e l’insieme dei suoi valori di aderenza e` l’insieme K.
Dimostrazione. Innanzitutto definiremo delle successioni di costanti e di variabili
aleatorie sulle quali poi effettivamente lavoreremo. Consideriamo una successione
crescente di costanti positive (ci)i≥1 con la proprieta` che le serie
∞∑
i=1
ci e
∞∑
i=1
ciW
2
i Zi
siano convergenti e poniamo
X˜i = XiI(ci< |Xi|≤Zi)+Xi
2
I(|Xi|≤ci)+ci
2
sgn(Xi)
(
1+
Zi
|Xi|
)
I(|Xi|>Zi),
X∗i = X˜i − E[X˜i|Fi−1],
S∗n =
n∑
i=1
X∗i , V
∗
n =
n∑
i=1
E[X∗i
2|Fi−1].
Si puo` verificare facilmente che sia la variabile aleatoria X˜i sia X
∗
i generano la
tribu` Fi, e che, maggiorando opportunamente, vale la stima
|Xi −X∗i − {XiI(|Xi| > Zi)− E[XiI(|Xi| > Zi)|Fi−1]} | ≤ 3ci.
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Definendo ora ξ∗n come nel lemma 4.7 e fissato un numero reale strettamente positivo
%, dalla disuguaglianza precedente e dal fatto che, per la particolare scelta dell’indice
i, la quantita` (W 2i+1−W 2i )−1(tW 2n−W 2i ) e` minore di 1, deduciamo le disuguaglianze
sup
%≤ t≤ 1
|ξn(t)− ξ∗n(t)|
= φ
(
W 2n
)
sup
0≤ t≤ 1
|Si − S∗i + (W 2i+1 −W 2i )−1(tW 2n −W 2i )(Xi+1 −X∗i+1)|
≤ φ(W 2n) sup
1≤ j≤ n
∣∣∣∣∣
j∑
i=1
(Xi −X∗i )
∣∣∣∣∣
≤ φ(W 2n) sup
1≤ j≤ n
j∑
i=1
|XiI(|Xi| > Zi)| − E[XiI(|Xi| > Zi|Fi−1])|+
n∑
i=1
3ci,
che mostrano, ricordando l’ipotesi (4.18) e che la serie
∑
ci e` convergente, che la
norma ‖ξn − ξ∗n‖% tende a zero quando n tende all’infinito. Allora otterremo la
relativa compattezza della successione (ξn)n≥1 su un evento di probabilita` 1, se
dimostriamo che quasi certamente la successione (ξ∗n)n≥1 e` relativamente compatta.
Vogliamo allora usare il lemma 4.7, ma per farlo abbiamo bisogno di esprimere la
martingala (S∗n)n≥1 nella forma (B(τn))n≥1 con B moto Browniano. Usiamo allora
il teorema di rappresentazione di Skorohod (vedi appendice A). Possiamo allora
pensare che il processo (S∗n)n≥1 sia della forma (B(τn))n≥1, quindi non ci resta che
verificare che siamo nelle ipotesi del lemma 4.7. Le prime due ipotesi, cioe` che
le successioni (τn)n≥1 e (τ−1n τn+1)n≥1 convergano quasi certamente rispettivamente
a 0 e a 1, quando n tende all’infinito, si verificano abbastanza facilmente. L’unica
ipotesi difficile da verificare e` quella che richiede che anche la successione (τ−1n W
2
n)n≥1
converga a 1. Procederemo per passi, iniziando col dimostrare innanzitutto che la
successione (W−2n (τn − V ∗n 2))n≥1 tende quasi certamente a 0.
Si noti innanzitutto che valgono le seguenti disuguaglianze:
E[X∗i
4|Fi−1] = E[X˜4i |Fi−1]− 4E[X˜3i |Fi−1]E[X˜i|Fi−1] +
+ 6E[X˜2i |Fi−1]E[X˜i|Fi−1]2 − 3E[X˜i|Fi−1]4
≤ E[X˜4i |Fi−1]− 4E[X˜i|Fi−1]4 + 6E[X˜2i |Fi−1]2
≤ 7E[X˜4i |Fi−1] ≤ 7E[X4i I(|Xi| ≤ Zi)|Fi−1] + 7c4i .
Applichiamo il lemma 1.14 alla martingala (rispetto alla filtrazione (Gn)n introdotta
nel teorema A.22)
∑n
i=1(∆τi − E[∆τi|Gi−1]) scegliendo Un = W 2n . Le ipotesi sono
58
verificate, perche´ W 2n tende all’infinito e si puo` vedere che dall’ipotesi (4.20) e dalle
disuguaglianze precedenti segue che la serie
∑∞
i=1W
−4
i E[(∆τi − E[∆τi|Gi−1])2|Fi−1]
e` convergente. Concludiamo pertanto che vale la relazione
W−2n
n∑
i=1
(∆τi − E[∆τi|Gi−1])→ 0,
la quale e` equivalente, viste le proprieta` della successione (∆τn)n dimostrate in
appendice, alla relazione
W−2n
(
τn − V ∗n 2
)→ 0.
Dimostriamo ora che la successione di variabili aleatorie (W−2n V
∗
n
2)n≥1 tende
quasi certamente alla costante 1. A questo scopo , saranno necessarie alcune stime
preliminari. Innanzitutto notiamo che vale la seguente disuguaglianza
|E[X˜2i |Fi−1]− E[X2i I(|Xi| ≤ Zi)|Fi−1]|
≤ |E[X2i I(ci < |Xi| ≤ Zi) +
1
4
X2i I(|X2i | ≤ ci)
+
c2i
4
(
1 +
Zi
|Xi|
)2
I (|Xi| > Zi)−X2i I(|Xi| ≤ Zi)|Fi−1]| ≤ Bc2i . (4.21)
Inoltre, ricordando la definizione di X∗i , e` facile verificare l’uguaglianza
E[X∗i
2|Fi−1] = E[X˜2i |Fi−1]− E[X˜i|Fi−1]2. (4.22)
Infine, con considerazioni analoghe a quelle usate per la stima (4.21), si trova una
costante A tale che si abbia
|E[X˜i|Fi−1]− E[XiI(|Xi| ≤ Zi)|Fi−1]| ≤ Aci. (4.23)
Proprio da quest’ultima relazione deduciamo la stima
n∑
i=1
[
E[X˜i|F−1]2 − E[XiI(|Xi| ≤ Zi)|Fi−1]2
]
≤
n∑
i=1
{
[Aci + E[XiI(|Xi| ≤ Zi)|Fi−1]]2− E[XiI(|Xi| ≤ Zi|Fi−1]2
}
= A2
n∑
i=1
c2i + 2A
n∑
i=1
ciE[XiI(|Xi| ≤ Zi)|Fi−1]. (4.24)
Mostriamo ora che quest’ultimo membro diviso per la variabile aleatoria W 2n tende
a 0, quando n tende all’infinito. E` evidente che questo vale per il primo termine,
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perche´ la serie
∑n
i=1 c
2
i e` convergente. Per il secondo termine si noti innanzitutto
che le condizioni ∞∑
i=1
ciZiW
−2
i <∞, W 2n →∞
ci permettono di invocare il lemma di Kronecker, cos`ı da poter concludere che la
successione di variabili aleatorie W−2n
∑n
i=1 ciZi tende a 0. D’altra parte, dalla
disuguaglianza
∑n
i=1 ciE[XiI(|Xi| ≤ Zi)|Fi−1] ≤
∑n
i=1 ciZi deduciamo la relazione
W−2n
(
n∑
i=1
ciE[XiI(|Xi| ≤ Zi)|Fi−1]
)
→ 0, (4.25)
che ci da` appunto la convergenza desiderata.
A questo punto, usando prima la (4.22), poi la (4.21) e infine aggiungendo e
sottraendo i termini opportunamente, abbiamo la seguente catena di disuguaglianze:
W−2n
[
n∑
i=1
E[X∗i
2|Fi−1]
]
=W−2n
{
n∑
i=1
[
E[X˜2i |Fi−1]− E[X˜i|Fi−1]2
]}
≤ W−2n
{
n∑
i=1
[E[X2i I(|Xi| ≤ Zi)|Fi−1]− E[X˜i|Fi−1]2] +B
n∑
i=1
c2i
}
≤ W−2n
{
n∑
i=1
[E[X2i I(|Xi| ≤ Zi)|Fi−1]− E[XiI(|Xi| ≤ Zi)|Fi−1]2] +
+
n∑
i=1
E[XiI(|Xi| ≤ Zi)|Fi−1]2 − E[X˜i|Fi−1]2 +B
n∑
i=1
c2i
}
.
Osserviamo ora che grazie alle relazioni (4.24) e (4.25), possiamo scrivere
W−2n
n∑
i=1
E[XiI(|Xi| ≤ Zi)|Fi−1]2 − E[X˜i|Fi−1]2]→ 0.
Allora grazie all’ipotesi (4.19) e al fatto che, evidentemente, la successione di variabili
aleatorie (W−2n
∑n
i=1 c
2
i )n≥1 tende a 0, otteniamo che la successione (W
−2
n V
∗
n
2)n≥1
converge a 1. A questo punto possiamo concludere tendendo conto della relazione
τn
W 2n
=
τn − V ∗n 2
W 2n
+
V ∗n
2
W 2n
→ 1,
che ci permette di verificare anche l’ultima ipotesi del teorema 4.7 e quindi di
concludere la dimostrazione.
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Siamo arrivati, finalmente, al punto in cui possiamo dimostrare il teorema.
Teorema 4.9. Su uno spazio probabilizzato (Ω,A, P ), siano (Fn)n≥1 una filtrazione,
(Sn)n≥1 una martingala a media nulla di quadrato integrabile e (Wn)n≥1 una succes-
sione non decrescente di variabili aleatorie non negative e definiamo la successione
(ξn)n come nel teorema 4.8. Se questa e` quasi certamente relativamente compatta,
allora vale l’uguaglianza
lim sup
n→∞
φ(W 2n)Sn = 1.
Dimostrazione. Poiche´ la successione (ξn)n e` quasi certamente relativamente com-
patta e l’insieme dei suoi valori di aderenza e` l’insieme K, per ogni funzione x in
questo insieme vale la disuguaglianza
‖ξn‖% ≤ ‖ξn − x‖% + ‖x‖% ≤ 1 + ‖ξn − x‖% .
Supponiamo allora che si abbia lim supn ‖ξn‖% > 1. Allora, fissato un numero reale
positivo δ, esiste una sottosuccessione (ξnk)k la cui norma converga alla quantita`
1+δ. A meno di passare ad ulteriori sottosuccessioni, possiamo supporre che la stessa
successione converga ad una funzione x¯, naturalmente appartenente all’insieme K.
Ma dalla disuguaglianza
‖ξnk‖% ≤ ‖ξnk − x¯‖% + ‖x‖%
otteniamo che il primo membro converge a 1 + δ, mentre nel secondo membro il
primo termine converge a 0 e il secondo e` maggiorato dalla costante 1, cio` che e`
palesemente assurdo. Vale dunque la disuguaglianza
lim sup
n→∞
sup
t∈[%,1]
|ξn(t)| ≤ 1.
Notando infine che, per ogni numero naturale n, la variabile aleatoria ξn(1) coincide
con φ(W 2n)Sn, otteniamo la prima disuguaglianza
lim sup
n→∞
φ(W 2n)|Sn| ≤ 1.
Non ci resta che dimostrare quella inversa. Per fare cio`, osserviamo che natu-
ralmente la funzione x(t) = t appartiene all’insieme K e quindi, per quasi ogni
ω, esiste una sottosuccessione tale che la successione di funzioni ξnk(·, ω) converga
uniformemente (e quindi anche puntualmente) alla funzione x. Da cio` segue la
relazione
φ(W 2nk(ω))Snk(ω)→ 1,
che conclude la dimostrazione.
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4.3 Un’altra versione per le martingale
Enunciamo anche un’ altra versione del teorema del logaritmo iterato dovuta a Stout
[15]. C’e` una differenza sostanziale di approccio al problema fra le due dimostrazioni.
Infatti, mentre Strassen si occupa di trovare delle ipotesi affinche´ una particolare
famiglia di variabili aleatorie sia relativamente compatta e considera “buone” le
martingale per le quali esistano le due successioni (Wn)n e (Zn)n che verifichino
le ipotesi e in modo che la successione (Wn)n si comporti circa come la varianza
dell’n-sima variabile aleatoria che compone la martingala, Stout mette ipotesi sulla
somma della varianza condizionale delle prime n variabili aleatorie che compongono
la martingala. Questo secondo approccio e` molto piu` simile a quello che si aveva nei
casi meno generali e per questo la dimostrazione, anche se sfrutta delle interessanti
disuguaglianze esponenziali, e` ormai standard e quindi sara` omessa.
Enunciamo pero` il risultato:
Teorema 4.10. Su uno spazio probabilizzato (Ω,A, P ) sia (Sn)n∈N una martingala,
rispetto ad una filtrazione assegnata F , a media nulla e con S0 = 0. Per ogni intero
n, poniamo Xn = Sn − Sn−1 e s2n =
∑n
i=1 E[X
2
i |Fi−1]; sia inoltre φ la funzione
che ad ogni intero n associa la quantita` (2 log log s2n)
1/2. Se la successione (s2n)n
tende all’infinito e se esiste una successione prevedibile (Kn)n∈N di variabili aleatorie
convergente verso 0 e tale che valga la disuguaglianza
|Xn| ≤ Knsn
φ(n)
, (4.26)
allora si ha l’uguaglianza
lim sup
n→∞
Sn
snφ(n)
= 1.
Non vedremo la dimostrazione di questo risultato, ma e` interessante cercare
di confrontare l’enunciato di Strassen con quello di Stout. E’ difficile stabilire
quali siano le ipotesi piu` restrittive, anche perche´ evidentemente l’ipotesi impie-
gata Strassen e` in realta` solo quella che la famiglia (ξn)n sia relativamente compatta
e quello che fa nel lemma 4.8 e` solo cercare una martingala per cui questo accada.
Osserviamo che la passeggiata aleatoria, come esempio particolarissimo di mar-
tingala, verifica le ipotesi di entrambi i teoremi. Risulta subito chiaro che sono
verificate le ipotesi del teorema 4.8 non appena, per ogni intero n, si scelga W 2n = n
e la successione (Zn)n costantemente uguale a 2. Allora e` chiaro che la successione
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((n+1)−1n)n tende a 1 quando n tende all’infinito. Osservando poi che, per ogni in-
dice i, la variabile aleatoria |Xi| e` a valori in [0, 2[, otteniamo subito l’ipotesi (4.18).
Per la relazione (4.19), e` sufficiente osservare che valgono le uguaglianze
n∑
i=1
(
E[X2i I(|Xi| ≤ 2)|Fi−1]− E[XiI(|Xi| ≤ 2)|Fi−1]2
)
=
n∑
i=1
E[X2i ] = n,
e per la prima delle ipotesi (4.20) basta ricordare che il momento del quarto ordine
di una variabile aleatoria bernoulliana e` ancora 1.
Le ipotesi di Stout sono ancora piu` facili da verificare. E` infatti ovvio che (come
deve essere) per ogni intero n la variabile aleatoria s2n e` deterministica e coincide
con n e quindi tende all’infinito. Poniamo inoltre
Kn =
√
2 log log n2
√
n
2
√
n
e osserviamo che la successione (Kn)n (deterministica e quindi banalmente prevedi-
bile) e` infinitesima. D’altra parte, per ogni intero n, vale la disuguaglianza
Kn
√
n√
2 log log n
= 2 > 1 = |Xn|.
E` dunque verificata anche l’ultima condizione.
Presentiamo ora un esempio di martingala per la quale non valga la legge del
logaritmo iterato nella versione proposta da Stout.
Consideriamo una successione (Xn)n∈N∗ di variabili aleatorie indipendenti, a val-
ori nell’intervallo [−2, 4] e aventi come comune legge la ripartizione uniforme su
questo insieme. Grazie all’indipendenza e al fatto che ciascuna Xn ha media uno, si
verifica facilmente che il processo
Mn =
n∏
i=1
Xi
e` una martingala, rispetto alla filtrazione generata dalla successione (Xn)n.
Per ogni intero n, si ha
s2n =
n∑
i=1
E[(Mi −Mi−1)2|Fi−1] =
n∑
i=1
E[M2i −M2i−1|Fi−1]
=
n∑
i=1
M2i−1E[X
2
i − 1|Fi−1] =
n∑
i=1
M2i−1E[X
2
i − 1] = 3
n∑
i=1
M2i−1.
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Poiche` possiamo maggiorare prima l’ultima la somma con il solo ultimo addendo, e
poi questo con la quantita` 4n−1, otteniamo le disuguaglianze∣∣∣∣∣ Mnsn√log log s2n
∣∣∣∣∣ ≤
∣∣∣∣∣ Mn−1Xn√3Mn−1√log log s2n
∣∣∣∣∣ ≤ 4√3 log log 4n−1 .
Cio` mostra che il limsup della successione (Mn/
√
s2n log log s
2
n)n in modulo e` mag-
giorato da 0 e quindi non puo` chiaramente essere 1.
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Capitolo 5
Il teorema del logaritmo iterato
per alcuni tipi di integrali
stocastici
In questo capitolo vedremo che il teorema del logaritmo iterato vale anche per alcuni
processi continui diversi dal moto Browniano, ma ottenuti come integrali stocastici
di Itoˆ rispetto ad un moto Browniano.
5.1 Il processo area
Su uno spazio probabilizzato (Ω,A, P ) siano B1 e B2 due moti Browniani indipen-
denti. Allora il processo B = (B1, B2) e` un moto Browniano bidimensionale.
Indichiamo inoltre con 〈·, ·〉 il prodotto scalare su R2, definiamo la matrice
J =
(
0 −1
1 0
)
e consideriamo il processo
Lt =
1
2
∫ t
0
〈JBs, dBs〉 = 1
2
(∫ 1
0
B1sdB
2
s −
∫ 1
0
B2sdB
1
s
)
, (5.1)
che chiameremo processo area associato al moto Browniano B. Questo processo,
introdotto da Le´vy nel 1939, rappresenta l’area compresa fra la traiettoria di un
moto Browniano bidimensionale al tempo t e la sua corda, cioe` il segmento che
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Figura 5.1: Area compresa fra il moto Browniano e la sua corda
congiunge Bt con 0. Infatti sia σn = {0 = t0 < t1 < .. < tn = t} una partizione finita
dell’intervallo [0, t] e, per ogni indice i con 0 < i ≤ n, sia Ti il triangolo aleatorio
avente come vertici i punti (0, 0), (B1ti , B
2
ti
) e (B1ti+1 , B
2
ti+1
). E` evidente che l’area del
triangolo Ti e` uguale alla quantita` 1/2(B
1
ti
B2ti+1 − B2tiB1ti+1) e quindi, definendo la
variabile aleatoria
Sσn =
n∑
i=1
1
2
(B1tiB
2
ti+1
−B2tiB1ti+1)
e confrontandola con una somma approssimante dell’integrale (5.1)
n∑
i=1
1
2
B1ti(B
2
ti+1
−B2ti)−B2ti(B1ti+1 −B1ti),
risulta chiaro che vale la relazione lim|σn|→0 Sσn = Lt.
Faremo vedere che vale la seguente uguaglianza:
lim sup
t↘0
Lt
(2/pi)t log log(1/t)
= lim sup
t→∞
Lt
(2/pi)t log log t
= 1.
Si noti che, posto φ(t) = t log log t, a denominatore non compare piu` la radice
di questa funzione, come avveniva nei casi precedenti. Si puo` congetturare che cio`
dipenda dal fatto che integriamo un moto Browniano rispetto ad un altro moto
Browniano, ciascuno dei quali si comporta, all’infinito o a zero, come la radice di
φ(t) e quindi i due andamenti si moltiplicano fra loro.
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Richiamiamo innanzitutto la definizione di funzione caratteristica e alcune sue
proprieta`:
Definizione 5.1. Sia µ una legge su R e, su uno spazio probabilizzato (Ω,A, P ),
sia X una variabile aleatoria reale che abbia µ come legge. Definiamo funzione
caratteristica di X (o di µ) la funzione che ad ogni numero reale t associa la quantita`
ϕ(t) = E[exp(itX)].
Ricordiamo anche che, se X e` una variabile aleatoria appartenente allo spazio
Lk, allora la sua funzione caratteristica e` k volte derivabile e vale la formula
ϕ(k)(t) = ikE[Xk exp(itX)],
da cui discende, in particolare, E[Xk] = i−kϕ(k)(0).
Nella dimostrazione sara` importante riuscire a stimare la speranza dell’esponen-
ziale della variabile aleatoria L1. Per questa ragione e per la sua importanza in se´,
calcoleremo ora la funzione caratteristica di L1. La dimostrazione si deve a Paul
Le´vy (si veda [9]) che ha sfruttato due risultati ottenuti in precedenza.
Diamo un cenno di dimostrazione del primo di questi due fatti, mentre ci limi-
teremo ad usare il secondo nella dimostrazione (si veda pero` [13]).
Lemma 5.2. Esiste una variabile aleatoria gaussiana ridotta ξ tale che la variabile
aleatoria L1, definita dalla relazione (5.1), si possa esprimere nella forma
L1 = ξ
√
I1 + I2,
(dove si e` posto I i =
∫ 1
0
(Bi)2tdt) con I
2 e I2 indipendenti dalla variabile aleatoria ξ.
Dimostrazione. Consideriamo una partizione dell’intervallo [0, 1] in intervalli di am-
piezza 1/n e indichiamo con Lni il lato di estremi (0, 0) e (B
1
ti
, B2ti) e con ξni/
√
n e
ηni/
√
n le componenti del lato di estremi (B1ti , B
2
ti
) e (B1ti+1 , B
2
ti+1
) lungo la direzioni
Li e la sua ortogonale. Allora chiaramente l’area Sn racchiusa da tutti i triangoli di
vertici (0, 0), (B1ti , B
2
ti
)e (B1ti+1 , B
2
ti+1
) (che approssima L1), si esprime nella forma
Sn =
1
2
n∑
i=1
Lniηni1/
√
n =
1
2
n∑
i=1
ζniLni|ηni|1/
√
n.
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Figura 5.2:
In questa espressione, (ζni)n∈N,i≤n e` una famiglia di variabili aleatorie indipen-
denti e bernoulliane che corrispondono alla scelta del segno di ηni, visto che si tratta
di un’area orientata.
Consideriamo ora una versione della legge condizionale (si veda appendice A) Q,
dell’identita` da Ω in se´ rispetto al blocco X = [(ξni, |η|ni)]n∈N,j≤n, quindi facciamo
una disintegrazione di P secondoX (per maggiori dettagli si veda [1]). Fissato ora un
elemento x dello spazio di arrivo del vettore X consideriamo la misura di probabilita`
Px = Q(x, ·). Rispetto a questa misura di probabilita`, il blocco X e` deterministico,
e poiche´ vale l’uguaglianza L2ni = (Ln(i−1)− ξni)2+η2ni, anche queste sono determini-
stiche; allora abbiamo che (ζniLni|η|ni) e` uno schema triangolare formato da variabili
aleatorie indipendenti e simmetriche. D’altra parte, si puo` verificare che, rispetto
alla probabilita` P di partenza, valgono le seguenti due relazioni
1
4
n∑
i=1
L2niη
2
ni
n
P−→
∫ 1
0
(B1s )
2 + (B2s )
2ds
(in cui con il simbolo
P−→ indichiamo la convergenza in probabilita`). Passando
eventualmente a sottosuccessioni abbiamo la convergenza quasi certa e quindi, per
quasi ogni elemento dello spazio di arrivo del blocco X, vale la relazione
1
4
n∑
i=1
L2niη
2
ni
n
→
∫ 1
0
(B1s )
2 + (B2s )
2ds = c
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perche´, se le variabili aleatorie Lni sono deterministiche rispetto alla probabilita` Px,
anche I1 + I2 lo e`. Usando una versione piu` forte del teorema del limite centrale
(si veda [6] pg 91 teorema 5.11) le cui ipotesi sono verificate sotto la probabilita` Px,
deduciamo da questo che la successione (Sn)n∈N converge in legge ad una variabile
aleatoria gaussiana a media nulla e varianza c2 e quindi che la successione Sn/c
converge ad una variabile aleatoria ξ che ha come versione della legge condizionale
rispetto al blocco X il nucleo costantemente uguale alla legge normale ridotta. Da
cio` deduciamo che la variabile aleatoria ξ e` indipendente dal blocco X e quindi
dalla variabile aleatoria c e che L1, quale limite della successione (Sn)n∈N, si esprime
appunto nella forma desiderata.
Teorema 5.3. Su uno spazio probabilizzato (Ω,A, P ) sia B = (B1, B2) un moto
Browniano bidimensionale e consideriamo la variabile aleatoria L1 definita dalla re-
lazione (5.1). Allora, indicata con ϕS la sua funzione caratteristica, vale la seguente
uguaglianza:
ϕS(z) =
1
cosh(z)
. (5.2)
Dimostrazione. Grazie al lemma precedente, sappiamo che vale l’uguaglianza
L1 =
1
2
ξ
√
I1 + I2,
in cui ξ e` una variabile aleatoria gaussiana ridotta, indipendente sia da I1 che da I2.
Allora e` sufficiente calcolare la funzione caratteristica di questa variabile aleatoria.
A tal fine, osserviamo che la funzione 1/ cos z e` analitica in zero, con raggio di
convergenza uguale a pi/2 ed e` pari. Allora esiste una successione (cn)n∈N, tale che,
per ogni numero reale z nell’intervallo (−pi/2, pi/2), valga l’uguaglianza
1
cos z
=
∞∑
n=0
c2n
z2n
(2n)!
.
D’altra parte, Cameron e Martin hanno dimostrato che vale la seguente uguaglian-
za
E
[
eizI
1
]
=
(
cos
√
2iz
)−1/2
.
Inoltre poiche´ le variabili aleatorie I1 e I2 sono indipendenti, possiamo scrivere
E
[
eix(I
1+I2)
]
=
1
cos
√
2iz
=
∞∑
n=0
c2n
(2iz)n
(2n)!
.
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Da questa relazione deduciamo allora che vale la proprieta`
E
[
(I1 + I2)n
]
=
2nn!
(2n)!
c2n,
e quindi, usando l’indipendenza fra le variabili aleatorie ξ e
√
I1 + I2 e il fatto che
ξ e` una gaussiana centrata e normalizzata, possiamo scrivere
E
[
ξ2n(I1 + I2)n
]
= E
[
ξ2n
]
E
[
(I1 + I2)n
]
=
(2n)!
2nn!
2nn!
(2n)!
c2n = c2n. (5.3)
Osserviamo ora che ϕL1 e` la funzione caratteristica anche della variabile aleato-
ria ξ
√
I1 + I2 e, poiche´ essa ha distribuzione simmetrica ed ha momenti di ogni
ordine finito, la sua funzione caratteristica e` reale, derivabile infinite volte e vale
l’uguaglianza
ϕ
(k)
S (z) = E[ξ
k(I1 + I2)(k/2) cos(ξ
√
I1 + I2z)].
Fissiamo ora un intero k e distinguiamo il caso in cui sia pari da quello in cui sia
dispari.
Se k e` pari, quindi della forma k = 2h, allora valgono le disuguaglianze∣∣∣ϕ(k)S (z)∣∣∣ ≤ E [|ξ|k(I1 + I2)(k/2)| cos(ξ√I1 + I2z)|]
≤ E [ξ2h(I1 + I2)h] = ck.
Supponiamo invece che il numero intero k sia dispari e quindi della forma 2h + 1.
Allora possiamo scrivere∣∣∣ϕ(k)S (z)∣∣∣ ≤ E [|ξ|k(I1 + I2)(k/2)| cos(ξ√I1 + I2z)|]
≤ E [|ξ|2h+1(I1 + I2)(2h+1)/2]
≤ E [|ξ|2h+2(I1 + I2)h+1] ≤ ck+1.
Poiche´ la funzione 1/ cos z e` analitica sull’intervallo (−pi/2, pi/2), i coefficienti cn
verificano la stima cn ≤ CΛnn!, per due costanti Λ e C opportune. Quindi ottenia-
mo che, fissato un intero k, se esso e` pari, si ha
∣∣∣ϕ(k)S (z)∣∣∣ ≤ ck ≤ CΛkk!, mentre se e`
dispari si ha
∣∣∣ϕ(k)S (z)∣∣∣ ≤ ck+1 ≤ (CΛ)Λk(k + 1)!. Allora, pur di scegliere opportuna-
mente le costanti Λ e C, e` evidente che possiamo stimare il modulo della derivata
k-sima della funzione caratteristica ϕL1 con una quantita` della forma C
′(Λ′)kk!. Cio`
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permette di concludere che la funzione ϕL1 e` analitica. Allora possiamo scrivere la
funzione caratteristica nella forma
ϕS(z) =
∞∑
n=0
ϕks(0)
k!
zk =
∞∑
n=0
(−1)nE [ξ2n(I1 + I2)n] z2n
(2n)!
;
d’altra parte la funzione 1/ cosh(z) puo` anch’essa essere scritta nella forma
1
cosh(z)
=
1
cos(iz)
=
∞∑
n=0
(−1)nc2n z
2n
(2n)!
e quindi in virtu` dell’uguaglianza (5.3), otteniamo la tesi.
5.2 Proprieta` del processo area
Nota la funzione caratteristica della variabile aleatoria L1, e` immediato verificare
che vale l’uguaglianza ϕLt(z) = ϕL1(tz); infatti osserviamo che il processo L¯t = sLt/s
e` ancora un processo area associato al moto Browniano (B¯t) = (
√
sBt/s)t; dunque la
sua funzione caratteristica e` la stessa del processo Lt. Se scegliamo allora il numero
reale s uguale a t, otteniamo le uguaglianze
ϕLt(z) = ϕL¯t(z) = ϕtL1(z) = ϕL1(tz).
Vediamo altre proprieta` del processo Lt nel prossimo lemma.
Lemma 5.4. Sia assegnato il processo (Lt)t∈R+ come in (5.1); allora valgono le
seguenti proprieta`:
1. per ogni coppia di numeri positivi t e h vale l’uguaglianza Lt+h − Lt = L˜h +
〈JBt, B˜h〉, dove (L˜t) e` il processo area associato al moto Browniano (B˜s)s =
(Bt+s −Bt)s;
2. per ogni costante positiva c, il processo (exp(cLt))t e` una sottomartingala;
3. per ogni vettore γ in R2, si ha
E[exp(iλ[Lt+ < γ,Bt >])] =
1
cosh(λt)
exp
[
−1
2
λ tanh(λt)|γ|2
]
.
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Dimostrazione. Il primo punto e` una semplice verifica.
Per quel che riguarda il secondo, sappiamo che, per l’osservazione 1.24, il pro-
cesso e` una martingala e quindi, composta con una applicazione convessa come
l’esponenziale, diventa una sottomartingala.
Per l’ultima affermazione e` sufficiente usare opportunamente il teorema 5.3.
Lemma 5.5. Su uno spazio probabilizzato (Ω,A, P ) consideriamo il moto Browni-
ano bidimensionale B e il processo Lt definito dalla relazione (5.1). Per ogni numero
reale positivo t, definiamo la tribu` Ft = T (Bs, s ≤ t) e la filtrazione F = (Ft)t∈R+.
Fissati tre numeri reali positivi r, s e z con r < s e posto T = s − r, valgono le
seguenti disuguaglianze:
P [Ls − Lr ≥ z|Fr] ≥ (4T )−1
∫ ∞
z
1
cosh(((1/2)pix)/T )
dx
≥ (2pi)−1 exp
(piz
2T
)
. (5.4)
Per la dimostrazione, che fa uso del punto 3 del lemma 5.4, si veda [4].
Enunciamo infine una versione del lemma di Borel-Cantelli, da poter usare anche
in questo caso, in cui gli incrementi del processo (Lt) non sono indipendenti:
Lemma 5.6. Su uno spazio probabilizzato (Ω,A, P ) sia (An)n≥1 una successione di
eventi e, per ogni numero naturale n, sia Fn una tribu` che contenga quella generata
dalla famiglia di eventi (An+k)k≥1. Sia inoltre (αn)n∈N una successione di numeri
reali che possieda le seguenti proprieta`:
1. per ogni intero n, quasi certamente vale la disuguaglianza P [An|Fn+1] ≥ αn;
2. la serie
∑∞
n=1 αn e` convergente.
Allora vale l’uguaglianza P (lim supn→∞An) = 1.
Possiamo ora vedere il teorema del logaritmo iterato in una versione un po’
diversa, perche´ riguardante l’andamento quando l’argomento tende a 0. Risultera`
chiaro pero` dalla dimostrazione che, con qualche semplice modifica, si puo` ottenere
lo stesso risultato all’infinito.
Teorema 5.7. Assegnato su uno spazio probabilizzato (Ω,A, P ) un moto Browniano
bidimensionale B, consideriamo il processo (Lt)t∈R+ definito in (5.1). Allora quasi
certamente vale l’uguaglianza
lim sup
t↘0
Lt
(2/pi)t log log(1/t)
= 1. (5.5)
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Dimostrazione. Poniamo innanzitutto φ˜(t) = log log(1/t) e φ(t) = (2/pi)tφ˜(t) e
fissiamo due numeri reali θ e δ strettamente compresi fra 0 e 1. Consideriamo i
numeri reali positivi t della forma θn−1, al variare di n e poniamo c = (pi/2t)(1 +
δ)−1/2.
Poiche´ dal punto 2 del lemma 5.4 sappiamo che il processo (exp(cLt))t∈R+ e` una
sottomartingala, possiamo usare la disuguaglianza massimale (e` facile modificare la
dimostrazione presentata nel capitolo 1 sfruttando anche la continuita` del processo
per ottenere la validita` anche con i tempi nell’insieme R+) e ottenere
P
(
max
0≤s≤t
(cLs) >
√
1 + δφ˜(t)
)
= P
(
max
0≤s≤t
(exp(cLs)) > exp(
√
1 + δφ˜(t))
)
≤ exp(−√1 + δφ˜(t))E[exp(cLt)].
Ora possiamo calcolare esplicitamente, nota la funzione caratteristica della variabile
aleatoria Lt, quella speranza e accorgerci che non dipende da t, oppure, prima notare
che, grazie alla proprieta` di omogeneita` del processo L, per la scelta della costante c
la variabile aleatoria cLt non dipende piu` dal tempo t e usare la conoscenza della fun-
zione caratteristica per assicurarci che la speranza sia finita. In ogni caso possiamo
maggiorare l’ultimo fattore con una costante C. Allora, ricordando la definizione
della funzione φ e che stiamo considerando solo i numeri reali t = θn−1 otteniamo la
disuguaglianza
P
(
max
0≤s≤t
(cLs) >
√
1 + δφ˜(t)
)
≤ C(n− 1)−
√
1+δ.
Essendo questo il termine generale di una serie convergente, dal lemma di Borel-
Cantelli, deduciamo
P
(
lim inf
n→∞
max
0≤s≤θn
Ls ≤ (1 + δ)φ(θn−1)
)
= 1.
D’altra parte, scelto un numero naturale n sufficientemente grande, se conside-
riamo i numeri reali t nell’intervallo ]θn, θn−1] e ricordiamo che la funzione φ e`
crescente se t e` piccolo, abbiamo le disuguaglianze
Lt ≤ max
θn≤s≤θn−1
Ls ≤ (1 + δ)φ(θn−1) ≤ (1 + δ)1
θ
φ(t)
φ˜(θn−1)
φ˜(θn)
;
facendo ora tendere θ a 1 e δ a 0, si ottiene la disuguaglianza lim supLt ≤ φ(t).
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Occupiamoci ora dell’altra. Per ogni intero n, definiamo l’evento
An =
{
Lθn − Lθn+1 ≥ (1− θ)2φ(θn)
}
e consideriamo la tribu` Fθn definita come nel lemma 5.5. Da questo deduciamo,
usando solo la seconda disuguaglianza, la relazione
P [An|Fn+1] ≥ Cn(1−θ);
il secondo membro e` evidentemente il termine generale di una serie divergente.
Quindi dal lemma 5.6 otteniamo che, quasi certamente, vale frequentemente la
disuguaglianza
Lθn ≥ (1− θ)2φ(θn) + Lθn+1 .
D’altra parte, dalla prima parte della dimostrazione sappiamo anche che quasi
certamente vale, pur di scegliere il numero naturale n sufficientemente grande, la di-
suguaglianza |Lθn+1| < (1+θ)φ(θn+1). Unendo allora questi due risultati, otteniamo
le relazioni
Lθn ≥ (1− θ)2φ(θn)− (1 + θ)φ(θn) ≥ (1− 4θ)φ(θn),
vere quasi certamente e per infiniti indici; con questo abbiamo quindi dimostrato
che vale la disuguaglianza
lim sup
t→0
Lt
φ(t)
> 1− 4θ
e, mandando θ a 0, la tesi.
Si noti inoltre che, usando il fatto che il processo (B˜t)t = (tB1/t)t e` ancora
un moto Browniano, e` facile modificare la dimostrazione precedente ottenendo il
risultato all’infinito e quindi il teorema del logaritmo iterato in una versione piu`
vicina a quella fino ad ora studiata.
5.3 Il moto Browniano nel gruppo di Heisenberg
Diamo un’altra interpretazione del processo appena studiato. Innanzitutto introdu-
ciamo il gruppo di Heisenberg:
Definizione 5.8. Su R3 consideriamo la seguente operazione
 : R3 × R3 3 (u1, u2) 7→
 x1 + x2y1 + y2
z1 + z2 + (1/2)(x1y2 − x2y1)
 ,
74
in cui xi, yi e zi sono le componenti del vettore ui. Definiamo allora gruppo di
Heisenberg H l’insieme R3 dotato dell’operazione .
Diamo a questo gruppo una struttura di varieta` subriemanniana, dando innanzi-
tutto la definizione di piano orizzontale in 0 che sara` generato dai primi due vettori
della base canonica di R3. Se invece prendiamo un generico vettore u di R3 definire-
mo piano orizzontale in u l’immagine del piano orizzontale in 0 tramite l’applicazione
lineare data dal differenziale della traslazione a sinistra cioe` della mappa
Lu : R3 3 v 7→ u  v ∈ R3;
se il vettore u ha componenti (x, y, z) il differenziale di Lu e` della forma 1 0 00 1 0
−y/2 x/2 1
 .
Allora il piano orizzontale Po(u) in u e` generato dai vettori (1, 0,−y/2) e (0, 1, x/2).
Definizione 5.9. Data una curva lipschitziana γ (parametrizzata per esempio sul-
l’intervallo [0, 1]) nel gruppo di Heisenberg, diciamo che e` una curva orizzontale se
per quasi ogni numero reale t in [0, 1] il vettore γ˙(t) appartiene al piano orizzontale
nel punto γ(t).
E` facile allora verificare che una curva orizzontale γ che abbia componenti (x, y, z)
e` orizzontale se e soltanto se vale l’uguaglianza x˙(t)y˙(t)
z˙(t)
 = x˙(t)
 10
−y(t)/2)
+ y˙(t)
 01
x(t)/2
 ,
che e` equivalente, se la curva parte da 0, a richiedere che la terza componente soddisfi
la relazione
z(t) =
1
2
(∫ t
0
xdy −
∫ t
0
ydx
)
.
Prima di vedere come si colloca il moto Browniano in questo contesto, diamo anche
il concetto di lunghezza di un curva e di distanza.
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Definizione 5.10. Data una curva orizzontale γ parametrizzata sull’intervallo [0, 1],
definiamo la lunghezza di γ la quantita`
l(γ) =
∫ 1
0
√
x˙2(t) + y˙2(t)dt.
Assegnati inoltre due vettori u e v di R3 definiamo la loro distanza d(u, v) come
l’estremo inferiore delle lunghezze delle curve orizzontali che connettono u e v.
Si dimostra che, dati due vettori di R3, esiste sempre una curva che li connette
e quella di minima lunghezza si definisce geodetica; si puo` anche dimostrare che le
proiezioni delle geodetiche sul piano {z = 0} sono sempre circonferenze o cerchi e
che vale la relazione
d(0, u) =
{
|u| se u ∈ {z = 0}
2
√
pi|u| se u ∈ {x = y = 0}
e le seguenti disuguaglianze
√
piz ≤ d(0, (x, y, z)T ) ≤
√
x2 + y2 + 2piz. (5.6)
Siano ora B1 e B2 due moti Browniani indipendenti e consideriamo il processo
B¯t =

B1t
B2t
1/2
(∫ t
0
B1sdB
2
s −
∫ t
0
B2sdB
1
s
)
 .
E` chiaro che, poiche´ il moto Browniano non e` derivabile in quasi nessun ω, non
si puo` parlare con rigore di curva orizzontale, ma grazie alla relazione che deve
essere verificata dalla terza componente, e` evidente che in un senso piu` largo il moto
Browniano B e` ad ω fissato una curva orizzontale nel gruppo di Heisenberg.
Inoltre, grazie alle disuguaglianze (5.6) e a cio` che abbiamo dimostrato sull’an-
damento del moto Browniano e del processo L nelle vicinanze dello 0, otteniamo
prima di tutto la relazione
lim sup
t→0
d(0, B¯t)√
t log log(1/t)
≤ lim sup
t
√
(B1t )
2
t log log(1/t)
+
(B2t )
2
t log log(1/t)
+2
√
pi lim sup
t
√
|Lt|
t log log(1/t)
≤ 3
√
2.
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Usando invece l’altra disuguaglianza della relazione (5.6) e passando al limsup,
otteniamo
lim sup
t→0
d(0, B¯t)√
t log log(1/t)
≥ √pi lim sup
t
√
|Lt|
t log log(1/t)
=
pi√
2
.
Concludiamo facendo vedere che anche nel gruppo di Heisenberg il processo B¯ ha
incrementi indipendenti; facciamo notare, che siccome il gruppo non e` commutativo,
e` possibile (ed e` cio` che in realta` accade) che gli incrementi siano indipendenti se
l’inverso si moltiplica a sinistra e non lo siano altrimenti.
Fissiamo due numeri reali positivi s e t con s < t e consideriamo la variabile
aleatoria B¯−1s  B¯t. E` facile verificare che vale l’uguaglianza
B¯−1s  B¯t =
 B1t −B1sB2t −B2s
Lt − Ls + 1/2(B2sB1t −B1sB2t )
 ,
e quindi che e` sufficiente dimostrare che l’ultima componente e` indipendente dal-
la tribu` Fs. Questo e` d’altra parte chiaro non appena ci si accorge che la terza
componente si puo` scrivere nel seguente modo:
1
2
(∫ t
s
B1rdB
2
r −
∫ t
s
B2rdB
1
r +B
2
sB
1
t −B1sB2t
)
=
1
2
(∫ t
s
(B1r −B1s )dB2r −
∫ t
s
(B2r −B2s )dB1r
)
+
1
2
(
B2sB
1
t −B1sB2t +B1s (B2t −B2s )−B2s (B1t −B1s )
)
e, poiche´ tutto l’ultimo termine fra parentesi e` nullo, otteniamo l’indipendenza
cercata.
5.4 Integrali stocastici multipli
Nella sezione 5.1 avevamo fatto notare che, a differenza di quanto avveniva negli
altri casi, questa volta a denominatore non avevamo la radice della funzione φ che ad
ogni numero reale t associa t log log(1/t), ma direttamente questa funzione. Avevamo
anche congetturato che questo potesse dipendere dal fatto che il processo che stavamo
considerando fosse ottenuto integrando un moto Browniano rispetto ad un altro moto
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Browniano, per ciascuno dei quali, come sappiamo, vale il teorema del logaritmo
iterato nella forma classica.
Vediamo in questa sezione, senza pero` entrare troppo nei dettagli, altri esempi
che sostengono questa congettura.
Innanzitutto vediamo un processo particolarmente studiato negli ultimi anni per
la sua importanza nell’ambito del controllo ottimale. Si tratta di un doppio integrale
stocastico rispetto ad un moto Browniano. Ne studieremo il comportamento vicino
allo 0.
Siano assegnati su uno spazio probabilizzato (Ω,A, P ) una filtrazione F , un moto
Browniano B e un processo prevedibile H = (Ht)t∈R+ limitato cioe` tale che esista
una costante C per cui la quantita`
sup ess
ω∈Ω,s∈[0,t]
|Hs(ω)|,
che indicheremo con ‖·‖, sia maggiorata dalla costante C. Poniamo
V Ht =
∫ t
0
(∫ u
0
HsdBs
)
dBu.
Osservazione 5.11. Se H e` il processo che assume costantemente il valore 1, e` noto
(si veda [12]) che si ha V 1t = 1/2(B
2
t − t) e quindi sfruttando il risultato sul moto
Browniano otteniamo effettivamente che vale l’uguaglianza
lim sup
t→0
V 1t
2t log log(1/t)
= 1.
Vogliamo dimostrare lo stesso risultato nel caso in cui il processo H sia piu`
generale.
Teorema 5.12. Su uno spazio (Ω,A, P ) siano assegnati una filtrazione F e un
moto Browniano B ad essa relativo. Sia inoltre H un processo prevedibile e limitato
e tale che esista una costante reale positiva a tale che, per quasi ogni ω, valga la
disuguaglianza H(·)(ω) > a. Allora si hanno le due seguenti disuguaglianze:
lim sup
t→0
|2V Ht |
φ(t)
≤ ‖H‖ , (5.7)
lim sup
t→0
2V Ht
φ(t)
≥ a. (5.8)
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Dimostrazione. Innanzitutto, poiche´ il processo H ha norma limitata, possiamo
supporre che sia di norma 1.
La dimostrazione segue sempre gli stessi procedimenti e ancora una volta il passo
fondamentale e` il calcolo della quantita` E[exp(V Ht )]. Nel recentissimo lavoro [10]
dovuto a Soner, Cheridito e Touzi, viene dimostrato con considerazioni classiche del
controllo ottimale che, fissati due parametri positivi t e λ tali che la quantita` 2λt
sia minore strettamente di 1, vale la seguente disuguaglianza
E
[
exp(2λV Ht )
] ≤ E [exp(λV 1t )] . (5.9)
Tenendo conto di questa disuguaglianza, che non dimostreremo perche´ chiaramente
necessiterebbe di alcune conoscenze che vanno oltre gli argomenti di questa tesi,
possiamo ora dimostrare la relazione (5.7).
Osserviamo innanzitutto che ancora una volta, poiche´ e` verificata la condizione
di Novikov, il processo V H e` una martingala. Fissati allora due numeri reali postivi
λ e t tali che la quantita` 2λt sia minore di 1, grazie alla disuguaglianza massimale e
alla relazione (5.9) possiamo scrivere, per ogni costante reale positiva α,
P
[
max
0≤s≤t
2V Hs ≥ α
]
= P
[
max
0≤s≤t
exp
(
2λV Hs
) ≥ exp (λα)]
≤ exp (−λα) E [exp (2λV Ht )]
≤ exp (−λα) E [exp(2λV 1t )] .
A questo punto, sapendo che vale l’uguaglianza 2V 1t = B
2
t − t, possiamo dedurre
P
[
max
0≤s≤t
2V Hs ≥ α
]
≤ e−λα(1− 2λt)1/2.
Scegliamo ora due numeri reali θ e η compresi strettamente tra 0 e 1 e, per ogni
intero k, poniamo
αk = (1 + η)
2φ(θk), λk =
[
2θk(1 + η)
]−1
.
Applicando il risultato, precedente abbiamo la disuguaglianza
P
[
max
0≤s≤θk
2V Hs ≥ (1 + η)2φ(θk)
]
≤ e1/2(1+η)(1 + η−1)1/2(−k log θ)−(1+η);
poiche´ questo e` il termine generale di una serie convergente, dal lemma di Borel-
Cantelli deduciamo che quasi certamente, per ogni indice k sufficientemente grande,
vale la disuguaglianza
max
0≤s≤θk
2V Hs ≤ (1 + η)2φ(θk).
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In particolare, per ogni numero reale t nell’intervallo (θk, θk+1], possiamo scrivere
2V Ht < (1 + η)
2φ(θk) ≤ (1 + η)2φ(t)
θ
.
Allora quasi certamente e` verificata la disuguaglianza
lim sup
t→0
2V Ht
φ(t)
<
(1 + η)2
θ
;
Mandando θ a 1 e η a 0 lungo una successione numerabile, otteniamo la relazione
(5.7).
Nel caso in cui il processo H non sia di norma 1, e` sufficiente osservare che vale
la seguente uguaglianza: V H = ‖H‖V H/‖H‖ per ottenere il risultato desiderato.
Deduciamo ora il risultato (5.8) da questo. Poniamo
c =
‖H‖+ a
2
e osserviamo che vale l’uguaglianza V H = V c−V c−H . Allora, in virtu` della relzione
5.7 e dell’osservazione 5.11, abbiamo le disuguaglianze
c = lim sup
t→∞
2V ct
φ(t)
≤ lim sup
t
2V Ht
φ(t)
+ lim sup
t
2V c−Ht
φ(t)
≤ lim sup
t
2V Ht
φ(t)
+ ‖c−H‖ .
Poiche´, come si verifica facilmente, vale ‖c−H‖ = (‖H‖ − a)/2, si ottiene ora
facilmente la tesi.
Concludiamo presentando un ultimo processo per cui e` valido il teorema del
logaritmo iterato; poniamo
an(t) =
∫ t=tn
0
(∫ tn−1
0
. . .
(∫ t3
0
(∫ t2
0
(∫ t1
0
dB1
)
dB2
)
dB3
)
. . . dBn−1
)
dBn,
in cui i processi Bi sono moti Browniani indipendenti. Possiamo allora enunciare il
teorema seguente:
Teorema 5.13. Assegnati n moti Browniani Bi indipendenti, su uno spazio proba-
bilizzato (Ω,A, P ), l’insieme dei valori di aderenza della funzione
an(t)
(t log log t)n/2
, (5.10)
al tendere di t all’ infinito e` un intervallo deterministico [c1, c2] in cui gli estremi
sono due numeri reali non nulli.
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Dimostrazione. Facciamo solo un cenno ai passi fondamentali della dimostrazione.
Innanzitutto sfruttando l’uguaglianza
an(t) =
∫ t
0
an−1(s)dBns ,
in cui il processo an−1 e` costruito come an senza l’integrale piu` esterno, si puo`
dimostrare che, per ogni numero reale positivo x, vale la disuguaglianza
P
(
sup
[0,1]
|an(s)| ≥ x
)
≤ 2P (|an| ≥ x).
Grazie a questa relazione, si puo` dimostrare che valgono le seguenti stime
lim inf
t→∞
an(t)
(t log log t)n/2
≥ c1, lim sup
t→∞
an(t)
(t log log t)n/2
≤ c2,
e che comunque preso un numero reale x nell’intervallo [c1, c2], esso e` valore di
aderenza per la funzione definita in (5.10), permettendo cos`ı di concludere (per i
dettagli si veda [14])
Questi esempi avvalorano la congettura gia` esposta, visto che nel primo caso
abbiamo un doppio integrale stocastico rispetto ad un moto Browniano e la funzione
con cui paragoniamo e` il quadrato della solita φ(t) =
√
t log log(1/t) (e` chiaro che
le costanti in questo ragionamento hanno poca importanza) e il secondo e` ottenuto
integrando rispetto a n moti Browniani e abbiamo visto che il suo andamento e`
uguale alla potenza n-sima della funzione φ.
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Appendice A
Il teorema di Skorohod
La dimostrazione del teorema del logaritmo iterato per somme di variabili aleatorie
indipendenti ed isonome, come abbiamo visto, sfruttava il fatto che si puo` vedere la
passeggiata aleatoria come un particolare processo costruito a partire da un moto
Browniano e da una opportuna successione di tempi di arresto. Questo risultato si
deve a Skorohod, il quale lo ha poi esteso anche al caso di martingale piu` generali
della passeggiata aleatoria. In questa sezione dimostreremo tale risultato prima nel
caso piu` semplice, in modo da rendere piu` comprensibile quello piu` generale.
A.1 Il teorema di Skorohod per somme di varia-
bili aleatorie
Come gia` detto nel primo capitolo, in questa sezione dimostreremo, tra l’altro, il
teorema di arresto per martingale a tempi continui che ci servira` a calcolare la
speranza di alcune particolari variabili aleatorie. Per ottenere questo sono necessari
alcuni risultati preliminari.
Sia T un sottinsieme di R+ e siano assegnati una filtrazione F = (Ft)t∈T e un
tempo di arresto τ . Introduciamo la tribu` F+τ nel modo seguente:
F+τ =
⋂
t∈R+
{
A ∈ A : A ∩ {τ ≤ t} ∈ F+t
}
.
Osservazione A.1. La tribu` F+τ coincide con F˜τ =
⋂
t∈R+ {A ∈ A : A ∩ {τ < t} ∈ Ft}.
Infatti supponiamo che l’evento A appartenga alla tribu` F+τ e osserviamo che chiara-
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mente, per ogni elemento t di T , si hanno le due seguenti uguaglianze:
{τ ≤ t} =
⋂
r>t, r∈Q
{τ < r} , {τ < t} =
⋃
r<t, r∈Q
{τ ≤ r} .
Allora possiamo scrivere
A ∩ {τ < t} =
⋃
r<t,r∈Q
(A ∩ {τ ≤ r}),
dimostrando cos`ı un’inclusione. Per dimostrare l’altra fissiamo un evento A nella
tribu` F˜τ . Allora, per ogni numero reale positivo h, si ha
A ∩ {τ ≤ t} =
⋂
r∈(t,t+h)∩Q
(A ∩ {τ < r}).
Poiche´ il secondo membro di questa uguaglianza appartiene alla tribu` Ft+h, cio` basta
per concludere.
Come primo risultato, osserviamo che vale questa semplice proposizione.
Proposition A.2. Su uno spazio probabilizzato (Ω,A, P ), sia assegnata una fil-
trazione F = (Ft)t∈T e supponiamo che T sia un sottinsieme di R+. Allora per due
arbitrari tempi di arresto σ e τ a valori nell’insieme T ∪ {supT} vale la seguente
inclusione:
Fσ ∩ {σ ≤ τ} ⊂ Fτ .
In particolare, se e` verificata la condizione σ ≤ τ , allora si ha Fσ ⊂ Fτ .
Dimostrazione. Per ogni evento A nella tribu` Fσ e comunque scelto un elemento t
dell’insieme T , e` immediato verificare che vale l’uguaglianza
A ∩ {σ ≤ τ} ∩ {τ ≤ t} = (A ∩ {σ ≤ t}) ∩ {τ ≤ t} ∩ {σ ∧ t ≤ τ ∧ t} ;
poiche´ l’ultimo membro appartiene alla tribu` Ft perche´ vi appartengono tutti gli
eventi che vengono intersecati, per definizione, A ∩ {σ ≤ τ} e` un evento della tribu`
Fτ . Da questo e` facile anche dedurre la seconda parte della proposizione.
In particolare abbiamo il seguente risultato.
Lemma A.3. Su uno spazio probabilizzato (Ω,A, P ), sia data una successione
(τn)n∈N di tempi di arresto rispetto alla filtrazione F = (Ft)t∈T , dove T e` un sottin-
sieme di R+. Se la variabile aleatoria τ = infn τn e` un tempo di arresto, allora si ha
F+τ =
⋂
nF+τn.
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Dimostrazione. Grazie alla proposizione precedente, vale l’inclusione F+τ ⊂
⋂
nF+τn .
E` immediato verificare d’altra parte che, comunque scelto un elemento t di T , l’even-
to {τ < t} puo` essere espresso come unione, al variare di n, degli eventi {τn < t}.
Quindi, fissato un evento A nella tribu`
⋂
nFτn , valgono le uguaglianze
A ∩ {τ < t} = A ∩
⋃
n
{τn < t} =
⋃
n
(A ∩ {τn < t}) .
Esse mostrano che l’evento A ∩ {τ < t} appartiene alla tribu` Ft e dunque che A e`
un elemento di F+τ . Il lemma e` cos`ı dimostrato.
Osservazione A.4. Nel lemma precedente, se l’insieme dei tempi e` discreto, il fatto
che la variabile aleatoria τ sia un tempo di arresto e` una conseguenza delle ipotesi
e vale l’uguaglianza Fτ = ∩nFτn .
Vediamo finalmente il teorema di arresto.
Teorema A.5. Sia (Xt)t∈R+ una martingala continua, rispetto ad una filtrazione F
anch’essa continua (definizione 1.2); siano inoltre σ e τ due tempi di arresto e sup-
poniamo τ limitato. Allora la variabile aleatoria Xτ e` integrabile e quasi certamente
vale l’uguaglianza
Xσ∧τ = E[Xτ |Fσ]. (A.1)
Prima di vedere la dimostrazione, si noti che da questo teorema segue che se la
martingala e` a media nulla, allora anche la speranza della variabile aleatoria Xτ e`
nulla; scelto infatti come tempo di arresto σ la costante 0, abbiamo
E[Xτ ] = E[E[Xτ |Fσ]] = E[X0∧τ ] = 0. (A.2)
Nella dimostrazione daremo per noto l’analogo risultato per martingale a tempi
discreti:
Teorema A.6. Su uno spazio probabilizzato (Ω,A, P ), sia X una martingala a
tempi discreti rispetto alla filtrazione F ; siano inoltre assegnati due tempi di arresto
σ e τ e supponiamo che τ sia limitato. Allora la variabile aleatoria Xτ e` integrabile
e vale l’uguaglianza
Xσ∧τ = E[Xτ |Fσ]. (A.3)
Dimostrazione. (teorema A.5) Per ogni numero naturale n, consideriamo le variabili
aleatorie
σn = 2
−nb2nσ + 1c e τn = 2−nb2nτ + 1c.
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Abbiamo cos`ı due successioni non decrescenti di tempi di arresto a valori in insiemi
discreti che convergono rispettivamente a σ e τ . Si verifica facilmente che i due
processi (Xτn) e (Xσn) sono martingale a tempi discreti. Usando allora il risultato
A.6, per ogni coppia di numeri naturali n e m, otteniamo l’uguaglianza
Xσm∧τn = E[Xτn|Fσm ]. (A.4)
L’idea ora e` di passare al limite prima in m e poi in n: fissiamo quindi un nu-
mero naturale n. Per il primo membro osserviamo che dalla continuita` del processo
X segue che la successione Xσm∧τn , quando m tende all’infinito, converge quasi
certamente alla variabile aleatoria Xσ∧τn .
Per il secondo membro, notiamo innanzitutto che dalla continuita` della filtrazione
segue che, per ogni intero m, la tribu` F+τm coincide con Fτm , e quindi anche le
intersezioni al variare di m sono uguali; d’altra parte, grazie al lemma precedente,
la tribu` ∩mF+σm coincide con F+σ , che a sua volta e` uguale a Fσ ancora grazie alla
continuita` della filtrazione. Consideriamo ora la martingala Mm = E[Xτn|Fσm∧τn ];
questa e` una martingala chiusa, quindi quasi certamente convergente alla variabile
aleatoria E[Xτn|Fσ]. Passando allora al limite in m nella relazione (A.4), otteniamo
che, per ogni numero naturale n, vale la seguente uguaglianza:
Xσ∧τn = E[Xτn|Fσ]. (A.5)
Poniamo ora Yn = X−τn ; e` facile verificare che il processo Y = (Yn)n∈N e` una
martingala indicizzata con tempi negativi, quindi chiusa dalla variabile aleatoria
Y0 e dunque uniformemente integrabile. Passando quindi di nuovo al limite in n e
usando il teorema di Vitali per ottenere la convergenza in L1 al secondo membro
della (A.5), si ottiene la tesi.
Vediamo ora un risultato fondamentale.
Lemma A.7. Su uno spazio probabilizzato (Ω,A, P ), sia (Bt)t∈R+ un moto Brow-
niano e τ un tempo di arresto quasi certamente finito, a valori in R+ e tale che il
processo B|τ sia limitato. Allora valgono le seguenti uguaglianze:
E[Bτ ] = 0, E[τ ] = E[B
2
τ ], E[τ
2] ≤ 4E[B4τ ]. (A.6)
Dimostrazione. Per il teorema d’arresto applicato alle martingale (Bt)t, (B
2
t − t)t e
(B4t − 6tB2t + 3t3)t, otteniamo le relazioni
E[Bτ∧t] = 0, E[τ ∧ t] = E[B2τ∧t], (A.7)
3E[(τ ∧ t)2] + E[B4τ∧t] = 6E[(τ ∧ t)B2τ∧t]. (A.8)
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Per convergenza monotona o dominata, dalle relazioni (A.7) seguono immediata-
mente le prime due uguaglianze di (A.6). Come sottoprodotto deduciamo che il
tempo di arresto τ e` integrabile e quindi possiamo applicare ancora il teorema di
convergenza dominata al secondo membro della (A.8) e otteniamo l’uguaglianza
3E[τ 2] + E[B4τ ] = 6E[τB
2
τ ]. (A.9)
Poniamo ora r = (E[τ 2]/E[B4τ ])
1/2; grazie alla disuguaglianza di Ho¨lder applicata al
secondo membro della (A.9), e` facile verificare che vale la relazione 3r2+1 ≤ 6r, da
cui si deduce 3(r− 1)2 ≤ 2. Questa disequazione e` verificata per tutti i numeri reali
r minori di (2/3)1/2 che e` una quantita` minore di 2. Quindi vale la disuguaglianza
(E[τ 2])1/2 ≤ 2(E[B4τ ])1/2;
elevando infine al quadrato, otteniamo la terza relazione.
Questi sono lemmi che ci permetteranno di ottenere alcune stime sui tempi di
arresto che compariranno nel teorema di Skorohod. Diamo ora alcune definizioni e
alcuni risultati con i quali potremo poi costruire questi tempi di arresto.
Nel seguito, per comodita` di notazioni, talvolta scriveremo 〈µ, f〉 per intendere∫
f dµ e indicheremo con B(E) la tribu` boreliana sullo spazio E.
Definizione A.8. Siano (E, E) e (F,F) due spazi misurabili e N = (N(x, ·))x∈E una
famiglia di misure sulla tribu` F . Diciamo che N e` un nucleo se, per ogni funzione
g positiva e misurabile sullo spazio (F,F), l’applicazione
E 3 x 7→ (Ng)(x) =
∫
F
N(x, dy)g(y) ∈ [0,+∞]
e` misurabile sullo spazio (E, E).
In particolare un nucleo si dice markoviano se, per ogni elemento x di E, N(x, ·)
e` una legge.
Teorema A.9. Poniamo E = (−R+) × R+ e sia N il nucleo markoviano dallo
spazio (E,B(E)) allo spazio (R,B(R)) cos`ı definito:
N((x, y), · ) =
{
ε0, se xy = 0
(|x|+ y)−1(|x|εy + yεx), altrimenti.
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Allora, comunque assegnata una legge µ su R centrata, esiste una legge µ∗ su E tale
che valga l’uguaglianza
µ = Nµ∗. (A.10)
Dimostrazione. Per maggior chiarezza osserviamo prima di tutto che N e` definito
come quel nucleo tale che, per ogni coppia x, y di elementi dello spazio E, la misura
N((x, y), · ) e` l’unica legge di probabilita` centrata e concentrata sull’insieme {x, y}.
Denotiamo con ν la restrizione della legge µ alla tribu` B(−R+), privata dell’eventuale
massa in 0, con pi la restrizione di µ a B(R+) e con c la costante
c =
∫
|x|ν(dx) =
∫
ypi(dy).
Sia inoltre ϕ la funzione definita nel seguente modo
ϕ(x, y) =
{
0 se xy = 0
c−1(|x|+ y) altrimenti.
Poniamo ora
µ∗ = µ {0} ε0 + ϕ · (ν ⊗ pi)
e verifichiamo che questa e` la misura che cerchiamo, cioe` che vale la (A.10). Per
farlo e` sufficiente mostrare che, per ogni funzione f positiva e boreliana su R, vale
l’uguaglianza 〈µ∗N, f〉 = 〈µ, f〉.
D’altra parte, se f e` una funzione positiva e boreliana, vale
Nf(x, y) =
{
f(0) se xy = 0
(|x|+ y)−1[|x|f(y) + yf(x)] altrimenti.
Ne segue allora
〈µ∗N, f〉 = 〈µ∗, Nf〉
= µ {0}Nf(0, 0) + 〈ν ⊗ pi, ϕNf〉
= µ {0} f(0) +
∫
ν(dx)
∫
pi(dy)ϕ(x, y)Nf(x, y)
= µ {0} f(0) + c−1
∫
ν(dx)
∫
pi(dy)[|x|f(y) + yf(x)]
= µ {0} f(0) + c−1
∫
ν(dx)|x|
∫
pi(dy)f(y)
+ c−1
∫
ν(dx)f(x)
∫
pi(dy)y
= µ {0} f(0) +
∫
pi(dy)f(y) +
∫
ν(dx)f(x) = 〈µ, f〉
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E cio` dimostra la tesi.
Osservazione A.10. Siano x e y due numeri reali verificanti la relazione x ≤ 0 ≤ y e
sia B un moto Browniano; poniamo τ = inf {t ≥ 0 : Bt = x ∨Bt = y}. Allora si ha
Bτ (P ) =
|x|
|x|+ yδy +
y
|x|+ yδx. (A.11)
Per ottenere questa relazione si noti che dalla non limitatezza delle traiettorie del
moto Browniano, segue che il tempo di arresto τ e` quasi certamente finito e inoltre
che, per ogni numero reale t, la variabile aleatoria Bτ∧t si puo` maggiorare con il
massimo tra i due numeri reali x e y. Allora dal lemma A.7 deduciamo
E[Bτ ] = 0. (A.12)
Poiche´ inoltre la legge della variabile aleatoria Bτ e` concentrata sull’insieme {x, y},
deve essere P (Bτ = x) + P (Bτ = y) = 1. Mettendo insieme questi due fatti
otteniamo la (A.11).
Diamo ora un’altra definizione.
Definizione A.11. Su uno spazio probabilizzato (Ω,A, P ) siano X e Y due varia-
bili aleatorie a valori in due spazi misurabili (E, E) e (F,F) e sia µ la legge di
X. Chiameremo versione della legge condizionale di Y rispetto ad X un nucleo
markoviano (N(x, ·))x∈E da E in F tale che, per ogni funzione g limitata e misurabile
su (F,F), valga la relazione E[g(Y )|X] = Ng ◦X.
Facciamo ora il primo passo verso l’approssimazione di una passeggiata aleatoria
con un moto Browniano. Nel prossimo lemma lo spazio misurabile (E, E) sara`
definito come nel teorema A.9.
Lemma A.12. Sia µ una legge centrata su R e indichiamo con µ∗ la legge definita
sullo spazio misurabile (E, E) e costruita come nel teorema A.9. Su uno spazio
probabilizzato (Ω,A, P ), supponiamo inoltre assegnati un vettore aleatorio (α, β) a
valori nello spazio (E, E), di legge µ∗, e un moto Browniano B indipendente da
(α, β). Allora la variabile aleatoria
τ = inf {t ≥ 0 : Bt ∈ {α, β}}
e` un tempo di arresto rispetto alla filtrazione F = (Ft)t∈R+ con Ft = T (α, β; Bs, s ≤
t) e valgono le seguenti relazioni:
Bτ (P ) = µ, E[τ ] =
∫
x2µ(dx), E[τ 2] ≤ 4
∫
x4µ(dx). (A.13)
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Dimostrazione. E` innanzitutto chiaro che il processo B e` un moto Browniano rispet-
to alla filtrazione F e che, grazie al lemma 1.9 (che va leggermente modificato perche´
il chiuso e` aleatorio), la variabile aleatoria τ e` un tempo di arresto. Cerchiamo
una versione della legge condizionale della variabile aleatoria Bτ rispetto al vettore
(α, β). In virtu` dell’osservazione A.10, si puo` verificare che una versione di questa
legge condizionale e` il nucleo dallo spazio E allo spazio R che, ad ogni coppia di punti
(x, y) di E, associa l’unica legge centrata e concentrata su {x, y}, quindi proprio il
nucleo N definito nel teorema A.9. Allora, per ogni insieme A della tribu` B(R), si
ha
P (Bτ ∈ A) = E[I(Bτ ∈ A)] = E[E[I(Bτ ∈ A)|α, β]]
= E[N((α, β), A)] =
∫
Ω
N((α, β), A)dP
=
∫
E
N((x, y), A)µ∗(dx, dy) = 〈µ∗N, I(A)〉
= 〈µ, I(A)〉 = µ(A).
Cio` prova che la variabile aleatoria Bτ ha legge µ. Passiamo alla seconda relazione.
Per ogni coppia (x, y) di elementi dello spazio E, consideriamo l’applicazione F che
ad ogni funzione continua f associa la quantita` inf {t ≥ 0 : f(t) = x ∨ f(t) = y}.
Allora una versione della legge condizionale della variabile aleatoria τ rispetto al
vettore aleatorio (α, β) e` il nucleo M dallo spazio E in R, che ad ogni coppia (x, y)
di E associa l’immagine della misura di Wiener tramite la funzione F . Indicando
con g la funzione identita`, possiamo allora scrivere
E[τ ] = E[E[τ |α, β]]
= E[Mg ◦ (α, β)] =
∫
Ω
dP
∫
R
zM((α, β), dz)
=
∫
E
∫
R
zM((x, y), dz)µ∗(d(x, y)).
D’altra parte, l’integrale piu` interno dell’ultimo membro e` proprio la speranza del
tempo di arresto τ
′
x,y = inf {t ≥ 0 : Bt = x ∨Bt = y} e per questa variabile aleatoria
sappiamo che vale il lemma A.7. Quindi l’ultimo membro si puo` riscrivere nella
forma ∫
E
E[τ
′
x,y]µ
∗(d(x, y)) =
∫
E
E[B2
τ
′
x,y
]µ∗(d(x, y)). (A.14)
Poiche´ una versione della legge condizionale della variabile aleatoria Bτ rispetto al
vettore (α, β) e` il nucleo N , indicando con h la funzione che ad ogni numero reale
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associa il suo quadrato, la (A.14) diventa∫
E
∫
R
z2N((x, y), dz)µ ∗ (d(x, y)) = 〈µ∗N, h〉
= 〈µ, h〉 =
∫
R
x2µ(dx).
La terza relazione si dimostra ripercorrendo gli stessi passi e sfruttando la disu-
guaglianza del lemma A.7.
E infine ecco la prima versione del teorema di Skorohod.
Teorema A.13 (Teorema di rappresentazione di Skorohod). Su uno spazio
probabilizzato (Ω,A, P ), supponiamo assegnata una successione (ξn)n≥1 di variabili
aleatorie indipendenti, isonome e centrate e, per ogni numero naturale n, poniamo
Sn = ξ1 + · · · + ξn. Allora esistono uno spazio probabilizzato (Ω˜, A˜, P˜ ), un moto
Browniano B su questo spazio e una successione crescente di tempi di arresto positivi
(τn)n∈N con τ0 = 0 tali che valgano i seguenti fatti:
1 i due processi (Bτn)n≥1 e (Sn)n≥1 hanno la stessa legge;
2 le differenze ∆τn = τn − τn−1 formano, al variare di n, una famiglia di variabili
aleatorie indipendenti ed isonome;
3 la speranza della variabile aleatoria ∆τ1 coincide con quella di ξ
2
1 ;
4 e` verificata la disuguaglianza E[(∆τn)
2] ≤ 4E[ξ41 ].
Dimostrazione. Indichiamo con µ la legge della variabile aleatoria ξ1; in corrispon-
denza di questa legge, costruiamo una famiglia ((αn, βn))n∈N di variabili aleatorie
indipendenti e con legge comune µ∗ (la stessa costruita nel teorema A.9). Inoltre,
pur di allargare lo spazio probabilizzato di partenza, possiamo supporre che esista,
sullo stesso spazio, un moto Browniano B indipendente dalla famglia costruita pri-
ma. Definiamo per ricorrenza la succesione di variabili aleatorie (τn)n∈N nel modo
seguente
τ0 = 0,
τn = inf
{
t ≥ τn−1 : Bt −Bτn−1 ∈ {αn, βn}
}
e la filtrazione F = (Ft)t∈R+ in cui Ft = T (αk, βk, k ≥ 1;Bs, s ≤ t).
E` subito chiaro che B e` un moto Browniano anche rispetto alla filtrazione F e che,
per ogni numero naturale n, la variabile aleatoria τn e` un tempo di arresto.
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Definiamo, fissato un intero n, il processo B
(n)
t = Bτn+t − Bτn che e`, grazie
alla proprieta` forte di Markov, ancora un moto Browniano indipendente dalla tribu`
Gn = T (τk, Bτk ; k ≤ n).
Osserviamo a questo punto che banalmente il vettore aleatorio (αn+1, βn+1)
e` indipendente sia dal processo Bn sia dalla tribu` Gn; notando inoltre che vale
l’uguaglianza
∆Bτn = Bτn −Bτn−1 = B(n−1)∆τn , (A.15)
e` facile verificare che le coppie (∆τn,∆Bτn) formano una famiglia di variabili aleatorie
indipendenti e isonome e quindi anche le successioni (∆τn) e (∆Bτn) hanno la stessa
proprieta`. Otteniamo quindi subito il secondo punto della tesi.
Verifichiamo ora che la legge degli incrementi ∆Bτn , e` proprio µ perche´ da questo,
si deduce poi facilmente il primo punto della tesi, usando l’indipendenza di questi
incrementi.
E` immediato verificare che vale l’uguaglianza
∆τn = inf
{
t > 0 : B
(n−1)
t ∈ {αn, βn}
}
e quindi, per il teorema 1.9, che la variabile aleatoria ∆τn e` un tempo di arresto.
Dall’uguaglianza (A.15) e dal lemma A.12 infine deduciamo i restanti due punti della
tesi e che la legge di ∆Bτn e` µ.
A.2 Il teorema di rappresentazione di Skorohod
nel caso delle martingale
Vediamo, sfruttando la stessa idea del caso precedente, la dimostrazione del teo-
rema di rappresentazione di Skorohod nel caso delle martingale. Per una maggior
chiarezza, inizieremo col dare delle definizioni e poi dimostreremo alcuni lemmi.
La prima definizione riguarda il concetto di probabilita` condizionale fatta non
piu` rispetto ad un evento, ma rispetto ad una tribu`.
Definizione A.14. Assegnati uno spazio probabilizzato (Ω,A, P ) e una sottotribu`
F della tribu` A e fissato un evento A di A definiamo probabilita` condizionale di A
rispetto a F la variabile aleatoria PF(A) = E[I(A)|F ].
Talvolta useremo anche la notazione P [A|F ] e il termine probabilita` aleatoria,
per indicare questa variabile aleatoria che e` integrabile ed e` l’unica tale che, per ogni
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coppia di eventi A e B il primo appartenente alla tribu` A il secondo a F , valga la
relazione
E[PF(A)I(B)] = P (A ∩B).
Introduciamo il concetto di indipendenza condizionale.
Definizione A.15. Su uno spazio probabilizzato (Ω,A, P ) siano F1,F2 e G tre
sottotribu` di A. Diciamo che la tribu` F1 e` condizionalmente indipendente da F2
rispetto G se, per ogni coppia di eventi B1 e B2 rispettivamente in F1 e F2, quasi
certamente si ha
P G(B1 ∩B2) = P G(B1)P G(B2).
Dimostriamo un risultato che riguarda le probabilita` condizionali.
Lemma A.16. Siano H, G e F tre tribu`; se la tribu` F e` condizionalmente indipen-
dente da H rispetto a G allora, per ogni evento H di H, si ha
P [H|F ,G] = P [H|G].
Dimostrazione. Osserviamo innanzitutto che a primo membro condizioniamo rispet-
to alla tribu` generata dall’unione di F e G che indicheremo con F ∨G. Fissati ora
tre eventi F , G e H rispettivamente nelle tribu` F , G e H, si ha
E[P G(H)I(G)I(F )] = E[P G(H)P G(F )I(G)]
= E[P G(H ∩ F )I(G)] = P (F ∩H ∩G).
Dai teoremi sulle classi monotone deduciamo allora che, per ogni evento A della
tribu` F ∨G, vale l’uguaglianza
E[P G(H)I(A)] = P (A ∩H),
che dimostra, grazie alla caratterizzazione della probabilita` condizionale, l’uguaglian-
za desiderata.
Diamo inoltre una definizione che riguarda alcuni spazi sui quali lavoreremo.
Definizione A.17. Diciamo che due spazi misurabili S e T sono isomorfi se esiste
un’applicazione bigettiva che mandi l’uno nell’altro e tale che lei e la sua inversa siano
misurabili. Chiameremo spazio di Borel uno spazio misurabile S che sia isomorfo
ad un sottinsieme boreliano dell’intervallo [0, 1].
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Osservazione A.18. Ogni spazio polacco dotato della tribu` boreliana e` uno spazio
di Borel.
Grazie a questa definizione e a questa osservazione, possiamo enunciare in termini
abbastanza generali il seguente risultato.
Lemma A.19. Supponiamo assegnati uno spazio misurabile (S,S), uno spazio di
Borel T e un nucleo N = (N(s, ·))s∈S da S in T . Allora esiste una funzione misu-
rabile f : S × [0, 1] 7→ T tale che, se indichiamo con ϑ una variabile aleatoria
uniformemente distribuita sull’intervallo [0, 1], per ogni elemento s dello spazio S,
la variabile aleatoria f(s, ϑ) abbia legge N(s, ·).
Dimostrazione. Si noti innanzitutto che, poiche´ T e` uno spazio di Borel, possiamo, in
virtu` dell’osservazione precedente, pensarlo come un sottinsieme boreliano di [0, 1] e
quindi ci possiamo facilmente ridurre al caso in cui lo spazio T coincida con quest’in-
tervallo. Definiamo, per ogni coppia di elementi (s, t) dello spazio prodotto S×[0, 1],
la funzione f nel seguente modo:
f(s, t) = sup {y ∈ [0, 1] : N(s, [0, y]) < t} .
Si puo` verificare che, dalle proprieta` del nucleo N , segue immediatamente la misu-
rabilita` degli insiemi della forma {(s, t) : N(s, [0, y]) < t} e quindi la misurabilita`
della funzione f , dopo aver osservato che il sopralivello {f > r} si esprime come
unione numerabile, al variare di y nell’insieme dei numeri razionali maggiori di r, di
insiemi della forma precedente.
Sia ora ϑ una variabile aleatoria uniformemente distribuita sull’intervallo [0, 1];
e` facile verificare che, per ogni elemento s dello spazio S, valgono le uguaglianze
P (f(s, ϑ) ≤ x) = P (ϑ ≤ N(s, [0, x])) = N(s, [0, x]).
Di qui si trae immediatamente la conclusione.
Enunciamo e dimostriamo infine l’ultimo lemma.
Lemma A.20. Su uno spazio probabilizzato (Ω,A, P ), siano ξ e ξ˜ due variabili
aleatorie isonome a valori in un spazio misurabile (S,S) e η un’altra variabile aleato-
ria a valori in uno spazio polacco T . Allora esiste una variabile aleatoria η˜ a valori
in T tale che i due vettori (ξ˜, η˜) e (ξ, η) abbiano la stessa legge.
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Dimostrazione. Dal fatto che lo spazio T e` polacco deduciamo che possiamo supporlo
un sottinsieme boreliano di [0, 1] e che esiste un nucleo µ = (µ(x, · ))x∈S, versione
della legge condizionale della variabile aleatoria η rispetto a ξ.
D’altra parte, il lemma precedente ci assicura che esiste una funzione f dallo
spazio S × [0, 1] in T tale che, per ogni elemento x dello spazio S, la variabile
aleatoria f(x, ϑ) abbia legge µ(x, · ) (come nel lemma precedente ϑ e` una variabile
aleatoria con distribuzione uniforme sull’intervallo [0, 1]). Scelta ϑ indipendente da
ξ˜, definiamo allora η˜ = f(ξ˜, ϑ) e verifichiamo che e` la variabile aleatoria cercata.
Infatti, fissata una funzione g : S × [0, 1] 7→ R+, valgono le uguaglianze
E[g(ξ˜, η˜)] = E[g(ξ˜, f(ξ˜, ϑ))]
= E
[∫
g(ξ, f(ξ, u))du
]
= E
[∫
g(ξ, t)µ(ξ, dt)
]
= E[g(ξ, η)].
Cio` dimostra che le variabili aleatorie (ξ˜, η˜) e (ξ, η) hanno la stessa legge.
Osservazione A.21. Il teorema nel caso di somme di variabili aleatorie indipendenti
usava il risultato del lemma A.12. L’idea nel caso delle martingale e` la stessa, sola-
mente e` necessario adattare questo lemma alla probabilita` condizionale. L’enunciato
puo` essere modificato in questo modo. Sia µ = (µ(x, · ))n∈N un nucleo markoviano
da uno spazio misurabile (F,F) allo spazio (R,B(R)) tale che, per ogni elemento
x di F , la legge µ(x, · ) sia centrata e sia µ∗ il nucleo da (F,F) allo spazio (E, E)
definito come nel teorema A.9 che ad ogni x associa la legge µ∗(x, ·). Su uno spazio
probabilizzato (Ω,A, P ), sia Y una variabile aleatoria a valori nello spazio (F,F) e
G la tribu` da essa generata; siano inoltre (α, β) un vettore aleatorio che abbia come
versione della legge condizionale rispetto ad Y il nucleo µ∗ e B un moto Browniano
condizionalmente indipendente, rispetto alla tribu` G, dalla variabile aleatoria (α, β)
e indipendente da Y . Allora la variabile aleatoria τ = inf {t ≥ 0 : Bt ∈ {α, β}} e`
un tempo di arresto rispetto alla filtrazione Ft = T (α, β, ;Bs, s ≤ t) e valgono le
seguenti relazioni:
P G(Bτ ∈ ·) = µ(Y, ·), E[τ |G] = E[B2τ |G], E[τ 2|G] ≤ 4E[B4τ |G].
Una dimostrazione di questa versione dell’enunciato si ottiene ripercorrendo quella
del lemma originario.
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Enunciamo ora il teorema di rappresentazione di Skorohod per le martingale.
Teorema A.22. Supponiamo assegnato, su uno spazio probabilizzato (Ω,A, P ), un
processoM = (Mn)n∈N che sia rispetto alla sua filtrazione naturale F una martingala
tale che la variabile aleatoria M0 sia nulla e poniamo ∆Mn = Mn −Mn−1. Allora
esiste un moto Browniano B e una successione crescente di tempi di arresto (τn)n∈N
(con τ0 = 0) tale che il processo (Mn)n∈N coincida quasi certamente con (Bτn)n∈N e,
definita la tribu` Gn = T (Mk, τk, k ≤ n), valgano le relazioni seguenti:
E[∆τn|Gn−1] = E[(∆Mn)2|Fn−1], (A.16)
E[(∆τn)
2|Gn−1] ≤ 4E[(∆Mn)4|Fn−1]. (A.17)
Dimostrazione. Per ogni numero naturale n, indichiamo con (µn(x, ·))x∈Rn−1 una
versione della legge condizionale della variabile aleatoria ∆Mn rispetto al vettore
(M1, . . . ,Mn−1). Poiche´ il processo M e` una martingala, possiamo supporre che,
per ogni vettore x di Rn−1, la legge µn(x, ·) sia a media nulla e quindi possiamo
associare ad essa la misura µ∗n(x, ·) sullo spazio (E, E) come nel lemma A.9; quindi
(µ∗n(x, ·))x∈Rn−1 e`, per ogni numero naturale n, un nucleo dallo spazio Rn−1 allo
spazio E. Grazie al lemma A.19, per ogni naturale n, sappiamo che esiste una
funzione fn : Rn 7→ R2 tale che, indicata con ϑ una variabile aleatoria che abbia
distribuzione uniforme sull’intervallo [0, 1], la legge della variabile aleatoria fn(x, ϑ)
sia proprio la misura µ∗n(x, ·)
Costruiamo ora un moto Browniano B′ e una successione (ϑn)n∈N di variabili
aleatorie indipendenti e aventi come legge la ripartizione uniforme sull’intervallo [0, 1]
e definiamo ricorsivamente i vettori aleatori (αn, βn) e le variabili τ
′
n nel seguente
modo:
τ ′0 = 0 τ
′
n = inf
{
t ≥ τ ′n−1 : B′t −B′τ ′n−1 ∈ {αn, βn}
}
, (A.18)
(αn, βn) = fn(B
′
τ ′1
, . . . , B′τ ′n−1 , ϑn). (A.19)
Evidentemente, rispetto alla filtrazione Bt = T (B′t, t ≥ 0;ϑn), il processo B′ e` uno
moto Browniano e, per ogni numero naturale n, la variabile aleatoria τ ′n e` un tempo
di arresto; quindi, grazie alla legge forte di Markov, il processo B
(n)
t = B
′
τ ′n+t − B′τ ′n
e` ancora un moto Browniano indipendente dalla tribu` G ′n = T (τ ′k, B′τ ′k , k ≤ n).
Fissiamo un numero naturale n e usiamo la versione del lemma A.12 enuncia-
to nell’osservazione A.21 in cui come variabile aleatoria Y sceglieremo il vettore
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aleatorio B¯ = (B′τ ′1 , . . . , B
′
τ ′n−1
). Si noti che ancora valgono le relazioni
∆B′τ ′n = B
′
τ ′n −B′τ ′n−1 = B
(n−1)
∆τ ′n
,
∆τ ′n = inf
{
t > 0 : B
(n−1)
t ∈ {αn, βn}
}
.
Indichiamo con F ′n−1 la tribu` T (B′τ ′k , k ≤ n). Grazie all’osservazione A.21, e`
sufficiente verificare che la variabile aleatoria (αn, βn) ammette come versione della
legge condizionale rispetto a B¯ il nucleo µ∗ ed e` condizionalmente indipendente,
rispetto alla tribu` F ′n−1, dalla variabile aleatoria B(n−1), a sua volta indipendente
da questa tribu`.
Dalla definizione del vettore (αn, βn) segue subito la prima proprieta`. Infatti, se
indichiamo con ν la legge di B¯ e fissiamo due funzioni f e g definite rispettivamente
su Rn−1 e su R2, limitate e misurabili, possiamo scrivere
E[f(B¯)g(αn, βn)] = E[f(B¯)g(fn(B¯, ϑn))] =
∫
Ω
f(B¯)g(fn(B¯, ϑn))dP
=
∫
Ω
dP
∫
Rn−1
f(x)g(fn(x, ϑ))ν(dx)
=
∫
Rn−1
ν(dx)f(x)
∫
Ω
g(fn(x, ϑn))dP
=
∫
Rn−1
ν(dx)f(x)
∫
R2g(y, z)µ∗n(x, dy, dz)
= 〈ν, fµ∗ng〉.
Osserviamo inoltre che dalla definizione delle tribu` F ′n−1 e G ′n−1 deduciamo im-
mediatamente che la prima e` inclusa nella seconda e siccome il processo B(n−1) e`
indipendente dalla tribu` G ′n−1, lo sara` anche da F ′n−1.
L’indipendenza condizionale si puo` verificare infine facilmente, dopo aver os-
servato che il processo B(n−1) e` indipendente da (αn, βn,F ′n−1). Infine si noti che
la variabile aleatoria ϑn e` indipendente sia dal processo B
(n−1) sia dalla tribu` G ′n−1;
quindi in particolare la variabile aleatoria (B(n−1), ϑn) e` indipendente da questa tribu`
e da cio` segue che il vettore aleatorio (∆τ ′n,∆B
′
τ ′n) e` condizionalmente indipendente,
rispetto alla tribu` F ′n−1, da G ′n−1. Grazie a queste considerazioni, al lemma A.16 e
all’osservazione A.21, otteniamo le relazioni seguenti relazioni.
E[I(∆B′τn ∈ · )|F ′n−1] = E[I(B′(n−1)∆τ ′n ∈ · )|F
′
n−1]
= µn((B
′
τ ′1
, . . . , B′τ ′n−1), · ), (A.20)
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E[∆τ ′n|G ′n−1] = E[∆τ ′n|F ′n−1] = E[(∆B′τ ′n)2|F ′n−1], (A.21)
E[(∆τ ′n)
2|G ′n−1] = E[(∆τ ′n)2|F ′n−1] ≤ 4E[(∆B′τ ′n)4|F ′n−1]. (A.22)
Osserviamo ora che, poiche´ il nucleo µn e` una versione della legge condizionale
della variabile aleatoria ∆Mn rispetto al vettore (M1, ..,Mn−1), vale l’uguaglianza
E[I(∆Mn ∈ · )|M1, . . . ,Mn−1] = µn((M1, ..,Mn−1), · ). (A.23)
Confrontando questa con la (A.20), si verifica allora facilmente che i processi (B′τ ′n)n e
(Mn)n hanno la stessa legge. Per il lemma A.20, esistono dunque un moto Browniano
B e una successione di tempi di arresto τn tali che, per ogni numero naturale n, valga
l’uguaglianza
(B, (Mn), (τn, ))(P ) = (B
′, (B′τ ′n), (τ
′
n))(P ). (A.24)
D’altra parte, la (A.24) permette di trasferire le proprieta` valide per le variabili
aleatorie a secondo membro alle variabili a primo membro. In particolare i processi
(Mn)n e (Bτn)n coincidono quasi certamente e le relazioni (A.16) e (A.17) seguono
immediatamente dalle (A.21) e (A.22).
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Appendice B
Il teorema di Lindeberg e alcune
applicazioni
B.1 Il teorema di Lindeberg
Nella dimostrazione del teorema del logaritmo iterato nel caso di variabili aleatorie
indipendenti ma non isonome, abbiamo usato dei lemmi e delle stime che sono una
conseguenza del teorema di Lindeberg. Grossolanamente, questo teorema afferma
che una legge su R che si possa fattorizzare nel prodotto di convoluzione di un gran
numero di leggi poco disperse, e` approssimativamente una legge normale. Nel segui-
to specificheremo meglio cosa intendiamo con i termini fattorizzare e poco disperse.
In questa appendice ci proponiamo di dare una dimostrazione del teorema di Lin-
deberg e di vederne alcune conseguenze.
Cominciamo, pero`, con alcune definizioni e con alcuni lemmi preliminari, tenendo
conto che nel seguito, anche se non sara` specificato, ci limiteremo a considerare leg-
gi ridotte (cioe` centrate e con varianza unitaria), perche´ il caso generale segue poi
facilmente.
Definizione B.1. Se µ una legge ridotta su R, chiameremo fattorizzazione di µ una
successione finita (µi)1≤i≤n di leggi centrate tali che si possa scrivere µ = µ1∗· · ·∗µn.
Per una tale fattorizzazione il numero
L =
n∑
i=1
∫
(x2 ∧ |x|3)µi(dx) (B.1)
sara` detto somma di Lindeberg.
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Si noti innanzitutto che, se la legge µ e` ridotta, allora ciascun fattore di una
qualunque sua fattorizzazione finita deve avere momento del secondo finito. Infatti,
restringendoci al caso di soli due fattori, µ1 e µ2, e usando per comodita` due variabili
aleatorie X e Y reali, indipendenti, la cui somma sia di quadrato integrabile e che
abbiano rispettivamente legge µ1 e µ2, possiamo scrivere
E[(X + Y )2] =
∫
µ1(dx)E[(x+ Y )
2].
Questa relazione ci mostra che, per quasi ogni x, e quindi per almeno un x, la
variabile aleatoria x + Y ha momento del secondo ordine finito, e questo ci fa con-
cludere. Se ora consideriamo una qualunque fattorizzazione (µi)1≤i≤n della legge µ
e indichiamo con σi il momento del secondo ordine di µi abbiamo
L ≤ σ21 + · · ·+ σ2n = 1.
Quindi sia la somma di Lindeberg e sia ciascun momento del secondo ordine delle
leggi che compongono la fattorizzazione sono maggiorati da 1. Introduciamo ora
alcune comode notazioni, prima di enunciare i lemmi che ci serviranno.
Per ogni variabile aleatoria X, poniamo
θ[X] = E[X2 ∧ |X|3]
e osserviamo che, per ogni numero reale positivo c, si ha
θ[cX] ≤ (c2 ∨ c3)θ[X].
Usando queste notazioni, possiamo enunciare e dimostrare il primo risultato.
Lemma B.2. a) Se X e` una variabile aleatoria reale con momento del secondo
ordine uguale ad 1, allora si ha
θ[X] ≥ 23
27
. (B.2)
b) Se X e` una variabile aleatoria con momento del secondo ordine uguale a σ2 (σ
numero reale positivo), allora si ha
σ2 ∧ σ3 ≤ 27
23
θ[X]. (B.3)
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Dimostrazione. Il punto a) e` del tutto banale: basta partire dalla relazione ele-
mentare
X2 ∧ |X|3 ≥ X2 − 4
27
,
passare alle speranze e ricordare che la variabile aleatoriaX ha momento del secondo
ordine uguale a 1.
Per la parte b) del lemma, supponendo σ strettamente positivo (il caso in cui σ
sia nullo e` banale), possiamo applicare il punto a) alla variabile aleatoria σ−1X; si
ottiene cos`ı
23
27
≤ θ[σ−1X] ≤ (σ−2 ∨ σ−3)θ[X] = (σ2 ∧ σ3)−1θ[X]
e questo ci da` la tesi.
Anche la dimostrazione del seguente risultato e` immediata.
Lemma B.3. Sia f una funzione reale che abbia derivata seconda limitata e lip-
schitziana di costante L , e sia r la funzione in R2 definita dalla relazione
f(t+ x) = f(t) + f ′(t)x+
1
2
f ′′(t)x2 + r(t, x).
Allora esiste una costante positiva C che dipende solo dalla norma uniforme della
derivata seconda della funzione f e dalla costante di Lipschitz L tale che valga
|r(t, x)| ≤ C(x2 ∧ |x|3). (B.4)
Dimostrazione. Osserviamo innanzitutto che, grazie alla formula di Taylor, possia-
mo scrivere
r(t, x) = [f(t+ x)− f(t)− f ′(t)x]− 1
2
f ′′(t)x2
=
1
2
f ′′(θ)x2 − 1
2
f ′′(t)x2
=
1
2
[f ′′(θ)− f ′′(t)]x2,
in cui θ e` un numero reale appartenente all’intervallo (t, t + x). Allora valgono le
due seguenti disuguaglianze:
|r(t, x)| ≤ ‖f ′′‖x2 e |r(t, x)| ≤ 1
2
L|x|3.
La tesi e`, dunque, vera se si sceglie C = ‖f ′′‖ ∨ (1
2
L
)
.
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Usiamo immediatamente questo risultato nel seguente lemma, in cui la funzione
f viene composta con opportune variabili aleatorie.
Lemma B.4. Sia f una funzione limitata su R, con derivata prima e seconda
limitate e la seconda anche lipschitziana; sia inoltre C la costante definita nel lemma
precedente. Allora assegnate, su uno spazio probabilizzato (Ω,A, P ), tre variabili
aleatorie reali ed indipendenti T , X e Y , che verifichino le condizioni
E[X2] = E[Y 2] <∞ E[X] = E[Y ],
si ha
|E[f(T +X)− f(T + Y )]| ≤ C (θ[X] + θ[Y ]) .
Dimostrazione. Sia r la funzione definita nel lemma precedente; allora possiamo
scrivere
f (T +X)− f(T + Y )
= f ′(T )(X − Y ) + 1
2
f ′′(T )(X2 − Y 2) + r(T,X)− r(T, Y ).
Di qui, passando alle speranze, otteniamo
E[f(T +X)− f(T + Y )] = E[r(T,X)− r(T, Y )]
e infine usando la (B.4), possiamo facilmente concludere con le seguenti disugua-
glianze:
|E[f(T +X)− f(T + Y )]| ≤ E[|r(T,X)|+ |r(t, Y )|]
≤ C (θ[X] + θ[Y ]) .
Estendiamo ora il lemma appena dimostrato al caso di piu` variabili aleatorie.
Lemma B.5. Siano la funzione f e la costante C come nel lemma precedente e,
su uno spazio probabilizzato (Ω,A, P ), siano definite delle variabili aleatorie reali
indipendenti
T, X1, . . . , Xn, Y1, . . . , Yn,
che verifichino, per ogni numero naturale i nell’insieme {1, . . . , n}, le condizioni
E[X2i ] = E[Y
2
i ] <∞, E[Xi] = E[Yi].
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Si ha allora∣∣∣∣∣E
[
f
(
T +
n∑
i=1
Xi
)
− f
(
T +
n∑
i=1
Yi
)]∣∣∣∣∣ ≤ C
n∑
i=1
(θ[Xi] + θ[Yi]) .
Dimostrazione. Procediamo per induzione su n. Il caso n = 1 corrisponde alla
situazione descritta nel lemma precedente. Nel caso n > 1, definiamo le variabili
aleatorie U =
∑n−1
i=1 Xi e V =
∑n−1
i=1 Yi; e` facile allora verificare che si ha∣∣∣∣∣E
[
f
(
T +
n∑
i=1
Xi
)
− f
(
T +
n∑
i=1
Yi
)]∣∣∣∣∣
≤ |E[f((T +Xn) + U)− f((T +Xn) + V )]|
+|E[f((T + V ) +Xn)− f((T + V ) + Yn)]|
≤ C
n−1∑
i=1
(θ[Xi] + θ[Yi]) + C(θ[Xn] + θ[Yn]).
Cio` basta per concludere.
Possiamo ora dimostrare il teorema di Lindeberg, che puo` essere enunciato nel
seguente modo.
Teorema B.6. Sia f una funzione limitata su R, con derivata prima limitata e
derivata seconda limitata e lipschitziana . Allora esiste una costante reale positiva
c (dipendente solo dalla norma uniforme della derivata seconda e dalla sua costante
di Lipschitz) tale che, se µ e` una legge ridotta e L e` la somma di Lindeberg relativa
ad una sua qualsiasi fattorizzazione, si abbia∣∣∣∣∫ fdµ− ∫ fdN (0, 1)∣∣∣∣ ≤ cL. (B.5)
Dimostrazione. Sia (µi)1≤i≤n una fattorizzazione di µ e, per ogni numero naturale i
minore di n, sia σ2i il momento del secondo ordine della legge µi. Indichiamo, inoltre,
con νi la legge normale di media 0 e varianza σ
2
i . Costruiamo infine su un opportuno
spazio probabilizzato una 2n-upla di variabili aleatorie reali,
X1, . . . , Xn, Y1, . . . , Yn
indipendenti e con leggi
µ1, . . . µn, ν1, . . . , νn.
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E` chiaro che le variabili aleatorie
∑n
i=1Xi e
∑n
i=1 Yi hanno legge rispettivamente µ
e N (0, 1) e, usando il lemma precedente con T = 0, ricaviamo immediatamente la
disuguaglianza∣∣∣∣∫ fdµ− ∫ fdN (0, 1)∣∣∣∣ =
∣∣∣∣∣E
[
f
(
n∑
i=1
Xi
)
− f
(
n∑
i=1
Yi
)]∣∣∣∣∣
≤ C
n∑
i=1
(θ[Xi] + θ[Yi]). (B.6)
A questo punto, se indichiamo con a il momento assoluto del terzo ordine della
legge normale centrata e normalizzata, allora, ricordando che il momento del secondo
ordine delle leggi µi e` minore di 1 e usando la (B.3), otteniamo
θ[Yi] ≤ E[|Yi|3] = aσ3i ≤ a
27
23
θ[Xi]. (B.7)
Usando congiuntamente i risultati (B.6) e (B.7), possiamo scrivere∣∣∣∣∫ fdµ− ∫ fdN (0, 1)∣∣∣∣ ≤ C (1 + a2723
) n∑
i=1
θ[Xi] = cL,
che e` appunto la nostra tesi.
Vedremo, nella prossima sezione, alcune immediate conseguenze di questo teore-
ma.
B.2 Conseguenze del teorema di Lindeberg
Come prima cosa, osserviamo che, se X e` una variabile aleatoria reale con momento
secondo e terzo finito, e` banalmente valida la disuguaglianza
θ[X] = E[X2 ∧ |X|3] ≤ E[|X|3]
e quindi, ponendo Γn =
∑n
i=1 E[|X|3] e indicando con L la somma di Lindeberg, si
ha
L =
n∑
i=1
θ[Xi] ≤ Γn. (B.8)
Dal teorema B.6 si puo` allora dedurre∣∣∣∣∫ fdµ− ∫ fdN (0, 1)∣∣∣∣ ≤ cΓn. (B.9)
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Vediamo ora il teorema di Lindeberg dal punto di vista adottato nel capitolo
2. Sia (Xn)n una successione di variabili aleatorie reali, centrate ed indipendenti;
per ogni numero naturale n, definiamo la variabile aleatoria Sn = X1 + · · · + Xn
e indichiamo con s2n la sua varianza. Osserviamo che non e` detto, a priori, che
quest’ultima sia unitaria, mentre di sicuro lo e` la varianza della variabile aleatoria
Sn/sn. Se dunque consideriamo le variabili aleatorie Yi = Xi/sn e chiamiamo µi le
loro leggi, la famiglia di leggi (µi)1≤i≤n, costituisce una fattorizzazione finita della
legge di Sn/sn, che e`, questa volta, ridotta. Quindi il teorema di Lindeberg e l’osser-
vazione precedente ci assicurano che, per ogni funzione f che verifichi le ipotesi, se
indichiamo con N una variabile aleatoria di legge normale di media nulla e varianza
unitaria, si ha ∣∣∣∣E [f (Snsn
)]
− E [f (N)]
∣∣∣∣ ≤ c n∑
i=1
E[|Yi|3] = c Γn
s3n
. (B.10)
Diamo, prima di vedere l’ultimo risultato, un’altra definizione.
Definizione B.7. Sia (µi)1≤i≤n una fattorizzazione della legge ridotta µ e, per ogni
numero naturale i, poniamo
σi =
(∫
x2µi(dx)
)1/2
.
Definiamo norma quadratica della fattorizzazione il numero σ = max1≤i≤n σi.
Vediamo infine un lemma che useremo ancora nel capitolo 2.
Teorema B.8. Assegnata una fattorizzazione finita (µi)1≤i≤n della legge ridotta µ,
e indicata con σ la sua norma quadratica, vale la seguente disuguaglianza:
σ3 ≤ 27
23
L. (B.11)
Dimostrazione. Dalla disuguaglianza (B.3) e dal fatto che ciascuno dei numeri σi e`
minore di 1 deduciamo le relazioni
σ3i ≤
27
23
∫
x2 ∧ |x|3µi(dx)
≤ 27
23
n∑
i=1
∫
x2 ∧ |x|3µi(dx) = 27
23
L.
Da queste segue immediatamente la tesi.
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