Let/f: L2ÇY, p) -» L2{X,v) be continuous and linear and assume {Kf) (x) = Jy k{xiy)f(y)dfi(y). Define kx by kx(y) = k(x,y). Assume K has the property that 
Theoretical
Results. The following property of the integral operator K is a key to the development of the theory. Definition 1.1. The integral operator K with kernel function k(x,y) is said to satisfy property (C) if (a) kx E L2(Y, pt) for all x E X, and (b) if (Kf)(x) = 0 i^-a.e. for some / € L2(Y, p), then (Kf)(x) = 0 for all x E X. Example 1.2. Let X be an open connected set in Euclidean n-space and let v be Lebesgue measure on X. Assume p-(Y) < 00. Assume kx E L2(Y,p) for all x and assume k(x,y) is continuous in x E X uniformly in y E Y, i.e., for each xqE X and e > 0 there exists 6 > 0 such that if x E X such that |x -xo| < 6 then \k(x,y) -k(xo,y)\ < £ for all y E Y. Using the Schwarz inequality and routine real analysis, it follows that K satisfies property (C). An example of such a K is (Kf)(x) = f0 k(x, y)f(y) dy, 0 < x < 1, where the partial derivative of k(x, y) with respect to x is a continuous function of x and y, or if k(x, y) is a continuous function of x and y satisfying the Lipschitz condition, \k(xi,y) -k(x2,y)\ < M|xi -X2|a for all Xi, x2, and y, where M and a are positive constants (independent of xi, x2, X, y and Y).
Let N(K) denote the null space of K and let M1 denote the orthogonal complement of any set M, i.e., M1 = {/: (f,g) -0 for all g E M}. Here (/, g) denotes the inner product of / and g. The goal is to find minimal hypotheses on the operator K so that N(K)1-is equal to the L2-closed span of the k'xs, x E X. For simplicity of exposition, it is assumed that all functions are real-valued. Proof. Let M = {kx : x E X} and let f0EMx. Then for all xeX, (f0, kx) = 0. Thus, for xEX, (Kf0)(x) = ¡ k(x,y)f0(y)dß(y) = ¡ kx(y)f0(y)ß(y) = (kx,f0) = 0.
The second to last equality above is valid because it is assumed that all functions are real-valued. It follows that f0 E N(K). Therefore Proof. Let M = closed span{fcx : x E X} and let /0 e TV(Ä"). Then (Kf0)(x) = 0 i/-a.e. Since K satisfies property (C), (Kfo)(x) = 0 for all x E X. Then for x E X, (fo,kx) = ¡ kx(y)fo(y)dpt(y) = ¡ k(x,y)fo(y)dpt(y) = (Kf0)(x) = 0. The next theorem shows how to choose constants C\,... ,cn so that 2?=i cjkij will best approximate the minimum norm solution fo of Kf = g in the L2-norm without knowing fo, that is, only ¡7(x) and the kernel k(x,y) need to be known to determine the c/s.
Most expansion methods for solving first-kind integral equations pick the constants ci,..., cn to minimize the norm of the residual instead of the norm difference from the desired solution. Let c = (ci,c2,... ,cn)T,
,g(xn)) , and let A be the nxn matrix whose (i,j)th component is given by (kXj,kXi). With this notation the following theorem can be easily stated. 
Since f\ and f2 are in the span of kXl,..., kXn, it follows that f^ = f2 and the proof of Theorem 1.7 is complete. □ The above argument does not obviously generalize to finding the least squares solution of minimum norm (see [4] ) of Kf = g. The reason for this is that if /o is the least squares solution of minimum norm of Kf = g, then (Ä"/0)(x) = (Pg)(x) where Pg is the orthogonal projection of g onto the closure of the range of the operator K. Applying the same argument as in the proof of Theorem 1.7 yields that the c/s are a solution of Ax = b where A is as defined immediately preceding Theorem 1.7, but 6t now is (Pg)(xi), which is unknown.
Notice that in Theorem 1.7, the vector formed from the c^'s can be any solution of Ax -b. If the kx 's are linearly dependent, then A will be a singular matrix. From an application point of view, it is desirable for the fc^'s to be linearly independent so that A will be positive definite and Ax -b can be solved numerically using the Cholesky decomposition. Jo For all numerical examples tested, this integral was evaluated exactly and no quadrature method was needed. For the purpose of evaluating the algorithm, the minimum norm solution, fo(y), was entered into the program as a function statement and 6¿ = g(xi) was calculated by evaluating g(xi)= / k(x"y)f(y)dy Conclusions. An advantage of the above method is that it automatically provides a set of basis functions that span the orthogonal complement of the null space of the integral operator K. The test examples listed above confirm that this method will work well if the minimum norm solution can be well approximated by a few of the basis functions, kx, x E X; otherwise, solutions with high precision cannot be found with this method. Since the TV x TV matrix A used to numerically calculate the c,'s is a Grammian matrix (with respect to a finite-dimensional weighted inner product space), A becomes numerically ill-conditioned when TV is very large. Experiments with some test problems indicate that TV > 25 is normally too large. A second advantage of this method is that the coefficients of the kXj 's were calculated to minimize the norm difference of the approximate solution to the minimum norm solution, instead of choosing them to minimize the residual. The third advantage of this method is that it provides a way of picking "optimal" basis functions for a fixed value of TV.
When performing these tests, the minimum norm solution, /o, was used to determine the value of TV which yielded the best approximation, /i, to /n. This was done to obtain an accurate evaluation of the method. In applications, /o will be unknown, but a value of TV can be determined by choosing it to minimize the residual \\Kfi -g\\, or at least an approximation to it. This was done (as described in Section 2) for all examples tested.
