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Abstract
The design of hypersonic vehicles is significantly affected by the state of boundary
layer. Hypersonic boundary layers can be laminar or turbulent, and in chemical and
vibrational nonequilibrium, each with different length and time scales. In turbulent
boundary layers, heating augmentation can be an order of magnitude or higher above
laminar heating rates. The scales of the internal energy relaxation processes can be of
the same order or greater than the turbulent flow scales, and can interact with turbulent
motion. Understanding how turbulent motion and internal energy relaxation interact
is relevant to flow control.
Fundamental flows are studied to understand how energy is exchanged between tur-
bulent motion and internal energy relaxation. Specifically, high-fidelity DNS of vibra-
tional energy relaxation effects in compressible isotropic and temporally evolving shear
layers are presented. The energy exchange mechanisms are analyzed by decomposing
the flow into incompressible and compressible energy modes. By varying the vibrational
relaxation rate, the tuning of the relaxation rate to the turbulent flow is studied.
Vibrational energy relaxation is demonstrated to be coupled to the turbulent flow
through the compressible modes of the gas. Compressions and expansions generate fluc-
tuations in the thermal state, and the vibrational energy lags behind these fluctuations.
Energy is then transferred to or from the vibrational energy mode at a rate propor-
tional to the relaxation time, and the fluctuations are damped. Damping of turbulent
quantities are strongest when the vibrational relaxation rate is on the order of the tur-
bulent large structure acoustic rate. Wavenumber specific damping is also observed in
isotropic flows when the relaxation time is on the order of the acoustic frequency of the
wave. The effects of vibrational relaxation are shown to increase with compressibility.
However, the overall effect on turbulent kinetic energy is weak due to the incompressible
mode containing significantly more energy than the compressible modes.
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Chapter 1
Introduction
Maintaining a laminar boundary layer along the surface of a hypersonic flight vehicle
can have significant impacts on the design and operation of the vehicle. As the boundary
layer transitions from a laminar state to a fully turbulent state, the heating rates to the
surface of the vehicle increase. Turbulent boundary layers can have heating levels that
far exceed the laminar heating rates at similar flow conditions. The turbulent heating
augmentation can be as high as an order of magnitude or more above laminar heating
rates[2]. Turbulence may amplify or decay within a boundary layer that is formed on
a vehicle’s surface. Many factors contribute to the potential enhancement or decay
of turbulent motion, and these may be environmental or may be intrinsic to the flow
physics.
In high enthalpy flow environments typically seen by hypersonic flight vehicles, phys-
ical processes are triggered by elevated temperatures. Relevant examples of these phys-
ical processes include dissociation and recombination reactions as well as vibrational
energy relaxation. As the temperature increases, these internal energy modes are ex-
cited, and a broader distribution of energies is available to the gas. These internal energy
processes release or absorb energy and interact with turbulent motion[4]. The turbulent
motion within a boundary layer span a broad range of length and time scales, while
the internal energy modes have their own range of scales. While energy relaxation is a
collisional process occurring on a molecular scale, the equilibration of energy between
modes can occur on time scales which are similar to or greater than the scales of the
flow. This means that energy relaxation is not a scale independent process. Turbulent
1
2motion transports energy across the boundary layer while also exchanging energy with
internal energy modes. The impact of these energy dynamics on the enhancement or
decay of turbulent motion is not well understood.
An example of a flight environment with both turbulent flow and internal energy
relaxation is entry of a vehicle into an atmosphere, such as the Space Shuttle reentering
the Earth atmosphere, or capsules entering the Martian atmosphere. Figure 1.1 shows
a thermal image taken during reentry of the STS-119 orbiter as part of the HYTHIRM
experiment[1]. In this experiment, a small protuberance was placed in the thermal pro-
tection system (TPS) to study the effects of transition and turbulence on the boundary
layer. Thermal images were then obtained by a low-flying plane. In addition to the
small protuberance, the boundary layer transitioned to a turbulent state from an un-
known source near the nose of the vehicle. These turbulent boundary layers are clearly
visible in the image, demonstrated by the yellow/green and red regions. The surface of
the vehicle is almost entirely covered by this turbulent region.
Figure 1.1: Thermal image of STS-119 from HYTHIRM experiment; the turbulent
boundary layer is clearly visible in the non-blue regions[1]. Contour colors correspond
to regions of increased heat flux, indicating turbulence. Image was taken with orbiter
at an altitude of 49 km and M = 8.4 (V = 2772 m/s).
The image from the HYTHIRM experiment was taken at an altitude of 49 km and
a Mach number of 8.4. Figure 1.2 shows the flight corridor of a typical orbiter reentry
3as a function of altitude and velocity. Also shown are regions where relevant internal
energy excitation begin (energy excitation does not stop in the regions to the right, but
continue to exchange energy as other internal energies are excited). The location the
HYTHIRM image was taken is indicated with a circle in Fig. 1.2, and is observed to be
in a region of significant vibrational excitation, with oxygen dissociation also likely.
Figure 1.2: Trajectory corridor of orbiter through altitude and velocity showing regions
of relevant energy excitation[2]. The circle indicates the region where imagery of STS-
119 was taken[1]. Note that in regions to the right of the highlighted excitation mode,
the availability of the mode to the gas does not cease, but continues to exchange energy
as other mechanisms become important.
Interaction of turbulent flow fields and internal energy excitation, observed in the
HYTHIRM experiment, can have significant consequences on vehicle design. Figure
1.3 compares the heat flux obtained from simulations of a spherical capsule at angle
of attack in laminar and turbulent environments, where internal energy processes are
excited. The stagnation region is located in the region of low heat flux near the top of the
left (turbulent) capsule image. The heat flux on the surface of the capsule is significantly
increased for the turbulent case compared to the laminar case. These simulations use an
11-species gas model of the Martian environment, with significant catalysis effects near
the wall. The boundary layer is in nonequilibrium for both chemical and vibrational
energies. The significant increase in heating for the turbulent boundary layer has severe
consequences for the design of the TPS. Often, these systems are designed with much
thicker materials than are actually needed, resulting in decreased payload size.
4Figure 1.3: Spherical ”Apollo-like” capsule in CO2 dominated Martian atmosphere com-
paring heat flux. Image on the left is from a turbulent simulation, while the right image
is laminar. The wall has catalysis and heating effects, and vibrational and chemical
processes are excited.
Understanding how turbulent flows interact with internal energies is relevant to flow
control. One potential example is designing a TPS to actively or passively alter the
thermal environment of the boundary layer. Gas injection can potentially be used to
alter the relaxation rates of the internal energies, such that the turbulent effects are
reduced. Alternatively, flight trajectories could potentially be altered to flight environ-
ments which tune the relaxation processes to the turbulent flow. Several potential flow
control mechanisms could be designed to modify the turbulence through internal energy
relaxation, but these are beyond the scope of this work and are not discussed further.
Transition studies have demonstrated a reduction in acoustic waves by internal en-
ergy relaxation[5, 6, 7, 8]. The strongest effects were observed for waves propagating
through CO2. Gas injection has also been moderately successful in damping these waves,
resulting in delayed transition of a hypersonic boundary layer[6]. However, gas injection
is difficult to achieve, as the injected fluid can cause the boundary layer to transition if
5not done carefully.
Turbulent flows, however, contain and broad range of length and time scales, with
energies contained over a spectrum of frequencies. Understanding how energy is ex-
changed over these broadband scales between turbulent flow and internal energies is
the focus of this work. This understanding can then be used to study how relaxation
processes can be tuned to a turbulent flow. Tuning of the relaxation and turbulent
scales occurs when turbulent fluctuations are optimally damped.
Few studies examining the relationship between turbulence and thermal non-equilibrium
have been carried out. Osipov et al.[9] numerically studied a von Karman vortex street
in significant thermal nonequilibrium and found evidence that vibrational relaxation has
an effect on the structure of vorticity. The initial vibrational temperature was set to a
significantly higher value than the translational-rotational temperature, meaning energy
was transferred into the translational-rotational mode from the vibrational mode. In
the slower moving fluid contained within the vortex street, more energy was deposited
into the translational-rotational mode compared to the surrounding faster moving fluid,
increasing the heating of the fluid within the street. This decreased the density of the
fluid, and resulted in damped vortices. Donzis and Maqui[10] performed a more funda-
mental study by simulating vibrational energy relaxation in forced isotropic turbulence.
They found that more energy is stored in the vibrational mode for turbulent flows than
for laminar flows. Additionally, they showed that these effects were strongest for low
excitation levels.
Martin and Candler[4] studied reactions in isotropic turbulence. They found that the
incompressible energy modes were unaffected by the reactions, while the compressible
energy modes were affected. Specifically, the compressible energy modes were enhanced
by exothermic reactions and damped by endothermic reactions. The reactions generate
fluctuations in the thermal state, resulting in fluctuations in pressure and acoustic waves.
Martin and Candler showed that the kinetic energy was affected by acoustic waves
through the pressure-strain term in the kinetic energy equation. Dissociation is an
endothermic reaction, which absorbs energy, and takes energy away from the turbulent
motion, while the reverse is true for recombination, which is an exothermic reaction.
Duan and Martin[11, 12, 13] extended this study to reacting hypersonic boundary layers.
They found that recombination reactions enhance turbulence, while the dissociation
6reactions have a dampening effect. However, the reactions had no meaningful effect on
the turbulent kinetic energy, or most other turbulent quantities. This was attributed to
the low levels of heat release compared to the flow enthalpy. The tuning of the reaction
time scales to time scales of the turbulent flow, such that turbulent fluctuations are
optimally damped, was not considered in these works.
Experimental studies focusing on the interaction between relaxation processes and
turbulent motion are scarce, partly due to the many challenges involved in performing
such experiments. An experimental facility at Texas A&M University uses a capacitively-
coupled radio-frequency plasma discharge to achieve vibrational non-equilibrium in a
turbulent flow[14, 15]. The flow is passed through a passive grid, generating a decaying
turbulent flow field. After the flow passes through the grid, the plasma discharge is
used to increase the vibrational energy content of the N2 molecules in the turbulent
flow, while the translation-rotational energy remained the same and O2 was mostly
unaffected. The plasma discharge also increased the wall heating directly behind the
discharge nodes, resulting in a thickening of the boundary layer and flow acceleration.
Fuller et al.[16] report a clear coupling between vibrational non-equilibrium and tur-
bulent transport. They observed reductions in the Reynolds stresses of approximately
15% for the lower plasma setting, and 30% for the higher plasma setting. This resulted
in increased stabilization of the turbulent flow with vibrational nonequilibrium.
1.1 Scope of the Current Work
In previous studies, internal energy relaxation has been shown to damp acoustic waves
and delay transition, both experimentally and computationally[17, 18, 6]. These studies
have also demonstrated that an optimal damping point exists when the frequency of
the wave is on the order of the inverse relaxation time[3, 19, 7]. However, the effects of
internal energy relaxation in turbulent flows, and how relaxation scales tune to turbulent
scales for optimal damping has not been fully quantified. Understanding the interaction
of transitional and turbulent flows is relevant to flow control. The purpose of this work
is to gain a fundamental understanding of how energy is exchanged between turbulent
motion and internal energy.
7Hypersonic boundary layer simulations with chemical and vibrational nonequilib-
rium effects have complex flow physics, and understanding the interaction between
physical processes can be difficult to determine. Isolating these interactions, and vary-
ing the defining parameters to understand how the scales relate can be extremely difficult
and prohibitively expensive. For these reasons, we study fundamental turbulent flows
where parameters are more easily defined, and effects can be isolated. In addition, we
limit the internal energy relaxation processes to vibrational energy relaxation. Chemical
reactions have time scales which can be an order of magnitude larger than vibrational.
Vibrational energy relaxation effects are therefore more relevant to boundary layer flows.
The vibrational energy controlling parameters are also easier to vary and isolate effects.
Direct numerical simulations (DNS) of two fundamental turbulent flows with vibra-
tional energy relaxation are studied: compressible isotropic turbulence and temporally
evolving turbulent shear flow. The US3D[20] flow solver is used to obtain these high-
fidelity turbulent flow simulations. Compressible isotropic turbulence is commonly used
for understanding fundamental flow physics, and the defining parameters are easily
varied to understand how turbulent and vibrational relaxation scales relate. The first
objective of this study is to understand the physical energy exchange mechanisms be-
tween vibrational and kinetic energy modes. We then vary the vibrational relaxation
time to examine how the turbulent motion and relaxation scales relate, or how the vibra-
tional relaxation rate tunes to the turbulent motion such that fluctuations are damped.
This relation of time scales has, to our knowledge, not been fully quantified in previous
studies. Energy exchange mechanisms are then examined in greater detail by decom-
posing the velocity field into compressible and incompressible components. This allows
us to examine how vibrational energy relaxation interacts with turbulence at different
scales.
The conclusions gained from compressible isotropic turbulence are then generalized
to a more complex turbulent shear flow. In isotropic turbulence, the turbulent fluctua-
tions decay to zero, and length and time scales are independent of direction. Turbulent
shear flows are more complex than isotropic flows, with direction-dependent scales and
vorticity generation, but are still not as complicated as boundary layers. The results
from these simulations are compared and contrasted with the results from the isotropic
turbulent simulations. In both sets of flows, the effect of compressibility is studied
8by varying the relevant Mach number. A vibrational Damko¨hler number relating the
vibrational relaxation time to a turbulent time scale is defined in both cases as well.
In Chapter 2, the governing equations, including assumptions and models, are pre-
sented. We then describe the numerical techniques used to solve the governing equations
in Chapter 3. The Navier-Stokes equations for a one-species continuum flow in vibra-
tional nonequilibrium are solved with a finite-volume formulation. High-order numerics
are used and all length and time scales are resolved; no turbulence models are included.
Chapter 4 contains a discussion on theoretical and computational absorption of
acoustic waves by internal energy relaxation. This discussion provides a foundation
on which the results from the isotropic and shear simulations are interpreted. A com-
putational framework for propagation of acoustic waves is described, and results are
presented showing how acoustic waves are damped by vibrational energy relaxation.
This framework is used in later chapters to interpret results and quantify numerical
stability requirements.
Chapters 5 and 6 contain the results for compressible isotropic turbulence and tem-
porally evolving shear layers with vibrational energy relaxation, respectively. DNS sim-
ulations are described, and numerical requirements are discussed. In both chapters, the
energy exchange mechanisms are discussed first by examining the effects of vibrational
energy relaxation in the given flow. The vibrational Damko¨hler number is then varied
to understand how the vibrational relaxation time tunes to a turbulent time scale, and
what the relevant turbulent time scale is. Compressibility effects are studied, and the
conclusions from each flow are compared.
Chapter 2
Governing Equations
The set of governing equations used to simulate the fluid flows studied in this work are
outlined in this chapter. The equation set uses a one-species formulation, with a finite-
rate conservation equation for vibrational energy relaxation. We assumed a thermally
perfect fluid in continuum, such that the ideal gas law is obeyed. The specific heats
of the gas contain a vibrational energy component, and are functions of temperature,
precluding the assumption of a calorically perfect gas.
For high enthalpy flows, internal energy modelling is required as mode excitation
increases the available energy distribution. The energy contained in the translational
mode is reduced through molecular collisions which transfer energy to internal modes.
These internal modes include rotational, vibrational, and chemical energy. Rotational
energy typically equilibrates with translational energy in approximately ten collisions,
whereas vibrational energy requires around 2000 collisions. The rotational and transla-
tional modes are assumed to be in equilibrium and represented by a single temperature
due to this relatively small number of collisions. Chemical reactions, not considered in
this work, often require an order of magnitude or more collisions to achieve equilibrium.
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2.1 Conservation Equations
Unless otherwise noted, summation notation is used in the conservation equations below.
The conservation of mass is
∂ρ
∂t
+
∂
∂xi
(ρui) = 0, (2.1)
where ρ is the density and ui is the flow velocity. The conservation of momentum is
given by
∂ρui
∂t
+
∂
∂xj
(ρuiuj) = − ∂p
∂xi
+
∂τij
∂xj
, (2.2)
where p is the pressure of the fluid, and τij is the viscous stress tensor. Body forces are
assumed to be negligible.
Energy exchange between vibrational modes is assumed to occur sufficiently fast so
that all vibrational modes are in equilibrium. This allows for the vibrational energy
to be described by a single temperature, Tv, and a single conservation equation rather
than separate equations for each mode. The conservation of total vibrational energy
per unit volume is
∂Ev
∂t
+
∂
∂xi
(uiEv) = −∂qv,i
∂xi
+ wv, (2.3)
where qv,i is the vibrational heat flux in direction i, and wv governs the transfer of energy
between translation-rotational and vibrational energy. These terms are discussed in the
next section.
The final conservation equation is for total energy per unit volume:
∂E
∂t
+
∂
∂xi
(ui(E + p)) =
∂uiτij
∂xj
− ∂qi
∂xi
− ∂qv,i
∂xi
, (2.4)
where qi is the translation-rotational heat flux in direction i. A state equation is used
to close the above equation set, and models or constitutive relations are required for
several terms. These are the topic of the next section.
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2.2 Equations of State and Constitutive Relations
The thermodynamic variables are related using the ideal gas law, thereby closing the
equation set described in the previous section.
p = ρ
R
M
T (2.5)
In this equation, R is the universal gas constant and M is the molecular weight of the
species.
The total energy per unit volume is the sum all available energy pools.
E =
1
2
ρuiui + ρcvT + Ev + ρh
◦ (2.6)
The first term on the right of the above equation is the bulk kinetic energy of the gas.
The second term is the translational-rotational energy, where cv is the translational-
rotational specific heat at constant volume. This specific heat is constructed using
contributions from translational and rotational modes as
cv = c
(tr)
v + c
(rot)
v , (2.7)
with each component defined as
c(tr)v =
3
2
R
M
, (2.8)
c(rot)v =
R
M
. (2.9)
The rotational specific heat formulation is defined assuming a linear molecule, such as
CO2. The enthalpy per unit mass is defined as
h = ρcvT +
p
ρ
+ ev = cpT + ev, (2.10)
where cp is the translational-rotational specific heat at constant pressure.
The third and final contribution to the total energy in Eq. 2.6 is the vibrational
energy of the gas. Assuming a Boltzmann distribution of vibrational states, the simple
12
harmonic oscillator model is used to define the vibrational energy per unit mass.
ev =
R
M
nvm∑
m=1
θv,m
exp(θv,m/Tv)− 1 (2.11)
In the above equation, θv,m is the characteristic vibrational temperature of mode m,
and nvm is the number of vibrational modes of the gas. Specific values of θv,m are given
in Appendix D. In general, this equation is not directly solvable for Tv for polyatomic
molecules (e.g. CO2 has four modes of vibration), and therefore iterative methods must
be used.
The viscous stress tensor is given by
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ λ
∂uk
∂xk
δij , (2.12)
where µ is the dynamic viscosity, λ is given below, and a Newtonian fluid has been
assumed. The gas used in this work is at low enough density where the effect of in-
termolecular forces for non-colliding particles is negligible. Stokes hypothesis for bulk
viscosity is therefore applied as,
2µ+ 3λ = 0, (2.13)
and the bulk viscosity is zero.
Fourier’s law is used to define the heat flux vectors,
qi = −κ ∂T
∂xi
= −(κtr + κrot) ∂T
∂xi
, (2.14)
qv,i = −κv ∂Tv
∂xi
, (2.15)
where κi is the thermal conductivity for energy mode i (translational, rotational, or
vibrational). The thermal conductivities are calculated for each mode using Eucken’s
relation[19].
κtr =
5
2
µc(tr)v , κrot = µc
(rot)
v , κv = µcvv (2.16)
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The vibrational specific heat at constant volume is computed directly from definition.
c(vib)v =
∂ev
∂Tv
(2.17)
The viscosity is computed using the curve fit model given by Blottner[21]. The curve
fits are given as a function of temperature, and are valid up to approximately 10,000 K.
µ = 0.1 exp((A lnT +B) lnT + C) kg/(m s) (2.18)
The constants A, B, and C have units of are given in the appendix.
2.3 Vibrational Energy Source Term
The last term on the right hand side of Eq. 2.3, wv, represents the exchange of energy
between translational-rotational and vibrational energy modes. Vibration-vibration en-
ergy exchanges are assumed to be very fast, such that all vibrational modes are in
equilibrium. Energy exchanges are represented by a single energy exchange rate. The
Landau-Teller model[22] is used to calculate the translational-vibrational energy ex-
change rate of mode m,
Qt−v,m = ρ
e∗v,m(T )− ev,m(Tv)
τm
, (2.19)
where e∗v,m(T ) is the local equilibrium vibrational energy, evaluated using the translation-
rotational temperature, and τm is the relaxation time for the given vibrational mode.
In the above equation, the rate of energy exchange is given by a measure of how far
the vibrational mode is from equilibrium, and is driven towards equilibrium by the re-
laxation rate. The total exchange rate is then the sum of the contribution from each
vibrational mode.
wv =
nvm∑
m=1
Qt−v,m (2.20)
The relaxation time is determined using Millikan and White’s semi-empirical curve
fits[23].
τm =
1
P
exp[Am(T
−1/3 −Bm)− 18.42], (P in atm) (2.21)
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In this equation, pressure has units of atmospheres and τm has units of seconds. The
constants, Am and Bm, are determined by
Am = 1.16×10−3µ1/2m θ4/3v,m, Bm = 0.015µ1/4m , (2.22)
where µm is the reduced mass of the collision partner. In general, the reduced mass is
given as
µms =
MmMs
Mm +Ms
, (2.23)
where Mm is the molecular weight of the species with mode m, and Ms is the molecular
weight of the collision partner. For single species flows, this reduces to µ = M/2.
These constants are sometimes modified for certain species interactions using empirical
corrections[24, 25]. In particular, CO2 relaxation uses the constants determined from
Camac[25], and are given in Appendix D.
2.4 Energy Transfer
The total energy, given by Eq. 2.6, is comprised of the available energy pools (modes)
of the gas. In this work, the energy is distributed over kinetic, translational-rotational,
and vibrational energy pools. Governing equations can be derived for each energy mode
and used to examine the flow of energy. The governing equation for kinetic energy, Ek =
ρ(uiui)/2, is obtained by multiplying the momentum equation with velocity (ui·Eq. 2.2).
An equation for translation-rotational energy, Eint = ρcvT , is obtained by subtracting
the kinetic energy and vibrational energy equations from the governing equation for total
energy. The equations for kinetic, translational-rotational, and vibrational energies are
given, respectively, as
∂Ek
∂t
+
∂
∂xi
(uiEk) = −ui ∂p
∂xi
+ ui
∂τij
xj
, (2.24)
∂Eint
∂t
+
∂
∂xi
(uiEint) = −p∂ui
∂xi
+ τij
∂ui
xj
− wv, (2.25)
∂Ev
∂t
+
∂
∂xi
(uiEv) = −∂qv,i
∂xi
+ wv. (2.26)
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Acoustic (inviscid) energy exchanges between kinetic and translational-rotational
pools occur through imbalances in pressure and compressions or expansions in the gas.
These are represented by the first terms in Eq. 2.24 and 2.25, respectively. Energy
is exchanged through the source term wv between translational-rotational and vibra-
tional energy pools. As seen in the above equations, there is no direct mechanism of
energy transfer between kinetic and vibrational pools; energy must first go through the
translational-rotational energy pool and effects are second order. The flow of energy
between the three pools is summarized in Fig. 2.1.
Kinetic
Energy
Translational-
Rotational
Energy
Vibrational
Energy
ui
∂p
∂xi
p∂ui∂xi
e∗v−ev
τvib
Figure 2.1: Flow of energy between kinetic, translational-rotational, and vibrational
energy pools. Arrows show direction of positive energy transfer.
Chapter 3
Numerical Methods
The governing equations presented in the previous chapter are solved using a three-
dimensional finite-volume framework. The flow solver used in this work is US3D[20].
US3D is a highly scalable parallel unstructured finite-volume code for solution of com-
pressible gas flows in thermal and chemical non-equilibrium, although not all of these
capabilities are used in this work. The basic fundamentals of the numerical solution to
the governing equations is given below.
Direct numerical simulations (DNS) are used for all results obtained within this work.
The basic principle of DNS is that all length and time scales are resolved. Timestep
requirements are discussed at the end of the chapter, and grid convergence is presented
in the following chapters. No additional models to the set of equations described in the
previous chapter are used in these simulations.
3.1 Finite Volume Formulation
The weak form of the governing equations is discretized using the finite-volume method.
The equations are written in terms of a vector of conserved variables, U , and in conser-
vation form are given by
∂U
∂t
+
∂Fi
∂xi
= W, (3.1)
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where the vector of conserved variables is
U = (ρ, ρu, ρv, ρw,Ev, E)
T . (3.2)
Fi is the flux vector in direction i, and W is the source vector.
W = (0, 0, 0, 0, wv, 0)
T (3.3)
Integrating Eq. 3.1 over an arbitrary volume, V , and boundary, ∂V , and applying
the Divergence theorem to transform the volume integral to a surface integral, we get
∂U
∂t
+
1
V
∮
∂V
(Finˆi) dS = W, (3.4)
where U and W are averaged quantities within the arbitrary volume, nˆ is the outward-
pointing normal to the surface, and S is the surface area. The arbitrary volume can be
approximated as a polyhedral element with planar faces, resulting in the semi-discrete
finite-volume expression of the conservation laws.
∂U
∂t
+
1
Vi
∑
faces
(Finˆi)Si = W (3.5)
The flow domain of interest is discretized with polyhedral elements, and the rate of
change of state of the conserved variables is given by the sum of fluxes over each element
face and the source vector. The conserved variables are stored at the centroid of each
element.
3.2 Spatial Fluxes
The calculation of the spatial fluxes is described next. At this point, it is convenient
to split the fluxes into inviscid and viscous components so that each may be treated
separately.
F = FI + FV (3.6)
The Euler equations are obtained by neglecting the viscous component, and have a
hyperbolic character with wave-like solutions. The viscous component, when combined
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with the transient terms, have a parabolic character. The inviscid and viscous fluxes
are given, respectively, by
FIj =

ρuj
ρuuj + pδ1j
ρvuj + pδ2j
ρwuj + pδ3j
Evuj
(E + p)uj

, FV j =

0
−τ1j
−τ2j
−τ3j
qvj
qj + qvj − ukτkj

. (3.7)
3.2.1 Inviscid Fluxes
The Euler equations, comprised of the transient terms and inviscid fluxes, are hyper-
bolic in character. This means that information propagates along characteristics, and
numerical schemes based on this property are used for the inviscid fluxes. The high-
fidelity nature of the simulations in this work require high-order representations of the
inviscid flux vector. The numerical scheme needs to be able to resolve turbulent ed-
dies, requiring minimal dissipation which does not damp out the relevant physics. The
scheme must also provide stable solutions near shocks, where large gradients are present,
meaning shock capturing techniques are required. To start, the Steger-Warming flux
vector splitting method is outlined. Following this, the method is modified to decrease
numerical dissipation and increase resolution of turbulent flows.
Steger-Warming Flux Vector Splitting
The Steger-Warming characteristic-based flux vector splitting method is used for the
inviscid fluxes. This method is built on the linear and homogeneous nature of the fluxes
with respect to the conserved variables U :
FI(λU) = λFI(U) (3.8)
where λ is an arbitrary scalar. Using this observation, the flux can be exactly represented
with a Jacobian, A, as
FI(U) =
∂FI
∂U
U = AU. (3.9)
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The stability requirements dictate that an upwind-biased flux evaluation scheme be
used. To accomplish this, the Steger-Warming method splits the flux into positive and
negative running components. The direction of travel is determined by the characteris-
tics of the flow, given by the eigenvalues of the Jacobian. The Jacobian is diagonalized,
and the fluxes are split according to the sign of the eivenvalues of the Jacobian. The
fluxes are evaluated in a coordinate system that is local to the given face,
FIjnˆj =

ρu′
ρuu′ + ps′x
ρvu′ + ps′y
ρwu′ + ps′z
Evu
′
(E + p)u′

(3.10)
where nˆj = (s
′
x, s
′
y, s
′
z) are the components of the orthonormal face vector, and u
′ =
us′x + vs′y + ws′z is the component of velocity normal to the face.
Directly diagonalizing the Jacobian is difficult, but can be made easier by decom-
posing A into components,
A′ =
∂U
∂V
∂V
∂U
∂F ′I
∂V
∂V
∂U
(3.11)
where V is a vector of primitive variables, chosen to be:
V = (ρ, u, v, w, ev, p)
T . (3.12)
The eigenvalue decomposition can now be given by
∂V
∂U
∂F ′I
∂V
= C−1ΛC, (3.13)
where Λ is a diagonal matrix containing the eigenvalues, and C is a matrix containing
the eigenvectors. Eigenvalues represent characteristic speeds, and are u′, corresponding
to bulk velocity, and u′ ± a, corresponding to fast and slow acoustic waves.
Separating the positive and negative eigenvalues, the inviscid flux can be written in
terms of forward and backward moving components,
F ′I = F
′
+ + F
′
−, (3.14)
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where
F ′± =
∂V
∂U
R−1C−1Λ±CR
∂V
∂U
U = A′±U, (3.15)
andR is a rotation matrix included to avoid singularities by transforming the momentum
components from a local face aligned coordinate system to the Cartesian system.
The flux is evaluated across a face, designated as i+1/2, for left (i) and right (i+1)
elements with the upwind method:
F ′i+1/2 = A
′
+,iUi +A
′
−,i+1Ui+1 (3.16)
This is the first-order Steger-Warming method, and is very stable in regions of shocks,
but very dissipative as well. Less dissipative methods are needed so that relevant flow
physics are not damped out of the solution. By evaluating the flux Jacobians at the
face, the numerical dissipation is reduced, yet the form of the fluxes remains nearly the
same[26].
F ′i+1/2 = A
′
+,i+1/2Ui +A
′
−,i+1/2Ui+1 (3.17)
Here, A′i+1/2 is evaluated using a state vector averaged from the left and right elements
((Ui+Ui+1)/2). While less dissipative, this modified Steger-Warming (MSW) approach
is less stable near shocks due to insufficient numerical dissipation. To increase stability,
a pressure switch is used to transition between the first-order Steger-Warming method
and the MSW method, such that the higher dissipative method is only used in regions
where it is needed.
One other modification is often made to the MSW method to reduce error. Across
shocks and in stagnation regions, where eigenvalues are nearly zero, numerical error has
no way to convect away from the region. This error can accumulate and can generate
non-physical solutions. An eigenvalue limiter, or ”sonic glitch correction”, can be ap-
plied to the eigenvalues to prevent this build up of error in the form of adding a small
fraction of the speed of sound to the eigenvalues. However, in regions where the eigen-
values are not nearly zero, such as in regions of shear or boundary layers, this limiter
adds dissipation and increases artificial mixing. The flows considered in this work do
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not exhibit regions where the eigenvalues are nearly zero, and the sonic glitch correction
is not used.
Higher-Order Inviscid Fluxes
While the MSW method reduces dissipation compared to the original Steger-Warming
method, upwind methods in general contain large amounts of numerical dissipation
which damp out small flow scales. This numerical dissipation, or artificial viscosity,
can be orders of magnitude larger than the physical viscosity for high Reynolds number
flows. Higher order solutions are obtained by using a more accurate approximation of the
flow properties at a face. By splitting the flux into central and dissipative components,
much less dissipative central schemes can be used, and the amount of dissipation can
be controlled as needed. This increases the resolvable energy spectrum, and gives more
accurate simulations.
The MSW flux scheme can be rewritten as
F ′I,i+1/2 = A
′
i+1/2(Λ)
(Ui+1 + Ui)
2
−A′i+1/2(|Λ|)
(Ui+1 − Ui)
2
, (3.18)
where A′i+1/2(Λ) and A
′
i+1/2(|Λ|) are the flux Jacobians evaluated with the specified
eigenvalue vectors. The first term is the symmetric non-dissipative central portion of the
flux, and the second term is the upwinded dissipative portion. Dissipation is controlled
through a switch multiplying the dissipative component, resulting in the final form of
the inviscid flux scheme,
F ′I,i+1/2 = F
′
sym + αF
′
diss. (3.19)
Here, α ranges from zero to one, and should be active in regions of high gradients where
large amounts of dissipation are needed, and zero elsewhere.
In the higher compressible temporally evolving shear layer simulations, shocklets are
strong enough to require numerical dissipation for stability. Two different switches are
used in these simulations. The first switch uses the expression suggested by Ducros[27],
α = min
(
θ2
θ2 + ω2 + 
, 1
)
, (3.20)
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where θ is the divergence of velocity, ω is the vorticity, and  is a small parameter to
avoid division by zero. The switch is based on the physics of the flow, tending to one
in regions of large flow divergence, and to zero for vorticity dominated flows.
When the Ducros switch is used in regions where the vorticity is virtually zero, but
acoustic waves are present, the switch tends to one as dilatation dominates. As the
acoustic waves propagate, the switch may flip between low and high values repeatedly.
This is commonly observed in free-stream regions of the flow, where turbulence has
not developed but acoustic waves are propagating. The flipping can generate large
amounts of dissipation, and induce non-physical vorticity and mixing. For this reason,
a second switch is used where α is set to a constant value throughout the flow-field.
The consequences and results of using either of these methods are discussed in later
chapters.
Increased flow accuracy simulations are obtained by replacing the symmetric portion
of Eq. 3.19 with higher-order approximations. The kinetic energy consistent flux scheme,
developed by Subbareddy and Candler[28], is used for the symmetric portion of the
flux. In this scheme, a secondary kinetic energy conservation equation is obeyed, and
a central-based gradient reconstruction using neighboring elements is used to achieve
higher-order fluxes. This flux scheme is less dissipative and provides better resolution
of small-scale structures and broader energy spectra than MSW fluxes.
3.2.2 Viscous Fluxes
The viscous fluxes are comprised of the diffusive terms, and are evaluated using a cen-
tral based scheme. Equation 3.7 contains gradients of local flow primitive quantities.
The local flow variables are calculated by averaging values across neighboring elements.
Gradients are computed at cell centers using a least-squares approximation, where flow
variables are constructed with weights determined by the distance from the cell’s cen-
troid. The viscous fluxes require gradients in the face normal direction, and so simple
averaging of the gradients to the face can results in a poor approximation in the face
normal direction. The cell-centered gradients are interpolated to the face’s surface nor-
mal vector using the deferred correction method. The viscous fluxes are then computed
and summed over each face in similar fashion as the inviscid fluxes.
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3.3 Time Integration
Recalling Eq. 3.5, and moving the flux scheme to the right-hand side,
∂U
∂t
= − 1
Vi
∑
faces
(
F ′iSi
)
+W, (3.21)
the left-hand side remains to be be discretized to advance the solution in time. Explicit
and implicit methods can be used to advance the solution in time. The maximum
allowable timestep in explicit schemes is limited by the cell size and the local speed
of sound. Information cannot travel faster than the characteristic time of propagation
between cells (based on the maximum eigenvalue of the system), referred to as the
Courant Friedrichs Lewy (CFL) condition. Implicit methods are often used to overcome
this restrictive (and oftentimes infeasible) time requirement. However, these schemes
do not, in general, resolve all flow time scales.
The high-fidelity nature of the direct numerical simulations in this study require that
all length and time scales be resolved. Implicit methods are therefore not applicable,
and explicit methods are used for all simulations. The timestep requirements of the
fundamental nature of the flows studied here are not infeasible; with most simulations
taking on the order of days (1-2 usually). Resolution of the flow and relaxation time
scales is discussed in the last part of this section.
3.3.1 Explicit Methods
The time derivative in Eq. 3.21 can be approximated with a simple first-order backwards
finite difference method, known as a first-order explicit Euler method.
U
n+1 − Un
∆t
= − 1
Vi
∑
faces
(
F ′ni Si
)
+W (3.22)
where n is the current time level at which all terms on the right-hand side are evaluated.
It is easy to extend this equation to multi-step methods, resulting in higher-order explicit
schemes. One common family of methods of this type are the Runge-Kutta (RK)
methods.
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To extend Eq. 3.22 to multi-step methods, an operator is defined using the right-
hand side as
L
(k)
i = −
1
Vi
∑
faces
(
F ′ki Si
)
+W, (3.23)
where the superscript k refers to the current sub-step that Li is being evaluated at. The
explicit Euler method, for example, can be rewritten as
U
n+1
= U
n
+ ∆tL
(n)
i . (3.24)
The three stage third order total variation diminishing (TVD) scheme, given by
Gottlieb and Shu[29], is used in this work for time advancement. The three stages of
the RK3 method are given by
U
(1)
= U
n
+ ∆tL
(n)
i ,
U
(2)
=
3
4
U
n
+
1
4
U
(1)
+
1
4
∆tL
(1)
i ,
U
(n+1)
=
1
3
U
n
+
2
3
U
(2)
+
2
3
∆tL
(2)
i .
(3.25)
The timestep, ∆t, is determined by the flow time scales.
3.3.2 Resolution of Time Scales
The simulations in this work use a constant timestep in Eq. 3.25. This allowed for
comparison of different flows at the same non-dimensional time. The timestep was set
such that both the turbulent and the relaxation time scales are well resolved. Timestep
convergence studies showed that a timestep of at least thirty times smaller than the
fastest time scale was sufficient.
∆t =
min(τturb, τvib)
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(3.26)
In the cases considered here, τvib is varied, and the minimum time scale in Eq. 3.26
changed between turbulent and vibrational time scales.
Chapter 4
Acoustic Damping
Previous studies have shown a strong effect on acoustic waves by internal energy re-
laxation modes in transition related studies. These have included theoretical[3, 19, 17],
experimental[5, 6, 30], and computational[31, 32, 8], to name a few. The theoretical and
computational results have shown that acoustic damping is optimal when the inverse
relaxation time is the same order as the frequency of the wave.
While few studies have looked at the interaction of turbulence and internal energy
relaxation modes, the conclusions have hinted that this interaction is coupled through
acoustic modes[4, 9]. However, tuning of gas properties to turbulent flow scales such
that optimal damping of turbulent quantities is achieved was not considered. One of
the primary goals of this work is to examine the tuning of internal energy relaxation to
turbulent motion, and much can be learned from theoretical and computational analy-
sis of acoustic damping. The chapter is organized as follows: theoretical derivations of
acoustic absorption by internal energy relaxation are presented, followed by computa-
tional simulations of acoustic waves interacting with a relaxing gas. Finally, some brief
comments are made on estimation of the optimal damping frequency for a given gas.
4.1 Theoretical Absorption of Acoustic Energy
Theoretical results have shed light on much of the underlying physics of acoustic ab-
sorption by internal energy mode relaxation. These results are outlined and discussed in
this section. While these results have been extremely useful, other attempts to describe
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absorption have been made using non-physical interpretations of physical quantities.
Specifically, the role of bulk viscosity in internal energy relaxation is often cited as a
mechanism of absorption. The role of bulk viscosity is discussed in this section, followed
by theory on the correct way of describing acoustic absorption through finite-rate energy
equations.
4.1.1 Role of Bulk Viscosity in Acoustic Energy Absorption
Few physical parameters have as interesting a history as the bulk viscosity parameter.
Bulk viscosity has been interpreted in two fundamentally different ways. One inter-
pretation modifies the stress tensor to account for the finite range of intermolecular
forces in a dense gas. For dense gases, the intermolecular forces must be considered
at all times due to the close proximity of the molecules. Bulk viscosity accounts for
these effects, and is taken as physically meaningful and correct in this context[3, 19].
While the definition of a dense gas is not rigorously defined, Clarke and McChesney[3]
state that a gas is dilute if its pressure is below 1-10 atm and its temperature is well
above the critical value. We do not consider dense gases in this work, and therefore this
interpretation is not discussed further.
The second interpretation attempts to describe the relaxation of internal energy
modes towards equilibrium. Essentially, the parameter is used to “dissipate” energy
between modes by modifying the pressure tensor. The pressure tensor, derived from
kinetic theory[19], is given by
Pi,j =
(
p′ − µβ ∂uk
∂xk
)
δi,j − µ
(
∂ui
∂uj
+
∂ui
∂uj
− 2
3
∂uk
∂uk
δi,j
)
, (4.1)
where p′ is the equilibrium pressure which would exist if all internal energy modes were
instantaneously equilibrated with the translational mode, and µβ is the bulk viscosity.
A physical interpretation demonstrating how bulk viscosity can be used as a re-
laxation parameter for a gas in rotational nonequilibrium is given in Vincenti and
Krueger[19]. When a gas is compressed or expanded, as in a shock wave or an acous-
tic wave propagation, the translational energy is modified. For a compression, energy
is initially deposited into the translational mode. As the energy in the translational
mode increases, the rotational mode equilibrates with the translational mode through
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collisions over a finite time period. This generates an initial overshoot in translational
energy, followed by a relaxation towards equilibrium with the rotational mode. Asso-
ciated with this energy discrepancy is a kinetic pressure, determined solely from the
translational energy, and the previously mentioned equilibrium pressure. The difference
in pressures is controlled by the bulk viscosity, given by Vincenti and Krueger as
p = p∗ − µβ ∂ui
∂xi
. (4.2)
In this way, µβ is interpreted as a relaxation parameter which is proportional to the
finite time period. The presence of µβ in the viscous stress tensor is used to account
for acoustic absorption by modulating the dilatation, or put more simply it dissipates
energy from a compression to the internal energy modes.
Wang Chan and Uhlenbeck[33], Monchick, Yun, and Mason[34], and Lighthill[35]
derive expressions relating µβ to the internal energy mode relaxation rate. Vincenti and
Krueger[19] give a relation for rotational nonequilibrium as
µβ = (γ − 1)2ρecv,rot
cv
τrot. (4.3)
In this framework, describing acoustic absorption seems simple and straightforward,
and one has to question why computations are complicated with extra finite-rate en-
ergy equations for each mode when a much simpler form can be used. For rotational
nonequilibrium, where the relaxation time is significantly faster than any flow time (ap-
proximately 10 collisions) and only small amounts of energy are transferred, the above
theory provides reasonable results. However, for more complex flows where multiple in-
ternal energies are active with disparate relaxation scales, how well can one parameter
resolve the system?
The short answer is that bulk viscosity as a relaxation parameter is not physically
consistent, and therefore cannot resolve complex systems in a meaningful way. Equation
4.3 was derived under highly restrictive assumptions, such as short relaxation times with
regard to the characteristic time of the system, meaning the internal energies are not
in significant nonequilibrium. For an acoustic wave propagating through a gas, this
requires
ωτ  1, (4.4)
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where ω is the angular frequency of the perturbation. Meador et al.[36] develop a
generalized version of this method, removing the restriction in Eq. 4.4. In doing so,
they show that µβ must be determined by comparison with other data. This is also
true for the non-generalized method, as mentioned in Monchick, Yun, and Mason[34].
Equation 4.3 was derived by force-fitting the parameter to a separate model. In this way,
bulk viscosity is force-fitted to describe a single aspect of internal energy relaxation. The
above derivation was derived for acoustic absorption, but cannot describe dispersion.
This can be seen by calculating the speed of sound with the generalized method. At
both low and high frequencies, the method gives the equilibrium speed of sound, rather
than the correct frozen speed of sound at high frequencies.
Bulk viscosity as a non-physical adjustable parameter to describe internal energy
relaxation is not physically consistent, and should not, in general, be used. This is
demonstrated[3, 36] as the parameter is defined by force-fitting to experimental data,
and only able to describe a single aspect of relaxation. In select cases, bulk viscosity can
be used to represent a single aspect of relaxation, but should be done so with extreme
caution. Rather, finite-rate energy relaxation governing equations should be used for
each energy mode to confidently describe physical relaxation processes.
4.1.2 Finite-Rate Energy Relaxation Damping of Acoustic Waves
While the bulk viscosity method can be used in select cases to describe acoustic absorp-
tion, more rigorous and physically consistent theory can be derived. These theories are
outlined here, and references are given for more detail. Two theories for an acoustic
wave interacting with a gas containing a single relaxation mode, developed in different
ways, are presented which give identical results. A third method which is general to a
gas with multiple internal energy relaxations is then presented.
Vincenti and Krueger[19] studied the effects of an acoustic wave propagating through
a gas with a single internal energy relaxation mode. They reduced the acoustic distur-
bance equations to a single nonequilibrium form of the wave equation by introducing a
potential function. In a similar analysis, Clarke and McChesney[3] theoretically exam-
ined the effect of a single chemical reaction on an acoustic wave. Both analysis revealed
that internal energy relaxation has a damping effect on the acoustic wave, and that this
damping is greatest when the inverse relaxation time is on the order of the frequency of
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the wave. Figure 4.1, reproduced from Clarke and McChesney[3], shows how the damp-
ing per wavelength varies with frequency and relaxation rate for a typical relaxation
process.
Figure 4.1: Absortion per wavelength and dispersion of an acoustic perturbation in an
ideal dissociating gas[3].
Also shown in Fig. 4.1 is the phase velocity of the acoustic wave, normalized by
the frozen speed of sound, and also describes dispersion. In flows with internal energy
excitation, the wave speed varies as a function of its frequency and the response of
the internal energy mode. For slow moving waves, the gas adjusts to the perturbation
nearly instantly, and the wave propagates at the equilibrium speed of sound, shown on
the far left of the figure. On the right side of the plot, waves propagate fast enough
that the gas is not able to respond or transfer energy, and the gas is considered frozen
to the acoustic mode, or as if the gas had no internal energy modes. The ratio of these
two sound speeds, frozen and equilibrium, is a main factor in determining the maximum
damping rate[3].
Meador et al[36] developed a method to describe absorption and dispersion using a
different approach: by splitting the energy into two components. The first component
is the energy of the mode that instantaneously equilibrates with the translational mode,
and the second component is the energy of the relaxing mode. By solving the equations
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for these energies, they developed expressions for dispersion and absorption of acoustic
waves, respectively, as
a2 = 2
(
aeq
ζ
)2( 1 + ω2τ2p
1 + ωτpτv
)[
(1 + ζ2)1/2 − 1
]
, (4.5)
α =
2pi
ζ
[
(1 + ζ2)1/2 − 1
]
, (4.6)
where
ζ =
ω(τp − τv)
1 + ω2τpτv
τp = τ
cp,e
cp
, τv = τ
cv,e
cv
. (4.7)
The above methods were developed with different approaches, but yield similar
results for acoustic waves propagating through a gas with a single mode of internal
energy relation. While a lot can be learned from considering a single internal energy
mode, practical applications demand a more general theory. Fujii and Hornung[17, 7]
modelled an acoustic wave propagating through a gas with multiple internal energy
relaxation modes by following the approach of Vincenti and Krueger[19]. They solved a
general set of acoustic disturbance equations by introducing a potential function. Each
mode is represented by a perturbation equation, and vibration and chemistry energies
can be selectively activated. This form not only allows for solutions of realistic gas
mixtures in equilibrium, but is also able to identify which energy modes are responsible
for damping at particular frequencies.
Wagnild[18] used the approach developed by Fujii and Hornung to derive an expres-
sion for the damping per wavelength at the optimal frequency for a vibrational mode
as
λ,max(f) = 2pi
√
1 + c
∗
vv
cv
−
√
1 + c
∗
vv
cp√
1 + c
∗
vv
cv
+
√
1 + c
∗
vv
cp
. (4.8)
Comparing this equation to Eq. 4.6, both forms have a strong dependence on the ratio
of the nonequilibrium specific heat to the equilibrium specific heat. This means that
the ability of a gas to damp an acoustic wave is dependent on the amount of energy that
can be transferred and stored in an internal energy mode. This observation is consistent
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with Fig. 4.1, that the damping rate is highly dependent on the ratio of the frozen and
equilibrium wave speeds.
These observations are further quantified in Fig. 4.2, for rotational nonequilibrium
calculated using the method developed by Meador et al[36]. Wagnild[18] showed that the
maximum damping rate of vibrational relaxation for all diatomic molecules is 13.4%.
The maximum damping for rotational relaxation is over twice as large. This makes
sense, since (c∗vv/cv is larger for rotation than vibration in a diatomic molecule, and
energy is more easily transferred and stored in the rotational mode.
Figure 4.2: Dissipation per wavelength of a gas with active rotational energy relaxation,
derived from theory.
The ratios of specific heats are plotted in Fig. 4.3 for different internal energies and
gases. CO2 is a polyatomic molecule and has two axes of rotation, the same as a diatomic
32
molecule, and therefore has the same rotational energy capacity. The accessibility of
the bending modes to transfer and store energy at low T is evident in Fig. 4.3, and is
consistent with previous observations[5, 6, 7]. While rotational energy is able to damp
acoustic energy more than vibration, in realistic flows, the scales involved are either
non-existent or violate continuum assumptions. Rotational energy usually equilibrates
with translational energy in approximately ten collisions, or ten mean free paths. In
the turbulent flows considered in the next chapter, the smallest length scales of the flow
are the Kolmogorov scales, calculated to be at least six orders of magnitude larger than
the rotational equilibration length.
Figure 4.3: Ratio of relaxation to equilibrium heat capacity for rotational energy relax-
ation and vibrational energy relaxation in CO2 and N2. Note that because CO2 is a
polyatomic molecule with only two axes to rotate about, crotv is the same as a diatomic
molecule.
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4.2 Simulations of Acoustic Wave Damping
DNS of acoustic wave propagation through a gas with internal energy relaxation can
assist theory in understanding absorption mechanisms. Wagnild[18] and Wagnild and
Candler[8] computed DNS of acoustic wave propagation in static and mean flow gases
with chemical and vibrational internal energy modes. The results for vibrational energy
relaxation compared well with Fujii, and less so but still reasonably well for chemical
reactions. Differences in kinetic models are a likely cause for these differences.
In this work, DNS of acoustic wave propagations are analyzed following the method-
ology of Wangild[18]. An acoustic wave is propagated through a one-dimensional domain
containing an inviscid static gas in thermal equilibrium with a density of 0.1 kg/m3 and
a temperature of 1000 K. The frequency of the wave is set to 100 kHz. The domain is
30 cm long, and discretized with 30000 equally spaced cells. An additional 20 cm domain
containing 50 grid cells is grown from the end of the domain, with cell sizing quickly
increased to minimize wave reflections.
US3D[20] is used to simulate the propagating wave. The numerics, models, and gov-
erning equations were described in the previous chapters. Second-order kinetic energy
consistent fluxes are used for the convective terms, and time integration uses a third-
order Runge-Kutte method. A supersonic outflow boundary condition was applied to
the end of the domain. The acoustic wave inflow conditions are obtained by solving
the non-reacting Euler equations with a frozen wave form. This form is an approxi-
mation to vibrational non-equilibrium at the beginning of the domain, but is deemed
acceptable for the purposes of analysis in this work. The inflow conditions are derived
based on Balakumar[37], where an acoustic wave is driven by a pressure disturbance,
The one-dimensional static form, relevant to this work, is given by

ρ′
u′
v′
w′
T ′

=

1
a2f
k
ρω
0
0
(γ−1)T0
ρ0a2f

pac exp(i(kx− ωt)) (4.9)
where the dispersion relation relating the wavenumber, k, and angular frequency, ω, is
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k = ω/af .
Damped acoustic waves are studied in gases with vibrational nonequilibrium. The
damping rate has been shown to be exponential with distance[7], and is therefore cal-
culated as the natural logarithm of the maximum amplitude of the wave at each half
wavelength. Initial DNS using a fictitious diatomic molecule were analyzed to vali-
date the numerics and provide understanding of the damping process. The simulations
consisted of varying the vibrational excitation level of the gas and the relationship be-
tween frequency and relaxation time ωτvib. These values were varied by changing the
characteristic vibrational temperature and relaxation time of the gas. This allowed for
consistency of grid spacing and timesteps between simulations.
DNS results of an acoustic wave propagating through a diatomic gas in vibrational
nonequilibrium are compared with the theory developed by Meador et al.[36] in Fig. 4.4.
Results obtained using the theory developed by Fujii and Hornung[17] were found to be
identical to Meador et al. Excellent agreement between theory and DNS is demonstrated
for all conditions tested.
Figure 4.4 also shows the effect of the excitation level (T/θv) on the damping process.
The strongest rates of damping are shown to be around ωτvib ≈ 1 and significant
excitation of the vibrational mode. The damping rate also has a broadband effect over
the range of frequencies as the excitation level is increased. Low levels of excitation result
in no meaningful damping, as energy is not transferred into the vibrational modes.
Insight into the energy exchange mechanism between translation-rotational and vi-
brational modes, as well as acoustic wave propagation is observed in Figs. 4.5 - 4.7 for
three different conditions. The first figure is for an acoustic wave propagating through
a frozen gas. The frequency of the gas is sufficiently fast that the gas has no time
to respond, and very little energy can be transferred into the translational mode. In
the second figure, the frequency of the wave is slow enough that the gas nearly instan-
taneously responds to the perturbation. Because the gas is almost fully equilibrated,
the energy transfer between modes is nearly zero. The final case demonstrates a wave
with frequency equal to the vibrational relaxation rate. In this case, the damping is
near the optimal point, and significant damping occurs relative to the first two cases.
The energy transfer between translation-rotational and vibrational modes is also ap-
parent, in the form of the phase shift between the temperatures. As the translational
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Figure 4.4: Dissipation per wavelength of a diatomic gas with vibrational energy relax-
ation at different excitation levels. Solid lines are given from theory, and symbols are
obtained from DNS.
energy increases in response to the acoustic perturbation, the vibrational temperature
lags behind. Energy is then transferred from the vibrational to the translational modes,
resulting in a reduced load on the thermal temperature. As the translational energy is
reduced, the process is eventually reversed, and energy is transferred from vibrational
to translational modes.
4.3 Estimation of Optimal Damping Frequency
One final note is made on the estimation of the optimal damping frequency for a given
gas mixture. Through kinetic theory relations, the optimal damping frequency can be
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Figure 4.5: Temperature perturbations from an acoustic wave propagating through a
fictitious diatomic gas near the frozen regime (ωτvib = 10).
Figure 4.6: Temperature perturbations from an acoustic wave propagating through a
fictitious diatomic gas near the equilibrium regime (ωτvib = 0.1).
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Figure 4.7: Temperature perturbations from an acoustic wave propagating through a
fictitious diatomic gas near the location of optimal damping (ωτvib = 1).
related to the relaxation time of the gas. In this way, relaxation time can be used to
easily predict the optimal damping frequency. Alternatively, given a frequency, one can
determine the vibrational relaxation rate (i.e. gas state) that provides optimal damping.
The relation is derived using the mean free path, λ, defined as,
λ = 2
µ
ρC
. (4.10)
Substituting the definition of the mean free path into the definition of the collision time,
τc =
λ
C
=
pi
4
µ
p
→ pτc = pi
4
µ, (4.11)
where C is the mean molecular speed, the collision time is related to the gas. Using this
relation, and defining the number of collisions required for equilibrium as τrelax = Ncτc,
the optimal damping frequency is related to the relaxation time using ωτrelax ≈ 1 by
fopt =
2p
Ncµpi2
Hz. (4.12)
Chapter 5
Compressible Isotropic
Turbulence
Turbulent flows contain a broadband spectrum of acoustic waves, with a wide range
of length and time scales. In hypersonic turbulent flows, internal energies can have
relaxation scales which are on the same order of the turbulent scales. These internal
energies can interact with the turbulent motion as energy is transferred into or out of the
mode[4]. Understanding the fundamental energy exchange mechanisms and how these
turbulent scales relate to internal energy mode relaxation is the focus of this chapter.
DNS of compressible isotropic turbulence with vibrational energy relaxation is stud-
ied. Isotropic turbulence is a simple turbulent flow commonly used for understanding
fundamental flow phenomena. The universal small scales represented in isotropic tur-
bulent simulations are found in all turbulent flows. Physical parameters can be varied
to understand the relation of scales, and individual effects are more easily isolated.
This chapter describes the governing parameters of the flow and the initial condi-
tions. Scales of motion are discussed, and a vibrational Damko¨hler number is introduced
to relate the vibrational relaxation rate to a turbulent motion rate. Simulation details
and numerical considerations are provided. The governing parameters, including the
vibrational relaxation time, are varied to understand how the relaxation rate tunes to
the turbulence. Results and conclusions are presented and discussed.
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5.1 The Flow
5.1.1 Governing Parameters
The governing non-dimensional parameters which characterize compressible isotropic
decaying turbulence are: the integral length scale (LI), the Taylor microscale (λ), the
Taylor Reynolds number (Reλ), and the turbulent Mach number (Mt).
LI =
3pi
4
∫∞
0 [E(k)/k]dk∫∞
0 E(k)dk
(5.1)
λ2 =
u′2
〈(∂u1/∂x1)2〉 (5.2)
Reλ =
u′λ〈ρ〉
〈µ〉 (5.3)
Mt =
〈u21 + u22 + u23〉
1
2
〈c〉 (5.4)
In the definitions above, E(k) is the shell-integrated spectrum of the velocity, u′ is the
turbulent fluctuating velocity, µ is the viscosity, c is the speed of sound, and 〈...〉 are
volume averaged quantities over the domain at a fixed time. The turbulent fluctuating
velocity is computed as
u′ = 〈(u21 + u22 + u23)/3〉1/2. (5.5)
The large-eddy-turnover time is used as the characteristic flow time, and is defined by
τLE =
LI
u′
. (5.6)
Previous studies have indicated that internal energy relaxation is coupled to the tur-
bulence through the compressible modes of the turbulence[4]. Dilatational fluctuations,
or the root-mean-square of the velocity divergence, is defined as
θ′ = 〈(∂ui
∂xi
)2〉1/2. (5.7)
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Unless otherwise noted, root-mean-square quantities are computed as:
φ′ = 〈(φ− 〈φ〉)2〉 12 , (5.8)
where φ is a given quantity. For convenience, and because all quantities discussed in this
paper are computed over a volume average, the root-mean-square term will be dropped
from the text. Fluctuating quantities should therefore be assumed to be defined as
Eq. 5.8.
5.1.2 Initial and Boundary Conditions
Reλ Mt k0 Dav
72 0.1 8 0, 1, 7.2, 10, 20, 30
72 0.3 8 0, 0.5, 0.98, 3.3, 7, 15
72 0.5 8 0, 0.125, 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64
175 0.5 4 0, 0.1, 0.5, 0.86, 2, 4, 8, 16, 32, 64
Table 5.1: Summary of isotropic turbulent parameters used in each simulation.
Compressible isotropic turbulence is initialized by specifying Mt, Reλ, T , and ρ. The
parameters used in these simulations are summarized in Table 5.1. Simulations were
initialized with values of Reλ = 72 and 175, and Mt = 0.1, 0.3, and 0.5. Temperature
and density were set to 800 K, and 1 kg/m3, respectively, and CO2 is used as the gas.
CO2 has four vibrational modes: two bending, one symmetric, and one antisymmet-
ric. The characteristic temperatures of vibration are relatively low (particularly the
two bending modes: θv = 960K), and are therefore more easily excitable than a gas
like O2 (θv = 2239K). As the vibrational temperature approaches the characteristic
temperature the vibrational modes become more and more excited, and more energy is
stored within each mode.
The initial velocity spectrum is obtained from the energy spectrum,
E(k) ∼ k4 exp
(
−2k
2
k20
)
, (5.9)
41
where k is the non-dimensional wavenumber and k0 is the wavenumber containing the
most energy. The values of k0 are 4 (Reλ = 175) and 8 (Reλ = 72). Incompressible
velocities are generated from Eq. 5.9 using the method developed by Rogallo[38]. The
velocities are scaled to maintain the specified Mt and T . This is done to achieve temper-
atures which are high enough to excite the vibrational modes of the gas in a meaningful
way.
The solution domain is a box with non-dimensional lengths of 2pi. Viscosity is
calculated using the Blottner fits described in Chapter 2, because we are using CO2 and
desire a realistic viscosity relation. The box is then scaled to dimensional lengths to
maintain Reλ and Mt. Boundary conditions are set to be periodic in all three Cartesian
directions for all flow variables.
The velocity field obtained from Eq. 5.9 is initially divergence-free and the thermo-
dynamics are not specified. Ristorcelli and Blaisdell[39] show there are finite density,
temperature, and dilatational fluctuations in a physically consistent initialization of
compressible isotropic turbulence. This method couples the initial underlying turbu-
lent flow-field to the thermodynamic and divergence fields, and is used to initialize the
turbulent flows in this chapter. Details of this initialization are provided in Appendix
A. Vibrational energy is initially turned off and is not activated until after the initial
transient time, described next.
The turbulent flow-field requires a short transient time to develop into a realistic
turbulent flow. This transient time is determined by the mean values of the velocity
derivative skewness Si = 〈(∂ui/∂xi)3〉/〈(∂ui/∂xi)2〉3/2. Tavoularis et al.[40] and Orszag
and Patterson Jr[41] show experimental data that Si is in the range of [−0.6 : −0.35]
for Reλ ∼ 50. The flow is considered to be in a realistic turbulent state when Si reaches
an approximately constant value within this range. For the cases considered here, this
state is achieved at a non-dimensional time of 0.75 for Reλ = 72, and 1 for Reλ = 175.
After the initial transient the grid is rescaled to match the initial Reλ, allowing for
longer decay times. Vibrational energy relaxation is activated at this time as well. The
initial vibrational temperature is set equal to the translational temperature (Tv = T ).
This initialization was studied by setting T ′v to zero and to opposite T ′, and was found
to have little effect on the conclusions. All results given below are offset such that
t/τLE = 0 corresponds to when vibrational energy relaxation is activated.
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5.1.3 Scales of Motion
In Chapter 4, optimal damping for an acoustic wave was shown to occur when the
frequency of the wave was on the order of the inverse vibrational relaxation time. Tur-
bulent flows contain a broadband spectrum of frequencies, with a wide range of length
and time scales. Some examples of these scales in isotropic turbulence are the length of
the box (L), the integral length scale (LI), the Taylor microscale (λ), the Kolmogorov
scales (η, uη, τη), the acoustic wave speed (c), the fluctuating velocity (u
′), the bulk
acoustic time scale (L/c), the large-eddy turnover time (τLE), and the turbulent Mach
number (Mt). In order to relate the vibrational relaxation rate to a turbulent motion
rate, a vibrational Damko¨hler number is defined as
Dav =
τLE
τvib
(5.10)
The choice of the large-eddy turnover time as the time scale of the turbulent motion
is merely a matter of convenience at this point. Determining the relevant time scale
is essential in determining how the vibrational relaxation rate tunes to the turbulent
flow. For Dav significantly greater than one, the equilibrium case is approached; this
corresponds to the left side of Fig. 4.4 for a fixed τvib. As Dav becomes significantly
less than one, the frozen case is approached; corresponding to the right side of Fig. 4.4.
The tuning of the vibrational relaxation rate to the turbulent flow is studied by
varying Dav through τvib in Eq. 5.10. For the flows considered in this work, the vibra-
tional relaxation time is essentially a constant. The vibrational relaxation time is set to
match a given Dav by modifying the constants A and B in Eq. 2.21. Camac[25] rates
are typically used for CO2 vibrational relaxation, where all modes are assumed to relax
together. This means that each CO2 mode uses the same A and B and has the same
τm = τvib. The same assumption is used when modifying Dav, and all modes use the
same modified constants and relaxation time.
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5.2 Simulation Details
5.2.1 Flow Solver
The governing equations, assumptions, and models used for these simulations are pre-
sented in detail in Chapter 2. The US3D flow solver is used to simulate compressible
isotropic turbulence[20]. Convective fluxes are approximated using a sixth-order ki-
netic energy consistent low-dissipation numerical scheme[28]. The low turbulent Mach
number cases presented in this chapter do not require any further dissipation to be
added. Viscous fluxes are computed using a central-based deferred-correction approach.
A third-order explicit Runge-Kutta method is used for time integration. These numeri-
cal methods are outlined in Chapter 3. The initialization procedure and numerics were
validated using results from Samtaney et al[42].
5.2.2 Grid Requirements
For both Reλ, grid sizes of 256
3 are used. Grid convergence was tested by doubling
the number of points in each direction (5123). The turbulent quantities, including
fluctuating dilatational spectra, are sufficiently converged between the two grid sizes.
The grid convergence studies were performed for both values of Reλ, and for cases with
and without vibrational relaxation. At all times, kmaxη > 1, where kmax is the largest
wave number, indicating that the smallest scales are resolved.
Results from the cases using the 2563 grid were also compared using a smaller
grid size of 1283. Mean and fluctuating kinetic and thermodynamic quantities were
converged between the two grids. However, quantities based on gradients, specifically
the dilatation, did not converge when the grid size was doubled in each direction. These
quantities are more sensitive to grid size, and have stricter grid requirements. The
smaller 1283 grid is not sufficient to resolve the quantities of interest in this study.
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5.3 Isotropic Turbulence and Vibrational Energy Relax-
ation
The transfer of energy in Eq. 2.3 is modelled using Eq. 2.19, shown below in a simplified
form.
wv = ρ
e∗v(T )− ev(Tv)
τvib
The vibrational relaxation time, τvib, in the denominator is also used in Eq. 5.10. The
rate of energy transfer is governed by this relaxation time, driving the transfer of energy
between translational and vibrational modes. This energy exchange acts as a damping
process for both mean and fluctuating quantities as the translational and vibrational
modes relax towards equilibrium.
Viscous dissipation transfers kinetic energy into the translational energy modes,
increasing the mean energy content of the translational mode. Mean energy is then
transferred to the vibrational mode, reducing the energy contained in the translational
mode. This is quantitatively seen in Fig. 5.1 for the evolution of mean temperature with
and without vibrational relaxation in decaying isotropic turbulence. In the case with
vibrational relaxation, an extra energy pool is available and a broader distribution of
energies is possible. This broader distribution results in a decrease of T , and an increase
in Tv. As the turbulence decays and viscous dissipation decreases, an equilibrium state
is approached at a rate proportional to τvib.
The turbulence also generates fluctuations in the thermal state, with compressions
and expansions generating acoustic waves. The vibrational energy lags these fluctuations
and acts to damp the thermal fluctuations and absorb acoustic energy. This is shown
qualitatively in Fig. 5.2, where the difference in translation and vibrational temperatures
is shown at three different times. Near the beginning of the simulation, the turbulence is
intense with a wide range of length and time scales, and large fluctuations in temperature
occur. The vibrational energy lags behind at a rate proportional to τvib, as seen in the
simplified source term given above, and the difference in temperatures is large. At a
later time, shown in the middle plot, the turbulence intensity is reduced and the length
and time scales are changing. The vibrational energy is starting to equilibrate with the
translational energy as the fluctuations in the thermal state are reduced. Near the end
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Figure 5.1: Evolution of mean temperatures with and without vibrational relaxation.
T is shown with solid lines, and Tv with dashed lines. Reλ = 72, Mt = 0.5.
of the simulation, the turbulence has decayed substantially and the vibrational energy
is nearly in equilibrium with the translational energy.
This dynamic energy exchange can also quantitatively be seen in Fig. 5.3. The fluc-
tuating temperatures and dilatation are compared between the cases with and without
vibrational relaxation. Translational temperature fluctuations are reduced as energy is
transferred to the vibrational mode. Dilatational fluctuations are also damped, indi-
cating acoustic energy is absorbed into the vibrational mode (through the translational
mode).
The kinetic energy (not shown) is virtually unaffected by vibrational energy relax-
ation. This was observed for all cases studied here. There is no direct mechanism of
energy transfer between kinetic and vibrational modes (Eqs. 2.24 - 2.26). Energy must
go through the translational mode, and then to the vibrational energy mode. This
happens through viscous dissipation and acoustic compressions and expansions. The
effect of the vibrational energy mode on these energy exchanges is too weak to be no-
ticeable in the kinetic mode. This is evidenced further below, when compressible and
46
(a) Near early time. (b) Middle time. (c) Near ending time.
Figure 5.2: Difference of translational and vibrational temperature normalized by the
initial temperature at various times. Note that the scale is the same between the three
contour plots.
incompressible energy modes are examined.
5.4 Investigation of Turbulent Tuning Parameter
The effect of Dav on the fluctuating quantities was examined by varying the vibrational
relaxation time. Several Dav were simulated, ranging from 0.125 to 64 for Mt = 0.5;
the specific Dav and associated relaxation time constants are given in Appendix D. As
Dav increases, the computational cost of the simulation increases as well, as resolving
τvib requires smaller and smaller timesteps. All cases presented in this section have
Reλ = 72 and Mt = 0.5. The case of Dav = 0.25 is the original, unmodified Camac
rates.
In the previous section, results were presented comparing cases with and without
vibrational energy relaxation. This comparison is between two cases with different total
energies. A more appropriate comparison would be between cases which all have the
same total energy. For this reason, a case with Dav = 0 is used as the reference instead
of a case without vibrational energy relaxation. A Dav of zero is achieved by setting
τvib to an extremely large value (order years). The results from Dav = 0 are identical to
the case without vibrational relaxation, as the vibrational energy pool is isolated from
the other energy pools. Vibrational energy essentially behaves as a conserved scalar in
this case.
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(a) Temperature fluctuations. (b) Dilatational fluctuations.
Figure 5.3: Time histories of temperature and dilatational fluctuations with and without
vibrational relaxation. Reλ = 72, Mt = 0.5.
At this Reλ and Mt, eleven different Dav were simulated, including the zero case. In
order to reduce clutter on the plots and clearly see the trends, only four representative
cases are shown. The remaining cases lie within the bounds set by the optimally damped
case and the zero case.
Temperature and pressure fluctuations are shown in Fig. 5.4 for four different Dav.
At low Dav, the frozen case is approached and very little energy is transferred between
vibrational and translational modes, and the interaction between modes is minimal. As
Dav increases, more energy is transferred and the fluctuations are damped. For high
Dav, the equilibrium case is approached as the translational and vibrational energy
modes transfer energy at faster rates. This is seen in the fluctuating temperatures for
Dav = 33, where the solid (T
′) and dashed (T ′v) lie nearly on top of each other. Minimal
damping, although not entirely obvious in the temperature fluctuations, appears to
occur for Dav = 2, especially at later times. At early times, energy is transferred into
the vibrational mode at a faster rate for higher Dav, and the temperature fluctuations
are smaller.
While the minimal damping point of the temperature fluctuations is not clearly
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obvious, the minimal damping point in pressure fluctuations is. As Dav increases from
0.25 to 2, the pressure fluctuations are damped. Further increase from 2 to 32 results
in an increase in fluctuating pressure, clearly indicating an optimal damping point. For
Dav = 32, the pressure fluctuations have nearly the same values as the Dav = 0 case.
(a) Temperature fluctuations. (b) Pressure fluctuations.
Figure 5.4: Time histories of temperature and pressure fluctuations with four different
Dav.
The fluctuation dilatation is shown on the left in Fig. 5.5 for the four Dav cases.
Shown on the right is the dilatational values for a non-dimensional time of five as a
function of Dav. In this image, all ten Dav cases (Dav = 0 not included) are given by
the line, with colored symbols corresponding to the cases shown on the left. As with
the pressure fluctuations, the dilatational fluctuations are damped from Dav = 0.25 to
2, and increase from 2 to 32. This is expected, as pressure fluctuations are driven by
acoustic fluctuations. This optimal damping point is clearly evident in the image on
the right over all Dav cases.
5.4.1 Turbulent Mach Number
The effect of Mt on this optimal damping point is examined for Mt = 0.1 and 0.3.
Pressure fluctuations are shown in Fig. 5.6 for each case at various Dav. The effect of
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(a) Dilatational fluctuations. (b) Dilatational fluctuations at t/τLE = 5.
Figure 5.5: Time history of dilatational fluctuations on the left for four different Dav.
Dilatational fluctuation vsDav for a specific time showing allDav cases (colored symbols
correspond to cases in left image).
vibrational relaxation is clearly reduced as the compressibility (Mt) is reduced. This
indicates that energy is primarily transferred through compressible actions. At Mt =
0.3, the optimally damped case is Dav = 3.33. While not clearly visible, the optimally
damped case is Dav = 10 for Mt = 0.1.
One further observation can be made at this point. For the higher Mt cases (0.3 and
0.5), waves are observed in the fluctuating quantities, driven by acoustic propagation.
As Dav increases to the optimal damping point, the waves decrease in magnitude,
indicated by smoother lines. The waves increase in magnitude again as Dav is further
increased. This provides further evidence that the energy exchange is coupled with an
acoustic process.
50
(a) Mt = 0.1. (b) Mt = 0.3.
Figure 5.6: Time histories of pressure fluctuations at different Dav for Mt = 0.1 and
0.3.
5.4.2 Optimal Damping
In all three Mt cases presented above, optimal damping points occur when Dav is on
the order of the inverse Mt. We can define an acoustic time scale, τc, as
τc =
LI
c
. (5.11)
Recalling the definitions of τLE and Mt, Eqs. 5.6 and 5.4 respectively, we can cast
Mt as the ratio of τLE and τc (Mt = τLE/τc). Using this definition of Mt, taking the
optimal Dav to be order M
−1
t , we find damping is greatest when τvib ' LI/c = τc. In
other words, the vibrational relaxation rate is tuned to the turbulent flow-field when
the vibrational relaxation time is of the order of the large scale acoustic time, and is an
acoustic or dilatational process. The slower frequencies containing the most energy are
optimally damped.
One interpretation of the underlying physics of this tuning process is given by con-
sidering acoustic wave simulations using the formulation from Chapter 4. Acoustic
waves in a static gas, CO2, are simulated at various frequencies. The simulations fixed
T = 1000 K and ρ = 0.1 kg/m3, and varied the frequency. The numerical setup and grid
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is retained from the previously described simulations.
Figure 5.7 shows the fluctuating temperatures for a frequency which is optimally
tuned with the vibrational relaxation time (f ' τ−1vib ), a lower frequency, and a higher
frequency. Interestingly, the higher frequency is damped more quickly than the optimal
frequency. This seems to contradict the kinetic theory results from the previous chapter.
However, these results are given in terms of damping per wavelength, and not total
integrated damping over a domain. The damping rate is reduced for the higher frequency
case, but the shorter wavelength increases the number of peaks in the domain to the
point where the total integrated damping over the domain is increased. The lower
frequency is damped significantly more slowly compared to the optimal and higher
frequencies.
Figure 5.7: Acoustic wave in CO2 for three different frequencies. The frequencies corre-
sponds to an optimally damped wave, a slower wave, and a faster wave. Thermodynamic
properties are maintained between simulations and the frequencies are varied.
In turbulent flows, the tuning parameter was related to the integral length scale of
the flow, indicative of the lower frequencies. These lower and more energetic frequencies
are optimally damped, and the higher frequencies are still damped, just not optimally.
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As the relaxation time moves away from the large-scale acoustic times, the lower and
more energetic frequencies are less damped, and much less energy is absorbed from
the fluctuations. This is further examined by looking at the components of the kinetic
energy, and is discussed in the next section.
5.5 Spectral Interaction of Energy Modes
5.5.1 Velocity Decomposition
Further insight into the tuning of the vibrational relaxation rate to the turbulent flow-
field is gained by decomposing the velocity field into incompressible and compressible
components. This is done via a Helmholtz decomposition, described in full detail in
Appendix C. For the isotropic turbulence cases studied here, we can use the spectral
equations developed by Moyal[43] for the decomposition as periodic boundaries are used
in all directions. The results presented in this section are for Mt = 0.5 and Reλ = 72.
5.5.2 Decomposed Kinetic Energy Spectra
The decomposed shell-averaged components of the kinetic energy spectra are given in
Fig. 5.8 for three different times. The incompressible energy spectra are approximately
two orders of magnitude larger than the compressible spectra, containing most of the
turbulent kinetic energy. Vortical motion is contained within the incompressible energy
mode, and compressions and expansions are contained within the compressible mode.
The increase in compressible energy at the highest wavenumbers can be attributed to
aliasing errors. At all times, the incompressible energy spectra are indistinguishable
between all Dav cases.
The compressible energy spectra, however, are affected by Dav. The magnitudes
and the shape are changed by varying the vibrational relaxation rate. For the early
time, only the Dav = 2 case shows any significant change from Dav = 0. At later
times, the compressible energy for the slower vibrational case, Dav = 0.25, is reduced in
magnitude while maintaining a similar shape compared to the zero case. The vibrational
relaxation time is not tuned to any frequency of the turbulent flow-field; the frequency
which would be in tune to this relaxation time would be off the plot on the left side.
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As the vibrational relaxation rate increases and becomes tuned with the frequencies on
the plot, the magnitude and the shape of the compressible spectra are altered.
The underlying physical mechanism discussed in Fig. 5.7 is evident in the shape
change of the spectra for all three cases. The slowest relaxation time is lower than the
frequencies of the turbulence, and the higher frequencies are all damped equally. For the
fastest relaxation time, the lower frequencies are not damped at all, and the frequencies
which are higher than the inverse relaxation time are damped. At the optimally damped
condition, the relaxation time is in tune with the largest wavelength and the portion of
the compressible energy containing the most energy is damped the most. The higher
frequencies are also damped, so that the entire compressible energy spectrum is reduced.
(a) t/τLE = 2. (b) t/τLE = 5. (c) t/τLE = 8.
Figure 5.8: Decomposed kinetic energy spectra at 3 different times.
The relative compressible energy ratio, χ, defined as
χ =
∫
EC(k)dk∫
(EI(k) + EC(k))dk
(5.12)
is shown in Fig. 5.9. Small values of χ indicate low amounts of compressibility, and
show that the kinetic energy is virtually unchanged due to vibrational energy relaxation
absorbing energy from only the compressible energy component. The optimally damped
case is again clearly evident, as χ is approximately constant throughout the entire
simulation. As the turbulence decays, vorticity is dissipated while acoustic motion is
only dissipated through absorption of energy into the vibrational mode. For cases with
low vibrational energy transfer, the compressible energy portion increases relative to
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the incompressible component, indicated by increasing values of χ in Fig. 5.9. In the
optimally damped case, χ is constant, meaning the ratio is maintained, and indicates
the rate of absorption of the acoustic energy is similar to the dissipation of vorticity.
Figure 5.9: Time history of the compressible energy ratio.
5.5.3 Spectral Damping of Compressible Energy
The shape change of the compressible energy spectra in Fig. 5.8 is examined further
by extracting data at five different wavenumbers. A measure of the damping compared
to the reference Dav case is computed as 1− EC(k)/EI(k); values near zero represent
no damping and as values near one, damping increases. These values are plotted as a
function of Dav in Fig. 5.10, for all Dav cases, with each case represented as a symbol.
Each wavenumber peaks at a different location of Dav, with the peaks shifting towards
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higher Dav in time.
(a) t/τLE = 2. (b) t/τLE = 5. (c) t/τLE = 8.
Figure 5.10: Compressible energy spectra values at specific wavenumbers vs Dav for 3
different times. Each Dav case is represented by a symbol.
The plots in Fig. 5.10 are collapsed by relating the vibrational relaxation time to an
acoustic time scale of the given frequency. This relation is computed as
ωτvib = kaτvib, (5.13)
where ω is an angular frequency and k is a dimensional wavenumber. Figure 5.11
shows the results of the data from the specific wavenumbers as a function of ωτvib. The
peaks for each wavenumber all collapse around one, and wavenumber specific damping
is evident when the vibrational relaxation time is in tune with the acoustic time scale
associated with the frequency.
5.6 Effects of Reλ
The final section of this chapter is concerned with determining the effects of Reλ on the
conclusions obtained earlier. Simulations using Reλ = 175 and Mt = 0.5 are presented
here. Temperature, pressure, and dilatational fluctuations at four different Dav are
shown in Fig. 5.12. As observed in the lower Reλ cases, optimal damping occurs when
Dav is on the order of the inverse Mt.
Decomposed spectra for the higher Reλ case are shown in Fig. 5.13 at a given time.
Again, similar conclusions are drawn from the lower Reλ case. A Reλ effect on the
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(a) t/τLE = 2. (b) t/τLE = 5. (c) t/τLE = 8.
Figure 5.11: Compressible energy spectra values at specific wavenumbers vs ωτvib for 3
different times. Here, ω is defined using an acoustic time scale.
exchange of energy between turbulent and vibrational modes has not been observed for
the cases considered here.
5.7 Conclusion
DNS of compressible isotropic turbulence with vibrational energy relaxation were stud-
ied in this chapter. A vibrational Dahmko¨hler number was defined to relate the vibra-
tional time scale to a turbulent time scale. The controlling parameters for isotropic flow
were defined and varied, along with Dav to understand how vibrational energy interacts
with the turbulent flow.
Energy exchange mechanisms between kinetic and vibrational energies were dis-
cussed. There is no direct mechanism of energy transfer; energy must be exchanged
through the translational-rotational mode. Viscous dissipation transfers turbulent ki-
netic energy into the translational-rotational mode, which is then transferred into the
vibrational mode through wv in Eq. 2.3. In addition, turbulence generates fluctuations
in the thermal state, and acoustic waves are generated through compressions and ex-
pansions. These fluctuations result in an imbalance of energy between the translational-
rotation and vibrational modes, and energy is again transferred through wv. Vibrational
energy has a damping effect on fluctuating quantities, as energy is distributed over a
broader spectrum of energy states.
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(a) Temperature fluctuations. (b) Pressure fluctuations. (c) Dilatational fluctuations.
Figure 5.12: Thermodynamic and dilatational fluctuations for various Dav. Reλ = 175,
Mt = 0.5.
The tuning of the vibrational relaxation rate to the turbulent flow-field was investi-
gated by varying Dav. Optimal damping was observed when the vibrational relaxation
time was on the order of the large-scale acoustic time scale. These results were consistent
as Mt was varied, and were more pronounced for higher Mt, where compressibility is
higher. The velocity field was decomposed into compressible and incompressible energy
components. The incompressible energies were unaffected by vibrational energy, and
were much larger than the compressible components. Vibrational energy absorbs en-
ergy from the compressible component, and wavenumber specific damping was observed
when the acoustic time scale of the frequency was on the order of the relaxation time.
Since vibrational energy acts on the turbulent kinetic energy through the compressible
component, the effect on turbulence is weak due to the energy disparity between the
incompressible and compressible components.
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Figure 5.13: Compressible and incompressible spectra at t/τLE = 5. Reλ = 175, Mt =
0.5.
Chapter 6
Turbulent Shear Layer
Isotropic flows are ideally suited to fundamentally study the energy exchange mech-
anisms between turbulent and vibrational energies. However, the nature of isotropic
turbulence means all turbulent fluctuations decay to zero. In addition, direction depen-
dent length and time scales are non-existent. The findings of the previous chapter are
generalized to a more complex turbulent shear flow.
Specifically, DNS of turbulent shear flows in a temporally evolving mixing layer are
presented. Low compressibility simulations of isotropic turbulence, characterized by
Mt, showed relatively small effect of vibrational relaxation on turbulence. This makes
sense, as vibrational relaxation was observed to act on the turbulent flow through the
compressible component of the velocity. Highly compressible (high-speed) turbulent
shear flows are therefore simulated.
A description of the shear flow initialization is outlined, and the characteristic fea-
tures of the turbulent flow are presented. The simulation methodology is given, and
numerical requirements are addressed. In particular, at high Mc numerical dissipation
is required, and must be added in a careful manner to avoid increased artificial mix-
ing. Results are then presented for two different high-speed flows, and conclusions are
discussed. Tuning of the vibrational relaxation rate to the turbulent shear flow is in-
vestigated by varying a defined Dav. Energy exchange mechanisms are examined by
decomposing the flow into compressible and incompressible energy modes. Finally, the
conclusions are compared and contrasted to the results of the previous chapter.
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6.1 Flow Initialization
The initialization of the turbulent shear flow simulations is based on the methodol-
ogy used by Pantano and Sarkar[44]. Evolution of the turbulent flow-field is highly
dependent on the initial conditions. Careful consideration and calculation of the ini-
tial quantities is required to ensure meaningful results are obtained. The framework
of the initialization methodology is provided here, and further details can be found in
Appendix B.
6.1.1 Initial Conditions
Temporally evolving shear layers are initialized with equal and opposite velocity streams
in the top and bottom of the domain, drawn schematically in Fig. 6.1. The initial mean
velocities were set to a hyperbolic profile in the streamwise direction, and to zero in the
spanwise and transverse directions.
u(z) =
∆u
2
tanh
(
− z
2δθ
)
, v = w = 0 (6.1)
where ∆u is the velocity difference between the top and bottom streams. The gas is CO2,
the temperature is set to 800 K, and the density is 1 kg/m3. The mean thermodynamics
are initially constant throughout the domain.
The compressibility of the flow is characterized by the convective Mach number, Mc,
as
Mc =
∆u
c1 + c2
(6.2)
where c1 and c2 are the mean speeds of sound for the two streams. This definition is
valid only for streams with the same specific heat ratio[45, 46], as is the case in this
work. Two different Mc values were used to study vibrational relaxation effects: 0.7
and 1.1. These represent flows with high levels of compressibility; a third case using
Mc = 0.3 was used in validating the initialization and simulation methodologies, but
was not considered for flows with vibrational non-equilibrium due to low compressibility.
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Figure 6.1: Flow schematic of the temporally evolving shear layer.
The Reynolds number characterizing the flow was specified using the initial momen-
tum thickness (δθ) as
Reθ,0 =
∆uρδθ,0
µ
(6.3)
where the initial mean values are used for density and viscosity. The viscosity is com-
puted using Blottner curve fits. The initial Reθ was set to 160 for all simulations.
The transition to turbulence is accelerated by introducing broadband fluctuations in
velocity and thermodynamic quantities to the mean fields. Random velocity fluctuations
are generated with an imposed isotropic turbulent energy spectrum,
E(k) =
k
k0
4
exp
[
−2
(
k
k0
)2]
, (6.4)
where k0 is the peak wavenumber, specified to have 48 peak wavelengths in the stream-
wise direction. These fluctuations are limited to the extent of the initial shear layer thick-
ness by an exponential decay. Limiting the fluctuations in this way introduces compress-
ibility in the flow-field. Erlebacher et al.[47] demonstrated that quasi-incompressible
fluctuations minimized compressibility transients. The compressible component of the
initial velocity field is therefore removed. The initial turbulent intensity was set to 10%.
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Thermodynamics are then specified by obtaining pressure fluctuations from the Pois-
son equation. Density is then determined assuming an isentropic equation of state. Fi-
nally, the temperature is set from the ideal gas law. Vibrational energies are initially
turned off. Full details on calculating these fluctuations are given in Appendix B.
6.1.2 Shear Layer Characteristics
The characteristic turbulent flow time is determined from the velocity difference and
momentum thickness as,
τθ =
δθ
∆u
. (6.5)
The momentum thickness is computed from
δθ =
1
ρ0∆u2
∫ Lz/2
−Lz/2
ρ(
1
4
∆u2 − u˜2)dz. (6.6)
Favre-averaged quantities are denoted with a tilde, with the form
φ˜ =
ρφ
ρ
(6.7)
and Reynolds quantities are denoted with a bar. Quantities are plane-averaged in the
homogeneous directions (x and y).
Experimental studies have shown that turbulent shear layers achieve a self-similar
state after an initial transient[46, 48, 49]. This self-similar state is characterized by a
constant growth rate and a collapse of averaged flow quantity profiles in the homoge-
neous directions. Achieving self-similar states in DNS has often been difficult in the past
due to the limitations of computational resources on grid requirements. However, as
computational resources improve, these limitations have decreased and more accurate
DNS results are obtained[50, 51, 44].
In these simulations, an initial transient time is observed as the initial shear layer
becomes unstable and breaks down. An approximate self-similar state is achieved, and
the simulation is stopped. This time was t/τθ(0) = 420 for Mc = 0.7, and 510 for Mc =
1.1. At this time, vibrational energy relaxation was introduced by setting Tv = T .
The vibrational Dahmko¨hler number was defined in the previous chapter relating
a turbulent motion rate to the vibrational relaxation rate. For isotropic turbulence,
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the large-eddy-turnover was used (Eq. 5.10). In shear flows, the universal small-scale
energy range is still contained within the turbulent energy, but the range is extended
by larger structures containing more energy. These turbulent structures are defined by
the shearing action of the flow, and are functions of spatial direction.
Tuning was observed in isotropic turbulence when the acoustic time scale (τc = LI/c)
was on the order of the vibrational relaxation time. Energy exchange was shown to be
coupled to the acoustic modes, and as we expect a similar mechanism in shear flow,
the acoustic wave speed is used to define a turbulent motion rate. The choice of length
scale used to define the turbulent rate is less obvious, but is expected to be related to a
large-scale structure. This is based on the discussion in Section 5.5.2, where the largest
energy containing wavelength was optimally damped.
Several large-scale and integral length scales can be defined for shear turbulence.
The two most commonly used parameters to measure the thickness of a shear layer, and
therefore a measure of the largest scales, are the momentum and vorticity thicknesses.
The momentum thickness was previously defined in Eq. 6.6, and the vorticity thickness
is defined as
δω =
∆u
(∂u˜)/∂z)max
(6.8)
In addition to these thicknesses, integral length scales can also be defined as
lx =
1
u2
∫ Lx/2
0
u(x, y, z, t)u(x+ r, y, z, t)dr, (6.9)
ly =
1
u2
∫ Ly/2
0
u(x, y, z, t)u(x, y + r, z, t)dr. (6.10)
After varying τvib and relating the relaxation time to the different scales, the momen-
tum thickness was determined as the relevant length scale. These results are discussed
below, but the definition of Dav is given here as
Dav =
δθ/c
τvib
, (6.11)
where c is the average speed of sound in the volume of the shear layer bounded by
the momentum thickness. In the cases presented below, Dav is given by the conditions
when vibrational energy is activated. The vibrational relaxation time is modified in the
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same way as in the isotropic turbulent cases, and is described in Appendix D along with
the constants used in these cases. Across the turbulent core of the shear layer, τvib is
approximately constant, as seen in Fig. 6.2, and is taken as the average in the region
bounded by the momentum thickness.
Figure 6.2: Averaged profile of instantaneous τvib for the unmodified Dav case.
6.2 Simulation Details
The simulation methodology is presented below, and is mostly similar to the simulation
details presented in the previous chapter with a few key differences. First, the numerics
and the flow solver are described. The flow domain and boundary conditions are then
provided. Table 6.1 lists the flow and domain parameters. Validation of the initial
conditions and numerics is provided in Appendix B.
6.2.1 Numerics
DNS of compressible turbulent shear layers are obtained using the US3D flow solver[20].
The sixth-order kinetic energy consistent numerical scheme developed by Subbareddy
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Mc Lx, Ly, Lz Nx, Ny, Nz Dav lx/Lx lx/Lx ηmin/∆x
0.7 316.2, 79.0, 158.1 512, 128, 256 0, 0.004, 0.07, 0.2, 0.038 0.037 0.37
0.6, 0.7, 1, 10
1.1 318.7, 79.7, 159.4 512, 128, 256 0, 0.13, 0.38, 0.53, 0.036 0.029 0.43
0.8, 1, 6.35, 25
Table 6.1: Summary of flow and domain parameters. The domain lengths are given in
terms of the initial momentum thickness (Li/δθ,0). Final length scale parameters are
also given, where ηmin is the minimum Kolmogorov scale across the shear layer.
and Candler[28] is used to approximate the convective fluxes. A central-based deferred-
correction approach is used to evaluate the viscous fluxes. The solutions are advanced
in time using a third-order Runge-Kutta method[29].
The flow parameters are summarized in Table 6.1. Two Mc cases are presented be-
low: 0.7 and 1.1. In the lower compressibility case, Mc = 0.7, numerical dissipation is not
required for stability. However, in the higher compressible case, Mc = 1.1, sufficiently
strong shocks and gradients exist in the flow that dissipation is required. Dissipation is
introduced to the central-based convective fluxes by adding a scaled upwinded portion
of the flux (Eq. 3.19).
Ideally, dissipation is added only where needed, and so the Ducros switch was initially
used. The switch values are determined by the local dilatation and vorticity, and range
between zero and one. Within the turbulent core of the shear layer, where vorticity is
large and the flow is mostly smooth, the switch works well. However, this is not the case
in regions of high dilatation and low vorticity. Compressions and expansions generate
acoustic waves, which propagate into the free-stream (defined in the top and bottom
streams as zero vorticity). The location of the edge of the mixing layer also fluctuates in
time, and a region of the grid contained within the shear layer at one time may not be at
the next timestep. This leads to pockets and flipping of the Ducros switch between zero
and one for successive timesteps in regions very near the edge of the shear layer, shown
in Fig. 6.3. Adding dissipation in this fashion introduces large amounts of numerical
dissipation and vorticity, and induces increased non-physical entrainment and growth
rates. To avoid this, a constant value of α = 0.01 is used in Eq. 3.19 for all cases where
Mc = 1.1.
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Figure 6.3: Contour plot of the Ducros switch for a turbulent shear flow. The turbulent
core is in the center of the image, mostly represented by the blue region.
While using a constant α introduces numerical dissipation everywhere, the small
value required to maintain stability should minimize non-physical effects. The effect of
α on the solution was investigated using DNS of acoustic wave propagation and with
simulations at Mc = 0.7. Using the acoustic wave propagation formulation described in
Chapter 4, α was varied between 0 and 1. Figure 6.4 shows the translation-rotational
temperature from cases without vibrational energy relaxation activated. The fluctu-
ations are shown for alpha = 0, 0.01, 1 using second-order kinetic energy fluxes. An
additional simulation using the modified Steger-Warming (MSW) scheme is also shown.
Fourth and sixth-order fluxes were also used in these simulations, with no difference
observed from the second-order case, and are therefore not shown. Very little difference
is seen between the four cases, with some minor damping of the fluctuations for the
α = 1 and MSW case at the wave peaks. The α = 0.01 case and the reference case
(α = 0) are virtually identical. Additional simulations with vibrational energy relax-
ation are not shown, as the damping of the fluctuations by vibration was significantly
greater than the numerical dissipation. No difference in the acoustic damping rate was
observed between values of α for the vibrationally active simulations.
To further quantify the effects of adding numerical dissipation, α was varied in DNS
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Figure 6.4: Comparison of translational-rotational temperature fluctuations from a
propagating acoustic wave for different levels of dissipation and numerical scheme. Vi-
brational energy relaxation is turned off.
of temporally evolving shear layers without vibrational energy relaxation at Mc = 0.7.
This lower compressible case does not require dissipation for stability, and therefore a
reference case of α = 0 can be used. Figure 6.5 shows the evolution of the momentum
thickness for three different values of α: 0, 0.01, and 0.1. The difference between the
reference case and α = 0.01 is small, especially when compared with the 0.1 case. In
the higher dissipation case, non-physical effects from the numerics clearly influence the
solution as the shear layer grows at a faster rate. At Mc = 1.3, the minimum value of α
required for stability was 0.1. Based on these investigations, we determined an α of 0.01
will provide acceptable solutions for Mc = 1.1, but higher Mc values were not studied
due to the large amounts of dissipation required.
6.2.2 Flow Domain and Boundary Conditions
The flow domain used in all simulations is rectangular, with large lengths required to
allow the turbulence to reach a self-similar state. Uniform grid spacing is applied in
all directions. Grid convergence was checked by doubling the number of points in each
direction. Periodic boundary conditions are applied in the streamwise and spanwise
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Figure 6.5: Momentum thickness history for three different values of dissipation at
Mc = 0.7.
directions. The domain parameters are given in Table 6.1 with the flow parameters.
Table 6.1 also gives final domain lengths. The integral length scales are much smaller
than the total domain size, indicating the domain is large enough to not influence the
shear layer at the end of the simulation. Additionally, velocity correlations converged
to zero before the separation distance reached the half-domain size, reaffirming the
adequate size of the domain.
Reflecting waves from boundaries can influence the growth rate of turbulent shear
layers. Grids are grown at the top and bottom of the domain, with grid sizes quickly
stretched in order to minimize wave reflections. The number of added grid points
was fifty and the stretching ratio was 1.08 for all cases. Supersonic outflow boundary
conditions are applied in the transverse direction. In addition, the dissipative portion
of the convective fluxes are turned fully on (α = 1 in Eq. 3.19) in the top and bottom
stretched grids. The value of α is ramped up from the value within the domain to one
over ten cells using a hyperbolic tangent profile. This is done to prevent a sharp increase
in α between the domain containing constant cells and the cells grown at the top and
bottom.
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6.3 Results
Two sets of temporally evolving shear layer DNS were performed, Mc = 0.7 and Mc =
1.1. The main focus is on the higher compressible case, Mc = 1.1, based on the Mt
study from isotropic turbulence, and most of the results presented are from these cases.
At the end of the chapter, comparisons are made with the Mc = 0.7 case. The initial
flow was simulated without vibrational energy relaxation, to allow the turbulence to
reach a self-similar state. The momentum thickness is shown for each simulation in
Fig. 6.6 as a reference. Validation cases comparing momentum thickness growth rate
with previous studies are provided in Appendix B. Increasing the compressibility of the
flow reduces the growth rate of the shear layer, and this is reflected in Fig. 6.6.
Figure 6.6: Evolution of momentum thickness with time for Mc = 0.7 and 1.1.
In the remaining sections of this chapter, the reference case is Dav = 0. This allows
us to compare simulations which have the same total energy, as we did in the previous
chapter. The reference case matched the case vibrational energy relaxation turned off,
as the vibrational energy cannot be exchanged and essentially acts as a conserved scalar.
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6.3.1 Vibrational Relaxation
An instantaneous image showing isosurfaces of vorticity, contours of the difference in
translation-rotational and vibrational temperatures, and the divergence of velocity is
shown in Fig. 6.7. Initially, the vibrational temperatures are set equal to the translation-
rotational temperatures, and any difference is generated by the turbulence. The flow
consists of two regions, the turbulent core and the free-stream, beyond the edge of the
shear layer where the vorticity is virtually zero. As seen in the exit plane on the right
of Fig. 6.7, non-equilibrium exists in both the core and the freestream. The turbulence
generates compressions and expansions, generating fluctuations in the thermal state.
The vibrational energy lags behind these fluctuations, and energy exchange is driven by
τvib. In the freestream, nonequilibrium is generated by acoustic waves, generated in the
turbulent core, propagating away from the shear layer, seen in the divergence of velocity
shown on the back plane of Fig. 6.7. While the focus here is on the turbulence, some
interesting observations can be made about trends in the freestream, and are discussed
in later sections.
Figure 6.7: Instantaneous isosurface of vorticity (ω = 0.25ωmax) at t/τθ = 600 for
Mc = 1.1. The isosurfaces and exit plane (right side of image) are colored by contours
of the normalized difference in translational-rotational and vibrational temperatures.
The back plane shows the instantaneous divergence of velocity. The flow is from right
to left in the top half, and left to right in the bottom.
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The flow is periodic in two directions, and flow quantities are averaged in these direc-
tions. Figure 6.8 gives mean temperature profiles at two different times for various Dav.
Not all Dav cases are shown to keep plot clutter to a minimum and highlight trends;
the full list of Dav cases is given in Table 6.1. Initially, the flow is in equilibrium, and
the mean translational and vibrational temperatures are equal. As viscous dissipation
heats the flow, energy is transferred to the translational mode, and the vibrational en-
ergy lags behind. The largest difference between T and Tv occurs near the center of
the shear layer. When Dav is increased, the energies are driven towards equilibrium at
a faster rate, and the mean temperature is reduced as energy is spread over a broader
distribution.
(a) t/τθ = 570. (b) t/τθ = 780.
Figure 6.8: Mean temperature profiles at two different times for Mc = 1.1 and varying
Dav. Solid lines represent T , and dashed Tv.
Fluctuating vibrational and translational temperatures are given in Fig. 6.9. The
difference in fluctuating temperatures is generated through compressions and expansions
of the gas. This is also observed in the freestream portion of the flow (beyond z/δθ ≈ ±5,
where the fluctuations are significantly reduced), where there is no viscous dissipation.
The only driving force in this region is acoustic wave propagation. As with the mean
flow, the largest region of nonequilibrium is at the center of the turbulent core, where
the turbulence is the most intense, as expected. Increasing Dav transfers energy into
the vibrational mode faster (seen by increasing magnitudes of the dashed lines), and
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has a damping effect on the fluctuating translation temperatures.
(a) t/τθ = 570. (b) t/τθ = 780.
Figure 6.9: Rms fluctuating temperature profiles at two different times for Mc = 1.1
and varying Dav. Solid lines represent T
′, and dashed T ′v.
Figure 6.10 shows fluctuating dilatation profiles. The profiles are slightly damped in
the turbulent core, but show significant increase as Dav increases past one. This is not
expected, based on the results from the isotropic turbulent simulations, where θ′ was
always damped from the reference case (Dav = 0). The reasons for this are not fully
quantified, but the vibrational time scale evidently interacts with the time scale of the
dilatation in a positive (non-damping) way. Again, the freestream shows the acoustic
waves propagating from the shear layer. The dilatation in the freestream is optimally
damped for Dav = 1 throughout the simulation.
The turbulent kinetic energy, k, is computed as
k =
1
2
ρu′′i u
′′
i
ρ
(6.12)
where u′′i refers to the Favre averaged fluctuating velocity. For these cases, no meaningful
difference is observed between Favre and Reynolds averaged quantities.
Turbulent kinetic energy profiles at a single time are given in Fig. 6.11. The dif-
ference between Dav cases is non-existent, and does not change over the course of the
simulations. This is expected, as previously discussed, there is no direct mechanism of
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(a) t/τθ = 570. (b) t/τθ = 780.
Figure 6.10: Rms fluctuating dilatational profiles at two different times for Mc = 1.1
and varying Dav.
energy exchange between kinetic and vibrational modes. Energy transfer occurs through
compressible energy modes, and is quantified in the next section.
The momentum thickness is compared between Dav cases in Fig. 6.12, and is largely
unaffected by vibrational energy relaxation. This is consistent with the turbulent kinetic
energy profiles. The momentum thickness is a measure of the large scale turbulent struc-
tures within the flow. Most of the kinetic energy is contained within the incompressible
component of the velocity, and is largely unaffected by the vibrational energy. Unless
the compressible energy is comparable in magnitude to the incompressible energy, we do
not expect the growth of the shear layer to be significantly affected. Compressible en-
ergy can reach and even exceed the energy content of the incompressible mode in flows
with large amounts of heat release (i.e. chemical reactions), and has been shown to
influence the kinetic energy[4]. In vibrationally excited flows, heat release occurs when
the mean vibrational and translational temperatures are in significant nonequilibrium.
These types of flows are beyond the scope of this work.
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Figure 6.11: Turbulent kinetic energy profile at t/τθ = 780 for Mc = 1.1 and varying
Dav.
6.3.2 Optimal Damping
In isotropic turbulent flows, defining optimal damping is easier due to the isotropic na-
ture of the flow, where all quantities are volume-averaged. For shear flow, two regions
exist, where damping of quantities is different. This is seen in Fig. 6.10, where the
freestream quantities are clearly tuned, but the tuning in the turbulent core is less obvi-
ous. Additionally, as the turbulence mixes the quantities, tuning may appear different
for different regions of the flow. Examining quantities at the centerline gives mixed
results in terms of tuning, and peak values change physical location between Dav cases.
These issues are mitigated by taking volume averages of quantities only within the
turbulent core. The bounds of these volume averages are set by the momentum thickness
and the center of the shear layer is determined based on the mean velocity profile
switching signs. Figure 6.11 shows the evolution of the volume averaged dilatational
fluctuations. A clear trend is observed, with optimal damping occurring when Dav is
on the order of one. Dav was previously defined using the momentum thickness and
volume averaged speed of sound. These results indicate that the vibrational relaxation
rate is tuned to the turbulent motion when τvib is on the order of the large-scale acoustic
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Figure 6.12: Time history of the evolution of momentum thickness for various Dav and
Mc = 1.1.
time scale. This is consistent with the tuning parameter observed in isotropic flow.
6.4 Compressible Mode Interaction
The kinetic energy of the flow was decomposed into compressible and incompressible
components as described in Appendix C. The boundary conditions are periodic in only
two directions. Poisson equations are used with eighth order methods to solve for the
incompressible velocity, and the compressible velocity is obtained by subtracting the
incompressible field from the full field. The quantities in the portion of the stretched
grid at the top and bottom of the domain is neglected, and the boundary conditions of
the Poisson solver are applied at the edge of the domain containing the constant cells.
Figures 6.14 and 6.15 show streamwise and spanwise spectra at two different times.
As expected based on the previous results, the incompressible energies are unaffected
by vibrational energy relaxation. All of the action occurs in the compressible modes,
which are significantly smaller than the incompressible modes, meaning the total kinetic
energy of the flow is unaffected.
The compressible energy spectra display a dependence on Dav. While some damping
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Figure 6.13: Evolution of fluctuating dilatation averaged in volume bounded by δθ in
time, for various Dav and Mc = 1.1.
occurs when Dav is order one, the spectra are more significantly altered when Dav is
large. These alterations increase in time, and are consistent between streamwise and
spanwise directions.
The wavenumber dependence clearly observed in isotropic flows is not as obvious in
these cases. This dependence is examined by extracting data at different wavenumbers.
The compressible values at each wavenumber are divided by the reference value at that
wavenumber, and subtracted from 1. Additionally, the values are plotted as a function
of ωτvib, defined as
ωτvib = kˆaτvib, (6.13)
where ω is the angular frequency, kˆ is the dimensional wavenumber, and a is the volume
averaged speed of sound. This is based on the results obtained in isotropic turbulence.
Extracted wavenumbers are plotted at four different times in Figs. 6.16-6.19 for all
Dav cases. The collapse of the values appears to fluctuate in time, and differ between
streamwise and spanwise quantities. In the spanwise direction, the higher wavenumbers
collapse better than the lower ones do. At t/τvib = 630 and 780 the peaks collapse
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(a) Streamwise Spectra. (b) Spanwise Spectra.
Figure 6.14: Decomposed kinetic energy spectra in streamwise and spanwise directions
at t/τθ = 570 for Mc = 1.1.
(a) Streamwise Spectra. (b) Spanwise Spectra.
Figure 6.15: Decomposed kinetic energy spectra in streamwise and spanwise directions
at t/τθ = 780 for Mc = 1.1.
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moderately well, whereas at the other two times the low wavenumbers are shifted to
the left. The spanwise peaks display a shift in peaks from left to right with increasing
k. The reasons behind this trend are not yet fully understood.
(a) Streamwise. (b) Spanwise.
Figure 6.16: Decomposed compressible energy spectra at specific non-dimensional
wavenumbers in streamwise and spanwise directions at t/τθ = 570 and Mc = 1.1.
6.5 Mc Effects
The effects of compressibility are examined by lowering Mc. Increasing values of Mc
beyond 1.1 require significant amounts of dissipation, and are not necessary for under-
standing compressibility effects in the context of this work. Fluctuating temperatures
are plotted in in Fig. 6.20 for two different times. The trends in the fluctuations are
similar to the Mc = 1.1 case. Thermal nonequilibrium is greatest near the center of the
shear layer, and translational temperatures are damped.
The momentum thickness, shown in Fig. 6.21, is virtually unaltered by Dav, as in the
higher compressible case. This trend is again reflected in the turbulent kinetic energies
(not shown), which also show no observable difference. We expect these conclusions,
since the compressibility is reduced, and this is consistent with lowering the Mt in the
isotropic simulations.
79
(a) Streamwise. (b) Spanwise.
Figure 6.17: Decomposed compressible energy spectra at specific non-dimensional
wavenumbers in streamwise and spanwise directions at t/τθ = 630 and Mc = 1.1.
(a) Streamwise. (b) Spanwise.
Figure 6.18: Decomposed compressible energy spectra at specific non-dimensional
wavenumbers in streamwise and spanwise directions at t/τθ = 690 and Mc = 1.1.
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(a) Streamwise. (b) Spanwise.
Figure 6.19: Decomposed compressible energy spectra at specific non-dimensional
wavenumbers in streamwise and spanwise directions at t/τθ = 780 and Mc = 1.1.
So far, in both isotropic and shear flows, optimal damping has been observed re-
gardless of the compressibility. In lower compressibility flows, the damping was small,
but still observable. However, for Mc = 0.7, no damping is observed in the volume
averaged dilatational fluctuations in Fig. 6.22. The volume averaging was calculated as
discussed in the previous section, by averaging over the volume bounded by the mo-
mentum thickness. The dilatational fluctuations in all cases increase from the reference
Dav = 0 case. An initial increase proportional to Dav of the fluctuations is followed
by a reduction in time which is constant across all cases. This initial increase may be
a function of the initialization, but has not been quantified. Regardless, the constant
decay of dilatational fluctuations in time across all Dav indicates very little absorption
of compressible energy by the vibrational mode.
The decomposed spectra given in Fig. 6.23 provide further evidence of the impor-
tance of compressibility. Almost no observable effect on the compressible energy mode
is observed by varying Dav. The compressible energy represents a much smaller pro-
portion of the total kinetic energy than in the Mc = 1.1 case.
Further comparison can be made by extracting wavenumbers and scaling the values
in the same way we did in the previous section. These values are plotted for two times in
Figs. 6.24 and 6.25, with the same axes as in Figs. 6.16 - 6.19. At both times shown, the
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(a) t/τθ = 510. (b) t/τθ = 630.
Figure 6.20: Rms fluctuating temperature profiles at two different times for Mc = 0.7
and varying Dav. Solid lines represent T
′, and dashed T ′v.
scaled spanwise spectra are virtually zero, meaning they are equivalent to the Dav = 0
case. For the scaled streamwise spectra, the higher values of ωτvib are unchanged from
the reference case. These values represent slower relaxation rates (smaller Dav). The
lower values of ωτvib and faster relaxation cases in the streamwise direction, and to a
much smaller extent in the spanwise case, are modified. However, these wavenumbers are
all modified by the same amount, consistent with the previous observations regarding the
volume averaged fluctuating dilatation. Comparing these values with those obtained in
the higher compressibility case makes clear that vibrational relaxation effects are highly
dependent on compressibility.
6.6 Conclusion
Vibrational energy relaxation effects in temporally evolving turbulent shear layers were
studied using DNS. Initial conditions were outlined, and numerical requirements, par-
ticularly the addition of constant numerical dissipation into the fluxes for the Mc = 1.1
case, were discussed. The tuning of the vibrational relaxation rate to the turbulent
motion was examined by varying Dav. The relevant turbulent time scale used to de-
fine Dav was determined to be the large-structure acoustic time scale. Compressibility
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Figure 6.21: Time history of the evolution of momentum thickness for various Dav and
Mc = 0.7.
effects were also studied by considering two Mc cases, 0.7 and 1.1.
Comparisons are made with isotropic turbulence, with the primary exchange of en-
ergy between kinetic and vibrational modes occurring through the compressible modes.
This was observed in averaged flow quantities and decomposed velocity spectra. Similar
to the isotropic conclusions, the incompressible energies were much larger in magnitude
than the compressible modes, and were unaffected by vibrational energy relaxation.
This large disparity in energies yielded no effect on averaged turbulent kinetic energies
or shear layer growth rates.
Optimal damping was defined by volume averaging quantities in the turbulent core
bounded by the momentum thickness. Damping of acoustic fluctuations and shifts in
peak values across Dav cases can adversely influence interpretations of optimal damping.
The gas was optimally damped when the vibrational relaxation rate was on the order
of the large-scale acoustic rate, and is consistent with the tuning parameter in isotropic
turbulent simulations. However, the clear wavenumber specific damping observed in
isotropic flows was not observed in turbulent shear flows. The compressible spectra
were altered by Dav, but not as significantly. An attempt at collapsing the peaks in a
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Figure 6.22: Evolution of fluctuating dilatation averaged in volume bounded by δθ in
time, for various Dav and Mc = 0.7.
similar way to the isotropic flows was mostly inconclusive. The peaks in compressible
energy damping at a given wave number were near ωτvib of one, and were moderately
collapsed for the streamwise direction. The spanwise direction, while the peaks were
also order ωτvib of one, displayed a trend with increasing wavenumber.
The effects of compressibility were evaluated by considering two Mc. The lower
compressible Mc = 0.7 was virtually unaffected by vibrational energy relaxation. Di-
latational fluctuations were not damped, and the compressible energy was revealed to
be significantly lower than the incompressible energy. These effects highlight the com-
pressible coupling of the interaction between turbulent flows and vibrational energy
relaxation, and is consistent with the conclusions from isotropic turbulent flows.
84
(a) Streamwise Spectra. (b) Spanwise Spectra.
Figure 6.23: Decomposed kinetic energy spectra in streamwise and spanwise directions
at t/τθ = 630 for Mc = 0.7.
(a) Streamwise. (b) Spanwise.
Figure 6.24: Decomposed compressible energy spectra at specific non-dimensional
wavenumbers in streamwise and spanwise directions at t/τθ = 510 and Mc = 0.7.
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(a) Streamwise. (b) Spanwise.
Figure 6.25: Decomposed compressible energy spectra at specific non-dimensional
wavenumbers in streamwise and spanwise directions at t/τθ = 630 and Mc = 0.7.
Chapter 7
Summary and Conclusions
In this thesis, the effects of vibrational energy relaxation on turbulent flows are studied.
Fundamental turbulent flows were considered to gain an understanding of the energy
exchange mechanisms, and how the vibrational relaxation rate tunes to the turbulent
flow. Here, tuning occurs when the turbulent fluctuations are optimally suppressed.
The flows were compressible isotropic turbulence, and temporally evolving shear layers.
A vibrational Dahmko¨hler number was defined using a turbulent time scale and the
vibrational relaxation time. For both flows, the vibrational relaxation rate was tuned
to the large-scale acoustic rate of the turbulence.
In the first part of this thesis, the governing equations, assumptions, and models
were outlined. The flows in this work used a single-species formulation with a finite-
rate conservation equation for vibrational energy. Vibrational energy is modelled using
a simple harmonic oscillator assumption, and the transfer of energy is governed by
a Landau-Teller form. The finite-volume methodology is used, with high-order con-
vective fluxes and explicit time integration necessary for the simulations in this work.
High-fidelity direct numerical simulations (DNS) were necessary to gain a fundamental
understanding of the flow physics. No turbulent modelling is used, and all length and
time scales are resolved.
A brief discussion on the properties of acoustic damping by internal energy relaxation
is then presented in chapter 4. The conclusions help lay the foundation for understanding
how energy relaxation effects turbulent flows. Theory has shown that acoustic waves
are optimally damped when the frequency of the wave is on the order of the inverse
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relaxation time. The ability of a gas to absorb acoustic energy is dependent on how
much energy can be transferred and stored. Damping also requires excitation of the
energy mode. These results are verified by DNS of acoustic wave propagation. DNS
results are also used to demonstrate the physics of acoustic wave propagation.
The remaining chapters of the thesis present the results of the interaction between
turbulent flows and vibrational energy relaxation. Compressible isotropic turbulence
results are presented showing the energy exchange mechanisms and how the vibrational
relaxation rate tunes to the turbulent motion. Vibrational energy relaxation has a
damping effect on turbulent flow quantities. However, very little effect on the turbulent
kinetic energy was observed. This was supported by decomposing the velocity field into
compressible and incompressible components. The incompressible energy is unaffected
by vibrational energy, and is significantly greater in magnitude than the compressible
component. This energy disparity results in a weak effect on turbulent kinetic energy
by vibrational energy relaxation.
The results of the compressible isotropic turbulent study were generalized to a more
complex flow by considering temporally evolving shear layers. In these cases, the tem-
perature fluctuations were damped in a similar manned to the isotropic fluctuations.
The damping was greatest near the center of the shear layer, where the turbulence is
the most intense. Dilatational fluctuations were also moderately damped, but showed
significant increase as the relaxation rate increased. This significant increase was not
observed in isotropic flows, where all dilatational fluctuations were damped from the
reference case.
In both sets of turbulent flows, the effects of compressibility were examined by
varying the relevant Mach number. The effect of vibrational energy on turbulent flow
was observed to be strongly dependent on the compressibility of the flow. Additionally,
the compressible energy spectra revealed that the vibrational energy is coupled to the
turbulence through the acoustic modes. In isotropic flows, wavenumber specific damping
was shown when the vibrational relaxation rate was similar to the acoustic frequency.
This was less obvious in the shear results.
The turbulent flows considered in this work were shown to be tuned to the vibrational
relaxation rate when the relaxation time was on the order of the large scale acoustic
motion. For isotropic turbulence, this was defined using the integral length scale and
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the acoustic wave speed, and for shear turbulence the momentum thickness was the
relevant length scale. While these effects are weak on the turbulence, temperature
fluctuations and specific portions of the compressible energy spectra can be damped
when the relaxation rate is tuned to the turbulent flow. This tuning has potential use
in flow control, such as modifying a turbulent boundary layers thermal properties by
gas injection.
In the simulations considered in this work, the flows were initialized in thermal equi-
librium. Previous studies[4] have shown that in chemically reacting flows, heat release
can strongly effect the turbulence. These effects are strongest when the compress-
ible energy of the flow is of the same order or greater than the incompressible energy.
Significant thermal nonequilibrium, where the vibrational and translational-rotational
temperatures are vastly different, can have similar effects to heat release in chemically
reacting flows. This occurs as significant amounts of energy are released or transferred
from the vibrational mode. The effects of these vibrationally hot or cold flows on turbu-
lence is a potential area for future research. Understanding and quantifying how these
effects impact turbulent motion is relevant to flow control.
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Appendix A
Compressible Isotropic Initial
Conditions
A.1 Incompressible Velocities
Velocity fuctuations are obtained from a given energy spectrum with zero divergence
are generated using the method developed by Rogallo[38]. The velocity components are
calculated in frequency space by
uˆ =
αkk2 + βk1k3
k
√
k1k1 + k2k2
,
vˆ =
βk2k3 − αkk1
k
√
k1k1 + k2k2
,
wˆ = −β
√
(k1k1 + k2k2)
k
,
(A.1)
where k is the magnitude of the wave vector, and α and β are defined as
α =
√
E
2pik2
exp(iθ1) cos(φ),
β =
√
E
2pik2
exp(iθ2) sin(φ).
(A.2)
In the definitions above, E is the energy obtained from the given spectrum, and θ1, θ2,
and φ are random phases. For k1k1 + k2k2 = 0, uˆ = α, vˆ = β, and wˆ = 0. The mean is
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set to zero, and symmetry is imposed to obtain an entirely real field when transforming
to physical space.
A.2 Thermodynamic Fluctuations
Thermodynamic fluctuations are calculated using the methodology developed by Ris-
torcelli and Blaisdell[39]. The general procedure is given here; details on the derivation
can be found in Riscorcelli and Blaisdell[39] and Ristorcelli[52]. The non-dimensional
thermodynamic fluctuations are calculated by first relating the fluctuating pressure field
to the velocity field in frequency space.
pˆ1 = −kikj
k2
uˆiuˆj (A.3)
In deriving this equation, an assumption was made that the incompressible pressure
fluctuations dominate the acoustic pressure fluctuations. This assumption requires low
Mt; in the applications used here, this limit was found to be around Mt ∼ 0.55.
The pressure fluctuations are transformed to physical space, the density fluctuations
are found from
ρ1 =
1
γ
p1. (A.4)
The temperature fluctuations are then calculated using
T1 =
γ − 1
γ
p1. (A.5)
The dimensional thermodynamic fluctuations are then related by, for example,
p = P0(1 + γM
2
t p1) (A.6)
Dimensional values of density are obtained using this same form. Rather than com-
pute the fluctuating temperatures in Eq. A.5, the dimensional temperatures are simply
obtained from the ideal gas law after the pressure and densitiy are calculated.
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A.3 Compressible Velocities
A compressible component of velocity is added to the incompressible velocity computed
from Eq. A.1. The methodology used is also given by Riscorcelli an Blaisdell[39]. The
non-dimensional dilatation is related to the pressure and velocity field in frequency space
using
−γdˆ = pˆ1,t + vˆkpˆ1,k. (A.7)
The time derivative of the fluctuating pressure, pˆ1,t, is obtained from
pˆ1,t =
2
k2
[(vˆkvˆi,k + pˆ1,i)vˆj ]kikj . (A.8)
The dilatational velocity is then computed as
wˆj = −i
(
kj
k2
)
dˆ. (A.9)
The full velocity field is obtained by adding the dilatational and incompressible velocities
together.
Appendix B
Compressible Temporal Shear
Initial Conditions
B.1 Incompressible Velocities
Incompressible velocities for the shear layer are initialized using the following method-
ology. The initial mean velocity field is set to
u(z) =
∆u
2
tanh
(
z
2δθ
)
, v = w = 0. (B.1)
The mean velocity field is incompressible, verified by evaluating ∇ · ui = 0.
Velocity fluctuations are obtained by generating random numbers in a triply periodic
cube. The random numbers are set to have zero mean and a uniform distribution. These
numbers are transformed to frequency space, where an isotropic energy distribution is
imposed from
E(k) =
(
k
k0
)4
exp
[
−2
(
k
k0
)2]
(B.2)
This energy spectrum is imposed on the field in frequency space by
uˆisoi = uˆ
ran
i
√
E(k)
Eran(k)
, (B.3)
where the superscript ran refers to the random field quantities.
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The extent of the fluctuations are limited to the shear layer using a shape function
in physical space. An exponential decay of the form,
f(z) = exp
(
− z
2δθ
)
, (B.4)
is used to limit the vorticity fluctuations,
ωi = ω
iso
i f(z). (B.5)
By limiting the fluctuations with an exponential decay, compressibility is added to
the field. The compressible component of the velocity is removed by decomposing the
field with a Helmholtz decomposition which solves three Poisson equations. This method
of velocity decomposition is described in Appendix C. Eighth-order methods are used
to calculate the incompressible velocity field. The incompressible velocity fluctuations
are then added to the mean field to obtain the full incompressible velocity field.
B.2 Thermodynamics
The thermodynamic quantities are linked to the incompressible velocity field through
the Poisson equation,
−∇p′ = ∂
2uiuj
∂xi∂xj
. (B.6)
The Poisson equation for pressure is solved using the same methodology provided in
Appendix C.3.1. The pressure fluctuations are then added to the mean pressure field.
The density field is set through the isentropic flow equation,
ρ = ρ
(
p
p0
)1/γ
. (B.7)
The temperature field is found from the ideal gas law.
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B.3 Validation
The initial conditions and numerics were validated using data from Pantano and Sarkar[44].
Results were obtained using US3D and perfect gas air, with the same solution methodol-
ogy and flow domain presented in Chapter 6. Additional comparisons of the momentum
thickness growth rate are given in Fig. B.1[53, 54, 55, 46, 56, 57, 58, 59]. Figure B.1 also
shows the ’Langley Experimental Curve,’ obtained from compiling several experiments
of air shear layers. The experimental growth-rates may be modified by density ratio
effects, and these effects are usually attributed to differences in numerical and experi-
mental results[44]. US3D simulations compare well with both the data from Pantano
and Sarkar and the Langley experimental curve across all Mc. The difference between
US3D and Pantano and Sarkar for Mc = 0.7 is most likely due to different domain sizes;
the simulation used for this case was twice the size of the domain used by Pantano and
Sarkar.
Figure B.1: Comparison of momentum thickness growth rate from simulations using
US3D (blue diamonds) with the Langley Curve (solid line), experimental values (open
symbols), and DNS values (closed symbols). The growth rate is normalized using the
incompressible growth rate.
Appendix C
Velocity Decomposition
C.1 Helmholtz Decomposition
The interaction of internal energy modes with kinetic energy modes is studied by decom-
posing the velocity field. This decomposition is also used to remove the compressible
component of the velocity field for the initialization of shear flows described in Ap-
pendix B. A Helmholtz decomposition is used to decompose the kinetic energy into
incompressible (solenoidal) and compressible (dilatational) velocities. The compressible
component, uC , is curl-free and contains compressions and expansions. The incompress-
ible component, uI is the remaining content of the kinetic energy mode, such as vortical
motion, and is divergence-free. Kinetic energy spectra of each component can then be
computed to examine the broadband effects of relaxation on turbulence.
∇× uC = 0 (C.1)
∇ · uI = 0 (C.2)
The Helmholtz decomposition is computed using two separate methods. Moyal[43]
introduced a decomposition of the velocity field in Fourier space which is equivalent to
a Helmholtz decomposition. While this method gives spectral accuracy in the decom-
position, periodic boundary conditions are also requires in each direction. For the com-
pressible isotropic simulations studied in Chapter 5, this condition is satisfied. However,
101
102
the mixing layer simulations in Chapter 6 have non-periodic directions, and therefore
cannot use the spectral method. The second method uses Poisson equations to decom-
pose the velocity into incompressible and compressible components. Both methods are
described below, and comments are made on order of accuracy requirements when using
the Poisson equations.
C.2 Spectral Equations
Moyal[43] introduced a decomposition of the velocity field in wave space in his study on
isotropic flows. This decomposition is equivalent to a Helmholtz decomposition. In wave
space, the velocity can be described with a component parallel to the wave vector, and
a component which is perpendicular. Transforming Eq. C.2 to wave space, kiuˆ
I
i = 0,
requires that the perpendicular component be the incompressible velocity. This leaves
the parallel component as the compressible velocity. The equations used for the spectral
decomposition of velocity are given below. Given a Fourier transformation of velocity
(the FFTW package is used in this work[60]), the decomposition is extremely simple
and highly accurate.
uˆCi =
kj uˆj
k2
ki (C.3)
uˆIi = uˆi − uˆCi (C.4)
C.3 Poisson Equations
While the method described in the previous section is simple and accurate, periodic
boundary conditions in every direction are required. When non-periodic boundary
conditions are used, such as in the shear flows considered in this work, a different
method is required. The decomposition method used in this work for these cases solves
Poisson equations to obtain the incompressible velocity. The Poisson equations are
derived by first recalling the following vector identity:
∇(∇× ~A) = ∇(∇ · ~A)−∇2 ~A (C.5)
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The first term on the right hand side contains the divergence of A. Applying this
equation to the velocity field and setting the divergence to zero, the Poisson equations
for the incompressible component of velocity are:
∇(∇× ~u) = −∇2~uI (C.6)
This formulation actually represents three independent Poisson equations for uI .
The compressible component of the velocity is then found by subtracting ~uI from ~u.
~uC = ~u− ~uI (C.7)
Alternatively, ~uC could be obtained from C.5 by setting the curl to zero, and then
computing ~uI from Eq. C.7. However, the three equations for ~uC are coupled through
the divergence term and much more difficult to solve.
C.3.1 Numerics
Three separate Poisson equations are needed to calculate uI . The solutions to these
equations can be difficult and time consuming. Central-based finite-difference schemes
are used to discretize each velocity component of Eq. C.6. Various orders of accuracy
are evaluated, with the cell-centered data used in the scheme. The order of accuracy
required to accurately decomposed the velocity to a desired level is covered in the next
section. Periodic boundary conditions are applied in the two homogeneous directions.
In the transverse direction, the sponge layer at the top and bottom of the domain is
removed, and Neumann boundary conditions are used at ±Lz/2. A single Dirichlet
point was set at the bottom corner (x = 0, y = Ly/2) of the domain to anchor the
solution. The value of the Dirichlet point was set to the velocity of the cell.
The Poisson discretized equations are solved in matrix form, using a parallel GMRes
method contained within the PETSc library[61]. Using a GMRes method allowed for
faster convergence times than standard iterative methods, such as Jacobi point relax-
ation or Gauss-Seidel. In most cases examined in this work, the three Poisson equations
were solved simultaneously. Each solution used 96 cores, with approximately 10-20
minutes of wall-clock time to reach convergence.
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C.3.2 Verification and Order of Accuracy
Verification of the method described above was performed using decompositions of
isotropic turbulence from the spectral equations. The velocity field is obtained from
a simulation with Reλ = 175, Mt = 0.5, Dav = 8. A case with vibrational relaxation
was used to determine how well the method captured the change in shape of the spectra.
The order of accuracy of the derivatives in Eq. C.6 and the Poisson solutions was also
examined with 2nd, 4th, 6th, and 8th order central-based schemes. Figure C.1 shows
the results of this verification and the comparison between order of accuracies.
Figure C.1: The Poisson equations are solved using various order of accuracy central-
based schemes and verified against the solution from the spectral equations. The velocity
field is obtained from Isotropic turbulent simulation with vibrational relaxation (Reλ =
175, Mt = 0.5, Dav = 8).
As seen in Fig. C.1, the Poisson method does a reasonably good job of matching
the spectral method, especially as the order of accuracy is increased. The incompress-
ible component, with larger energetic content, is matched very well between all cases.
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Some difference is observed at higher wave numbers, with the difference decreasing as
order of accuracy increases. This is expected, as numerical error results in increased
energy at the highest wavenumbers. Significant difference is seen in the compressible
component for the second order method as the wavenumber increases. As the order
of accuracy increases, the Poisson method matches the spectral method for higher and
higher wavenumbers. The second and fourth order methods contain increased energy in
regions where the shape of the compressible spectrum is changed, while the sixth and
eighth order methods resolve this trend with acceptable accuracy. The computational
cost between orders of accuracy is negligible; eighth order schemes are therefor used to
solve the Poisson equations in this work.
Appendix D
Model Constants
D.1 CO2 Properties
MW 44.0095
NVM 4
Blottner Coefficients
A -0.041372
B 1.3293
C -15.016
θv,m(K)
Two Bending Modes 959.66
Symmetric Mode 1918.7
Asymetric Mode 3382.1
MW Constants
A 36.5
B -0.0193
Table D.1: Gas properties for CO2. Note that CO2 is a linear polyatomic molecule.
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D.2 Vibrational Relaxation Rate Properties
D.2.1 Procedure to Modify Relaxation Rate
The vibrational relaxation times are varied by altering the constants in the Millikan and
White (MW) semi-empirical curve fits (Eq. 2.21), and shown again,
τm =
1
P
exp[Am(T
−1/3 −Bm)− 18.42], (D.1)
where the pressure is in atmospheric units, and m is the vibrational mode. All vibra-
tional modes are assumed to relax at the same τm, so that the constants Am and Bm
are the same for each mode. This is the case for standard unmodified CO2, and reduces
the complexity of modifying τvib significantly.
The constants are modified by specifying a desired τvib, usually by providing a
desired Dav and corresponding definition. A range of A values are considered, usually
[−100 : 100], and B is calculated to match τvib. The constants are selected such that
the distance, evaluated as,
D = (
A
A0
− 1)2 + ( B
B0
− 1)2 (D.2)
is minimized. A0 and B0 are the original unmodified constants. The original constants
are given in Table D.1, and the modified constants are provided below.
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D.2.2 Modified Vibrational Relaxation Rate Constants
Mt = 0.1, Reλ = 72
Dav A B
0 100.0 -1.0
1 51.4 -0.02092
7.2 36.5 -0.01930
10 34.0 -0.01903
20 28.6 -0.01873
30 25.4 -0.01870
Mt = 0.3, Reλ = 72
Dav A B
0 100.0 -1.0
0.5 41.7 -0.01966
0.98 36.5 -0.01930
3.3 27.0 -0.01876
7 21.2 -0.01829
15 15.1 -0.01870
Mt = 0.5, Reλ = 72
Dav A B
0 100.0 -1.0
0.125 43.9 -0.01996
0.25 36.5 -0.01930
0.5 33.3 -0.01896
1 27.9 -0.01862
2 22.4 -0.01868
4 16.9 -0.01879
8 11.4 -0.01899
16 5.9 -0.01958
32 0.5 -0.00753
64 -5.0 -0.01945
Mt = 0.5, Reλ = 175
Dav A B
0 100.0 -1.0
0.1 52.7 -0.02109
0.5 40.6 -0.01982
0.86 36.5 -0.01930
2 30.0 -0.01866
4 24.5 -0.01873
8 19.0 -0.01883
16 13.5 -0.01902
32 8.0 -0.01947
64 2.6 -0.01694
Table D.2: Millikan and White modified constants for isotropic cases.
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Mc = 0.7
Dav A B
0 100.0 -1.0
0.004 65.5 -0.02334
0.07 44.9 -0.02011
0.2 36.5 -0.01930
0.6 27.8 -0.01876
0.7 26.3 -0.01888
1 23.7 -0.01860
10 5.3 -0.01842
Mc = 1.1
Dav A B
0 100.0 -1.0
0.13 36.5 -0.01930
0.38 27.7 -0.01874
0.53 25.1 -0.01852
0.8 21.7 -0.01860
1 19.9 -0.01828
6.35 4.7 -0.01927
25 -6.4 -0.02002
Table D.3: Millikan and White modified constants for shear cases.
