Abstract-This paper considers the use of the linear amplification with nonlinear components (LINC) technique for the power amplification of spectrally compact offset quadrature phase shift keying (OQPSK) signals allowing the use of highly efficient, low cost, and strongly nonlinear high power amplifiers (HPAs). However, the performance of the LINC signal separation and power combining procedures decreases with the rise of the signal's peak-to-average power ratio (PAPR). A new ring-type magnitude modulation (RMM) method is proposed for OQPSK signals that limits both its maximum and minimum complex envelope excursions avoiding zero crossings, without spreading the transmitted signal's spectrum. The performance results show that band-limited OQPSK signals whose envelope has low fluctuations produce LINC components with a narrower spectrum, with a considerable impact on the LINC transmitter regardless of the type of combiner chosen: when using a passive/matched combiner, the transmitter's power efficiency is significantly increased without spreading the combined signal's spectrum; for the highly efficient non-linear Chireix combiner, there is a reduction of the amount of spectral leakage produced by nonlinearly combining the LINC signal components. Finally, an iterative decoding scheme is also proposed, which employs estimates of the received symbols' RMM coefficients to compensate the RMM distortion.
important challenges regarding the channel propagation constraints (this is characterized by high free space path losses, small diffraction effects, and huge losses due to obstacles) and implementation difficulties at the hardware level. These issues combined with the large bit rates means that 5G's power requirements are much more severe than with conventional sub-6GHz communications, thus making efficient power amplification crucial for mm-wave communications.
The power amplification stage is in fact one of the critical components in the design of wireless transmitters. Most spectral efficient transmission techniques impose stringent linearity requirements with a consequent negative impact on power efficiency and HPA's cost; class A, AB or quasi-linear HPAs have to be used. In fact, the high PAPR of highorder constellation signals (e.g m-ary quadrature amplitude modulation (QAM)) add an additional efficiency penalty, since they require a larger back-off from the linear HPA's saturation point. These constraints have motivated the development of envelope controlling and PAPR reduction techniques over the last decades [4] [5] [6] [7] . However, most of these techniques increase the transmitter's complexity, while not precluding the need for using linear or quasi linear amplifiers. Therefore, the strict power efficiency requirements of upcoming 5G systems, especially those operating at mm-wave frequencies, crave for a different approach.
The LINC technique [8] [9] [10] has the potential to fill in that role, since it allows to perform linear amplification through the use of strongly nonlinear amplifiers such as class D or E amplifiers; these amplifiers have a much higher efficiency and a lower complexity, being much cheaper than linear or quasi linear HPAs [7] , [11] . The LINC method consists in separating an input signal in two constant-envelope branches to be amplified separately by two highly efficient strongly non-linear amplifiers. Then, the two amplified components are combined in order to produce an output signal corresponding to the linear amplification of the input. In practice, the LINC signal components can be recombined using either: a passive combiner [9] which provides perfect linear signal combination at the expense of some LINC's overall power efficiency loss due to lower efficiency of the combiner; or a nonlinear Chireix combiner [12] , highly efficient, though at the cost of a nonperfect linear combination of LINC's signal components.
While the LINC technique has a tremendous upside, its true potential is limited by the envelope characteristics of the input signal [9] . When LINC is used the amplitude information of the bandlimited signal to be amplified is carried in the LINC signal components' phase. A highly fluctuating envelope produces constant envelope LINC signal components with a high 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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phase variation, thus having a much broader spectrum than the signal from which they were derived, resulting in an increase of the bandwidth that each nonlinear HPA needs to accommodate. Furthermore, it is also well known that for a LINC system employing a passive combiner the power efficiency tends to decrease as the signal's PAPR increases [9] . Both these LINC limitations can be addressed and mitigated by reducing the amplitude dynamic range of the signal to be amplified. The use of modulations producing signals with low envelope fluctuations, such as OQPSK-type modulations, are therefore desirable for LINC; nevertheless, these are not usually regarded as good candidates to meet the spectral efficiency and high bit rates requirements of modern communication systems. Spectrally efficient transmission techniques manage to produce signals with compact spectrum (e.g., through filtering using a square-root raised-cosine filter with small roll-off), with the resulting signals having high envelope fluctuations and PAPR. The situation is significantly aggravated when large constellations (e.g., 16 -QAM or 64-QAM constellations) are employed to further improve the system's spectral efficiency, and the resulting high PAPR signals may seem to limit the potential of LINC use. However, any M-ary constellation can be decomposed as a sum of several polar components [13] , which can be modulated as OQPSK signals (also known as staggered QPSK [14] ) and amplified and transmitted separately, eventually employing multi-layer massive antenna structures [15] , [16] envisioned for 5G, enabling very efficient signal transmission provided that an efficient amplification for OQPSK signals with compact spectrum is employed.
The time offset between in-phase and quadrature components of OQPSK signals naturally results in lower envelope fluctuations and zero-crossing avoidance than with non-offset modulations. Nonetheless, OQPSK bandlimited signals close to the Nyquist limit still present substantial envelope fluctuations. Regarding this, magnitude modulation (MM) techniques [17] , [18] are known to be effective methods of controlling the signal's envelope excursions without spreading the transmitted signal's spectrum or noticeably affecting transmission's bit error rate (BER) performance. However, when applied to bandlimited OQPSK signals, conventional magnitude modulation (MM) techniques only control the maximum upper envelope excursion, with the resulting signals still having a high dynamic range (although with lower PAPR), with frequent zero crossings, not allowing an efficient LINC transmission. This paper develops the recent proposed RMM method [19] [20] [21] , especially designed for narrowband OQPSK signals, to be included in a single-carrier (SC) transmitter with a LINC power amplification stage (which for simplicity will be referred to hereafter as a LINC transmitter). Unlike conventional MM techniques, the RMM technique leads to OQPSK signals with compact spectrum and whose envelope has a low dynamic range and very low PAPR, leveraging an efficient power amplification. The performance of OQPSK when employing RMM is studied analytically for the additive white gaussian noise (AWGN) channel, and an efficient iterative receiver is proposed. Also, an overall study is made when combining RMM-OQPSK signals with LINC amplification considering both types of LINC combiners, i.e. passive and Chireix; different perspectives are considered and analyzed as a whole, namely, achievable efficiency gains, bandwidth requirements of nonlinear HPAs, robustness against HPAs' phase and gain imbalances and clipping. It is shown that combining the proposed RMM method with LINC is beneficial for both the passive and Chireix combiners. This paper is organized as follows. Section II presents the LINC power amplification stage, along with the problems that restrain its implementation. In order to overcome these limitations, section III introduces the RMM method [19] , [20] . After explaining its main features and the algorithm for computing the RMM coefficients, section IV presents the proposed transceiver scheme that combines RMM with the LINC technique, where it is explained the procedure to choose the RMM amplitude boundaries that address the LINC's challenges. In this section it is also presented an iterative decoding scheme that makes up for the distortion introduced by the RMM coefficients [21] . Section V explores the possible power efficiency and bandwidth tradeoffs that result from either using post-filtering clipping together with passive combiners or by employing a Chireix combiner instead. Concluding remarks are provided in section VI.
II. LINC SYSTEMS
The linear input-output power relationship requirement of various communication systems severely restricts the choice of the HPAs to be included in these systems, since linear HPAs have a substantially lower power efficiency than their nonlinear counterparts [7] , [11] . The LINC technique [8] [9] [10] was developed to overcome these restraints, managing to achieve linear power amplification while employing highly efficient and grossly non-linear HPAs.
A. Basic Concepts
Generically, the LINC technique can be described by the following set of equations [8] , [9] :
where s(t) is the signal to amplify with instantaneous amplitude r (t) ≥ 0 and phase φ(t) (where both r (t) and φ(t) are time-varying functions), which is decomposed as the sum of two constant envelope signals s 1 (t) and s 2 (t) that are separately amplified by highly efficient NL HPAs. The LINC's components, s 1 (t) and s 2 (t), are phase modulated signals with amplitude r max /2 (where r max = max r (t)) and instantaneous phase φ(t) ± θ(t), where θ(t) is the LINC branches' decomposition angle. Alternatively, (3) can be written as:
where
is the scaling factor for the component in quadrature with the bandlimited signal s(t). Fig . 1 presents the structure of a LINC amplifier. While the LINC components s 1 (t) and s 2 (t) need to be linearly recombined to obtain an amplified replica of the input signal s(t) (typically using a passive/matched combiner), this combining method offers low efficiency when dealing with signals with high envelope fluctuations [9] . Alternatively, combiners that compromise linearity in order to significantly improve the transmitter's power efficiency may be used, such as the Chireix combiner [12] that is also shown in Fig. 1 as part of the LINC amplifier. According to [12] , the envelope r o (t) of the recombined signal s o (t) can in this case be written as:
is the combination method's gain, which is a constant term that depends on the circuit's electrical parameters: G is the amplifiers' gain, z c = Z c /Z o represents the normalized characteristic impedance of the combiner's quarter-wave transmission lines, Z o is the output load's impedance, B is the stubs' susceptance, and λ = arctan(B · Z 0 ) is the stubs' electrical length. Despite the clear differences between a Chireix combiner without stubs and a passive combiner ( [9] provides a detailed study on the subject), equation (6) is also valid for a passive combiner with G c = G and λ = 0. Moreover, r o (t) given by (6) is an amplified and phase-shifted version of (2), which means that λ =0 yields a nonlinear amplification gain for the Chireix combiner. Due to the flexibility offered by digital signal processing, LINC separation is usually performed in the discrete time domain [9] , [22] , [23] , along with, the bandwidth limitation performed by pulse shaping (typically using a root raised cosine (RRC) filter [24] ) on the modulated signal before the LINC amplification stage. Converting equations (1)- (6) to the digital domain is a trivial operation, and from now on any reference to them will be alluding to their digital equivalent representation.
Despite the LINC's technique potential efficiency gains, its implementation faces challenges that result from the signal separation and recombination procedures, and from the imbalances between the HPAs, which are examined in the following.
B. Broad Spectra LINC Signal Components
The high power efficiency of the LINC transmitter arises from employing highly efficient, nonlinear HPAs to amplify two constant-envelope signals s 1 and s 2 . The signal separation performed by the LINC structure, by either computing (3) or (4), can be regarded as phase modulating the LINC components with the information stored within the original signal, as it is more easily perceived from (3). Accordingly, the LINC components have a much larger bandwidth than the input bandlimited signal s n , and their spectrum broadens as the envelope fluctuations increases [9] .
In order to keep the constant-envelope characteristics of s 1 and s 2 , the nonlinear HPAs are required to accommodate the bandwidth of the LINC components. The same care should be taken while designing the digital-to-analog converters (DACs)' reconstruction filter; however, the order of these filters can be significantly reduced by using a higher oversampling rate [24] . Regarding this, Fig. 2 depicts the spectrum of the LINC components that result from a QPSK and an OQPSK signal, respectively; s 1 and s 2 have an identical power spectrum so, without loss of generalization, only the spectrum of one of these components is shown. While a high oversampling factor L, with L ≥ 16, is critical for a feasible transmission system using the QPSK modulation scheme [25] , this factor is much less restrictive when it is used an OQPSK digital modulator (e.g., L = 8) [20] , due to the much lower bandwidth requirements for the LINC signal components computed from the OQPSK signal, as it is easily perceived from Fig. 2 . This is consistent with the idea that an envelope with lower fluctuations produces LINC components with a narrower spectrum.
Another problem to take care relates to the gain and phase imbalances between the nonlinear HPAs that amplify the LINC components. While theoretically, the signal reconstruction performed by a LINC linear combiner assumes each the nonlinear HPAs have the same amplification gain [8] , with the envelope of LINC's output signal being given by G c r (t), this may not be the case in practice, and it may lead to a significant performance degradation [9] , [19] . According to [25] and [19] the transmitted signal's spectrum experiences an increase of out-of-band radiation as the HPAs become more unbalanced; however the reduction of the dynamic range of input signal's envelope increases the system's robustness against to imbalances. Additionally, the LINC transmitter is more sensitive to phase imbalances [9] , [10] , as it is expected, since the constant-envelope LINC signal components s 1 and s 2 keep the signal's information in their phases.
For LINC transmitters that employ the Chireix combiner, there is the additional spectral spreading problem associated with its nonlinear amplification gain, expressed in signals' output envelope (6) by a phase-shift λ. Since a reduced range of the decomposition angle θ yields a combiner's gain with a smaller range and a more homogeneous distribution (see (2) and (6)), it is reasonable to expect that reducing the envelope fluctuations of s n will mitigate the undesirable outof-band radiation levels, as long as this is performed before the pulse shaping operation.
C. The Power Combiner's Role on the Transmitter's Efficiency
The main feature of the LINC technique lies on the use of highly efficient nonlinear HPAs to amplify the transmitted signal. However, it is the output signal's remaining power that dictates the efficiency of the amplifying process, giving to the LINC combiner a key role on the transmitter scheme [9] .
As in (6) , it is possible to use a single expression to describe the power efficiency of a LINC system employing either a passive or a Chireix combiner. According to [12] , the combiners' instantaneous efficiency can be written as
where, for the Chireix combiner,
is a constant that depends solely on the circuit's electrical parameters, while for the matched combiner, the efficiency is given by (8) considering K = 1, and λ = 0. In both cases, the transmitter's designer wishes to maximize the combiner's average efficiency η comb = E[η comb ], which depends mainly on the probability density function (PDF) of the LINC's decomposition angle θ , expressed by p θ (θ ), and with the maximum of η comb being given by
showing that the combiner's efficiency relies only on θ and its PDF, p θ (θ ). Therefore, to improve the passive combiner's power efficiency it is required to adjust p θ (θ ) (that is highly dependent on the envelope excursion of bandlimited signal s n ) to the instantaneous efficiency curve η comb = cos 2 (θ ). In fact, by rewriting (10) using (2) and employing the equivalent PDF of r (t), the average efficiency for the matched combiner becomes
which shows that the passive combiner's efficiency is directly related to the incoming signal's PAPR, and thus can be improved by reducing the envelope fluctuations of s n . As a consequence, the range of θ is reduced, and thus moved to lower values, therefore maximizing the efficiency cos 2 (θ ).
2) Chireix Combiner (CC):
In this case, the combiner's efficiency is related not only to the envelope of s n (via the decomposition angle) but also to the circuit's electrical parameters, that should be tuned to maximize η comb . Given that in (8) , among the circuit parameters, the cosine term depends only on the stubs' electrical length λ, the maximum efficiency can be achieved by finding first the optimal z c as a function of λ that maximizes (9), i.e. that yields K = 1, which is easily shown to be [12] z opt = √ 2 cos(λ). (13) Moreover, unlike in the passive combiner case, there is a degree of freedom associated with the stubs' electrical length λ, which can be used to shift the instantaneous efficiency curve towards the more likely values of θ [12] . Having knowledge of p θ (θ ), which can easily be estimated by simulation, the λ value that maximizes (10) (here referred to as λ opt ) can be determined considering K = 1 and differentiating (10) with respect to λ, followed by finding the resulting expression's zero value, as follows:
The value of z opt that assures that K = 1 is then obtained by computing (13) using λ opt . As in the case of the passive combiner, the efficiency of a LINC system employing a Chireix combiner greatly benefits from reducing the envelope and PAPR of the signal to amplify because this reduces considerably the range of θ , wherefore minimising the difference θ −λ opt , and thus making the term cos 2 (θ −λ) approach to 1.
As for the decomposition angle θ , the analysis previously made regarding the matched combiner, i.e. a reduced θ range improves the combiner's efficiency, is still valid when a Chireix combiner is employed.
III. RING-TYPE MAGNITUDE MODULATION
It is known that OQPSK signals can be used to represent any M-ary constellation [13] , [26] , and the transmission of several OQPSK signals in parallel using multi-layer massive MIMO transmitter schemes for high-order constellations has been recently proposed in [15] , [16] to meet 5G's demanding throughput and spectral efficiency. This combined with the use of LINC techniques may leverage the development of transmitters with high power efficiency. However, the use of Nyquist pulse shaping to limit the bandwidth of the signals making it close to the minimum Nyquist band, introduces undesirably excursions on the signals envelope, which even for OQPSK may produce a signal with an envelope having a high dynamic range that considerable limits the efficiency of LINC's combiner and overall LINC's efficiency, while requiring for the use of amplifiers with large bandwidth.
Magnitude modulation techniques [17] , [18] , [27] , can provide a suitable solution. MM was originally developed to limit the maximum excursion of bandlimited SC signals of generic M-ary constellations (thus requiring for linear amplification) in order to reduce input back-off requirements of linear HPAs to improve SC transmitter's energy efficiency; moreover, since MM operates before pulse shaping it does not affect signal bandwidth. However, just limiting the maximum excursions is not enough to allow an efficient LINC implementation because, as seen previously, improving LINC's efficiency is mainly dependent on reducing the range of the LINC decomposition angle, θ , directly related to the excursion range of the signal's envelope, which can only be effectively reduced by controlling both its maximum and minimum values.
In order to enable efficient LINC amplification of OQPSK signals, in this section we present a new Ring-type Magnitude Modulation (RMM) technique [20] for bandwidth limited OQPSK signals which simultaneously controls the envelope's minimum and maximum excursions. The new RMM method uses two different coefficients for the OQPSK symbols' in-phase and quadrature components that are computed a priori and stored in look-up tables (LUTs).
A. MM Principle
Let x n denote a sequence of modulated symbols from a given constellation (e.g. OQPSK, M-ary QAM, etc.) and s n the corresponding pulse shaped sequence by employing Nyquist pulse shaping using a filter with impulse response h n . Despite the differences between existing MM methods, each scheme inherently applies the following steps:
• For each new generated modulated symbolx n , predict the output response of the pulse shaping filter, by considering neighbouring symbols ofx n to some time extent that depends on the filter length; • Detect the peaks of the predicted response above a specified threshold on that interval and calculate the corresponding scaling factor(s) to apply tox n ; • Multiplying the symbol x n by its MM coefficient m n . By adjusting each symbol before the bandwidth limiting pulse shaping operation, the typical magnitude modulated signal s n is described by:
where the MM coefficients m n are computed to keep s n 's envelope below the amplitude threshold A, i.e.:
While enforcing condition (16), the maximum excursion of the signal's envelope is considerably reduced and, consequently, the signal's PAPR; note that, although a net PAPR reduction gain is obtained with conventional MM techniques, these do not directly control the PAPR since the signal's average power is also reduced with the MM procedure. This reduction on the signal's PAPR is enough to significantly upgrade a transmitter that employs a linear HPA (in terms of performance and power efficiency). However, that is not the case for a LINC transmitter due to the constraints associated to the signal separation and combination discussed in section II. To assess these, the LUT-based MM method [17] was applied to an OQPSK signal with power σ 2 , and combined with the LINC, considering a transmitter scheme similar to the one used in [25] for the quadrature phase shift keying (QPSK) case. Although this conventional MM scheme reduces the OQPSK signal's PAPR (over 2dB reduction at a probability of 10 −4 for the stringent limit A/σ = 1), the bandwidth of the LINC components is only slightly reduced, occupying nearly three times the bandwidth of s n .
The undesirable characteristics of the LINC components when using conventional MM happens because enforcing only an upper bound on the envelope excursions also results in scaling down the lower valued samples, which does not produce neither a smaller envelope range nor a smaller decomposition angle θ range, as required. Therefore, to guarantee both a PAPR and envelope dynamic range reduction, while also avoiding envelope's zero crossings, it is necessary also to add a lower amplitude threshold. The new proposed ringtype magnitude modulation algorithm incorporates this new restriction looking for a different solution from traditional MM methods (e.g. [17] , [28] ).
B. Ring-Type Magnitude Modulation
Considering the LINC requirements discussed so far and the need for spectral efficient communications systems, the RMM technique was developed for the OQPSK modulation scheme [20] . Since the peak values of the OQPSK signals' in-phase and quadrature components do not occur at the same time (due to their half symbol-period time offset), it is possible to further confine its already low fluctuating envelope to an upper and a lower boundary without severely distorting the transmitted signal. Accordingly, the proposed RMM method exploits the referred time offset by using two scaling coefficients (i.e. one for each symbol component), which provides a finer control of the envelope excursions at the expense of adding some phase modulation.
Considering all this, (15) is rewritten as:
where m I and m Q refer respectively to the in-phase and quadrature components' RMM coefficients. Furthermore, each RMM signal is designed in order to satisfy the following condition:
where A l and A u represent, respectively, the RMM's lower and upper amplitude boundaries. Unlike other MM methods (e.g. multistage polyphase magnitude modulation (MPMM) [18] ), the task of developing a real-time method is not straightforward due to the number of RMM parameters (two amplitude boundaries and two coefficients) aiming at obtaining a magnitude modulated signal having an envelope with very low dynamic range and without zero crossings, which is why the RMM coefficients are computed a priori and stored in LUTs, as in classical MM
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until Some Stopping Criteria Is Met methods [17] , [18] , [28] . Therefore, in order to adjust a given symbol using the RMM technique, it is only necessary to search each LUT for the current shift register's state, and fetch the corresponding RMM coefficients; the base architecture of an OQPSK transmitter employing MM is shown in Fig. 3 .
The RMM coefficients that are stored in the LUTs are estimated according to the iterative Algorithm 1, that emulates a noiseless transmission, but where hard limiting is employed at transmitter output to avoid undesirable peaks resulting from bandwidth limiting through pulse shaping (typically a RRC). The algorithm is iterative, having as inputs the impulse response of the RRC filter, h[n], the oversampling rate L at which the system operates, and the memory 2D + 1 of the MM system; withx n denoting the transmitted symbol at a given time instant n that is to be magnitude modulated, D is the number of past and future symbols neighbour of ax n , i.e. {x n−D , · · · ,x n−1 ,x n+1 , · · · ,x n+D }, that are taken in account on the definition of the MM factor to apply tox n .
With X denoting the set of OQPSK constellation symbols, the RMM algorithm is run for each combination state, i.e. for all x ∈ X 2D+1 with x = [x(1) x(2) · · · x(2D + 1)], starting with the assumption that the RMM coefficients sequence m is a vector of ones, 1 so that the algorithm's first iteration does not include RMM. Afterwards, steps (2-3) represent simultane- Although both this algorithm and the one developed in [17] account for the effect of the adjacent symbols, the iterative adjustments of the 2D + 1 symbols work differently for each method, in order to fit their respective amplitude restrictions. This can be observed by representing the clipping operation performed at steps (5-10) as
where [k] stresses the clipping operation: (18) is satisfied. Accordingly, by evaluating independently the in-phase and quadrature symbol components, the coefficient calculation routine that is performed by the end of each iteration is:
with i ∈ {I, Q}, and where it is assumed that
when sample at symbol period, and (i) is used instead of to address the effect of the clipping operation on each signal component.
Equation (20) shows that the RMM coefficients depend on the defined amplitude boundaries, here depicted by [k] . Hence, the solutions obtained using the proposed RMM method are substantially different from the ones derived in [17] , [18] . Additionally, (20) holds when RMM has no effect, since [k] = 0, ∀k, yields the RMM coefficients m I = m Q = 1.
Despite the MM coefficients' dependency on the pulse shaping filter (as in [18] , [28] ), the reasoning and the algorithms described in this paper are equally valid for any parameter set, which makes it possible to obtain a similar performance from transmitter schemes with a different parameter configuration (e.g., a different roll-off or oversampling factor).
IV. TRANSCEIVER SCHEME Leveraging on LINC concept and the new RMM technique proposed in the previous section for OQPSK bandlimited signals, this section presents a new power-efficient OQPSK RMM-LINC transceiver scheme, foreseen as an enabling component of multi-layer massive MIMO transmitter schemes for high-order constellations recently proposed [15] , [16] . Since the RMM adjustment of each symbol increase the system's noise sensitivity, it is studied the impact of the RMM technique on the transceiver's BER performance, and it is also proposed an iterative receiver scheme [21] designed to reduce the distortion introduced by the RMM method. Fig. 3 presents the proposed RMM-LINC transmitter scheme. Each OQPSK symbol is adjusted according to (18) . After pulse shaping and bandlimiting the RMM OQPSK symbols with an RRC filter, the resulting signal is fed to a LINC transmitter that produces two constant-envelope components s 1 and s 2 , to be amplified separately by highly efficient nonlinear HPAs. Finally, s 1 and s 2 are combined using either a passive combiner (e.g., a Wilkinson combiner [9] ) or a nonlinear combiner (e.g. the Chireix combiner [12] ), and the resulting amplified signal is ready for transmission. Since in this section we are mainly interested in assessing the performance of RMM, namely the distortion it causes on the transmitted signal, we will restrict the analysis, for now, to the LINC amplifier case using a passive combiner.
A. RMM-LINC Transmitter
A simple inspection of the transmitter scheme is enough to conclude that the number of different parameter configurations can be overwhelming. These include, among others, the pulse shaping filter's characteristics, the oversampling factor L, and the RMM amplitude boundaries A l , A u . However, the reasoning presented along this paper is enough to design a similar transmitter scheme with different parameters than the ones presented here.
For this analysis, pulse shaping is performed by an RRC filter with roll-off α = 0.25 and whose impulse response spreads over D = 7 past and future symbols, as in typical communication systems [29] . Additionally, it is used an oversampling rate L = 8, since it was shown in subsection II-B to fit the LINC requirements for OQPSK signals.
1) Choosing the RMM Limits
This subsection focuses on defining the proposed RMM method's amplitude boundaries and A u , considering the LINC requirements for high power efficiency and narrow spectrum components. To simplify the mathematical notation, the boundaries A l and A u are specified assuming that the OQPSK constellation has unitary average power, though the analysis is also valid for a generic signal with average power σ 2 , with equivalent upper and lower boundaries A u /σ and A l /σ , respectively.
We start this analysis by estimating the cumulative distribution function (CDF) of the envelope of s n when RMM is not employed (i.e. m n = 1, ∀n) [20] . That analysis revealed that setting the lower boundary A l = {0.7, 0.8, 0.9} would imply scaling up at least 10%, 25% and 40% of the signal's samples, respectively. Likewise, setting the upper boundary A u = {1.3, 1.2, 1.1} would involve scaling down, respectively, 10%, 20% and 30% of the signal's samples.
To illustrate the effect of the proposed RMM method, Fig. 4 presents the diagram of the transition paths between the constellation's symbols of RMM OQPSK signals using some combinations of the mentioned upper and lower boundaries. The resulting RMM OQPSK signals are subsequently fed to the LINC block, where the rest of this subsection will focus.
First of all, the spectrum of the LINC components (depicted in Fig. 5 ) beyond s n 's cut-off frequency becomes substantially different when RMM is used. In fact, the LINC components' power spectrum suffer an attenuation of at least 10dB in the | f |≥0.625/T s frequency band (i.e. beyond the bandlimited signal's cutoff frequency 0.5(1 + α)/T s ) for {A l , A u } = {0.8, 1.1}, that results from the reduced envelope range of s n . Furthermore, the disparity between these figures rises to 12dB for | f | ≥ 1.5/T s , which shows that the reduced envelope fluctuations of the RMM OQPSK signals produce LINC components with a significantly lower bandwidth than originally. Another effect resulting from the bandwidth reduction the LINC components is shown in table I, that depicts the impact of the gain and phase imbalances on s o 's power spectrum bandwidth for a RMM OQPSK signal with amplitude boundaries (A l , A u ) = (0.8, 1.1), respectively. It is possible to conclude that reducing the dynamic range of s n 's envelope improves the LINC transmitter's robustness against gain and phase imbalances between the HPAs in terms of spectral leakage; it is observed that, for instance, the RMM OQPSK signal's total bandwidth is reduced by nearly 40% for φ = 10 • , compared to the original, non-RMM, OQPSK transmission scenario.
Furthermore, the PAPR reduction that results from applying the RMM method to an OQPSK signal considerably improves the power efficiency of the LINC's signal combination procedure when a passive combiner is employed. As it is depicted in Fig. 6 , by confining the envelope's minimum and maximum excursions to the most relaxed set of RMM boundaries (A l , A u ) = (0.7, 1.3), it is possible to improve the average efficiency η comb,P from near 40% to 52%. Additionally, the best outcome comes from using (A l , A u ) = (0.8, 1.1), for which η comb,P rises to 63.5% (a nearly 25% upgrade over the initial scenario).
While the RMM technique adjusts the symbols before the pulse shaping and bandlimiting operation, and thus does not introduce out-of-band radiation, this nonlinear operation affects the BER performance, which is studied below.
2) BER Performance -Theory and Simulation
An analysis of (17) allows to conclude that the RMM distortion can be addressed as a form of symbol transmission over a flat fading channel [30] , [31] , on account of each symbol having two multiplying coefficients and the fact that two consecutive symbols normally have different RMM factors. With this in mind, the RMM method's error rate analysis can be carried out as if a standard OQPSK signal was transmitted over a flat fading channel.
Accordingly, in the presence of multiplicative fading distortion, the average symbol error rate (SER) can be computed as
where P S (E|γ ) represents the conditional SER of a SC transmission over an AWGN channel (where coherent detection is assumed) as a function of the signal-to-noise ratio (SNR) γ , and p γ (γ ) is the PDF of the signal's SNR, which is a function of the MM coefficient m n that act fading. Since the RMM coefficients are computed in a noiseless scenario (see Algorithm 1), the estimated RMM coefficients are statistically independent of the AWGN noise. Moreover, while each symbol has a different RMM coefficient for its in-phase and quadrature components, m (I ) and m (Q) have identical PDFs; if a sequence of symbols with RMM coefficients m = {m (I ) , m (Q) } is chosen at random and that all the symbols are rotated ± j π 2 , the RMM coefficients associated with this new sequence will be m = {m
Therefore, and since the bits are statistically independent, the technique's theoretical performance can be assessed by evaluating only one of the symbol components (i.e., the inphase or quadrature) as a binary phase shift keying (BPSK) signal, given that coherent OQPSK and QPSK demodulation are known to have the same bit-error-rate as BPSK for high SNR scenarios [32] . Thus, considering each symbol component independently, i.e., as of a BPSK transmission, the probability of bit error can be given as
Alternatively, using γ = m 2 E b /N 0 (where m refers to the correspondent RMM coefficient component, 2 E b the energy per information bit, and N 0 the one-side noise power spectral density), (22) can be rewritten as
where now p M (m) is the RMM coefficients' PDF, which is known because the RMM factors are computed a priori. Therefore, (23) can be used to determine the technique's BER performance by using the BPSK modulation scheme's bit error probability expression
where Q represents the tail probability of the Gaussian distribution function, whose argument accounts for the impact of the RMM coefficient on the signal's SNR. Expression (24) can be computed exactly given that the PDF of m (I ) and m (Q) is easily obtained from the LUT of RMM factors that are computed a priori through Algorithm 1. The theoretical outcome of (23) is compared with the simulation performance of the RMM-OQPSK modulation scheme in Fig. 7 , in an uncoded transmission scenario over an AWGN channel, and using the RMM boundaries (A l , A u ) = (0.8, 1.1); this tuple (A l , A u ) corresponds, among the cases studied and presented in Fig. 4 , to a more restricting situation, able to provide a higher reduction on the signal's PAPR, but that also introduces higher distortion in the signal. Results of Fig. 7 show that the theoretical results follow closely the experimental ones validating the approach taken, namely treating the RMM coefficients as fading factors. Fig. 7 also presents the theoretical BER performance of conventional bandlimited OQPSK signals (i.e. without using RMM), stressing the necessity of combining channel coding with the RMM technique. Since transmission over wireless channels always employs channel coding, this is not a restriction for a practical implementation of the RMM technique. However, the use of channel coding usually prevents a theoretical BER performance analysis of these systems, especially when capacity-approaching codes are used (e.g., low-density parity-check (LDPC) and turbo codes) that rely in belief propagation/message passing algorithms for decoding [33] . Thus, from now on the evaluation of the RMM technique's performance will be made considering experimental results. Accordingly, table II presents the BER performance of the proposed RMM-LINC transmitter over an AWGN channel using a LDPC code (1680,840), together with the results detailed along subsection IV-A. The benefits of combining the RMM method with the LINC technique (i.e., narrower LINC signal components and a power efficiency upgrade of about 25%) come with a small performance penalty when a medium length LDPC code is used, reporting only 1.1dB loss (for B E R = 10 −4 ) when the most strict set of RMM boundaries are applied.
However, the E b /N 0 losses that result from employing a shorter (weaker) LDPC code are more severe, and thus the next subsection proposes the use of a receiver with an iterative design that explores the transceiver's knowledge of the RMM coefficients.
B. Iterative Receiver
In order to understand what can be done to make up for the RMM distortion it is necessary to briefly discuss on how to describe the signal obtained at the receiver. Accordingly, an iterative decoding scheme has been recently proposed [21] , depicted in Fig. 8 , consisting in an initial estimation of the received symbol's RMM coefficients and using that information to iteratively improve the receiver's decision process. Since that initial estimation plays a critical role on the iterative receiver's outcome, this subsection starts by studying several methods that aim to provide a suitable first estimation. Each of these methods use the probabilistic information that is obtained from the received data as log likelihood ratios (LLRs), knowing that the OQPSK symbols can be seen as two independent orthogonal BPSK streams [34] . Moreover, for analytical tractability the ring-modulated OQPSK signal components are assumed to be independent and have identical statistical properties, similarly to the approach discussed in IV-A.
1) Initial LLRs Estimation
Since there are two RMM coefficients m I and m Q for each OQPSK symbol, the received symbols y r x are described as
where coherent detection is assumed, and n z is the complex variable associated with the noise of an AWGN channel with zero mean and variance σ 2 z . As explained before, the RMM coefficients are computed assuming a noiseless scenario, which makes its distortion noise uncorrelated with the channel noise. While the noise from the RMM technique does not follow a Gaussian distribution, the computation of the LLR information [34] can be easily improved to address the transmitter and channel's effect on the original signal using: where σ 2 RMMnoise is the variance of the filtered noise associated with the RMM method, and i ∈ {I, Q}, i.e., it denotes the in-phase or quadrature components.
While the rough LLR estimation, given by (26) , takes into account the effect of the RMM technique's distortion on the received symbols y r x , this approach does not tackle the complex nature of y r x that is detailed in (25) . So, in order to improve the accuracy of the LLR estimation it is necessary to include y r x 's conditional PDF in the LLR computation [34] :
In order to reverse the RMM operation, the ideal (i.e. genie) receiver is the one which knows the RMM coefficients that have adjusted each OQPSK symbol in the transmitter side (which is very different from knowing the LUT's content). In that scenario, the LLR is given by:
While a typical receiver is not aware of which RMM coefficients are used on the transmitter side, the LLR estimation described in (28) sets a bound on BER performance, establishing how much the BER performance can improve compared to when the receiver side does not have any information concerning each symbol's RMM coefficients. Considering that, for an unknown RMM coefficient m on the receiver side, the true LLR value is computed using the known PDF of the RMM coefficients p M (m) and (27) as follows [35] :
However, the computation of two integrals for each symbol component that is described in (29) may prevent a realtime estimation of L L R true . Alternatively, two simplified LLR estimation methods are presented that explore the knowledge of the existing RMM factors, since they are computed a priori. On the first approach, m is simply replaced in (28) by its Fig. 9 .
Comparison of the true LLR computation with the proposed linear approximation for a single symbol component (i.e. i ∈ {I, Q}), using
expected value E[m], thus giving the mean LLR value:
The second method results from analizing Fig. 9 , which presents the exact computation of (29) as a function of y r x using the known RMM's PDF, p M (m). As it is observed, there is a closely linear relation between L L R true and y r x , which means that (29) can be approximated by:
where the constant value k is estimated after applying a linear regression. In order to illustrate the accuracy of this linear approximation with respect to the true LLR values, Fig. 9 also presents the output of (31) as a function of the received symbols y r x .
2) Iterative Decoding and Estimation of MM Factors
This subsection explains the remaining steps that constitutes the iterative receiver presented in Fig. 8 . A good initial estimation of the LLR information provided to the iterative soft decoder (ISD) plays a key role on a successful decoding by this [33] . Accordingly, Fig. 8 also shows that it is used interleaving in order to spread burst errors that may be caused by the noisy channel and RMM distortion, thus improving the BER performance of ISD.
After a first ISD decoding attempt, the retrieved information bits are re-encoded. Then, the codewords obtained are used together with the RMM LUT to estimate each symbol's RMM coefficients m est , in a procedure similar to the one carried out on the transmitter side [19] , [36] . This is done because in a case of decoding failure, it is expected that only a few bits within a codeword are in error. As so, m est can be used to compute a better LLR estimation using (28) by making m = m est . The newly obtained LLR are subsequently fed to the ISD, and this process is repeated iteratively.
Although, it might be argued that the iterative procedure brings an additional computational burden to the receiver, note that, this is only required when decoding fails, which means that the decoding procedure can be early terminated with the number of iterations and receiver complexity being substantially reduced.
3) Simulation Results
The LLR computation methods discussed so far are evaluated here. Moreover, it is also addressed the question regarding the number of iterations that the proposed iterative receiver requires, which is associated with the gap between the first iteration's BER performance and its optimal value, i.e. the performance achieved by a genie receiver.
The following simulation was performed assuming that RMM is employed with (A l , A u ) = (0.8, 1.1) and forward error correction relying on a short (256,128) LDPC code and block interleaving [32] covering 10 consecutive words (in order to address the possibility of burst errors arriving at the LDPC decoder). LDPC decoding is performed at the receiver by employing the ISD sum-product algorithm [33] with a maximum of 50 iterations. Additionally, the methods for the LLR computation described in the previous section are initially studied for perfectly balanced LINC transmitters, and over an AWGN channel.
First Iteration: The BER performance obtained using each of the described methods for the LLR computation [(26) and (28)- (31)] is portrayed in Fig. 10 . The ideal, lower bound BER performance (i.e. achieved by a genie receiver) shows that for B E R = 10 −4 there is a near 1dB loss (in terms of E b /N 0 ) when compared to a transmitter which does not employ the RMM technique. However, the E b /N 0 loss for the same BER that is associated with the rough LLR computation of (26) rises to nearly 2dB, which shows that there is clearly room for improvement.
In addition, the best feasible performance is obtained using the true LLR computation, that achieves a 0.3dB gain when compared with the rough LLR computation. Finally, Fig. 10 verifies that (31) can adequately approximate the true LLR performance with a much lower computation complexity, which is why this last LLR estimation method is used as the first iteration on the proposed iterative decoding scheme.
Iterative decoding with RMM estimation: Fig. 11 presents the BER performance of the proposed iterative receiver when it is combined with an ideal (i.e. balanced) LINC transmitter. In that context, it is shown that there is a gap smaller than 0.5dB (in terms of E b /N 0 ) between the ideal case and the described receiver after 5 iterations. BER performance of the iterative decoding technique for the LINC transmitter case, using the approximated true LLR method on the first iteration. Fig. 12 .
BER performance of the iterative decoding technique for a LINC transmitter whose HPAs have phase imbalance φ = 10 • , using the approximated true LLR method on the first iteration.
Another scenario of interest is when the LINC transmitter's HPAs are not perfectly balanced. On that note, Fig. 12 presents the BER performance of the proposed iterative decoding technique for the case φ = 10 • , since the transceiver is more sensitive to phase imbalances [19] . It can be seen that using the iterative scheme the receiver is able to recover from the RMM distortion, obtaining a E b /N 0 gain greater than 0.5dB for B E R = 10 −4 .
V. EFFICIENCY, BER, AND BANDWIDTH TRADEOFFS
As it was mentioned in section II, the PAPR of the signal fed to the LINC structure plays a critical role on the technique's power efficiency when a passive combiner is used. However, since some communications systems allow higher levels of Adjacent Channel Interference (ACI), the next section studies two different scenarios where nonlinear signal distortion is used to significantly improve the proposed transmitter's energy efficiency. This is achieved by either adding post-filtering clipping to a LINC transmitter that employs a passive combiner, or by using a Chireix combiner instead [12] . In both cases it is used the RMM parameters (A l , A u ) = (0.8, 1.1).
A. Passive Combiner
For LINC designs that employ a passive combiner, in order to improve combiner's efficiency a post-filtering clipping threshold s M on the envelope r n may be introduced [9] , [20] , allowing to reduce the range of the decomposition angle θ n , thus improving efficiency according to (11) . In this case, θ n and the quadrature component e n must be rewritten as follows:
To properly choose the clipping level s M , the CDF of the envelope of s n must be studied, following the reasoning that was used to choose the RMM limits. As in that case, the clipping level s M refers to an RMM OQPSK signal with unitary average power, although the analysis is valid for a generic signal s n with average power σ 2 s , with an equivalent clipping ratio
. Remember that σ 2 s and σ 2 (defined at section IV-A as the power of the non-MM signal) are not necessarily the same, due to the fact that using RMM coefficients m n = 1 (for all n) changes the signal's power, which is why the upper and lower bounds of s n 's envelope (which are scaled versions of the previously defined A u and A l ) allow
Therefore, by inspecting the mentioned CDF it is possible to conclude that the clipping level s M should remain between s M = 1 (CDF ≈ 0.5) and s M = 1.2 (CDF ≥ 0.99) so that the amount of ACI is kept suitably small. The following subsections will address the impact of the clipping level on each of the main features of the proposed LINC transmitter.
B. Chireix/Outphasing Combiner
As it was described in Section II, to properly design a Chireix combiner that is adjusted to the signal's characteristics one needs to estimate that signal's envelope PDF, determine the stubs' electrical length λ by computing (14) , and inputting that parameter's value in (13) to determine the optimal normalized characteristic impedance of the combinerâŁ™s quarterwave transmission lines z c . Accordingly, it was determined that for the conventional OQPSK LINC transmitter, the optimal Chireix circuitâŁ™s electrical parameters are z c = 0.8564 and λ = 52.71 • , and become z c = 1.079 and λ = 40.24 • when RMM is employed.
C. Simulation Results for Different LINC Configurations
In this section it is evaluated the performance of the OQPSK LINC system under different configurations, assessing the tradeoffs between the achievable LINC's combiner efficiency, bandwidth of the LINC components s i (with i ∈{1, 2}) and the output signal s o , and BER performance. Accordingly, each signal's bandwidth is measured using a 40dB criteria for the attenuation level between the passband and the stopband for both the transmitted signal and the LINC components' spectrum. As for the BER performance, it is analysed from two different perspectives: as a function of the E b /N 0 at the reception, and as a function of the ratio of the effective transmitted energy per information bit to N 0 , i.e. E b /N 0 − η comb (when expressing both in [dB]) 3 ; the last case accounts for the energy loss at the LINC combination procedure, considering the true energy wasted to send a bit. Simulation results for the bandwidth of s o and s i (with i ∈{1, 2}), and η comb are presented in table III, while the BER performance is shown in Fig. 13 , considering the case of a coded transmission employing a LDPC (1680, 840) code over the AWGN channel. When RMM is employed it was considered (A l , A u ) = (0.8, 1.1).
A first analysis of table III and Fig. 13a , show some expected results. The use of RMM can considerably improve the efficiency of the linear combiner as well as significantly reducing the bandwidth of the LINC components for both the linear and the Chireix combiners; however this came at a cost of degradation of the BER performance, due to the RMM distortion added on the constellation symbols. Another evidence, is the fact that when clipping is used for improving the efficiency linear combiner, it results in the growth of outof-band radiation and the deterioration of the transmitter's BER performance.
However, the BER results of Fig.13a may lead to erroneous conclusions. In fact, Fig 13b shows that when taking in account the LINC transmitter efficiency and the effective power need at transmission to guarantee a given BER level at reception, using the Chireix combiner is preferable, and that the LINC system employing a linear combiner and no RMM has the worst BER performance. Analysis becomes even more complex when combining BER results with the bandwidth results of table III.
Although the best performance is achieved using a Chireix combiner without RMM, the resulting transmitted signal s o occupies a significantly larger portion of the spectrum. However, using the RMM technique to restrict its envelope's dynamic range produces a transmitted signal with a significantly narrower spectrum, resulting in a near 40% bandwidth reduction with a 1dB performance penalty (in terms of E b /N 0 ). Moreover, since the Chireix combiner's nonlinear distortion emerges from combining s 1 and s 2 in a nonlinear fashion, i.e. since the bandlimited signal s n is not adjusted in order to improve the transmitter's power efficiency, its LINC signal components have the same bandwidth as the passive combiner's.
To obtain a similar performance, a passive combiner is required to lower the clipping level to s M = 1. However, besides widening the transmitted signal's power spectrum (though not as significantly as in the Chireix combiner case), the bandwidth of the LINC components produced below the threshold s M = 1.1 is more than twice as large as the baseband bandwidth, thus becoming larger than in the original, non-RMM, scenario.
Finally, it should be pointed out that using a clipping ratio s M = 1.18 when a passive combiner is employed can significantly improve the transmitter's performance (1dB improvement for B E R = 10 −4 ) without significantly increasing the transmitted signal and LINC components' bandwidth, which increases less than 3% when compared to the RMM, unclipped, scenario.
Regardless of the preferred transceiver design, the consensual conclusion is that in all cases RMM provides improvements to OQPSK LINC systems. When linear combiners are employed, the transceiver's BER performance is improved; if the Chireix combiner is used instead, the bandwidth of the output signal is considerably reduced. Also, in both cases, RMM considerably reduces the bandwidth requirements of non-linear HPAs amplifying the LINC components.
VI. CONCLUSIONS
An efficient OQPSK transceiver scheme with a LINC power amplification stage is presented in this paper, which employs a LUT based RMM method to confine the envelope of a bandwidth limited OQPSK signal between two specified boundaries. At the transmitter side, it is shown that by reducing signal's envelope dynamic range, the broad LINC components' spectrum is significantly narrowed, thus allowing to combine the LINC components in a bandlimited signal much more efficiently (η comb approaches 60%, and can be further improved by adding post-filtering clipping at the expense of higher levels of out-of-band radiation). Alternatively, if a highly efficient (i.e. η comb is close to 100%), highly nonlinear, Chireix combiner is used instead, RMM significantly reduces the transmitted signal's spectral leakage (the output signal's bandwidth is reduced by 40%). In addition, it is also proposed an iterative receiver able to effectively compensate for additional RMM distortion, along with an analytical study on the computation of the LLR of the received RMM OQPSK signal in order to improve receiver performance.
