on SPH to simulate three-dimensional invasion of nonwetting and wetting fluids in fracture apertures with applied SPH to study pore-scale flow and transport in saturated porous media. Incorporation of the effects of surface tension into SPH simulations has been a vexing
astrophysical fluid dynamics. Since its introduction, SPH
cles. The wetting behavior was simulated using similar interactions has been successfully used to model a wide range of between mobile fluid particles and stationary boundary particles. The fluid flow processes and the behavior of solids subjected fracture geometry was generated from self-affine fractal surfaces. The to large deformations. For example, Monaghan (1994) fractal model was based on a large body of experimental work, which used SPH to model the collapse of dams, Morris et al.
indicates that fracture surfaces have a self-affine fractal geometry (1997) applied SPH to study pore-scale flow and transport in saturated porous media. Incorporation of the effects of surface tension into SPH simulations has been a vexing U nsaturated flow in fractures plays an important problem. Morris (2000) modeled surface tension based role in the migration of fluids in the subsurface on its continuous macroscopic description with surface under natural and altered conditions. For example, fractension forces that are proportional to the fluid-fluid tures may significantly decrease the time required for interface curvature. This approach gives an accurate contaminants to migrate through the vadose zone to an estimation of the effects of surface tension but involves underlying aquifer. Computer modeling is playing an rather complex calculations of front curvatures that in ever increasing role in the development of a better unsome cases may lead to significant errors. Nugent and derstanding of fluids and the prediction of fluid flow in Posch (2000) used attractive forces, corresponding to oil reservoirs, hydrothermal reservoirs, contaminated the cohesive pressure in the van der Waals equation of sites, aquifers, and other systems. However, the applicastate to simulate surface tension in two-dimensional SPH tion of standard grid-based numerical methods to freesimulations. They found that it was necessary to increase surface and multiphase fluid flow processes with comthe range of the attractive forces to at least twice the plex dynamical interfaces is fraught with difficulties such range of the SPH weighting function to obtain stable as artificial interface broadening and grid entanglement.
vapor drops, a costly solution causing a significant inAn alternative approach is to use particles to represent crease in a computational time. In the work described the fluids. The fluid-air or fluid-fluid interfaces move in this paper we used a different approach. Initially we with the particles, there is no need to explicitly track used van der Waals equation of state to simulate formathe interfaces, and processes such as fluid fragmentation tion and behavior of three-dimensional fluid drops. When and coalescence can be handled without difficulty. we used a low particle density this resulted in the formaIn this paper we describe a numerical model based tion of a liquid drops that did not have a stable smooth spherical shape, a problem similar to that encountered 
where the summation is performed over all of the particles. A variety of forms, including spline functions of different order, have been used for the weighting functions. The order of the spline function can be viewed as being analogous to the order of finite element discretization schemes. We found that for accurate representation of free surfaces a spline function of at least fourth order is needed, and we used the fourth-order weighting function
[5] attractive interactions equal to the range of the SPH weighting function) were added to the three-dimensional SPH equations spherical liquid drops were formed with-
out collapsing particles, and this approach allows surface tension, phase separation, and different wetting conditions to be modeled. The use of a combination of shortrange repulsive and long-range attractive interactions was motivated by the molecular origins of surface tension.
where ␣ ϭ 7 478h 2 and ␣ ϭ 3 359h 3 in two and three spatial dimensions.
Here, we present an application of SPH to free-surface flows in fracture apertures with complex geometries. Such flows are governed by the Navier-Stokes equations describing the conservation of momentum and conservation of mass:
SMOOTHED PARTICLE and
HYDRODYNAMICS REPRESENTATION OF FLUID FLOW EQUATIONS
Smoothed particle hydrodynamics theory has been very well described by Monaghan (1992) . Here we preswhere v is the continuous fluid velocity vector, P and ent a short summary. Any continuous field, A(r), at are the continuous fluid pressure and density fields, position r can be approximated by is the dynamic viscosity, and g is the gravitational acceler-
In SPH Eq.
[6] and [7] become equations of motion where the integration is performed over the entire space for each particle, and fluid flow is represented by the of the field and the weighting function W with a support movement of the particles. In the simplest versions of scale of 6h (a range of 3h) becomes a Dirac delta func-SPH, all of the particles have the same mass, and consertion in the h → 0 limit (Fig. 1) . The weighting function vation of the number of particles rigorously conserves satisfies the normalization condition the mass of the fluid. A number of SPH approximations to the Navier-
[2] Stokes equation have been described in the literature In SPH, the fluid is represented by a discrete set of (Monaghan, 1992) . We used the momentum conservation N particles. The position of the ith particles is denoted equation by the vector r i , i ϭ 1,…,N, and each particle has a mass, m i, and density, i . The properties associated with any dv i dt
particle i are calculated by approximating the integral in Eq.
[1] by the sum
[3] defined for each particle. In this equation, the SPH representation of the pressure gradient (used in the first and the magnitude of the field at position r is approximated by term on the right hand site of Eq.
[8]) was derived by and next to the walls of the fracture. In the boundary region, this force acts in the direction of the density Monaghan (1992) and the SPH representation of the gradient creating surface tension. viscous force was obtained by Morris et al. (1997) .
We verified the accuracy of the surface tension model Equation [7] determines the evolution of the particle by studying large gravity free oscillations of threedensity. For simplicity, and exact mass conservation, the dimensional liquid drops that were initially deformed density of each particle is commonly computed directly into oblate (discus-like) and prolate (cigar-like) shapes. from Eq. [3] with A being the density (Nugent and Posch,
In the van der Waals equation of state, the dimensionless 2000; Monaghan, 1992) :
values of the constants used were: kT ϭ 0.067, c 1 ϭ 0.014 and c 2 ϭ 0.0052. The strength of interaction force
was s ij ϭ 0.01. The dimensionless viscosity was set to zero and dimensionless masses of the particles were set Given the densities a , the pressure in Eq.
[8] is obto unity. To prepare the initial liquid drops, we first tained from the equation of state. In this work we used placed particles on a regular cubical lattice inside a a van der Waals equations of state in which the pressure sphere with radius equals 5 in units of the range, 3h, of is given by (Nugent and Posch, 2000) the weighting function. An SPH simulation was then run to allow the particle system to reach equilibrium in
[10] the presence of the free surface. The resulting drop was then slowly deformed between two reflecting plates into where k ϭ k b /m (k b is the Boltzmann constant), c 1 ϭ c 1 /m an oblate shape or it was squeezed inside a reflecting and c 2 ϭ c 2 /m. Here, c 1 and c 2 are the van der Waals cylinder with slowly decreasing radius to form a prolate constants, and m is the mass of the particles.
shape. When the constraints of the partially confining To simulate the effect of surface tension we used a reflective surfaces were released, the drops underwent van der Waals equation of state and added the effects oscillations depicted in Fig. 3 and 4. The oscillations of of particle-particle interactions into Eq. [8] with interacthe initially oblate drop closely resemble the oscillations tion forces given by of a golf ball size liquid drop observed experimentally in the space shuttle Columbia (Apfel et al., 1997) . Even though dynamic viscosity is zero, the amplitudes of oscil-
, lations are decreasing due to the intrinsic viscosity that is inherent to particle systems (Posch et al., 1995) .
Another advantage of using particle-particle interactions F ij is the ability to model a variety of wetting and where s ij is the strength of the force acting between nonwetting behaviors at the solid boundaries. This can particles i and j (Fig. 2) . The total force due to interpartibe achieved by placing stationary particles (denoted by cle interactions acting on any particle i then can be subscript b) in the vicinity of the boundaries and by found from assigning different interaction strengths s wb and s nb be-
[12] tween the nonwetting, n, and wetting, w, fluid particles and the boundary (fracture wall) particles. The strength Since F ij ϭ ϪF ji , the particle-particle interactions conserve momentum and can be safely added into Eq. [8] . The range of the interaction force coincides with the range of the weighting function for maximum computational efficiency. For a given fluid, the magnitude of this force depends only on the distance between particles. The force is repulsive for distances less than h, attractive for distances between h and 3h and is zero for distances larger than 3h. Apart from the effects of terior of the fluids, the total attractive force acting on of the wetting is determined by the strength of the fluidIn Eq.
[13], d b and d i are the normal (shortest) disboundary particle interactions relative to the strength tances from the solid boundary to the boundary particle of the fluid-fluid interactions. Because of the short-range and the fluid particle. The artificial boundary particle repulsive part of F ij , the fluid-boundary interparticle velocities are then included in the calculation of the interactions also simulate no-flow boundary condition viscous forces in Eq.
[8], and this procedure accurately in a manner similar to that employed by Monaghan simulates impermeable no-slip conditions at solid bound-(1994), who used the repulsive part of a Lennard-Jones aries. Even though the bounce back method of treating interaction acting between the boundary and fluids parsolid boundaries leads to velocity fields that deviate ticles. Occasionally fluid particles will overcome the remore from analytical results than the velocity fields obpulsive interactions with the wall particles. These partitained with the artificial velocity method, the simplicity cles are prevented from penetrating the fracture walls by of implementation and computational efficiency justify using bounce-back boundary conditions in combination the usage of bounce back boundary conditions in more with the interaction with boundary particles. Figure 5 complex models for our present purposes. shows the transient velocity profile for two-dimensional A linked-list approach with an underlying cubic lattice flow between two parallel plates. The solid lines are (with the size of the lattice unit equal to the range of velocity profiles obtained analytically, and asterisks and the weighting function, 3h, for computational efficiency) circles represent velocity profiles obtained from SPH was used to rapidly locate all of the particles within a simulations with two different approaches to modeling range 3h of any selected particle. the solid boundary. The van der Waals Eq. [10] was used in these examples to close the SPH equations with
Flow in Fracture Apertures
dimensionless values of the constants: kT ϭ 0.08, c 1 ϭ
To simulate flow in three-dimensional fractures the 0.017 and c 2 ϭ 0.0075. The dimensionless viscosity aperture geometry was generated from self-affine fracwas 8 and the dimensionless masses of the particles were tal surfaces. The fractal model is based on extensive set to unity. In these simulations the fluid density was observations that the fracture surfaces of brittle materihigh enough to prevent phase separation. The asterisks als, including rocks (Schmittbuhl et al., 1995) , have a show the results of an SPH simulation using bounce self-affine fractal geometry (Mandelbrot, 1984 ; Mandelback boundary condition in combination with shortbrot et al., 1984) , which can be characterized by a Hurst range repulsive and long-range attractive particle-particle exponent with a more or less material independent interaction forces. The strength of the interaction force was s ij ϭ 0.001. The circles indicate the results obtained (quasi universal) value of about 0.75 (Bouchaud, 1997 ; using the approach proposed by Morris et al. (1997) for Bouchaud et al., 1990) . The fracture aperture was simutreating no-slip boundary conditions at solid surfaces. lated as the gap between a self-affine surface with a This approach consists of assigning artificial velocities Hurst exponent of 0.7 and a replica of the surface, which v b given by was translated both horizontally and vertically, without rotation and with periodic boundary boundaries in the
directions parallel to the plane of the fracture. Figure  6 shows the resulting fracture aperture field that ranges from 0.5 to 9 in the units of the range, 3h, of the to the boundary particles b for each fluid particle i in the vicinity of the solid boundary.
weighting function. The fracture size in the lateral direc- tions (parallel to the plane of the fracture) was 32 ϫ 32 a uniform distribution, the fracture geometry was imin units of the range, 3 h, of the weighting function posed on the particle system. The particles within a unit (Fig. 7) and the (vertical) thickness of the computational distance (3h) of self-affine surfaces were 'frozen' and domain was 16.
labeled as boundary particles creating the fracture walls. Interactions with the boundaries of the fracture were
The rest of the particles were removed, except for partimodeled using 'boundary' particles that are immobile cles with x coordinate less than unity. These particles but were included in the calculation of the total force created a 'fluid pool' at the entrance of fracture. The acting on fluid particles in Eq.
[8] and [12] . Initially flow was initiated by applying a gravitational force. A particles were placed randomly in the 32 by 32 by 16 constant head boundary condition was applied at the box and then given time to relax. Once particles reached entrance of the fracture (x ϭ 0) by keeping a constant number of particle in the pool. At each time step, particles were added to or (if necessary) removed from the fluid pool at randomly selected positions to compensate exactly for the net flow of particles into the aperture. To prevent particles from leaving the system in the direction opposite to flow, bounce back boundary conditions were used at x ϭ 0. At each time step, the densities at each of the particles were calculated using Eq. [9] and the pressure at each particle was obtained using the equation of state [10] . the total force in Eq.
[8]. The new particle position was then calculated using the "velocity Verlet" algorithm ity fields (g ϭ 0.01 and g ϭ 0.0001, respectively, where (Allen and Tildesley, 2001), which takes the form g is the component of acceleration due to gravity acting in the x direction). The X-Z cross-section (cross-sections
[14] perpendicular to the plane of the fracture in the direcand tion of flow) as well as a view looking down onto the X-Y plane are shown at three stages during the simula-
tion. The wetting conditions were modeled by making In the van der Waals equation of state, the dimens nn ϭ 0.01 for the interactions between the particles sionless values of the constants used were: kT ϭ 0.1, representing the nonwetting fluid and s nb ϭ 0.001 for c 1 ϭ 0.022 and c 2 ϭ 0.013. The dimensionless viscosity the interactions between the fluid particles and the and dimensionless masses of the particles were set boundary particles. These figures show that the nonwetto unity.
ting fluid forms a convex front in the direction of the flow, as would be expected for a nonwetting fluid. The
Free Surface Flow of a Nonwetting Fluid
convex shape of the front is more pronounced for large in a Fracture Aperture gravitational fields g than for smaller g. For a smaller gravitational field our model predicts that the fracture Figures 8 and 9 show the invasion of a nonwetting fluid into an empty fracture aperture for different gravwill be completely filled with nonwetting fluid while for a larger gravitational field the fracture becomes only vancing front) has been also observed experimentally partially filled.
(for example by Schwartz and Tejeda, 1972) .
Free Surface Flow of a Wetting Fluid SUMMARY in the Fracture
The use of particle-particle interactions in combinaThe invasion of a wetting fluid into a fracture was tion with traditional SPH methods allows complex fluid modeled by making the interaction strength s ww between behavior, including the large oscillation of fluid drops, wetting fluid particles equal to 0.01 and the interaction the effects of surface tension and different fluid wetting strength s wb between fluid and boundary particles equal behaviors, to be realistically simulated. The complex to 0.02. Figures 10 and 11 show the flow for g ϭ 0.01 dynamic of free surfaces, which would be very difficult and 0.001. These figures show that a concave front is to simulate with grid-based methods, can be simulated formed in the direction of the flow. The concave shape without undue effort. The power of Lagrangian particleis more pronounced for a flow under the influence of based methods such as SPH is illustrated by these simua smaller gravitational field. This phenomenon (an increasing of contact angle with increasing velocity of adlations. Detailed comparisons with laboratory experi- 
