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Almost periodic parameters for the second
moment stability of linear stochastic systems
Alessandro N. Vargas and Joã B. R. do Val
Abstract—The paper presents conditions to assure the uniform
second moment stability for a class of linear time-varying
stochastic systems. The system parameters are assumed to be
almost periodic, a concept that is weaker than the periodic one.
Under the existence of the long-run average cost associated with
the stochastic system, we apply the almost periodicity to prove the
desired stability result. An application illustrates the usefulness of
the approach by implementing an almost periodic state-feedback
strategy to control the velocity of a DC motor device.
I. I NTRODUCTION
Consider a time-varying discrete-time stochastic linear sys-




xk+1 = Akxk +Bkwk,
yk = Ckxk +Dkwk, k ≥ 0, x0 ∈ Rn,
where xk, wk, and yk, k = 0, 1, . . . are processes taking
values respectively inRn, Rm, andRp, which represent the
system state, additive noisy input, and output, in this order.
The noisy input{wk} forms an independent and identically
distributed process with zero mean and covariance matrix
equal to the identity for eachk ≥ 0. The matrix sequences
{Ak}, {Bk}, {Ck}, and{Dk} are known and bounded, with
values corresponding to the dimensionsn× n, n×m, p× n
andp×m, respectively.
Many results appeared in the last decades for settling stabil-
ity concepts of time-varying linear systems, see for instance
landmark results in [1], [2] [3], [4], [5], [6], [7]; see also
[8], [9] for an account on some recent extensions for linear
parameter time-varying systems.
Stability for stochastic systems is a established theme of
investigation, and some pioneering works had settled the
current basis [10], [11], [12], [13]; see [14] for recent result .
A classical stability concept for stochastic systems, which will
be studied in details in this paper, is known asuniform second
moment stabilityand is defined as follows.
Definition 1.1: [10, p.97-98]. The stochastic systemS is
called uniformly second moment stable if there exists a
constantc > 0 such thatE[‖xk‖2] ≤ c for all k ≥ 0.
The correspondence between the classical uniform second
moment stability and the existence of the long-run average cost
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is a provocative subject and many aspects of this relation are
still open. For instance, it is simple to prove that the uniform
second moment stability ofS implies in the existence of the
long-run average cost








whereE[·] denotes the mathematical expectation operator and
‖ · ‖ represents the Euclidean norm. The converse statement,
i.e., that the existence of (1) implies in the uniform second
moment stability ofS, is false as shown by the counterexample
in [15, Ex. 3.1]. The search for conditions to turn this converse
statement valid motivates our study. In fact, our approach
expands on [15] by investigating the intrinsic properties of
the parametersAk, k ≥ 0, as we explore in the sequence.
A reliable way to confirm the desired stability forS is
to employ the result from [15, Lem. 3.1] (see Proposition
4.3 in connection), which states that if the pair(Ak, Bk) is
controllable (Definition 2.1), then the systemS is uniformly
second moment stable if and only if there exist real numbers
γ ≥ 1 and0 < ξ < 1 such that
‖Ak+ℓ · · ·Ak‖ ≤ γξℓ, ∀ k, ℓ ∈ N. (2)
Thus, the exponential decay in (2) turns to be the key for
proving the uniform second moment stability forS.
A preliminary idea to get (2) is to verify whether the
parameter matrix sequence{Ak} is periodic, i.e., if there is a
numberp ∈ N such thatAk+p −Ak = 0 for all k ∈ N. In the
positive case, the exponential decay in (2) follows [15, Cor.
3.2].
A challenging question is to determine whether the expo-
nential decay in (2) remains valid if we replace the “peri-
odic” condition by the weaker notion of “almost periodic”
(for a precise definition of almost periodicity, see Definition
3.1). The answer is not immediate because, for continuous-
time systems, there are linear equations with almost periodic
parameters for which the solution is asymptotically stable
but not uniformly stable, see [16], [17, p.97] for a scalar
counterexample. However, in our setup, we can anticipate that
this question has a positive answer.
The main contribution of this paper is to prove the expo-
nential decay in (2), and consequently the uniform second
moment stability forS, by assuming that the parametersAk,
k ≥ 0, form an almost periodic sequence (Theorem 3.1).
Basic conditions are also required to validate the result, sch
as the existence of the average cost (1), together with the
controllability and observability of the pairs(Ak, Bk) and
(Ak, Ck) (Assumption 2.1).
The almost periodic approach is useful for applications,
as illustrated in this paper by a practical application that
implements an almost periodic linear state-feedback strategy
to control the velocity of a DC motor device (Section V).
Motivation for applications of almost periodic parametersis
not limited to the case handled in this paper, as one can
see in the study of population models [18], in characterizing
almost periodic solutions for unidimensional AR models [19],
in determining the controllability of nonlinear systems [20],
in the construction of the fundamental matrix for autonomous
systems [21], in the estimation of stochastic processes with
almost periodic covariance functions [22], just to cite a few
examples. These illustrate some of the effective applications
arising from the almost periodic system theory.
The paper is organized as follows. Section II quotes the
basic notions of controllability and observability for linear
time-varying systems. Section III presents the almost periodic
definition and the main result, whereas Section IV is dedicated
to prove the main result. Finally, to illustrate the result,we
describe in Section V a strategy to control in practice the
velocity of a DC motor apparatus with almost periodic state-
feedback structure.
II. N OTATION, DEFINITIONS, AND THE MAIN RESULT
We denote respectively the real and natural numbers byR
andN. The normed linear space of alln×m real matrices is
denoted byRn,m. The superscript′ indicates the transpose of
a matrix. LetSn+ be the closed convex cone{U ∈ Rn,n : U =
U ′ ≥ 0}; U ≥ V signifies thatU − V ∈ Sn+. Let tr{·} be the
trace operator andρ(·) be the spectral radius operator. IfU is
a matrix inRm,n, we let‖U‖ := tr{U ′U} 12 be the Euclidean
(Frobenius) norm for matrices. We say that a matrix sequence
{Uk; k ≥ 0} is bounded ifsupk∈N ‖Uk‖ < ∞.
In association with the matrix sequence{Ak; k ≥ 0} in S,
we can define a family of discrete evolution operators, namely,
Φ(k, i) = Ak−1Ak−2 · · ·Ai, for eachk > i ≥ 0, (3)
with Φ(k, k) being the identity matrix for eachk ≥ 0. Let
us now recall the concepts of uniform controllability and
observability, e.g., see [23], [24].
Definition 2.1: The pair(Ak, Bk) is uniformly controllable
(or simply controllable) if there existsτc ≥ 1 and a real




Φ(k, k− i)Bk−i−1B′k−i−1Φ(k, k− i)′ ≥ σcI, ∀k ≥ τc.
Definition 2.2: The pair (Ak, Ck) is uniformly observable
(or simply observable) if there existsτ0 ≥ 1 and a real number




Φ(k + i, k)′C ′k+iCk+iΦ(k + i, k) ≥ σ0I, ∀k ≥ 0.
Assumption 2.1:(Basic assumption). The pairs(Ak, Bk)
and(Ak, Ck) are controllable and observable, respectively, and
the average cost value in (1) exists.
The investigation in the remaining part of this paper will
be concentrated on conditions to assure the uniform second
moment stability forS.
III. A LMOST PERIODIC DEFINITION AND MAIN RESULT
Let us recall the Bohr’s definition for almost periodic
sequences.
Definition 3.1: ([25, p. 153],[4, p. 205]). A functionf :
N 7→ B, which represents a map from the domain set of
integersN into a given Banach spaceB, is called almost
periodic if for anyε > 0 there corresponds a natural number
N = N(ε) such that, among anyN consecutive integers, there
exists at least one integerp with the property
‖f(k + p)− f(k)‖ < ε, ∀k ≥ 0. (4)
The numberp is called anε-translation number of (k).
Remark 3.1:An important property taken from the almost
periodic definition is as follows. For eachε > 0, there exists
a natural numberN = N(ε) such that in each interval
(iN, . . . , (i + 1)N ] there occurs anε-translation numberpi,
or equivalently, one can extract a subsequence{pi} in N such
that
iN < pi ≤ (i+1)N ⇒ ‖f(k+pi)−f(k)‖ < ε, ∀i, k ∈ N.
(5)
A. Main result
In the sequel, we assume that the sequence of parameters
{Ak} is almost periodic. This condition, accompanied by the
existence of the average cost (Assumption 2.1), allows us to
assure the second moment stability for the systemS; more
precisely,
Theorem 3.1:If Assumption 2.1 holds and{Ak} is almost
periodic, then the systemS is uniformly second moment
stable.
The proof of Theorem 3.1 is postponed to Section IV. The
next numerical example illustrates the result of Theorem 3.1.
Example 3.1:Let us define the sequence{ak} as follows.
a0 = 1, a1 = 0, a2n+k = ak −
1
2n
, k = 0, . . . , 2n − 1,
∀n ≥ 1. The scalar sequence{ak} is almost periodic, c.f. [26,
Lem. 4.1]. Consider in addition the almost periodic sequences













1 + ln(2 + cos
√
2k)
, ∀k ∈ N.




0 ck − bk
)
, Bk = Ck = I, and Dk = 0,
∀k ∈ N, where I denotes the identity matrix. The matrix
sequence{Ak} is almost periodic (Fig. 1), and one can easily
verify that the pairs(Ak, Bk) and (Ak, Ck) are controllable
and observable, respectively. The numerical evaluation (see
Appendix 2) indicates that the long-run average cost (1) is
equal toJ = 3.0209, so that the result of Theorem 3.1 assures
that the systemS is uniformly second moment stable.
IV. PROOF OFTHEOREM 3.1
This section presents the main reasoning to prove Theorem
3.1. For this purpose, we present a series of preliminary results











Fig. 1. Spectral radius of the almost periodic sequence{Ak} as described
in Example 3.1.
Lemma 4.1:Let {f(k)} be an almost periodic sequence of
non-negative real numbers. If there exist a constantL > 0 and
a strictly increasing subsequence{dk} in N such that
f(dk + ℓ) ≥ L, ∀ℓ = 0, . . . , k, ∀k > 0, (6)
thenf(k) ≥ L for all k ≥ 0.
Proof: Take an arbitraryε0 > 0, and following Remark
3.1 there exist a natural numberN0 = N(ε0) and a subse-
quence{pi} in N of ε0-translations such that
iN0 < pi ≤ (i+1)N0 ⇒ |f(k+pi)−f(k)| < ε0, ∀i, k ∈ N.
(7)
From the assumption (6), we can choose a constantk0 >
2N0 such that
f(dk0 + ℓ) ≥ L, ∀ℓ = 0, . . . , k0. (8)
Now, from the choicek0 > 2N0, one can note that there
is somei0 > 0 such that the interval(i0N0, . . . , (i0 + 2)N0]
is contained within the larger interval[dk0 , . . . , dk0 + k0]. In
particular, it follows from the left-hand side expression of (7)
that [pi0 , . . . , pi0 +N0] is a subset of(i0N0, . . . , (i0 +2)N0],
and hence[pi0 , . . . , pi0 + N0] is contained in the interval
[dk0 , . . . , dk0 + k0], so that (8) yields
f(pi0 + n) ≥ L, ∀n = 0, . . . , N0. (9)
Combining (7) and (9), we have
L ≤ f(pi0 + n) ≤ |f(pi0 + n)− f(n)|+ f(n) < ε0 + f(n),
which results in
f(n) ≥ L− ε0, ∀n = 0, . . . , N0. (10)
The inequality in (10) applied into (7) allows us to conclude
that
f(n+pi) > f(n)− ε0 ≥ L−2ε0, ∀n = 0, . . . , N0, ∀i > 0,
which shows the result sinceε0 > 0 was chosen arbitrarily.
Let us now recall some basic facts from almost periodic
sequences.
Proposition 4.1: ([25, Th. 6.1, p. 154], [4, Prop. 2, Ap-
pendix B]). An almost periodic sequence is bounded.
Proposition 4.2: ([25, Th. 1.5, p. 11]). The sum (product)
of two almost periodic sequences results in an almost periodic
sequence.
Remark 4.1:If {Ak} is almost periodic, then the sequence
{Ak+n} due to ann-th step translation is also almost periodic.
Hence, due to Proposition 4.2, the sum of sequences
{Ak +Ak+1Ak + . . .+Ak+n · · ·Ak}∞k=0





‖Φ(k + ℓ, k)‖, ∀n ≥ 1, ∀k ≥ 0, (11)
then the aforementioned conclusions yield the next result.
Lemma 4.2:If {Ak} is almost periodic, and ifn > 0
is fixed and finite, then the sequence{gn(k)}∞k=0 is almost
periodic.
The next result is useful in a contradiction argument to be
presented later.
Lemma 4.3:Suppose that there exist someL0 > 0 and a
strictly increasing sequence{dk} in N such that
g∞(dk + ℓ) ≥ L0, ∀ℓ = 0, . . . , k. (12)
Then, for any givenL < L0, there exists somen0 > 0 such
that
gn0(dk + ℓ) > L, ∀ℓ = 0, . . . , k.
The proof of Lemma 4.3 is available in Appendix 1.
Next we present an useful inequality for the quantitygn(·).




which is finite in view of Proposition 4.1. Without loss of
generality, we considerα ≥ 1.
Regarding the identityΦ(k, k − 1) = Ak−1 for all k > 0,
we can see from the definition in (11) that
α(1 + gn(k)) ≥ ‖Ak−1‖(1 + gn(k))








≥ ‖Φ(k, k − 1)‖+ · · ·+ ‖Φ(k + n, k − 1)‖.
(14)
On the other hand, due to the identity
‖Φ(k, k − 1)‖+ · · ·+ ‖Φ(k − 1 + n, k − 1)‖ = gn(k − 1),





− 1, ∀k ≥ 1, ∀n > 0. (15)
The next three results are valid for general time-varying
matrix sequences{Ak}.
Proposition 4.3: ([15, Lem. 3.1]). Let the pair(Ak, Bk) be
controllable. Then the systemS is uniformly second moment
stable if and only if there exist real numbersγ ≥ 1 and0 <
ξ < 1 such that
‖Φ(k + ℓ, k)‖ ≤ γξℓ, ∀ k, ℓ ∈ N. (16)
Proposition 4.4: ([7, Th. 1]). There exists a real number
L > 0 such thatg∞(k) ≤ L for all k ≥ 0 if and only if there
exist real numbersγ ≥ 1 and0 < ξ < 1 such that (16) holds
true.
The next result is the key to our subsequent analysis.
Proposition 4.5: ([15, Th. 2.1]). If Assumption 2.1 holds,
then there exist a strictly increasing subsequence{mi} in N
and a real numberL > 0 such thatg∞(mi) ≤ L for all i ∈ N.
Remark 4.2:We want to assure the exponential decay as
in (16) to conclude that the stochastic systemS is uniformly
second moment stable (Proposition 4.3). Thus, it suffices to
assure thatg∞(k) ≤ L for all k ≥ 0 (Proposition 4.4).
Proposition 4.5 guarantees the existence of an upper bound fr
g∞(mi) only for a specific subsequence{mi}, which does not
cover the situation in whichg∞(k) ≤ L holds for allk ≥ 0,
see the counterexample in [15, Ex. 3.1]. A contribution of this
paper is to show thatg∞(k) ≤ L indeed holds true for all
k ≥ 0 when {Ak} is almost periodic, and consequently the
systemS is uniformly second moment stable in this setup.
Proof of Theorem 3.1 (continued):Our aim here is to
present the arguments to show that the stochastic systemS is
uniformly second moment stable. To accomplish this goal, we
prove the following claim.
Claim 1: There exists a constantL > 0 such thatg∞(k) ≤
L for all k ≥ 0.
The desired stability result then follows from theClaim 1
and the discussion of Remark 4.2.
The proof of the claim now proceeds using a contradiction
argument. Assume on the contrary that the sequence{g∞(k)}
is unbounded. Then{g∞(k)} has a subsequence that diverges
to infinity. Hence, one can choose a subsequence{g∞(dk)}
from {g∞(k)} such that
g∞(dk) ≥ L0(αk+1 + αk + . . .+ α), ∀k ≥ 0, (17)
with L0 andL being two arbitrary constants satisfyingL0 >
(α+1)L, andα being the constant defined in (13). From (15)
and (17), we can write
g∞(dk + 1) ≥
g∞(dk)
α
− 1 ≥ L0(αk + αk−1 + . . .+ α).
By induction, it is possible to conclude that
g∞(dk+ℓ) ≥ L0(αk+1−ℓ+αk−ℓ+. . .+α), ℓ = 0, 1, . . . , k.
(18)
Notice from (18) that the valuesg∞(dk), g∞(dk +
1), . . . , g∞(dk + k) are bounded below by a polynomial with
lesser and lesser degree, also generating a descending stairca e
(Fig. 2). These lower bounds from (18) are important to devise
the next argument.
From the lower bounds of (18), we can see in particular that
g∞(dk + ℓ) ≥ L0, ℓ = 0, 1, . . . , k.
This inequality and Lemma 4.3 allow us to assure the existence
of a constantn0 such that
gn0(dk + ℓ) > L, ∀ℓ = 0, . . . , k. (19)
L
L0
. . .dk dk + k
g∞(dk)
g∞(dk + 1)
Fig. 2. Illustrative example of lower bounds for the values
g∞(dk), . . . , g∞(dk + k) driven by the diverging sequence{g∞(dk)}.
Fig. 3. Laboratory DC motor testbed used to perform the experiments of
Section V.
Applying (19) in Lemma 4.1, we have thatgn0(k) > L for all
k > 0, but this is an absurd since Proposition 4.5 guarantees
that g∞(m) is bounded from above byL for infinitely many
values ofm. This argument of contradiction proves thatClaim
1 is valid, and as a consequence, we obtain the uniform second
moment stability forS via Remark 4.2.
V. A LMOST PERIODIC PRACTICAL APPLICATION
The main aim of this section is to describe the behavior
of a DC motor apparatus in the presence of almost periodic
linear state-feedback. In a usual DC motor device, the two
system variables are (i) the velocity of the rotor and (ii) the
electrical current consumed by the motor [27], [28], [29];
these two variables are denoted here byvk and ik, k ≥ 0,
respectively. We also used a National Instruments USB-6008
data acquisition card to set a link between the Matlab software
and the DC motor Module 2208, Datapool Eletronica Ltda,
Brazil (Fig. 3). The device was configured with sampling with
rate of17.16 milliseconds.
Setting the system state aszk ≡ [vk ik]′, we obtain the
model of the DC motor device represented as
zk+1 = Akzk +Bkwk + rk, z0 ∈ R2, ∀k ≥ 0. (20)
k
vk
400 800 1200 1600
0.84
1.12
(a) Velocity (rad/s) of the DC motor device.
k
ik
400 800 1200 1600
0.72
0.44
(b) Electrical current, in Ampere, driven by the DC motor devic.
Fig. 4. Pictorial representation of the velocityvk and electrical current
ik measured from the DC motor device, corresponding to 900 distinct
realizations. The figures indicate the almost periodic behavior arising from
both variables.
The almost periodic sequences{G1(k)} and {G2(k)} deter-
mine the gain in the linear state-feedback configuration and
are defined as, for allk ≥ 0,









































andz0 = [0 0]′.
In this experiment, we verify from the theoretical and prac-
tical perspectives whether the DC motor device is uniformly






≤ c, ∀k ≥ 0.
In the theoretical analysis, by simply settingxk ≡ zk−E[zk]
into S, we have that both systemsS and (20) are equiv-
alent with respect to the stochastic analysis [30, Ch. 2].
On that account, the uniform central moment stability for
(20) is confirmed by Theorem 3.1, since{Ak} is almost
periodic and Assumption 2.1 is satisfied with average cost
J = 2.2116× 10−3 (see Appendix 2).
In the practical front, we conducted 900 distinct experimen-
tal realizations, measuring the velocity and electrical current
consumed by the DC motor device. The data obtained in the
practical experiments indicates that the mean and standard
deviation for both velocity and electrical current are bounded,
a fact that suggests that the DC motor device is uniformly
central moment stable in practice, see Fig. 4. The data also
illustrates the almost periodic behavior arising from the ma-
sured velocity and electrical current.
The experiments described in this section emphasize the
applicability of the derived approach to characterize the uni-
form second moment stability for linear stochastic systems
with almost periodic parameters.
APPENDIX 1: PROOF OFLEMMA 4.3
Before passing to the proof of Lemma 4.3, it is necessary
to present the following result.
Lemma 5.1:Suppose that there exist someL > 0 and a
strictly increasing sequence{mi} in N such thatg∞(mi) ≥ L
for all i ≥ 0. Then for anyε > 0 and any strictly increasing
sequence{ni} in N, there exists somei0 > 0 such that
i ≥ i0 ⇒ gni(mi) ≥ L− ε. (21)
Proof: If we deny the assertion in (21), then the inequality
gnik (mik) < L− ε
holds true for infinitely many values ofik, and sincenik ↑ ∞
ask → ∞, we have
lim sup
k→∞
gnik (mik) < L− ε < L ≤ g∞(mi), ∀i > 0,
which is an absurd. This argument proves the result.
Proof of Lemma 4.3 (continued):Sincegn(·) is monotone
with respect ton, and due to the assumption thatL0 > L, we
can deduce from (12) that there exists a finite integern̄ such
that
gn̄(dk + ℓ) ≤ L and gn̄+1(dk + ℓ) > L. (22)
Let n̄(dk, ℓ) be then̄ value in (22) corresponding todk for
eachℓ = 0, . . . , k. Define
n̄max(k) = max{n̄(dk, 0), . . . , n̄(dk, k)}.
Claim 2: The sequence{n̄max(k)}∞k=0 is bounded.
Let us assume for the moment thatClaim 2 holds true. In
this case, by setting the number
n0 = 1 +max
k∈N
n̄max(k),
we get from the right-hand side of (22) thatgn0(dk + ℓ) > L
for all ℓ = 0, . . . , k and allk > 0, which is what we wished
to show.
The remaining part of this section is dedicated to prove the
validity of Claim 2. In fact, if we deny the assertion ofClaim
2, then it is equivalent to allow the existence of a subsequence
{n̄max(ki)} from {n̄max(k)} that diverges to infinity. This
occurs only if there exists a corresponding sequence{si} such
that
n̄(dki , si) ↑ ∞ as i → ∞. (23)
Notice that n̄(dki , si) belongs to the set
{n̄(dki , 0), . . . , n̄(dki , ki)}, and for this reason{si} conforms
to the rule
0 ≤ si ≤ ki, ∀i ≥ 0. (24)
The fact in (24) is important since it assures that the value
dki+si belongs to the interval[dki , dki+ki]. This observation
and (12) allow us to write
g∞(dki + si) ≥ L0, ∀i > 0. (25)
Now, we can apply (25) in Lemma 5.1 to assure the existence
of somei0 > 0 such that
i ≥ i0 ⇒ gn̄(dki ,si)(dki + si) ≥ L0 − ε. (26)
The contradiction to proveClaim 2 now arises. Notice that
we can invoke the left-hand side of (22) to obtain the inequality
gn̄(dki ,si)(dki + si) ≤ L, ∀i > 0,
which contradicts (26) sinceL0 > L andε > 0 is taken to be
sufficiently small. This argument shows the contradiction and
proves that the statement inClaim 2 is true.
APPENDIX 2: NUMERICAL EVALUATION OF THE LONG-RUN
AVERAGE COST




k], and Y (k) = E[yky
′
k], ∀k ≥ 0.
From [30, Ch. 2, p. 20], we have









k, ∀k ≥ 0, X(0) = x0x′0.
In addition, there holdsE[‖yk‖2] = ‖Y (k)
1
2 ‖2, for all k ≥ 0,
an the long-run average cost is identical to







‖Y (k) 12 ‖2.
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