ОПТИМИЗАЦИЯ ВЫПУСКА И ИНТЕНСИВНОСТЕЙ ОБРАБОТКИ ГРУППЫ ДЕТАЛЕЙ ПРИ НЕСТАЦИОНАРНОМ СПРОСЕ by G. LEVIN M. et al.
102
ВЕСЦІ НАЦЫЯНАЛЬНАЙ АКАДЭМІІ НАВУК БЕЛАРУСІ № 3 2016
СЕРЫЯ ФІЗІКА-МАтЭМАтЫчНЫх НАВУК
інфарматыка
УДК 658.512.2
Г. М. ЛЕВИН1, Б. М. РОЗИН1, А. Б. ДОЛГИЙ2
ОПТИМИЗАЦИЯ ВЫПУСКА И ИНТЕНСИВНОСТЕЙ ОБРАБОТКИ  
ГРУППЫ ДЕТАЛЕЙ ПРИ НЕСТАЦИОНАРНОМ СПРОСЕ1
1Объединенный институт проблем информатики Национальной академии наук Беларуси, Минск, 
Беларусь, e-mail: levin@newman.bas-net.by, rozin@newman.bas-net.by 
2Горная школа Нанта, Нант, Франция, e-mail: Alexandre.Dolgui@mines-nantes.fr
Рассматривается задача оптимизации размеров выпуска группы деталей и интенсивностей их обработки на мно-
гопозиционном оборудовании блоками инструментов при нестационарном спросе на заданных временных интер-
валах. Состав группы не меняется от интервала к интервалу. В качестве целевой функции принята сумма затрат на 
производство, хранение избытков деталей и штрафы за неудовлетворенный спрос на них. Затраты на выпуск группы 
деталей зависят от интенсивностей их обработки. Предложен декомпозиционный метод решения задачи.
Ключевые слова: размер партии, группа деталей, интенсивность обработки, минимизация затрат, декомпозици-
онный метод.
G. M. LEVIN1, B. M. ROZIN1, A. B. DOLGUI2
OPTIMIZING THE OUTPUT AND THE INTENSITIES OF PROCESSING A BATCH  
OF PARTS UNDER NON-STATIONARY DEMAND
1United Institute of Informatics Problems of National Academy of Sciences of Belarus, Minsk, Belarus,  
e-mail: levin@newman.bas-net.by, rozin@newman.bas-net.by  
2Ecole des Mines de Nantes, Nantes, France, e-mail: Alexandre.Dolgui@mines-nantes.fr
We consider a problem of optimizing the output of a batch of parts and intensities of its processing with tool blocks on 
a multiposition equipment under non-stationary demand and predetermined time intervals. The batch content does not vary 
from one interval to another. The objective function is the sum of production cost, storage cost of excess parts, and penalties 
for unmet demand. The production cost depends on processing intensities. A decomposition method for solving the problem 
is proposed.
Keywords: lot size, batch of parts, intensity of processing, cost minimization, decomposition method. 
Введение. Классификации задач планирования производства партий изделий с учетом за-
трат на их выпуск и хранение посвящены, в частности, обзоры [1–3] и др. К основным класси-
фикационным характеристикам подобных задач обычно относят следующие (см., напр., [1, 2]): 
горизонт планирования (конечный либо бесконечный), тип планирования (долгосрочное, средне-
срочное или оперативное); количество наименований выпускаемых изделий (одно либо несколь-
ко); одноуровневое или многоуровневое принятие решений о размере выпуска в зависимости от 
сложности изготовляемых изделий; наличие либо отсутствие ресурсных ограничений, лимити-
рующих размер выпуска; предполагают ли условия хранения произведенных изделий их порчу 
в за висимости от времени хранения; допускается ли невыполнение (или частичное выполнение) 
заказов на изделия (отложенный спрос) либо неудовлетворенный спрос означает потерю зака-
за; является ли спрос на изделия стационарным (постоянным) либо динамически изменяемым; 
величина спроса детерминированная или случайная; зависит (или не зависит) спрос на изделия 
в конкретном временном интервале от спроса на изделия других наименований в этом интервале 
и на предыдущих временных интервалах планирования; учитываются ли затраты (материальные 
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103
и временные) на переналадку системы при добавлении либо замене выпуска системой изделий 
одних наименований на другие, а также при изменении программы выпуска. Сложность соответ-
ствующих задач существенно зависит от характеристик их конкретных постановок.
Бóльшая часть исследований в области одноуровневых детерминированных задач планиро-
вания выпуска изделий на конечном дискретном горизонте с динамически изменяющимся спро-
сом и ограничениями на мощность производственной системы касается выпуска изделий одного 
наименования [4, 5]. Вместе с тем большое внимание уделяется многопродуктовым задачам [6]. 
Поскольку классические постановки обоих типов этих задач – NP-трудные [7, 8, 9], большинство 
предложенных алгоритмов их решения являются эвристическими (см., напр., [10–16]). Здесь осо-
бо следует отметить эвристики, предполагаюшие использование при их формулировке и реали-
зации методов математического программирования ([15] и др.), а также эвристики, основанные 
на методе «ветвей и границ» [16].
Среди точных методов решения отмеченных задач, кроме непосредственного использования 
для их решения формулировок в терминах смешанного целочисленного линейного программи-
рования и метода «ветвей и границ» [16–19], применяются также два других подхода. В одном 
из них используются методы генерации отсечений в комбинации с методом «ветвей и границ» 
[20, 21], а в другом производится переопределение переменных с последующим решением ре-
лаксированной задачи линейного программирования также в комбинации с методом «ветвей 
и границ» [22]. Для решения однопродуктовых задач с динамически изменяющимся спросом 
часто применялись также методы типа динамического программирования [23–25]. В последнее 
время внимание многих исследователей однопродуктовых задач с ограниченной мощностью 
системы привлекали также полностью полиномиальные многошаговые аппроксимационные схе-
мы [4, 5], позволяющие находить приближенное решение задачи с заданной относительной по-
грешностью оптимального значения целевой функции. 
Ниже рассматривается одна из постановок одноуровневых задач среднесрочного планирова-
ния выпуска производственной системой ограниченной мощности группы изделий с детермини-
рованным динамическим спросом на конечном дискретном горизонте планирования, состоящем 
из заданного числа временных интервалов известной длительности. Допускается частичное (пол-
ное) невыполнение заказов по каждому изделию группы, которые могут быть удовлетворены на 
последующих интервалах (отложенный спрос). 
В качестве основных отличий исследуемой постановки от известных можно отметить сле-
дуюшие. Во-первых, состав группы не изменяется от интервала к интервалу (что определяется 
спецификой используемой производственной системы), в то время как объемы спроса на различ-
ные изделия группы в различных временных интервалах не связаны между собой. Во-вторых, 
решения о размере партии в любом временном интервале принимаются одновременно с выбором 
интенсивностей обработки деталей группы, определяющих как возможность выпуска партии та-
кого размера, так и стоимость самого выпуска. Следует отметить, что если пропорции спроса 
на различные детали группы не изменяются от интервала к интервалу, то такую задачу можно 
свести к однопродуктовой, где в качестве продукта рассматривается группа в целом. Таким обра-
зом, рассматриваемая задача занимает промежуточное место между много- и однопродуктовыми 
задачами.
1. Постановка задачи и математическая модель. Рассматривается задача управления про-
граммой выпуска и интенсивностями обработки при многономенклатурном производстве де-
талей заданного множества D = {d1, d2,…, dm} их типов на временных интервалах T1,…,Tt,…,Tn 
заданного горизонта планирования 
1
n
t
t
T T
=
= ∑  с учетом динамики предполагаемого спроса на де-
тали, затрат на их производство, хранение излишков деталей и штрафов за не поставленные за-
казчику изделия.
Предполагается, что детали обрабатываются последовательно одна за другой идентичными 
как по составу, так и по порядку расположения деталей группами, каждая из которых включает 
hd деталей d∈D, .d
d D
h h
∈
=∑  Обработка производится на многопозиционной производственной ли-
104
нии конвейерного типа, состоящей из ряда линейно упорядоченных позиций [26]. Каждая деталь 
группы обрабатывается в указанном порядке на каждой рабочей позиции соответствующим этой 
позиции и детали набором блоков инструментов, причем в каждый момент времени на каждой 
позиции может обрабатываться лишь одна деталь. Один такт обработки состоит в одновремен-
ной обработке на каждой из рабочих позиций соответствующей (такту и позиции) детали. 
После завершения любого такта обрабатываемые детали со своих позиций синхронно пере-
мещаются на следующие позиции, деталь с последней рабочей позиции поступает на позицию 
разгрузки, а на первую рабочую позицию поступает  очередная деталь последовательности. 
Цикл обработки всей группы деталей состоит из h тактов и может включать идентичные такты 
(характеризуемые идентичным расположением деталей группы на всех рабочих позициях с со-
ответствующей их одинаковой обработкой). В дальнейшем I ={1,…,h} – множество номеров раз-
личных тактов и ki – количество идентичных тактов i ∈ I в цикле, .i
i I
k h
∈
=∑  
Обработка детали на позиции может осуществляться одним либо одновременно нескольки-
ми (соответствующими позиции и детали) кинематически не связанными между собой блоками 
инструментов, причем все инструменты одного блока работают параллельно и имеют общий 
параметр интенсивности обработки (например, минутную подачу). Таким образом, каждый такт 
i ∈ I заключается в одновременной обработке различных деталей соответствующим подмноже-
ством Ji блоков (инструментов) из множества J блоков, установленных на линии, причем такт i 
может включать обработку mij идентичными блоками j ∈ Ji. Подмножества блоков из семейства 
{J1,…,Ji,…,Jh} могут пересекаться и 
1
.i
i
J J
h
=
=

 Далее под парой ij подразумевается блок j ∈ J, вы-
полняющий в такте i ∈ I обработку детали, соответствующей такту и позиции, на которой блок 
выполняет обработку.
Выполнение обработки каждым блоком инструментов в некотором такте связано с расходом 
соответствующих возобновляемых ресурсов (в частности, инструментов, изнашиваемых в про-
цессе обработки). Степень и скорость расхода ресурса зависят как от объема обработки, так 
и от интенсивности ее выполнения  [26]. Восстановление любого из ресурсов (например, смена 
инструментов) осуществляется после его полного расходования (износа) по завершении такта, 
во время которого это произошло. Выполнение очередного такта может начаться лишь тогда, 
когда процесс восстановления соответствующего ресурса (смены инструментов блока) завершен.
В данной работе предполагается, что выбираемая интенсивность обработки деталей блоком 
j∈J во временном интервале t = 1,…,n принимается одинаковой для всех обрабатываемых им де-
талей группы, т. е. не изменяется от такта к такту. Обозначим эту интенсивность (являющуюся 
искомым параметром) через zjt и положим zt = (zjt|j∈J) и z = (zt|t = 1,…,n).
Для пар ij ∈ G = {ij|i∈I, j∈Ji} задаются следующие параметры:
– объем Vij обработки деталей блоком j∈J в такте i∈I;
– отрезок [z1jt,z2jt] возможных значений интенсивности zjt в интервале t;
– определенныe на этом отрезке выпуклыe функции fijt(zjt) и jijt(zjt), представляющие зависи-
мости от принимаемой интенсивности zjt отнесенных к единице объема затрат (включая затраты 
на ресурсы и их восстановление) на обработку деталей блоком j ∈ J в такте i ∈ I и времени вос-
становления ресурсов соответственно.
При фиксированном значении zt ∈ 1 2[ , ]t jt jt
j J
Z z z
∈
=∏  длительность обработки в интервале t 
детали блоком j ∈ J в такте i ∈ I и длительность этого такта равны Vijzjt и max{Vijzjt|j∈Ji}, а затраты 
на обработку детали блоком j ∈ J в такте i ∈ I и затраты времени на восстановление ресурсов, 
отнесенные к этой обработке, равны Vijfijt(zjt) и Vijjijt(zjt) соответственно. 
Общие затраты (как материальные, так и временные) на выполнение каждого из тактов i∈I 
помимо суммарных затрат по всем составляющим его блокам включают также дополнитель-
ные. В достаточно общем случае можно принять, что эти дополнительные затраты состоят из 
двух частей, первая из которых пропорциональна длительности такта, а вторая от нее не зависит. 
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Параметры E1it, E2it, R1it и R2it этиx линейных зависимостей для интервала t∈{1,…,n} предполага-
ются заданными. 
При принятых предположениях общие затраты F1t(zt) на выполнение всех тактов одного цик-
ла обработки группы и общая длительность F2t(zt) цикла в интервале t в зависимости от значения 
zt ∈ Zt определяются следующими соотношениями:
 
1 1 2( ) max{ } ( ) ,
i
i
t t i it it ij jt ij ij ijt jt
j J
i I j J
F z k E E V z m V f z
∈
∈ ∈
 
= + +  
 
∑ ∑   
 2 1 2( ) max{ } ( ) .
i
i
t t i it it ij jt ij ij ijt jt
j J
i I j J
F z k R R V z m V z
∈
∈ ∈
 
= + + j  
 
∑ ∑  
Для формирования математической модели рассматриваемой задачи в целом введем следую-
щие дополнительные обозначения:
x = (x1,…,xt,…,xn), где xt – количество групп деталей, которое планируется выпускать в интер-
вале t;
tx  – предельное количество групп, которое может быть выпущено (исходя из производствен-
ных условий) в интервале t = 1,…,n;
ldt
  – спрос на деталь d ∈ D в интервале t и 
1
;
t
dt dr
r=
L = l∑
Hdt(y) – заданные функции стоимости хранения (при y > 0), либо штрафа за неудовлетворен-
ный спрос (при y < 0) для y деталей d ∈ M в интервале t = 1,…,n. Функции Hdt(y) определены на 
отрезках [–Ldt, 
1
t
d r
r
h x
=
∑  –Ldt], не возрастают при y < 0, не убывают при y > 0 и Hdt(0) = 0.
С учетом изложенного рассматриваемая задача определения оптимальных (в совокупности) 
программы xt выпуска групп деталей и интенсивностей zt их обработки в каждом интервале вре-
мени t ∈ {1,…,n} сводится к следующей задаче математического программирования: 
 
1
1 1 1
( , ) ( ) min,
n n t
t t t dt d r dt
t t d D r
x z F z x H h x
= = ∈ =
 
Y = + - L → 
 
∑ ∑∑ ∑   (1) 
 F2t(zt)xt ≤ Tt,  t = 1,…, n, (2) 
 xt ∈ [0, tx ],  t = 1,…, n, (3) 
 zt ∈ Zt,  t = 1,…, n. (4)
Здесь целевая функция в (1) представляет зависимость общих затрат на выпуск заданных ко-
личеств групп деталей от оптимизируемых параметров с учетом как стоимости самого выпуска, 
так и затрат на хранение излишне произведенных деталей и штрафов за недопоставленные заказ-
чику изделия. Ограничение (2) обеспечивает возможность выпуска за интервал t планируемого 
количества групп деталей. Задачу (1)–(4) будем называть в дальнейшем задачей а. 
2. методы решения. Для решения задачи а можно воспользоваться следующей декомпози-
ционной схемой:
– на нижнем уровне при фиксированных величинах выпуска x = (x1,…,xn) для каждого t = n,...,1  
решается автономная подзадача Bt(xt) по определению оптимальных (для такой программы вы-
пуска) значений zt
*(xt) интенсивностей обработки;
– на верхнем уровне решается координирующая подзадача C по определению значений x* 
вектора x выпуска групп деталей по всем интервалам времени с учетом совокупности всех рас-
сматриваемых затрат.
При принятых предположениях о функциях fijt(·) и jijt(·) подзадачи Bt(xt) сводятся к следую-
щим задачам выпуклого программирования:
 
1 2( ) max{ } ( )
i
i
t t i it ij jt ij ij ijt jt
j J
i I j J
z k E V z m V f z
∈
∈ ∈
 
F = + →  
 
∑ ∑  min   (=Rt(xt)),  (5) 
106
 2 2 1( ) max{ } ( ) / ,
i
i
t t i it ij jt ij ij ijt jt t t i it
j J
i I j J i I
z k R V z m V z T x k R
∈
∈ ∈ ∈
 
F = + j ≤ -  
 
∑ ∑ ∑   (6) 
 
zt ∈ Zt. (7)
Предполагается, что Rt(xt) = ∞, если для текушего значения xt подзадача (5)–(7) не имеет решения.
В свою очередь подзадача C сводится к задаче многошаговой оптимизации:
 
1
1 1 1
( ) min,
n n t
t t i it t dt d r dt
t i I t d D r
R x k E x H h x
= ∈ = ∈ =
   
+ + - L →   
  
∑ ∑ ∑∑ ∑     (=Y*),  (8) 
 zt ∈ Zt,  t = 1,…,n.  (9)
Предлагаемая декомпозиционная схема решения задачи а укрупненно представлена на ри-
сунке.
Очевидно, что если zt
*(xt) являются решениями задач Bt(xt) и xt
* – решениями задачи  C для 
[1, ],t n∈  то (x*, z*(x*)) – решение задачи а. 
Для решения задач Bt(xt) могут быть использованы известные методы выпуклого програм-
мирования и реализующие их пакеты программ. В частности, они могут быть сведены к задачам 
линейного программирования посредством аппроксимации функций fijt(zjt) и jijt(zjt) кусочно-ли-
нейными функциями [26], причем если функции fijt(zjt) и jijt(zjt) одинаковы для всех интервалов t, 
то эти аппроксимации не зависят от t.
Аппроксимация кусочно-линейными функциями функций fijt(zjt) и jijt(zjt) может быть выпол-
нена, например, следующим образом.
Построим кусочно-линейные аппроксимации функций fijt(zjt) и jijt(zjt), полагая для всех ij ∈ G, 
t = 1,…,n:
  fijt(zjt) ≈ max{aijkt zjt + bijkt | k = 1,…,vijt} (10)
и
 jijt(zjt) ≈ max{cijkt zjt + dijkt | k = 1,…,qijt}, (11)
где aijkt, bijkt, vijt, cijkt, dijkt и qijt являются параметрами этой аппроксимации, параметры vijt и qijt 
во многом определяют ее точность. 
Тогда приближенное решение подзадачи Bt(xt), t = 1,…,n может быть получено в результате 
решения следующей задачи линейного программирования:
Декомпозиционная схема решения задачи а
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2 min;
i
it it ij ijt
i I i I j J
E V
∈ ∈ ∈
g + c →∑ ∑∑   (12) 
 2 1/ ;
i
it it ij ijt t t it
i I i I j J i I
R V T x R
∈ ∈ ∈ ∈
g + m ≤ -∑ ∑∑ ∑     (13) 
 cijt  – aijkt zjt  ≥ bijkt,   i ∈ I,  j ∈ Ji,  k = 1,…, vijt;  (14) 
 mijt  – cijkt zjt  ≥ dijkt,   i ∈ I,  j ∈ Ji,  k = 1,…, qijt;  (15) 
 git  – Vij zjt ≥ 0,   i ∈ I,  j ∈ Ji;  (16) 
 zjt ∈ [z1jt, z2jt],   j ∈ J, (17)
где 2itE  = kiE2it, 1itR  = kiR1it , 2itR  = kiR2it и ijV  = kimijVij. Искомыми в этой задаче являются векторы 
gt = (git | i ∈ I), zt = (zjt | j ∈ J), ct = (cijt | i ∈ I, j ∈ Ji) и mt = (mijt | i ∈ I, j ∈ Ji). Очевидно, что если 
(gt
*, zt
*, ct
*, mt
*) – ее решение, то вектор zt
* может быть принят в качестве приближенного решения 
исходной задачи Bt(xt). Несовпадение минимальных значений целевых функций этих задач опре-
деляется точностью аппроксимации функций fijt(zjt) и jijt(zjt) в окрестности решения исходной 
задачи.
Пусть t ∈ {1,…,n}, 
1
t
t r
r
X x
=
= ∑ , Xt ∈ [0, tX ] и Фt(Xt) – наименьшее значение функции 
1
1 1 1
( )
t t r
r r i ir r dr d q dr
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   
∑ ∑ ∑∑ ∑  по всем таким xt = (x1,…,xr,…,xt), что xr ∈ [0, rx ] 
для всех r = 1,…,t и 
1
t
r
r
x
=
∑  = Xt. Поскольку Y* = min{Фn(Xn)|Xn ∈ [0, nX ]}, то решение подзадачи (8), 
(9) может быть получено с использованием следующего рекуррентного соотношения динамиче-
ского программирования:
 Фt(Xt) = min{Фt–1(Xt–1) + (Rt(X t –Xt–1) + )1it
Ii
i Ek∑
∈
(Xt – Xt–1) + ( )dt d t dt
d D
H h X
∈
- L∑  |Xt–1 ∈ [0, 1tX - ],   
 Xt – Xt–1 ∈ [0, tx ]},   
 Ф0(0) = 0. 
При использовании для решения задачи С верхнего уровня известных схем динамического 
программирования для оптимизации дискретных n-шаговых процессов число возможных состоя-
ний на шаге t = 1,…,n не превосходит 
1
.
t
r
r
x
=
∑  В этом случае трудоемкость решения задачи С может 
быть оценена как О(nm 2
1
( )
n
i
i
x
=
∑ ) операций при условии, что функции Rt(xt), Hdt(·), d ∈ D = {d1, d2, …, dm}, 
t = 1,…,n, вычисляются за постоянное число операций.
При погрешности dt определения величин Rt(xt), t = 1,…,n, при решении задач Bt(xt) нижнего 
уровня погрешность в определении оптимального значения целевой функции предложенным ме-
тодом не превосходит величины 
1
.
n
t t
t
x
=
d∑  
Заключение. Рассмотрена задача оптимизации стоимости серийного выпуска группы дета-
лей нескольких наименований постоянного состава и интенсивностей обработки деталей набо-
ром блоков инструментов на многопозиционной производственной системе ограниченной мощ-
ности на ряде временных интервалов с учетом затрат как на сам выпуск, так и на хранение из-
лишне произведенных деталей и штрафов за не поставленные заказчику изделия. 
Предложена двухуровневая декомпозиционная схема решения этой задачи для случая вы-
пуклых функций зависимости затрат на обработку деталей группы каждым блоком инструмен-
тов от принимаемой интенсивности, отнесенных к единице объема затрат (включая затраты на 
ресурсы и их восстановление). На нижнем уровне для каждого интервала решаются подзадачи 
выпуклого программирования по оптимизации интенсивностей обработки деталей группы соот-
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ветствующими блоками инструментов при фиксированном объеме выпуска. На верхнем уровне 
методом динамического программирования оптимизируются числа выпускаемых групп для всех 
интервалов.
В дальнейшем предполагается исследовать более общие постановки рассматриваемой зада-
чи, когда спрос на детали группы в различных временных интервалах является недетерминиро-
ванным (в частности, подчиняется некоторому известному вероятностному распределению либо 
такое распределение не известно и заданы лишь диапазоны возможных величин спроса на каж-
дую из деталей группы в каждом интервале), а также когда функции зависимости материальных 
и временных затрат на выпуск группы деталей от интенсивностей обработки не являются вы-
пуклыми.
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