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Abstract—Obtaining digital representations of multivariate
continuous-time (CT) signals is a challenge encountered in many
signal processing systems. In practice, these signals are often
acquired in order to extract some underlying information, i.e.,
for a specific task. Employing conventional task-agnostic analog-
to-digital converters (ADCs), typically designed to minimize the
mean squared error (MSE) in reconstructing the CT input signal,
can be costly and energy-inefficient in such cases. In this work,
we study task-based ADCs, which are designed to obtain a digital
representation of a multivariate CT input process with the goal of
recovering an underlying statistically related parameter vector,
referred to as the task. The proposed system employs analog
filtering, uniform sampling, and scalar uniform quantization of
the input process before subsequently recovering the task vector
using a digital recovery filter. We optimize the analog and digital
filters and derive closed-form expressions for the achievable
MSE in recovering the task vector from a set of analog signals
when utilizing ADCs with a fixed sampling rate and amplitude
resolution. Based on our derivation, we provide guidelines for the
design of practical acquisition systems subject to a constraint on
the overall number of bits. Our analysis proves that the intuitive
approaches of either recovering the task vector solely in digital or
designing the analog filter to estimate the task vector are inferior
to the proposed joint design. We then consider the recovery of a
set of matched filter outputs under a rate budget. We numerically
verify our theoretical observations and demonstrate that task-
based ADCs substantially outperform analog matched filtering
as well as applying the matched filter solely in the digital domain.
We also show that when acquiring signals for a task under tight
bit budgets, it is often preferable to sub-sample w. r. t. the Nyquist
rate instead of reducing the quantization resolution.
I. INTRODUCTION
Analog-to-digital converters (ADCs) allow physical signals
to be processed using digital hardware. ADCs perform two
operations: sampling, i.e., converting a continuous-time (CT)
signal into a discrete set of samples, and quantization, where
the continuous-amplitude samples are converted into a finite-bit
representation. Conventional ADCs are designed to facilitate
the recovery of their input signal, where the sampling rate is
chosen matched to the bandwidth of the input signal, while the
quantizer resolution is set such that the quantization distortion
is sufficiently small [1]. In many applications, analog signals
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are acquired not with the goal of being reconstructed, but
for a specific task, e.g., to extract some information from
the CT input. For instance, multiple-input multiple-output
(MIMO) communications receivers acquire electromagnetic
waves measured at their antennas in order to recover a
transmitted message or estimate an underlying channel [2].
Radar receivers capture impinging echos in order to identify
targets [3]. In such scenarios, utilizing conventional ADCs,
which are designed to recover the analog signals accurately,
can be inefficient. Since the power consumption of ADCs grows
with the sampling rate and the quantization resolution [4], such
inefficiency directly leads to increased power consumption.
The power consumption of conventional ADCs is considered a
major challenge in beyond 5G systems, which are foreseen to
utilize a large number of antennas, i.e., massive MIMO, as well
as large bandwidths in the millimeter wave (mmWave) bands,
to meet the ever-increasing demand for higher data rates.
Recently, it was demonstrated that a-priori knowledge about
the system task can be exploited to design task-based quantizers,
which facilitate carrying out the system task while acquiring
the input with a limited bit budget [2]. The works [5]–
[8], which focused on the quantization aspect of analog-to-
digital conversion, showed that the distortion induced by low-
resolution quantization can be mitigated by accounting for
the task. This is achieved by introducing pre-quantization
processing, resulting in hybrid analog-digital systems, as
commonly utilized in MIMO systems for the purpose of
reducing the number of RF chains [9]–[11]. For the sampling
operation, such analog processing was shown to facilitate the
reconstruction of sub-Nyquist sampled, frequency-sparse analog
signals [12], as well as to exploit spatial correlation via joint
sampling of multivariate CT signals [13]. The works [12]–[14]
all focused on the reconstruction of the sampled signals, and
thus did not consider the presence of a task.
Joint sampling and quantization was investigated in [15]–[17],
where the minimum achievable reconstruction distortion under
a given rate budget was studied as an indirect source coding
problem. These performance bounds can only be achieved
by vector quantizers, which are challenging to implement.
However, none of the works [15]–[17] accounts for the presence
of a task, nor do they consider simple scalar uniform quantizers.
Finally, the recent work [18] used deep learning to design
task-based ADCs, including both sampling and quantization,
empirically demonstrating the potential gains of such joint
designs without providing a theoretical analysis.
In this work, we consider the design and analysis of ADCs for
the task of recovering a linear function of the observed signals.
Such tasks can represent, e.g., channel estimation, as studied in
[6] or matched filtering, as considered in our numerical analysis.
Following [2], [5]–[8], [18], we consider a hybrid system with
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pre-acquisition analog combining, and optimize the overall
system in light of the task. In order to allow for a practical
implementation of the considered acquisition system, we focus
our analysis on linear pre-acquisition mappings, which can be
implemented using analog filters, and on ADCs carrying out
uniform sampling and quantization, i. e., we consider simple
ADCs and do not allow for complex vector quantizers.
We analytically characterize the minimum achievable mean
squared error (MSE) in recovering the desired task from the
analog input signals under the considered model, for a given
sampling rate and quantization resolution. We obtain analytical
expressions for the analog and digital filters, which achieve this
distortion, and identify practical design guidelines for determin-
ing the number of ADCs, the sampling rate, and the resolution
when operating under an overall bit budget constraint. Our re-
sults show that neither recovering the task in the analog domain
and subsequently sampling and quantizing the analog minimum
MSE (MMSE) estimate, nor a fully-digital architecture, which
estimates the task solely in the digital domain, minimize the
MSE. Specializing our results to bandlimited signals reveals
that it can be preferable to sample below the Nyquist rate to
balance the quantization distortion under an overall bit budget.
This observation agrees with similar results in [15]–[17],
which considered joint sampling and lossy source coding.
In our numerical study, we apply the proposed task-based
ADC to the task of estimating the matched filter output of a
multi-antenna system, representing a common signal processing
task in MIMO communications and radar. Our numerical results
demonstrate the gains of jointly designed task-based ADCs
over the two intuitive approaches of applying the filters solely
in the digital or analog domain. In particular, we show that
the proposed system can achieve a normalized time-averaged
MSE of 10−5 using only ∼29 % and ∼8 % of the bit budget as
compared to analog and digital recovery systems, respectively.
Furthermore, we demonstrate that when acquiring bandlimited
signals for recovering a task vector under tight bit budgets,
it is often preferable to sample below the Nyquist rate over
reducing the quantization resolution below 2 bit per sample.
The rest of this paper is organized as follows: Section II
details the model of the proposed task-based acquisition system
and formulates the problem. Section III derives the achievable
MSE of task-based ADCs, designs its components, provides
practical design guidelines, and performs an asymptotic per-
formance evaluation. Section IV provides a numerical study.
Finally, concluding remarks are given in Section V. Detailed
proofs of the results presented in the paper are delegated to
the appendix.
Throughout this paper, random quantities are denoted by
sans-serif letters, e.g., a, whereas a is a deterministic quantity.
Vectors and matrices are denoted by lower and upper case bold-
face letters, e.g., a and A, respectively. IK is the K×K identity
matrix. We use j, ∗, tr(·), and E{·} to denote the imaginary
unit, convolution, the trace operator, and stochastic expectation,
respectively. Furthermore, we use the shorthand notation ~x(t) =
x(−t) for time reversal. The sets of natural, integer, real and
complex numbers are written as N, Z, R and C, respectively.
II. SYSTEM MODEL
In this work, we consider a hybrid analog-digital acquisition
system model, as illustrated in Fig. 1. The system is comprised
of a joint sampling block, consisting of a multivariate analog
filter, a set of uniform samplers, a set of uniform quantizers,
and a digital processor. This division aims to facilitate system
design. In a practical system, the analog filter requires dedicated
circuitry, while the uniform samplers and quantizers correspond
to conventional scalar ADCs. The overall system is optimized
for recovering a task vector from a set of analog signals.
In the following, we formulate the problem of jointly
designing the components of the hybrid acquisition system.
We first review the signal model relating the observed signals
and the task vector in Subsection II-A. Then, we model the
joint sampling and quantization operations in Subsections II-B
and II-C, respectively. Based on these models, we formulate
the problem of optimizing the system in Subsection II-D.
A. Signal Model
The observations comprise a set of M ≥ 1 CT signals
{xm(t)}Mm=1 , t ∈ R, as illustrated in Fig. 1. We model these
signals as zero-mean jointly wide-sense stationary (WSS)
random processes with finite variances, and let Cx(f) ∈
CM×M , f ∈ R, denote their joint power spectral density (PSD).
This set of analog signals is acquired for the task of estimating
a zero-mean random vector s ∈ RN , referred to as the task.
We assume a known statistical relationship between the CT
random input signals {xm(t)} and the task vector s.
In particular, we assume that the MMSE estimate of s
from {xm(t)}Mm=1 takes a linear form. By defining x(t) =
[x1(t), . . . , xM (t)]
T , this assumption implies that there exists
a multivariate filter Γ(t) ∈ RN×M such that
s˜ , E
{
s
∣∣∣ {xm(t)}Mm=1} = ∫
R
~Γ(t)x(t)dt = (Γ ∗ x) (0). (1)
The resulting formulation allows us to model tasks which can
be expressed as linear functions of the observed signals. Such
problems of recovering linear functions of analog signals arise,
e.g., in matched-filtering based processing, commonly used in
MIMO radar [19] and communications [20], as well as channel
estimation in rich scattering environments [6].
B. Joint Sampling Operation
The acquired analog signals are first converted into a set
of discrete-time sequences via joint sampling. Joint sampling
is a framework for sampling a set of CT signals, allowing to
exploit their spatial correlation using multivariate analog filters
[13]. In particular, the M CT input signals are filtered by a
multivariate analog filter H(f) ∈ RK×M , f ∈ R, resulting in
K ≤M CT signals {yk(t)}Kk=1, obtained by
yk(t) =
M∑
m=1
(hk,m ∗ xm) (t), ∀k ∈ K , {1, . . . ,K}. (2)
In (2), hk,m(t) denotes the impulse response of a scalar filter
which is the inverse Fourier transform (FT) of [H]k,m (f).
The outputs {yk(t)}Kk=1 of the analog filter are sampled
by K identical uniform samplers, each with sampling rate fs,
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Fig. 1. Overview of the system model. The task is to estimate the random vector s ∈ RN . The digital task estimate is denoted as sˆ ∈ RN .
i.e., samples are spaced by Ts = 1fs . This yields the set of K
discrete-time sequences {yk[n]}Kk=1 where yk[n] , Tsyk(nTs).
C. Quantization Operation
The sampled signals {yk[n]}Kk=1 are subsequently quantized
by K identical uniform scalar mid-rise quantizers with an
amplitude resolution of b bits. Such quantizers produce up to
2b distinct output values. The (single-sided) support, of the
quantizers, also referred to as the dynamic range, is denoted as
γ > 0. The quantization step size is hence given by ∆ = 2γ
2b
,
and the mid-rise quantization function is then defined as
q (x′) ,
{
∆
(⌊
x′
∆
⌋
+ 12
)
, for |x′| < γ
sign (x′)
(
γ − ∆2
)
, else,
(3)
where b·c denotes rounding to the next smaller integer and
sign(·) denotes the signum function, which we define as
sign(x′) ,
{
+1, x′ ≥ 0,
−1, else. (4)
To obtain an analytically tractable model for such non-linear
quantizers, which accurately represents their operation in a
broad range of setups, we focus on nonsubtractive dithered
quantizers operating within their dynamic range as done in [5].
The resulting quantization model is detailed in the following:
1) Nonsubtractive Dithered Quantizers: In our analysis
of task-based ADCs we model the non-linear quantizers as
implementing nonsubtractive dithered quantization. In such
continuous-to-discrete mappings, an additional signal referred
to as dither is added to the quantizer input prior to quantization
[21]. Unlike subtractive dithered quantizers [22], [23], here the
dither is not subtracted, i.e., compensated, after quantization.
The quantizer outputs are given by
zk[n] = Qb (yk[n]) = q (yk[n] + wk[n]) , k ∈ K, (5)
where {wk[n]}Kk=1 denotes the dither random process, which is
i.i.d. in time and space, and mutually independent of the input
process. In order to obtain a tractable equivalent quantizer
model detailed later in this section, the probability density
function (PDF) of the dither random process is chosen as a
triangular function with a width of 2∆, i. e., the PDF pw(w)
equals 1∆
(
1− |w|∆
)
for |w| ≤ ∆ and is zero otherwise.
For non-overloading quantizers, i.e., for inputs that never
exceed the quantizer’s dynamic range, the specific choice of
a triangular PDF ensures that the first and second moments
of the quantization error are independent of the input while
minimizing the second [24, Sec. III.C]. While this model
allows rigorously characterizing the MSE-minimizing task-
based acquisition system in Subsection III-A, the resulting
system is also applicable when using conventional non-dithered
quantizers as discussed in Subsection III-D.
2) Dynamic Range: Quantizers are typically required to
operate within their dynamic range to yield distinguishable
digital representations of different inputs [25]. Consequently,
the overload probability, i.e., the probability that the input’s
magnitude exceeds the dynamic range, has to be negligible.
Hence, the dynamic range γ is chosen to a multiple η of the
largest standard deviation of the quantizer inputs, i.e.,
γ2 = η2 max
k∈K
E{y˜2k[n]}, (6)
with y˜k[n] , yk[n] +wk[n]. Using Chebychev’s inequality, the
overload probability is now upper-bounded by [26, eq. (5-88)]
Pr {|y˜k[n]| ≥ γ} ≤ E{y˜
2
k[n]}
η2 maxk′∈K E{y˜2k′ [n]}
≤ 1
η2
. (7)
The overload probability bound in (7) holds regardless of
the distribution of y˜k[n], and tighter bounds can be obtained
by accounting for its distribution. For instance, when y˜k[n] is
Gaussian, setting η = 2 yields an overload probability of less
than 5 %, compared to the bound of 25 % obtained using (7).
3) Equivalent Quantizer Model: For the considered dithered
quantizer model with a vanishing overload probability, i.e.,
Pr {|y˜k[n]| ≥ γ} = 0, it follows from [21, Th. 2] that the
quantizer output can be written as
z[n] = y[n] + e[n], (8)
where z[n] , [z1[n], . . . , zK [n]]T and y[n] ,
[y1[n], . . . , yK [n]]
T . The quantization error e[n] ∈ RK
in (8) is: i) uncorrelated with y[n]; ii) comprised of
uncorrelated entries, and its autocorrelation function is
Ce[l] = E
{
e[n+ l]eT [n]
}
=
∆2
4
IKδ[l], (9)
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where δ[n] denotes the Kronecker delta function. The resulting
equivalent quantizer model from (8) and (9) also holds
approximately when using conventional non-dithered quantizers
as discussed in Subsection III-D.
D. Problem Formulation
Our goal is to design the task-based acquisition system
illustrated in Fig. 1 to recover the task vector s accurately. We
aim to optimize the system components jointly, i.e., its analog
filtering, quantizer dynamic range γ, and digital processing, to
minimize the MSE between the task vector s and its estimate
sˆ, under a constraint on the maximum bit rate K · fs · b ≤ R.
Note that the bit rate budget R represents the maximal amount
of bits the system can generate per second, thus relating to the
implementation complexity and the power consumption.
We focus here on digital recovery using linear filters; namely,
the digital processing consists of a multivariate filter G[n] ∈
RN×K , such that the task estimate is given by
sˆ =
∑
n∈Z
~G[n]z[n] = (G ∗ z) [0]. (10)
Hence, our goal is to solve the following minimization problem
min
H(f),γ,G[n]
E
{∥∥s− sˆ∥∥2}, s.t. K · fs · b ≤ R. (11)
We allow the input dimensionality M to take any positive
integer value, i. e., the input can be a scalar signal. In addition,
we focus in the following on systems where the number
of ADCs is not larger than the number of input signals,
i.e., K ≤ M . While this setup represents a broad range of
architectures of practical interest, it does not accommodate
acquisition systems based on signal expansion, as used in some
generalized sampling mechanisms [1], as well as feedback-
based schemes, such as Sigma-Delta ADCs [27].
The MSE E{‖s− sˆ‖2} in estimating the task vector s can
always be decomposed as [28, Appendix]
E
{
‖s− sˆ‖2
}
= E
{
‖s− s˜‖2
}
+ E
{
‖s˜− sˆ‖2
}
, (12)
i. e., as the sum of the analog MMSE and the distortion with
respect to the analog MMSE estimate s˜. Note that the latter
depends on the proposed task-based ADC, whereas the former
does not. Consequently, the MSE in (11) can be replaced with
E
{
‖s˜− sˆ‖2
}
, i.e., the error w. r. t. the analog MMSE estimate
s˜ (cf. (1)), as we do in our analysis in the following section.
III. TASK-BASED ADCS
In this section, we jointly optimize the components of the
task-based acquisition system detailed in the previous section in
light of the problem stated in Subsection II-D. Directly solving
(11) is challenging due to the dependency of the system’s
components on the quantities K, fs, and b. We thus tackle
this optimization problem by first minimizing the objective
of (11) for a fixed ADC configuration, i.e., assuming that the
triplet (K, fs, b) is given. Under this assumption, we jointly
optimize the analog filter H(f), the ADC dynamic range
γ, and the digital processing filter G[n] in Subsection III-A.
While the resulting derivation does not result in a tractable
characterization of the optimal triplet (K, fs, b), it sheds light
on the structure and the behavior of the MSE-minimizing task-
based acquisition system, as we show in Subsections III-B-
III-C. In addition, our analytical derivation facilitates numerical
optimization of the ADC parameter triplets, as we discuss in
Subsection III-D and demonstrate in Section IV.
A. Main Results
Here, we characterize the task-based acquisition system
which minimizes (11) under a fixed ADC configuration. To
that aim, we fix the number of ADCs K, the sampling rate fs,
and the number of quantizer bits b. Under this setting, we first
identify the MSE-minimizing digital recovery filter G[n] for a
given analog filter H(f), as stated in the following proposition:
Proposition 1. For the considered system model as described
in Sec. II, a given analog filter H(f), a fixed number of ADCs
K, a fixed sampling rate fs and a given quantizer resolution
b, the MSE-minimizing linear digital recovery filter is given by
G[n] = Ts
∫ fs
2
− fs2
∑
k∈Z
Γ (f − kfs) Cx (f − kfs)
×HH (f − kfs) C−1z (ej2pifTs) ej2pifnTsdf, (13)
where [Γ]n,m (f) is the FT of [Γ]n,m (t), and
Cz(e
j2pifTs) = Ts
∑
k∈Z
H (f − kfs) Cx (f − kfs)
×HH (f − kfs) + ∆
2
4
IK . (14)
Furthermore, the resulting achievable MSE is given by
MSE (H(f)) = E
{‖s˜‖2}
−tr
(
Ts
∫ fs
2
− fs2
S(f)C−1z (e
j2pifTs)SH(f) df
)
, (15)
where
S(f) ,
∑
k∈Z
Γ (f − kfs) Cx (f − kfs) HH (f − kfs) . (16)
Proof: The proof is provided in Appendix A.
After obtaining the minimum achievable MSE for a given
analog filter H(f) for fixed K, fs, and b, we proceed to find
the analog filter H(f), which minimizes the MSE in (15). In
particular, we derive the analog filter for bandlimited inputs,
where there exists a Υ ∈ N such that [Cx(f)]i,j = 0 for all
|f | > (Υ + 12 )fs, for all i, j ∈ M , {1, . . . ,M}. Note that
while our following derivation rigorously holds for bandlimited
signals, we do not assume Nyquist rate sampling. Furthermore,
as the inputs {x(t)m}Mm=1 have finite variance, it follows that
the entries of the PSD matrix must decay as |f | grows, and
thus purely non-bandlimited signals can be represented with
arbitrary accuracy by considering bandlimited signals with
a sufficiently large Υ. Consequently, assuming bandlimited
inputs allows to be mathematically rigorous while not limiting
the practical application of the results, as the band limitation
can be arbitrarily large.
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By defining M¯ , (2Υ + 1)M and
Γ¯(f) , [Γ−Υ(f)L−Υ(f), . . . ,Γ+Υ(f)L+Υ(f)] , (17)
H¯(f) , [H−Υ(f)L−Υ(f), . . . ,H+Υ(f)L+Υ(f)] , (18)
where Hk(f) , H(f − kfs), Lk(f) , C1/2x (f − kfs),
Γk(f) , Γ(f−kfs), we can characterize the MSE-minimizing
analog filter as stated in the following theorem:
Theorem 1. For the considered system model as described
in Sec. II, a fixed number of ADCs K, a fixed sampling rate
fs and a given quantizer resolution b, the MSE-minimizing
analog filter Ho(f) ∈ CM×K is characterized by
H¯o(f) =U¯H(f)Σ¯H(f)V¯
H
H(f), (19)
for each f ∈ [− fs2 , fs2 ]. Specifically, (19) is comprised of:
• V¯H(f) ∈ CM¯×M¯ is the matrix of right-singular vectors
of Γ¯(f) defined in (17).
• Σ¯H(f) ∈ RK×M¯ is diagonal with diagonal entries[
Σ¯H(f)
]
i,i
=
1
2b
√(
ζσΓ¯,i(f)− 1
)+
, (20)
where σΓ¯,i(f) denotes the ith singular value of Γ¯(f), and
ζ is chosen such that
κ¯ Ts
K
∫ fs
2
− fs2
min(K,M¯)∑
i=1
[
Σ¯H(f)
]2
i,i
df = 1, (21)
with κ¯ , η2(1− 2 η2
3 22b
)−1.
• U¯H(f) ∈ CK×K is a unitary rotation matrix ensuring
that U¯H(f)Σ¯H(f)Σ¯HH(f)U¯
H
H(f) has identical diagonal
entries. It can be obtained using [29, Algorithm 2.2].
Furthermore, the dynamic range of the quantizer is γo = 1,
and the resulting minimum achievable MSE is given by
E
{
‖s˜− sˆ‖2
}
= E
{‖s˜‖2}
−
∫ fs
2
− fs2
min(K,M¯)∑
i=1
σ2
Γ¯,i
(f)
[
Σ¯H(f)
]2
i,i[
Σ¯H(f)
]2
i,i
+ 2−2b
df. (22)
Proof: The proof is provided in Appendix B.
Theorem 1 characterizes the analog filter Ho(f) in the
frequency range |f | ≤ (Υ + 12 )fs. As this range coincides
with the spectral support of x(t), the frequency response
of the analog filter can be nullified outside this spectrum.
Under the considered system model, the MSE-minimizing task-
based ADC is characterized by the analog filter Ho(f) and
quantizer support γo stated in Theorem 1, combined with the
corresponding digital filter G[n] given by Proposition 1.
In the following, we specialize Theorem 1 to bandlimited
inputs with sampling rates satisfying the Shannon-Nyquist
theorem. The result is stated in the following corollary:
Corollary 1. For bandlimited inputs whose PSD is non-
singular within their spectral support, sampled at a rate satisfy-
ing the Shannon-Nyquist sampling theorem, i.e., [Cx(f)]i,j = 0
for all |f | > fs/2, i, j ∈M, the MSE-minimizing analog filter
Ho(f) ∈ CM×K is given by
Ho(f) = U¯H(f)Σ¯H(f)V¯
H
H(f)C
−1/2
x (f), (23)
where the matrix function U¯H(f), Σ¯H(f), and V¯HH(f) are
detailed in Theorem 1 with Υ = 0.
Proof: The corollary is obtained by setting Υ = 0, which
corresponds to Nyquist-rate sampling, in Theorem 1.
In order to understand the operation of the MSE-minimizing
analog filter detailed in Theorem 1, we note that the matrix
functions Γ¯(f)Γ¯H(f) and H¯(f)H¯H(f), given in (17)-(18),
represent the PSDs of the outputs of the analog MMSE filter
Γ(f) and the analog filter H(f), respectively, after being
sampled at rate fs. When the analog filter is Ho(f), given in
(19), two main differences are noted between H¯(f)H¯H(f) and
Γ¯(f)Γ¯H(f): First, the analog combiner Ho(f) nullifies the
weak eigenmodes of Γ¯(f) which become indistinguishable after
coarse quantization, by setting a ’water-filling’-type expression
with threshold ζ−1. This step allows task-based ADCs to
trade-off the estimation error and the distortion induced by
quantization, in a manner which minimizes the overall MSE
in recovering the task s: Nullifying an eigenmode results in an
estimation error; however, it allows to resolve the remaining
eigenmodes with a higher resolution. Thereafter, Ho(f) scales
and rotates the remaining eigenmodes to minimize the maximal
variance of the input signal to each quantizer, and particularly,
tunes the quantizer inputs to have identical variances which
exactly fit to a quantizer with unity dynamic range (cf. (6)).
To visualize how the MSE-minimizing analog filter Ho(f)
operates, we depict in Fig. 2 a schematic illustration comparing
the PSDs of the sampled outputs of the analog MMSE
filter Γ(f) and the analog filter Ho(f). We visualize a
setup in which Υ = 1 and K = N = 2, i.e., sampling
is carried out below the Nyquist rate, and the number of
ADCs equals the dimensionality of the task. In particular,
Fig. 2.a depicts the multivariate PSD of the sampled output
of the analog MMSE filter, highlighting the fact that its
entries have different variances, represented by the area under
{[Γ¯(f)Γ¯H(f)]i,i}. Consequently, to uniformly quantize this
signal without overloading one would have to tune the dynamic
range to fit the input with the maximal variance, resulting in
increased quantization distortion. To mitigate this distortion, the
weak eigenmodes are identified in Fig. 2.b and used to generate
the corresponding eigenvalues H¯(f)H¯H(f) via thresholding
and scaling in Fig. 2.c. Finally, by applying the unitary rotation
matrix U¯H(f), the resulting quantizer input in Fig. 2.d has
identical variances which fit its unity dynamic range, thus
minimizing the distortion induced by quantization.
Theorem 1 and Corollary 1 are stated for fixed ADC
configuration triplets (K, fs, b). Consequently, these results
do not immediately reveal how such a triplet is to be set in
light of a bit rate constraint R as in (11). For instance, one
would be interested in understanding whether it is preferable to
oversample, i.e., increase fs, while decreasing the number of
bits per sample b. While we do not analytically derive the triplet
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Fig. 2. Illustration of the operation of the MSE-minimizing analog filter Ho(f) for K = N = 2.
which minimizes (22), we provide guidelines arising from
Theorem 1 in Subsection III-B. Furthermore, we discuss how
Theorem 1 facilitates numerically optimizing these quantities
in Subsection III-D and provide an example in Section IV.
B. Practical Design Guidelines
In this subsection, we provide design guidelines for practical
systems that arise as a consequence of Theorem 1, stated in
the previous subsection. In addition, we study conditions under
which the intuitive design strategies of setting the analog filter
to be the analog MMSE estimator or of recovering purely in
the digital domain are capable of minimizing the MSE.
The following corollary provides an upper bound on the
MSE-minimizing choice of the number of ADCs K, when
operating under a fixed rate budget:
Corollary 2. Under a fixed rate budget R = K · fs · b, the
MSE-minimizing number of ADCs K satisfies
K ≤ max
f∈[− fs2 , fs2 ]
rank
(
Γ¯(f)
)
. (24)
Proof: The proof is provided in Appendix C.
Corollary 2 implies that the number of ADCs K should
not be chosen larger than the maximum rank of the aliased
spatial PSD of the analog MMSE filter output. This effectively
implies that using a larger number of ADCs than that required
to represent the sampled output of the analog MMSE filter
results in unnecessary distortion. In such cases, one can use
less ADCs with higher resolution, i.e., larger b, without losing
sufficiency with respect to the MMSE estimate s˜. This is
achieved by utilizing the MSE-minimizing analog filter detailed
in Theorem 1 to further trade sufficiency for quantization
distortion in a manner which minimizes the overall MSE. In
particular, Corollary 2 implies that one should use K ≤ N
ADCs, but does not specify the MSE-minimizing value. In
some scenarios the MSE is optimized by using K smaller than
N , while in other cases it is preferable to set K = N , as we
numerically demonstrate in Section IV.
An additional insight which can be obtained analytically is
that increasing the quantization resolution improves the MSE
more notably compared to oversampling. This is obtained
based on the following corollary, which investigates the trade-
off between fs and b, when operating under a fixed rate budget
and sampling above the Nyquist rate, denoted as fnyq:
Corollary 3. Under a fixed rate budget R = K ·fs·b, for a fixed
K and for fs ≥ fnyq, the MSE is minimized by maximizing b.
Proof: The proof is provided in Appendix C.
Corollary 3 implies that for a given number of ADCs and
a fixed bit rate allowing Nyquist rate sampling, Nyquist rate
sampling with increased quantization resolution allows achiev-
ing a lower MSE compared to oversampling i. e., choosing
fs > fnyq, with lower resolution. However, it is emphasized
that the considered system model does not allow for feedback
from the digital to the analog part, and thus does not cover
Sigma-Delta architectures [27], which are known to benefit
from oversampling.
Next, we compare the task-based acquisition system derived
in Subsection III-A to two intuitive alternative designs:
• Analog recovery, where the task is estimated solely in the
analog domain, i.e., H(f) is set to be the analog MMSE
filter Γ(f), and its output is subsequently converted into
a digital representation using K = N ADCs.
• Digital recovery, where no analog processing is employed,
i.e., H(f) ≡ IM . In such cases, the CT random process
x(t) is digitized by K = M ADCs, and the task is
subsequently estimated fully in the digital domain.
These alternative designs can be understood as the two possible
extreme cases of carrying out the estimation of the task solely
in the analog or digital domain. As Theorem 1 implies that in
general Ho(f) 6= Γ(f) and Ho(f) 6= IM , it can be concluded
that none of the two alternative designs is generally optimal in
minimizing the MSE. Corollary 2 indicates that a digital-only
strategy can only minimize the MSE when the cardinality of
the task vector N is at least as large as the number of analog
signals M . When this is not the case, it leads to degraded
performance compared to our task-based design. As for analog
recovery, in the following corollary we identify conditions for
this strategy to minimize the MSE in recovering s:
Corollary 4. Analog recovery, i. e., Ho(f) = Γ(f) and
hence K = N , minimizes the MSE if and only if the analog
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MMSE estimate s˜ consists of uncorrelated entries with identical
variance, i.e., if its covariance matrix Cs˜ is a scaled identity
matrix, i.e., Cs˜ = c IN , for some c ≥ 0.
Proof: The proof is provided in Appendix D.
C. Asymptotic Analysis
In this subsection, we investigate the MSE behaviour for an
asymptotically large bit rate R. Clearly, by Corollary 2, using an
arbitrarily large number of ADCs K is not optimal. Therefore,
in the following we focus on the remaining parameters in the
the triplet (K, fs, b), and characterize the MSE of the proposed
task-based ADC system with infinitesimally dense sampling,
i. e., for Ts → 0, and an infinite quantization resolution, i. e.,
for b→∞. This analysis reveals the individual effect of each
of the two ADC operations, i.e., sampling and quantization,
on the accuracy of recovering the task s.
The following analysis is carried out for any analog filter
H(f) which satisfies the following condition:
H¯H(f)
(
H¯(f)H¯H(f)
)−1
H¯(f)Γ¯H(f) = Γ¯H(f), (25)
for all f ∈ [ − fs2 , fs2 ]. The left-hand side (LHS) of (25) is
the projection of Γ¯H(f) onto the column space of H¯H(f),
i. e., (25) holds if Γ¯H(f) lies in the column space of H¯H(f)
for all f ∈ [ − fs2 , fs2 ]. In this case, we say that the analog
filter H(f) maintains sufficiency w. r. t. the analog MMSE
estimate of the task s˜. Note that if Σ¯H(f) contains K non-
zero diagonal entries, then the condition in (25) is satisfied by
the MSE-minimizing analog filter Ho(f) (cf. (19)).
First, we characterize the achievable MSE expression of
Proposition 1 for Ts → 0, i.e., for infinitesimally dense
sampling, as stated in the following lemma:
Lemma 1. For any analog filter H(f) satisfying (25), the
achievable MSE tends to zero as Ts → 0.
Proof: The proof is provided in Appendix E.
Lemma 1 shows that the MSE vanishes for infinitesimally
dense sampling. In fact, it indicates that even for 1-bit
quantization, the distortion vanishes with infinite oversampling,
as the digital processor has an arbitrarily large number of
samples from which it can recover the finite-dimensional s,
and the MSE tends to zero when using dithered quantizers.
Next, we investigate the MSE of Proposition 1 for b →
∞, i.e., for an infinite number of quantization levels. This
asymptotic MSE is stated in the following lemma:
Lemma 2. For any analog filter H(f) satisfying (25), the
achievable MSE tends to zero as b→∞.
Proof: The proof is provided in Appendix E.
Lemma 2 shows that even for sub-Nyquist sampling, the
estimation error tends to zero for an asymptotically large
number of quantization levels, if the analog filter H(f)
maintains sufficiency w. r. t. the task. This holds, since the
MMSE estimate is only the sample taken at time instance t = 0
at the output of the analog MMSE filter Γ(f), and thus can be
recovered from its sampled output regardless of the sampling
rate. Note that for b → ∞, the resulting problem can be
considered as sampling for a task. Here, the fact that by Lemma
2 one can achieve arbitrarily small MSE indicates that one can
substantially benefit in terms of sampling rate when accounting
for the presence of a task. However, it is noted that the ability to
approach zero MSE follows from the fact that the task is a vec-
tor which has no bandwidth. Hence, this result is expected not
to hold when one seeks to recover a process rather than a vector.
While Lemmas 1 and 2 imply that increasing both the
sampling rate and the quantization resolution can result in
arbitrarily small MSE, our numerical study in Section IV
numerically demonstrates that increasing the quantization
resolution typically results in more substantial MSE reduction
compared to increasing the sampling rate.
D. Discussion
The task-based ADCs, as derived in the previous subsections,
combine the designs proposed for task-based quantization
systems in [5], which did not consider sampling, with multi-
variate sampling concepts, as studied in [13]. In particular, we
show that by additionally jointly accounting for the presence
of uniform samplers in the overall acquisition design, one
can mitigate the error due to quantization by employing
oversampling (cf. Lemma 1), or alternatively utilize sub-
Nyquist sampling to assign more bits, thus possibly reducing
the MSE under tight rate budgets, as we numerically show in
Section III-A. Comparing to the previous works [15]–[17], we
note that these works studied the recovery of processes via joint
sampling and lossy source coding, and are thus fundamentally
different from this work. Nonetheless, one can identify similar
insights which arise from our task-based hardware-limited
design and [15]–[17], i. e., that sub-Nyquist sampling allows
us to reduce the MSE further under low bit rate budgets. We
consider the extension of the framework studied here to the
recovery of task processes rather than vectors as a future
extension of the current work.
As detailed in the problem formulation in Section II, we
limit our analysis of task-based ADCs to the class of linear
tasks. Nevertheless, an extension to larger classes, i.e., non-
linear tasks, is possible based on the proposed scheme. For
instance, task-based quantization for the class of quadratic tasks
was studied in [7] by utilizing principal intertia component
methods to convert the task function into a linear one. A similar
approach could be used to extend the concept of task-based
ADCs, which is proposed in this work, to non-linear tasks, and
we leave this study for future work.
The equivalent quantizer model detailed Subsection II-C
models the quantization error as an additive distortion, which
is uncorrelated to the quantizer input. This model holds
rigorously for the considered overload-free nonsubtractive
dithered quantizers. However, it also holds approximately for
conventional (non-dithered) uniform quantizers for a broad
range of inputs, and notably, for sub-Gaussian input signals
[30, Sec. VIII]. The critical conditions for this to hold
approximately are a negligible overload probability, and a
sufficiently large input variance compared to the quantization
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step size. Furthermore, for task-based quantizers, derived under
the assumption of nonsubtractive dithered quantizers, it has
been shown numerically in [5] that superior performance can be
achieved when a system designed assuming dithered quantizers
is implemented with conventional (non-dithered) uniform
quantizers. Hence, even though we assume nonsubtractive
dithered quantizers, the results can also be applied to systems
employing conventional quantizers.
Our work considers the general case of jointly WSS input
signals {xm(t)}Mm=1 and utilizes the structure, which is given
by the task s, to optimize the task-based ADC system. However,
depending on the application and the specific task, the input
signals might exhibit additional structure, which can be further
exploited, as usually done in sub-Nyquist sampling [1], [12].
This additional structure could be exploited to either further
reduce the MSE or to reduce the hardware complexity, i.e.,
reducing K, b, or fs, to achieve the same MSE.
In Subsection III-A, the MSE-minimizing task-based acqui-
sition system is characterized for a fixed ADC configuration
(K, fs, b) by combining Proposition 1 and Theorem 1. However,
our goal is to obtain the MSE-minimizing task-based acquisition
system under a rate budget R ≤ K · fs · b. Utilizing the results
from Proposition 1 and Theorem 1, the MSE-minimizing
ADC configuration (Ko, fos , b
o) for a given task can be
found numerically: K and b are discrete variables and their
choice is typically upper bounded in practice. For example
Corollary 2 implies that the search over K can be restricted to
K ≤ max rank (Γ¯(f)). Hence, a grid search over all feasible
combinations of K and b can be employed. Furthermore,
because the MSE is minimized by fully utilizing the available
bit rate budget R, i. e., when R = K · fs · b, we can choose
fs =
R
K·b . Note that (K
o, fos , b
o) is determined in the process
of system design, i.e., the optimization can be performed offline.
If grid search is computationally prohibitive, e. g., due to
a large range of K and b, one can resort to more efficient
optimization techniques such as random search methods or
Bayesian optimization [31]. We provide an example for such
a numerical evaluation using a grid search in Section IV.
The task-based ADC system considered in this work employs
both analog and digital signal processing in a hybrid manner.
In Subsection III-A we obtain the MSE-minimizing analog
and digital filters, i. e., the optimal split between analog and
digital processing, under a fixed ADC configuration (K, fs, b).
This results can then be utilized to find the MSE-minimizing
parameters of the ADCs, i. e., (Ko, fos , b
o), under a budget
on the digital rate R ≤ K · fs · b, as discussed before. While
the rate budget R also relates to the power consumption and
implementation complexity of the ADCs, it does not take into
account the additional complexity of the analog processing.
Furthermore, in some applications the analog filters may be
constrained to some structure, such as an interconnection of
phase shifters and adders [10], or restrictions which follow from
the antenna design [32]. In order to optimize the implementation
complexity of the system, the costs of implementing analog
filters and additional design constraints which arise from the
specific application have to be taken into account. This is,
however, beyond the scope of this work.
IV. NUMERICAL RESULTS
Here, we evaluate the proposed task-based ADC system in
terms of its achievable normalized MSE, given by
E{‖s˜−sˆ‖2}
E{‖s˜‖2} .
We compare the performance of the proposed task-based
acquisition system, i.e., H(f) = Ho(f), to the two alternative
design strategies of analog recovery, i.e., H(f) = Γ(f), and
digital recovery, i.e., H(f) = IK . We use Theorem 1, to
evaluate the MSE of the proposed system, and Proposition 1
to evaluate the MSE for analog and digital recovery.
A. MIMO Matched Filtering
As an example, we consider the problem of estimating the
output of a matched filter. In digital communications systems,
matched filters are usually applied in digital [33, Sec. 4.3.3].
However, this approach is expected to be sub-optimal for
systems with bit-limited ADCs. Let x(t) be the multivariate
observations at a MIMO receiver, given by
x(t) = (F ∗ x˜) (t) + n(t), (26)
where x˜(t) denotes a Gaussian transmit signal with auto-
correlation function Cx˜(τ) = E{x˜(t + τ)x˜T (t)} = INδ(τ),
F(t) = F˜ 1Tnyq sinc(
t
Tnyq
), F˜ ∈ RM×N denotes the channel,
and n(t) is an additive white Gaussian noise process with
autocorrelation function Cn(τ) = E{n(t + τ)n(t)T (t)} =
N0
2 IM
1
Tnyq
sinc( τTnyq ). Note that the channel F(t) and noise
n(t) are bandlimited to f ∈ [− fnyq2 , fnyq2 ] with fnyq = 1Tnyq .
The task is to estimate the noiseless matched filter output, i.e.,
s =
(
~F
T ∗ F ∗ x˜
)
(0). (27)
From the orthogonality principle [26], it follows that the analog
MMSE estimator Γ(f) is given by Γ(f) = Csx(f)C−1x (f). In
order to obtain Γ(f), we compute
Cx(τ) = E
{
x(t+ τ)xT (t)
}
=
(
F ∗Cx˜ ∗ ~F
T
)
(τ) + Cn(τ),
Csx(τ) = E
{(
~F
T ∗ F ∗ x˜
)
(t+ τ)
(
F ∗ x˜
)T
(t)
} ∣∣∣∣∣
t=0
=
(
~F
T ∗ F ∗Cx˜ ∗ ~F
T
)
(τ).
Then, applying the FT yields
Cx(f) = F(f)Cx˜(f)F
H(f) + Cn(f), (28)
Csx(f) = F
H(f)F(f)Cx˜(f)F
H(f). (29)
B. Evaluation of the Choice of ADC Parameters
With the above, we evaluate the performance for N = 4
and M = 16, i.e., 4 transmit and 16 receive antennas.
The filter bandwidth is chosen as fnyq = 400 MHz, which
corresponds to the largest channel bandwidth of the 5G
NR mmWave bands. We choose η = 2.4 , as η <
√
6
ensures a positive κ for all b, and use a channel with spatial
exponential decay given by [F˜]i,j = e−0.1|i−j|. Furthermore,
we define SNR = 2N0 tr
(
F˜F˜T
)
= 10 dB. We next evaluate the
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Fig. 3. Normalized MSE vs. number of ADCs K, b = 4 and fs = fnyq.
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task-based H(f) = Ho(f) achieves nearly the same performance as digital
recovery, i.e., H(f) = IK , using only K = 4 instead of K = 16 ADCs.
normalized MSE, when varying each of the ADC parameters
K, b and fs individually, while fixing the remaining parameters.
First, in Fig. 3 we compare the normalized MSE, when
varying the number of ADCs K for a fixed number of bits
per sample, chosen as b = 4, and a fixed sampling rate of
fs = fnyq. The normalized MSE decreases monotonically with
K. For K ≥ 5, the proposed task-based acquisition system
outperforms digital recovery, which employs K = 16 ADCs.
Therefore, the proposed system achieves a lower MSE with
68 % less ADCs. Note that this result does not contradict the
result from Corollary 2, which states that under a constraint
on the bit rate it is inefficient to choose K larger than the
maximum rank of the aliased analog MMSE filter Γ¯(f).
Next, in Fig. 4 we evaluate the normalized MSE for Nyquist
rate sampling, i.e., fs = fnyq, over the number of bits per
sample b. For this evaluation, we set the number of ADCs of
the proposed system to K = N = 4 (cf. Corollary 2). From
Fig. 4 we note that digital recovery, which utilizes K = 16
ADCs with b bits each, yields the lowest MSE. The proposed
task-based ADC system, which uses only K = 4 ADCs of the
same resolution, namely, 75 % less bits, yields a marginally
higher MSE, while analog recovery results in the highest MSE.
This indicates that substantial resource savings can be achieved
by task-based acquisition with a marginal degradation of the
overall accuracy in recovering the task vector.
Finally, the performance when varying the sampling rate fs
is evaluated in Fig. 5 for b = 4. For sampling rates above the
Nyquist rate, i.e., for fs > fnyq, the MSE is monotonically
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Fig. 5. Normalized MSE vs. sampling rate fs, b = 4. For fs > fnyq the
MSE is decreasing monotonically with increasing fs. However, for fs < fnyq,
the MSE remains constant, which is discussed in Sec. IV-B.
decreasing with increasing fs, for all considered architectures.
This is expected, as additional samples can be utilized to reduce
the MSE. For sub-Nyquist sampling, i.e., for fs < fnyq, the
MSE remains constant. This result is caused by the fact that we
define our task as the matched filter output at t = 0 (cf. (27)),
i.e., our task has no bandwidth, and we employ sub-Nyquist
sampling w. r. t. the filtered input y(t) and not w. r. t. the task.
Furthermore, the sampling time instances are given by nTs,
n ∈ Z. Hence, for any fs, there is always a sample at t =
nTs = 0, which corresponds to a noisy observation of the task.
In order to avoid making conclusions that do not necessarily
reflect matched filtering tasks, as considered here, we recall that
those acquisition systems are rarely designed to recover a single
sample. A more likely mode of operation involves periodically
applying a matched filter without modifying the analog filter for
each sample. Therefore, next, we evaluate how the sampling rate
affects the ability of task-based ADCs to apply matched filtering
at multiple time instances, which are not necessarily known
at the design stage, using the same analog hardware. Now, our
results from Subsection III-A can be used to design task-based
ADCs for a specific time instant. Without loss of generality, we
assume that the time instant of interest corresponds to t = 0, be-
cause we can always design the system w. r. t. Γ˜(t) , Γ(t−t0).
Neglecting the quantization error, for fs > fnyq it is possible to
digitally interpolate the task, i. e., the matched filter output, for
any time instant t0 ∈ R, i.e., s˜t0 , (Γ∗x)(t0) can be recovered
digitally. Consequently, designing the system for t = 0 is not
a limitation. However, when employing sub-Nyquist sampling
w. r. t. {yk(t)}Kk=1, perfect interpolation is no longer possible
and the MSE becomes periodic with Ts in the time shift t0,
as illustrated in Fig. 6. It can be observed that for sub-Nyquist
sampling the MSE grows significantly when the desired time in-
stant t0 is not close to the sampling time instances. While Fig. 5
implies that when seeking to capture a quantity which can be
represented as a single sample one can utilize arbitrarily small
sampling rates, sampling below Nyquist rate limits the flexibil-
ity of the resulting system, and can induce substantial losses
in the presence of time shifts. The numerical results here are
obtained by inserting Γ˜(f) , F {Γ(t− t0)} = Γ(f)e−j2pift0
for Γ(f) in (16) in Proposition 1, where F {·} denotes the FT.
9
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
Time shift t0/Ts
N
o
rm
a
li
ze
d
M
S
E
Ts = 4.0 Tnyq Ts = 2.0 Tnyq
Ts = 1.5 Tnyq Ts = 1.0 Tnyq
Fig. 6. Normalized MSE for recovering s˜t0 = (Γ ∗ x)(t0) using H(f) =
Ho(f) which is designed to recover s˜ = (Γ ∗ x)(0) with K = N and b = 4.
C. Evaluation Under Fixed Rate Budget
In almost any practical application we aim to estimate the
task vector at multiple time instances and it is practical to
assume that the time instant can be chosen digitally. Therefore,
following our observations in Figs. 5-6, in order to faithfully
compare the performance of task-based ADCs with different
configurations, we numerically evaluate the time-averaged MSE
1
Ts
∫ Ts
0
E
{
‖s˜t − sˆt‖2
}
dt in the following. We compare the
minimum achievable normalized time-averaged MSE of the pro-
posed task-based ADC system to analog and digital recovery un-
der a fixed rate budget R = K·fs·b. For the proposed system we
perform a grid search over all feasible combinations of number
of bits per sample b ∈ {1, . . . , 16} and number of ADCs K ∈
{1, . . . , N}. For the analog and digital recovery systems, the
number of ADCs is fixed to K = N and K = M , respectively.
Hence, for those systems we only perform a grid search over b.
The sampling rate is then chosen as fs = RK·b , because the time-
averaged MSE is monotonically decreasing with increasing fs.
In Fig. 7 it can be observed that the proposed task-based
ADC system outperforms the two competing architectures
significantly, when operating under a constraint on the bit rate:
To achieve a normalized MSE of 10−5, the proposed system
requires only approx. 29 % and approx. 8 % of the rate as
compared to analog and digital recovery systems, respectively.
To achieve a normalized MSE of 10−7 the bit rate savings
becomes smaller, i.e., the proposed system requires only approx.
50 % and approx. 13 % of the rate as compared to analog and
digital recovery systems, respectively.
The MSE-minimizing configuration (Ko, fos , b
o) of the
proposed system, which yields the performance depicted in
Fig. 7, is evaluated in Fig. 8. For very low rate budgets, i. e.,
for R ≤ 1 Gbps, the MSE-minimizing system employs sub-
Nyquist sampling, i.e., fos < fnyq. This shows that under a
strict rate budget employing sub-Nyquist sampling in order to
allow for an increased amplitude resolution minimizes the MSE.
Notably, bo ≥ 2 holds for all considered rate budgets, i. e., 1-bit
quantization never minimizes the MSE for the considered task.
This is probably caused by the fact that in case of b = 1 all
magnitude information is lost and hence, it is impossible to
accurately recover s. Moreover, in general we observe that
with an increasing rate budget first the amplitude resolution b
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Fig. 8. MSE-minimizing configuration of the proposed system which yields
the performance depicted in Fig. 7. For R = 1Gbps the optimal sampling rate
is given by fos /fnyq = 83%, which corresponds to sub-Nyquist sampling.
and then the number of ADCs K is increased. For rate budgets
R ≥ 30 Gbps, it holds that Ko = N , i. e., the number of ADCs
corresponds to the dimension of the task, while for lower rates
it is observed that Ko < N , in agreement with Corollary 2.
Significant oversampling, i.e., fos  fnyq is only employed
when b cannot be increased anymore (due to the restriction
b ≤ 16) and K is sufficient, i.e., K = max rank (Γ¯(f)).
V. CONCLUSIONS
In this work, we proposed hybrid analog-digital task-based
ADC systems, where the analog and digital filters were
optimized to minimize the MSE in recovering a linear task
vector from a set of CT zero-mean WSS input signals for a
fixed sampling rate and quantizer resolution. We characterized
the MSE-minimizing linear filters and obtained analytical
expressions for the minimum achievable distortion. From our
analytical results, we obtained design guidelines for practical
systems. Moreover, our results prove that the proposed joint
design is in general superior to implementing recovery solely
in the analog or digital domain. Furthermore, in our numerical
study, we utilized the analytical results to obtain the MSE-
minimizing ADC configuration numerically under a constraint
on the digital bit rate for the task of recovering the output of a
MIMO matched filter. We showed that the proposed approach
substantially outperforms analog and digital matched filtering.
Additionally, we demonstrated numerically that sub-Nyquist
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sampling of bandlimited signals can improve the accuracy of re-
covering a task vector subject to an overall bit budget constraint.
APPENDIX
A. Proof of Proposition 1
To identify the MSE-minimizing digital filter, we use the
orthogonality principle, which states that sˆ =
∑
n∈Z ~G[n]z[n]
minimizes the MSE if and only if it holds that [26, eq. (7-92)]
E
{
(s˜− sˆ) (∑n∈Z A[n]z[n])T} = 0N , ∀A[n] ∈ RN×K . By
writing Cz[l] = E
{
z[n+ l]zT [n]
}
, the condition becomes∑
n∈Z
E
{
s˜zT [n]
}
AT [n] =
∑
n∈Z
∑
l∈Z
~G[l] ~Cz[n− l]AT [n], (A1)
which in turn implies that
E
{
s˜zT [n]
}
=
∑
l∈Z
~G[l] ~Cz[n− l] =
(
~G ∗ ~Cz
)
[n]. (A2)
Furthermore, since y[n] = Ts (H ∗ x) (nTs), it follows
z[n] = Ts
∫
R
H(τ)x(nTs − τ)dτ + e[n]. (A3)
Inserting (1) and (A3) into the LHS of (A2) yields
E
{
s˜zT [n]
} (a)
= Ts
∫
R
∫
R
~Γ(t) ~Cx(nTs − τ − t)HT (τ)dtdτ
=
(
~Γ ∗ ~Cx ∗HT
)
[n], (A4)
where (a) is due to the fact that the quantization noise e[n]
is uncorrelated to the quantizer input for the considered non-
subtractive dithered quantizers, and Cx(τ) , E {x(t+ τ)x(t)}.
Combining (A2)-(A4) yields(
~G ∗ ~Cz
)
[n] =
(
~Γ ∗ ~Cx ∗HT
)
[n]. (A5)
Taking the discrete-time FT (DTFT) of (A5) yields
G∗(ej2pifTs) ·C∗z (ej2pifTs) =
=
∑
k∈Z
Γ∗ (f − kfs) C∗x (f − kfs) HT (f − kfs) . (A6)
Solving (A6) for G(ej2pifTs) and taking the inverse DTFT
proves (13).
Next, we express the resulting MSE. For a given analog
filter H(f), the MSE of the digital recovery filter G[n] is
MSE (H(f)) = E
{‖s˜− sˆ‖2} (a)= E{‖s˜‖2}− E{s˜T sˆ}
= E
{‖s˜‖2}− tr(E{s˜sˆT}) , (A7)
where (a) follows from the orthogonality principle. Using (10),
the second summand in (A7) can be rewritten as
E
{
s˜sˆT
}
= E
s˜
(∑
n∈Z
~G[n]z[n]
)T
(a)
=
∑
n∈Z
(
~G ∗ ~Cz
)
[n] ~G
T
[n] =
(
G ∗Cz ∗ ~G
T
)
[0]
= Ts
∫ fs
2
− fs2
G(ej2pifTs) Cz(e
j2pifTs)GH(ej2pifTs) df, (A8)
where (a) follows from (A2). Substituting G(ej2pifTs) from
(A6) into (A8), and inserting the result into (A7) yields (15),
which concludes the proof.
B. Proof of Theorem 1
We prove the theorem by finding the analog filter H(f)
which minimizes the MSE expression from Proposition 1, given
by (15). Because E
{‖s˜‖2} is independent of H(f), the expres-
sion is minimized by maximizing the second term w. r. t. H(f).
We therefore first express the optimization solely with respect
to H(f) by formulating the relation between H(f) and the
the quantization error variance ∆
2
4 . Then, we use the resulting
optimization problem to identify the matrices comprising (19).
Since y˜k[n] is the sum of the independent variables yk[n]
and wk[n], where E{w2k} = ∆
2
6 and ∆ =
2 γ
2b
, it holds that (6)
can be written as
γ2 = η2
(
max
k∈K
E
{
y2k[n]
}
+
2 γ2
3 22b
)
⇒ γ2 = κ¯ max
k∈K
E{y2k[n]} = κ¯ max
k∈K
[Cy[0]]k,k , (A9)
with κ¯ = η2(1− 2 η2
3 22b
)−1, and
Cy[0]=T
2
s
∫ fs
2
− fs2
∑
k∈Z
Hk (f) Cx,k (f) H
H
k (f) df, (A10)
where we used the shorthand notations Hk(f) , H(f − kfs)
and Cx,k(f) , Cx(f − kfs). Inserting (A9) and ∆ = 2 γ2b into
(9) and subsequently applying the DTFT yields
Ce(e
j2pifTs) = κ max
k∈K
[Cy[0]]k,k IK , (A11)
with κ = κ¯
22b
. Then, from (A3) it follows that Cz(ej2pifTs)=
Ts
∑
k∈Z Hk(f) Cx,k(f) H
H
k (f) + Ce(e
j2pifTs). Combining
this expression for Cz(·) with (A10), (A11) and (15), we
formulate the optimization of the analog filter H(f) as the
maximization problem given in (A13). The objective (A13) can
be optimized separately for any f ∈ [− fs2 , fs2 ]. Furthermore,
as our derivation is carried out for bandlimited inputs, the
infinite sums in (A13) can be written as finite sums over
(2Υ + 1) terms. In particular, using definitions (17)-(18)
and the fact that Cx,k(f) = Lk(f)LHk (f), it holds that∑Υ
k=−Υ Γk(f)Cx,k(f)H
H
k (f) = Γ¯(f)H¯
H(f). Hence, the
optimization problem (A13) can be rewritten as (A14). Next,
we use the singular value decomposition (SVD):
H¯(f) = U¯(f)Σ¯(f)V¯H(f), (A12)
where U¯(f) ∈ CK×K and V¯(f) ∈ CM¯×M¯ are unitary
matrices and Σ¯(f) ∈ RK×M¯ is a diagonal matrix con-
taining the singular values of H¯(f) in descending order
on its diagonal. Inserting (A12) into (A14) yields (A15).
From (A15) it can be seen that U¯(f) only affects the term
ρ , κTs maxk∈K
[ ∫ fs
2
− fs2
U¯(f ′)Σ¯(f ′)Σ¯H(f ′)U¯H(f ′)df ′
]
k,k
.
Then, following similar steps as in [5, Appendix C], it holds
that for any pair of positive semi-definite matrices M1, M2, the
scalar function f(ρ) = tr
(
M1(M2 + ρI)
−1) is monotonically
11
max
H(f)
tr
(∫ fs
2
− fs
2
(∑
k∈Z
Γk(f)Cx,k(f)H
H
k (f)
)(∑
l∈Z
Hl(f)Cx,l(f)H
H
l (f)
+κTs max
k∈K
[∫ fs
2
− fs
2
∑
m∈Z
Hm(f
′)Cx,m(f
′)HHm(f
′)df ′
]
k,k
IK
)−1(∑
n∈Z
Hn(f)C
H
x,n(f)Γ
H
n (f)
)
df
)
(A13)
max
H¯(f)
tr
(∫ fs
2
− fs
2
Γ¯(f)H¯H(f)
H¯(f)H¯H(f) + κTs max
k∈K
[∫ fs
2
− fs
2
H¯(f ′)H¯H(f ′)df ′
]
k,k
IK
−1 H¯(f)Γ¯H(f)df) (A14)
max
U¯(f),Σ¯(f),V¯(f)
tr
(∫ fs
2
− fs
2
Γ¯(f)V¯(f)Σ¯H(f)
Σ¯(f)Σ¯H(f) + κTs max
k∈K
[∫ fs
2
− fs
2
U¯(f ′)Σ¯(f ′)Σ¯H(f ′)U¯H(f ′)df ′
]
k,k
IK
−1
×Σ¯(f)V¯H(f)Γ¯H(f)df
)
(A15)
max
Σ¯(f),V¯(f)
tr
(∫ fs
2
− fs
2
Γ¯(f)V¯(f)Σ¯H(f)
(
Σ¯(f)Σ¯H(f)+
κTs
K
tr
(∫ fs
2
− fs
2
Σ¯(f ′)Σ¯H(f ′)df ′
)
IK
)−1
Σ¯(f)V¯H(f)Γ¯H(f)df
)
(A16)
decreasing with ρ for ρ > 0. Hence, f(ρ) is maximized by
minimizing ρ. Using [29, Corollary 2.4], it follows that
min
U¯(f)
max
k∈K
[∫ fs
2
− fs2
U¯(f ′)Σ¯(f ′)Σ¯H(f ′)U¯H(f ′)df ′
]
k,k
=
1
K
tr
(∫ fs
2
− fs2
Σ¯(f ′)Σ¯H(f ′)df ′
)
, (A17)
where the minimizing unitary matrix U¯, denoted as U¯H(f),
can be obtained using [29, Algorithm 2.2]. Substituting (A17)
into (A15) yields (A16). Noting that (A16) is invariant to
any scalar scaling of Σ¯(f), i.e., replacing Σ¯(f) with cΣ¯(f),
∀c ∈ R, we can rewrite the unconstrained optimization problem
(A16) as an equivalent constrained optimization problem:
max
Σ¯(f),V¯(f)
tr
(∫ fs
2
− fs2
Γ¯(f)V¯(f)Σ¯H(f)
(
Σ¯(f)Σ¯H(f)+
1
22b
IK
)−1
× Σ¯(f)V¯H(f)Γ¯H(f)df
)
(A18a)
s.t.
κ¯Ts
K
tr
(∫ fs
2
− fs2
Σ¯(f ′)Σ¯H(f ′)df ′
)
= 1. (A18b)
Note that the equality constraint (A18b) is invariant to V¯(f).
Hence, maximizing (A18) w. r. t. V¯(f) yields the following
unconstrained maximization problem
V¯H(f) = arg max
V¯(f)
∫ fs
2
− fs2
tr (B(f)D(f)) df, (A19)
with B(f) , V¯H(f)Γ¯H (f) Γ¯ (f) V¯(f) and D(f) ,
Σ¯H(f)
(
Σ¯(f)Σ¯H(f) + 1
22b
IK
)−1
Σ¯(f). The matrix D(f) is
diagonal with descending entries [D(f)]i,i =
[Σ¯(f)]
2
i,i
[Σ¯(f)]
2
i,i
+ 1
22b
, i ∈
M¯ , {1, . . . , M¯}. From [34, Th. II.1] it follows that
tr (B(f)D(f)) ≤
M¯∑
i=1
λB(f),i λD(f),i, (A20)
where λB(f),i and λD(f),i = [D(f)]i,i, i ∈ M¯, denote
the ith eigenvalue of B(f) and D(f), respectively. From
the rearrangement inequality [35, Th. 368] it follows that
the right-hand side (RHS) of (A20) is maximized if the
eigenvalues λB(f),i are also in descending order. In this case,
the upper-bound in (A20) is tight. Hence, V¯H(f) is the right-
singular vectors matrix of Γ¯(f), i. e., by writing the SVD of
Γ¯(f) as Γ¯(f) = U¯Γ(f)Σ¯Γ(f)V¯HΓ (f) in which the diagonal
entries of Σ¯Γ(f) are sorted in descending order, it holds that
V¯H(f) = V¯Γ(f). Substituting V¯(f) = V¯H(f) into (A18)
and noting that all resulting matrices are diagonal, we obtain
max
αi(f)≥0
∫ fs
2
− fs2
min(K,M¯)∑
i=1
σ2
Γ¯,i
(f)αi(f)
αi(f) +
1
22b
df (A21a)
s.t.
κ¯ Ts
K
∫ fs
2
− fs2
min(K,M¯)∑
i=1
αi(f) df = 1, (A21b)
where σ2
Γ¯,i
(f) =
[
Σ¯Γ(f)
]2
i,i
and αi(f) =
[
Σ¯(f)
]2
i,i
, i ∈ M¯.
The function
σ2
Γ¯,i
(f)αi(f)
αi(f)+
1
22b
is concave in αi(f) for αi(f) ≥ 0.
Hence, the objective (A21a) is concave in αi(f), as the sum
and integral operations preserve concavity [36, Sec. 3.2.1].
Furthermore, since the objective and constraint of (A21) are
differentiable, the Karush Kuhn Tucker (KKT) conditions are
necessary and sufficient for optimality [36, Sec. 5.5.3]. Solving
the KKT conditions of (A21) yields the solution
αi(f) =
1
22b
(√ 22bK
κ¯Ts µ
σΓ¯,i(f)− 1
)+
, (A22)
where µ is set such that (A21b) holds. As µ scales σΓ¯,i(f) in
(A22), we can simplify (A22) to
αi(f) =
1
22b
(
ζσΓ¯,i(f)− 1
)+
, (A23)
where now ζ has to be chosen such that (A21b) holds. Using
(A23), the MSE-minimizing matrix of singular values, denoted
as Σ¯H(f), is
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[
Σ¯H(f)
]
i,i
=
√
αi(f), i ∈ {1, . . . ,min(K, M¯)}. (A24)
Finally, inserting V¯(f) = V¯H(f) and (A24) into (A12)
and utilizing (A17) proves (19). Moreover, from (A18) it
follows ∆
2
4 =
1
22b
. Hence, inserting ∆ = 2γ
2b
proves γ = 1.
Furthermore, the objective (A21a) equals the trace in the RHS
of (15). Hence, inserting (A24) into (A21a) and inserting the
result to the RHS of (15) yields (22), concluding the proof.
C. Proof of Corollary 2 and 3
Noting that the MSE expression given by (22) is monotoni-
cally decreasing in ζ , we conclude that ζ should be maximized.
We begin by proving Corollary 2. Let L denote the maximum
number of non-zero singular values σΓ¯,i(f) of Γ¯(f). By
definition, L is the maximal value of rank
(
Γ¯(f)
)
over
f ∈ [ − fs2 , fs2 ]. For K ≥ L, it holds that σΓ¯,i(f) = 0 for
i > L, and thus, by (21), ζ is chosen such that
κ¯ Ts
K 22b
∫ fs
2
− fs2
min(L,M¯)∑
i=1
(
ζσΓ¯,i(f)− 1
)+
df = 1. (A25)
Using κ¯ = η2(1− 2 η2
3 22b
)−1, (A25) implies that∫ fs
2
−fs2
min(L,M¯)∑
i=1
(
ζσΓ¯,i(f)−1
)+
df=Kfs
(
22b
η2
− 2
3
)
. (A26)
The RHS of (A26) should be maximized in order to maximize
ζ . Furthermore, under a fixed rate budget R = K ·fs ·b, we can
define the quantizer resolution as b =
⌊
R
K·fs
⌋
, where we restrict
ourselves to combinations of K and fs, such that b ≥ 1. Now
substituting this expression of b into the RHS of (A26) yields an
expression which is monotonically decreasing in K for a given
fs. As a result, for K ≥ L, the MSE expression (22) is min-
imized for K = L, which concludes the proof of Corollary 2.
Next we prove Corollary 3. Again we insert b =
⌊
R
K·fs
⌋
≥ 1
into the RHS of (A26) in order to maximize ζ. However,
now for fixed K. Thereby, we obtain an expression which is
monotonically decreasing in fs. Hence, ζ is maximized by
maximizing b, which concludes the proof of Corollary 3.
D. Proof of Corollary 4
We seek necessary and sufficient conditions for Ho(f) =
Γ(f), which implies K = N . For Ho(f) = Γ(f) it follows
from (17) and (18) that
Γ¯(f) = H¯(f) = U¯H(f)Σ¯H(f)V¯
H
H(f). (A27)
V¯H(f) already equals the matrix of right-singular vectors
of Γ¯(f). Therefore, H(f) = Γ(f) is optimal if and only
if Γ¯(f)Γ¯H(f) = U¯H(f)Σ¯H(f)Σ¯HH(f)U¯
H
H(f). This implies
that[
Σ¯H(f)
]2
i,i
= σ2Γ¯,i(f), ∀i ∈ K, ∀f ∈
[
−fs
2
,
fs
2
]
,
where σΓ¯,i(f) denotes the ith singular value of Γ¯(f). If
Γ¯(f)Γ¯H(f) is non-singular for all |f | < fs/2, it follows
σΓ¯,i(f) 6= 0, ∀i ∈ K, ∀|f | < fs/2. Thus, using (20) yields
σ2Γ¯,i(f) =
1
22b
(
ζ · σΓ¯,i(f)− 1
)+
=
ζ · σΓ¯,i(f)− 1
22b
. (A28)
Hence, ζ · σΓ¯,i(f) > 1 for all i ∈ K. Moreover, due to (A28):
σΓ¯,i(f) =
1
22b+1
(
ζ ±
√
ζ2 − 4b+1
)
≡ σΓ¯, (A29)
i. e., the singular values σΓ¯,i(f) are identical for all i ∈ K and
for all f ∈ [− fs2 , fs2 ]. Hence, Σ¯H(f)Σ¯HH(f) = σ2Γ¯IK . More-
over, U¯H(f) = U¯H can be an arbitrary unitary matrix and both
conditions on U¯H(f), i.e., the condition in Theorem 1 and the
condition Γ¯(f)Γ¯H(f) = U¯H(f)Σ¯H(f)Σ¯HH(f)U¯
H
H(f), are
satisfied. As a result, analog recovery is optimal if and only if
Γ¯(f)Γ¯H(f) = σ2Γ¯ IN . (A30)
Furthermore, from (17) it follows
Γ¯(f)Γ¯H(f) =
Υ∑
k=−Υ
Γk(f)Cx,k(f)Γ
H
k (f)
(a)
= σ2Γ¯ IN , (A31)
where Γk(f) = Γ(f −kfs) and (a) is due to (A30). Moreover,
the covariance matrix of the analog MMSE estimate s˜ is given
by (cf. (1))
Cs˜ =
(
Γ ∗Cx ∗ ~Γ
T
)
(0) =
∫
R
Γ(f)Cx(f)Γ
H(f)df
= lim
Υ→∞
Υ∑
k=−Υ
∫ fs
2
− fs2
Γk(f)Cx,k(f)Γ
H
k (f)df
(a)
=
∫ fs
2
− fs2
σ2Γ¯ IN df = fsσ
2
Γ¯︸︷︷︸
=c
IN , (A32)
where (a) is due to (A31). This concludes the proof.
E. Proof of Lemmas 1-2
In our proof of the individual lemmas we use fact that the
variance of the MMSE estimate s˜ can be written as
E
{‖s˜‖2} = E{tr(s˜s˜T)} = tr((Γ ∗Cx ∗ ~ΓT) (0))
= tr
(∫
R
Γ(f)Cx(f)Γ
H(f)df
)
(a)
= tr
(∫ fs
2
−−fs2
Γ¯(f)Γ¯H(f)df
)
, (A33)
where (a) is due to splitting the integration into intervals of
length fs, exchanging the sum and integral operations and
using Γ¯(f)Γ¯H(f) =
∑
k∈Z Γk(f)Cx,k(f)Γ
H
k (f).
We first prove Lemma 1. To that aim, we note that using
(17)-(18) combined with (A10)-(A11), the MSE (15) becomes
MSE (H(f))=E
{‖s˜‖2}−tr(∫ fs2
− fs2
Γ¯(f)H¯H(f)
(
H¯(f)H¯H(f)
+ κTs max
k∈K
[
C˜y[0]
]
k,k
IK
)−1
H¯(f)Γ¯H(f)df
)
, (A34)
where κ = κ¯
22b
and C˜y[l] = 1T 2s Cy[l]. Recall that we focus on
bandlimited inputs, as we did in our derivation of Theorem 1.
Consequently, for Ts → 0, the Shannon-Nyquist sampling
theorem is satisfied for Ts small enough. In this case, neither
13
Γ¯(f) nor H¯(f) depend on Ts (cf. Corollary 1), and thus taking
Ts → 0 in (A34) and using (25) results in
MSE (H(f))
Ts→0−−−→ E{‖s˜‖2}− tr(∫ fs2
− fs2
Γ¯(f)Γ¯H(f)df
)
(a)
= E
{‖s˜‖2}− E{‖s˜‖2} = 0, (A35)
where (a) is due to (A33). This proves Lemma 1.
Next, we prove Lemma 2. Here, we note that
lim
b→∞
κ = lim
b→∞
η2
22b
(
1− 2 η
2
3 22b
)−1
b→∞−−−→ 0. (A36)
Consequently, letting b → ∞ in (A34) and using (A36) and
the condition (25), we obtain
MSE (H(f))
b→∞−−−→ E{‖s˜‖2}− tr(∫ fs2
− fs2
Γ¯(f)Γ¯H(f)df
)
(a)
= E
{‖s˜‖2}− E{‖s˜‖2} = 0, (A37)
where (a) is again due to (A33), concluding the proof.
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