In this paper, we investigate the robust estimation and variable selection for partially linear additive model under response missing at random. The nonparametric functions are approximated by B-spline basis. The variable selection of parametric and nonparametric components simultaneously are realized by combining modal regression method and double-SCAD penalty function. We can prove that the variable selection method has Oracle property under some regularity conditions. Some simulation studies are carried out to assess the performance of the proposed methods. 3 1 3 13
Introduction
The general form of partially linear additive model as follows:
where Y is the response variable, Variable selection problem for missing data, Zhao [7] Oracle property of penalty estimation is proved.
Variable Selection
= are independent and identically distributed sample from model (1), where the response variable Y is missing at random and the covariates i X and i Z can be observed completely. If the response variable Y is missing, then make
.
The model with missing data (1) as follows:
( )
Next, we study the problem of variable selection in the parameter and nonparametric part of the model (2) by combining the thought of mode regression of Yao et al. [10] and the idea of imputation-based penalized estimation of Zhao et al. [7] . We first use the B-spline to approximate the non-parametric function 
In this case, the model (2) is approximately expressed as
) .
, ,
Under the mode regression, the spline mode estimation of β and γ is obtained by the following objective function:
is kernel density function, and h is bandwidth. Furthermore, we consider the penalty objective function of the model (3) in the case of random missing response variables by combining the idea of double SCAD penalty and imputation-based penalized, as follows:
which is defined as 
γ is the best approximation of B-spline coefficient of ( ). l l z g
Theoretical Property
In order to establish asymptotic properties of the proposed estimators, we need the following regular conditions. The 
and it is continuous with respect to the variable x and z.
The kernel estimates
The asymptotic properties of penalty estimators γ and β will be given under regular conditions. We define 0 β and ( ) l l z g 0 as the truth values of ( ),
respectively. Without loss of generality, we premise
Therefore, the corresponding covariates become a X and a a 0 , β Ψ be the true values of . β We define
established. The numbers of knot K satisfies ( ( ) ), 
Algorithm and Selection of Regularization Parameters

Algorithm
It is difficult to directly maximize the penalty objective function.
Referring to the local quadratic approximation (LQA) method in Fan [11] and the EM algorithm, this paper gives the implementation steps of the penalty estimation algorithm. Assumed that initial estimates ( )
). The following is a penalty estimate for the penalty objective function (6) under the random missing response variable Y based on the EM algorithm.
Step 1 (E-step): Update ( ( ) ) m i θ π by
is an n n × diagonal matrix with diagonal elements ( ( ) ). 
Selection of regularization parameters
In realistic simulations, it is often necessary to select appropriate adjustment parameters to obtain a better sparse estimate. In this paper, cubic spline (m = 3) is used to approximate the part of non-parametric function, the number of internal knot is
and it is equidistant node. Learn from Zhao et al. [12] approached and used the following way to select tuning parameters , , is the number of non-zero additive function, and c df is the number of non-zero parameters.
Simulation Studies
In the model (1), we assume that Table 5.1 and Table 5 .2, respectively.
From Table 5.1 and Table 5 .2, the following conclusions are drawn:
(1) With the increase of sample size n, the simulation effect of the three variable selection methods are significantly redounded under the regression of mode. The main reason for this is that the likelihood of outliers in the sample data is greater, but the mode regression can more select the sample value near the truth so that the error is reduced more greatly. (2) With the decrease of missing probability, the error accuracy of parameters and non-parametric parts is gradually reduced, under three variable selection methods, and the simulation results of MISCAD method presented in this paper are better than the simulation results of MCSCAD method. Therefore, it illustrates the superiority of the imputation-based method proposed in this paper. (3) Under the model of mode regression, the simulation results based on the MFSCAD method are the best, and the simulation results obtained by the MISCAD method are closer to it, which indicates that the imputation-based penalized estimation variable selection method is effective. .6000 0.0000 0.0313 6.7600 0.0000 0.0287 6.6400 0.0200 0.0274 400 MCSCAD 6.3600 0.0000 0.0317 6.4000 0.0000 0.0308 6.6000 0.0200 0.0300 MFSCAD 6.5400 0.0000 0.0297 6.5600 0.0200 0.0275 6.6200 0.0000 0.0277 MISCAD 6.9600 0.0400 0.0213 6.9800 0.0400 0.0202 7.0000 0.0000 0.0122 600 MCSCAD 6.8600 0.0200 0.0221 6.9400 0.0200 0.0215 6.9000 0.010 0.0233 MFSCAD 6.9800 0.0000 0.0205 7.0000 0.0000 0.0201 7.0000 0.0000 0.0107
Proof of Theorems
Proof of Theorem 3.1. Suppose
is the optimum approximating spline function for ( ). ).
Next, we prove that for any given 0 >  store, a sufficiently large positive C can be established.
The following is the Taylor expansion of 1 I 13 12 11
1 is a d-dimensional column vector whose elements are all 1, ( ) ( ( ) ( )) , , ,
Using the Taylor display for , 1 I we can get
By using formula (6) 
Therefore, for sufficiently large positive integer C, when 12 , I C V = uniformly controls . 11 
I
According to the penalty property of SCAD, when ,
So we can get ( ), 12 13 I o I p = that is, on 13 , I C V = is also controlled by 12 I uniformly. In addition, using a similar method to , 1 I we can deal with . 
).
Based on ( )
we use the Taylor display for , 3 I we have
for the full large C, when , C V = 4 I is consistently controlled by . 12 
Using the same method, it can be proved that 3 I is also controlled by . 12 
From the regular condition (C-5), there is ( )
In addition, it is easy to prove ( ) ( ). 
It is known from Theorem 3.1 that ( ). According to the property of SCAD penalty function, we can get the part of (11) about penalty is 0, then the upper expression can be expressed as ( ) 
Combined with (17)-(19) formula and Slutsky's theorem, it is easy to get ( ) ( ) .
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