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Abstract
Kernel analog forecasting (KAF), alternatively known as kernel principal component regression, is a kernel method
used for nonparametric statistical forecasting of dynamically generated time series data. This paper synthesizes de-
scriptions of kernel methods and Koopman operator theory in order to provide a single consistent account of KAF. The
framework presented here illuminates the property of the KAF method that, under measure-preserving and ergodic
dynamics, it consistently approximates the conditional expectation of observables that are acted upon by the Koopman
operator of the dynamical system and are conditioned on the observed data at forecast initialization. More precisely,
KAF yields optimal predictions, in the sense of minimal root mean square error with respect to the invariant measure,
in the asymptotic limit of large data. The presented framework facilitates, moreover, the analysis of generalization
error and quantification of uncertainty. Extensions of KAF to the construction of conditional variance and conditional
probability functions, as well as to non-symmetric kernels, are also shown. Illustrations of various aspects of KAF
are provided with applications to simple examples, namely a periodic flow on the circle and the chaotic Lorenz 63
system.
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1. Introduction
Forecasting dynamically generated time series is a
challenging problem that often requires statistical meth-
ods, especially when the underlying equations are either
unknown or computationally intractable. Data-driven
forecasting methods have been sought after at least
since Lorenz attempted to use naturally occurring his-
torical analogs for climate predictions in the 1960’s [1].
That early attempt was limited in success, but larger
data sets and improved computing resources have made
more recent analog-based nonparametric methods more
viable [2–7]. Various types of ensemble analog fore-
casting are employed in short-term meteorological fore-
casts [8, 9], and versions of analog forecasting that uti-
lize kernels have been shown to have predictive value
for certain weather and climate phenomena [10–15].
While naturally occurring analogs may be a point
of emphasis for nonparametric methods in physical
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science applications, abstract statistical structures are
the focus when situated in a more general machine
learning context. Common nonparametric machine
learning techniques include multilayer perceptrons [16],
Bayesian neural networks [17], classification and re-
gression trees (CART), and a variety of kernel meth-
ods [18]. Although each of these methods can provide
value in unique ways to specific problems, kernel meth-
ods are particularly well suited to problems where there
may be a natural, a priori, notion of similarity between
data points. Since analog methods rely on the possibil-
ity that the relevance of any historical analog to present
day conditions can be quantitatively determined, formal
understanding of such methods can improve when they
are cast within the larger framework of kernel methods.
Kernel methods constitute a class of algorithms that
perform classical calculations in a rich functional fea-
ture space in order to extract and predict nonlinear
patterns. This central idea, commonly referred to as
“the kernel trick”, was first proposed in 1964 [19],
was popularized with the invention of nonlinear sup-
port vector machines (SVMs) in 1992 [20], and has
Preprint submitted to Physica D March 17, 2020
ar
X
iv
:1
90
6.
00
46
4v
3 
 [m
ath
.ST
]  
14
 M
ar 
20
20
since spread to a variety of machine learning applica-
tions [21, 22]. Kernel methods for regression, such
as support vector regression (SVR) [23], kernel ridge
regression (KRR) [24], and kernel principal compo-
nent regression (KPCR) [25], may be applied to ap-
propriately lagged signals to produce time series fore-
casts, such as with SVR forecasting [26], KRR forecast-
ing [27], and KPCR forecasting [25]. Such kernel fore-
casting methods have been frequently used in finance
and econometrics [28], and have recently found use in
climate science [7, 11, 12, 14], where they were termed
kernel analog forecasting (KAF).
Statistical learning theory [29] is the standard theoret-
ical framework for deriving and analyzing kernel meth-
ods, among other machine learning algorithms. The
learning guarantees and estimates of rates of conver-
gence are well known when the underlying data are in-
dependently and identically distributed [30]. For time
series, where the i.i.d. assumption is generally not valid,
an extension of the standard i.i.d. statistical learning
framework to that of stochastic processes has yielded
softer guarantees that depend on mild conditions on the
stationarity of the system [31, 32]. Although trajectories
of a dynamical system can be viewed as a special case
of a stochastic process, it is also worthwhile to employ
the typical measure and operator-theoretic perspectives
of modern dynamical systems theory [33, 34], where
the induced action of the dynamical system on an in-
trinsically linear space of observables is given a more
prominent role. This operator-theoretic perspective, al-
though widespread in the study of dynamical systems
[35], has yet to be fully exploited in conjunction with
kernel forecasting methods.
The main contribution of this paper is a rigorous re-
formulation of KAF techniques within the framework of
operator-theoretic ergodic theory and statistical learning
theory. This view relies on the equivalence of forecasts
with conditional expectation or, alternatively, geomet-
ric projection, both of which draw on the rich theory of
functional analysis. One benefit from such a perspec-
tive is that it turns the problem of error analysis into the
well studied problem of convergence in Hilbert spaces.
Another benefit to this approach is that it demystifies
the kernel functions somewhat by revealing their spe-
cial role in bridging the gap between L2 Hilbert spaces
and the continuous function space in which forecasts
are ultimately expressed. A third benefit is the mod-
ularity and extensibility that comes from casting ker-
nel forecasting algorithms as a composition of opera-
tors applied to a careful choice of observable. In par-
ticular, by expressing forecasts as a composition of a
regressor operator and the Koopman operator [36], the
latter being a construct representing the action of evolv-
ing forward in time, features of the statistics and the
dynamics are more easily separated and studied inde-
pendently. For example, approximations of Koopman
and the related transfer operators has been the subject
of recent research [35, 37–51], and may be combined
with approximations of the regressor operator to yield
new formulations. Moreover, with appropriate choices
of the response observable, forecasts can be obtained
not just for the conditional mean of an observed quan-
tity, but also that quantity’s conditional variance and
higher-order moments, which are important for uncer-
tainty quantification. Conditional probability may also
be approximated and predicted with a kernel analog
approach. In this analysis, reproducing kernel Hilbert
spaces (RKHSs) [52, 53] play a central role as ambient
hypothesis spaces of functions, with enough structure to
enable an explicit representation of the forecasting func-
tion (also known as target function) in a fully empirical
manner.
This paper is organized as follows. Section 2 in-
troduces the forecasting problem under study, and de-
scribes the KAF framework. Section 3 studies the gen-
eralization error of constructed forecasts, paying partic-
ular attention on how to quantify the discrepancy be-
tween empirical and ideal forecasts. Our main result on
the convergence of KAF to the conditional expectation
is stated as Theorem 14 in that section. Section 4 intro-
duces a few extensions, including KRR, non-symmetric
kernels, conditional variance, and conditional probabil-
ity. In Section 5, we provide general guidelines for
choosing the kernel. Section 6 shows the result of ap-
plying KAF to two examples, namely a periodic flow
on the circle and the chaotic Lorenz 63 (L63) system
[54]. Section 7 provides our principal conclusory re-
marks, and examines the applicability of KAF to vari-
ous real-world problems. Technical results are collected
in Appendix A.
2. Kernel analog forecasting (KAF) techniques
In this section, we describe the mathematical frame-
work underlying the KAF approach introduced in [7].
We start from a general formulation of forecasting as er-
ror minimization (Section 2.1), and gradually build onto
that various dynamical systems and functional analytic
tools, leading (in Section 2.4) to the construction of the
RKHS-based KAF target function. It should be noted
that our exposition differs substantially from [7], which
focuses heavily on RKHS interpolation theory from the
outset. In particular, an advantage of the perspective put
forward here is that the RKHS formalism emerges as
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a natural consequence of seeking target functions in an
explicitly constructible ambient hypothesis space with
a Hilbert space structure, as opposed to the more “ax-
iomatic” use of RKHSs in [7]. This perspective will
also facilitate the error analysis in Section 3.
Figure 1 depicts the relationships between the func-
tion spaces and operators involved in the construction of
the KAF target function in the form of a commutative
diagram. The basic steps of the construction are also
summarized in pseudocode in Table 1. Figure 2 shows
an application of KAF to the L63 system under full and
partial observations. This L63 application provides a
guiding example of a number of challenges encountered
in statistical forecasting, including partial state obser-
vations, mixing (i.e., chaotic) dynamics, and invariant
measures supported on non-smooth attractors.
2.1. Mathematical background
Measure-theoretic framework. In the measure-
theoretic setup that we wish to pursue here, the primary
object is a probability space (Ω,F , µ), where Ω is the
space of all possible initial states, F is a σ-algebra
of distinguished subsets of Ω, and µ : F → R is
a probability measure. We also have a measurable
covariate space (X,ΣX), a measurable response space
(Y,ΣY), and, for each time t ≥ 0, data-producing
measurable functions Xt : Ω → X and Yt : Ω → Y.
By data-producing, we mean that the covariate and
response data, xt and yt, are regarded as the output of Xt
and Yt, respectively, so that xt = Xt(ω) and yt = Yt(ω)
for some ω ∈ Ω. The space Y is assumed to be a
Hilbert space over the complex numbers, whose inner
product, 〈·, ·〉Y, is taken to be conjugate-linear in its first
argument. Note that we do not require that the space X
be linear.
The task of forecasting is to produce a measurable
function fτ : X → Y for any given lead time τ ≥ 0, re-
ferred to as the target function, such that fτ ◦Xt approxi-
mates Yt+τ. A heuristic for selecting such an approxima-
tion is the variational approach, wherein fτ is viewed as
a minimizer of some global measure of error. The mean
square error is a common such functional, given, as we
will see below, its connection to Hilbert space theory.
In particular, we regard Yt as an element of the space
L2(µ) of functions Ω → Y that are square-integrable
with respect to µ. The target function fτ, meanwhile, is
sought in the space L2(µXt ) of functions f : X → Y that
are square-integrable with respect to µXt , where µXt is
the pushforward of µ along Xt (i.e., µXt (S ) = µ(X
−1
t (S ))
for all S ∈ ΣX). This implies that f ◦ Xt is a square-
integrable function in L2(µ).
In what follows, L2(µ) will denote the Hilbert space
of equivalence classes of functions in L2(µ) taking µ-
a.e. equal values, equipped with the standard inner prod-
uct 〈g1, g2〉L2(µ) =
∫
Ω
〈g1(ω), g2(ω)〉Y dµ(ω). We define
the L2(µXt ) Hilbert spaces associated with L2(µXt ) anal-
ogously. As is customary, we will oftentimes identify
functions in L2 with their corresponding L2 equivalence
classes, but for the purpose of constructing concrete tar-
get functions we will keep elements of these spaces dis-
tinct. The mean square error of the target function fτ,
given a lead time τ ≥ 0, may then be defined as
‖ fτ ◦ Xt − Yt+τ‖2L2(µ)
=
∫
Ω
‖ fτ ◦ Xt(ω) − Yt+τ(ω)‖2Y dµ(ω).
Dynamical system framework. A dynamical system on
the space Ω is represented by a semigroup of measur-
able maps, {Φt : Ω → Ω}t≥0, which evolve an initial
state ω0 to a new state ωt. The function Xt may then be
represented by X ◦Φt, where X : Ω→ X. The response
function Yt+τ can be similarly broken up, but with the
added step of using the flow map semigroup properties
to split up Φt+τ into Φτ ◦ Φt, resulting in the expression
Yt+τ = (Y ◦ Φτ) ◦ Φt, where Y : Ω → Y. It is fre-
quently useful to express the composition Y ◦ Φτ as the
act of applying an operator Uτ, known as the Koopman
operator [55], on measurable Y-valued functions on Ω,
so that UτY = Y ◦ Φτ. Note that, unlike Φτ, Uτ is an
intrinsically linear operator.
Henceforth, we will assume that the dynamical sys-
tem is measure-preserving; that is, the pushforward
measure of µ along Φt, denoted by µt, is constant with
respect to time, so that we may write µt = µ for all times
t ≥ 0. With such an assumption, the Koopman operator
on measurable functions lifts to a unitary operator on
L2(µ), which we will denote using the same symbol Uτ.
Moreover, the mean square error is independent of the
initialization time t, and is expressed as
‖ fτ ◦ X − UτY‖2L2(µ). (1)
Conditional expectation. The random variable X in-
duces a sub-σ algebra G ⊆ F , defined by G = X−1(ΣX).
This means that every function g : Ω → Y that is mea-
surable with respect to G is such that g = f ◦ X for
some f : X → Y. Thus, G-measurable functions can be
thought of as being “coarser” than F -measurable func-
tions, in the sense that they necessarily take constant
values on subsets of Ω where X is constant. We will
denote the Hilbert subspace of L2(µ) consisting of G-
measurable equivalence classes of functions by L2X(µ).
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Figure 1: Commutative diagram illustrating the relationships between the function spaces and operators employed in KAF. We start from the space
of continuous functions on Ω, wherein the response variable Y lies. The path proceeding downwards from C(Ω) along the black arrows represents
the evolution of continuous functions under the Koopman operator Uτ for lead time τ, followed by inclusion in the L2(µ) space associated with the
invariant measure. This leads to the observable UτY ∈ L2(µ), which we seek to approximate with minimal error with respect to L2(µ) norm. The
paths demarcated by blue, green, and red arrows represent three levels of approximation, each with its own errors (indicated by dashed arrows). The
path colored in blue leads to the conditional expectation E[UτY | X] = ΠXUτY , given by the orthogonal projection of Uτ into the Hilbert subspace
L2X(µ) ⊆ L2(µ) consisting of pullbacks of functions on covariate space X. The conditional expectation is associated with the regression function
Zτ = Ξ∗E[UτY | X] from Definition 1, and can exhibit an irreducible form of error relative to UτY if X is not injective (indicated by a dashed
blue arrow). The green-colored path describes the approximation of the regression function by a continuous function fτ,` on covariate space (the
ideal target function in Definition 2), lying in a finite-dimensional hypothesis space H`, which is a subspace of an RKHS H on X. The operator
T` leading to the target function is a spectrally truncated Nystro¨m extension operator, where ` is the number of kernel eigenfunctions employed.
This imparts an additional error, which vanishes, however, as ` → ∞ if the reproducing kernel ofH is strictly positive definite. The path colored in
red represents a data-driven approximation fτ,`,n of fτ,` (the empirical target function in Definition 9), obtained by replacing the invariant measure
µ by the sampling measure µn associated with a training dataset consisting of n samples, and the Koopman operator Uτ by the shift operator U
q
n
on the n-dimensional Hilbert space L2(µn). Here, τ = q ∆t, where ∆t and q are the sampling interval and number of timesteps, respectively. Note
that there is no path connecting the Koopman operator on C(Ω) with the shift operator on L2(µn) as in the L2(µ) case since the dynamical flow is
singular with respect to the sampling measure. The estimator fτ,`,n exhibits a sampling error relative to fτ,` (indicated by dashed red arrows) which
vanishes almost surely as n→ ∞ by ergodicity.
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Figure 2: Results of KAF applied to prediction of the components of the state vector ω = (ω1, ω2, ω3) ∈ R3 of the L63 system, under full (blue
lines) and partial (red lines) observations. In the fully observed case, the covariate X is the identity map on Ω = R3. In the partially observed
case, X(ω) = ω1 is the projection to the first coordinate. Both cases utilize training datasets of n = 64,000 samples (x j, y j), with x j = X(ω j),
y j = Y(ω j), obtained from the same underlying L63 trajectory ω j = Φ( j−1) ∆t(ω1) ∈ Ω at a sampling interval of ∆t = 0.01 natural time units. Top
panels: True evolution UτY(ω) of the response Y(ω) = ω j (black lines) and forecast trajectories fτ,`,n(x) (solid blue and red lines) as a function
of lead time τ, obtained via the empirical target functions in Definition 9 with ` = 3000 (full observations) or ` = 1000 (partial observations).
The forecasts are initialized from a fixed initial condition x = X(ω) in the verification dataset. Shaded regions show error bounds obtained by
adding ±ετ,`,n(x) to the forecast trajectories, where ετ,`,n(x) is a KAF-derived estimate of the conditional standard deviation, given by (28) using
the same training parameters as the Y forecasts. Bottom panels: Root mean square error (RMSE) as a function of τ determined from a verification
dataset of n˜ = 64,000 (solid lines). The RMSE is normalized by the empirical standard deviation of ω j on the training dataset. Dashed lines show
the normalized RMS value of the estimated error ετ,`,n. The agreement between actual and estimated errors indicates that ετ,`,n provides useful
uncertainty quantification.
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Table 1: Pseudocode outlining the construction of the empirical KAF target function fτ,`,n from Definition 9.
• Inputs
– Covariate training data x1, . . . , xn ∈ X at sampling interval ∆t
– Response training data y1, . . . , yn ∈ Y at sampling interval ∆t
– Symmetric positive-definite kernel function kn : X × X → R
– Forecast timesteps q ∈ N0
– Number of principal components (eigenfunctions) ` ∈ N
• Outputs
– Target function fτ,`,n : X → R for lead time τ = q ∆t
• Steps
1. Compute the leading ` eigenvectors φ j ∈ RN of the n× n kernel matrix K = [kn(xi, x j)], arranged in order of decreasing
corresponding eigenvalue λ j,n. Normalize the eigenvectors such that φi · φ j/n = δi j.
2. Form the q-step shifted response vector yτ = (0, . . . , 0, y1, . . . , yn−q) ∈ Rn, and compute the expansion coefficients
α j(τ) = φ j · yτ/n for j ∈ {1, . . . , `}.
3. Form the orthonormal RKHS functions ψ j,n(x) = k(x) · φ j/(nλ1/2j,n ), where k(x) = (kn(x, x1), . . . , kn(x, xn)) is the kernel
vector.
4. Form the target function fτ,`,n(x) =
∑`
j=1 α j,n(τ)ψ j,n(x).
The composition map by X, i.e., f 7→ f ◦ X, then de-
scribes an isometric embedding Ξ : L2(µX) → L2(µ),
with range L2X(µ). It is a consequence of the Radon-
Nikodym theorem [56, Chapter 5] that for UτY ∈ L2(µ),
there exists a unique G-measurable element Zτ ◦ X ∈
L2(µ), such that for all g ∈ L2X(µ),
〈g,UτY〉L2(µ) = 〈g,Zτ ◦ X〉L2(µ). (2)
It follows from this property that Zτ ◦ X is the unique
element in L2(µ), or, equivalently, that Zτ the unique el-
ement in L2(µX), that minimizes the mean square error
in (1). We shall refer to the composition Zτ ◦ X as the
conditional expectation E[UτY | X] and to Zτ as the
regression function. It follows from the Hilbert space
projection theorem that E[UτY | X] has the geometrical
interpretation of being the orthogonal projection of UτY
onto L2X(µ). That is,
E[UτY | X] = ΠXUτY, (3)
where ΠX : L2(µ) → L2(µ) is the orthogonal projec-
tion mapping into L2X(µ). Because the conditional ex-
pectation lies in L2X(µ), there exists a unique observable
Zτ ∈ L2(µX)) on covariate space such that
E[UτY | X] = ΞZτ = Zτ ◦ X.
This leads to the notion of the regression function, de-
fined below through the adjoint map Ξ∗ : L2(µ) →
L2(µX) with ker Ξ∗ = (L2X(µ))
⊥.
Definition 1 (regression function). The regression
function at lead time τ associated with the response Y
and covariate X is the L2(µX) observable
Zτ = Ξ∗UτY = Ξ∗E[UτY | X].
By virtue of its error-minimizing properties, it is
natural to seek forecasting algorithms producing target
functions that consistently approximate Zτ. In the ensu-
ing sections, we will show that under suitable ergodicity
assumptions, KAF naturally produces such consistent
estimators of the regression function from time-ordered
samples of X and Y along a dynamical trajectory, with-
out requiring prior knowledge of the underlying equa-
tions of motion.
2.2. Hypothesis spaces
Learning framework. Constructing the target function
requires distinguishing between the spaces L2(µX) and
L2(µX), which we do by way of the linear map ι :
L2(µX)→ L2(µX) that associates each concrete function
f to its equivalence class ι f . The mean square error is
then represented with the functional Eτ : L2(µX) → R,
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known as the generalization error in machine learning
contexts [30], defined by
Eτ( f ) := ‖ι f ◦ X − UτY‖2L2(µ). (4)
The Hilbert space structure of L2(µ), as well as the error-
minimizing property of the conditional expectation Zτ ◦
X, allows the generalization error to be decomposed as
Eτ( f ) = Aτ( f ) + στ,
whereAτ( f ) is the excess generalization error,
Aτ( f ) = ‖ι f − Zτ‖2L2(µX ), (5)
and στ is the error intrinsic to the system and choice of
covariate and response functions,
στ = ‖Zτ ◦ X − UτY‖2L2(µ). (6)
Since στ does not depend on f , minimizing Eτ is equiv-
alent to minimizingAτ.
Hypothesis space. Constraints on the search for a min-
imizer of Aτ are characterized in terms of a hypoth-
esis space H ⊆ L2(µX) of functions. When the im-
age H := ιH is a closed and convex subset of the
Hilbert space L2(µX), then there exists a unique g ∈ H
such that infh∈H‖h − Zτ‖L2(µX ) = ‖g − Zτ‖L2(µX ). Conse-
quently, there exists f ∈ H for which ι f = g, and thus
inf f∈H‖ι f − Zτ‖L2(µX ) = ‖g − Zτ‖L2(µX ). A sufficient con-
dition for uniqueness of f is that ι : H → L2(µX) be an
injection.
The pseudoinverse. Assuming that H is closed and con-
vex in L2(µX), so that there exists a well-defined orthog-
onal projection map ΠH : L2(µX) → L2(µX) mapping
into H, the excess generalization error may be decom-
posed as
Aτ( f ) = ‖ι f − ΠHZτ‖2L2(µX ) + ‖(I − ΠH) Zτ‖2L2(µX ) .
The minimizer of Aτ over the hypothesis space H ,
therefore, is found by minimizing the norm of ι f−ΠHZτ.
When ι is injective on H , then the restriction ι|H of ι
onto H is invertible as a map ι|H : H → H. In such a
case, the unique minimizer ofAτ inH is expressible as
fτ,H = (ι|H )−1 ΠHZτ, (7)
and satisfies
Aτ( fτ,H ) = ‖(I − ΠH)Zτ‖2L2(µX ). (8)
We refer to this minimizer as the ideal target function
since it does not depend on any training data.
Definition 2 (ideal target function). The ideal target
function fτ,H at lead time τ associated with the response
Y and hypothesis spaceH is the minimizer of the excess
generalization error functionalAτ overH , given by (7).
We shall refer to the map T : L2(µX) → H , with
T = (ι|H )−1 ΠH , as the pseudoinverse of ι onH , in anal-
ogy with the Moore-Penrose pseudoinverse of bounded,
closed-range linear maps between Hilbert spaces [57].
In particular, note that T ι f = f for every f ∈ H and
Tg = 0 for every g ∈ H⊥, which shows that T reduces
to the Moore-Penrose pseudoinverse ι+ of ι if H is a
Hilbert space. In that case, the excess generalization
error of the target function fH in (7) is due to the com-
ponent (I − ΠH)Zτ of Zτ in the orthogonal complement
of H in L2(µX). See Appendix A.1 for additional details
on the Moore-Penrose pseudoinverse.
Ambient Hilbert space. Explicit representations of T
depend on the choice of H , and among the many such
possible choices, in KAF we focus on the case whereH
is a finite-dimensional subspace of an ambient Hilbert
space K that ι compactly embeds into L2(µX). As ι is
a compact operator between Hilbert spaces, its adjoint
ι∗ : L2(µX) → K is well-defined and compact. Conse-
quently, the self-adjoint operator G := ιι∗ : L2(µX) →
L2(µX) is also compact. The spectral theorem for com-
pact, self-adjoint operators thus guarantees the exis-
tence of an orthonormal basis {φi}∞i=1 of L2(µ) consisting
of eigenfunctions of G, with non-negative correspond-
ing eigenvalues λi.
Remark 3. As we will see in Section 2.3 below, under
natural assumptions,K has the structure of an RKHS. In
that case, the adjoint operator ι∗ becomes an integral op-
erator associated with the reproducing kernel of K , and
under appropriate continuity assumptions, the orthonor-
mal functions ψi correspond to Mercer feature vectors,
used, e.g., for unsupervised learning in kernel principal
component analysis (KPCA) [58]. This perspective of
expressing integral operators arising in learning prob-
lems as adjoints of restriction maps was also adopted by
Rosasco et al. [59] in a study on spectral approximation
of integral operators.
By convention, we order the eigenvalues λi in de-
creasing order, so that the sequence λ1, λ2, . . . only ac-
cumulates at zero by compactness of G. Defining
ψi = ι
∗φi/λ1/2i (9)
for each λi > 0, and choosing ` ∈ N such that λ` > 0,
we then select as a hypothesis space the `-dimensional
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subspaceH` ⊆ K , where
H` = span{ψ1, . . . , ψ`}. (10)
It follows from orthonormality of the φi and their defini-
tion in (9) that the ψi form an orthonormal set inK , i.e.,
〈ψi, ψ j〉K = δi j. Here, 〈·, ·〉K is the inner product of K ,
taken conjugate-linear in its first argument. Moreover,
the ψi are orthonormal eigenfunctions of the operator
G˜ := ι∗ι on K , corresponding to the same eigenvalues
λi, G˜ψi = λiψi. In fact, the square roots of the nonzero
eigenvalues λi are the singular values of the compact
operator ι∗, and the corresponding ψi and φi are left and
right singular vectors, respectively, i.e.,
ι∗h =
∑
i:λi>0
ψiλ
1/2
i 〈φi, h〉L2(µX ), ∀h ∈ L2(µX).
With these definitions, it follows that ΠH` , where
H` := ιH`, is the L2(µX)-orthogonal projection with
range span{φ1, . . . , φ`}. As for the inverse (ι|H` )−1, it acts
as
(ι|H` )−1φi = (ι|H` )−1ιι∗φi/λi = ψi/λ1/2i
on each eigenfunction φi corresponding to a nonzero
eigenvalue λi. Consequently, by expanding Zτ ∈ L2(µX)
as Zτ =
∑∞
i=1 αi(τ)φi, where
αi(τ) = 〈φi ◦ X,UτY〉L2(µ), (11)
the target function fτ,` from Definition 2 associated with
H` is given by
fτ,` = T`Zτ =
∑`
i=1
αi(τ)
λ1/2i
ψi (12)
where T` : L2(µX) → H` is the pseudoinverse operator
from (7).
Considering now the image K = ιK of the ambi-
ent Hilbert space under L2(µX) inclusion, one can ver-
ify that it can be characterized as the subspace K ={∑
i:λi>0 ciφi ∈ L2(µX) :
∑
i:λi>0|ci|2/λi < ∞
}
. The follow-
ing is then a direct consequence of the definition of the
Moore-Penrose pseudoinverse in Definition 18.
Lemma 4. The operator T˜ : D(T˜ ) → K , with dense
domain D(T˜ ) = K ⊕ ker ι ⊆ L2(µX), defined as T˜ f =∑
i:λi>0〈φi, f 〉L2(µX )ψi/λ1/2i , is a closed-range operator
whose pseudoinverse T˜ + : K → L2(µX) is equal to
ι. Moreover, T˜ is equal to the pseudoinverse of ι, and
by (A.1) we have,
T˜ f = ι∗G+ f , ∀ f ∈ D(G+).
Lemma 4 shows that T˜ maps each L2(µX) equivalence
class in its domain to an everywhere-defined function in
K , and whenever f lies in K, ι f˜ = f . That is, T˜ is an
extension operator, mapping f ∈ K to a representative
in K . Note that T˜ is necessarily an unbounded opera-
tor if K is infinite-dimensional, and, moreover, if G is
strictly positive-definite (so that all λi are strictly posi-
tive), then K is a proper, dense subspace of L2(µX). In
fact, T˜ is closely related to the Nystro¨m extension oper-
ator employed in applications such as function interpo-
lation and kriging [e.g., 59, 60]. Noticing from (12) that
T` = T˜ |H` , we may therefore interpret the target func-
tion fτ,` as a spectrally truncated Nystro¨m extension of
Zτ, which is well defined even if Zτ does not lie in K. In
fact, it follows from (7) that ιT` is equal to the L2(µX)
orthogonal projection ΠH` . Moreover, we have:
Lemma 5. As ` → ∞, ιT` converges strongly to the
orthogonal projection ΠK : L
2(µX) → L2(µX) onto the
L2(µX)-closure of K; that is,
lim
`→∞
ιT` f = ΠK f , ∀ f ∈ L2(µX).
Lemma 5 indicates that even if the target functions
fτ,` = T`Zτ do not have a limit in the ambient space K ,
they have an L2(µX) limit. In particular, if it can be ar-
ranged that K is a dense subspace of L2(µX), ΠK = Id,
and the fτ,` converge in L2(µX) norm to the regression
function Zτ. Ensuring that K is an empirically con-
structible space with dense image K = ιK in L2(µX)
is a key consideration in KAF, which will occupy us in
the ensuing sections.
2.3. Reproducing kernel Hilbert spaces
For the remainder of the paper, we will restrict atten-
tion to the case that the response variable Y is complex-
valued, i.e., Y = C. In this setting, the ambient Hilbert
space K naturally acquires the structure of an RKHS
[52, 53], as we describe below.
Definition 6 (RKHS). For each point x ∈ X, let Lx :
K → C be the evaluation functional on the ambient
Hilbert space, defined by Lx f = f (x). The space K
is said to be an RKHS if Lx is bounded, and therefore
continuous, at every x ∈ X.
It is a known fact that no unbounded linear func-
tional on a Banach space can be constructed without
the axiom choice. Therefore, all explicitly constructible
Hilbert spaces of complex-valued functions are nec-
essarily RKHSs. Consequently, all explicitly repre-
sentable target functions fτ,H from (7) necessarily lie
in an RKHS. Note that by boundedness of Lx at every
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x ∈ X, convergence of two functions in RKHS norm
implies pointwise convergence on X.
Basic properties of RKHSs. It follows from the Riesz
representation theorem that for every x ∈ X there exists
some function kx ∈ K such that
f (x) = Lx f = 〈kx, f 〉K , ∀ f ∈ K .
The above is known as the reproducing property of K .
The reproducing kernel k : X × X → C of K is then
defined as the bivariate function
k(x1, x2) = 〈kx1 , kx2〉K .
It follows from the defining properties of inner prod-
ucts that k is (i) conjugate-symmetric, i.e., k(x1, x2) =
k(x2, x1)∗ for all x1, x2 ∈ X; and (ii) positive-definite,
i.e., for all x1, . . . , xm ∈ X and a1, . . . , am ∈ C,
m∑
i=1
m∑
j=1
a∗i a jk(xi, x j) ≥ 0. (13)
Conversely, the Moore-Aronszajn theorem [61] states
that for any conjugate-symmetric, positive-definite ker-
nel function k : X × X → C, there exists a unique
RKHS onX for which k is the reproducing kernel. Thus,
there is a one-to-one correspondence between kernels
and RKHSs.
Let ρ : ΣX → [0,∞] be any measure such that there
exists a compact embedding ιρ of the RKHS K into
L2(ρ). The practical utility of RKHSs manifests in the
adjoint ι∗ρ : L2(X) → K being representable in terms of
the kernel as
ι∗ρ f (x) = 〈kx, ι∗ρ f 〉K = 〈ιρkx, f 〉L2(ρ) =
∫
X
k∗(x, ·)g dρ,
where f is any element of L2(ρ). Thus, the adjoint of the
embedding of the RKHS K into L2(ρ) is a compact in-
tegral operator on the latter space. Similarly, Gρ := ιρι∗ρ
is a positive-semidefinite, self-adjoint, compact integral
operator on L2(ρ).
Definition 7 (particular classes of kernels). We will
say that a positive-definite kernel k : X → X → C
is:
• Strictly positive-definite if the inequality in (13) is
strict whenever the xi are all distinct and at least one of
the ai is nonzero.
• L2(ρ)-strictly-positive if Gρ is a strictly-positive
operator. In that case, Kρ := ιρK is a dense subspace
of L2(ρ).
• L2(ρ)-Markov if Gρ is a Markov operator, i.e.,
(i)
∫
XGρ f dρ =
∫
X f dρ for all f ∈ L2(ρ); and (ii)
Gρ f = f if f is constant. As a result, the leading largest
eigenvalue of Gρ is equal to 1, and the corresponding
eigenspace contains constant functions.
• An L2(ρ)-Markov ergodic if it is L2(ρ)-Markov and
the eigenvalue 1 of Gρ is simple.
In the case ρ = µX , we will abbreviate ιµX = ι and
GµX = G as in Section 2.2. The evaluation of the target
function from (7) at a point x ∈ X is then expressible as
fτ,`(x) =
∑`
i=1
αi(τ)
λi
〈ιkx, φi〉L2(µX ) =
∑`
i=1
αi(τ)
λ1/2i
ψi(x).
(14)
Topological framework and Mercer kernels. Hence-
forth, we will assume that X has the structure of a met-
ric space, equipped with its Borel σ-algebra ΣX, and
µX is a Borel probability measure with compact sup-
port Xµ ⊆ X. Given any subset S of X, we will use
the notation K(S ) to represent the RKHS on S with re-
producing kernel k|S×S . Note that K(S ) embeds natu-
rally and isometrically into K , so we may view it as
a subspace of the latter space. We also let C(S ) be
the space of complex-valued continuous functions on
S , and Cb(S ) the Banach space of bounded functions
in C(S ), equipped with the uniform norm. Note that
C(S ) = Cb(S ) if S is compact.
In this setting, continuous kernel functions on X, also
known as Mercer kernels, have the property that their
associated RKHS is a subset of C(X) [52]. Moreover,
for any compact set S ⊆ X, the embedding K(S ) ↪→
C(S ) is bounded. If, in addition, S is the support Xρ of
a finite Borel measure ρ on X, C(Xρ) embeds into L2(ρ)
via a bounded linear map, and thus ιρ : K(Xρ)→ L2(ρ)
is a bounded, injective operator. It also follows by con-
tinuity of k and compactness of Xρ that Gρ = ιρι∗ρ is a
trace-class (and therefore compact) operator, with trace
norm equal to tr Gρ =
∫
X k(x, x) dρ(x) [62]. In particu-
lar, the compactness of Gρ is equivalent to ιρ being com-
pact. Mercer’s theorem [53, Section 11.4] also states
that for any x, x′ ∈ Xρ the kernel k(x, x′) can be ex-
pressed through the series expansion,
k(x, x′) =
∑
i:λi>0
ψ∗i (x)ψi(x
′), (15)
where the ψi are orthonormal functions in K associated
with eigenvalue λi of Gρ, defined analogously to (9), and
convergence of the sum over i is uniform on Xρ × Xρ.
This result then implies that the restrictions of the ψi
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on Xρ form an orthonormal basis of K(Xρ) (as op-
posed to merely an orthonormal set). It can also be
shown that every strictly positive-definite Mercer kernel
is L2(ρ)-strictly positive for any compactly supported,
finite Borel measure ρ. See [63] for a detailed study on
the relationships between the RKHSs associated with
different kernel classes (including those in Definition 7)
and spaces of functions and measures, such as spaces of
continuous functions and Lp spaces.
By virtue of the above properties, Mercer kernels pro-
vide a convenient practical means of generating hypoth-
esis spaces that are compactly embedable into L2(µX),
as required for the hypothesis spaces in Section 2.2.
Note that the target function in (14) associated with a
Mercer kernel is an RKHS (and thus continuous) func-
tion defined on the whole of X, but its behavior out-
side of the support Xµ makes no contribution to the ex-
cess generalization error from (5) determined through
the L2(µX) norm.
Remark 8. The Mercer expansion in (15) allows one to
evaluate inner products between distinguished elements
of the RKHS, namely the kernel sections kx simply
by evaluation of a known kernel function, 〈kx, kx′〉K =
k(x, x′) (i.e., the left-hand side of (15)), without having
to compute a potentially infinite set of basis vectors for
the space (i.e., the eigenfunctions ψi in the right-hand
side). This well known “kernel trick” is employed in
a variety of learning techniques, including kernel KRR
and SVMs [22]. In contrast, in KAF/KPCR methods
incur a potentially significant computational cost asso-
ciated with computing (training phase) and evaluating
(prediction phase) a set of orthogonal basis functions
{ψ1, . . . , ψ`} with `  n, with the benefit of controlling
the regularity of the target functions through the spectral
truncation parameter `. As we will see in Section 3.2 be-
low, this is an effective means of controlling the sample
error, allowing the method to operate stably in environ-
ments with small training datasets.
2.4. Data-driven target function
We are now ready to construct the empirical target
function employed in KAF. In this construction we con-
sider a standard supervised learning scenario, where
we have access to a training dataset consisting of pairs
(x1, y1), (x2, y2), . . . , (xn, yn), where x j = X(ω j) and y j =
Y(ω j) are the values of the covariate and response vari-
ables, respectively, on an (unknown) collection of points
ω1, . . . , ωn on the sate space Ω, sampled along a single
dynamical trajectory
ω j = Φ
t j (ω1), t j = ( j − 1) ∆t, (16)
at a fixed sampling interval ∆t > 0. Alternatively, the
(x j, y j) may be generated by an ensemble of (shorter)
trajectories on Ω, so long as the timespan of each of
these trajectories is not smaller than the desired lead
time τ.
Sampling measures. Associated with every dataset
from (16) is an empirical probability measure µn : F →
[0, 1], defined as µn =
∑n
j=1 δω j/n, where δω j is the Dirac
δ-measure supported on {ω j} ⊂ Ω. Similarly, the empir-
ical probability measure µX,n : ΣX → [0, 1] is defined
as µX,n =
∑n
j=1 δx j/n. Intuitively, we view µn and µX,n
as empirical approximations to µ and µX , respectively;
a connection which will be made precise in Section 3.
Next, as empirical analogs of L2(µ) and L2(µX), we
employ the Hilbert spaces L2(µn) and L2(µX,n), consist-
ing of equivalence classes of complex-valued, measur-
able functions on Ω and X having common values at
the sampled points ω j and x j, respectively. As Hilbert
spaces, L2(µn) and L2(µX,n) have dimension at most
n (with equality if all ω j and x j are distinct, respec-
tively), and can be homomorphically embedded into
Cn, equipped with the normalized dot product f · g/n.
That is, for every measurable function f : Ω → C,
the corresponding L2(µn) equivalence class can be rep-
resented by a column vector f ∈ L2(µn) with f =
[ f (ω1), . . . , f (ωn)]T , storing in its components the val-
ues of f on ω j. Elements of L2(µX,n) are represented
by Cn vectors in a similar manner, while operators on
L2(µn) and L2(µX,n) are represented by n × n complex
matrices.
As in the case of the L2(µ) and L2(µX) spaces, there is
an isometric embedding Ξn : L2(µX,n) → L2(µn), given
by composition by the covariate map, Ξn f = f ◦ X,
whose image we denote by L2X(µn) = ΞnL
2(µX,n). We
also let ΠX,n : L2(µn) → L2(µn) be the orthogonal pro-
jection mapping into L2X(µn). Note that in typical appli-
cations involving distinct training data, ΠX,n is the iden-
tity map and Ξn is unitary, even if X is non-injective
on sets of positive µ-measure (in which case, ΠX is not
the identity). This disparity between ΠX and ΠX,n high-
lights the risk of overfitting commonly faced by data-
driven techniques, which KAF addresses by employing
hypothesis spaces of significantly lower dimension than
the number of training samples.
Shift operators. In order to parallel the construction of
the target function fτ,` from Section 2.2, we would now
like to define a Koopman operator on L2(µn). However,
an obstruction to this is that, unlike the L2(µ) setting
associated with the invariant measure, the composition
operator with respect to the dynamical flow does not
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lift to an operator on equivalence classes of functions
on the L2(µn) spaces associated with the sampling mea-
sures. This is because the flow Φτ : Ω → Ω on state
space does not preserve null sets with respect to µn,
meaning that if f , f ′ : Ω → C are measurable func-
tions lying in the same L2(µn) equivalence class, their
images Uτ f = f ◦ Φt and Uτ f ′ = f ′ ◦ Φt may lie in
different L2(µn) equivalence classes. Nevertheless, for
any q ∈ N0, an analogous notion to the Koopman op-
erator Uq ∆t on L2(µ) is provided by the shift operator
Uqn : L2(µn)→ L2(µn) [64], defined as
Uqn f (ω j) =
 f (ω j+q), j + q ≤ n,0, otherwise.
Hereafter, we will refer to the Cn vector
yτ = [y1+q, . . . , yn, 0, . . . , 0]T , (17)
representing the response Uqn ιnY ∈ L2(µn) for τ = q ∆t,
as the analog vector.
Empirical error minimization. With these definitions,
and assuming throughout that τ = q ∆t for some q ∈ N0,
the empirical generalization error Eτ,n : L2(µX,n) → R
is given by (cf. (4))
Eτ,n( f ) := ‖ιn f ◦ X − UτY‖2L2(µn),
where ιn : L2(µn) → L2(µn) maps each function in
L2(µn) to its L2(µn) equivalence class. This functional
is minimized by a unique element Zτ,n ∈ L2(µX,n) anal-
ogous to the regression function Zτ from Sections 2.1–
2.3. Moreover, we may split the empirical generaliza-
tion error as
Eτ,n( f ) = Aτ,n( f ) + στ,n,
with (cf. (5))
Aτ,n( f ) = ‖ιn f−Zτ,n‖2L2(µX,n), στ,n = ‖Zτ,n◦X−UτY‖2L2(µn).
Empirical hypothesis space. To construct an empirical
target function, we proceed again analogously to the
infinite-dimensional case in Sections 2.1–2.3. That is,
we seek the minimizer of the empirical excess gener-
alization error Aτ,n( f ) for f lying in an `-dimensional
empirical hypothesis space H`,n, which is chosen as a
subspace of an ambient RKHS Kn ⊂ C(X) associated
with an empirical Mercer kernel kn : X × X → C. Note
that we allow the reproducing kernel kn to depend on n
in order to be able to take advantage of the variety of
normalized kernel algorithms in the literature [65–69].
Given any x ∈ X, we shall refer to the Cn vector
k(x) = [kn(x, x1), . . . , kn(x, xn)]T ,
representing the L2(µX,n) equivalence class ιnkn(x, ·) of
the kernel section kn(x, ·) ∈ Kn as the kernel vector.
Next, because Kn ⊆ L2(µX,n), we can consider ιn :
Kn → L2(µX,n) as a (finite-rank, and thus compact) op-
erator between Hilbert spaces, inducing the self-adjoint
integral operator Gn := GµX,n = ιnι
∗
n on L
2(µX,n). The
leading ` orthonormal eigenvectors φ1,n, . . . , φn,` of Gn,
corresponding to positive eigenvalues λ1,n ≥ · · · ≥ λ`,n,
respectively, induce the `-dimensional empirical hy-
pothesis spaceH`,n ⊆ Kn given by (cf. (10))
H`,n = span{ψ1,n, . . . , ψ`,n},
where
ψi,n = ι
∗
nφi,n/λ
1/2
i,n (18)
are orthonormal functions in Kn. We then compute the
minimizer fτ,`,n ∈ H`,n of Aτ,n( f ) over this hypothesis
space, obtaining, in direct analogy to (14),
fτ,`,n(x) = T`,nZτ,n =
∑`
i=1
αi,n(τ)
λi,n
〈
ιnkn,x, φi,n
〉
L2(µX,n)
=
∑`
i=1
αi,n(τ)
λ1/2i,n
ψi,n(x), (19)
where αi,n(τ) = 〈φi,n,UqnY〉L2(µX,n), and T`,n : L2(µX,n) →
H`,n is the pseudoinverse operator associated withH`,n.
This minimizer constitutes the empirical target function
utilized by KAF.
Definition 9 (empirical target function). The empiri-
cal target function fτ,`,n at lead time τ associated with
the response Y and `-dimensional hypothesis spaceH`,n
is the minimizer of the empirical excess generalization
error functionalAτ,n overH`,n, given by (19).
The expression in (19) can be written more compactly
in matrix form using the column vector representations
φi ∈ Cn of the φi,n, given by eigenvectors of the n × n
kernel matrix G = [k∗n(xi, x j)]/n representing Gn, and
chosen such that φi · φ j/n = δi j. Note, in particular,
that the expansion coefficients αi,n(τ) are simply equal
to the dot products αi,n(τ) = φi · yτ/n with the analog
vector. Treating the remaining terms in (19) in a similar
manner, we arrive at the expression
fτ,`,n(x) = k(x)∗A`yτ, A` = Φ`Λ−1` Φ
∗
`/n
2, (20)
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where k(x) is the kernel vector, Φ` is the n × ` ma-
trix whose columns consist of the eigenvectors φi ∈ Cn,
Λ` is the ` × ` diagonal matrix whose diagonal entries
consist of λi,n, and ∗ denotes complex-conjugate trans-
pose. This formula expresses the KAF target function
as a sesquilinear form (k(x), yτ) 7→ k(x)∗A`yτ, mapping
pairs of kernel and analog vectors toC-valued forecasts.
Letting V` = Λ−1/2` Φ
∗
`/n, where V`
∗V` = A`, the empir-
ical target function is reexpressed as
fτ,`,n(x) = V`k(x) · V`yτ.
This particular form emphasizes that the forecast is the
result of taking the inner product of suitably projected
kernel vector and equivalently projected analog vectors.
Remark 10. In KPCA [58], as well as related manifold
learning techniques [65, 68–72], eigenvectors of ker-
nel matrices such as φi above are employed for unsu-
pervised feature extraction. In particular, it is common
to use the φi as coordinate vectors of dimension reduc-
tion maps, x j 7→ (λ−1/21 φ1,n(x j), . . . , λ−1/2` φ`,n(xi)) ∈ C`,
mapping potentially high-dimensional covariate data
into low-dimensional Euclidean spaces, where geo-
metrical data relationships are revealed. In contrast,
KAF/KPCR is a supervised learning technique where
the goal is to perform out-of-sample prediction of a ran-
dom variable (the response observable UτY). A com-
mon aspect of the two methods is that they both rely
heavily on eigendecompositions of kernel integral op-
erators, but the end goals are fundamentally different.
Note, in particular, that in KPCR one seeks to use as
many eigenvectors φi that can be computed from the
available training data with tolerable sample error, and
the number ` of such eigenvectors can be far higher than
the dimension of covariate space X. For instance, in
the L63 examples in Figure 2 and Section 6.2 we use
` = O(103), which clearly does not serve as a “dimen-
sion reduction” map for the 3- or 1-dimensional covari-
ate spaces employed there.
3. Error analysis and convergence
The previous section has shown how to calculate both
an empirical target function fτ,`,n (Definition 9) and an
ideal target function fτ,` (Definition 2), corresponding to
two different hypothesis spaces,H`,n andH`, as well as
two different error functionals, Eτ,n and Eτ, respectively.
This section addresses the connection between the two
functions, with the ultimate goal being that of bound-
ing the error Eτ( fτ,`,n) of the empirical target function
as much as possible. Among other reasons, the avail-
ability of such bounds is useful for assessing the risk
of overfitting the training data; that is, the possibility
that Eτ( fτ,`,n)  Eτ,n( fτ,`,n) for the chosen empirical hy-
pothesis space. Note, in particular, that for a variety of
kernels (e.g., strictly positive-definite kernels) it is pos-
sible to make Eτ,n( fτ,`,n) at fixed n arbitrarily small by
increasing `, but this reduction of empirical error even-
tually leads to an increase of the “true” error Eτ( fτ,`,n)
with respect to the invariant measure of the dynamics.
See Section 6.1 for an illustration of this phenomenon.
The analysis of the error Eτ( fτ,`,n) is typically orga-
nized into analysis of the error Eτ( fτ,`) of the ideal tar-
get function (i.e, the excess generalization error), and
the difference in error Eτ( fτ,`,n) − Eτ( fτ,`), denoted by
Dτ,`,n, between the empirical and ideal target functions,
referred to as the sample error [30]. In other words, er-
ror analysis uses the following decomposition:
Eτ( fτ,`,n) = Eτ( fτ,`) +Dτ,` n
= Eτ( fτ,`) + (Eτ( fτ,`,n) − Eτ( fτ,`)) .
This section examines in detail these contributions, and
establishes sufficient conditions for convergence of the
KAF target function to the conditional expectation.
3.1. KAF generalization error
The excess generalization error Aτ( fτ,`) from (8) of
the KAF target function fτ,` in (14) is given by
Aτ( fτ,`) = ‖ΠH⊥
`
Zτ‖2L2(µX ) =
∞∑
i=`+1
|αi(τ)|2,
where ΠH⊥
`
: L2(µX) → L2(µX) is the orthogonal pro-
jection mapping into the orthogonal complement H⊥` of
the hypothesis space H` in L2(µX). It follows from the
above that Aτ( fτ,`) vanishes as ` → ∞ for any Zτ ∈
L2(µX), and thus for any response variable UτY ∈ L2(µ),
iff the sequence of projections ΠH⊥
`
converges pointwise
to 0 as ` → ∞ (i.e., ΠH⊥
`
g → 0 for any g ∈ L2(µX)).
By Lemma 5, this happens in turn iff K is a dense sub-
space of L2(µX), i.e., iff G is a strictly positive operator.
SinceAτ( f ) = 0 iff ι f = Zτ, we obtain the following ba-
sic consistency result expressed in terms of a positivity
condition on the kernel k.
Theorem 11. Let k : X×X → C be an L2(µX)-strictly-
positive kernel with corresponding RKHS K . Then, for
any response variable UτY ∈ L2(µ) and lead time τ ≥ 0,
as ` → ∞, the target functions fτ,` from (14) converge
to the conditional expectation E[UτY | X] = X ◦ Zτ, in
the sense that lim`→∞‖ι fτ,` − Zτ‖2L2(µX ) = 0.
Convergence with respect to the (stronger) RKHS
norm of K , as well as more precise estimates of the
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L2(µX) error, can be obtained under the additional as-
sumption that the regression function Zτ lies in the sub-
space K ⊂ L2(µX). In that case, Zτ has a representative
fτ ∈ K , given by Nystro¨m extension as
fτ = T˜Zτ =
∞∑
i=1
αi(τ)ψi/λ
1/2
i ,
where the infinite sum in the right-hand side converges
in K norm. That is, fτ is given by the K-norm limit of
the partial sums
∑`
i=1 αiψi/λ
1/2
i . The latter are precisely
equal to the target functions fτ,` from (14), and therefore
we conclude that lim`→∞‖ fτ,` − fτ‖K = 0.
To obtain an estimate of A( fτ,`), observe that K co-
incides with the range of G1/2, the square root of G. It
then follows that for Zτ ∈ K, there exists Wτ ∈ L2(µX)
such that Zτ = G1/2Wτ, which allows the excess gener-
alization error to be rewritten as
Aτ( fτ,`) =
∞∑
i=`+1
λi|〈φi,Wτ〉L2(µX )|2.
The Cauchy-Schwarz inequality then yields
Aτ( fτ,`) ≤
 ∞∑
i=`+1
λi
 ‖Wτ‖2L2(µX ),
where
∑∞
i=`+1 λi < tr G is finite. Thus, in this case we
can bound the decay of the excess generalization error
by the decay of the tail sum of the eigenvalues of G.
The study of decay rates of the eigenvalues of an in-
tegral operator [73] is an active field of research. In
the setting of Mercer kernels and compactly supported
probability measures studied here, it can be shown that
λi = o(i−1) for large-enough i [74, Theorem 2.4], which
is consistent with the fact that G is trace-class. Esti-
mates of the rate of decay of the tail sum are possi-
ble under additional regularity conditions on the ker-
nel, including, for example, specialized notions of Lip-
schitz continuity. In such cases, it is possible to ex-
press the decay rate of Aτ( fτ,`) as being algebraic, i.e.,
Aτ( fτ,`) ≤ C`−γ, for some positive constants C and γ
[75].
3.2. KAF sample error
In this section, we will establish that, under natural
assumptions on the dynamical system and the reproduc-
ing kernels, the difference in error Dτ,`,n between the
empirical and ideal target functions vanishes in the limit
of large data, n → ∞. We will do so by establishing a
stronger result, namely that fτ,`,n converges uniformly
to fτ,` in an appropriate compact set containing the sup-
ports of µX and the sampling measures µX,n.
Basic assumptions for convergence. Our first assump-
tion is that (i) Ω has the structure of a metric space,
equipped with its Borel σ-algebra F ; (ii) µ is a Borel
probability measure with compact support Ωµ ⊆ Ω; and
(iii) all of Φt, X, and Y are continuous. Note that, by
continuity of Φt, the Koopman operator U t maps con-
tinuous functions to continuous functions for all t ≥ 0,
preserving the supremum norm of bounded continuous
functions in Cb(Ω). See the commutative diagram in
Figure 1 for an illustration of the relationships between
the Koopman operator on C(Ω) and L2(µX).
Our second assumption pertains to the convergence
of the empirical measures µn underlying the data to the
invariant measure. Specifically, we assume that, for the
starting state ω1 ∈ Ω, the measures µn converge to µ
weakly; that is, for every bounded, continuous function
g : Ω → C, limn→∞
∫
Ω
g dµn =
∫
Ω
g dµ. The weak con-
vergence of µn to µ, in conjunction with the continuity
of X, implies in turn that µX,n converges weakly to µX ,
i.e., limn→∞
∫
X f dµX,n =
∫
X f dµX , for all f ∈ Cb(X).
Our third assumption relates to the existence of a
compact set in which both the the covariate data xi and
the support µX lie. Specifically, for the starting state
ω1 ∈ Ω underlying the covariate training data, we as-
sume that there exists a compact set U ⊆ X contain-
ing Xµ = supp µX , as well as supp µX,n = {x1, . . . , xn}
for every n ∈ N. This condition is automatically sat-
isfied if the state space Ω is already a compact space
(e.g., ergodic dynamics on a torus), and is also satisfied
by many systems with appropriate dissipative dynam-
ics. Examples of such systems include ordinary dif-
ferential equation models on Ω = Rd with quadratic
nonlinearities, such as the L63 system [76] studied in
Section 6.2 below, as well as partial differential equa-
tion models possessing inertial manifolds [77]. For our
purposes, the existence of the compact setU allows the
(generally distinct) ideal and empirical RKHSs, K(U)
and Kn(U), respectively, to be viewed as subspaces of
the Banach space C(U). In the latter space, the rele-
vant notion of convergence is convergence with respect
to the uniform norm.
Next, we make an assumption on the convergence of
the empirical reproducing kernels kn of Kn to the repro-
ducing kernel k of K . Specifically, we assume that, as
n→ ∞, kn converges to k uniformly onU×U (i.e., with
respect to C(U × U) norm). This assumption is triv-
ially satisfied if one works with data-independent ker-
nels, kn = k, and also holds for many classes of normal-
ized kernels, including [65–69, 71].
Finally, we assume that the response variable UτY is
bounded on X−1(U), i.e., CY = supω∈X−1(U)|UτY(ω)| <
∞.
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Physical measures. We define the basin of µ as the
maximal set Mµ ⊆ Ω for which the sampling measures
µn, starting from any ω1 ∈ Mµ, converge weakly to µ. If
the dynamics is ergodic (i.e., every invariant set S ∈ F
under Φt for all t ∈ R has either µ(S ) = 0 or µ(S ) = 1),
then µ-a.e. ω1 ∈ Ω lies in Mµ, and the support Ωµ lies
in the topological closure of Mµ. In addition, for many
dynamical systems encountered in applications, Mµ can
be a significantly “larger” set than Ωµ. In particular,
for systems possessing physical measures [78], Mµ has
positive measure with respect to an ambient measure on
Ω (e.g., Lebesgue measure), whereas Ωµ oftentimes has
zero ambient measure (e.g., if Ωµ is an attractor devel-
oping under dissipative dynamics). In such cases, the
methods will converge from an experimentally accessi-
ble set of initial conditions that can lie outside of Ωµ.
Uniform convergence on U. We assume throughout
that the basic assumptions stated above hold. For sim-
plicity, we will assume that for the given hypothesis
space dimension `, all eigenvalues λ1, . . . , λ` are sim-
ple (if this is not the case, the argument presented below
can be modified using appropriate projector operators
onto eigenspaces of G and Gn).
Since the ideal target function fτ,` from (14) and the
empirical target function (19) are linear combinations
of ` < ∞ continuous functions, ψi and ψi,n, respectively,
convergence of fτ,`,n to f` in C(U) norm will follow if it
can be shown that, as n→ ∞ and for each i ∈ {1, . . . , `},
(i) the eigenvalues λi,n converge to λi; (ii) the RKHS
functions ψi,n converge, up to multiplication by a con-
stant phase factor, to ψi in C(U) norm; and (iii) each
of the expansion coefficients αi,n(τ) converges to αi(τ).
The first two of these claims are a consequence of the
following lemma, which is based on [66, Theorem 15],
[50, Corollary 2], and [79, Theorem 7].
Lemma 12. Under the basic assumptions for conver-
gence, the following hold:
(i) For each nonzero eigenvalue λi of G, λi,n con-
verges to λi as n→ ∞.
(ii) For every RKHS function ψi corresponding to
λi > 0, there exist complex numbers ci,n of unit mod-
ulus, such that limn→∞‖ψi,n − ci,nψi‖C(U) = 0.
Remark 13. In [59], Rosasco et al. approach the prob-
lem of establishing spectral convergence of the em-
pirical integral operators Gn = ιnι∗n associated with a
fixed (n-independent) kernel k by considering the op-
erators G˜ = ι∗nιn acting on the corresponding RKHS,
K . They show that for i.i.d. training data sampled from
µX , as n → ∞ these operators converge in Hilbert-
Schmidt norm, and thus in spectrum, to the integral
operator G˜ = ι∗ι, and provide explicit rates of conver-
gence. Aside from loosing the precise error bounds
that the i.i.d. assumption affords, the weaker ergodic-
ity assumption employed in this work could be used
to establish convergence in Hilbert-Schmidt norm of
the data-driven operators associated with the sampling
measures µX,n along orbits of the dynamics, for which
the data are not independent. An advantage of this ap-
proach is that one does not need to introduce C(U) as an
auxiliary comparison space for the operators Gn and G
(which act on different spaces). Moreover, convergence
of G˜n in Hilbert-Schmidt norm is stronger than the
type of operator convergence considered in [50, 66, 79]
(namely, collective compact convergence), which leads
to Lemma 12. At the same time, however, a potential
limitation of the Hilbert-Schmidt approach is that it re-
quires the existence of a fixed RKHS, and as previously
discussed, in many cases the kernels kn and correspond-
ing RKHSsKn depend on the training data. For this rea-
son, we have opted to work in the more general setting
of Lemma 12 despite a somewhat weaker convergence
result, but we should point out that the results of [59] are
available as an option when KAF is implemented with
data-independent kernels.
Next, let T˜n : Kn → Kn, be the empirical Nystro¨m
extension operator on Kn := ιnKn, defined analogously
to T˜ from Section 2.2. Also, for any probability measure
ρ : F → [0, 1], let ρ( f ) = ∫X f dρ, where f ∈ L1(ρ). To
verify convergence of the expansion coefficients αi,n(τ),
note that Lemma 12(ii) implies that for each i such that
λi > 0, the continuous representatives of φi,n, given by
ϕi,n = T˜nφi,n = ψi,n/λ
1/2
i,n , converge in C(U) norm and
up to phase to the continuous representative ϕi = T˜φi =
ψi/λ
1/2
i of φi. Moreover, because the products αi,n(τ)ψi,n
are invariant under multiplication of φi,n by a constant
phase factor, without loss of generality, we may assume
that the ci,n in Lemma 12 are all equal to 1. Then, for
any τ = q ∆t with q ∈ N0, we have
αi,n(τ) = µn((φ∗i,n ◦ X)(Uqn ιnY))
=
1
n
n−q∑
j=1
ϕ∗i,n(x j)U
τY(ω j)
=
n − q
n
µn−q((ϕ∗i,n ◦ X)UτY),
and defining µ˜n = (n′/nhypothesisspacedimension)µn,
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it follows that
|αi,n(τ) − αi(τ)|
= |µn((φi,n ◦ X)Uqn ιnY) − µ((φi ◦ X)UτY)|
= |µ˜n((ϕi,n ◦ X)UτY) − µ((ϕi ◦ X)UτY)|
≤ |µ˜n([(ϕi,n − ϕi) ◦ X]UτY)
+ |(µ˜n − µ)((ϕi ◦ X)UτY)|,
≤ CY‖ϕi,n − ϕi‖C(U)
+ |(µ˜n − µ)((ϕi ◦ X)UτY)|.
In the last line above, the first term converges to 0 by
uniform convergence of ϕi,n to ϕi onU, and the second
term by weak convergence of µn to µ, so we conclude
that αi,n(τ) converges to αi(τ). Moreover, by continuity
of the dynamics and covariate and response variables,
the convergence is uniform with respect to τ lying in
compact sets.
We summarize the main results of Sections 3.1
and 3.2 in the following theorem:
Theorem 14. Under the basic assumptions for conver-
gence, for every lead time τ = q ∆t, q ∈ N0, and hy-
pothesis space dimension ` such that λ` > 0, the KAF
target function fτ,`,n ∈ Kn converges as n → ∞ to the
ideal target function fτ,` ∈ K , uniformly on U. More-
over, if the reproducing kernel k of K is L2(µX)-strictly-
positive-definite, then by Theorem 11, fτ,`,n converges
to the regression function Zτ associated with the condi-
tional expectation, E[UτY | X] = Zτ ◦ X, in the sense of
the iterated limit
lim
`→∞
lim
n→∞ fτ,`,n = lim`→∞
fτ,` = Zτ.
Here, the n → ∞ and ` → ∞ limits are taken in C(U)
and L2(µX) norm, respectively. Moreover, the conver-
gence is uniform with respect to τ lying in compact sets.
3.3. Mixing and loss of predictability
Before closing Section 3, we discuss some aspects
of the long-time behavior of the conditional expectation
and the KAF target functions in the presence of mixing
dynamics, which will be useful in our interpretation of
the L63 experiments in Section 6.2. First, we recall that
the measure-theoretic definition of mixing [e.g., 80] can
be equivalently stated as the condition that for any g, h ∈
L2(µ),
lim
τ→∞〈U
τ∗g, h〉L2(µ) =
(∫
Ω
g∗ dµ
) (∫
Ω
h dµ
)
.
Thus, under mixing dynamics, inner products of the
form 〈Uτ∗g, h〉L2(µ), which can be thought of as temporal
cross-correlation functions, converge to constants equal
to products of the expectation values E[g∗] =
∫
Ω
g∗ dµ
and E[h] =
∫
Ω
h dµ. Using the projection representation
of the conditional expectation in (3), it then follows that
lim
τ→∞〈g,E[U
τY | X]〉L2(µ) = lim
τ→∞〈g,ΠXU
τY〉L2(µ)
= lim
τ→∞〈U
τ∗ΠXg,Y〉L2(µ)
= E[(ΠXg)∗]E[Y].
Therefore, because g in the above is arbitrary, and ΠX
leaves constant functions invariant, we conclude that
E[UτY | X] converges weakly to a constant function
equal to E[Y], i.e.,
lim
τ→∞〈g,E[U
τY | X] − E[Y]1Ω〉L2(µ)
= lim
τ→∞〈g,ΠX(U
τY − E[Y]1Ω)〉L2(µ) = 0,
where 1Ω is the function on Ω equal everywhere to 1.
We interpret this behavior as a loss of predictability due
to mixing dynamics.
Observe now that the L2(µ) element fτ,` ◦ X, where
fτ,` is the ideal target function, can be expressed as
ΠH˜l U
τY , where ΠH˜l is the orthogonal projection on
L2(µ) mapping into the pullback H˜` = H` ◦ X of the
`-dimensional hypothesis space H` into L2X(µ). If H˜`
contains constant functions, then it follows from simi-
lar arguments as above, in conjunction with the fact that
H˜` is finite-dimensional, that as τ → ∞, fτ,` converges
in L2(µ) norm (and not merely weakly) to E[Y]. We
will discuss practical ways of ensuring that H˜` always
contains constant functions, ensuring in turn this type
of long-term statistical consistency with the infinite-
dimensional case, using Markov-normalized reproduc-
ing kernels in Section 5.
With regards now to the empirical target function,
since the n→ ∞ convergence of fτ,`,n to fτ,` may not be
uniform with respect to τ ∈ R, we cannot use this result
to make a statement about the relation between fτ,`,n and
E[Y] as τ → ∞. Nevertheless, it is still possible to en-
sure (through Markov normalization of the kernel) that,
at fixed n, fτ,`,n ◦ X lies in a finite-dimensional subspace
of L2(µ) containing constant functions. In that case, for
large-enough n, and long-enough, but bounded, τ, we
can expect fτ,`,n to be an approximately constant func-
tion equal to E[Y].
Remark 15. Time series prediction techniques can gen-
erally be categorized as being direct or iterated methods
[5]. The KAF target function fτ,`,n from (19) provides
direct prediction, in the sense that every lead time τ has
a distinct associated forecast function, which is evalu-
ated once at the given initial data to yield a prediction.
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In contrast, in iterated prediction, one sets a timestep
∆t > 0, and constructs a function g : X → X that prop-
agates the covariate over that timestep. Then, to obtain
prediction with lead time τ = q ∆t, q ∈ N, the function
g is iteratively evaluated q times, x j+1 = g(x j), using
the covariate x ∈ X observed at forecast initialization
as the initial condition x0 = x, and the result is fed into
a function f : X → Y, yielding a forecast y = f (xq)
of the response. Direct methods are more general than
iterated methods, as the latter are generally based on
some type of Markovianity assumption for the training
data. Indeed, in Theorem 14, the convergence of fτ,`,n to
the L2-optimal conditional expectation was established
without invoking any assumption about the dynamics in
covariate space. In contrast, iterated methods effectively
construct a surrogate dynamical model on X, which if
successful, may provide access to long-term statistics in
ways that are not possible by direct methods. For ex-
ample, the time series (q ∆t) 7→ ( f ◦ gq)(x) produced
by an iterated method need not converge to a constant
as q → ∞, but may exhibit variance and higher-order
statistical moments resembling those induced by the in-
variant measure. See [81] for examples of iterated mod-
els using radial basis functions.
4. Extensions
This section shows how the KAF/KPCR learning
framework presented thus far can shed light on other
aspects of the kernel approach other than using leading
principal components (eigenfunctions) to approximate
the conditional expectation of observables. The first ex-
tension (Section 4.1) describes how KRR may be char-
acterized as resulting from the same variational problem
as that of KPCR, albeit with a nonlinear, rather than
linear, hypothesis space. The second extension (Sec-
tion 4.2) shows how KAF can be implemented using
a class of non-symmetric kernels. The third extension
(Section 4.3) shows how quantities other than the con-
ditional expectation, such as the conditional probability
and estimates of the forecast error, may also be approx-
imated, and what their utility may be in practical prob-
lems.
4.1. Kernel ridge regression (KRR)
In KRR [24], the hypothesis space is a closed ball of
radius R in the RKHS K ;
HR = { f ∈ K : ‖ f ‖K ≤ R} .
Note that HR is not a linear subspace of K , and thus
the projection ΠHR : L
2(µX) → L2(µX) mapping into
HR = ιHR is a nonlinear operator. Although represen-
tations for this particular nonlinear operator are known
[30], those for the inverse ι−1HR are generally intractable.
However, by using Lagrange multipliers, optimization
over HR may be transformed into a linear problem. In
particular, the problem of minimizing ‖ι f − Zτ‖L2(µX )
such that ‖ f ‖K ≤ R is a constrained optimization prob-
lem for which there exists a parameter ηR > 0, depen-
dent on R, such that the penalized optimization problem
min
f∈K
‖2ι f − Zτ‖2L2(µX ) + ηR‖ f ‖2K
is an equivalent formulation. The solution to this prob-
lem is known to be [30]
fτ,R = ι∗(G + ηR Id)−1Zτ.
The empirical solution fτ,R,n ∈ Kn, meanwhile, is given
by
fτ,R,n(x) = k(x)∗(G + ηRI)−1yτ, (21)
where G, k, and yτ are the kernel matrix, kernel vector,
and analog vector from Section 2.4. As with KPCR,
the KRR target function fτ,R also converges in mean
square to the conditional expectation, in the sense that,
as the regularization parameter ηR is decreased to zero,
‖ι fτ,R −Zτ‖L2(µX ) converges to 0 if the kernel k is L2(µX)-
strictly-positive (cf. Theorem 11). Moreover, under the
assumptions stated in Section 3.2, fτ,R,n converges to fτ,R
in C(U) norm, as n → ∞, so that an analog of Theo-
rem 14 holds for fτ,R,n.
Note that, unlike KPCR, the KRR estimator in (21)
does not require eigendecomposition of G, and only
depends on kernel values (thus, it can be thought of
as making direct use of the “kernel trick”; see Sec-
tion 2.3.) Still, the standard implementation of KRR re-
lies on a computationally expensive full inversion of the
kernel matrix, whose eigenvalues are perturbed away
from zero by some regularizing parameter ηR. A hy-
brid approach is to employ a low-rank approximation as
in KPCR, while perturbing the eigenvalues away from
zero as in KRR. With the notation of (20), this leads to
the target function
fτ,`,R,n(x) = k(x)TΦ`(Λ` + ηRI)−1Φ∗`/n
2.
All of the KPCR, KRR, and hybrid estimators approxi-
mate the conditional expectation when the parameters
are sufficiently relaxed, but the rates of convergence
may differ. In general, KRR is useful when insensi-
tivity to noise is desired, but it can be computationally
expensive as it involves full matrix inversion. KPCR,
on the other hand, can converge very rapidly when it
turns out that the regression function lies in the leading
eigenspaces of G.
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4.2. Non-symmetric kernels
The KAF formulation presented in Sections 2 and 3
makes heavy use of RKHSs, and is therefore restricted
to Hermitian, positive-definite kernels. Yet, many pop-
ular kernel-based algorithms utilize non-symmetric ker-
nels, typically constructed by normalization of symmet-
ric kernels. Examples include normalized graph Lapla-
cians [66] and Markov kernels approximating heat ker-
nels on manifolds [65, 68, 69, 71]. We now describe an
extension of KAF to a class of non-symmetric kernels,
whose corresponding integral operators on L2(µ) are re-
lated to integral operators associated with symmetric
positive-definite kernels by similarity transformations.
We will see that target functions can still be constructed
using Nystro¨m-type extensions into RKHSs, with ex-
tension operators derived from integral operators in-
duced by non-symmetric kernels.
Specifically, we let w : X × X → R be a continuous,
positive-definite bivariate function on covariate space,
not necessarily symmetric, such that
d(x)w(x, x′) = d(x′)w(x′x), ∀x, x′ ∈ X, (22)
for a continuous, strictly positive function d : X → R.
Notice the similarity between (22) and the detailed bal-
ance relation in reversible Markov chains. We have:
Proposition 16. With notation as above, and if (22)
holds, the function k : X × X → R with
k(x, x′) = w(x, x′)/d(x′)
is a continuous, symmetric, positive-definite kernel.
Moreover, denoting the corresponding RKHS, inclusion
map, and Nystro¨m operator by K , ι : K → L2(ρ),
T˜ = ι+, respectively, where ρ is any compactly sup-
ported finite Borel measure on X, the following hold.
(i) The integral operator
W : f 7→
∫
X
w(·, x) f (x)dρ(x)
is well-defined as a bounded operator W : L2(ρ)→ K .
(ii) The integral operator J = ιW is a trace-class op-
erator on L2(µX), with real eigenvalues η1 ≥ η2 ≥ · · · ↘
0+. Moreover, there exists a Riesz basis {ξ1, ξ2, . . . , } of
L2(µX) and a dual basis {ξ′1, ξ′2, . . .} with 〈ξ′i , ξ j〉L2(µX ) =
δi j consisting of eigenfunctions of J and J∗, respectively,
i.e.,
Jξ j = η jξ j, J∗ξ′j = η jξ
′
j.
(iii) The domain D(J+) of the Moore-Penrose pseu-
doinverse of J is a dense subspace of D(T˜ ), and on
this subspace the Nystro¨m operator T˜ takes the form
T˜ |D(J+) = WJ+. As a result, for every f ∈ D(T˜ ) we have
T˜ f =
∑
i:ηi>0
〈ξ′i , f 〉L2(µX )
η1/2i
ϑi, (23)
where ϑi = Wξi/η
1/2
i are orthogonal functions in K .
Proposition 16 was inspired by [59, Section 4], where
an auxiliary RKHS analogous to K was used to estab-
lish spectral convergence for a class of non-symmetric
graph Laplacian operators. Here, our perspective is
somewhat different as we introduceK as a consequence
of the detailed balance condition in (22), rather than as-
suming its existence a priori and deducing from it a non-
symmetric kernel such as w (as done in [59]). More-
over, our objective here is not to establish spectral con-
vergence of integral operators acting on K (since our
kernels are typically data-dependent; see Remark 13),
but rather to identify an RKHS whose corresponding
Nystro¨m operator is computable using integral opera-
tors associated with non-symmetric kernels. Indeed,
similarly to [59], a key aspect of Proposition 16 is that
the Nystro¨m operator forK is constructed using integral
operators associated with w and their pseudoinverses,
without invoking the operator ι∗ associated with the re-
producing kernel k of K .
Proof. See Appendix A.2.
The eigenvalues ηi appearing in Proposition 16 are
different from the eigenvalues λi of the integral operator
G = ιι∗ associated with k. Instead, as can be directly
verified, the ηi coincide with the eigenvalues of a self-
adjoint integral operator Gˆ on L2(ρ) associated with a
different reproducing kernel than k, to which J is related
by a similarity transformation. Specifically, observe that
under detailed balance, the kernel kˆ : X ×X → R given
by
kˆ(x, x′) = d1/2(x)w(x, x′)d−1/2(x′)
= d1/2(x)k(x, x′)d1/2(x′)
(24)
is also positive-definite, and has an associated RKHS Kˆ
with restriction operator ιˆ : Kˆ → L2(ρ) and self-adjoint
integral operator Gˆ = ιˆιˆ∗ : L2(ρ) → L2(ρ). Letting Md :
L2(ρ) → L2(ρ) be the bounded multiplication operator
by the continuous function d, i.e., Md f = d f , we can
express J as a similarity transformation of Gˆ, namely
J = M−1/2d GˆM
1/2
d , (25)
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where M1/2d and M
−1/2
d are both bounded multiplication
operators by the strict positivity and continuity of d and
compactness of the support of µX . It then follows that
J and G have the same eigenvalues ηi, and we can con-
struct the biorthonormal bases ξi and ξ′i by first com-
puting orthonormal eigenvectors Gˆiφˆi = ηiφˆi (taking
advantage of specialized solvers for self-adjoint oper-
ators), and setting
ξi = d−1/2φˆi, ξ′i = d
1/2φˆi. (26)
Similarly, we have
ϑi = d−1/2ψˆi, ψˆi = ιˆ∗φˆi/η1/2i . (27)
Note that G = M−1/2d GˆM
−1/2
d , so apart from special
cases, G and, Gˆ are not similar operators.
As in the case of symmetric kernels, when forecasting
with the class of non-symmetric kernels considered in
this section we construct target functions analogously
to (12) and (19) by truncating the expansion in (23) to `
eigenfunctions.
4.3. Conditional variance and conditional probability
In forecasting applications, it is important to be able
to perform uncertainty quantification; that is, estimate
the error of the target function. Moreover, besides point
forecasts of a given response variable, it is oftentimes of
interest to predict the probability of occurrence of events
defined in terms of the response meeting certain criteria
(e.g., exceeding a specified threshold). We now discuss
how KAF techniques can be employed to carry out these
tasks.
First, regarding error estimation, consider the L2(µ)
observable
βτ = |UτY − E[UτY | X]|2,
which measures the square error of the conditional ex-
pectation (and thus, the optimal target function Zτ). The
conditional expectation of βτ with respect to X is known
as the conditional variance,
var[UτY | X] = E[βτ | X],
and satisfies ∫
Ω
var[UτY | X] dµ = στ
by construction. Thus, the conditional variance is equal
in expectation to the intrinsic error from (6), provid-
ing an unbiased estimator of the square forecast error.
Moreover, being a conditional expectation, var[Uτ | X]
is expressible as the pullback of a unique element Wτ ∈
L2(µX), such that var[Uτ | X] = Wτ ◦ X, which can be
empirically approximated using KAF. Specifically, ap-
plying KAF to the function βτ,`,n = |UτY − fτ,`,n ◦ X|2
leads to the estimator sτ,`,n ∈ H`,n of Wτ given by
sτ,`,n = k(x)∗A`βτ,`,n,
where βτ,`,n = [βτ,`,n(ω1), . . . , βτ,`,n(ωn)]T is a column
vector in Cn containing the values of βτ,`,n on the train-
ing states ωi (cf. the analog vector yτ in (17)). Because,
as with many projection methods, sτ,`,n(x) is not guar-
anteed to be non-negative, in practice we perform error
estimation using
ετ,`,n(x) = |sτ,`,n(x)|1/2. (28)
The function ετ,`,n ◦ X then converges in the limit of
large data to
√
var[UτY | X], analogously to the con-
vergence of fτ,n,` ◦ X to E[UτY | X] in Theorem 14.
More generally, note that for any function Γ : C → C,
such that Γ ◦Y lies in L2(µ), the conditional expectation
E[Uτ(Γ ◦ Y) | X] is approximated by
gτ,`,n = k(x)∗A`Γ(yτ), (29)
where Γ(yτ) is the column vector in Cn obtained by
element-wise application of Γ to the analog vector yτ.
Next, turning to approximations for conditional prob-
ability, let Θ ∈ F be an event (i.e., a measurable subset
of Ω), defined through certain conditions on Y(ω) being
met. For instance, in the forecasting of rare or extreme
events, one might employ a formulation such as
Θ = {ω ∈ Ω : Y(ω) > θ}, (30)
where θ is a large threshold parameter.
Every event Θ has an associated indicator function
χΘ ∈ L2(µ), evolving under the action of the Koopman
operator as
UτχΘ = χΘτ , Θτ = A
−τ(Θ).
Note, in particular, that every point lying initially in Θτ
will be mapped into Θ after dynamical evolution over
time τ. The conditional expectation
P[Θτ | X] := E[UτχΘ | X]
then gives the conditional probability for Θ to occur at
lead time τ given X. In the context of KAF, approxi-
mations for conditional probability are obtained by set-
ting Γ in (29) to be the indicator function of the set
Y(Θ) ⊂ C, leading to the target function
g˜τ,`,n = k(x)T A`χY(Θ)(yτ).
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Because g˜τ,`,n is not guaranteed to take values in the in-
terval [0, 1], in order to obtain meaningful forecasts of
conditional probability we threshold it, leading to the
estimator
gτ,`,n(x) =

1, gτ,`,n(x) > 1,
gτ,`,n(x), 0 < gτ,`,n(x) ≤ 1,
0, gτ,`,n(x) ≤ 0,
(31)
where gτ,`,n ◦ X approximates P[Θτ | X] analogously to
Theorem 14. For example, for the event in (30), gτ,`,n(x)
estimates the likelihood that Y will exceed θ at lead time
τ, given the covariate value x ∈ X.
5. Choice of kernel
In this section, we discuss practical guidelines for
choosing the kernel kn on covariate space X employed
in KAF.
5.1. Strictly positive-definite kernels
As a general guideline, in order to ensure that the em-
pirical target function fτ,`,n from Definition 9 converges
to the regression function Zτ from Definition 1 for an
arbitrary response variable Y and lead time τ (i.e., The-
orem 14 holds), the empirical kernels kn should con-
verge, as n → ∞, to an L2(µX)-strictly-positive kernel
k, uniformly on the compact set U ⊆ X. Because ev-
ery Mercer kernel which is strictly positive-definite on
the support of a compactly supported Borel probability
measure ρ is L2(ρ)-strictly-positive (see Section 2.3), a
convenient way of ensuring L2(µX)-strict-positivity of k
is to work with empirical kernels kn whose restrictions
on supp µX,n = {x1, . . . , xn} are strictly positive-definite
for every n ∈ N. For example, in the case X = Rm, it is
known that radial Gaussian kernels are strictly positive-
definite on the whole of X [82]. Therefore, one can
work with
kn(x, x′) = k(x, x′) = e−‖x−x
′‖2/ (32)
for some positive bandwidth parameter , and the con-
ditions of Theorem 14 will be satisfied.
The radial Gaussian kernel in (32) will be employed
in the circle example in Section 6.1. It is an instance of
a local kernel [69] of the form
k(x, x′) = h(L(x, x′)/), (33)
where L is a continuous, positive, symmetric function
on X × X → R, and h : R+ → R+ a strictly pos-
itive, bounded, continuous, shape function with rapid
(faster-than-polynomial) decay at infinity. In the case
of (32), we have L(x, x′) = ‖x − x′‖2 and h(u) = e−u.
See Ref. [83] for additional examples of kernels com-
monly used in machine learning applications.
Remark 17. On the finite-dimensional linear covariate
space X = Rm, the covariance kernel, k(x, x′) = x · x′,
which is employed in the proper orthogonal decompo-
sition [84, 85] and linear inverse modeling techniques
[86], is not L2(µX)-strictly-positive. Indeed, one can
verify that for this choice of kernel, the corresponding
integral operators Gn and G are of at most rank m [87,
Section 9], thereby bounding the dimension of the hy-
pothesis spacesH`,n andH` by m. Thus, unless Zτ hap-
pens to lie in the span of the leading d eigenfunctions
of G (which are, in this case, linear functions on X), the
empirical target function fτ,`,n will fail to converge to Zτ.
5.2. Variable-bandwidth, Markov kernels
Next, we discuss two modifications of the radial
Gaussian kernel on Rd, which can play a fairly substan-
tial role in improving the robustness of the hypothesis
space, particularly for data with strong contrasts in sam-
pling density (e.g., the L63 example in Section 6.2).
Variable bandwidth. Our first modification is to intro-
duce a strictly-positive, continuous bandwidth function
rn : X → R, turning (32) into a variable-bandwidth
Gaussian kernel, viz.
kn(x, x′) = exp
(
− ‖x − x
′‖2
rn(x)rn(x′)
)
. (34)
Intuitively, the role of rn is to correct for variations in the
sampling density of the data in covariate space. In par-
ticular, for a well conditioned kernel integral operator
Gn, the number of datapoints lying within radius O(1/2)
balls centered at each datapoint should not exhibit sig-
nificant variations across the dataset, yet, the standard
radial Gaussian kernel from (32) has no mechanism for
preventing this from happening. For appropriately cho-
sen rn, the variable-bandwidth kernel in (34) can, in ef-
fect, vary the radii of these balls to help improve condi-
tioning.
The different bandwidth functions proposed in the lit-
erature include near-neighbor distances [88] and kernel
density estimates [68]. In the numerical experiments of
Section 6.2, we will employ the latter approach, defin-
ing
rn(x) = q−1/m˜n (x),
qn(x) =
1
(pi˜)m˜/2
∫
X
e−‖x−x
′‖2/˜ dµX,n(x′).
(35)
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Here, ˜ a positive bandwidth parameter (different from
 in (34)), and m˜ a positive parameter approximating
the dimension of the support Xµ. The parameters , ˜,
and m˜ are all determined from the data automatically.
See [51, 64] for descriptions of this procedure, including
pseudocode [51, Algorithm 1].
It can be shown [51] that if Xµ has the structure of
a smooth manifold, with a Riemannian metric inherited
from its embedding in X = Rd, the bandwidth functions
rn in (35) induce a conformal change of metric, such
that, in the new geometry, the measure µX has uniform
density relative to the Riemannian measure. That is, the
conformal change of metric can be thought of as “bal-
ancing out” variations of the sampling density relative
to the ambient-space metric, thus improving robustness
to sampling errors. It should be noted that while here we
do not assume that Xµ has manifold structure, the bal-
ancing effect of the bandwidth functions is still expected
to take place.
Symmetric Markov normalization. Our second modifi-
cation of the radial Gaussian kernel is to normalize it to
a L2(µX,n)-strictly-positive Markov-ergodic kernel using
the normalization procedure introduced in [67]. This in-
volves first computing the strictly positive, continuous
functions
un(x) =
∫
X
kn(x, x′) dµX,n(x′),
vn(x) =
∫
X
kn(x, x′)
un(x′)
dµX,n(x′),
(36)
and then defining the Markov kernel pn : X × X → R,
with
pn(x, x′) =
∫
X
kn(x, x′′)kn(x′′, x′)
un(x)vn(x′′)un(x′)
dµX,n(x′′). (37)
It can be readily verified that with this definition pn ac-
quires the Markov property,
∫
X pn(x, x
′) dµX,n(x′) = 1,
for all x ∈ X. Moreover, it can be shown that if kn
is strictly positive-definite on supp(µX,n) then so is pn
[89, Lemma 12]. It can further be shown [79] that as
n → ∞, pn converges in C(U) norm to an L2(µX)-
strictly-positive Markov kernel p : X × X → R (given
by an analogous formula to (37)), so that the spectral
convergence results in Lemma 12 hold with kn and k
replaced by pn and p, respectively.
In the context of KAF, a useful property of Markov
kernels is that the associated integral operators Gn and
G have the top eigenvalue λ1,n = λ1 = 1 with a con-
stant corresponding eigenfunction. This implies, in par-
ticular, that the corresponding RKHSs, Kn and K , re-
spectively, always contain constant functions, and thus
can naturally capture the mean of the response variable
UτY . The eigenfunctions corresponding to < 1 eigen-
values can then be thought of as capturing progressively
finer-scale features of UτY , which are orthogonal to the
mean. An illustration of this behavior is provided in
Figures 4 and 5.
In fact, in many ways, an RKHS K with a Markov-
ergodic reproducing kernel resembles a Sobolev space
associated with a heat kernel on a manifold. Specifi-
cally, using the Nystro¨m extension operator, one can de-
fine a Dirichlet energy functional on the dense subspace
K = ιK of L2(µX) that assigns a measure of rough-
ness of functions analogous to the Dirichlet energy in
Sobolev spaces. See [89] for additional discussion on
this topic. Appendix B of that reference also contains
pseudocode for computing the eigenfunctions φi,n and
associated RKHS functions ψi,n for the kernel in (37),
which complements the pseudocode in Table 1 of this
paper.
Non-symmetric normalizations. While the class of
symmetric Markov kernels in (37) is attractive due to
its direct correspondence with RKHSs, in a variety
of learning applications, including spectral clustering
[66] and approximation of heat operators on manifolds
[65, 69, 72], it is significantly more common to employ
normalizations leading to non-symmetric kernels. As a
popular example, we mention here the diffusion maps
algorithm [65], which is based on the class of Markov
kernels pn : X × X → R with
pn(x, x′) =
κ(x, x′)
vn(x)uαn (x′)
,
un(x) =
∫
X
κ(x, x′) dµX,n(x′),
vn(x) =
∫
X
κ(x, x′)
uαn (x′)
dµX,n(x′).
Here, κ is a continuous, symmetric, strictly positive,
positive-definite kernel (e.g., the radial Gaussian kernel
from (32)), un is the normalization function from (36),
and α is a real parameter (typically set to 0, 1/2, or 1).
One can verify that the kernel pn just defined satisfies
the detailed balance condition in (22) for w = pn and
d = vn/uαn , and thus can be employed for KAF as de-
scribed in Section 4. An advantage of these kernels over
the kernels in (37) is that they do not require integration
with respect to x′′ in their definition, thus avoiding a
source of sampling error. A disadvantage is that one
needs to keep track of a biorthogonal pair of bases, {ξi}
and {ξ′i }, as opposed to a single orthonormal basis {φi}
in the symmetric case.
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5.3. Kernels based on delay-coordinate maps
Delay-coordinate maps is a technique originally in-
troduced for empirical state space reconstruction of par-
tially observed dynamical systems [90, 91], which em-
ploys the time ordering of the covariate data to embed it
in a higher-dimensional space. Choosing a positive in-
teger parameter q (the number of delays), we define the
covariate map Xq : Ω→ Xq such that
Xq(ω) = (X(ω), X(Φ−∆t(ω)), . . . , X(Φ−(q−1) ∆t(ω))).
(38)
Note that Xq(ω) can be empirically evaluated with-
out explicit knowledge of the dynamical flow Φt on
state space, so-long as time-ordered covariate data
X(Φ− j,∆t(ω)) are available over the temporal window
[−(q − 1) ∆t, 0] at the sampling interval ∆t.
Intuitively, this approach should increase the infor-
mation content of the covariate map, since the time or-
dering of the data is a manifestation of the underlying
dynamical flow. This intuition has been made mathe-
matically precise in a number of “embedology” results
for flows in finite-dimensional state spaces [92], as well
as classes of partial differential equation models [93].
These studies have established that under natural as-
sumptions, Xq becomes an injective map for sufficiently
large q, even if the raw covariate map X is not injec-
tive. In that case, the temporal evolution of the covari-
ate Xq(ω) on the support µ ◦ X−1q of the invariant mea-
sure on delay-coordinate space becomes a homeomor-
phic copy of the dynamics on the support Ωµ, with opti-
mal potential predictability. While rigorously verifying
the appropriate embedding conditions in practice is of-
tentimes difficult, it is generally expected that including
delays can recover at least some of the state space de-
grees of freedom lost due to non-injectivity of X, lead-
ing to more skillful forecasts. Indeed, delay-coordinate
maps have been employed in a number of parametric
[81] and nonparametric [2, 4, 5] forecasting methodolo-
gies, and have also been found useful for extraction of
coherent features from time series data [47, 50, 51, 94–
98].
In the context of KAF, we generally expect the con-
ditional expectation E[UτY | Xq] approximated by the
algorithm to exhibit smaller intrinsic error (see (6)) with
increasing q, and thus smaller total error for appropri-
ately constructed hypothesis spaces. One way of con-
structing these spaces is to employ the strictly positive-
definite, Markovian kernels described in Sections 5.1
and 5.2, replacing the “snapshot” data in X with delay-
embedded sequences in Xq. For instance, a natural ana-
log of the local kernel in (33) is k(q) : Xq × Xq → R,
where
k(q)(x˜, x˜′) = h(Lq(x˜, x˜′)/). (39)
Here, Lq is the symmetric function
Lq(x˜, x˜′) =
1
q
q−1∑
j=0
L(x j, x′j),
induced on Xq from L, where x˜ = (x1, . . . , xq) and
x˜′ = (x′1, . . . , x
′
q). The kernel k
(q) can then be normal-
ized via the symmetric or non-symmetric normalization
procedures described in Section 5.2 to yield a Markov
kernel. See, e.g., [11, 12, 14, 15] for applications of
KAF with Gaussian kernels on delay-coordinate space.
Before closing this section, we should point out that
while beneficial from the point of view of topologi-
cal state-space reconstruction, delay-coordinate maps
with large numbers of delays may face potential limi-
tation from the point of view of spectral characteristics
of the underlying dynamical system. In particular, ob-
serve that the pullback LΩ,q : Ω × Ω → R+ of Lq on
state space, i.e., LΩ,q(ω,ω′) = Lq(Xq(ω), Xq(ω′)) has the
structure of an ergodic average of the continuous func-
tion LΩ(ω,ω′) = L(X(ω), X(ω′)) under the product dy-
namical flow Φt × Φt, viz.
LΩ,q(ω,ω′) =
1
q
q−1∑
j=0
LΩ(ω− j, ω′− j),
where ω j = Φ j ∆t(ω) and ω′j = Φ
j ∆t(ω′). As a re-
sult, by the Birkhoff pointwise ergodic theorem [80], as
q → ∞, LΩ,q converges µ × µ-almost everywhere to a
function LΩ,∞ ∈ L2(µ × µ). Further, it can be shown
[50] that in the same limit, the kernel integral oper-
ators GΩ,q on L2(µ) associated with the pullback ker-
nel k(q)
Ω
: Ω × Ω → R induced by (39), k(q)
Ω
(ω,ω′) =
k(q)(X(ω), X(ω′)) converge in operator norm, and thus in
spectrum, to a Hilbert-Schmidt integral operator GΩ,∞ :
L2(µ)→ L2(µ) associated with the kernel
kΩ,∞(ω,ω′) = h(LΩ,∞(ω,ω′)/).
Now, by invariance of Birkhoff averages, at any time
t ∈ R the kernel kΩ,∞ is invariant under the Koopman
operator U t⊗U t : L2(µ×µ)→ L2(µ×µ) for the product
system, and the latter implies that Uτ and GΩ,∞ are com-
muting operators [50]. As a result, every eigenspace of
GΩ,∞ at nonzero eigenvalue (which is finite-dimensional
by compactness of this operator) is a finite union of
Koopman eigenspaces. The latter implies, in particu-
lar, that the nullspace of GΩ,∞ must necessarily contain
the Koopman-invariant subspace L2(µ) associated with
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the continuous spectrum of Uτ (see [39, 50, 99] for pre-
cise definitions of this subspace). If it now happens that
the subspace L2X(µ) where the conditional expectation
E[UτY | X] lies has a nonzero intersection with the
continuous-spectrum subspace, as would typically be
the case in systems with sufficiently complex (mixing)
dynamics, then the hypothesis spaces associated with
kΩ,∞ will fail to be dense in L2X(µ), and thus the KAF
target functions may fail to converge to E[UτY | X].
Since the empirical integral operators with large num-
bers of delays are spectrally close to GΩ,∞, this behavior
indicates that there may be situations where increasing
q beyond a limit may be detrimental to forecast skill.
6. Applications
We present two examples to illustrate how to build a
kernel forecasting function, as well as some basic prop-
erties of convergence to the conditional expectation. See
Table 1 for a summary of the algorithmic steps involved
in KAF.
6.1. Circle rotation
Our first example is periodic flow on the circle, Ω =
S 1. Expressed in terms of canonical angle coordinates
ω ∈ [0, 2pi), the dynamical flow map Φt takes the form
of a translation,
Φt(ω) = ω + αt mod 2pi, α ∈ R,
with a period of 2pi/α, exhibiting a unique ergodic in-
variant Borel probability measure µ, equal to a nor-
malized Lebesgue measure. As covariate and response
spaces, we choose X = Y = R, and we prescribe co-
variate and response maps, X and Y , respectively, given
by simple trigonometric functions as follows:
X(ω) = cos(ω), Y(ω) = sin(ω).
Under this setup, we have UτY(ω) = sin(ω + ατ),
and the conditional expectation E[UτY | X = x] is the
average of UτY at the two angles for which X(ω+ατ) =
x; specifically,
Zτ(x) =
sin(arccos(x) + ατ) + sin(− arccos(x) + ατ)
2
= x sin(ατ).
The intrinsic error στ may then be computed directly as
στ = ‖Y‖2L2(µ) cos2(ατ), ‖Y‖L2(µ) = 1/
√
2.
Observe that the intrinsic error is maximal (and equal to
the squared L2(µ) norm of the response variable) when
τ = qpi/α, and minimal (and equal to zero) when ατ =
(2q + 1)pi/2, where q is any integer.
The pushforward measure µX in covariate space is
supported on the interval [−1, 1] ⊂ R, where it has the
density
%(x) =
dµX(x)
d Leb
=
1
2pi
√
1 − x2
relative to Lebesgue measure. Note that %(x) diverges at
the boundary points x = ±1, but nevertheless lies in the
L1 space associated with the Lebesgue measure. Given
a kernel k : R × R → R meeting the conditions of Sec-
tion 3, the eigenvalue problem for the associated integral
operator G then becomes∫ 1
−1
k(x, x′)φi(x′)%(x′) dx′ = λiφi(x).
A closed, analytic expression for this eigenvalue
problem is not known for arbitrary choices of kernel
k. Instead, using the radial Gaussian kernel from (32),
we numerically solve the eigenvalue problem for the
data-driven operator Gn, constructed from a sequence
x1, . . . , xn ∈ R of covariate points obtained from an
underlying dynamical trajectory ω1, . . . , ωn ∈ S 1, as
described in Section 2.4. Using the corresponding se-
quence y1, . . . , yn ∈ R of response variables, we then
build the KAF target function fτ,`,n via (19).
Here, we set the frequency α =
√
2, and employ a
training dataset of n = 1000 samples, taken at an inter-
val of ∆t = 2pi/100 time units. Note that ∆t is ratio-
nally independent from the rotation period, which en-
sures that the discrete-time map Φ∆t provides an ergodic
sampling of µ. Using this dataset, we have computed
fτ,`,n for lead times τ = q ∆t/α, with q an integer in the
interval [0, 24]. To assess forecast skill, one can com-
pute the mean square error (MSE)
E˜τ,m( fτ,`,n) = 1m
m∑
j=1
| fτ,`,n(x˜ j) − UτY(ω˜ j)|2
on a verification dataset ω˜ j = Φ( j−1) ∆t(ω˜1), x˜ j = X(ω˜ j).
Since the intrinsic error happens to be analytically ex-
pressible for this problem, we report the empirical ex-
cess generalization error
A˜τ,m( fτ,`,n) = 1m
m∑
j=1
| fτ,`,n(x˜ j) − Zτ(x˜ j)|2.
The empirical MSE and excess generalization error ap-
proximate the true MSE and excess generalization er-
ror, Eτ( fτ,`,n) and Aτ( fτ,`,n), respectively, and converge
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to these quantities as m → ∞. Here, we employ a veri-
fication dataset of m = 10,000 samples, starting from a
state ω˜1 chosen randomly and uniformly on the interval
[0, 2pi) (so thatω1−ω˜1 and ∆t are rationally independent
with probability 1).
Figure 3 shows the absolute value of empirical ex-
cess generalization error, plotted against the bandwidth
parameter  of the Gaussian kernel and the hypothesis
space dimension ` for representative lead times τ in the
range [0, pi/(2α)]. In Figure 3(a), ` is kept fixed at 15,
and  varies logarithmically in the interval [10−4, 102].
The results show agreement between several different
choices of  in some regimes of τ, but also notable dis-
crepancy in the region where the intrinsic error is al-
ready very small (i.e., when ατ is close to pi/2). In such
a regime, the less sensitive kernels of large bandwidth
are better able to capture that the generalization error is
close to 0. In general, the A˜τ,m values in Figure 3(a)
lie approximately in the interval [10−4, 3× 10−1], which
corresponds to approximately 2×10−4 to 5×10−1 multi-
ples of the squared L2(µ) norm of the covariate variable.
Figure 3(b) shows the behavior of empirical excess
generalization error at fixed  = 0.1 and representative
values of ` in the range 1 to 60. Employing just the
first eigenfunction performs best for ατ = 0, but em-
ploying more eigenfunctions is better for larger values
of ατ. Most notable, however, is the characteristic bias-
variance tradeoff as ` increases, with a valley of opti-
mal values of ` between 10 and 30. For instance, at
ατ = 1.5, the error decreases from ' 2 × 10−1 for ` = 1
to a minimal value of ' 2 × 10−4 for ` = 20, but then
increases for larger ` to ' 10−2 values. This is a man-
ifestation of the fact that the true error Eτ( fτ,`,n) may
increase with ` at fixed τ and n, even though the empir-
ical error Eτ,n( fτ,`,n) is always a non-increasing function
of `.
6.2. Lorenz 63 system
In the L63 system [54], the state space is Ω = R3.
The dynamical flow Φt(ω0) starting from ω0 ∈ R3 is
given by solution of the initial-value problem
ω˙(t) = ~V(ω(t)), ω(0) = ω0,
where ~V : R3 → R3 is the smooth vector field with com-
ponents (V1,V2,V3) at ω = (ω1, ω2, ω3) given by V1 =
σ(ω2 − ω1), V2 = ω1(µ − ω3), and V3 = ω1ω2 − βω3.
Here, β, µ, and σ are real parameters, which we set to
the classical values β = 8/3, µ = 28, and σ = 10. For
this choice of parameters, the L63 system is rigorously
known to have a compact attractor Ωµ ⊂ R3 [100] with
fractal dimension ≈ 2.06 [101], supporting a physical
invariant measure µ with a single positive Lyapunov ex-
ponent Λ ≈ 0.91 [102]. Due to dissipative dynamics,
the attractor is contained within absorbing balls [76],
ensuring the existence of the compact setU ⊆ X in co-
variate space. In light of these facts, all of the assump-
tions on the dynamical system made in Section 3.2 rig-
orously hold. The L63 system is also rigorously known
to be mixing [103], and thus exhibits the loss of long-
term predictability discussed in Section 3.3.
In the experiments that follow, we shall let Y = R,
and let the response variable Y : Ω→ Y pick out one of
the state vector components, i.e., if ω = (ω1, ω2, ω3) ∈
R3, then Y(ω) = ωi, for either i = 1, 2, 3. To illustrate
the conditional probability framework discussed in Sec-
tion 4.3, for each such response variable we will con-
sider the event S = {ω ∈ Ω : Y(ω) > θ}, where θ is an
empirical mean of Y computed from the training data.
That is, we will use KAF to estimate the conditional
probability that the components of the state vector ex-
ceed their mean values. As for the covariate variable X,
we will consider two cases, namely, full observations,
X = R3 and X = Id, and a partially observed setup with
X = R and X(ω) = ω1. Consequently, in the partially
observed setup E[UτY | X] represents the conditional
expectation of the i-th component of Φτ(ω), given the
first component of ω.
All experiments use covariate data x j = X(ω j) and
response data yτ, j = UτY(ω j) generated from the same
underlying trajectory ω1, . . . , ωn ∈ R3, with ω j =
Φ( j−1) ∆t(ω j). The trajectory ω j was numerically gen-
erated in Matlab using the ode45 solver, starting from
an arbitrary initial condition ω0 and waiting for a long
spinup time before collecting the first sample ω1. We
nominally work with a training dataset consisting of
n = 64,000 samples, taken at a sampling interval ∆t
equal to 0.01 natural time units (i.e., about 1/100 of
the characteristic Lyapunov timescale 1/Λ of the sys-
tem). Additional experiments with dataset sizes rang-
ing from n = 640 to n = 512,000 and/or a longer
sampling interval of ∆t = 0.1 were also conducted
to investigate the performance of KAF relative to the
(n,∆t) = (64,000, 0.01) baseline case.
To assess forecast skill, we use empirical root mean
square error (RMSE) metrics computed from an inde-
pendent verification dataset as in the circle example
of Section 6.1. Specifically, the RMSE of the target
function fτ,`,n at lead time τ is given by
√
E˜τ,m( fτ,`,n),
where the verification dataset has the same number of
m = 64,000 samples as the training dataset, and was
obtained via a similar spinup procedure starting from
a different initial condition. Note that aside from the
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Figure 3: Empirical excess generalization error A˜τ,m( fτ,`,n) of KAF target functions fτ,`,n for periodic flow on the circle with angular frequency
α =
√
2, obtained using the radial Gaussian kernel and a training dataset of n = 1000 samples. The empirical excess generalization error is plotted
for the lead times τ ∈ {0, 1/2α, 1/α, 3/2α}, using m = 10,000 test points. In Panel (a), the dimension of the hypothesis space is fixed at ` = 15, and
the bandwidths are varied to take on values  ∈
{
10−4, 10−3, . . . , 102
}
. In Panel (b), the bandwidth is fixed at  = 0.1, and the dimensions take on
all odd integers from 1 to 59. For reference, note that the squared L2(µ) norm of the response variable UτY is equal to 1/2.
covariate and response data in the training phase, and
the covariate data in the verification phase, no other in-
formation about the system state and/or dynamics was
provided to the KAF algorithm.
The first step in the KAF pipeline is to compute the
kernel eigenfunctions φi,n, whose corresponding RKHS
functions ψi,n form orthonormal bases for the hypoth-
esis spaces Hn,`. For that, we employ the variable-
bandwidth, Markov-normalized kernels from (37), with
automatically tuned bandwidth and dimension parame-
ters (see Section 5). Representative eigenfunctions for
the fully- and partially-observed systems are displayed
in Figures 4 and 5, respectively, in both scatterplot and
time series form. There, it is evident that the eigenfunc-
tions behave like a generalized Fourier basis on the sup-
port of the measure µX , with eigenfunctions correspond-
ing to smaller eigenvalues allowing to resolve functions
of increasingly smaller-scale variability on the L63 at-
tractor. Notice, in particular, that in the partially ob-
served example with X = R, the φi,n are increasingly
oscillatory, orthogonal functions on the real line, which
pull back to G-measurable functions on the attractor in
R3 with no variability in the ω2 and ω3 coordinates. It
is precisely such a lack of variability that contributes to
degraded forecast skill when faced with non-injective
covariate functions.
Next, using the eigenfunctions and the response data
in the training phase, we construct the empirical target
functions fτ,`,n from (19). We also compute the error
estimators ετ,`,n from (28), which we use to place “error
bars” around our forecasts of the form fτ,`,n(x)±ετ,`,n(x).
According to Section 4.3, for an unbiased error esti-
mate, the RMS value of ετ,`,n in the verification phase
should be close to the actual RMS forecast error. We
use ` = 3000 and 1000 eigenfunctions for the fully ob-
served and partially observed setups, respectively.
Forecasting state vector components. Figure 2 shows
prediction results for the three components of the state
vector for the fully observed and partially observed sys-
tems, together with error estimates based on ετ,`,n. We
show representative forecast trajectories starting from
an arbitrary initial condition in the verification dataset,
as well as aggregate RMSE scores as a function of lead
time, normalized by empirical standard deviation (i.e.,
the L2(µn) norm of Y−
∫
Ω
Y dµn). Starting from the fully
observed examples, the RMSE of all three state vector
components ωi exhibits an initial exponential-like in-
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Figure 4: Representative data-driven eigenfunctions φi,n and their corresponding eigenvalues λi,n, computed from the fully observed L63 system.
Top: Scatterplots of the eigenfunction values φi,n(x j) on the covariate training data x j = ω j ∈ R3. Bottom: Eigenfunction time series t j 7→ φi,n(x j)
over a portion of the training dataset spanning 10 natural time units. Notice that, despite the fact that the L63 attractor is not a Riemannian
manifold, the eigenfunctions qualitatively resemble a generalized Fourier basis associated with a heat kernel. That is, as λi,n decreases, φi,n exhibits
increasingly small-scale oscillatory behavior, allowing one to represent functions of increasingly fine structure through eigenfunction expansions.
Figure 5: As in Figure 4, but for eigenfunctions computed from the partially observed L63 system. Top: Scatterplots of the eigenfunction values
φi,n(x j) on the L63 states ω j underlying the covariate data x j ∈ R. Middle: Eigenfunction values φi,n(x j) versus x j. Coloring is as in the top row.
Bottom: Eigenfunction time series t j 7→ φi,n(x j) over a portion of the training dataset spanning 10 natural time units.
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crease from near-zero values for τ . 0.5 ' 0.5/Λ. This
period is followed by an intermediate-time regime with
more gradual RMSE increase and noticeable oscillatory
behavior, until convergence to the equilibrium standard
deviation (normalized RMSE ' 1) at late times, τ & 4.
Examining the individual forecast trajectories, it is
evident that the late-time convergence of the RMSE to
a near-constant values is a manifestation of the trajec-
tories converging to the mean, E[Y]. The numerical re-
sults are therefore consistent with the theoretically ex-
pected late-time behavior of KAF in the presence of
mixing dynamics, discussed in Section 3.3. It is also
evident from Figure 2 that the error estimators ετ,`,n pro-
vide useful uncertainty quantification. That is, the error
bars derived from these quantities envelop, for the most
part, the true trajectories, and their RMS values agree
well with the forecast RMSE.
Overall, in the fully-observed experiments, ω3 is the
most predictable state vector component (likely due to
symmetry of the L63 equations), followed by ω1 and ω2
which are nearly equally predictable (again due to sym-
metry). If one were to set a normalized RMSE value
of 0.6 as a threshold for loss of skill, ω3 would remain
predictable out to ' 3 natural time units (i.e., ' 3 Lya-
punov timescales), whereas ω1 and ω2 would remain
predictable out to τ ' 2. Setting that threshold to 0.8
increases the predictability horizon of ω3 and ω1/ω2 to
τ ' 5 and 2.75, respectively.
Turning now to the Figure 2 results for the partially
observed system, it is clear that the act of observing ω1
only in the covariate space bears a significant impact
on forecast skill, particularly for ω2 and ω3. Indeed,
for these state vector components, the non-injectivity of
the covariate function means that the normalized RMSE
can be significant even at τ = 0, without ever dropping
below . 0.4. Yet, even though the method cannot over-
come the intrinsic error of this observational setup, it is
nevertheless capable of providing fairly adequate uncer-
tainty quantification, as manifested by the reasonably
good ability of the estimated error bars to envelop the
true trajectories (with the notable exception of certain
extremal points) and the close agreement between the
RMS values of ετ,`,n and the forecast RMSE.
Delay-coordinate maps. As a demonstration of the ef-
ficacy of delay-coordinate maps in recovering forecast
skill lost due to forecast observations, in Figure 6 we
compare the RMSE scores from the fully and partially
observed experiments in Figure 2 with their counter-
parts obtained by including q = 15 delays to the re-
spective covariate maps. Specifically, we construct
delay-coordinate maps via (38) based on either X(ω) =
(ω1, ω2, ω3) or X(ω) = ω1, and build KAF models using
the same class of kernels, sampling intervals, and train-
ing dataset sizes as the experiments without delays. In
both cases we use the same number of eigenfunctions as
the fully observed case with no delays, ` = 3000. Note
that the delay-coordinate experiments based on full ob-
servations are interesting despite the fact that there is no
potential predictability to be gained—this is because in-
corporating delays can introduce strong colinearities in
the training data, increasing the likelihood of overfits.
In addition, the L63 system falls squarely in the class
of mixing dynamical systems discussed in Section 5.3,
where incorporating delays in the kernel can suppress
the nonzero eigenvalues of the corresponding integral
operators, making them prone to sampling errors.
As is evident in Figure 6, adding delays results in
a considerable increase of skill for the partially ob-
served system, with RMSE scores in generally good
agreement with the fully observed systems. Interest-
ingly, the RMSE values for short-term forecasts with
0.2 . τ . 0.5 appear to be smaller than the fully
observed experiments (either with or without delays),
though longer-term forecasts exhibit intervals (e.g., τ ∈
[2.2, 2.5]) where the RMSE of the partially observed
system with delays is noticeably higher. Meanwhile, the
fully observed system with delays exhibits very compa-
rable skill as the system without delays, despite the is-
sues associated with colinearity and mixing dynamics
mentioned above.
Sensitivity analysis. The results displayed in Figure 2
were obtained using a fairly dense sampling of the L63
attractor, corresponding to n ∆t = 640 natural time
units, or, approximately 800 oscillations assuming a
characteristic oscillatory timescale of 0.8. Moreover,
the sampling interval ∆t = 0.01 was short compared
to the oscillation and Lyapunov timescale of the system.
To assess the performance of KAF in environments with
shorter and less frequently sampled training data, we
have performed a suite of forecasting experiments with
full observations (X = Id) that differ from our nominal
setup with n = 64,000 and ∆t = 0.01 by various modi-
fications of the number of training samples n and sam-
pling interval ∆t. RMSE results from these experiments
are depicted in Figure 7.
Before delving to a description of these results, let us
recall that, as with any supervised learning technique,
KAF strives for a balance between generalization error
(the difference between the ideal target function fτ,` and
the regression function) and sample error (the difference
between fτ,` and the empirical target function fτ,`,n).
This balance is attained by controlling the number of
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Figure 6: Normalized RMSE versus lead time plots for KAF applied to the state vector components of the L63 system, illustrating the effects
of incorporating delays in the covariate function. The black and red lines show the RMSE scores for the fully and partially observed cases from
Figure 2, respectively, using n = 64, 000 training samples and ` = 3000 (full observations) and ` = 1000 (partial observations) eigenfunctions. The
blue and magenta lines show RMSE scores obtaining by incorporating q = 15 delays to the full and partial observation maps, respectively. The
generally high consistency of the q = 15 results with those of the fully observed experiments without delays illustrate that (i) delay-coordinate maps
successfully recover information loss due to partial observations; and (ii) KAF behaves stably in delay-spaces with potentially poor conditioning
due to colinearity of delay coordinates.
Figure 7: Normalized RMSE versus lead time plots for KAF applied to the state vector components of the L63 system, under full observations
and for a variety of numbers of training samples (n), sampling intervals (∆t), and hypothesis space dimensions (`). The case with n = 64,000 and
∆t = 0.01 shown here in a black line is identical to the fully observed case from Figure 2. The other experiments shown here in colored lines
correspond to various modifications of sample number and/or sampling frequency relative to the n = 64,000, ∆t = 0.01 baseline case.
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eigenfunctions (principal components) ` employed, and
the generalization error is a decreasing function of `. On
the other hand, at fixed n, the sample error is generally
an increasing function of `. As the sampling provided
by the training data becomes poorer (by decreasing n
and/or ∆t), the values of ` achieving that balance be-
come smaller, generally resulting to a decrease of fore-
cast skill.
The RMSE results in Figure 7 are for values of ` cho-
sen on the basis of yielding good skill over the full range
τ ∈ [0, 5] of lead times examined. It should be noted
that we did not perform an exhaustive search to select
these values, as we found that the dependence of skill
on ` exhibits plateau behavior, analogously to the cir-
cle example in Figure 3(b). We should also point out
that in an “operational” environment one would typi-
cally select different values of ` for each lead time τ
so as to minimize RMSE. In particular, that for a mix-
ing dynamical system such as L63, as τ increases the
conditional expectation E[UτY | X] weak-converges to
a constant, indicating that for the class of Markov ker-
nels employed in this work (where the top eigenspace is
spanned by constant functions) smaller ` values may be
warranted at large τ.
With these considerations in mind, we now turn to
the results in Figure 7. First, note that increasing the
sampling interval by a factor of 10 to ∆t = 0.1, while
keeping the number of training samples and eigen-
functions fixed to the nominal values from Figure 2,
(n, `) = (64,000, 3000), imparts little change to forecast
skill. This suggests that the convergence of the leading
` eigenspaces of the empirical integral operators Gn em-
ployed in KAF is largely unaffected by this reduction of
sampling frequency. On the other hand, a tenfold reduc-
tion of the number of samples to n = 6400, using either
∆t = 0.01 or ∆t = 0.1, does impart a noticeable reduc-
tion of skill, as we are forced to work with smaller num-
bers of eigenfunctions, ` = 500 and 1250 for ∆t = 0.01
and 0.1, respectively. Nevertheless, at least over short
to moderate lead times, τ . 2, the reduction of skill
compared to the n = 64,000 cases is fairly modest. For
instance, using again a 0.6 value of normalized RMSE
as a useful-skill threshold, the forecasts of the ω1 and
ω2 variables based on the n = 6400 remain useful out to
τ ' 1.8 versus τ ' 2.1 for n = 64,000. Larger discrep-
ancies are observed at longer leads, τ & 2, as well as for
the ω3 observable which loses about 1 natural time unit
of predictability horizon for the 0.6 normalized RMSE
threshold. Reducing the dataset size by another order
of magnitude to n = 640 (using a sampling interval of
∆t = 0.1 and ` = 200 eigenfunctions), the reduction of
skill is, as might be expected, more noticeable, bring-
ing down the predictability horizon for ω1 and ω2 to
τ ' 1.1 natural time units. Still, despite this reduction
of skill, the ability to control the complexity of the fore-
cast function by controlling the number of eigenfunc-
tions allows KAF to behave stably in sparsely sampled
environments.
In Figure 7, we also show RMSE results for a larger
dataset consisting of n = 512,000 samples taken at a
∆t = 0.01 sampling interval. Using ` = 6000 eigen-
functions, this larger dataset is seen to provide a notice-
able improvement of skill over the n = 64,000 bench-
mark, particularly for τ & 1 leads. For instance, the
n = 512,000 setup maintains lower than 0.6 normalized
RMSE values out to τ ' 2.7, which represents a ' 30%
increase over the n = 64,000 case.
Forecasting conditional probability. As our final nu-
merical results, we show in Figure 8 trajectory and
RMSE results for prediction of the characteristic func-
tions χi, corresponding to the conditional probabilities
for ωi to take greater-than-average values. These fore-
casts were obtained using the empirical target functions
gτ,`,n from (31), constructed using the same parameter
values as the state vector forecasts in Figure 2 based on
fτ,`,n. Compared to forecasts of the state vector com-
ponents, forecasts of characteristic functions are ham-
pered by the fact that a characteristic function has dis-
continuities (apart from trivial cases), potentially induc-
ing Gibbs oscillations in approximations by finite lin-
ear combinations of RKHS functions. Such oscillations
may in turn induce overshoots outside the interval [0, 1],
necessitating the use of thresholding in (31). Evidence
of active thresholding can be seen in Figure 8, particu-
larly at early times (τ . 0.5) where the relative RMSE
is significantly larger than the corresponding state vec-
tor results in Figure 2. Despite that, the conditional
probability results are broadly consistent with their state
vector counterparts. That is, χ1/ χ2 and χ3 remain pre-
dictable out to 2–3 and 4–5 natural time units, similarly
toω1/ω2 andω3, respectively, and as expected, the fully
observed forecasts fare substantially better than the par-
tially observed ones. It is worthwhile noting that unlike
ωi, the χi forecasts have not converged to near-constant
values at the end of the examined prediction intervals
(i.e., at τ = 5).
7. Conclusions
As shown throughout this paper, the theoretical un-
derpinning of the kernel approach to forecasting is that
it approximates the conditional expectation of observ-
ables, in the sense of minimizing mean square forecast
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Figure 8: As in Figure 2, but for prediction of the characteristic functions χ1, χ2, and χ3, representing the L63 states whose components ω1, ω2,
and ω3, respectively, are greater than their mean. The initial condition in the top panels is the same as in the top panels of Figure 2.
error. The extent to which approximating the condi-
tional expectation is one of the better ways of producing
forecasts depends on the specific dynamical system and
the goals of the forecaster, but is a natural and common
target in many applications. Although there are many
ways of achieving this approximation, we have shown
in this article that the kernel approach is a distinguished
such method both theoretically, given the central impor-
tance of Hilbert space theory for both kernels and the
conditional expectation, and practically, as the compu-
tation requires only eigenfunction computation and ma-
trix multiplication.
In contrast to the usual expositions of kernel methods
that present kernels and RKHSs as an axiomatic start-
ing point, we have followed a different order in which
the appearance of kernels arises naturally within a learn-
ing framework (with hypothesis spaces as a prominent
object) and with error minimization as a starting point.
It is this perspective on kernel based forecasting, i.e.
one that deemphasizes kernels in favor of conditional
expectation, that is the main contribution of this paper.
Additionally, we presented and proved the results that
the empirically obtained kernel forecasting function ap-
proaches, in the limit of large data, the ideal kernel fore-
casting function, which itself approaches the true con-
ditional expectation as more principal components (ker-
nel eigenfunctions) are utilized. Precise estimates on the
rate of convergence is an active area of research and one
that depends on specific aspects of both the dynamical
system and the employed kernels.
One of the advantages of an understanding of ker-
nel forecasting based on conditional expectation, so we
have argued, is that it enables the computation of a
host of related quantities, including conditional proba-
bility and conditional variance. The former can be used
to handle the binary classification problem that arises
when trying to detect extreme or rare events. The lat-
ter, meanwhile, is instrumental in providing more infor-
mative forecasts that detail the level of uncertainty in-
volved. Another benefit of the statistical learning frame-
work is that it shows the connection between the two
most common kernel methods, KPCR (of which KAF
is an example) and KRR; in particular, they both follow
the same variational logic, but the former is based on
a choice of a linear hypothesis space whereas the latter
uses a nonlinear one. Although KRR may be a simpler
algorithm to implement, and may be more accurate in
the presence of noise, KPCR can converge much more
rapidly when the predictand happens to lie in the space
spanned by the leading principal components. We have
also shown how KAF can be implemented using a class
of non-symmetric kernels satisfying a detailed-balance
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condition, as well as kernels based on delay-coordinate
maps.
Applications of KAF to two low-dimensional dynam-
ical systems were presented for the sake of illustration.
The first system, periodic flow on a circle, is in fact not a
system for which conditional expectation is a good esti-
mate of forecasts, at least when the abscissa is the only
quantity on which the forecast is conditioned. Never-
theless, we demonstrate that KAF implemented with a
radial Gaussian kernel converges to this conditional ex-
pectation quite rapidly, and that the dependence of its
error on the number of principal components follows
a U-shaped curve that is characteristic of the classic
bias-variance tradeoff of statistical learning. The sec-
ond system, the L63 system, exhibits a number of the
hallmark challenges in forecasting of complex systems,
including invariant measures supported on complicated
sets (fractal attractors) and mixing dynamics. De-
spite these challenges, we saw that KAF, implemented
with a judiciously chosen variable-bandwidth, Markov-
normalized Gaussian kernel, successfully predicts the
state vector components, as well as their associated con-
ditional probabilities to take greater-than average val-
ues. As expected, conditioning on the full state pro-
duces better forecasts than conditioning on just partial
observations of the state, but in both cases the method
yielded adequate uncertainty quantification through es-
timates of the conditional variance. It was also found
that incorporating a sufficient number of delays leads to
recovery of most of the forecast skill lost due to par-
tial observations. The L63 example also demonstrates
that forecasts based on partial conditioning are better
for some choices of response variables than others. In
particular, as expected from symmetry considerations,
the first coordinate of the state vector has greater pre-
dictive value for the third coordinate than for the second
coordinate.
There are two chief challenges in utilizing kernel
methods in real-world applications. The first is an ap-
propriate choice of response, as well as a covariate
variable with sufficiently rich predictive value. The
second challenge, particularly when dealing with very
high-dimensional covariate spaces, is a choice of ker-
nel such that as much of the dynamical features of in-
terest can be characterized by as few of the leading
principal components as possible. In general, the re-
sponse and covariate are selected with the certainty that
there is close association between the two, but with the
precise nature of the correspondence being either un-
known, or intractable to reproduce analytically or nu-
merically. In real-world applications, this issue is fur-
ther compounded by the fact that the response space
is oftentimes multi-dimensional. While in this paper
we did not directly address this situation, it is natural
to consider extensions of KAF to the setting of vector-
valued response functions using operator-valued kernel
techniques [104, 105] for multi-task learning. Another
potential direction for future research is to establish con-
nections between KAF an RKHS embeddings of proba-
bility distributions [63, 106, 107]. As for the choice of
kernel, recent approaches for learning kernels targeted
to specific response functions [108] could potentially
provide effective ways of ensuring that the response is
well-captured by the leading eigenspaces of the cor-
responding integral operator, thus improving forecast
skill. The main goal of this paper has been to clarify
the theoretical justification for utilizing kernels in fore-
casting observables of dynamical systems, so that the
forecaster can focus on the remaining problem of lever-
aging specific scientific knowledge of the system into
optimal choices of response, covariate, and kernel.
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Appendix A. Definitions and technical results
Appendix A.1. Moore-Penrose pseudoinverse
We state below the definition of the pseudoinverse of
a linear map between Hilbert spaces [57].
Definition 18 (Moore-Penrose pseudoinverse). Let
H1 and H2 be Hilbert spaces over the complex num-
bers, and A : D(A) → H2 a closed linear map with
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dense domain D(A) ⊆ H1. Then, a densely defined
operator A+ : D(A+) → H1 with domain D(A+) ⊆ H2
is said to be a Moore-Penrose pseudoinverse of A if
(i) ker A+ = ran A⊥; (ii) ran A+ = ker A⊥; and (iii)
AA+ f = f for all f ∈ ran A.
If A+ in the above definition exists, then it is closed
and unique. Moreover, if A has closed range, then A+
always exists, and is a bounded operator with D(A+) =
H2. If A is bounded, we can express A+ on the poten-
tially restricted domain D((AA∗)+) ⊆ D(A+) of the pseu-
doinverse of the self-adjoint operator AA∗ through a for-
mula with a direct counterpart in finite-dimensional lin-
ear algebra, viz.
A+ f = A∗(AA∗)+ f , ∀ f ∈ D((AA∗)+). (A.1)
Appendix A.2. Proof of Proposition 16
First, the symmetry and positive-definiteness of k fol-
low directly from its definition and the detailed-balance
condition in (22). In particular, since d is strictly pos-
itive, (24) implies that k is positive-definite if and only
if kˆ is positive-definite, and the latter is indeed positive-
definite since it is related to the positive-definite kernel
w by a similarity transformation.
Next, the integral operator W is equal to ι∗Md, and be-
cause Md is a bounded, invertible operator with bounded
inverse, W is well-defined on L2(ρ) and ran W = ran ι∗ ⊆
K , proving Claim (i).
Turning to Claim (ii), the fact that J is a trace-
class non-negative operator with real eigenvalues fol-
lows from its relation to Gˆ (which has all of these prop-
erties by positive-definiteness and continuity of kˆ) via
the similarity transformation in (25). In addition, the
existence of the biorthonormal Riesz bases {ξ1, ξ2, . . .}
and {ξ′1, ξ′2, . . .} follows from (26) in conjunction with
continuity of d1/2 and d−1/2 (and thus boundedness of
these functions on the compact support of ρ).
Finally, to prove Claim (iii) note first that by Defini-
tion 18,
D(J+) = ran J ⊕ ker J∗ = ran(ιW) + ker(W∗ι∗)
= ran(ιι∗Md) + ker(Mdιι∗) = ran(ιι∗) ⊕ ker(ιι∗)
= ran G ⊕ ker G = D(G+),
where the second equality in the second line follows
from the fact that Md is a bounded, invertible operator
with bounded inverse. Moreover,
ran G = ran(ιι∗) ⊆ ran ι,
and because ran ι∗ ⊆ ker ι⊥, we have
ran G = ker G = ker ι∗ = ran ι. (A.2)
It therefore follows that ran G is a dense subspace of
ran ι. Now, by Lemma 4 and (A.2),
D(T˜ +) = ran ι ⊕ ker ι∗ = ran ι ⊕ ker G,
so we conclude that D(J+) = D(G+) is a dense subspace
of D(T˜ ), as claimed. Moreover,
T˜ |D(J+) = T˜ |D(G+) = ι∗G+
= ι∗(JM−1d )
+ = ι∗Md J+ = WJ+.
The expression for T˜ f in (23) follows from the result
just proved, the definitions of ξi, ξ′i , and θi in (26)
and (27), and the fact that T˜ is a closed operator. We
then verify that the ϑi are indeed orthogonal, viz.
〈ϑi, ϑ j〉K = 1√
ηiη j
〈WM−1/2d φˆi,WM−1/2d φˆ j〉K
=
1√
ηiη j
〈ι∗M1/2d φˆi, ι∗M1/2d φˆ j〉K
=
1√
ηiη j
〈φˆi,M1/2d ιι∗M1/2d φˆ j〉L2(ρ)
=
1√
ηiη j
〈φˆi, Gˆρφˆ j〉L2(ρ) = δi j.
This completes the proof of Claim (iii) and Proposi-
tion 16.
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