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Abstract
We propose DeepV2D, an end-to-end deep learning ar-
chitecture for predicting depth from video. DeepV2D com-
bines the representation ability of neural networks with
the geometric principles governing image formation. We
compose a collection of classical geometric algorithms,
which are converted into trainable modules and combined
into an end-to-end differentiable architecture. DeepV2D
interleaves two stages: camera motion estimation and
depth estimation. During inference, motion and depth
estimation are alternated and quickly converge to accu-
rate depth. Code is available https://github.com/
princeton-vl/DeepV2D.
1. Introduction
In video to depth, the task is to estimate depth from a
video sequence. The problem has traditionally been ap-
proached using Structure from Motion (SfM), which takes a
collection of images as input, and jointly optimizes over 3D
structure and camera motion [40]. The resulting camera pa-
rameter estimates can be used as input to Multi-View Stereo
pipelines in order to build a more complete 3D representa-
tion such as surface meshes and depth maps [11, 12].
In parallel, deep learning has been highly successful in
a number of 3D reconstruction tasks. In particular, given
ground truth depth, a network can learn to predict depth
from a single image [7, 6, 26], stereo images [23, 32], or
collections of frames [58, 20, 47]. One advantage of deep
networks is that they can use single-image cues such as tex-
ture gradients and shading as shown by their strong perfor-
mance on depth estimation from a single image [7, 6, 26].
Furthermore, differentiable network modules can be com-
posed so that entire pipelines (i.e. feature extraction, feature
matching, regularization) can be learned directly from train-
ing data. On the other hand, as recent work has shown, it
is often hard to train generic network layers to directly uti-
lize multiview geometry (e.g. using interframe correspon-
dence to recover depth), and it is often advantageous to em-
bed knowledge of multiview geometry through specially de-
signed layers or losses [49, 21, 59, 51, 58].
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Figure 1: DeepV2D predicts depth from video. It is the
composition of classical geometric algorithms, made dif-
ferentiable, and combined into an end-to-end trainable net-
work architecture. Video to depth is broken down into the
subproblems of motion estimation and depth estimation,
which are solved by the Motion Module and Depth Module
respectively. During inference, DeepV2D alternates motion
and depth refinement.
In this work, we continue the direction set forth by recent
works [49, 23, 47, 58, 20, 52] that combine the representa-
tion ability of neural networks with the geometric princi-
ples underlying image formation. We propose DeepV2D, a
combination of classical geometrical algorithms which we
turn into differentiable network modules and combine into
an end-to-end trainable architecture. DeepV2D interleaves
two stages: camera motion estimation and depth estimation
(Figure 1). The motion module takes depth as input, and
outputs an incremental update to camera motion. The depth
module takes camera motion as input, and performs stereo
reconstruction to predict depth. At test time, DeepV2D acts
as block coordinate descent, alternating between updating
depth and camera motion.
To estimate camera motion we introduce Flow-SE3, a
new motion estimation architecture that outputs an incre-
mental update to camera motion. Flow-SE3 takes depth
as input, and estimates dense 2D correspondence between
pairs of frames. We unroll a single iteration of Perspective-
n-Point (PnP) [27, 28] performing a single Gauss-Newton
update over SE3 perturbations to minimize geometric re-
projection error. The new estimate of camera motion can
then be fed back into Flow-SE3, which re-estimates 2D cor-
respondence to produce a finer grain update.
Our Depth Module builds upon prior work [18, 23] and
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formulates multiview-stereo (MVS) reconstruction as a sin-
gle feed-forward network. Like classical MVS, we leverage
geometry to build a cost volume over video frames, but use
trainable network for both feature extraction and matching.
Our work shares similarities with prior works [49, 23,
47, 58, 20, 52] that also combine deep learning and multi-
view geometry, but is novel and unique in that it essentially
“differentializes” a classical SfM pipeline that alternates be-
tween stereopsis, dense 2D feature matching, and PnP. As a
comparison, DeMon [49] and DeepTAM [58] differential-
ize stereopsis and feature matching, but not PnP because
they use a generic network to predict camera motion.
Another comparison is with BA-Net [47], whose classi-
cal analogue is performing bundle adjustment from scratch
to optimize feature alignment over camera motion and the
coefficients of a limited set of depth maps (depth basis). In
other words, BA-Net performs one joint nonlinear optimiza-
tion over all variables, whereas we decompose the joint op-
timization into more tractable subproblems and do block co-
ordinate descent. Our decomposition is more expressive in
terms of reconstruction since we can optimize directly over
per-pixel depth and are not constrained by a depth basis,
which can potentially limit the accuracy of the final depth.
In our experiments, we demonstrate the effectiveness of
DeepV2D across a variety of datasets and tasks, and outper-
form strong methods such as DeepTAM [58] and DeMoN
[49]. As we show, alternating depth and motion estimation
quickly converges to good solutions. On NYU depth [42]
we outperform all existing single-view and multi-view ap-
proaches. We also show that our model trained on NYU
generalizes well to new datasets by evaluating tracking per-
formance on the RGB-D benchmark.
2. Related Work
Structure fromMotion: Beginning with early systems de-
signed for small image collections [29, 34], Structure from
Motion (SfM) has improved dramatically in regards to ro-
bustness, accuracy, and scalability. Advances have come
from improved features [30, 17], optimization techniques
[43], and more scalable data structures and representations
[41, 14], culminating in a number of robust systems capa-
ble of large-scale reconstruction task [41, 44, 54]. Ranftl et
al. [39] showed that SfM could be extended to reconstruct
scenes containing many dynamically moving objects. How-
ever, SfM is limited by the accuracy and availability of cor-
respondence. In low texture regions, occlusions, or lighting
changes SfM can produce noisy or missing reconstructions.
Simultaneous Localization and Mapping (SLAM) jointly
estimates camera motion and 3D structure from a video se-
quence [9, 35, 36, 37, 8]. LSD-SLAM [9] is unique in that
it relies on a featureless approach to 3D reconstruction, di-
rectly estimating depth maps and camera pose by minimiz-
ing photometric error. Our Motion Network behaves simi-
larly to the tracking component in LSD-SLAM, but we use
a network which predicts misalignment directly instead of
using intensity gradients. We end up with an easier opti-
mization problem characteristic of indirect methods [35],
while retaining the flexibility of direct methods in modeling
edges and smooth intensity changes [8].
Geometry and Deep Learning: Geometric principles
have been a guiding force for many deep learning architec-
tures. In video to depth, we need to solve two subproblems:
depth estimation and motion estimation.
Recent methods [17, 32, 23] showed that deep learning
could be used to predict depth from a rectified pair of stereo
images, in part due to the emergence of large scale syn-
thetic datasets for stereo reconstruction [33]. Kendall et al.
[23] performed stereo reconstruction by building a cost vol-
ume from the left/right feature maps, and then processed the
cost volume using a 3D convolutional network to produce
a final disparity estimate. Similarly, Kar et al. [20] used a
euclidean cost volume to reconstruct synthetic shapes from
a collection of images. Like these works, we also use a
cost volume to aggregate information from multiple frames.
However, unlike [23] and [20], we perform reconstruction
from videos where camera motion is not known at test time.
Geometric information has served as a self-supervisory
signal for many recent works [51, 59, 52, 57, 56, 15, 31]. In
particular, Zhou et al. [59] and Vijayanarasimhan et al. [51]
trained a single-image depth network and a pose network
while supervising on photometric consistency.
Camera pose estimation is another task which has gener-
ated a lot of recent interest. Kendall et al [22, 21] focused
on the problem of camera localization, while other work
[59, 51, 53] propose methods which estimate camera mo-
tion between a pairs of frames in a video. Valada et al. [50]
shows that camera motion estimation and camera localiza-
tion can be learned jointly.
DeMoN [49] and DeepTAM [58] where among the first
works to combine motion estimation and multi-view recon-
struction into a trainable pipeline. DeMoN [49] operates on
two frames and estimates depth and motion in separate net-
work branches, while DeepTAM [58] can be used on vari-
able number of frames. Like our work and LSD-SLAM [9],
DeepTAM separates depth and motion estimation, however
we maintain end-to-end differentiablity between our mod-
ules. A major innovation of DeepTAM was to formulate
camera motion estimation in the form of incremental up-
dates. In each iteration, DeepTAM renders the keyframe
from a synthetic viewpoint, and predicts the residual mo-
tion from the rendered viewpoint and the target frame.
Estimating depth and camera motion can be naturally
modeled as a non-linear least squares problem, which has
motivated several works to include an differentiable opti-
mization layer within network architectures [47, 52, 4]. We
follow this line of work, and propose the Flow-SE3 module
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which introduces a direct mapping from 2D correspondence
to a 6-dof camera motion update. Our Flow-SE3 module is
different from prior works such as DeMon [49] and Deep-
TAM [58] which do not impose geometric constraints on
camera motion and use a network branch to output camera
motion parameters directly. BA-Net [47] and LS-Net [4]
include optimization layers, but instead optimize over pho-
tometric error (either pixel alignment [4] or feature align-
ment [47]). LS-Net [4] does not directly solve the least-
squares problem, but instead computes the Hessian approx-
imation and residual and passes these as features to a LSTM
which produces camera and depth updates. Code-SLAM
[2] is another work which combines bundle-adjustment and
deep learning, but learns the depth basis separately, and op-
timization is performed outside the forward pass of the net-
work. Our Flow-SE3 module still imposes geometric con-
straints on camera motion like BA-Net [47], but we show
that in minimizing geometric reprojection error ( difference
of pixel locations), we end up with a well-behaved opti-
mization problem well-suited for end-to-end training.
An important difference between our approach and BA-
Net is that BA-Net performs one joint optimization problem
by formulating Bundle-Adjustment as a differentiable net-
work layer, whereas we separate motion and depth estima-
tion. With this separation, we avoid the need for a depth
basis. Our final reconstructed depth is the product of a
cost volume, which can adapt the reconstruction as cam-
era motion updates improve, while the output of BA-Net is
restricted by the initial quality of the depth basis produced
by a single-image network.
3. Approach
Our system—DeepV2D—predicts depth from a video
sequence. We take a video as input and output a dense depth
map for a given keyframe. In this work, we assume known
camera intrinsics (i.e. the camera is calibrated).
DeepV2D estimates depth by considering two subprob-
lems: depth estimation and motion estimation. Both sub-
problems are formulated as trainable neural network mod-
ules, which we refer to as the Depth Module and the Mo-
tion Module. Our Depth Module takes camera motion as
input (from the motion Module) and outputs an updated
depth prediction. Our Motion Module takes depth as in-
put, and outputs a motion correction term. In the forward
pass, we alternate between the stereo and motion modules
as we show in Figure 1.
Camera Geometry and View Synthesis: As a prelim-
inary, we define some of the operations used within the
stereo and motion modules. We represent camera motion
using 3D rigid body transformations:
G =
(
R t
0 1
)
where R ∈ SO(3) and t ∈ R3 (1)
and can map a 3D point from one coordinate system to an-
other X = (X,Y, Z, 1): X′ = G ·X.
The camera operator pi : R4 7→ R2 projects a 3D point
X = (X,Y, Z, 1) to a pixel x = (x, y):
pi(X) = (fx
X
Z
+ cx, fy
Y
Z
+ cy) (2)
where (fx, fy, cx, cy) are the camera intrinsics. Likewise,
given depth z we can recover a 3D point in homogeneous
coordinates using backprojection pi−1 : R2 × R 7→ R4:
pi−1(x, z) = (z
x− cx
fx
, z
y − cy
fy
, z, 1)T (3)
With pi and pi−1 we can define the projective warping
function w : R2 × R× SE(3) 7→ R2 which maps a point p
with depth z to a camera transformed by G:
w(x, z,G) = pi(G · pi−1(x, z)) (4)
As a final note, we can apply Equation 4 to render an
entire image from a synthetic viewpoint provided the cam-
era transform matrix G and depth map D. Letting I˜ij be
(i, j) pixel in the rendered frame, we can compute its value
by using Equation 4 to compute its location in the reference
frame, and sample from the projected coordinate:
I˜ij = I(w(p, Dij ,G)), where p = (i, j) (5)
Here I(·) denotes the sampling operation (note that the pro-
jected points are continuous values). We choose to use dif-
ferentiable bilinear sampling which was proposed in spatial
transformer networks [19]. Differentiable bilinear sampling
computes the value of a point by interpolating from its 4-
pixel neighbors with weights determined by proximity. By
choosing differentiable bilinear sampling we can backprop-
agate the gradient through the entire rendering process with
respect to all inputs (i.e. depth, pose, reference image).
3.1. Depth Module
Given a set of T frames I = {I1, I2, ..., IT } and their
respective pose estimates G = {G1, G2, ..., GT } our depth
module predicts a dense depth map D∗ for keyframe im-
age I∗. Each pose, Gt acts on 3d points by mapping them
from the keyframe coordinate system to the coordinate sys-
tem defined by It. A keyframe point p with depth z can be
mapped to frame It using the projective warping function
defined in Equation 4: pt = w(p, z,Gt).
Building the Cost Volume: The Depth Module begins
by extracting learned features from the input images. The
2D encoder consists of 2 stacked hourglass modules [38]
which map each image to a dense feature map It → Ft
and the keyframe I∗ → F ∗. The weights of the encoder
are shared across all input frames. Each hourglass mod-
ule processes the incoming feature map at multiplier scales,
first decreasing feature resolution with pooling layers and
then restoring the resolution with upsampling layers, using
skip connections to maintain high resolution details. More
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Figure 2: The Depth Module is modeled after classical Multi-View Stereo and performs stereo matching to recover the
depth of a keyframe. First, each image is fed through a network to generate a learned 2D feature representation. The 2D
features are then backprojected using the camera motion estimates to form a collection of 3D cost volumes. After several
3D convolutional layers, we perform view pooling over the set of volumes to aggregate information across each viewpoint.
Finally, a series of 3D hourglass networks are applied to the aggregated volume to estimate depth likelihoods. The depth
likelihoods are mapped to the final depth map with the differentiable arg-max operator.
information regarding network architectures is provided in
the supplementary material.
We then backproject these feature maps to form a col-
lection of cost volumes. For each keyframe/image pair
(I∗, It), we build a cost volume from the respective fea-
ture maps (F ∗, Ft). The cost volume is formed as fol-
lows: we enumerate over a set of discretized depths Z =
{z1, z2, ..., zD}. In our experiments, we use a set of 32
depths spaced linearly between the minimum and maximum
depths observed in the dataset. For each depth zk, we render
the feature map Ft from the keyframe camera using Equa-
tion 5, to generate the warped feature map F˜t. We concate-
nate [F ∗, F˜t]k along the channel axis to form the kth entry
in the cost volume.
Predicting Depth: Starting with T images and one
keyframe produces T cost volumes. Each cost volume is
first processed by a series of 3 3x3x3 convolutional layers to
perform pairwise matching, then view pooling is performed.
View pooling averages over each of the cost volumes to ag-
gregate information across the whole clip. The aggregated
volume is then processed by a series of 3D hourglass mod-
ules, each outputs an intermediate depth.
The output of the 3D hourglass modules is a volume of
dimension P ∈ RH×W×D representing the likelihood over
the set of depths. We first perform softmax over the depth
dimension to convert surface likelihood to a probability of
depths. We map the probability volume into a single depth
estimate using the differentiable argmax function [23]. A
pointwise depth estimate is found by finding the expected
depth—computed by taking the sum of each depth multi-
plied by its corresponding probability: D∗ij =
∑
k zkPijk.
Our depth network shares many similarities with clas-
sical multiview-stereo pipelines which employ a cost vol-
ume to reconstruct depth. Although, our approach has two
key advantages over classical techniques. First, we begin
by processing the features maps through 2D networks to
generate a dense features. Instead of using hand-crafted
features, the 2D network can learn feature representations
which are more robust and easier to match. Furthermore,
our 3D matching network is able to learn a similarity metric
between feature vectors while using contextual information
to refine the reconstruction. Classical work relies on much
simpler priors like smoothness assumptions.
3.2. Motion Module
The objective of the Motion Module is to produce a set
of motion estimates for each frame in the video which can
then be used by the depth module for stereopsis. Our mod-
ule takes the keyframe/depth pair (I∗, D∗) and the video
I = {I1, I2, ..., IT }, and predicts a set of poses G =
{G1, G2, ..., GT }. Each pose Gt is the relative camera mo-
tion between the keyframe I∗ and It.
Inside our module module, we use the Flow-SE3 mod-
ule to produce incremental motion updates. Each iteration
of the Flow-SE3 module takes two frames as input (I∗, It),
depth D∗, and motion Gt, and outputs a motion correction
term ∆Gt which is used to update the input motion esti-
mate: G′t = ∆Gt ·Gt. An overview of the Flow-SE3 mod-
ule is given in Figure 3.
Initialization: To generate an initial motion estimate, we
simply stack the frames and train a network to predict the
4
wG
t
R
es
id
ua
l
Fl
ow
 
=J
i
∂ (ϵ)e
i
∂ϵ
|
ϵ=0
( , , , )f
x
f
y
c
x
c
y
( JJ
T
)
−1
J
T
δξ
∗
e
x
G
′
t
I
∗
I
t
D
∗
Figure 3: Overview of the Flow SE3 module. The Flow
SE3 modules performs an incremental motion update. In
the above figure, we shown how each motion update is com-
puted between frame I∗ and It. First, dense feature maps
are extracted from the keyframe and target image. Using
the input camera motion Gt and keyframe depth estimate,
we warp the target feature map onto the keyframe camera.
A encoder-decoder network predicts the residual flow field
between the concatenated feature maps. We then apply a
single Gauss-Network step to correct the misalignment pro-
ducing the update motion G′t. Since we use shared weights,
we can apply any number of updates during inference.
transformation parameters (rx, ry, rz, tx, ty, tz) similar to
Zhou et al. [59]. This is in line with previous work and
what we refer to as the pose regression network. The output
of the pose regression network is not accurate enough for
stereo reconstruction, but provides a good starting point for
subsequent refinement.
Flow SE3: As summarized in Figure 3, The Flow-SE3
module predicts an incremental pose update. Flow-SE3
takes the following inputs: keyframe image I∗, keyframe
depth D∗, target image It, and motion estimate Gt. It out-
puts a incremental correction ∆Gt which is used to trans-
form the input motion estimate: G′t = ∆Gt ·Gt, to produce
a new refined motion estimate. Here, we describe the action
of the Flow-SE3 module on a single pair, but keep in mind
that it operates in parallel for each frame in the video.
Feature Matching: The first step is feature matching. First
each image is processed by a series of convolutional layers
to produce a dense feature maps: I∗ → F ∗, It → Ft. We
then create a synthetic rendering of Ft from the viewpoint
of the keyframe by applying Equation 5, w(p,D∗, Gt), to
compute the warped feature map F˜t.
Next, F ∗, F˜t are concatenated and sent through an
encoder-decoder network modeled after FlowNetS [5] to
predict residual 2D flow. Since we know the 2D pixel loca-
tions used to produce warped feature map F˜t, the residual
2D flow provides all the necessary information to establish
dense correspondence.
Take point p in the keyframe. Its matching point, p′ can
be found by taking the sum of the motion induced by the
transformation plus the predicted residual:
p′ = w(p,D∗, Gt) +R(p) (6)
where R(p) is the residual flow at pixel p.
Motion Update: The motion update step unrolls a single it-
eration of Perspective-n-Point (PnP) to output an incremen-
tal camera update. Given our keyframe depth D∗, we can
recover a 3D point cloud by inverse projection (Equation 3).
Equation 6 provides 2D correspondence. Together, the 3D
point cloud and 2D correspondence form the inputs to PnP.
We use lie-algebra elements ξ = (v,w) ∈ se(3) to
parameterize camera motion updates. A element ξ can be
mapped to SE3 with the exponential mapping expSE3 :
se(3) 7→ SE3 [45]. The SE3 group operator is matrix mul-
tiplication. A camera update is computed by taking the ex-
ponential of element δξ, ∆G = eδξ.
We want to find a motion update δξ∗ which corrects the
residual flow, minimizing the geometric reprojection error:
ep(δξ) = w(p,D
∗, eδξ ·Gt)− (w(p,D∗, Gt) +R(p)) (7)
Which can be modeled as a nonlinear least-squares over the
full image:
E(δξ) =
∑
p
||ep(δξ)||2 (8)
We linearize the system and apply a single Gauss-
Newton step resulting in update δξ∗. In linearizing the sys-
tem at δξ = 0, ep(δξ) = R(p).
δξ∗ = (JTJ)−1JTR, where Jp =
∂ep()
∂
|=0 (9)
Weighted Update: In practice, some image regions, such
as corners and edges, may be more useful than others. We
give the network the flexibility the model these regions by
also producing a confidence estimate W for each pixel. W
has two channels, which give the corresponding weights in
the x and y directions accordingly. For example, a vertical
line will provide a lot of information about flow in the x-
direction but not necessarily in the y-direction. We apply
the sigmoid activation function to mapW to the range [0,1].
Camera motion is computed by solving a weighted ver-
sion of the least-squares problem:
E(δξ) =
∑
p
ep(δξ)
(
W (p)x 0
0 W (p)y
)
ep(δξ)
T (10)
We impose no restrictions on W , and let the network
learn on its own to weight certain image regions.
3.3. Full System
In full, DeepV2D acts as block coordinate decent, alter-
nating the optimization of camera motion and depth. The
motion module produces the pose of each frame in the
video, which is used by the depth module to perform stere-
opsis. The updated depth is then used to further refine cam-
era motion. This leaves us with the question as to how to
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initialize the system. In our experiments section, we test
several methods for initialization, and find that even simple
methods—like initializing depth as a constant—are good
enough to bootstrap the system.
3.4. Supervision
Depth Loss: We supervise depth on the mean absolute
error between the predicted and ground truth depth over the
set of pixels with valid ground truth depths denoted V (Dgt).
Ldepth =
1
|V (Dgt)|
∑
p∈V (D)
|Dˆ(p)−Dgt(p)| (11)
We also include a small L1 smoothness term on the pix-
els where depth is missing
Lsmooth =
∑
p/∈V (Dgt)
|∂xDˆ(p)|+ |∂yDˆ(p)| (12)
giving the loss: Lstructure = Ldepth + λsLsmooth.
Motion Loss: We design a loss function which avoids
the need to consider rotation and translation independently
and instead supervises the network directly on reprojection
error. During the forward pass, our network outputs a se-
quence of pose estimates {G(1)t , ..., G(K)t } for each of the
T images. We define the loss between two poses to be the
mean huber-distance of the reprojected points with δ = 1:
d(G1, G2|D) = 1|V (D)|
∑
p∈V (D)
||e(p)||δ
where e(p) = w(p,D,G1)− w(p,D,G2)
(13)
The reprojection error is taken to be the sum of errors
between the predicted and ground truth pose over each se-
quence and image:
Lrep =
T∑
t=1
K∑
k=1
d(Gˆ
(k)
t , G
(gt)
t |Dgt) (14)
Additionally, we want the predicted residual flow to
match the motion update. We add a regularization penalty
on the residual flow following each Gauss-Newton update
by penalizing on the weighted squared error term E(δξ∗)
from Equation 10. Finally, we want to avoid the degener-
ate case where all flow weights become 0. We set Lweight
the log of the largest K weights (in our experiments we take
K=2048). The final motion loss is the combination:
Lmotion = Lrep + λEE(δξ
∗) + λwLweight (15)
4. Experiments
We test DeepV2D on NYU [42], KITTI [13], SUN3D
[55] and the RGB-D tracking benchmark [46], and com-
pare to single-view and multi-view depth estimation meth-
ods. In all our experiments, all components of the network
are trained from scratch. Our implementation is in Tensor-
Flow [1], and we train DeepV2D from scratch without using
any pretrained models. We use gradient checkpointing [3]
to reduce memory usage and increase batch size. Training
occurs in the following two stages:
Stage I: We train the Motion Module using the Lmotion loss
with RMSProp [48]. For the input depth, we use the ground
truth depth with missing values interpolated.
Stage II: In stage II, we jointly train the motion and
depth modules end-to-end on the combination of motion
and depth loss terms Lmotion + Lstructure with RMSProp.
Again, DeepV2D requires an additional depth estimate. For
each training instance, we choose between two options: (1)
use the ground truth depth or (2) use the depth predicted last
time this training instance was encountered. During training
we decay the probability of ground truth initialization.
Data Augmentation: We perform data augmentation by
adjusting brightness, gamma, and performing random scal-
ing of the image channels. We also randomly perturb the
input camera pose to the Motion Module by sampling small
perturbations from the SE3 manifold.
Timing Information: On the NYU dataset, our system op-
erates at 440ms per iteration for a 5-frame video. On KITTI,
DeepV2D runs at 400ms/iteration.
4.1. NYU
We experiment on the NYU depth dataset [42] using the
standard Eigen train/test split [7]. NYU provides a chal-
lenging benchmark to test our approach, and includes com-
plex ego-motion which span all 6 degrees of freedom.
Training: We train Stage I for 20k iterations with a batch
size of 4, and train Stage II for 120k iterations with a batch
size of 2 using the full 480x640 image resolution. We set the
number of residual iterations in the motion module to be 3.
During training, we sample a set of target frames uniformly
from the raw distribution. For each target frame, we sample
9 neighboring frames spaced approximately 0.25s apart, 4
frames before and 4 after the keyframe. At each training
iteration, we take the keyframe and randomly sample 3 of
the 9 frames. NYU does not have ground truth camera pose
data, but we are able to generate good estimates applying
RGB-D SLAM [36].
At test time, we experiment with two methods for ini-
tialization. First, we try initializing with the output of a
single-image depth network from [26]. We also experiment
with initializing with a constant depth map of 4 meters.
Results: We show some example NYU results of DeepV2D
in Figure 4. We are able to add a significant level of detail
over the baseline monocular network and often make large
corrections. Overall, DeepV2D produces accurate and de-
tailed depth reconstructions on NYU.
In Table 1 we compare DeepV2D after 4 iterations to
single-image depth estimation networks including the base-
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Lower is better Higher is better
NYUv2 rel RMSE RMSE log sc-inv δ < 1.25 δ < 1.252 δ < 1.253
Eigen et al. [7] 0.215 0.907 0.285 0.611 0.887 0.971
Eigen and Fergus [6] 0.158 0.641 0.214 0.148 0.769 0.950 0.988
Laina et al [26] 0.127 0.573 0.195 - 0.811 0.953 0.988
DORN (resnet) [10] 0.115 0.509 - - 0.828 0.965 0.992
Ours 0.110 0.502 0.163 0.105 0.883 0.981 0.994
Table 1: Comparison of DeepV2D to other depth estimation methods on NYU. We outperform existing methods, including
[26] which is used for initialization. We do particularly well on the δ and scale-invariant metrics when compared to single-
image approaches.
keyframe gt initialization 1 iteration 2 iterations
Figure 4: DeepV2D can be initialized with a single-image
depth prediction from [26] which is refined with each iter-
ation. Here we show the successive refinement with each
iteration along with the scale matched relative error. We of-
ten make large corrections to the initial depth and produce
detailed reconstructions.
views rel ↓ δ < 1.25↑ δ < 1.252↑ δ < 1.253↑
colmap [41] 7 0.404 0.549 0.700 0.775
DfUSMC [16] 7 0.448 0.487 0.697 0.814
DeMoN [49]* 2 0.159 0.776 0.933 0.979
DeMoN [49] (w/ NYU) 2 0.145 0.803 0.951 0.985
initialization - 0.125 0.843 0.963 0.992
ours 2 0.098 0.899 0.976 0.995
ours 3 0.081 0.929 0.984 0.995
ours 5 0.074 0.939 0.986 0.995
ours 8 0.072 0.942 0.987 0.996
ours (no init) 8 0.080 0.928 0.983 0.994
Table 2: We evaluate DeepV2D against classical SfM where
global scale ambiguity is resolved with median matching.
For a fair comparison to DeMoN, we use the code provided
by the authors, and train DeMoN directly on the NYU set.
We also provide results from DeMoN using the published
weights (denoted *). Additionally, we test the performance
of our system as we increase the number of views. We com-
pare favorably to classical SfM and DeMoN and see im-
proved results by increasing the number of frames.
line single-image initialization FCRN [26]. For reference,
we also include the networks from Eigen and Fergus [6],
and DORN[10] which is built using pretrained resnet back-
bone. We outperform the initialization network improving
the δ < 1.25 metric from 0.811 to 0.883. DeepV2D per-
forms particularly well on the scale-invariant metric due to
the scale ambiguity inherent in SfM.
DeMoN [49] and classical SfM and output depth only up
to a scale factor. For a direct comparison, we perform me-
dian matching as done in [59] to resolve global scale am-
biguity (Table 1), again reporting results after 4 iterations.
We gather classical SfM results with the publicly available
colmap [41] and DfUSMC [16], fixing camera intrinsics to
the calibrated values. Both colmap and DfUSMC generate
accurate and highly detailed reconstructions on many of the
test images; however, they struggle to recover low texture
scenes, producing large final errors. By using learned fea-
tures, context, and 3D priors, DeepV2D can avoid many of
these failure cases.
We also compare to DeMoN [49]. Since results reported
in [49] are not trained directly on NYU, we retrain DeMoN
on NYU using the code provided by the authors—we use
the same training examples as used to train our method. De-
MoN trained only on NYU performs better than the pub-
lished version which was trained on a combination of 5
datasets. As the results show, our method benefits from the
ability to use multiple frames. We also enforce geometric
constraints to a greater extent, resulting in a far fewer num-
ber of training iterations and better final results.
In the final row of Table 2, we see that DeepV2D can
still produce very good results without single-view initial-
ization. Ours (no init), evaluated after 10 iterations, still out-
performs [26] and DeMoN [49], although it requires more
iterations at inference time.
4.2. KITTI
The KITTI dataset[13] is captured from a moving ve-
hicle and has been widely used to evaluate depth estima-
tion and odometry. The dataset contains many dynamically
moving objects presenting a challenging scenario for multi-
view reconstruction. For evaluation, we follow the Eigen
train/test split proposed in [7].
Training: We use an input sequence of 5 images for our
network, formed by taking the two frames directly before
and after the keyframe. We generate ground truth depth by
reprojecting 3D velodyne points onto the left color camera
imgage and using an input crop of size 192x1088. We ob-
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KITTI Raw δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑ Abs Rel ↓ Sq Rel ↓ RMSE ↓ RMSE log ↓
Mean 0.593 0.776 0.878 0.403 5.530 8.709 0.403
Si
ng
le
-V
ie
w
Eigen et al. [7] Fine 0.702 0.890 0.958 0.203 1.548 6.307 0.282
Goddard et al. [15] 0.803 0.922 0.964 0.148 1.344 5.927 0.247
Goddard et al. [15] (+City Scapes) 0.861 0.949 0.976 0.114 0.898 4.935 0.206
Kuznietzov et al. † [25] 0.862 0.960 0.986 0.113 0.741 4.621 0.189
Yang et al [56] 0.888 0.958 0.980 0.097 0.734 4.442 0.187
DORN (vgg) † [10] 0.915 0.980 0.993 0.081 0.376 3.056 0.132
DORN (resnet101) † [10] 0.932 0.984 0.994 0.072 0.307 2.727 0.120
M
ul
ti DfUSMC [16] 0.617 0.796 0.874 0.346 5.984 8.879 0.454
BA-Net † [47] - - - 0.083 0.025 3.640 0.134
Ours 0.946 0.976 0.988 0.072 0.462 3.212 0.138
Ours (+GPS motion) 0.943 0.976 0.988 0.073 0.496 3.249 0.139
Table 3: Evaluation of our proposed approach on the KITTI Raw Dataset (cap 80m). Methods which use additional data or
pretrain models are denoted with †. We outperform BA-Net on relative error (abs rel) and RMSE, and we are comparable
with DORN, the state-of-the-art single-view network. We also test our model using motion from the GPS sensor (+GPS
motion) and see a small degradation in performance, indicating that our motion module learns to correct some of the noise in
the GPS poses.
Figure 5: Visualization of our estimated depth maps on
KITTI. Overall, DeepV2D produces sharp and accurate
depth estimates, and can accuratly recover thin structures
such as poles and trees. More examples are provided in the
supplementatry material.
tain ground truth camera motion from gps/imu sensor files.
Stage I is trained for 12k iterations with a batch size of
6, and Stage II for 120k iterations with a batch size of 3.
We again set the number of residual iterations in the motion
module to be 3. At test time we bootstrap reconstruction
by initializing camera motion to be the identity matrix. Be-
cause of the temporal information in the KITTI sequences
since the car is always moving forwards, we perform view
concatenation instead of view pooling in the Depth Module.
Results: Qualitative results are shown in Table 3. God-
dard et al. [15] and Yang et al. [56] train single-view depth
networks supervised on photo-consistency between stereo
pairs. Kuznietzov et al. [25] combines photo-consistency
with velodyne data. DORN [10] is a single-view network
initialized with a pretrained resnet model.
We also compare to BA-Net [47] using the results re-
ported in their paper. We outperform BA-Net on relative
error (abs rel) by 13% and RMSE by 13% despite BA-Net
using a pretrain residual network. BA-Net outperforms us
on log RMSE by 3%, and reports exceptionally low error on
the Sq Rel metric. We outperform classical baselines and all
methods not using pretrained models, and all existing meth-
ods on the outlier robust δ < 1.25 metric.
In Figure 5 we provide some visualizations of DeepV2D
depth predictions. We are able to reconstruct a significant
level of detail, including thin structures such as poles and
trees.
4.3. SUN3D
We compare our method to DeepTAM [55] on SUN3D
[55]. DeepTAM doesn’t evaluate depth from their full sys-
tem, so we follow their setup where they evaluate stereopsis
in isolation using the psuedo ground truth camera pose as
input. For DeMon, SGM, and DTAM we report the results
as provided by [58]. As shown in Table 4, we outperform
classical mapping systems like Semi-Global mapping [18]
and DTAM [37]. While DeepTAM uses 3 networks includ-
ing a single-image refinement network, we use a single net-
work without single-view post-processing.
L1-inv L1-rel sc-inv
DTAM 0.210 0.423 0.374
SGM 0.197 0.412 0.340
DeMoN - - 0.146
DeepTAM 0.064 0.111 0.130
Ours 0.047 0.089 0.102
Table 4: Depth estimation on SUN3D. We outperform clas-
sical mapping systems like SGM and DTAM, and learning
based methods such as DeMoN and DeepTAM.
4.4. RGB-D Tracking
We test the tracking and generalization performance of
our motion module on the RGB-D tracking benchmark [46].
We train using only the NYU set for a total of 80k itera-
tions with a batch size of 16. We use image timestamps
for keyframe selection, and create a new keyframe every
0.1 seconds. A challenging aspect of the RGB-D Tracking
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dataset is gaps in some of the validation sequences, where
the video skips for around 1 second. This is particularly
hard for our method which is designed for small baselines.
During inference, if we encounter a gap of more than 0.3
seconds, we reset tracking. We incur a large performance
cost in doing so, but avoid divergence in the optimization
problem which would lead to larger errors.
DeepV2D does not use any optical flow supervision. We
outperform DeepTAM also trained without optical flow, and
perform the same or better than the full version of Deep-
TAM on 3 of the 7 sequences. Furthermore, DeepTAM is
trained on a combination of 3 datasets, including the MVS
dataset which is not publicly available. We achieve compet-
itive results using only a single dataset.
rmse [m/s] DVO [24] DeepTAM [58] [58] (w/o flow) Ours
360 0.125 0.054 0.069 0.071
desk 0.037 0.027 0.042 0.046
desk2 0.020 0.017 0.025 0.020
plant 0.062 0.057 0.063 0.065
room 0.042 0.039 0.051 0.033
rpy 0.082 0.065 0.070 0.055
xyz 0.051 0.019 0.030 0.019
Mean 0.060 0.040 0.050 0.044
Table 5: Tracking results in the RGB-D benchmark. We
achieve lower rmse than DeepTAM[58] trained using the
same level of supervision as our method, and we also out-
perform RGB-D DVO SLAM [24].
5. Conclusion
We propose DeepV2D, a deep learning architecture
which is built by composing classical geometric algorithms
into a fully differentiable pipeline. DeepV2D is flexible and
performs well across a variety of tasks and datasets.
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6. Appendix:
conv7x7 (32)
conv7x7 (64) stride 2
conv5x5 (64)
conv5x5 (128) stride 2
conv3x3 (128)
conv3x3 (256) stride 2
conv3x3 (256)
conv3x3 (512) stride 2
conv3x3 (512)
transposed conv3x3 (256)
conv3x3 (256)
transposed conv3x3 (128)
conv3x3 (64)
transposed conv3x3 (64)
conv3x3 (32)
transposed conv3x3 (32)
conv3x3 (32)
transposed conv3x3 (32)
conv3x3 (2) conv3x3 (2)
conv7x7 (32)
ResConv (32)
ResConv (32)
ResConv (64) stride 2
ResConv (64)
ResConv (64)
ResConv (64)
Conv1x1 (64)
Residual Flow Weights
Encoder Residual Flow
Figure 6: Motion Module Architecture: The Encoder(left) extracts a dense 1/4 resolution feature map for each of the input
images. The Residual Flow Network (right) takes in a pair of feature maps and estimates the residual flow and corresponding
weights. This residual flow is estimated with an encoder-decoder network, with skip connections formed by concatenating
feature maps. Numbers in parenthesis correspond to the number of output channels for each layer.
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Figure 7: Depth Module Architecture: The 2D encoder (top) is applied to each image in the video sequence. The 2D Encoder
consists of a series of residual convolutions and 2 Hourglass Networks. The hourglass networks process the incoming features
maps as multiple scales. The hourglass network is defined recursively (i.e. HG(n) contains lower resolution hourglass HG(n-
1)). We use 4 nested hourglass modules with feature dimension 64-128-192-256. The resulting feature maps from the 2D
encoder are used to construct the cost volumes. The 3D matching network (bottom) takes a collection of cost volumes as
input. After a 1x1x1 convolutional layer and a 3x3x3 residual convolution, we perform view pooling, which aggregates
information over all the frames in the video. The aggregated volume is then processed by a series of 3D hourglass networks,
each of which outputs an intermediate depth estimate. The 3D hourglass networks are the same as the 2D versions, but 3x3
convolutions are replaced with 3x3x3 convolutions. The widths of the 3D hourglass is 32-80-128-176.
0 1 2 3 4 5 6 7 8 9num iterations
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0.8
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<
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25
constant init
fcrn init
single image (fcrn)
(a) Convergence of DeepV2D at inference: We plot the performance
on the scale-matched δ < 1.25 metric on the NYU dataset as a func-
tion of the number of depth module/motion module iterations. We test
two forms of initialization: in “constant init”, we intialize the system
with a constant depth of 4.0m. In “fcrn init”, we use a single image
depth network [26] for initialization. Both “constant init” and “fcrn
init” outperform single-image depth and achieve good final accuracy;
however, using the depth from a single-image network results in faster
overall convergence.
(b) Visualization of the learned Flow-SE3 weights overlayed as a
heatmap. Without any direct supervision, the network learns to
weight edges and other salient image regions. The network places
high x-direction weights on vertical edges (left) and high y-direction
weights on horizontal lines (right).
11
Image GT-Depth Laina et al. [26] DeMoN [49] Ours
Figure 9: Additional results on the NYU depth dataset [42] using 7-frame video clips. We show results compared with Laina
et al. [26] and DeMoN [49].
Figure 10: Additional results on the KITTI dataset [13] using 5-frame video clips.
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