Friend and point-of-interest (POI) recommendation are two primary individual services in location-based social networks (LBSNs). Major social platforms such as Foursquare and Instagram are all capable of recommending friends or POIs to individuals. However, most of these social websites make recommendations only based on similarity, popularity, or geographical influence; social trust among individuals has not been considered in those recommendation system. Recently, trust relationship has been proved to be helpful in collaborative recommendation. In this paper, we first propose algorithm to identify trust clusters and then give a trust prediction method based on these trust clusters. Then we combine the trust value and similarity among individuals to recommend friends to the target user. As for the POI recommendation, we devise a hybrid framework that integrates user preference, geographical influence, and trust relationship to improve the recommendation quality. In order to validate the effectiveness and efficiency of our methods, a series of experiments on two real social networks Foursquare and Instagram are conducted. The experiment results show that the trust cluster-based recommendation approach outperforms the baseline recommendation approaches in precision and recall.
Introduction
In recent years, social networks have become popular and widespread. There are various of social networks such as location-based social network, mobile social network, vehicular social network, and social sensor cloud system [1] [2] [3] [4] [5] . Location-based social networks (LBSNs) are a kind of social networks which include geographical information into shared contents. Many research problems emerge in LBSNs such as information propagation [6] [7] [8] [9] , privacy, and security [10] [11] [12] [13] [14] . Among them, friends and POI recommendation aiming at helping users make friends and find new places are two important services in LBSNs that have attracted a lot of attentions recently [15] [16] [17] [18] .
However, most of the recommendation methods are based on similarity, popularity, or geographical influence *Correspondence: zhujinghua@hlju.edu.cn † Jinghua Zhu and Jinbao Li contributed equally to this work 1 School of Computer Science and Technology, Heilongjiang University XueFu Road, Harbin 150001, China Full list of author information is available at the end of the article which are intuitive but consider few of the social trust. Actually, trust relationship has now been proved to be helpful for friends and location recommendation. Collaborative filtering (CF)-based methods use the similarity obtained from the user-location matrix to make recommendations. The basic idea is that user preferences can be inferred according to users who have similar check-in records. But this kind of similarity only reflects the activity similarity among users, not the interest similarity. For example, user A is a tourist and user B is a cook; they both uploaded photos at the same restaurant. The tag of the photo uploaded by A is "travel" and the tag of photo uploaded by B is "food material". The traditional methods may recommend B to A because they checked in at the same location, but indeed their activities reflected from the photos are different. As for the POI recommendation, a user has higher probability to visit the places recommended by the people he trusts, other than the places recommended by the strangers. It is not necessary for the trusted users to have similar check-in records as the target user. Thus, in addition to check-in similarity, social trust plays a key role in friends' and POI recommendation. Many trust-based recommendation methods not only can improve the performance of the recommendation but also can guarantee robustness and solve data sparsity and cold start problem. Figure 1 is an example of LBSNs, showing the checkin activities as well the trust relationships among users. Three different categories of relationships exist in LBSNs: user check-in activities denoted by the directed links from users to locations; trust and distrust relationships among users denoted by directed links from users to users; and geographical links among locations. As can be seen from Fig. 1 , u 1 has checked in at l 1 , l 2 and l 3 ; l 2 has been visited by u 1 and u 2 ; u 1 trusts in u 3 ; and u 3 trusts in u 4 . Both u 1 and u 4 distrust in u 2 .
We can obtain trust relationship either explicitly from users or implicitly deduce them from users' activities such as follow, review, and rating. Trust predication is the key problem in trust-based recommendation system. Jaccard coefficient or its variants which belongs to memory-based methods are the most popular trust measurement. Modelbased approaches utilize both trust and rating by matrix factorization. Data sparsity is the inherent problem of large-scale trust network, and the cost of trust predication via matrix factorization is very high. We present approach to compute trust value by finding co-clusters between trusters and trustees. Co-clusters are groups of both trusters and trustees with similar patterns. Users can trust several user groups and also can be trusted by several user groups according to his social community characteristics. Then, we present FRTC (Friend Recommendation Based on Trust Cluster) algorithm and TSG algorithm for friend and POI recommendation respectively. TSG is a hybrid recommendation algorithm that combines the social trust, user preference similarity, and geographical influence. To validate the proposed method, several series of experiments on two real LBSN dataset (Foursquare and Instagram) are conducted. The experiments results show that trust relation is helpful for friend and location recommendation; the presented hybrid location recommendation method is considerably significant. Due to that the computation complexity is very low, the algorithms presented in this paper are scalable to the large-scale network.
The remainder of this paper is organized as follows. Section 2 reviews the related work on friend and location recommendation in LBSN. In Section 3, we first introduce the trust co-clustering approach and then introduce the friend recommendation algorithm FRTC by utilizing trust co-clusters. The hybrid POI recommendation algorithm TSG is proposed in Section 4. Several series of experiments are conducted in Section 5 to evaluate the performance of our methods. We give conclusion and future work in Section 6.
Related work

Friend recommendation
The simple way of friend recommendation is according to the number of common friends among users [19] . However, this kind of social graph-based friend recommendation methods may not be appropriate to reflect a user preference in real life. Another way of friend recommendation is depending on similar user preferences. Zhang and Xu [15] designed a friend recommendation framework which can characterize user interest in context and content, as well as combining domain knowledge to improve recommending quality. Lam and Riedl [16] calculated the similarity between users by means of mining users' latent features and proposed a random walking model to get friend recommendation. Guo et al. [17] proposed a sematic-based friend recommendation method to mine friends based on lifestyles instead of social activities. However, the recommendation quality is undesirable because of lack of description of semantic information about user activity preferences. Social trust has now been considered useful in collaborative recommendation. Guo et al. [18] proposed to recommend friends by considering multiple factors such as user semantic, activity preferences, and social trust. Jamali and Ester [20] designed a light-weighted privacypreserving friend recommendation scheme by utilizing both social attribute and trust relationship to establish a multi-hop trust chain between strangers. Due to that the number of explicit trust relationship is very small, the trust relation data is usually very sparse.
In this work, we propose to use co-clustering technique for trust value prediction when recommending friends. Co-clustering approaches have been used in the collaborative filtering process. However, most of the research focus on product recommendation [21, 22] or community detection [23] ; we are interested in friend recommendation according to trust value prediction with co-clusters.
POI recommendation
Collaborative filtering (CF) is the most popular recommendation technique, Zhang and Xu [15] used the corating-based similarity measurement for predicting ratings of unknown locations. Social influence can also be used for POI recommendation. Wang et al. [24] proposed a trust-based probabilistic recommendation model for social networks. A matrix factorization model was proposed for recommendation which considered trust and distrust relation to improve the recommendation accuracy [25] . Ye et al. [26] designed a power law distribution model to describe geographical influence on user check-in behaviors, and improved the POI recommendation quality by including geographical influence into CF method. Lian et al. [27] proposed a combinative recommendation framework which integrates the users' physical check-in characters and social influence into the recommendation model. In addition to check-in activities, context information can also be used to improve the recommendation quality [28] . Gao et al. [29] studied the content information such as user preferences, location characteristics, and emotion distinctions in POI recommendation system. Lee and Ma [30] exploit distrust information and investigate their propagation effects. They combine the k-nearest neighbors and the matrix factorization methods to maximize the advantages of both rating and trust information.
In the above work, the social trust is derived directly or indirectly from the trust network; however, the trust network is usually very sparse. We first deal with friend recommendation problem by using co-clustering approach and then propose a hybrid POI recommendation method by incorporating trust, geographical influence, and user preference.
Social trust-based friend recommendation method
In this section, we present our trust co-clustering-based friend recommendation algorithm for LBSN.
Trust network and matrix
Given trust matrix T, the rows correspond to trusters and the columns correspond to trustees. If the (i,j)th element of T takes on the value t ij = 1, this indicates that user i trusts user j and user j is trusted by user i. t ij = 0 indicates that user i might trust user j or user j might be trusted by user i. Our objective is to recommend friends that the target user is likely to trust. Example: The trust network is shown in Fig. 2 (The left is the explicit trust and the right is the implicit trust; the solid line indicates the direct trust; the dotted line represents the 2-hop indirect trust). The trust matrix T can be derived from the trust network. 
In order to solve the matrix sparsity, we assume that the vertices in the path whose path length does not exceed two are the follow users of the starting vertex in the transit path of the user relationship. For example, in the left part of Fig. 2 one of the paths starting from A is A-C-D-E, which indicates that A trust D and E indirectly. Due to that the path length from A to E is beyond two, E does not serve as the following user of A. We can see from the right part of Fig. 2 that there is no dotted line from A to E. We obtain the implicit trust through the transitive closure of the trust matrix. The implicit trust matrix is as the following:
The goal of trust co-clustering is to divide the matrix T' into several clusters. Both the trusters and the trustees can belong to multiple clusters. There is at least one truster and one trustee in one cluster. We will introduce the specific co-clustering method in the following subsection.
Trust co-clustering algorithm
We choose fuzzy c-means (FCM) as the trust coclustering algorithm. FCM is a widely used clustering algorithm which uses membership to determine the degree of user affiliation with each cluster. The result of the clustering of trust network is represented by affiliation matrix of users and clusters A n×c ; the value of A ij ∈ [ 0, 1] denotes the probability that user i belongs to cluster j. The goal of FCM is to minimize the following cost function J:
In the above equation, A ij represents the probability that user i belongs to cluster j. c j is the center of the jth cluster. p is a free parameter that controls the degree of mixing of different clusters. When p = 0, each user belongs to only one cluster; when p > 0, each user is allowed to belong to multiple clusters. Here we set p = 2. d x i , c j is the Euclidean distance from the cluster center of the ith user to the jth cluster. We divide the user relationship matrix R into c fuzzy clusters and find the cluster center of each cluster to minimize the global cost function.
In the initialization step of FCM, the affiliation matrix is initialized with random numbers between (0,1). The sum of the affiliation of each user to all clusters is one. The necessary condition for minimizing the global cost function is as the following:
FCM algorithm generates trust clusters in a way of iterative process. The performance of FCM depends on the initial cluster center, so we run FCM multiple times. Each time, a different cluster center is selected to initialize the algorithm. The algorithm stops when the change of cost function J from the previous iteration is less than the threshold q. The trust aggregation result is shown in Fig. 3 As can be seen, u1 ∼ u3 belong to the same trust cluster. u3 ∼ u6 belong to another trust cluster. One user can belong to multiple clusters, for example, u3 belongs to two different trust clusters in Fig. 3 . u7 does not belong to any cluster.
The main steps of the FCM algorithm are shown in the Algorithm 1.
The input parameter T of FCM is trust matrix; q is the threshold to control the iteration times. c is the number of co-clusters. A is the affiliation matrix. Lines 1-2 initialize the iteration time and affiliation matrix. Lines 4-13 generate trust clusters in a way of iterative process. In for j = 1 to c do 5: Compute the center of the jth cluster c t j according to (4) 6: end for 7: for i = 1 to n do 8: for j = 1 to c do 9: Compute Euclidean distance d(x i , c t j ) and A t ij according to (5) 10:
end for 11: end for 12: Compute cost function J t according to (3) 13:
the iterative process, we first compute the cluster center for every cluster and then compute the distance and the affiliation value to each cluster for each user. Finally,we compute the cost function J and the cost change from the previous iteration. The algorithm stops when the cost change less than threshold q.
The time cost of FCM not only depends on the number of samples n and the number of co-clusters c, but also depends on the threshold q. The time cost of lines 4-6 is O(c); the cost of lines 7-10 is O(cn); suppose that the iteration time is m, so the total time cost of FCM is O(mcn).
Trust value prediction
A ij represents the affiliation degree of user x i and c j , and p is a free parameter that controls the degree of mixing of different clusters. When p = 0, user only belongs to one cluster; when p > 0, user is allowed to belong to multiple clusters. d(x i , c j ) is the Euclidean distance between the user x i to cluster c j . We divide the trust matrix T n×n into c fuzzy clusters and find the clustering center of each cluster to minimize the global cost function.
Assume that we have K trust co-clusters generated by the clustering algorithm. Two K-dimensional co-cluster affiliation vectors f u and f v are used to denote the affiliation of truster u and trustee v with co-cluster. The entry values of the vectors are constrained to be nonnegative. 
Thus, we have the following model:
We find the most likely factors f u and f v to matrix T by maximizing the likelihood to fit the model parameters.
We use single-step projected gradient descent with backtracking search method to solve the above likelihood approximately. f u and f v are iteratively updated until convergence.
Take Fig. 3 as an example, if we want to predict the trust value from u3 to u5, because there are two trust clusters in the network; the affiliation vectors are f3 and f5. After iterative updating, we get f3 = [0.85,0.15] and f5 = [0.77,0.23]. Then, the trust value t 35 = 0.49 can be computed according to formula (6) as shown in Fig. 4 
Distrust value prediction
The trust model that integrates distrust is an effective way to deal with user's dishonesty and malicious attacks, so we consider distrust relationship among users in our trust model. Measuring distrust propagation involves the evaluation of both trust and distrust links. For example, in order to propagate distrust from user u to user v, we first select the qualified paths and then adopt the Jaccard coefficient to calculate the distrust value of each link as below:
In the above equation, the first term represents the distrust aggregation over all paths that a distrust link followed by a trust link, and the second term represents the trust over all paths that a trust link followed by a trust link. O(u), O(u − , O(u + denote the sets of direct neighbors, trust neighbors, and distrust neighbors of user u, respectively. I x + is the set of users who trust user x. The function min in the first term provides the minimal value on the links of user u to his distrusted neighbors, and the function max in the second term provides the maximal value meaning to the highest trust relationship. Thus, a negative t − u,v enables a distrust propagation from u to v. The final trust value t uv from user u to user v is the difference of the trust value t + u,v based on co-clusters and the distrust value t − u,v based on Jaccard coefficient:
Friend recommendation
Friend recommendation algorithm mainly consists of the computation of user check-in similarity and user trust value. Due to the fact that user check-in history can reflect user preference, our friend algorithm first builds the usercheckin matrix; the matrix value of v ij represents the times that user i has checked in at location j.
We compute the cosine similarity s uv between u and v:
We can rank the candidate users by combining the trust value and similarity weight in a linear combination way:
In the above equation, λ is a number between zero and one which is used to adjust the weight of trust relation and similarity for friend recommendation. In our experiments, we vary the value of λ to verify the effect of trust relation for friend recommendation. The larger λ indicates that the trust relation has an important role in the friend recommendation; the smaller λ indicates that the similarity has an important role in recommendation. We set the value of λ to be 0.5 which implies that both trust relation and similarity has the same influence in friend recommendation. The main steps of the friends recommendation algorithm is shown in the Algorithm 2.
Algorithm 2 FRTC(u)
1: Generate trust clusters using FCM algorithm. 2: for all v! = u do 3: Compute trust value t u,v from u to v 4: Compute similarity s u,v between u and v 5: Compute the rank value r u,v of the candidate friends 6: end for 7: return top-k users as friends to user u.
Hybrid POI recommendation method
Similarity-based recommendation
As we know that users who are similar usually have common location interests, thus traditional CF techniques make POI recommendation by inferring the potential location interests of the target user according to his similar users' interests. We use U and L to denote user set and POI set; c i,j presents the check-in of user u i ∈ U at POI l j ∈ L. c i,j = 1 means that u i has checked in at l j ; otherwise, we have no record of u i at l j . We can utilize the similar users check-in records to infer the target user's location preference. The check-in probability of how likely the user would visit an unvisited location is denoted as c i,j :
here s i,k represents similarity between user i and k.
Geographical influence-based POI recommendation
Usually, near things have closer relations than distant things. On the one hand, people would like to go to nearby locations around their living and work places. On the other hand, it is very possible that people will visit the nearby locations of their interested locations, even if they are far away from them. We use the naive Bayesian model to infer the probability that people will visit a POI under the geographical influence. Given user u i and his POI set L i , the probability of u i check-in at locations in L i is decided by the pair-wise distances of POI in L i as follows: 
Here, d (l m , l n ) represents the Euclidean distance between l m and l n whose probability is independent and follows power law distribution. Given the candidate POI l j , the target user u i and the target user's visited POI set L i ; the probability for u i to visit l j can be computed as the following:
Trust-based POI recommendation
Trust-aware POI recommendation methods have been proved to be able to improve recommendation accuracy, provide robustness for attack, and solve the sparsity and cold start problem. Under the influence of trust, the likelihood of user u i visiting l j can be computed as the following:
F i is the trust friends set of user i which can be obtained by the friend recommendation method presented in this paper, t i,k represents the trust value from user i to user k, and c k,j represents the check-in probability of user k at location j.
Hybird POI recommendation
In this section, we integrate the user similarity, geographic influence, and trust influence into a hybrid POI recommendation system. S i,j is the check-in probability of user i at location j, and we use S s i,j , S g i,j and S t i,j to represent the check-in probability of user i at location j based on user similarity, geographical influence, and trust respectively. Then we combine these three probabilities in a linear way:
Here, α and β (0 ≤ α + β ≤ 1) are weighting parameters which adjust the relative importance of three different influence factors. α = 1 means that check-in probability mainly depends on geographical influence; β = 1 indicates that probability depends on trust influence.
Check-in probability: In order to estimate the check-in probability S i,j , we first compute the check-in probability S s i,j , S g i,j , and S t i,j , respectively. Accordingly, we compute the check-in probability p s i,j , p g i,j and p t i,j to obtain S s i,j , S g i,j , and S t i,j . According to the Eq. (13), we have:
Similarly, according to Eq. (15), we have:
Based on the relationship of trust and distrust and the effect of its propagation, we have:
Finally, the corresponding scores can be computed as the following:
, where
According to the hybrid framework above, the specific steps for generating the recommendation are as follows:
Algorithm 3 Hybrid POI Recommendation (TSG) 1: Compute the check-in probability p s i,j based on user similarity according to (19) . 2: Compute the check-in probability p g i,j based on geographical influence according to (20) . 3: Compute the check-in probability p t i,j based on trust influence according to (21) . 4 : Linear combine the above three check-in probabilities according to (18) . 5: Rank the candidate POIs according to the final checkin probability. 6: Recommend the top-k POIs to users.
Experiments
In order to reveal the effectiveness of the proposed friend and POI recommendation methods, extensive experiments are designed and conducted to evaluate the performance of the proposed recommendation methods by comparing them with several state-of-the-art recommendation techniques.
Datasets: This paper uses two representative LBSNs Foursquare and Gowalla's datasets to conduct the experiment. The user profile, check-in activities, trust relation, and POI information are all included in the dataset. To reduce the sparsity of data, experiments were conducted on the data of two popular cities, New York and Austin. In addition, the user with less than 10 check-in records and fewer than 5 friends and the POI with less than 5 check-in records were not used in experiments. After processing the dataset, Foursquare's dataset includes 9800 users, 4626 POIs , and 45711 check-in records. Gowalla's dataset includes 3112 users, 3298 POIs , and 27149 checkin records. Eighty percent data are randomly chosen as the training set, the remaining 20% as test data.
Performance metrics: The friend and POI recommendation algorithms aim to recommend a list of friends and POIs to the target user. We evaluate the performance of our friend recommendation algorithm by comparing it with the existing friend recommendation method. In the POI recommendation algorithm, we calculate the probability of the target user check-in each candidate position, and the POI with the highest score is recommended to the target user. Recall ratio and precision ratio are used to evaluate the friend recommendation quality.
U uT@friend (22) where U uT@friend are the real friends of the target user in LBSN.
We use the same performance metrics to evaluate POI recommendation methods. How many POIs previously marked off in the preprocessing step recovered in the returned POI recommendations is meaningful to in our evaluation.
where POI recovered are the recovered POIs and POI recommend are the recommend POIs. Precision@N represents the ratio of recovered POIs to the N recommended POIs, and Recall@N represents the ratio of recovered POIs to the set of POIs deleted in preprocessing. We test the performance when N=5, 10, 20 with 5 as the default value. Baseline Algorithms: As for friend recommendation, we evaluated the recommendation performance of our social trust co-cluster-based algorithm (FRTC) by comparing it with the other three baseline friend recommendation algorithms:
(1) Common Friend Recommendation algorithm (CFR) [31] recommends friends to the target user according to the number of common friends.
(2) Preference Similarity Recommendation algorithm (PSR) [32] recommends friends according to user preference similarity.
(3) Friend Recommend based on Preference Coverage (FRPC) algorithm [33] focuses on information coverage of user's preference demands.
In our hybrid POI recommendation algorithm, we consider trust relationship (T), user similarity (S), and geographical influence from POIs (G), so our algorithm is denoted as TSG. In TSG algorithm, we set 0 ≤ α + β ≤ 1. We run TSG algorithm on Foursquare dataset several rounds with different value of α and β and find that the recommendation quality is the best when α = 0.1, β = 0.2. And we also compare the performance of TSG with the following existing algorithms.
(1) User-based (U): the traditional CF recommendation algorithm based on user similarity [15] . This is a special case of USG; α and β are set to be zero. That means only user preference similarity is considered for POI recommendation.
(2) Geographic Distance (GD): a special case of USG where α = 1 and β = 0. GD considers the importance of geographical influence in the user's choice of POI [27] . GD recommends POI according to the distance factor.
(3) User Similarity and Social trust (USG): algorithm that considers user similarity and trust [30] where 0 < α < 1 and β = 0.
Figure 6a-d show the recommendation precision and recall ratio of the four algorithms. Fig. 6a and b show the recommendation precision and recall on Foursquare dataset; Fig. 6c and d show the precision and recall on Gowalla dataset.
Results and discussion
We compare our Friend Recommend based on Trust Cluster (FRTC) algorithm with the above algorithms in Foursquare and Gowalla. We randomly select 200 users in the LBSNs as the target users. In Fig. 5 (a)-(d) , our algorithm FRTC has the significant advantage in recommendation precision and recall compared with CFR, PSR, and FRPC. The x-axis represents the number of recommended friends and the y-axis represents the precision and recall respectively. CFR makes recommendation by utilizing network topology, PSR and FRPC consider the preference coverage, and none of them utilize the trust relationship among users. Our FRTC algorithm first computes the trust co-clusters of users and then predicts the trust values among users according to these trust coclusters. Finally, FRTC combines the trust value and user similarity to recommend top-k users to the target user. As can be seen from Fig. 5 , the recommendation quality of FRTC is better than the other three algorithms.
We evaluate the POI recommendation performance of our TSG algorithm and compare with the existing three algorithms. As can be seen in Fig. 6 , our hybrid recommendation algorithm TSG can get a better performance than the other three algorithms on both of the two datasets. And as N increases, the accuracy of all algorithms decreases and the recall of all algorithms increases. However, TSG algorithm proposed in this paper always shows the best recommendation quality. This verifies that trust relationship can improve the accuracy and reliability of the recommendation.
In Fig. 7 , we compare the performance of algorithms which consider trust and distrust. TSG only considers trust relationship, and TSG-all considers both trust and distrust relationship at the same time. From Fig. 7 , we can see that TSG-all has better accuracy and recall compared with TSG. This implies that distrust can improve recommendation quality. Therefore, more potential user information such as distrust can be mined to improve recommendation accuracy. Figure 8 compares the running time of the proposed hybrid algorithm with the other recommendation algorithm. As can be seen from Fig. 8 , TSG algorithm with trust relationship spends much more time than the traditional recommendation algorithm with single factor in both datasets. It is because that the hybrid recommendation needs to calculate the probability according to similarity, geographic influence, and trust relationship and linearly combines them to obtain the final recommendation result. However, the three recommendation systems are relatively independent and can run in parallel, so the increase in time overhead is not very large.
Conclusion and future work
This paper studies friend and POI recommendation problem in location-based social networks. Most of the existing recommendation methods do not consider trust relationship among users, and thus, they cannot obtain high-quality recommendation result. In order to improve the recommendation quality as well as time efficiency, in this paper, we study how to utilize trust relationship for friend and POI recommendation. First, we introduce trust co-cluster concept and exploit FCM algorithm to generate trust clusters among users. Then, we predicate the trust values among users in an iterative way. We combine the trust value and similarity among users to recommend friends to the target user. Finally, as for the POI recommendation, we present a hybrid approach that integrates social trust, preference, and geographical influence into the recommendation system. In order to evaluate the performance of our trust-based recommendation method, experiments are conducted on real LBSNs datasets. The experiment results show that compared with the existing friend and POI recommendation algorithms, our trust co-cluster-based friend recommendation algorithm and hybrid POI recommendation algorithm are more accurate and time efficient.
As for the future work, we plan to incorporate more semantic information into the clustering process to further improve the quality of friend and location recommendations. We will also consider the privacy protection problem in the friend and POI recommendation process. 
