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RÉSUMÉ
La maintenance des programmes orientés objets est difficile car elle dépend de
la compréhension du programme par les mainteneurs. Nous cherchons à faciliter
la compréhension des programmes par la visualisation des donuées statiques et
dynamiclues. Nous utilisons une représentation graphique sous forme de matrices
cI’adjacence qui permet de visualiser les relations statiques et dynamiques entre
les classes de grands programmes. Nous lions les données dynamiques avec des
données statiques pour aider les mainteneurs à comprendre les relations entre les
classes, à avoir une vue architecturale du système tout au long des investigations
des mainteneurs, à identifier les fonctionnalités des programmes et à détecter les
traitements répétitifs en vue d’avoir des abstractions de plus haut niveau.
Nous avons conçu un système, DRAM (D/namic Relational Adjacency Ma
trix), qui utilise l’analyse dynamique pour générer des traces tics programmes,
nous l’enrichissons avec l’analyse statique puis développons différents algorithmes
de conversion des données sous fonïie de matrices cl’acljaccnce t groupement par
classes et/ou méthodes, recherche tic fonctionnalités du programme. Enfin, nous
expérimentons notre approche sur JUnit, .JHotdraw pour montrer l’intérêt et les
limites de notre approche.
Mots—clés : Analyses dynamiques, analyses statiques, matrices d’adjacences,
fonctionnalités cm programme, regroupement par classes/méthocÏes
ABSTRACT
The maintenance of the oriented object programs is clifficult because it clepends
on the comprehension of the program by maintainers. We want to ease the coin
prehension of programs by the visualization of static and dynamic data. We use
a graphie representation in the form of acljacency matrices to visualize the static
and clynamic relations among classes of large programs. We link dynamic data with
static data to help maintainers to understand the relations among classes, to have a
architectural view of programs throughout the rnaintainers’ investigations, to iden
tify the functionalities of the programs, and to detect the repetitive treatments to
obtain an higher abstraction levels.
We conceive a system, DRAM (Dynamic Relational Adjacency Matrix), which
uses dynamic analysis to generate traces cf a program, we enrich this witb the static
analysis, then clevelop various algorithms cf conversion cf the data hi the forni cf
adjacency matrix : grouping hy classes and/cr methods, search for functionalities
cf the program. Finally, we experiment our approach on JUnit, JHotdraw to show
its interest anci its limits.
Keywords t Dynainic analysis, static analysis, acljacency matrix, functionali
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CHAPITRE 1
INTRODUCTION
Les systèmes logiciels sont de plus en plus grands et complexes. La mainte
nance de ces systèmes a un coût élevé [Antoniol et Guéhéneuc, 2005] à cause de
la difficulté à comprendre le code, les fonctionnalités des programmes ou à retrou
ver l’architecture tics systèmes. Les mainteneurs, qui sont souvent peu familiers
avec les programmes qu’ils doivent maintenir, font face à des difficultés pour la
compréhension tics structures et des relations dynamiques clui existent pendant
l’exécution des programmes [Pauw et ct.. 1993] L’icÏentiflcation tics choix réalisés
lors de la conception et de l’implémentation tIcs programmes en vue (le corriger des
bogues, d’ajouter de nouvelles fonctio;malités ou d’améliorer la réutilisabilité reste
comphciuée.
Soloway et ai. [Soloway et aÏ., 1988] caractérisent les activités (le compréhension
tics logiciels comme des épisodes d’enquête, pendant lesquels un inainteneur lit le
code source d’un programme, pose une question sur ce cotie, conjecture une réponse
et recherche clans le code et la documentation la confirmation de sa conjecture.
Cependant, Johnson et Erclem [Johnsoii et Erdeni. 1995] expliquent que “la
recherche dans la compréhension de logiciel est sujette à erreur un mainteneur ne
sait pas toujours où chercher l’hïformation pour soutenir ses conjectures” En plus,
la documentation existante n’est souvent plus à jour et l’architecture originale du
‘Search in software understaiiding is verv error-prolie : a maintainer cloes not aiways know
where to look for information to support their conjectures”.
2programme n’est plus disponible ou n’est plus à jour à cause ries changements faits
par d’autres mainteneurs.
Par conséquent, les outils pour aider les mainteneurs clans leur compréhen
sion du code sont devenus essentiels. Parmi ces outils, les outils de visualisation
permettent de faciliter la compréhension ries programmes qui sont à l’étude. L’affi
chage vistiel permet aux mainteneurs d’étudier les aspects multiples de problèmes
complexes. Ware [Ware, 2000] affirme qtie “la visualisation fournit une capacité rie
comprendre des cluantités énormes (le données”2 et Hard IHarel, 1992] déclare que
“l’utilisation de formalismes visuels appropriés peut avoir un effet spectaculaire sur
des ingénieurs et ries programmeurs.”.
1.1 Utilisation des outils de visualisation
Les domaines (le la visualisation scientific1ue et rie la visualisation tics pro—
grammes [Kimelman et Ngo, 1991, Nielson et ut.. 1990. Upson et ut.. 19891 ont
démontré à plusieurs reprises que la manière la plus efficace rie présenter de grands
volumes de données aux utilisateurs est le morte visuel continu. L’affichage visuel
continu permet aux utilisateurs une assimilation rapide des informations et l’iden
tification des tendances et des anomalies.
Plusieurs définitions de la visualisation rie programmes ont été proposées dans
la littérature. Le travail rie Bassil et Kelier [Bassil, 2000] a largement couvert cet
aspect. Nous retenons trois définitions rie la visualisation rie programmes qui nous
parait recouvrir les principaux aspects rie la visualisation. La prennère est rie Do-
2 Visualization provicles an ahility to comprehend huge amounts of data”
3mingue et aï. [Domingue et aï., 1992] t “la visualisation de logiciels décrit des
systèmes qui utilisent des niéclias visuels (et autres), et ceci pour augmenter la
compréhension d’un programmeur du travail effectué par une autre personne (ou
bien par lui-même)”. La deuxième est celle de Price et aï. [Price et aï., 1993]
“la visualisation de logiciel est l’utilisation du métier de la typographie, du design
graphique, (le l’animation et de la cinématographie avec la technologie moderne
(le l’interactioii honime—machine et ceci pour faciliter la compréhension humaine
et l’utilisation pertinente rIes logiciels informatiques”. Finalement, celle présentée
par Muthukumarasamy et (le Stasko [Muthukumarasamy et Stasko, 1995] est la
suivante t “la visualisation de logiciel est l’utilisation ries techniques de la visuali
sation et. de l’animation pour aider les personnes à comprendre les caractéristiques
et les exécutions de programmes informatiques.”
En conclusion, la visualisation d’un prograrnnle facilite la capacité de former
une image mentale du progranmie visualisé et d’avoir une représentation plus lisible
et facile à comprendre. Cette représentation permet une meilleure compréhension
des programmes et une assimilation rapide et aisée (les différentes fonctionnalités
des programmes.
La visualisation rIes logiciels se divise en deux catégories [Stasko et aï., 1998]
la visualisation (les programmes : c’est la visualisation du code du progranmle
ou de ses structures de clomiées sous une forme statique ou dlvnamidiue. par
exemple l’utilisation d’Echpse permet entre autres d afficher les structures et
les hierarchies des classes
— la visualisation (les algorithmes t c’est la visualisation (les abstractions (le haut
niveau qui décrivent, le ]ogiciel. Un bon exemple est l’animation d’algorithme,
4qui est la visualisation dynamique d’un algorithme et de son exécution. Ceci
a été principalement fait pour expliquer le fonctionnement interne des algo
rithmes, par exemple le fonctionnement des algorithmes de tris.
La visualisation des algorithmes a perdu de l’importance [Lanza, 20031, prin
cipalement parce que l’avancement dans le matériel informatique et la possibilité
d’utiliser des bibliothèques standards contenant de tels algorithmes ont déplacé
l’attention loin de l’implémentation de tels algorithmes. C’est pourquoi, clans notre
approche, nous nous intéressons à la visualisation des programmes. Nous f01)0—
sons l’utilisation des matrices cl’adjacence pour représenter les données statiques et
dynamiques rIes programmes et pallier aux limites de techniciues de visualisation
existantes.
1.2 Limites des approches existantes
Les outils de visualisation des programmes utilisent sotivent les graphes noeuds—
liens ou les diagrammes cl’UML pour visualiser les données des progranmles étudiés.
Ceci est dû principalement au fait que ces représentations sont les plus intuitives et
qu’elles sont bien comprises et connues des mainteneurs [Choniem et aï.. 2005a].
1.2.1 Diagrammes UML
UML [Ohject Management Group, Inc., 2003] est un langage graphique dérivé
de plusieurs notations antérieures généralement employé pour décrire la concep
tion ries logiciels orientés objets. UML utilise plusieurs types de diagrammes pour
décrire un système logiciel. Le dliagramme le plus populaire est le diagramme de
classes qui est utilisé pour représenter la structure statiditie des classes et les rela
otions qui existent entre elles [Rumbaugh et aï., 1999]. Les classes sont représentées
par des rectangles contenant une liste d’attributs et d’opérations. Il y a cieux types
de relations : les relations d’héritage (qui représente les relations de généralisations—
spécialisations) et les associations. Un chagramme peut être vu comme un graphe
où les noeuds sont représentés par les classes et les liens par les relations.
Dans son travail, Seeman [Seernann, 1997] présente un algorithme pour la mise
en page automatique des ctiagranimes de classes UML en utilisant une extension de
l’algorithme de Sugiyama {Sugiyama et al., 1981] ainsi que tics technitities de dessin
orthogonal. Lalgorithme tic mise en page différencie les types tic liens (héritage,
associations) en les traitant tic différentes manières. La stratégie adoptée est tic pla
cer d’abord les classes impliquées clans des relations d’héritage clans une structure
hiérarchique, puis de placer les classes restantes tout en préservant la structure de
hase. Seemari s’est basé sur l’algorithme de Stigiyama qiu est une tecimique lar
gement répandue lour tracer les graphes orientés [Sugiyama et at., 1981] et qui a
été bien analysée [Eades et Sugiyama, 1990. Frick, 1997] et améliorée de plusieurs
manières clans les années récentes [Gansner et at., 1993, Mutzel, 1997]. Seeman a
utilisé l’algorithme rie Sugiyama avec quelques modifications pour le placenient des
classes impliquées clans des relations d’héritage. Les classes restantes sont placées
en utilisant une extension die l’algorithme de base avec un algorithme de placement
incrémental jusqu’à ce que toutes les classes soient placées. Ce placement peut
influencer le premier placement par Sugiyama. Ensuite, une mise en page ortho
gonale3 des liens d’association est appliquée. Seeman a eu de bons résultats pour
des programmes orientées objets avec de nombreuses relations d’héritage mais des
:lort1ogoiiai Drawing
6résultats peu satisfaisant quand le programme contient de nombreuses associations.
Eichelberger [Eichelberger, 2002] utilise aussi l’algorithme (le Sugiyama en étendant
le travail (le Seeman mais sans réussir à complètement supprimer le problème quand
le programme contient (le nombreuses associations.
1.2.2 Diagrammes noeuds—liens
La visualisation des graphes s’est principalement concentrée sur les diagrammes
noeuds—liens. Cette métaphore a été déclinée sous diverses foruies tant en 2D qu’en
3D. De très non±reux travaux issus (le la communauté (le graphes portent sur di
verses techniques rle placement (le noeuds en tenant compte (le règles d’esthétique,
telles que la minimisation du nombre d’intersections, la minimisation du rapport
entre, le lien le plus long et le lien le plus court et la révélation (le symétries [Bat
tista et cl., 19991. La majorité (le ces travaux s’est attachée à l’optimisation (les
algorithmes répondant à ces critères esthétiques, tandis que (les études moins nom—
breuses se sont consacrées à leur validation expérimentale sur le plan cognitif [Cho
niem et al., 2004]. Cependant, les diagrammes noeuds—liens ne passent pas bien à
l’échelle pour l’affichage (le grands graphes voir par exemple figure 1.1 : leur mise
en page devient lente et instable et les graphes sont rapidement illisibles quand la
taille (lu graph et la densité (les liens augmentent.
1.3 Notre approche
Pour remédier aux problèmes soulevés par les représentations UML et les repré
sentations noeuds—liens, l’utilisation d ‘approches alternatives semble intéressante.
Nous nous inspirons des travaux (le Choniem et al. [Choniem et al.. 2004. Choniem
7od;. o
)C)









FIG. 1.1 — diagramme noeuds—liens d’un graphe non orienté comportant 50 sommets
et 400 arcs. construit à l’aide du programme “neato” [AT&T Labs Research., 2004]
et al., 2005a] pour représenter les programmes orientés—oh jets sous forme de ma
trices d’adjacence. Nous proposons une approche pour aider les mainteneurs à com
prendre l’exécution des programmes orientés objet en utilisant une représentation
grapluque des données statiques et cÏynamiciues d’un programme sous forme de
matrices cl’adjacence. Une matrice dacijacence est une matrice NxN où N est le
nombre de sommets et où chaque ligne et colonne présente un sommet. Une celltde
[i,j] clans la matrice représente un lien entre le sommet i et le sommet j (voir figure
1.2). La densité de la matrice dépend du nombre (le liens qui existent entre les
sommets:
Les matrice cl’acljacence semblent une approche alternative intéressante potir la
visualisation (les programmes pour
— cibler l’information à comprendre : représenter le programme à étudier sous
forme matricielle permet d’avoir une vision plus claire (les relations qui existent
entre ses classes. De plus, notre approche permet de regrouper les informa









































































































































































































9Pour atteindre ces objectifs, nous utilisons les matrices cI’adjacence pour vi
sualiser les données statiques et dynamiques cui portent sur les différentes classes
de programmes. Nous avons implémenté un outil DRAM qui permet de filtrer les
données à visualiser des traces d’exécution et de découper ces traces filtrées pour
visualiser le déroulement dans le temps de l’exécution des programmes et enfin de
comparer (les traces d’exécution pour identifier les fonctionnalités ciii programme.
Nous utilisons deux études de cas (JUnit et .JHotDraw) pour illustrer notre ap
proche et son implémentation.
1.4 Organisation du mémoire
Ce mémoire est divisé en 7 sections l’état de l’art, la présentation des matrices
ci’adjacences. la génération tIcs traces et des données à visualiser, la présCntation tics
traces sous forme de matrices d’adjacence, l’implémentation et l’expéripientation
et enfin la conclusion.
Dans un premier temps nous présentons au chapitre 2 l’état de l’art, où nous
passons en revue quelques travaux représentatifs dui traitent de la visualisation
ries logiciels. Dans le chapitre 3, notis présentons les matrices dl’adjacence, leur
utilisation, leur points forts et leur faiblesses. Ensuite, clans le chapitre 1. nous
traitons des dmmées à visualiser et de l’utilisation de l’analyse dynamique et de
l’analyse statique pour la génération des traces à visualiser. Dans le chapitre 5,
nous présentons les données des traces sous forme de matrices ci’adjacence et les
manipulations faites sur les données pour une meilleure compréhension. notamment
le découpage de la trace et la recherche des fonctionnalités clans les programmes. Par
‘o
la suite, clans le chapitre 6, nous décrivons l’implémentation et l’application de notre
approche sur cieux études de cas pour évaluer les résultats obtenus. Finalement,
dans le chapitre 7, nous conc1uois par un récapitulatif des aspects majeurs de
ce travail, les contributions majeures de ce mémoire, les 1imitatiois de l’approche
proposée et les travaux futurs.
CHAPITRE 2
ÉTAT DE L’ART
Plusieurs techniciues et outils de visualisation sont disponibles pour aider les
mainteneurs clans la compréhension des programmes. Ces outils peuvent être des
outils d’analyse, rie conception, (le test, rie cléhoggage ou de maintenance. Plusieurs
travaux se sont intéressés aux différents aspects de la visualisation, des différents
problèmes clui y existent et ont présenté des solutions. La plupart de ces travaux se
sont basés sur rIes approches pour aider les mainteneurs dans la compréhension des
programmes. Les problèmes résolus grâces aux approches utilisant ries techniques (le
visualisation les plus représentatifs sont t la détection du code responsable des fonc—
tionnalités la comprehension ries programmes, l’aide au déhoggage. la recherche
des patrons de conception. Le tableau 2.1 résume ces (liflérents approches. Dans ce
chapitre, nous présentons les travaux recensés clans le tableau 2.1 leurs contribu
tions et leurs limitations.
2.1 Détection des fonctionnalités
Lukoit et al. présentent TraceGraph [Lukoit et aÏ., 20001, un outil rie visuali
sation qui permet la localisation rapide de code dans de grands programmes en
cours de modification. Il fournit une visualisation rie la trace nui est produite en
instrumentant un programme cible et eu exécutant ries tests pour distinguer faci—
lenient les changements d’exécution. Le mainteneur peut exécuter la fonctionnalité
è laquelle il s’intéresse et visualiser immédiatement les variations des exécutions
12
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fia. 2.1 — Affichage de TraceGrapli [Lukoit et aÏ., 20001 à partir du cas détucle
Jouit STARS : échange de messages entre deux processus
du programme: En effet, TraceGraph surveille le programme cible pendant son
exécution et génère des fichiers de trace qui sont analysés en continu et clui peuvent
être affichés en temps réel comme la trace d’un oscilloscope qui se prolonge lente
ment de gauche à droite pendant que le programn1e s’exécute (figure 2.1). Ainsi.
TraceGraph permet au maintenetir d’essayer différentes entrées dans le programme
et d’obtenir une image rapide montrant la réponse du programme.
Les auteurs affirment ciue l’outil tire profit de la capacité de l’oeil humain à iclen—
tiher des patrons clans de grandes quantités d’informations présentées sous forme
graphique. Loutil fournit une réponse visuelle rapide aux opérations des mainte—
neufs. Cependant, comme sur la figure 2.1, cette affirmation n’est pas évidente.
Toutefois, TraceGraph souffre de quelques limitations. D’abord, il ne peut être
utilisé que pour localiser les fonctionnalités que l’utilisateur du progrann1e peut
contrôler. En effet, la plupart des programmes contiennent une quantité significa
14
tive de code commun qui est toujours exécuté avec chaque test non-trivial tandis
qu’un mainteneur a besoin de localiser une partie bien spécifique du code exécuté
(en général, hors du code commun mais entrelacé avec le code commun). En se
conci lieu, comme pour toutes les techniques d’analyse dynamiques, les résultats
dépendent des cas d’essai utilisés. finalement, il ne permet tic fournir qu’un point
de départ pour l’exploration du code. Le mainteneur doit étudier chaque classe du
programme et comprendre comment elle interagit avec le reste du programme.
Salali and Mancoridis [Salah et Mancoriclis, 2004] ont proposé une approche
qui repose sur une hiérarchie de vues dynamiques clui est construite par analyse
des traces d’exécution pour identifier les fonctionnalités (lans les programmes et
assurer leurs traçabilités tians le code. Cet ensemble de vues associe les fonction
nalités au code et établit les interactions entre les parties responsables (les diverses
fonctionnalités automatiquement.
L’approche est centrée sur le concept tic marcuage (les traces d’exécution.
qu’utilisent les mainteneurs pour défimr les fonctionnalités du programme. Le mar—
quage de la trace est établi manuellement pendant l’exécution du programme en
indiquant le (lébut et la fin (le la trace associée à une fonctionnalité.
L’ensemble des vues fournit (les niveaux de détails variés que les mainteneurs
peuvent exploiter. L’outil permet la navigation à travers les différentes vues aussi
bien que fextension (les noeuds et tics liens (in graphe tics vues pour permettre aux
mainteneurs de voir les diétails spécifiques tics tionnées codées clans les noeuds et les
liens. Selon la. vue, un noeud peut être une fonctionnalité, un fil d’exécution’, une
classe, un objet ou une méthotie. De même, un lien encode le type tic relation et
les objets et les classes qui participent. à cette relation.
“threaci’ en anglais.
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Il y a plusieurs niveaux d’abstraction dans la hiérarchie des vues. Le niveau le
plus bas représente les événements d’exécution qui sont générés durant l’exécution
de la trace. Le 2e niveau d’abstraction, “object-interaction view”, inclut les objets
exécutés et les relations qui existent entre ces objets. Ce niveau est la base des
niveaux plus abstraits. Le 3e niveau. “class-interaction view”, un abstraction du
niveau précèdent, inclut les classes et les relations d’exécution qui existent entre
elles. Le 4e niveau, ‘feature-interaction view”, illustre les interactions qui existent
entre les fonctionnalités du programme. Elle est dérivée à partir de la vue object—
interaction” automatiquement. Enfin, la dernière vue. “feature—implementation vi—
ew”, est une correspondance entre les fonctionnalités du programme et les classes
cmi les implémentent. Cependant, La lisibilité tics différentes vues devient difficile
si le nombre de classes ou d’objets est très important.
2.2 Compréhension des programmes
De Pauw et ai. [Pauw et aÏ., 1993] présentent un système pour la présentation vi
suelle diynamiciue du comportement des programmes orientés objets afin de remédier
aux difficultés de la compréhension, tic la réutilisation, (le la correction et du réglage
tic ces programmes. Les auteurs présentent des vues titi comportement des pro
grammes objets et une architecture pour la création et l’animation de ces vues (voir
lexemple tic vue figure 3.2 qui représente la matrice d’appel inter—class qui fournit
des informations cumulatives et quantitatives. Les carrés colorés dans cette visua
lisation représente le nombre d’appels d’une classe sur l’axe vertical à une classe
sur l’axe horizontal. La clef de couleur le long du font! indique le nombre relatif
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FIG. 2.2 — Matrice Inter-class [Pauw et al., 1993]
d’autres classes. Les lignes verticales au-dessus de la diagonale tendent à indiquer
les classes abstraites principales clans le framework ou la bibliothèque. Les lignes
horizontales indiquent une classé qui appelle beaucoup «autres classes. Les groupes
près de la diagonale peuvent indiquer les classes ou les sous—ensembles étroitement
couplés). Ils décrivent (les techniques pocir instrunienter les programmes objets
indépendamment de la plateforme utilisée, un langage intlépenclant pour surveiller
leur exécution et une structure pour découpler l’exécution d’un programme de sa vi
sualisation. L’ensemble des vues qu’ils présentent inclut des affichages qui groupent
les classes par rapport au degré avec leciuel elles agissent l’une sur l’autre, des his
togranunes variés qui montrent les instances des classes et leurs niveaux (l’activité
et (les matrices de references croisées indiquant le degré de diverses formes (le
références inter- et intra—classes. Ce travail nous a inspiré pour l’utilisation des -ma
trices dadjacence et nous y avons ajouté la manipulation (les données pour une
meilleure interaction avec les programmes étudiés.
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Richner and Ducasse [Richner et Ducasse, 1999) présentent un environnement
qui permet la génération de vues ajustables2 de programmes orientés objets à partir
(le données statiques et dynamiques. Leur approche est basée sur une combinai
son de requêtes en utilisant un langage (le programmation logique (Prolog) qui
permettent de créer (les abstractions (le plus haut niveau et (le produire (les vues
présentant ces abstractions.
L’utilisation des données statiques et (lynamiques permet (le répondre à une
gamme étendue (le questions au sujet d’nm programme : là où les données sta
tiques sont moins précises elles sont complétées par les (lonnées (lynamiques les
données statiques sont employées pour grouper les données dynamiques (lans (les
composants plus maniahles et les données dynamiques fournissent (les réponses aux
((lestions (9 ne peuvent pas être répnn(lues aVec (les données statiques seulement.
Les auteurs ont employé un langage (le programmation logique pour interroger
les données statiques et dynamiques et ponir générer une gamme (le vues à un niveau
phis élevé (l’abstraction. Les données statiques sur le programme sont décrites par
un méta-modèle qui réifie les notions orientées objets. Ces données structurelles
sont complétées par l’information comportementale décrites sous forme de traces
dexécution du proguamme. Ainsi, en se basant sur ce modèle, la recherche dans
le code est orientée à travers un processus itératif semblable à celui décrit par
Mnnphy [Murphy et Notkin, 1997].
Différentes vues (le plus haut niveau peuvent être générées. Une première vue
est générée qui répond à quelques questions comme la communication entre les




des regroupements qui permettent d’avoir des vues de granularités variables allant
du regroupement des ensembles de classes à l’interaction entre les instances. Ces
vues générées sont comme des catalyseurs pour générer des questions au sujet du
programme étudié et pour aider au processus de recouvrement de la conception.
Cependant, il n’y a pas d’échange d’informations entre les différentes vues.
Renieris anci Reiss ]Renieris et Reiss. 1999] présentent tin outil pour visualiser
et explorer l’exécution de la trace d’un programnie pour aider les mainteneurs clans
la compréhension (les programmes. Les données sont collectées et interrogées pour
fournir des informations lisibles fournissant ainsi la trace à visualiser. La trace est
affichée sous forme linéaire et sous forme d’une spirale. La spirale fait une meilleure
utilisation de l’écran en fournissant une image plus dense que des méthodes linéaires
et les méthodes linéaires permettent un meilleur “zoom in” et “zoom ont” visuel.
Le code du programme est représenté par une vue du texte codé pour procurer
un affichage actif pour aller des données affichées au code source. Les vues sont
reliées avec un modèle I\IVC pour permettre la coordination entre les différentes
vues (figure 3.3).
Cependant, il n’est pas évident de repérer les boucles ou les patrons avec l’af
fichage en spirale. De plus, ce mode d’affichage n’est pas commode pour la visua
lisation et la spirale ne peut pas être enrichie avec les noms des fonctions clans le
graphe. Enfin, la coordination entre les différentes vues reste difficile.
van Ham [van Ham, 2003] a étudié l’utilisation des matrices d’appels en tant
qu’aides visuelles clans la gestion de grands projets logiciels. Il présente un cer
tain nombre de problèmes de visualisation, en utilisant comme exemple un très
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Fia. 2.3 — Ensembles des 4 vues de la trace du prog me [Renieris et Reiss, 1999]
grand programme en cours rIe développement : un système médical rie Philips qui
implémente une plateforme cl ‘bu age médicale.
L’auteur a utilisé les matrices d’appels car elles ont un certain nombre cÏ’avan—
tages par rapport aux (liagramittes noeuds liens quand l’objet principal d’intérêt
est le lien (l’appel) au lieti du noeud (les objets origines et destinations d’un appel).
Les diagrammes noeuds liens ne peuvent habituellement pas fournir des dhsposl—
tions significatives et lisibles pour plus de cent noeuds à la fois et ont un problème
avec le visionnement à multiniveaux et ne sont pas toujours stables l’addition
ou le déplacement d’un simple noeud peut mener à une disposition radicalement
différente. Par contre, les matrices d’appels fournissent une representation visuelle
uniforme puisque le seul élément visuel utilisé clans la représentation est une cellule
de la matrice. Elles ont une structure recursive qui permet de construire une visua
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— Représentation matricielle [van Ram, 2003]
L’auteur soutient que la construction (lune matrice d’appels n’est p difficile
en tant que telle, niais une conception soigneuse est exigée poui un résultat opti
mal. Ainsi, il prend en compte la subdivision (le la matrice pour pouvoir afficher
difféi cuis niveaux d’abstraction (l’un programme. Le nombre de niveaux (l’abs—
tractions à afficher est limité par les moyens d’affichage et en pratique, l’affichage
(le (leux niveaux (l’abstractions est un bon compromis entre afficher les (létails et
maintenir la vue d’ensemble. Ceci permet (l’utiliser le nombie (les sous—composants
des coniposants du progranmie actuellement activés comme mesure de la taille
(l’affichage. Il a utilisé la structme recursive (les matrices dappels pour fournir un
zoom sémantique entre les niveaux d’abstraction, qui facilite la maintenance du
contexte étudié et une con1préhension immediate (les relations qui existent entre
les différents niveaux (le visualisation Enfin, il a exploité le fait que la visualisation
par matrices offre un espace suffisant pour affichem (les informations additionnelles.
telles que les attributs des noeuds.
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L’auteur a eu des résultats satisfaisant. En effet, il peut repérer les appels non
désirés entre sous-systèmes, cÏeterminer les dépendances entre les différents compo
sants, avoir une stabilité de la mise en page pottr des relations complexes.
2.3 Déboggage
Le travail de Lieberman et Fry ]Lieberman et Fry, 1995] présente un environ
nement de déboguage des programmes conçu pour aider les mainteneurs à mieux
comprendre la correspondance entre le code et l’exécution d’un programme. Cet
environnement aide un mainteneur à assortir ses attentes au sujet du coniporte—
ment du code avec le comportement réel de ce code et à combler la différence entre
ce cjue Donalcl Norman {Norman, 1986] a nommé le “fossé dévaluation:3 et le
“fossé d’exécution” entre les attentes (le l’utilisateur, l’exécution (le la commande
soumise à l’ordinateur et le résultat produit.
La solution adoptée Jar les auteurs et implémenté clans leur outil ZStep 94
fournit une structure réversible de contrôle qui permet (le garder un historique
d’exécution complet et. incrémental de l’exécution du programme. Lieberman et
fry se sont concentrés sur les détails (le réduire au minimum l’espace requis
l’historique et (le dépister les effets secondaires des structures (les (bullées, dont
tout les dIeux sont importants, mais secondaire aux aspects interface utilisateur.
II est non seulement important de relier les variables à leurs valeurs précédentes
mais également (le retourner à une vue cohérente (le l’interface utilisateur, en in
cluant le code statique, les données dynamiques et la sortie graphique de sorte que
l’utilisateur retrouve l’image fidèle de l’exécution du programme. ZStep91 facilite
“dtulf of Evaluation” en anglais
“Guif of Execution” en anglais
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grandement la compréhension du comportement des programmes. Cependant, les
mainteneurs doivent vérifier leurs coijonctures en ce clui concerne le comportement
du programme à la main. En plus, les reciuêtes utilisées ne sont pas extensibles et
ZStep94 a été conçu pour LISP, ce qui rend son utilisation pour les programmes
Java impossible.
2.4 Recherche de patrons
Schauer ancl Keller [Schauer et Keller, 199$] présentent un outil de prototypage
pour visualiser les patrons de conception existants clans la littérature, les patrons
de conception génériques et les solutions de conception aci hoc (de circonstance),
donnant la retro—conception du code source (l’un système.
Liclée fondamentale est de réifier les patrons comme des composants à part
entière pour les utiliser en tant qu’artifacts tangibles de conception de logiciels.
Ces composants de conception peuvent servir de base à un procédé compositionnel
de ciéveloppenieiit tic programnies, clans lequel les composants tic conception de
base sont assemblés pour fournir d’autres composants, qui a leur tour peuvent
servir comme composants tic base à une conception pius complète et plus complexe.
L’évolution des composants de conception peut être tracée, permettant d’avoir un
historique du programme et de son évolution architecturale.
Les auteurs se sont concentrés sur la visualisation tic la conception de logi
ciel basée sur les patrons et leur raisonnement. Ils ont envisagé des techniciues et
des outils qui organisent le programme autour des patrons, leur visualisation et le
zoom in et le zoom out des composants formels et informels de ces patrons. L’outil
traite dluatre questions principales la retro—conception clii code source clans le but
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d’extraire un modèle à partir du code source; le refereutiel de conceptiou utilisé
pour le stockage, la manipulation et l’interrogation des patrons de couception abs
traits et des patrous de conception implémentés dans le modèle du code source
la représentation de la conception utilisé pour la visualisation et l’amélioration in
teractive des patrous du code source, des patrons de conceptiou abstraits et des
patrons implémentés ; et enfin le regroupement des artefacts de la conception5 clans
le but d’aider à structurer un diagramme de classes pour devenir un Ldiagraniiue
(le patron” en envisageant d’utiliser trois techniques automatic pattern cluste
ring, manual pattern clustering, et semi-automatic pattern clustering. Cependant,
les auteurs n’ont utilisé que l’analyse statique pour leur étude.
En corclusion, Bassil and Keller [Bassil et Keller, 2001] présentent une étude
pour évaluer les outils de visualisation des programmes en menant un sondage
auprès d’utilisateurs qui manipulent ce type d’outils. Ce sondage prend eu compte
divers aspects (les outils de visualisation aspects fonctionnels, pratiques et cognitifs
en plus des aspects d’analyse de code que les utilisateurs l)euvent rechercher clans
ces outils.
En général, les utilisateurs sont satisfaits (les résultats obtenus à partir des outils
de visualisation, notanunent en ce qui concerne le gain de temps dans la réalisation
des taches spécifiques et une meilleure compréhension des programmes visualisés.
Cependant, de nombreux aspects et améliorations de ces outils de visualisation en
l’état actuel ont été indiqués par les participants. Les améliorations les plus de
mandés sont l’intégration dans les outils de visualisation d’outils spécifique comme
un générateur de code, la possibilité d’importer/cl’exporter vers d’autres forniats
‘design cluseniig” en anglais
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d’outils de visualisation, doivent être plus adaptés au(x) système(s) de compilation
utilisé(s) potir le développement de code, ajouter plus de fonctioiinalités...
D’après cette analyse (le l’état de l’art, il ressort que les approches utilisées lors
de la visualisation des programmes servent principalement à résoudre les problèmes
de la compréhension des progTammes et de la détection (les fonctionnalités du pro
gramme (voir tableau 2.1). Dans notre approche, nous essayons d’atteindre les
mêmes objectifs car ils nous paraissent les pius pertinents pour aider les main—
teneurs claris la compréhension des programmes. Cependant, nous abordons le
problème de manière différente. Nous proposons l’utilisation des matrices ci’aclja—
cence qui nous semble un moyen très intéressant pour l’affichage (le gros volumes de
données tout en remédiant aux problèmes (les approches existantes (présentations
noeucls—lens, diagrammes TJML) à savoir, l’illisibilité fies représentations. chevau—
chenient des noeuds et des liens... De plus, nous proposons un ensemble d’ai—
gorithmes de filtrage et de manipulation de données qui perniet une meilleure
cornl)réhension des I°” qui sont à l’étude.
CHAPITRE 3
MATRICES D’ADJACENCES
3.1 Définition et présentation
La visualisation matricielle [Ghoniem et aï., 2005h] des graphes repose (l’un
point de vue théorique stir la représentation d’un graphe par sa matrice d’acÏj
cence. Cette technique se fonde sur la propriété c1u’un graphe peut être représenté
par sa matrice de connectivité. qui est une matrice NxN, où N est le nombre (le
sommets clans le graphe et où chaque ligne ou colonne clans la matrice représente
un sommet. Quand cieux sommets V et V sont liés, le coefficient mjj correspondant
clans la matrice est placé à 1, autrement il est placé à 0. En plus. un codage peut
être utilisé quand le poids des liens est COllSldiT : plus le poids est grand, plus le
coefficient ‘mij peut avoir une grande valeur, par exemple.
Les matrices ci’acljacence sont utilisées depuis longtemps pour représenter des
graphes en mathématiques et clans la théorie des graphes [Buckley et Haray, 1990,
Battista et aï., 1999]. A la différence des diagrammes noeuds—liens, les représentations
des graphes (lui sont basées sur les matrices ne souffrent pas des chevauchement
des noeuds et des liens qui peuvent rendre les graphes noeuds—lieus illisibles, voir
par exemple figure 3.1. Pratiquement, chaque lien clans le graphe peut être vu
séparément. Pour les graphes dirigés, les colonnes représentent l’origine du lien
et les rangées représentent leur sommet cl’arrivée par conventions. La densité des
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Fia. 3.1
— Deux représentations du même graphe non orienté comportant .50 som
mets et 400 arcs. Le diagramme noeuds—liens (a) est construit à l’aide du pro
gramme “neato” [AT&T Labs Research., 2001] et la représentation matricielle (h)
est construite à l’aide rie l’outil VisAclj [Glioniem et ut., 2005b].
Les matrices ci’a.djacences offrent plusieurs avantages: avec cette technique,
autant rIe liens peuvent être montrés que la résolution d’affichage du matériel le
permet. Un fisheye paramétrable [Carpenclale et Montagnese. 2001] ainsi que l’affl
cliage des labels des arêtes balayées selon la technique du labeling excentrique [fe—
kete et Plaisant, 1999] facilitent sensiblement l’exploration du graphe. De plus, les
lignes et les colonnes d’une matrice peuvent être ordonnées selon des critères donnés
ce qui est difficile dans les graphes noeuds—liens. Toutefois, les sommets dans les
matrices cl’adjacence sont distribués sur les deux axes rIe la matrice, ce clui nécessite
un entraînement préalable (le la part (les utilisateurs Polir se familiariser avec la
métaphore des matrices.
En conclusion, les avantages des matrices d’adjacence rendent leur utilisation
intéressante par rapport aux représentations déjà existantes.
27
3.2 Applications
Choniem et al. [Choniem et ai., 2005a] présentent un outil pour visualiser l’ac
tivité dynamique (les graphes générés par des programmes basés sur les coutraiutes.
Ils se concentrent sur la visualisation (les graphes dynamiques en utilisant (les ma
trices d’adjacence et montrent que les matrices d’adjacence peuvent fournir des
indices iutéressauts sur le comportement des solveurs (le contraintes eu présentant
l’activation (les contraintes pendant le résolution (lu problème. La présentation
sous forme (le matrices d’adiacence permet une meilleure compréhension du com
portement dynamique (les solveurs et améliore l’analyse et l’optimisation des pro
grammes basés sur les contraintes.
La programmation par contraintes (PPC) cst nia paradigme (le programmation
déclarative consistant, porir un problème donné, à décrire les contraintes qu’une
solution doit satisfaire. La résolution est confiée à (les solveurs spécialisés, sortes de
boites noires munies (l’une panoplie (le méthodes et d’algorithmes de résolution. Uu
problème est modélisé par un ensemble (le variables à valeurs discrètes (lans un do
maine, reliées entre elles par (les contraintes. Les sommets du graphe représentant
ce problème sont les variables et les contraintes du prollème. Les arêtes du graphe
relient les contraintes aux variables sur lesquelles elles portent.
L’espace de recherche peut être représenté par un arbre avec une largeur expo
nentiellement croissante où chaque niveau correspon(l à une variable du problème.
Par conséquent, la visualisation (le telles hiérarchies est impossible. Des recherches
ont été menées pour représenter et visualiser ces arbres mais tons les outils de vi-
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sualisation se sont heurtés au défi principal de représenter les structures de données
exponentiellement croissantes sur un écran avec une résolution limitée. L’approche
adoptée par les auteurs est de considérer le réseau des variables et des contraintes
(lui collaborent ensemble pour résoudre le problème au lieu de se concentrer sur
l’arbre de recherche. L’activité dans un réseau est simplement le nombre de fois
qu’une variable ou une contrainte est utilisée pendant un intervalle (le temps. L’ac—
tivi(é peut être représentée par un attribut d’ensemhle (un ensemble où l’activité
s’est produite) associé aux sommets (lu réseau ou à ses arcs on aux deux.
Pour visualiser les données, les auteurs utilisent les matrices (l’ad acence au lieu
(les (liagrammes noeuds—liens prna visualiser et explorer interactivement (le grands
graphes, avec (les milliers (le noeuds et un nonibre possiblennt très grand (le liens.
Tous les lieus sont (le plus pondérés avec le nombre (le fois où la contrainte est
ac(ivée dans la résolution. Ceci aide à aniéliorer la structure statique avec l’in
formation dynamique cii précisant l’activation (les contraintes. Plus précisément,
un historique (l’activité est gardé avec le graphe. Ainsi, le graphe peut être inter
rogé (lynamiquement sur les liens qui sont en activité (lans une période (le temps
contrôlée par l’utilisateur et comparer la quantité d’activité entre les liens l)e1—
dant cette période. L’utilisateur peut visualiser l’activité (lans le graphe à travers
tout le processus (le résolution ou dans une plus petite période (le temps dont les
limites et l’ampleur sont interactivement paramètrées. Eu particulier, les auteurs
balayent la période du temps du (léhut à la fin (le l’historique et peuvent revenir
sur le Processus (le résolution et voir quels liens ont été établis, quand, et combien
de fois. Ils s’intéressent plus particulièrement à l’activité entre solutions successives.
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Un autre travail de Ghoniem et fekete {Ghoniem et fekete, 2002] montrent
également que la représentation par matrices cl’adjacence permet tic tiéceler claire
ment la structure sous-jacente d’un graphe de co-activité et d’apprécier l’activité
en son sein au fil du temps alors ciue la représentation équivalente en noeuds—liens
est inexploitable.
Dans notre travail, nous nous sommes basés sur le travail tic Ghoniem et
aï. {Ghoniem et aï., 200.5a] pour l’utilisation des matrices d’acÏjacence et leurs ma
nipulations.
3.3 Avantage des matrices d’adjacence
Pour évaluer la lisibilité des matrices ci’atljacence qu’ils ont utilisées dans leur
travaux, Choniem et ai. [Ghoniem et aï., 2004] ont procédé à une expérimentation
contrôlée visant à évaluer la lisibilité de deux représentations de graphes les nia—
trices cl’adjacences et les diagrammes noeuds—liens mis en page par un algorithme de
champ de forces, sur un jeu dc neuf graphes aléatoires et mi ensemble de sept tâches
d’exploration. Les tâches concernent les caractéristiques élémentaires des sommets
(le nombre de sommets, les sommets isolés), les caractéristiques élémentaires tics
chemins (nombre tic liens, existence d’un voisin commun) et les caractéristiques
élémentaires tics sous-graphes (sous-graphe quelconque).
Dans les limites tics paramètres tic cette expérience contrôlée, les résultats
montrent que t pour (le petits graphes (une vingtaine tic sommets), les diagrammes
nœutls—liens sont toujours les plus lisibles car plus familiers. Pour tics graphes tic
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taille plus importante, les performances (les diagrammes noeuds—liens se dégradent
rapidement tandis que les matrices d’adjacence restent lisibles avec des écarts allant
jusqu’à 3OcY de bonnes réponses en plus pour des temps de réponses comparables
sinon meilleurs.
En revanche, les matrices requièrent un apprentissage mais qui, une fois acquis,
permet certainement d’améliorer encore les performances qui ont été mesurées.
Pour des tâches plus compliquées comme la recherche de chemins, une interaction
est toujours préférable quelle que soit la représentation utilisée, par exemple cii
sélectionnant un noeud et en affichant tous les chemins ou le meilleur chemin. Dans
la représentation matricielle, cela peut se faire à l’aide de courbes connectant les
liens connexes, c’est-à—dire les cellules représentant les noeuds.
De Nus, Bertin [Bertin, 1967] montre qu’il est. possible de révéler la structure
sous-jacente des réseaux lorsque ceux-ci sont représentés sur une matrice d’adja
cence moyennant un Jeu (le permutations tIcs lignes et des colonnes. En effet, la
détection de la structure fontameutale des problèmes peut accélérer de manière si
gnificative la recherche. Dans le travail tic Bertin, les outils de visualisation aident à
classifier l’information susceptible d’être intégrée clans un comportement acÏaptatif
en indiquant la structure fondamentale des problèmes.
3.4 Mise en oeuvre des matrices d’adjacence
Nous utilisons les matrices cl’acljacence pour représenter les données statidlues
et dynamiques des programmes en cours d’étude pour essayer d’en faciliter la
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compréhension à savoir t cibler l’information à comprendre, avoir une vue archi
tecturale du système, identifier les fonctionnalités du programme et détecter les
traitements répétitifs.
Nous nous intéressons aux données relatives aux classes et non aux objets (à
leurs instances) parce que les objets peuvent être trop nombreux et parce que les
classes abstraient leurs instances. De plus, les matrices cl’acljacence montrent ainsi
les mêmes types de données (types de relation entre les classs) que les diagrammes
de classes UML habituels.
Les données que nous affichons dans la matrice cl’acljacence sont t classe appe
tante, ctas,e appelée, poids de la rettctwn.
où
— la classe appelante représente la classe dont une instance a fait un appel de
méthode
— la ctcisse appetée représente la classe dont une instance reçoit un appel de de
la part de la ctasse appelante
— le poids de ta relation est un identifiant qui représente le type de relation (lui
existe entre une classe appelante et une classe appelée (par exemple aggrega
tion, composition...).
A ces données affichées. nous avons ajouté un incrément qui permet (le voir
l’évolution de ces données clans le temps pour permettre une meilleure manipula
tion des données.
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Les lignes et les colonnes dans la matrice cl’acljacence représentent les classes
utilisées clans la représentation où par convention
— les colonnes représentent les classes appelantes;
— les lignes représentent les classes appelées;
— deux classes liées par une relation implique l’activation de la cellule d’inter
section correspondante avec un nombre représentant le type de relation.
L ‘utilisation des matrices cl’ adj acence nous permet
— d’afficher les noms des classes qui sont utilisées par les jeux d’essais utilisés
sur un programme en cours d’étude en ordre alphabéticue
— d’utiliser un incrément de temps pour les données affichées pour représenter
l’évolution de relations entre classes tians le temps
— de sauvegarder l’évolution des données clans le temps pIr une manipulation
ultérieure (comparaison de représentations)
— clajouter les noms des classes qui manquent clans une représentation même si
elles ne participent pas clans l’exécution des jeux clessaies pour une meilleure
comparaison avec d’autres représentations. Ceci, l)ermet de faciliter la clétec
tion des différences qui existent entre les représentations;
— d’utiliser des couleurs pour représenter le type de relation qui existe entre
classes appelantes et appelées et ainsi d’enrichir la représentation ci’informa—
tions cliii en facilite la compréhension.
CHAPITRE 4
EXTRACTION DES DONNÉES À VISUALISER
Dans ce chapitre, nous discutons des données à visualiser et les méthodes que
nous avons utilisées pour les extraire et les mampuler afin de les visualiser.
La visualisation dynamique [Price et al., 1993] d’un programme se compose (le
trois phases collection des (lonnées sur le comportement du programme; ana
lyses des données collectées et présentation des résultats d’analyses. Les données
peuvent être extraites statiquemellt en analysant le code du programme ou dyna
miquement à orÏ (l’une trace cïévénements (le l’exécution du progranime [Pa—
cione et ai., 2003]. Une trace (l’événement peut être produite en instrumentant
le code source, le code objet ou l’environnement d’exécution, ou en exécutant le
programme sous lê contrôle d’un (léboggueur ou (l’un profileur. Une trace est un
historique d’événements d’exécutions. Les événements sont reliés aux constructeurs
du langage. Ils reflètent la sémantique des flux (les contrôles et (les flux (les données
(lu programnie. Le modèle d’une exécution (Lin progri1;IIm1e Java consiste en une
trace (les événements exécutés. Le modèle considéré est le modèle cl’ob jets de Java,
(lonc les événements se relient aux : classes (chargement et déchargement) champs
(accès et modlification) constructeurs, “finalizers” et méthodes (elitrée et sortie).
Ernst [Ernst. 2003] discute les synergies et les dualités entre l’analyse statique
et l’analyse (lynamiclue. Il soutient cine l’analyse statique et l’analyse (lynamnique
doivent être complémentaire et devraient inspirer différentes approches au même
problème. Quelciues approches stati(Iues et dynamiques sont semblables (lu fait
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citie chacune considère, et généralise, tin sous-ensemble de toutes les exécutions
possibles.
L’analyse statique examine le code du programme et infère tous les comporte
ments possibles qui pourraient surgir pendant son exéctition. Typiquement, l’ana
lyse statique est conservatrice et robuste. La robustesse garantit que les résultats
de l’analyse sont une description précise du comportement du programme, sans
se préoccuper des entrées ou de l’environnement clans lequel le programme est
exécuté. L’analyse statique emploie habituellement un modèle abstrait des états
du programme qui peut entraîner une perte d’informations, mais qui est plus com
pact et plus facile à mairiptiler.
L’analyse dynamique fonctionne en exécutant un programme et en observant
son comportement. L’analyse dynamicjue est précise parce qu’aucune approxima
tion ou abstraction n’est faite. Les inconvénients rie l’analyse dynamique sont que
ses résultats peuvent ne pas être valides lorir les exécutions futures, qu’il n’y a pas
d’abstractions et que la taille ries données générées devient très difficile à gérer.
L’analyse staticfue et l’analyse dynamique ont rIes forces et (les faiblesses complé—
inentaires. Les cieux approches peuvent être appliquées à un seul problèn)e,
nuisant des résultats qui sont utiles clans différents contextes. L’exécution d’une
analyse puis de l’autre analyse (et peut-être en réitérant) est plus intéressante
que l’exécution de l’une ou nie l’autre seule. Alternativement, les différentes ana
lyses peuvent rassembler une variété d’informations pour lesquelles elles sont plus
adaptées. Par consequent, Ernst l)roPose une analyse alternative, l’analyse hybride.
citu combine l’analyse dynamique et l’analyse statique. Une telle analyse sacrifierait
un peu de la robustesse de l’analyse statique et un peu de l’exactitude rie l’analyse
dynamique pour obtenir des nouvelles techniques dont les propriétés conviendront
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mieux potir des usages plus poussés. Les analyses hybrides comblent l’espace entre
l’analyse statique et l’analyse dynamique.
Dans notre approche, nous utilisons en premier lieu l’analyse dynamique pour
extraire des données précises sur le déroulement de l’exécution (te jeux d’essais. Les
résultats de cette analyse sont affinés à l’aide d’analyses statiques pour avoir des
données précises sttr le comportement du programme.
4.1 Analyse dynamique
Il y a plusieurs méthodes pour la collecte des donnée dynamiques. Salah et
Mancoriclis [Salah et Mancoriciis. 2004] ont cité trois méthodes. La première est
l’instrumentation tin code source. La deuxième implique l’instrumentation du code
compilé. La troisième est basée sur le déboggage et le profilage.
La technique la plus commune pour collecter les données est l’instrumentation
du code source. Plusieurs travaux ont utilisé cette techmque. par exemple, le travail
de Ernst et ai. [Ernst et al., 2001] qui découvre les invariants qui existent dans les
traces d’exécutions. Harrold et aï. [Harrold et aï., 1998] présentent une approche et
une analyse empirique des relations cmi existent à travers un programme spectra
à savoir la distribution tics paths ciérivés à partir de l’exécution du progranmle et
le comportement du programme. Jeffrey et Auguston présentent le système UFO
d’analyses dynamiclues [Jeffrey et Auguston, 2003] qui combine un language et
un moniteur ci’ architecture pour une construction facile cl ‘outils cl ‘analyses dyna—
iniques.
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Une autre technique consiste à instrumenter l’environnement d’exécution des
programmes [Guéhéneuc et aÏ., 2002]. L’exécution d’un programme écrit en Java
a lieu clans une JV\i, qui à son tour s’exécute clans le système d’exploitation
d’un ordinateur. Cette architecttire superposée simplifie le déboggage des pro-
grammes Java. En effet, la JVIvI fournit une interface standard pour déboguer
le programme qu’elle exécute, la Java Platform Debug Architecture (JPDA) [Mi
crosystems., 20021.
La .JPDA se décompose tic trois parties principales. Sur l’ordinateur local, la
.JVM local fournit une entrée (front—encl) pour le cléboggage à distance, la Java
debug Interface (.IDI). La JDI est une interface 100% Java pour le débogguage des
programmes Java s’exécutant sur une JVM à distance. Elle permet la connection
avec une .JVÏVI distance déjà existante ou la création d’une .IVI\i à distance,
et l’interaction avec elle. La. .iDI dialogue avec la .JVI\i à distance qui s’exécute
sur l’ordinateur à distance par l’interface native spécialisée de Java pour les trois
parties des outils de débogguage. la JVM Debug Interface (JVMDI). Le lava Dehug
Protocol (JDvVP) abstrait la couche de communication entre la JVM locale et la
JVM distante.
Dans la JVIVI local, La JDI représente la JVI\I à distance comme une instance
qui implémente l’interface com.sun.jdi.VirtualMachine .A travers l’interface Vir—
tualMachine, le programme local reçoit des événements et accède aux instances,
aux classes, et aux threacls du programme à distance. Quand le programme à
distance émet des événements, la JVM à distance suspend son activité (tous ses
threads) et attend le programme local pour qu’elle reprend son exécution, par un
appel à la méthode appropriée de l’interface Virtuali\lachine.
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Dans notre approche, nous utilisons la JPDA parce qu’elle offre une API puis
sante pour l’instrumentation de l’environnement cl ‘exécution des programmes et
parce qu’elle est portable à travers des plateformes et des versions de J2SDK. La
JDI est utilisée pour créer une JVM à distance, pour exécuter sur cette JVIVI dis
tante le programme à analyser, et pour obtenir les événements reliés à l’exécution
du programme analysé.
Cependant, un des problèmes de la collecte des données à l’aide de l’analyse dy—
namidlue est la gestion des larges quantités des données générées. Plusieurs travaux
ont discuté ce problème, par exemple Hamou-Lhadj et Lethbriclge [Hamou—Lhaclj
et Lethbridge, 2002] ont présenté un algorithme de compression cmi permet tie
détecter les redondances (lui se trotivent clatis une trace dynamique et de les sup—
primer. L’algorithme de compression présenté permet de mieux comprendre tme
trace clexécution en réduisant de manière significative sa taille et eu nième temps
en gardant son contenu lisible. L’algorithme (le compression est réversible car il
permet de reconstruite la trace originale à partir de sa version compressée.
La trace est d’abord prétraitée en détectant et en supprimant les redondances
contiguès non-recouvertes produites par les boucles et la récursivité. Les appels
redondants provodlués par les boucles et la récursivité tendent en effet à encombrer
la trace. De plus, si la trace est perçue comme un arbre. en enlevant les redondances
contigués, la profondeur de l’arbre et le degré de ses noeuds sont réduits.
Après le prétraitement, la trace est représentée sous forme tÏ’un arbre étiqueté et
ordonné avec une seule racine et l’algorithme conimiin des subexpressions {Downey
et et., 1980. flajolet et ut.. 1990] est appliqué puï enlever toutes les redondances
restantes à savoir, les redondances non-contigués, afin de représenter les parties
répétées une seule fois.
3$
Dans notre approche, nous n’utilisons pas de mécanisme de compression de
données mais cette alternative semble très intéressante à développer pour gérer les
grandes cluantités de données.
4.1.1 Génération de la trace
Dans notre approche, nous utilisons l’architecture de déhoggage de la plate
forme Java pour générer tme trace. Un moteur Prolog est utilisé pour exécuter des
requêtes à travers la trace obtenue. Les événements sont décrits en prédicats Prolog,
sous forme d’un functor et d’un ensemble (le paramètres. La table 4.1 présente la
liste des événements possibles clans la trace d’exécution d’un programme. Le moteur
Prolog s’exécute comme une co-routine du programme qui est analysé. Il exécute
une requête qui contient des pré(Iicats P°” mener l’exécution du prQgranufle et
pour obtenir les prochains événements. Prolog est utilisé parce qu’il possède un
mécanisme d’unification et (les capacités (le pattern—matching (le hatit niveau, et
parce qu’il est expressif car déclaratif et en plus il a un mécanisme de retour en
arrière.
Nous ne considérons pas la trace post-niortem : il n’est pas supposé que l’histo
rique complet de l’exécution soit entièrement disponible à tout moment de l’analyse.
Les prochains événements d’exécution disponibles peuvent être interrogés, niais les
précédents ne le peuvent pas. Il est I)Ossible, cependant, que le prograninie d’ana—
lyse stocke une partie (le la trace passée qui intéresse le mainteneur.
Dans notre approche, nous nous intéressons aux constructeurs et aux méthodes
(entrée et sortie) car nous cherchons à représenter les appels (le méthodes qui
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Java execution event Definition anti paraineters
fieldAccess( The instance fielcl <Field naine> of the instance identi
<Field naine>, fled hy its ID <Unique ID of the instance possessing Unis
<Event unique ID>, f ield> shah he rend.
<Unique ID cf the instance ponsassing thia field>)
fieldNndification( Tue instance fieid <Field naine> af the instance identi
<Field naine>, lied liv its ID <Unique ID nf the instance ponnenning thin
<Event unique ID>, fielS> shah lie inadifled. The ID of the abject to be ansi-
<Unique ID of the instance ponsessing this field>, gned tu tise held in <Unique ID uf the new abject assigneS
<Unique ID of the new nbject asnigned to this to thin field>. Fac vistiahizatian pnrpase, the hdlv-quaiified
fielS>, naine of tue abject clans in given.
<Fully qualifieS naine of the clans of the new
object>)
clasnLnad( Tue pragrain ceqaires tue clans <Clans nane>.
<Clans naine>,
<Event unique ID>)
constructortntryC A nesv instance af clans <Declaring clans nane> in beingccea
<Declaring clans naine>, ted. Tins instance in naiqaely identified by <Unique ID of the
<Event unique ID>, newly created instance> Inc tue cent af tue pragrani execu
<Unique ID of the newly crealed instance>) tian.
finalizeEntry( Thie instance af clans <Declaring clans nane> nniqnely idcii
<Declaring clans naine> tilied by <Unique ID of the being-finalized instance> in
<Event unique ID>, heing finalized.
<Unique tD of the being—finalized instance>)
aethodEntry( Tue inetltad <Hetbod naine> af cl;css <Fully-qualified nane
<Method nane>, of the clans declaring this aethnd> is caHed an Oie lus
nEyent unique ID> tance tiiiiclnelY identified b <Unique ID of the receiver
<Unique ID nf the caller instance>, inntance>.
<Unique ID cf the receiver instance>,
<Fully—qualified naine of the clans
declaring Ibis aethod>)
Identical definitiaun fur dual events clannUnload: constructorExit; and, finalizerExit.
Definitian cli;niges fac event inethodExit
nethodtxit C The rnethad <Method nana> af clans <Fally—qualifiad nana
<Mathod nana>, of tha clans daclaring Ibis sathod> in campletiiig its calI
<Evant unique ID>, ail the instance aniqueiy iclentified hy <Unique ID of tha
<Unique ID of the caller instance>, receivar instance>. The cetncned vaine in pcavided in <The
<Unique ID of tha receiver instance>, value raturned by Ibis inethod>.
<Fully—qualified nana of tha clans
declaring thin inethod>,
<Tha value returnad by Ibis aetbod>)
TAB. 4.1 — Liste des événements possibles
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existent entre les classes. Les constructeurs permettent d’indiquer l’instanciation
tic classes par les instances appelantes et les entrées et sorties des méthodes per
mettent d’indiquer l’émission et le traitement des messages reçus par les instances
des classes.
Les événements de la trace contiennent les informations suivantes
Identificateur identificateur cl ‘événements;
Type type d’événement (clans notre approche se sont les <cEntry>, <cExit>,
<mEntry>ou <mExit>) où
— mEntry : l’entrée tic la méthode
— mE:rit : la sortie de la méthode;
cEnt’rj t le début tic l’instanciation
— cExit la fin tic l’instanciation.
Origine classe qui a fait appel aux constructeurs ou aux méthodes cI’tme autre
classe:
Commentaire classe tiont une instance reçoit l’appel tic méthode;
Nom : nom tic l’événement (si le Type est une méthode alors le Nom sera le nom
tic la méthode et si c’est un constructeur se sera le nom de la classe dont une
instance est construite)
Valeur retournée la valeur retournée par la méthode appelée s’il y a lieu.
4.1.2 Exemples
Prenons un programme simple de 6 classes A, B, C, D, E. F où
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— la méthode operationl() de la classe A fait appel à la méthode operation2()
de la classe B;
— la méthode operation3() de la classe C fait appel à la méthode operation4()
de la classe D;
— la méthode operation5Q de la classe E fait appel à la méthode operation6()
de la classe f;
A est en relation (le composition avec B
C est en relation d’aggrégation avec D;
— E est en relation d’aggrégation avec f.
public class TestMain {
public static void main(final String args[]) {
A a = new AQ;
D d = new DO;
C c = new
E e = new 10;
}
I
public class A {








































La trace dynamique générée par une exécution (le la méthode mazn() de la
classe Testmain qui n’inclut que les appels des méthodes et des constructeurs est1





mEntry(A , B, operation2)
mExit(A, B, operation2)
mExit(A,A,operationi)
cixit (TestMain , A)
cEntry (TestMain , D)




mExit(C , D, operation4)






mEntry(E , E, operation5)
mEntry(E ,F, operation6)
Pour simplifier la lecttire de la trace nous avons omis de mentionner les noms des packeges
pour représenter les classes.
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mExit(E , f, operation6)
mExit(E , E, operation5)
cExit(TestMain,E)
mlxit(]VM , TestMain,main)
4.1.3 Requêtes sur les traces
Après avoir utilisé l’architecture (le déboggage (le la platefonne Java pour
générer les traces d’exécution, nous avons conçu un outil qui permet la manipula
tion (le cette trace générée. En effet, pour mieux comprendre le programme qui est
à l’étude, à savoir, cibler l’information à comprendre, avoir une vue architecturale
du système, identifier les fonctionnalités (lu programme et détecter les traitements
répétitifs, nous nous intéressons aux classes et aux méthodes qui nous semblent
les plus impliquées dans une exécution. Nous pouvons extraire les informations à
analyser dans des sous-traces et les visualiser sous fornie de matrice cl’adjacence
selon un certain nombre (le choix
— searchAll() permet d’obtenir toute la trace d’exécution afin (le la visualiser.
— classSearch(Noms de classes) : permet d’obtenir de la trace la sous-trace
contenant umqiiement les classes incluses dans ]Voms de cÏosses plus la classes
auxquelles elles ont envoyé un message (soit par une instanciation cEntry”
ou par l’appel (les méthodes “mEntry”)
Exemple classSearch ({A,C})
cEntry(A,B)
mEntry(A , A, operationi)
mEntry(A .3, operation2)
mEntry(C , C, operation3)
mEntry(C , D, operation4)
methodSearchAll(Nom de classe) permet d’obtemr de la trace pour
une classe donnée tous les messages qui sont envoyés à ses instances.
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Exemple : methoctSearchAll( “A”)
clntry(A,B)
cExit(A,B)
mEntry(A , A, operationi)
mEntry(A , B, operation2)
mExit (A, B, operation2)
mExit (A, A, operationi)
— methodSearch(Nom de classe, Noms de méthodes) permet d’obtenir
de la trace pour une classe donnée les événements qui sont générés par ses
méthodes (blocs d’événements inclus entre mEntry des méthodes et leurs
niExit).
Exemple : methoclSearch( “A”, { “operationi’ })
mEntry(A , A, operat ionU
mEntry(A , B, operation2)
mExit (A, B, operation2)
mExit(A , A, operationï)
— methodSearchB(Norn de classe, Noms de méthodes) perniet (l’ob
tenir (le la trace pour une classe donnée les classes qui lui ont envoyées tin
message à travers les méthodes choisies.
Exemple methodSearch( “A”, { “operationi” })
mEntry(A , A, operationi)
constructorSearch(Nom de classe) permet d’obtenir (le la trace pour
une classe donnée les événements qui sont générés par son constructeur (blocs







mEntry(A ,B , operation2)
mlxit (A, B, operation2)
mExit(A , A, operationi)
cExit (TestMain ,A)
cEntry(TestMain,D)
clxit (TestMain , D)
cEntry (IestMain , C)
mEatry(C , C, operation3)
mEntry(C , D, operation4)
mExit(C , D, operation4)
mExït(C , C, operation3)
cExit (TestMain , C)
cEntry (TestMain, E)
cEntry(E,F) cExit(E,f)
mEntry (E, E, operation5)
mEntry(E , F, operation6)
mExit (E, F, operation6)
mExit(E, E, operation5)
cExit (TestMain , E)
— constructorSearchB(Nom de classe) : perniet d’obtenir de la trace pour




4.1.4 Discussion et conclusion
L’analyse dynamique est utilisée comme point de départ à l’étude du compor
tement des programmes. Elle perniet d’obtenir des domïées sur l’exécution cl ‘un
programme. Elle est efficace et précise elle Ilexige pas des analyses coûteuses,
bien qu’elle exige le choix de jeux de tests, et elle donne des résultats fortement
détaillés concernant ces jeux [Ernst. 2003]. La manipulation cies données générées
lors de l’analyse dynamique par les requêtes que nous avons prolosées permet l’ex
traction tics traces des données qui semblent les plus pertinents pour le programme
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Fic. 1.1 — Représentation matricielle (le la trace filtrée (nous avons choisi de tra
vailler avec toute la trace avec le filtre scarchAtÏ(]).
à étudier sous forme de sous-traces. Les résultats ainsi obtenus peuvent être vi
sualisés sous forme (le matrices d’adjacence pour une meilleure lisibilité, voir par
exemple la figure 4.1 qui représente une sous-trace (le la trace du programme (le la
page 40 obtenue en utilisant la requête searcliAtt() (la sous-trace correspond à la
trace du programme car la requête sea7chAliQ permet (l’avoir toute la trace).
La représentation de la figure 1.1 permet d’avoir les liens seulement entre les
classes (le la trace filtrée du programme (le la page 40 obtenue eu utilisant la requête
searchAti(). Ceci permet aux mainteneurs de se concentrer sur les informations tin
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jeux d’essais exécuté en faisant abstractions des autres informations qui ne sont pas
nécessaires à l’exécution. De plus, la représentation ainsi faite offre plus de lisibilité
car elle ne souffre pas de chevauchement des noeuds et des liens.
4.2 Analyse statique
L’analyse dynamique et l’analyse statique sont complémentaires. La combinai—
son des résultats des deux types d’analyses permet de rassembler les différents types
chnlormations ciui sont propres chacjue type d’analyse. Dans notre approche, nous
avons utilisé l’analyse clynamicue pour obtenir la trace d’exécution du programme
à étudier. Nous voulons enrichir ces informations avec des analyses statiques qui
permettent de fournir le type de relations qui existeHt entre les différentes classes
afin d’avoir une vision globale et générale clii programme étudié et une vision puis
abstraite que les envois de messages fournie par l’analyse (lynamique.
Nous utilisons un métamocièle PADL lAlbin—Amiot et aÏ.. 2002] c1iii permet de
représenter les modèles de programmes aux nivea.cLx idiomatique et conception et
les motifs de co;iception au niveau idiomatique comnie des entités uniques et à part
entière. Nous utilisons PADL pour avoir le type rie relations cliii existe entre les
différentes classes de la trace générée cIynamicuement (voir figure 1.2). Nous as
socions à chaque type de relation un nombre unique qui permet de le représenter.
Ainsi, la trace sera enrichie par le type de relations cmi existent entre les différentes
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Exemple La trace dynamique générée à la page 42 est modifiée comme suit
JVM TestMain 1 1







TestMain A 1 1
TestMain D 1 1
TestMain D 1 1





TestMain C 1 1







TestMain E 1 1
JVM TestMain 1 1
où chaque nombre représente un type de relation entre classes [Guébéneuc, 2004]
— 1 indéfini (exemple d’appel par référence, l’appel entre les classes ne se fait
connaître qu’au moment de l’analyse dynamique)
2 héritage lien représente l’héritage entre deux classes
— 3 : création : lien créé quand une classe instancie une autre classe
— 4 : utilisation quand une classe utilise une autre classe
— 5 association lien de dépendance entre deux classes. Chaque classe peut
avoir de multiples associations;


















FIG. .1.3 Matrice d’acljnceiice enrichie par le type (le relations entre classes
et la partie. Conceptuellement. une partie n’a pas d’existence en dehors de
son tout
— 7 composition une relation d’agrégation particulière pour laquelle les par
ties contenues clans le t.out disparaissent quantl le tout disparaît.
La trace ainsi modifiée est représentée sous forme (le matrice d’acljacence en
utilisant les couleurs pour différencier les types (le relations qui existent entre les
différentes classes du programme, comme montré sur la figure 4.3.
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Interprétation des résultats
L’utilisation de l’analyse statique permet d’enrichir les informations obtenues
lors tic l’analyse dynamique en indiquant le type de relation qui existent entre
les différentes classes dont les instances collaborent (appels de méthodes) pendant
l’exécution. Ainsi, nous pouvons avoir, à chaque moment de notre investigation
pour comprendre le comportement tin programme, une vue architecturale du pro
gramme étudié.
4.3 Conclusion
Nous avons utilisé les matrices d’adjacence pour représenter les données obte
nues à l’aide de l’analyse dynamique et de l’analyse statique pour visualiser les
tlonnées du programme en cours d’étude. Dans le 1)rochain chapitre, nous raffinons
l’utilisation tics matrices cl’adjacence avoir mie meilleure manipulations des
données affichées.
CHAPITRE 5
VISUALISATION ET MATRICES D’ADJACENCE
5.1 Choix de données à visualiser
La manipulation (les données à visualiser peut réduire considérablement l’ef
fort du mainteneur (lans la compréhension d’un programme. En effet, permettre
au mainteneur de manipuler de plusieurs manières les (Iminées obtenues lors de
l’analyse (lynamique et l’analyse statique l’aide à mieux focaliser son attention lors
de la maintenance du programme.
Dans le chapitre précèdent, nous avons offert (les possibilités (le manipulations
(le la trace (avoir (les sous-traces) pour permettre au mainteneur de cibler l’infor
mation à visualiser.
Nous raffinons ces manipulations eu permettant au mainteneur de parcourir
ces sous—traces et (le VOir l’évolution (le l’exécution du programme. L’évolution (le
l’exécution des sous—traces permet (l’avoir des informations plus détaillées quand au
déroulement de l’exécution du programme. Les manipulations permettent d’obtenir
le déroulement chronologique selon des critères choisis sur tout le comportemeiit
représenté par les sous-traces.
Cependant, les critères pour découper les sous-traces ne sont pas triviaux car la
sous-trace ne contient pas explicitement de points (le découpage. Nous proposons
plusieurs manières de (lécouper la sous-trace (lécoupage par événement, découpage
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FIG. 5.1 — Representation matricielle de la trace filtrée découpé par événements
par classes, découpage par méthodes, découpage Par fonctionnalités programmes.
5.2 Découpage dans le temps
Nous proposons plusieurs méthodes pour découper les sous-traces générées afin
de permettre aux mainteneurs une meilleure manipulation et une meilleure compréhension
des données.
5.2.1 Découpage par événements
Nous découpons les sous-traces par événements en isolant chaque appel de
méthode ou de constructeur et en le représentant seul sous forme de matrice d’ad—
jacence. Nous aurons ainsi, une suite de matrices cl’adjacence oi chaque matrice
représente un événement de la trace, comme montré sur la figure 5.1.
Toutefois, la visualisation de la trace suivant ce découpage ii’est pas intéressante
car chac1ue événement est représenté clans une matrice cl’adjacence isolé des atitres
sans donner une idée des relations qui peuvent exister avec les autres événements.
Pour remédier à ce problème, nous l)fOPOSOiS un regroupement des sous-traces par
classes et/ou méthodes.
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5.2.2 Regroupement par classes
Après avoir obtenu une sous-trace à visualiser selon les critères décrit clans la
section 4.1.3, nous pouvons raffiner notre choix en procédant à un regroupement tics
événements par classes. Ce regroupement perniet tic voir l’évolution tic l’exécution
d’un programme par rapport à tics classes “pivots” montrant ainsi le déroUlement
tic la sous-trace avant, pendant et après les appels de méthodes de ces classes.
Pour pouvoir représenter ce déroulement, nous utilisons un indice (incrément) qui
est incrémenté à chaque fois que les classes du regroupement sont trouvées clans la
sous-trace. Cet indice ou cet incrément ne reflète las la profondeur des éléments
tians l’arbre tics appels, car les appels inclus clans les classes tic regroupement ont
le même indice ou incrément.
Exemple si l’on considère l’exemple tic la page 40, nous l)CI1OflS le choix
tic travailler sur toute la trace avec searchAllQ. Nous regroupons par rapport à la
classe “A” Ait début, l’incrément est initialisé à 1. Par la suite, la trace est parcou
rue et à chactue fois que des événements sout associés aux appels tic niéthodcs ou
de constructeurs (bloc d’événements inclus entre un cEntry et un cE3it ou entre
mEntry et mExzt par la classe “A” sont trouvés, l’incrément est modifié en lui
ajoutant une unité. La sous-trace obtenue est
JVM TestMain 1 1








TeatMala A 1 3
T•stNaln D 1 3
TotHala D 1 3





TntMaln C 1 3








JVM TestNain 1 3
La procédure se résume comme suit:
- le mainteneur choisit les classes qui lui semblent les plus intéressantes dans
l’exécution du programme à visualiser;
- l’algorithme parcourt la sous-trace du début à la fin :
— à chaque fois que des événements concernant les classes que nous voulons
regrouper sont trouvées, à savoir les bloce d’événements inclus entre un
cEntry et un c&it ou entre un mEntnj et un rn&it de la classe de regrou
pement, l’incrément est incrémenté;
- une fois l’incrément modifié, la trace est aussi modifiée : chaque événement
de la sous-trace est modifié en lui ajoutant l’incrément correspondant;
— la sous-trace initiale est découpée en sous-traces qui contiennent les événe
ments qui ont le même incrément;
— chaque élément de l’ensemble des sous-traces est représenté sous forme
d’une matrice d’adjacence formant ainsi une suite de matrices d’adjacence;
— le mainteneur peut visualiser cette suite de matrices et défiler les affichages
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des matrices jusqu’à la fin de la suite de matrices, comme montré sur la
figure 5.2.
Ce regroupement est fait par classes nous pouvons généraliser l’algorithme pour
avoir nu regroupement par classes et par méthodes.
5.2.3 Interprétation des résultats
En effectuant le découpage de la trace par classes, nons remarqnons les rela
tions qni s’établissent entre classes à chaque fois que les classes choisies pour le
regroupement déclarent (les appels aux instances des autres classes du programme.
Sur la figure 5.2, nous montrons que
— la i matrice d’adjacence représente les relations qui existent entre les ins
tances (les classes avant qu’une instance (le la classe A ne soit construite
— la, matrice (l’adaceuce représente les relations qui existent entre les
classes choisies pour le regroupement et les antres classes du jeu d’essais.
Ainsi, (lans la 2uue matrice sur la figure 5.2. la classe A envoie (les messages
aux classes B et A;
— la 3èmne matrice (l’a(ljacence représente les relat4ons qui existent entre les
classes après la fin de l’appel (le méthode de l’instance de la classe A.
Ainsi, en choisissant les classes à étu(lier, nous pouvons connaître les collabo
rations qui se 1rodmseiit entre les classes (le regroupement et les autres classes (lu































5.2.4 Intérêts et limitations
L’intérêt rie cet algorithme est de voir l’évolution de l’exécution d’un programme
par rapport anx classes qui semblent au mainteneur les plus intéressantes. Le main-
teneur peut voir les événements qui se déronlent avant l’iustauciation des classes
choisies, après leurs instanciations, pendant que leurs méthodes s’exécntent et après
la fin (le l’exécution (le leurs méthodes. De plus, le déroulement de l’évolution (le
l’exécution du programme fait ressortir (les patrons qui peuvent être intéressants
pour le mainteneur. Ainsi, le mainteneur peut (légager (les informations qui semblent
pins pertinentes pour la compréhension des programmes à étudier. De plus, la vi
sualisation (les matrices d’adiacence selon le regroupement (les classes peut per
mettre de (létecter (les traitements répétitifs qm se prodnisent à chaque fois qu’il y
a appel ou fin d’appel (les classes (le regroupement et (le (légager (les abstractions
éventuellqs (le plus haut niveau. Pour détecter les patrons et dégager (les abstrac
tions (le liant niveau, les mainteneurs, (lans un prenner temps. (loivent le faire (le
manière visuelle et à la main.
Cependant, cet algorithme souffre rIe certaines limitations à savoir le choix
des classes de regronpement. Le choix est difficile car choisir les classes les plus
intéressantes pour faire le regroupement nécessite un minimum (le compréhension
préalable (un point (le départ) (lu programme à étu(lier. À (léfaut n’acquérir ce
début (le connaissance, le mainteneur est aniené à faire plusieurs essais pour pouvoir
j’aire ressortir les classes les plus intéressantes. De plus, si le programme étudié a
un nombre limité (le classes et que certaines classes contiennent toute l’information
pertinelile. le déroulement (le l’exécution de la, trace ne sera pas très représentative
car le nombre de matrices nl’adjacence sera limité et l’information condensée, Le
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mainteneur peut remédier à ce problème en regroupant par classes et méthodes,
l’information est découpée et la lisibilité des classes et des matrices est plus grande.
5.3 Identification des fonctionnalités d’un programme
La compréhension des fonctionnalités d’un programme et de leurs implémenta—
tions est une étape fondamentale ponr la compréhension du programme, en par
ticulier si le but est de modifier ou d’étendre ces fonctionnalités. Pour cela, le
mainteneur doit localiser le code source responsable de l’implémentation (le ces
fonctionnalités. Une fonctionnalité est un sous—ensemble du code source d’un pro
gramme qui participe à la réalisation d’une fonctionnalité observée ar un utilisa—
teiu du programme. Wong et al. [Wong et al., 1999] (lans leur travail proposent
deux méthodes pour la localisation (les fonctionnalités (les programmes:d’abord,
mw approche systématique qui exige une compréhension couiplète du comporte—
nient (lu programme avant mo(lification en second lieu, une approche “au besoin”
qui exige seulement une compréhension partielle du programme afin (le localiser,
aussi rapidement que possible. certains segments du code (lui doivent être changés
pour l’amelioration du code ou pour corriger (les bogues.
L’approche systématique fournit une bonne compréhension (les interactions
existantes entre les fonctionnalités dans le programme, mais est souvent impra
ticable pour les programmes gran(ls et complexes qui peuvent contenir (les millions
(le lignes de code. L’approche “au besoin”, bien que moins chère et moins longue,
tend à manquer certaines (les interactions non—locales parmi les fonctionnalités.
Ces interactions peuvent être critiques pour éviter (les effets secon(laires inatten
dus pen(lant la mo(lifleation du code.
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Une autre approche a été proposé par Wilcie et Sctilly [Wilde et Scully, 1995]
pour identifier les fonctionnalités d’un programme en analysant les traces d’exécution
de jeux d’essais. Les auteurs utilisent cieux ensembles de jeux d’essais pour avoir
cieux traces d’exécutions une trace d’exécution où la fonctionnalité est utilisée
et une autre trace d’exécution où la fonctionnalité n’est pas utilisée. Ensuite, ils
comparent les cieux traces pour identifier le code source (classes, méthodes) respon
sable des différences entre traces. Cependant, les auteurs n’ont utilisé que l’analyse
dynamique identifier les fonctionnalités des programmes.
Dans notre approche, nous nous sommes inspirés des travaux de Wilcie et Scttlly.
Une fois les (hiferelices localisées, nous utilisons l’analyse statique pour enrichir les
résultats et Ior perniettre par la suite la représentations des différences entre les
traces sous forme de matrices cÏ’acijaceuce.
5.3.1 Comparaison de traces
Nous utilisons la trace dynamique pocir localiser les fonctionnalités programmes
comme suit
obtenir une trace d’exécution (Ti) où la fonctionnalité est utilisé;
— obtenir une trace d’exécution (T2) où la fonctionnalité n’est ps utilisé
— comparer les cieux traces pour générer les sous-traces incluant, les points com
mnuns et les différences.
La comparaison des deux traces permet (le localiser les différences qui existent
et de déclmre les appels entre les classes qui sont responsables (le la fonctionnalité
étudiée. La comparaison se fait clans les cieux sens: extraire les (liflérences qui
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existent dans les cieux traces (même si à priori Ti doit être incluse clans T2 mais
parfois des appels peuvent exister dans Ti et n’existent pas clans T2 ou vice versa,
exemple le cas du multithreading où le déplacement de la souris n’est pas reproduit
de la même façon dans les cieux exécutions).
Les différences localisées sont visualisées sous forme de matrices cl’adjacence où
chaque matrice représente un bloc tic différences contigués entre les deux traces de
comparaison.
5.3.2 Interprétation des résultats
La comparaison tics fonctionnalités du programme permet tic faire ressortir les
différences entre les sceuarios et tic voir les classes qui en sont respoiïsables. En pltis,
l’affichage des matrices cl’adjacence qui l)ermettent l’affichage tics differences entre
les traces selon l’ordre tic leur al)paritiofl, nous permet tic nous focaliser sur chaque
différence et tic comprendre ses principales classes et les relations cmi existent avec
les autres classes. Le chapitre suivant permettra d’illustrer ces résultats avec un
exemple concret.
CHAPITRE 6
IMPLÉMENTATION ET ÉTUDES DE CAS
Ce chapitre décrit notre outil DRAM (Dynamic Relational Adjacency Ma
trix) qui perniet de traiter les matrices d’adjacence, les différents outils qui y
ont été intégrés, l’expérimentation faite sur deux systèmes JUnit et JHotDraw
pour visualiser les informations à comprendre. identifier les fonctionnalités du pro
gramme et détecter les traitements répétitifs et présenter les résultats obtenus.
Dans la première section, nous présentons les technologies et les outils utilisés pour
l’implémentation et les principales interfaces utilisées. Ensuite, nous présentons
notre experimentation et les résultats obtenus.
6.1 Implémentation
DRAM a été réalisé en Java. Il utilise plusieurs outils
— Caffeine [Guéhéneuc et aï., 2002] : pour l’analyse dynamique du programme
à étudier.
Pticlej [Guéhéneuc, 2005] : po l’analyse statique du programme à étudier.
— VisAcÏj [Ghoniem et aï., 2005a] pour représenter les données sous forme (le
matrice dadjacence.
La figure 6.1 inomitre les relations entre DRA\I. Caffeine et Pt.iclej.
6.1.1 Caffeine
Pour générer la trace dynamique des programmes, nous avons utilisé Caffeine,
un assistant qui aide le mainteneur clans le test de ses conjectures au set du
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Pic. 6.1 — Utilisation de la suite d’outils Ptidej et (le DRAM
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comportement de I og mines Java. Caffeine est un outil d’analyse dynamique
100% Java c[ui utilise l’architecture du cléboggueur (le la plateforme Java pour
générer une trace de l’exécution d’un programme java.
Ainsi, Caffeine génère et analyse à la volée la trace d’une exécution du pro
grainnie Java, selon une requête écrite en Prolog. Le prédicat polir contrôler l’exécu
tion du progrtniiiie à analyser est
nextEvent([<liste des classes filtres>],
[<liste des evenements desires a partir du programme>] , E)
Cc prédicat surveille les classes (et leurs instances) spécifiées pal les classes
filtres et exécute le programme jusqu’à ce que le procham événement désiré se pro—
(but dans les classes et les instances surveillées. L’événement est alors unifié avec
la variable E.
Caffeine se décompose en cieux parties primicipales la classe EucnLliontujei et
le moteur (le Prolog. La classe Eventàlanager utilise la .JDI (Java Debug Interface)
polir contrôler la .JVM (Java Virtual Machine) à distance : clIc indique à la .]VM
distante les événenyents prév elle collecte les événements du JVM distante elle
traduit les événements en faits Prolog et elle contrôle l’exécution de la JVI\Ï (lis-
tante comme demandé par le moteur Prolog. Le moteur Prolog résout la rccjuêtc
qui décrit l’analyse à exécuter requête qui est exprimée en ternie de modèle trace
et de modèle (l’exécution java. Le modèle trace est (léfimt comme un historique
(les événements cl exécution dii progranmie. Le modèle de l’exécution est modélisé
comme une séquence (lévéliemelits «exécution.
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Génération des traces avec Caffeine
Dans notre approche, nous utilisons Caffeine pour générer la trace dynamique
(les programmes (lui sont à l’étude. Nous utilisons Prolog pour exécuter (les requêtes
concernant les appels aux constructeurs et aux méthodes. Pour obtenir la trace
avec le format désiré, nous implémentons un Listencr qui perniet d’intercepter les
événements générés par la JVM et ponr pouvoir les traiter. Le listener filtre les
événements générés par la .IVM et retourne seulement les événements concernant
les constructeurs et les entrées sorties (les méthodes selon le format désiré. Les in
formations sont enregistrés dans un fichier texte.
La génération de la trace consiste à l’exécution (le la classe Caffeine avec les
arguments appropriés
public final class CaffeineLauncher {
public static void main(final Stringi] args) f







10 <Classpath omitted here>,
11 “junit
. sanples.money.MoneyTestl”,
12 new Stringl] f “junit.*” },
13 Constants. GENERATE_CONSTRUCTOR_ENTRY_EVENT





— ligne 3 : instantiation du Listcner qui intercepte les événements (le la JVIvI
distante pour les traiter par la suite
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— ligne 8 : le nom du fichier qui contient la requête Prolog à verifier
— ligne 10 : le chemin d’exécution du programme à étudier;
— ligne 11 : la classe main du programme à analyser;
— ligne 12 : les filtres d’événements;
— ligne 13 les événements requis pour l’analyse. Dans notre approche, l’ana
lyse demande à la JVM distante (le générer les événements concernant les
constructeurs et les méthodes.
Pour retracer ces événements (le la trace qui interceptent les messages des


















— ligne 2 nextConstructorEntryStaticEvent/3 permet (l’avoir chaque instan
ciation d’un objet
— ligne 3 : nextMethodEntryStaticEvent/5 permet (l’avoir chaque appel de
méthode
— ligne 1 : nexti\lcthodExitStaticEvent/5 permet (l’avoir chaque fin (1 appel
de méthode;
— ligne 5 nextConstructorExitStaticEvent/3 permet (l’avoir chaque fin (lins
tanciation cl’m objet.
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La trace est stockée clans un fichier texte pour être exploiter ultérieurement. Le
fichier texte contient les informations suivantes
— dans le cas des constructeurs
(constructoTEntry/constrnctorExit, ctasse a.ppetante, classe appetée)
— clans le cas des méthodes
(methodEntry/methodEsit, classe appelante, classe appelée, nom méth ode)
Une fois la trace dynamique est générée par Caffeine, nous l’enrichissons avec
l’information statique que nous obtenons avec Pticlej.
6.1.2 Ptidej
Pour obtenir des informations statiques, nous utilisons Pticlej (Pattern Trace
Identification, Detection, nué Enhancement in Java), une suite d’outils qui vise à
développer des outils pour évaluer et améliorer la qualité rIes programmes orientés
objets en favorisant l’utilisation des patrons au niveau du language, de la conception
et de l’architecture [Amnon et Kazman. 2003].
La suite d’outil permet, par son interface utilisateur (voir figure 6.2), de créer
un modèle d’un programme à partir de son code source, porir identifier les re
lations d’association, ci’aggrégation et rie coniposition entre classes et les micro-
architectures semblables à un motif de conception et d’appeler sur le modèle divers
générateurs d’analyses et outils externes.
Le projet Pticlej est composé rIe
— un méta-model, PADL (Pattern and Abstract- level Description Language),
porir décrire la structure ries motifs (la. partie rie ‘solution” clans les definitions
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— une bibliothèque des motifs (le conception des patrons (le conception [Gamma
et aï., 1994], incluant Chain of responsability, Composite, Observer,
Visitor...;
— plusieurs analyseurs syntaxiques po construire les modèles (les programmes
à partir de différentes representations du code source, incluant AOL [Antoniol
et cL, 19981, C++ et java;
— une bibliothèque de métriques logiciels, POM (Primitives, Operators, Me-
tries) [Cuéhéneuc et aï., 2004] OIf calculer (les métriques bien connue sur
(les modèles (le programmes, tels que les métrique de Chidamber et (le Ke—
merer [Chidamber et Kemerer, 1994]
— une bibliothèque (le générateurs et d’anal ses à appliquer sur (les modèles (le
programmes et (les motifs
— un solveur (le contraintes avec explications [10], Ptidej Solver, pour identifier
les micro—architectures similaire au modeles (les motifs dans les modèles (le
programnies
— l’analyseur dynamique pour Java et Caffeine
— une bibliothèque graphique, PticÏej UI, pour afficher le modèle (les motils, (les
programmes et les données (lyllamiques (le Caffeine
— plusieurs interfaces utilisateurs pour accéder aux fonctionnalités fournies ii
la suite d’outils Ptidej.
Nous utilisons la suite d’outils Pticlej pour avoir le type de relations (lui existe
entre les différentes classes de la trace générée dynamiquement. Ainsi, la trace sera
enrichie par le type de relations qui existent entre les (lifférents (lonnées (le la trace.
Nous avons implémenté la classe DRAlViAnalysis qui permet d utiliser en entrée
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la trace générée par Caffeine et de parcourir le métamoclel PADL pour avoir le type
de relations qui existent entre les classes de la trace. L’information ainsi obtenue
permet de modifier la trace générée par Caffeine et de l’enrichir par le poids des
relations qui existent entre les classes (voir exemple page 49).
Toutefois, les informations retournées par Caffeine, par analyse dynamique, et
par Ptidej. p’ analyse statique, ne sont pas concordantes car elles ne fournissent
pas le type de relation exacte entre les classes au moment de chaciue exécution
avec Caffeine, nous avons une trace sous la forme : classe appeÏante
- cÏasse appelée
- méthode appartenant à ta ctasse appelée et vtzÏisée ptir cÏasse appetante, alors
qu’avec Ptidej, nous avons les informations suivantes: classe appelante
- classe
appetée
- méthode appartenant à classe appelante et à travers laquette on a jat appet
à ctasse appelée. Les méthodes des classes utilisées ne sont pas les mêntes ce qui rend
difficile la correspondance entre les informations dynanncues et les informations
statiques. Par exemple : soit deux classes A et B et une relation d’agrégation entre
ces deux classes. Lors de l’exécution d’un jeu de test où une fonctionnalité X est
exécutée. nous supposons qu’il y a une relation d’association entre ces deux classes.
Nous voulons lors de l’analyse statique, avoir cette information et la représenter au
moment de l’affichage par matrices d’adjacence en ayant le type de relation exacte
entre ces deux classes au moment de l’exécution. Par conséquent, à cause de cette
discordance entre les données lors de l’analyse statique et de l’analyse dynamique,




Nous utilisons la suite d’outils Visadj qui a été conçue pour explorer des relations
entre les contraintes et les variables clans des problèmes de contrainte. La figure 6.3
montre l’interface graphique de Visadj. Cette interface permet
— de charger le fichier des contraintes et des variables avec le menu File et
d’afficher les relations qui existent entre elles;
— d’ajuster la taille d’affichage des labels avec Labet Size
— de montrer le nombre de liens établis dans chaque représentation matricielle
avec Visible Edqes;
— d’utiliser les couleurs pour montrer le nombre de fois où les relations contrain—
tes/variables ont été établies avec Intevszty
— de navigtier entre les différentes solutions trouvées avec l’option Tzme Range.
Dans notre pprocbe, nous avons utilisé Visadj pour constrtnre notre outil
DRAM. Nous y avons apporté les modifications nécessaires pour mieux répondre
à nos i)esoiflS.
6.1.4 DRAM
DRAM est une représentation graphique sous forme de matrices dadjacence
des relations qui existent entre les différentes classes (l’un programme. Elle permet
die représenter une trace dynamique du programme étudié et de parcourir cette
trace générée pour étudier l’évolution clans le temps des reÏatiolls qui existent entre
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Fic. 6.3 — Interface grapliicjue de Visadj
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Nous avons apporté les modifications suivantes par rapport à Visadj
— nous avons changé l’interface graphique pour ajouter des options au menu
principal : en plus de l’option File qui permet de charger le fichier, nous
avons ajouter les options de regroupement par classes et par méthodes
— nous avons changé les paramètres de chargement des graphes pour ne traiter
que les graphes dirigés
— nous avons une nouvelle classe qui permet générer des traces avec Caffeine;
— nous avons implémenté les filtres qui permettent clavoir les événements désirés
étudiés selon le choix de l’utilisateur searchAllO, classSearch(Norns de classes),
methodSearchAll(Nom de classe), methoclSearch(Noms de classes, Noms de
méthodes). methodSearchB(Nom (le classe, Noms de méthodes). constructor—
Search(Nom de classe), constructorSearchB(Nom de classe)
— nous avons changé le poids associé au lien citu existe entre cieux sommets au
lieu (l’avoir le nombre de fois que le lien a été établi, nous utilisons le poids
associé au type (le relation qui existent entre cieux classes
— nous avons rajotité la possibilité (le regrouper par classes ou classes et méthodes
la trace étudiée
-— nous avons conçu un algorithme de comparaison entre cieux fichiers et un outil
pour visualiser les differences entre les fichiers en modifiant (en incrémentant)
l’incrcment à chaque fois quil y n un bloc de différences rie données. Cette
incrémentation clans le temps l)ernlet de visualiser lévolution ries differences
qui existent entre les cieux fichiers.
— nous avons ajouté la possibilité d’enregistrer les représentations matricielles
générées par le clefiiement du temps clans des fichiers pour un emploi et une
étude ultérieure.
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Le code source de DRAIVI est disponible sur le site web http ://ptidej.iro.xrnon
treat. ca/parfic’tpants/Membe’rs/rachedsa.
Étapes d’exécution du programme DRAM
Pour obtenir les représentations matricielles des programmes en cours d’étude,
les étapes suivantes doivent être suivies
exécuter Caffeine pour avoir la trace (lyllamique du programme à étudier.
L’exécution se fait à l’aide (les classes GujjineLanncJier et ListenerCaffeine
— filtrer la trace ainsi générée en utilisant la classe TxU?eader pour avoir une
sous—trace avec les informations ciue nous (lésiÏOfls traiter. Le filtre se fait
à l’aide et selon le choix (les méthodes searchAllb, classSearch(Noms (le
classes), methodSearchAll(Nom de classe), methoclSearch(Noms de classes,
Noms de méthodes), methodSearchB(Nom de classe, Noms de méthodes),
constructorSearch(Nom (le classe), coustructorSearchB(Nom (le classe)
— soumettre la sous—trace générée à la suite d’outils Ptidej pour avoir le type de
relations clui existent entre les différentes classes. Les informations obtenues
modifient le fichier (le la trace avec le poids de relation entre les classes corres
pondantes. Après avoir chargé le projet avec Load Ptidej project l’utilisateur
choisit le bouton DRAM Analysis pour obtenir une sous—trace étendue avec
les poids des relations cliii existent entre les classes.
— exécuter DRAM pour obtenir la représentation matricielle de la trace modifiée
à l’aide de la classe DRAMAcÏjacencgMatrix. La figure 6.1 montre l’interface
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FIG. 6.1 — Interface graphique (le DRAM
perniet aussi (le regrmiper la trace selon les classes choisies. L’option Tiïoc
Range qui se trouve clans le menu droit de l’interface permet de parcourir
la trace en sauvegardant les différents regroupements clans des fichiers .JPEG
pour un traitement ultérieur
— de comparer des traces à l’aide de la classe F-deComparaison qui permet
diclentifier les blocs où les appels aux constructeurs et aux méthodes sont
différents et de les ordonner chronologiquement pour les visualiser comme à
l’étape précédente.
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6.2 Études de cas
Nous utilisons cieux études de cas : JUnit et JHotDraw prnir visualiser les in
formations à comprendre, identifier les fonctionnalités du programme et détecter
les traitements répétitifs. INous avons choisi ces programmes car ils sont connus et
des informations architecturales les concernant sont clispombles diagrammes de
classes, études [Gamma et Eggenschwiler, 1998, Gamma et Beck, 199$, Seemann
et von Guclenherg, 199$, Microsystems., 2002, Kaiser 2001, Gamma et Beck, 2002].
Dans cette section, nous utilisons JUnit ïolir tester les regroupement par classes
afin de dégager l’information à comprendre et les traitements répétitifs qui sont
clans le programme et .IHotDraw pour la recherche des fonctionnalités du pro
gramme.
6.2.1 JUnit
.JUnit est un framework qui enet d’écrire des tests répétitifs. C’est une iris—
tance de Farchitecture xUnit pour les fraiueworks de tests d’unité. JUnit [Canna
et Beck, 199$] définit comment structurer les tests et fournit des outils pour les
exécuter.
Nous utilisons JUnit ROUf comprendre les comportements tics classes du jeux
d’essais utilisés et détecter les traitements répétitifs en regroupant par classes
et en visualisant les résultats sous forme de matrices cÏ’acljacence. Nous utili—
soirs l’exemple fournit avec .JUnit à savoir les tests unitaires AforeyTest du pa
ckage junit .5 ampÏes. moue y. C est un exemple qui permet tic résoudre le problème
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de représentation arithmétique avec des devises multiples. MoneyTest est un en
semble de tests nue nous exécutons en mode textuel. Pour plus de lisibilité des
représentations, nous n’exécutons qu’un seul test nie lensemble des tests fournit
par MorieyTest testBccgMuttzpÏy(). Nous étudions le regroupement par classes du
test unitaire testBagMnttipiyQ. Nous préselitons les différentes matrices cladja—
cence des regroupenient et nous analysons les résultats obtenus. Cependant, le
mainteneur doit avoir une idée au préalable des classes cjui lui sembleront les plus
intéressantes pour la compréhension du programme afin de faire le regroupement
sinoil, il pelt faire plusieurs essais pour dégager les classes les plus pertinentes clans
la compréhension du programme en cours (l’étude.
Les matrices d’acijacence sont obtenues de la manière suivante
— lions générons la trace dynannciue avec Caffeine en exécutant Moncy Test
avec testBagJ’fuitzpiyQ
— nous faisons une première extraction avec la méthode rnet/md3each. de Tu—
tReacÏer avec la classe joint. teut’u,z. Tes tR’uTcnei et la niéthocle rua.. La figure
6.5 montre la représentation matricielle de cette sous—trace
- nous exécutons Pticiej pour enrichir la trace clynanuque avec les données
statiques et nous pouvons voir le résultat en utilisant l’icône hctensty
— nous regroupons la trace dynamique selon plusieurs choix de classes. Test—









Fia. 6.5 — Matrice cl’adjacence de la classe unit.samples.money.MoneyTest de JU























— Matrice dadjacence de la classe junit.samples.nioney.MoiieyTest de JU













Fia. 6.7 — Matrice d’adjacence de la classe jumt.samples.moneyMoneyTest de JU










Fic. 6.8 — Matrice cI’acljacence de la classe junit.samples.monev.I\IoneyTest tic lU
nit avec une seule Méthode testBccgA’IuttzpÏy groupé par la classe Money
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Résultat
Les représentations des figures 6.6, 6.7 et 6.8 visualisent le regroupement par
classes du test unitaire testBagliuttiptyQ. Ces figures représentent l’évolution (le
l’exécution de la trace dynamique par rapport aux classes choisies pour le regroupe
ment. Chaque présentation montre les événements générés avant, pendant et après
l’appel ries classes du regroupement clui est fait soit par une instanciation ou une
entrée/sortie des méthodes qui lui appartiennent. Par exemple, la figure 6.6 montre
que la. classe Tes tS’uite tin regroupement est responsable des événements générés
ries représentations 2 et 4 (le la figure 6.6. La figure 6.8 montre que la classe Mortey
dans les représentations 2, 4, 6, 8, 10 et 12 fait toujours appel à à elle -même selon
les tests du jeu d’essais utilisés. Nous pouvons déduire que la classe Moneg ne fait
appel qu’à elle même et ne fait appel à aucune autre classe selon le jeu (l’essai
utilisé. De plus, ces représentations montrent que le niéme traitement est effectué à
chac1ue fois que la classe (le regroupement est appelée, ce qui permet rie dégager les
traitements répétitifs qui se déroulent dans une exécution (ce dégagement se fait.
tians un premier temps, visuellement).
En conclusion, le regroupement pa.r classes perniet (le réduire considérablement
le temps rie compréhension du programme ou des ‘classes” qui sont à l’étude. Le
déroulement clans le temps de la trace dynamique permet de savoir les traitements
qui sont fait avant, pendant et après le traitement fait pal’ les classes du regroupent.
6.2.2 JHotDraw
JHotDraw [Gamma et Eggenschwiler, 199$] est un programme de dessin vecto
riel dont l’architecture met en oeuvre de nombreux patrons de conception. Ses
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auteurs originels. Erich Gamma et Thomas Eggenschwiler, ont commencé son
implémentation pour expérimenter l’utilisation des patrons et ont continué son
développement devant les succès rencontrés. Les patrons utilisés sont décrits clans
la documentation du programme. En particulier, la conception et l’implémentation
de JHotDraw utilise le patron de conception Composite. C’est maintenant un lo
giciel libre, partagé sur SourceForge.net. Nous utilisons JHotDraw pour plusieurs
raisons
— sa conception et implantation utilisent de nombreux patrons de conception;
— sa documentation fournit une liste (les patrons (le conception utilisés
sa taille est raisonnable : 155 classes réparties dans 11 pacrietages pour un
total de 16 015 lignes de code commenté
— il est utilisé et étendu (lans (le nombreux programmes [Kaiser, 2001]
— il a été conçu et implémenté inclépendaniment (le HOS recherches, il constitue
donc un cas réel d’utilisation
— il est disponible librement., accessible depuis meinbeis.pingnet.ch/gamma/
JHD-5. 1 .zip ou jhotclraw.sourceforge.net/.
Nous utilisons JHotDraw l)OUT chercher les classes responsables de fonctionna
lités du programme en comparant (les traces d’exécution. Dans notre exemple, nous
cherchons les classes responsables de la fonctionnalité dessen, d’un rectaagÏe. Les
matrices cl’acljacence correspondantes sont obtenues de la manière suivante
— nous générons cIeux traces dynamiques avec Caffeine en exécutant la classe
JavaDrawApp de l’application JHotDraw et en utilisant une instance de la
classe Robot du package java.awt.Robot
-— une trace où nous lançons l’exécution (lej .Joti’ar et ensuite nous la
$4
fermons avec l’option exit;
— une trace où nous lançons l’exécution de JHotDraw, nous dessinons un
rectangle et ensuite nous fermons JHotDraw avec l’option exit.
Pour faire la comparaison entre deux traces et pour éviter d’avoir des événe
ments différents générés par le déplacement de la souris, nous avons utilisé
une instance tic la classe Robot du package java.awt.Robot pour exécuter à
notre place le programme à étudier. Cette classe permet de prendre la main
et d’exécuter plusieurs scénarios du programme en respectant (à peu prés)
les mêmes étapes évitant ainsi de générer des déplacements de la souris qui
seront superflus lors de la comparaison tics traces.
— nous exécutons Ptidej pour enrichir les deux traces dynamiques avec les
données statiques:
— nous comparons les deux traces avec la classe FileComparaison;
nous présentons toutes les différences qui existent entre les traces tians une
matrice cl’adjacence (voir figure 6.9)1.
La figure 6.9 contient 39 sommets, ce qui rend la lisibilité un peti difficile sur le papier.
Les noms des classes ctm sont représentés sont CH.ifa.draw.application.DrawAppiication,
CH.ifa.draw.application.DrawApplication$7, CH.ifa.draw.figures.AttributeFigure,
C1-Iifa.draw.figtires.FigureAttribtites, CH.ifa.draw.figures.GroupComand,
Cl-J .ifa.clraw.figures.RectangleFigure, Cl-I .ifa.clraw .figures.UngroupCommand,
CFI.ifa.draw.frainework.DrawingChangeEvent, CH.ifa.clraw.framework.FigureChangeEvent,
CH.ifa.draw.samples.javadraw.AniinationDecorator, CH.ifa.draw.sainples.javaclraw.BotincingDra—




CH .ifa.draw.stanclarcl . CreationTool Cl-I .ifa.draw standard .CtitCoinmand
CH.ifa.draw.stanciard.DecoratorFigure Cl-I. ifa.draw.standard.DeleteConimancl
CH.ifa.draw.stanclarcl.DuplicateCommancl CH.ifa.draw.staiidard.FigureCliangeEveritl\lnlticaster
Cl-I. ifa.clraw.stanclard.FigiireEnunierator CH.ifa.ctraw .standardl.SendlToBackCornmandl
CH .i fa.draw.stanclard .StaiidardDrawing CH.i fa.clraw’.stanclarcl.StanclardDrawirigView




— nous pouvons parcourir les différences entre les traces selon leur ordre d’ap
parition (voir figure 6.10).
Résultat
Les représentations (le la figure 6.10 présentent les différences entre les traces
dynamicues exécutées. En examinant ces différentes présentations, il en ressort les
classes responsables du dessein du rectangle comme les classes GH.ifa.draw.figures.
RectangÏeFzg’ure, OH. zja. dram.figares. FigareA titi butes, OH. zfa. dram. utzt. Paiettelcon...
Ainsi, il est plus aisé rie trouver et rie comprendre les classes responsables rie la
fonctionnalité du dessein du rectangle dans l’application JHotDraw. Nous pou
vons, après avoir trouvé les classes responsables de la fonctionnalité dessein du
rectangte, regrouper par ces classes ou certaines rie ces classes pour savoir les rela
tions (jili sont établies au moment rie lexécution du programme et voir l’évolution
rie cette exécution clans le temps. Ainsi, nous comprendrons mieux le riéroulement
rie l’exécution rie la trace et le rôle (le chaque classe ou groupe rie classes clans ce
déroulement (pour voir un exemple, se reférer à l’exemple donné avec JUnit dans
la sous-section 6.2.1 de la page 76).
En conclusion, la comparaison ries traces permet rie détecter les chiférences entre
cieux exécutions du jeu d’essaies permettant ainsi rie dégager les classes respon
sables ries fonctionnalités désirées à trouver. Toutefois, la comparaison peut faire
apparaître ries différences qtii ne sont pas très importantes pour la compréhension
ries fonctionnalités que nous voulons étudier, ce qui nécessite l’application de filtres
l)Ot1 limiter l’apparition rie ce type d ‘informations.
robot .R.JbotDrawFigure
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JHotDraw selon leur ordre chronologique
CHAPITRE Z
CONCLUSION ET TRAVAUX FUTURS
Daus ce mémoire, nous avons présenté DRAM, un système d’analyse tin coin
portement des programmes à l’aide des matrices dadjacence, dont le but est de
répondre aux problèmes de compréhension tics programmes par les mainteneurs.
La difficulté consiste à comprendre un programme qui est, le plus souvent, écrit
par autrui afin ti’y apporter tics modifications ou (les extensions de fonctionna
lités. DRAM permet tic visualiser plus rapidement les informations dynamiques
et statiques dans une représentation compacte, d’avoir une vue architecturale ciu
programme étudié tout au long de l’investigation du mainteneur, de tiétecter les
traitements répétitifs et, enfin, identifier les fonctionnalités tiu programme aux
quelles s’intéressent les mainteneurs.
Nous avons présenté dans le chapitre (le l’état de l’art plusieurs travaux qui
traitent tics mêmes problèmes (ou en partie) que DRAM. La plupart de ces travaux
se sont prmcipalement intéressés à aitler les mainteneurs dans la compréhension des
programmes et à les aitler à chercher les classes responsables tics fonctionnalités du
programme que les niainteneurs tlésireiït comprendre. Nous nous soinnies inspirés
de ces travaux et nous avons conçu DRK\I pour présenter les informations re
cherchés sous forme visuel pour une meilleure perception et une meilleure visibilité.
Nous avons titilisé les matrices d’acijacence car elles offrent tic meilleures manipu
lations que les représentations tratlitionnelles (noeuds—liens ou UML). Nous avons
générés tics traces d’exécution à l’aitle tic l’analyse dynamitue et nous avons enrichi
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ces traces à l’aide de l’analyse statique pour avoir les relations statiques et dyna
miques entre les classes des programmes étudiés. Nous avons développé piusieurs
algorithmes pour permettre une manipulation plus facile des données à visualiser
à savoir filtrer les données à visualiser, regrouper par classes et/ou méthodes et
enfin comparaison de traces d’exécution pour trouver les classes responsables des
fonctionnalités du programme. Nous avons testé nos algorithme sur deux applica
tions JUnit et JHotDraw et nous avons obtenus des résultats satisfaisant qui nous
permettent de chercher à améliorer notre outil DRAM.
Perspectives
DRAM nous a aidé à mieux comprendre les progranimes étudiés, toutefois plu
sieurs améliorations peuvent être apportés pour mieux répondre aux besoins des
mainteneurs.
An niveau de l’analyse dynamique, nous avons utilisé Caffeme pour générer
les traces d’exécution des jeux d’essais utilisés, toutefois, Caffene intercepte tous
les événements générés par la JVI\I, ce qui rend la trace très volumineuse et petit
contenir des informations qui ne sont P très intéressantes pour la compréhension
(les programmes. Par conséquent, nous proposons dl’instrtlmenter le code source
i°’-’ n’avoir ciue les événements d’intérêts pour les maiiiteneurs. De plus, une tech
nique de compression de données semble nécessaire pour la gestion (les quantités
de données générées lors de l’exécution (les prograiliines.
Au niveau (le Ptidej, nous voudrions fournir le type (le relation entre deux classes
au moment (le chaque exécution, ce qui permettra (l’avoir une vue architecturale
pins exacte à chaque exécution (lu programme.
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An niveau de la détection des traitements répétitifs, nous pouvons améliorer
cette détection en utilisant l’analyse formelle des concepts (AFC) [Ganter et WilIe,
1999, Wille, 1982] qui constitue une technique puissante (le découverte et de struc
turation de connaissances. Elle fournit une méthode universelle de dérivation de
hiérarclues cl’ abstractions à partir cl ‘un ensemble cl ‘entités. L ‘AFC représente les
entités par le biais d’un context formel composé d’un ensemble d’individus (objets
formels), d’un ensemble de caractéristiques (attributs formels) et d’une relation
binaire perniettant de spécifier l’incidence objet—attribut.
Les algorithmes de l’AFC permettent l’identification de groupements d’objets
formels ayant des attributs formels communs. Ces groupements, appelés concepts
formels sont organisés en une hiérarchie conceptuelle, appelée treillis de concepts,
où les attributs foruiels sont factorisés de façon maximale.
Les mécanismes d’analyse de l’AEG sont basés sur la construction, visualisation
et exploration du treillis ou de ses structmes dérivées. Depuis l’établissement du
paradigme de l’AEG, la teclmique a été utilisé avec succès dans heaucoup de do—
maines tels que l’analyse de données. le génie logiciel, le data—mining et la recherche
(l’information.
En génie logiciel, traditionnellement, l’AEG a fourni des outils pour la résolution
de multiples problèmes nécessitant le regroupement d’un ensemble d’entités où
l’organisation et la réutilisation de l’inlormation sont des critères de bonne qualité.
L’intérêt derrière cette utilisation réside clans les qualités importantes de la
méthode de hase (le l’AEG et du résultat obtenu. En effet, les difficultés clans la
création et la. maintenance des modèles UML permet à l’AEG de fournir un environ
nement naturel (le représentation (le connaissance sur la structure d’un ensemble
cl ‘individus.
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Ainsi, pour notre approche, nous pouvons améliorer la recherche des traite
ments répétitifs et avoir des abstractions de plus haut niveaux clans les programmes
à étudier d’une manière plus formelle en utilisant l’AfC qui semble un aspect
intéressant à développer.
Au niveau de la comparaison des traces. des filtres pour éliminer les informations
superflues à la compréhension des programmes semblent nécessaires.
Avoir une vue quantitative des algorithmes utilisés pour mieux illustrer les
résultats.
Enfin, notre approche devra être testée sur des applications l)lus grandes avec
un nombre de classes pius grand pour cohorborer les résultats déjà obtenus avec
JUnit et .JHotDraw.
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