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Abstract 
Aiming at a class of nonlinear process, an internal model control (IMC) scheme based on least squares support vector 
machines (LS-SVM) is proposed in this paper. By using LS-SVM algorithm and selecting the Gaussian kernel 
function, the internal model and its inversion of the nonlinear process are constructed, and the shortcomings of 
process identification and modeling based on neural network could be overcome. Then, combing with LS-SVM, the 
structure of internal model control was designed. The simulation results show that the nonlinear process identification 
based on LS-SVM has higher precision and better generalization than RBF neural network (NN) method, and IMC 
based on LS-SVM could achieve a good dynamic performance and robustness. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
In process control, the internal model control (IMC) scheme has gained high popularity due to the good 
disturbance rejection capabilities and the robustness properties of IMC structure. Furthermore, the 
controller design is simple and straightforward such that the controller can easily be tuned on line [1]. For 
the linear process, the IMC controller design is theoretically well explored because there are many 
effective methods for the development of linear models from input output data. In practice, however, 
almost every process exhibits significant nonlinear behavior. Especially if a nonlinear process is driven in a 
wide operating range, the nonlinear characteristic is more obvious. Hence, aiming at the features of 
nonlinear process, more and more IMC controller design methods have been proposed. In the 
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implementation of nonlinear internal model control (NIMC), the determination of a process model 
represents an important stage of the development. Furthermore, the inversion of the nonlinear model is 
shown to play a crucial role [2]. Because neural networks (NNs) are capable of approximating any 
nonlinear dynamics with an arbitrary degree of accuracy, the neural networks based nonlinear internal 
model control (NN IMC) has attracted much attention [3-5]. The core idea of NN IMC is that NN model 
and NN inverse model are utilized as the internal model and the IMC controller, respectively. However, it 
is considerably difficult to obtain an inverse model of the nonlinear process by using NNs. Furthermore, 
most neural networks use gradient-based training method like back-propagation and often suffer from the 
existence of local minima, over-fitting. In addition, it is also lack of theoretical guidance to choose a 
suitable neural networks structure such as the number of hidden layer and neurons. 
As a novel machine learning algorithm, support vector machines (SVM) has been proved to be a 
powerful replacement for NNs in many areas. So far, several theoretical and experimental studies on model 
identification and control using SVM have been reported in the paper [2][6-8]. Compared with NNs, SVM 
has many advantages, such as nonexistence of local minima solutions, automatic choice of model 
complexity, good generalization performance and so on. As an interesting modification of the standard 
support vector machines, least squares support vector machines (LS-SVMs) have been proposed by 
Suykens and Vandewalle for solving pattern recognition and nonlinear function estimation problems. LS-
SVM takes equality instead of inequality constraints of SVM in the problem formulation. As the result, 
LS-SVM is easier to training and the global optimal solution can be uniquely obtained by solving a set of 
linear equations. In this paper, an IMC based on LS-SVM for a class of nonlinear process is proposed to 
overcome the shortcomings of NN IMC. The simulation results show that the nonlinear process 
identification based on LS-SVM has higher precision and better generalization than RBF NN method, and 
IMC based on LS-SVM could achieve a good dynamic performance and robustness. 
2. Nonlinear Process Modeling Based On LS-SVM 
In the following, LS-SVM algorithm for nonlinear process modeling is briefly reviewed. Assume a set 
of training data set is given:  
(x1, y1),…,(xN, yN)ęRn×R                           (1) 
The nonlinear function ȥ(·) is employed to map the original input space Rn to high dimensional feature 
space ȥ(x)=(I(x1), I(x2),…,I(xN)). Then the linear decision function y(xi)=wTI(xi)+b is constructed in this 
high dimensional feature space. Thus nonlinear function estimation in original space becomes linear 
function estimation in feature space.  
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Subject to the equality constrains 
yi (w·I(xi+b)=1íei, i=1,…,N                       (3) 
where C is a regularization factor and ei is the difference between the desired output and the actual output. 
Ignoring the bias term, the Lagrangian for the problem expressed by Eq. (2) can be described as 
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where Įi are Lagrangian multiplier. The conditions for optimality are given by 
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The resulting LS-SVM model for nonlinear process becomes 
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where K(x, xi) is a symmetric function which satisfies Mercer conditions. The typical examples of kernel 
function include linear, polynomial, RBF kernel. 
Linear: 2121 ),( xxxxK
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In actual application, the selection of appropriate kernel function and the corresponding parameter 
needs some knowledge in advance [8]. The choice of the kernel function has several possibilities. In this 
paper, the radial basis function (RBF) is used as the kernel function of the LS-SVM because RBF kernels 
tend to give good performance under general smoothness assumptions. 
A LS-SVM can be regarded as a black-box which can produce certain output data as a response to the 
specific input data. In this modeling procedure, the relationship between input and output of a nonlinear 
process can be emphasized while the sophisticated inner structure is ignored.  
For a single-input single-output (SISO) nonlinear process, u(k) and y(k+1) is the input and output of the 
process, respectively. Thus, the nonlinear process can be described by nonlinear autoregressive model as 
follows 
 Zhao Zhicheng et al. /  Physics Procedia  25 ( 2012 )  1900 – 1908 1903
 
Nkmku
kunkykykyfky
,,2,1)),(
),1(),(,),1(),(()1(
""
"
 
 
       (10) 
Let 
))(),1(),(,),1(),(()1( mkukunkykykykX   ""  (11) 
then  
))(()1( kXfky                               (12) 
Firstly, the training sample set (X(k), y(k+1)) is constructed, and then the nonlinear sample data can be 
mapped as the linear outputs in high dimensional feature space by using LS-SVM.  
biXkXKky
N
i
i   ¦
 1
))(),(()1(ˆ D                (13) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Diagram of nonlinear process identification based on LS-SVM 
where )1(ˆ ky  is the output of the model based on LS-SVM. The identification structure of the nonlinear 
process based on LS-SVM can be shown in Fig. 1, where e is the identification error. In general, the 
procedure of training LS-SVM include: training data choosing and preprocessing, selection of the optimal 
LS-SVM parameters, testing data choosing and preprocessing. 
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3. Internal model control based on LS-SVM 
The system structure of IMC based on LS-SVM is shown in Fig.2. x(k) is reference input, u(k) is 
output of LS-SVM based controller, y(k+1) is the output of the system, ym(k+1) is the output of LS-SVM 
based internal model. v(k) is the disturbance. 
A. Constructing of Internal Model 
Assume that a SISO nonlinear process can be described as below: 
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where u(i) and y(i) is the input and output of the system at the ith moment, respectively. n and m is the 
order number of the input and output, respectively, and mn t . The establishment of the internal model of 
the process based on LS-SVM needs the input and output data to construct the training samples. Then, the 
method introduced in section 2 can be utilized to construct the internal model. 
B. Design of Internal Model Controlle 
The controller of IMC is the inverse model of the controlled process. So the reversibility of the 
process must be first considered. 
Theorem 1. For the nonlinear process with the form of Eq. (10), If f[y(k), …, y(k í n), u(k), …, u(k í m)] 
is strictly monotone function to u(k), then the process is reversible at point [y(k), …, y(k í n), u(k í1), …, 
u(k í m)]T. If above-mentioned conclusion is right at any time step k, the process is reversible process [6]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Structure of nonlinear process IMC based on LS-SVM 
According to Eq. (14), the inverse model of the process can be defined as: 
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Then, the training set of LS-SVM can be constructed and the inverse model of the process can be 
established. 
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4. Simulation Study 
To demonstrate the effectiveness of the proposed method, this section deals with the simulation study. 
Considering the nonlinear process model as follow [9] 
)1()1(
)1(1
)1()( 32 
 kwku
ky
kyky           (16) 
where, )75/2sin(4.0)45/2sin(6.0)( kkku SS  . w is white noise variance 0.06. 
Firstly, the modeling method based on LS-SVM is compared with RBF NN method. The LS-SVM 
parameters are selected by using the cross-validation procedure, and the results are: C = 150, ı2 = 0.75. 
The structure of RBF NN is 3-4-1. Set learning rate as 0.25, momentum factors as 0.05 and weighted 
coefficient as 0.01. The number of training samples and test samples are 100, respectively. The 
simulation results are shown in Fig. 3-Fig.6. It is obvious that LS-SVM could provide higher precision 
and better generalization than RBF NN. 
According to theorem 1, the nonlinear process expressed as Eq. (15) is monotone and reversible. 
Using the method mentioned above, the internal model controller can be constructed. The set point filter 
Gr and feedback filter Gd is selected as Eq. (17) and (18), respectively. 
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The system is simulated with a unit step change at k = 0 and a step load disturbance with value of 0.1 
at k = 50. When the model is accurate, the simulation result is shown in Fig.7. The proposed method not 
only provides a good set-point tracking, but also has a steady disturbance rejection response. To 
investigate the robustness of the system, the parameter perturbation is assumed as Eq.(19) towards the 
model mismatch. Furthermore, a step load disturbance with value of 0.1 is inserted into the system at k 
=50. The simulation result is show in Fig. 8, and the robustness of the proposed method is demonstrated. 
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Figure 3. Process identification based on LS-SVM 
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Figure 4. Error of process identification based on LS-SVM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Process identification based on RBF NN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Error of process identification based on RBF NN 
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Figure7. Step response of LS-SVM IMC 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Step response of system with model mismatch 
5. Conclusions 
A novel IMC method based on LS-SVM is proposed for a class of nonlinear process, which not only 
avoids complex inverse controller development and intensive computation but also avoids online learning 
or adjustment. Firstly, based on input-output approximation, the model and inverse model of a nonlinear 
process are constructed by using LS-SVM. Then, the structure of IMC is designed, in which the LS-SVM 
based controller and LS-SVM based internal model are two major parts. The simulation results show that 
the IMC based on LS-SVM has good set point tracking performance, disturbance rejection performance 
and robustness. 
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