Every quantum physical system can be considered the "shadow" of a special kind of classical system.
Introduction
In the following will be presented a system essentially classical: its states are points of a manifold, its observables are functions on the manifold, its dynamics are generated by functions and its differentiable dynamics come from differentiable "hamiltonian" vector fields.
This system, on the other hand, is not perfectly classical because its observable functions are, in general, far from being continuous or differentiable and do not make a vector space; however when you consider their "mean value functions" (that is integrated with respect to the hidden variable) you get the "expected value functions" of the usual quantum theory and these, when defined everywhere, are differentiable functions making a vector space.
The system differs from a classical one also because you need two functions to define a general dynamic: one is the hamiltonian "expected value function" and the other is a differentiable function measuring an increment in the speed of changement of the "hidden variable"; when these two functions are both smooth the dynamic comes from a smooth vector field.
The system to be examined will be introduced following a list of remarks:
A. The states of the system live inside an infinite dimensional real Hilbert space H and the state space to consider is the infinite dimensional spheric hypersurface S = S( √ 2) of radius √ 2 with its geometry. This radius is chosen in such a way to have : B. For every state ϕ in S there is family of states "equivalent" to ϕ and differing by ϕ only by a "phase". More precisely there is an action of the group S 1 on S making the vector ϕ to travel along the S 1 -orbit of states [ϕ] = {ρ θ ϕ} (or e iθ · ϕ ). This action and in particular the operator J = ρ π/2 allows to consider, if we need it, the vector space H as a complex vector space.
These S 1 -orbits have a twofold structure: "from the outside" they are riemannian circles embedded in S, "from the inside" they are only probability spaces, that is sets [ϕ] furnished with a σ-algebra of measurable subsets and a measure function µ [ϕ] taking value 1 on the whole set [ϕ] .
The states ρ θ ϕ in the present theory will play the role of the "hidden states" behind the "apparent state" [ϕ] .
C. On the system can be carried out some propositions, that is observable functions taking only the values 0 or 1; a proposition is obviously characterized by the set L where the function takes value 1.
We will consider as propositions for our system the subsets L of S satisfying the following conditions:
• The measure µ [ϕ] (L ∩ [ϕ]) varies differentiably with the vector ϕ (or the class [ϕ]) • Given two orthogonal vectors ϕ and ψ of S (not in the same S 1 -orbit) consider the vectors: ϕ(t) = cos t · ϕ + sin t · ψ (the sovrappositions of ϕ and ψ in S) we require that µ [ϕ(t)] (L∩[ϕ(t)]), as a function of the variable t, must take the form:
is not always 0 or always 1, given ϕ in S, for some orthogonal vector ψ of S (not in [ϕ] ) the function µ [ϕ(t)] (L ∩ [ϕ(t)]) takes all the values in the interval [0, 1] .
All these subsets L make a family L of subsets in S (called the logic of the system).
The family L is closed by complementation but is not a boolean algebra (or a logic as in [V] ), however it contains infinite boolean algebras corresponding to the boolean algebras of commuting projectors in H.
D.
A function f : S → R will be called an observable function if it allows, for every borel subset B of R, to check wether or not the function f , on a given vector ϕ, takes its value in B; that is if f −1 (B) of S is a proposition in L for every borel subset B.
All these functions make a family O.
Each observable function has a well precise value on each state of the system independently from the corresponding "measuring process"; an hypothetical expert observer able to prepare the system exactly in the state ϕ and able to build a measuring apparatus perfectly corresponding to the observable function f would get always the real value f (ϕ).
The family O is not an algebra or a vector space, however it contains infinite commutative functions algebras corresponding to the commutative algebras of selfadjoint operators.
To an observable function f it's associated its "mean value" function:
f (ψ) · dµ [ϕ] In general f is not defined on all S, however when this happens the function f is smooth (a smooth kaehlerian) function. All these functions (called kaehlerian) make a space K(S) definable through the geometry of the space S.
E.What is a symmetry for the system S? The bijective maps Φ : S → S respecting the scalar products, the sovrappositions of orthogonal vectors and commuting with the actions ρ θ are good candidates: it is not difficult to verify that these maps are exactly the unitary maps of H making the group U nit(H).
But maybe is more suitable here to consider as symmetries the diffeomorphisms Φ : S → S that are characterized by the properties to bring S 1 -orbits in S 1 -orbits, couples of orthogonal S 1 -orbits in couples of orthogonal S 1 -orbits and to commute with the actions ρ θ (plus a technical condition); in this way a much wider group Aut(S) of symmetries is obtained.
With respect to the group Aut(S) the dynamics of the system are the oneparameter (continuous) groups Φ · : R →Aut(S).It can be proved that with a natural topology on Aut(S) all the one-parameter continuous groups in Aut(S) are given by two functions: a kaehlerian function l giving origin to a one-parameter unitary group that "moves the S 1 -orbits" and a differentiable function h on S (constant on the S 1 -orbits), incrementing the speed "inside the S 1 -orbits".
F. The system S is essentially a classical system to the eyes of an hypotetical observer that we will call the precise observer.
How appears the same system to an imprecise observer not having under control the phase? Let'suppose that this observer is not able, for pratical limits or intrinsic reasons, to produce the state ϕ rather than its rotated state ρ θ ϕ.
When he tries to prepare the system in the state ϕ he can be precise enough to prepare a state inside the S 1 -orbit [ϕ] = {ρ θ ϕ : 0 ≤ θ < 2π} but he does not know which state in the S 1 -orbit is the outcome; he cannot avoid to the state produced to be completely random in its S 1 -orbit. When he tries to measure the observable f on the state ϕ he can get anyone of the values {f (ψ); ψ ∈ [ϕ]}. After a large number of trials he gets his outcomes distributed on the real line and, in the end, what he gets are only the numbers π(ϕ, f, B) expressing the probabilities that the outcome falls in a general borel subset B (varying in the family B(R) of all borelian subsets of R).
This probabilty, from the other side, measures the frequency for ϕ, moving randomly in [ϕ] , to fall in the set f −1 (B) ∩ [ϕ] . Therefore:
G. The imprecise observer is compelled to consider the measuring process intrinsically statistic; the space S keeps for him only the meaning of the set of all possible preparations of the system and O keeps only the meaning of the set of all realizable measuring apparatuses. All his experimental knowledge reduces to a map: π : S×O × B(R) → [0, 1] But now why he should consider different two preparations ϕ 1 and ϕ 2 if: π(ϕ 1 , f, B) = π(ϕ 2 , f, B) for every apparatus f and every borelian subset B ? Dually why he should consider different two apparatuses f 1 and f 2 if:
for every preparation ϕ and every borelian subset B ? His imprecision generates an equivalence relation R S among states in S and an equivalence relation R O among observables in O: for the imprecise observer the "states" he can define through his experiments are the equivalence classes of R S in S and his "state space" is the quotient space S = S/R S , analogously his "observable space" is O = O/R O . Over these objects he has a well defined probability map:
H. Analogously he will consider his symmetries on S and not on S; since the "hidden" symmetries respect the equivalence relation R S the symmetry group Aut(S) acts naturally on S and so if we introduce the subgroup Aut I (S) of Aut(S) made by all the symmetries acting identically on S the quotient group Aut(S) = Aut(S)/Aut I (S) acts effectively on S and it can be proved that gives the right group of "apparent" symmetries for the imprecise observer.
Moreover every continuous dynamic in Aut(S) induces a dynamic in S, made of transformations in Aut(S), continuous for the induced topology of Aut(S) and conversely it is possible to prove that every continuous dynamic in Aut(S) comes from a continuous dynamic in Aut(S).
I. Briefly starting with the ingredients of "classical" system S:
in consideration by the precise observer, the ignorance of the phase induces the imprecise observer to consider instead the statistical system:
of states, observables, probabilities and symmetries.
What it is proved in this paper, in short, it is exactly that this last system is (it is isomorphic to) the usual quantum system.
Precisely the state space S is the complex projective space of H, the observable space O is naturally isomorphic to the set of all self-adjoint operators of H and the probability map π becomes the probability map π([ϕ] , A, B) = E A B ϕ (where E A B is the projector associated to the borel subset B in the projector valued measure defined by the self-adjoint operator A) of the canonical quantum theory; note also that every observable function takes its essential values in the set of the true outcomes of the corresponding quantum observable (the spectrum of its associated self-adjoint operator).
Moreover Aut(S) becomes the symmetry group of P C (H), that is the group of unitary transformations of H modulo the multiples of the identity.
This statement gives a rigorous content to to the assertion that a quantum physical system can be considered the "shadow" of a classical system with a "hidden variable".
Some of the characteristic features of the present hidden variable theory are to be declared :
(1) This theory is non local: there is no room for (non-banal) properties with the special independence required in the proof of the Bell inequalities and wishful to represent apparatuses acting independently in two spatially separated regions of the spacetime. (2) This theory is contextual: behind a quantum proposition there are in S infinite "hidden" classical propositions, therefore the truth value 0 or 1 of the classical proposition on a "hidden" classical state depends not only on the "hidden variable" of the state but also on the "experimental context" defined by the particular classical proposition in consideration. The same holds for the observables. (3) This theory is "relativistically invariant": it works equally well either if you have assigned for the quantum system a unitary representation of the Galilei group or a unitary representation of the Poincarè group; it works also in the general relativistic case as long as you have a quantum theory via a Hilbert space.
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The system S, its states and observables
In the following (H, ., . ) will denote an infinite dimensional real Hilbert space furnished with an effective action ρ : S 1 → Isom(H, ., . ) of the group S 1 on H via isometries.
For the action ρ we suppose valid the property:
where we denote, for simplicity, an element of S 1 as a real number θ (implicitally modulo 2π) and we write ρ θ ϕ instead of ρ(e iθ )(ϕ). 
The real tangent space T ϕ S = (ϕ) ⊥ contains the vector Jϕ and can be splitted in a "vertical part" Ver ϕ = R·Jϕ and in a "horizontal part" Hor ϕ = {ϕ, Jϕ} ⊥ .
The map J sends Hor ϕ in itself, we will denote this restriction by J ϕ . Analogously a map: ρ θϕ : Hor ϕ → Hor ϕ can be defined as ρ θϕ (X) = cos θ·X +sin θ·J ϕ X = e iθ ·X.
The group S 1 acts on S describing the
there is only one measure µ [ϕ] on the natural borelian subsets having total measure equal to 1 and making measure preserving the natural correspondence θ −→ ρ θ ϕ between S 1 , with the normalized Haar measure, and [ϕ] . Note that
Given two vectors ϕ and ψ in the same S 1 -orbit we will denote by ψ/ϕ the unique complex number u ∈ S 1 such that ψ = ρ(u)(ϕ). 
Given two orthogonal vectors ϕ and ψ in S the map: γ ϕψ : R → S defined by:
in the variable t is a function of the form
• unless L is equivalent in measure to ∅ or to S, for every ϕ in S there is a ψ in S orthogonal to ϕ such that the function
This definition takes into account the behaviour of quantum probabilities for a quantum property; infact if the property is represented by the (complex) projector E you get :
• if you take two orthogonal elements ϕ and ψ in S and consider the states parametrized by the path γ(t) = cos t · ϕ + sin t · ψ (the superposition states of ϕ and ψ in S) then the function of t given by E γ(t) is: 
Notation 2. Let f : S → R be an observable, the family: (⇐=)The sets The function f : S → R defined by f (ϕ) = n if ϕ ∈ X n is well defined, is an observable with L = f −1 {1, 3} and
Given two propositions L and M we will prove later that are compatible if and
Inside O there are some natural algebras of functions:
Notation 4. Let A be a σ-algebra of subsets of S contained in L, the symbol: Proof. Taken two functions f, g in O A let's consider the map (f, g) : S → R 2 since A is closed by intersections the inverse image with respect to (f, g) of every open rectangle of R 2 is in A and then also the inverse image with respect to (f, g) of every borel subset of R 2 is in A. Denoted by S : R 2 → R and P : R 2 → R the two borel functions given by the operations, respectively, of addition and multiplication on the real numbers we can deduce that the two functions:
If A is a σ-algebra of subsets of S contained in L closed with respect to the passage to a null equivalent element in L then O A is closed with respect to the passage to a null equivalent function.
Definition 10. A map ν : S → S will be called a measure equivalence if:
• is bijective
The family of all the measure equivalences of S make a group of transformations of S.
If L is a proposition and ν is a measure equivalence of S the image ν(L) is also a proposition.
If f is an observable on S and ν is a measure equivalence of S the function f • ν is also an observable 
are equivalent up to a borel null subset (it is a consequence, for example, of Thm. 9 p. 327 in [R] ). The family ν| [ϕ] makes a a measure equivalence ν of S.
Observables and kaehlerian functions Definition 11. A function l : S → R is called smooth kaehlerian on S if:
• is smooth on S • l • ρ θ = l for every θ in R • for every couple of orthogonal vectors ϕ and ψ in S, l(cos t · ϕ + sin t · ψ) is a function of the form a · cos 2 t + b · sin t cos t + c · sin 2 t in the variable t.
The smooth kaehlerian functions on S are defined in such a way to be exactly the liftings to S of the (smooth) kaehlerian functions defined on P C (H) in [CMP] , [G] and [CGM] .
Notation 5. Let's denote by KS(S) the vector space of all smooth kaehlerian functions on the space S.
For every smooth function l :
We have:Grad
well defined, linear and continuous
• for every complex closed linear subspace F of W the restriction l| F ∩S is a smooth kaehlerian function on F ∩ S • the couple (l, W ) is maximal with respect to the two properties given above.
Notation 6. Let's denote by K(S) the set of all kaehlerian functions on S.
A smooth function l : S → R such that for some couple of orthogonal vectors ϕ and ψ in S the function l(cos t·ϕ+sin t·ψ) has the form a·cos 2 t+b·sin t cos t+c·sin 2 t can be expressed as:
Where H l is the hessian of the function l (it is enough to remember that
It is not difficult to prove that two smooth functions l 1 , l 2 : S → R such that for every couple of orthogonal vectors ϕ and ψ in S the functions l 1 (cos
equal if (and only if ) it is possible to find a vector ϕ 0 in S where:
l 1 (ϕ 0 ) = l 2 (ϕ 0 ), d ϕ0 l 1 = d ϕ0 l 2 , H l1 ϕ0 = H l2 ϕ0 Theorem 5. Let l : S → R be a function, l
is a smooth kaehlerian function if and only if there exists one (and only one) bounded self-adjoint complex linear operator
A : H→H such that:
Proof. (⇐=) Obvious.
(=⇒)(The proof mimics the proof given in [G] ). Let's fix a vector ϕ 0 in S. Since the map dl ϕ0 : T ϕ0 S → R is a continuous linear map there exists a vector Z (= Grad ϕ 0 l) in T ϕ0 S such that dl ϕ0 (X) = Z, X for every vector X in T ϕ0 S; moreover the Hessian H l ϕ0 : T ϕ0 S × T ϕ0 S → R is a continuous bilinear symmetric map and therefore there exists a bounded self-adjoint map B :
There exists a unique continuous real linear map A : H→H with the assigned value A(ϕ 0 ) = l(ϕ 0 ) · ϕ 0 + Z and such that:
It is not difficult to prove that A is symmetric. The function A : S → R defined by A (ϕ) = 1 2 ϕ, Aϕ is smooth and for every couple of orthogonal vectors ϕ, ψ in S the function A (γ ϕψ (t)) has the form a · cos 2 t + b · sin t cos t + c · sin 2 t. With some more calculation it is possible to verify that:
If another complex linear self-adjoint operator B verifies B (ϕ) = A (ϕ) on S then X, AX = X, BX for every X = 0 and then A = B. 
is linear and continuous, therefore admits a continuous linear extension λ ϕ : H→ R and is possible to find a unique element
ϕ · ϕ) for every ϕ = 0 and A 0 (0) = 0. Fixed a closed complex linear subspace F of W we know, by the previous theorem, that there exists a (complex) self-adjoint linear operator
Using this property systematically and the fact that pr F (Z) = 0 for every F ⊂ W implies Z = 0 it is possible to prove that A 0 is a complex, linear and hermitian operator defined on a dense linear subspace of H. Its closure A = A 0 is the desired self-adjoint operator since on every ϕ in W taken a closed suspace
As in the proof of the previous theorem it is possible to prove the unicity on W of such operator.
(⇐=)For every self-adjoint complex operator A : W →H the first two properties in the definition of a (non smooth) kaehlerian function are easily verified for the function A : 
(S) →SA(H) the bijective map defined by the previous theorem (α(l) is the self-adjoint operator associated to the kaehlerian function l).Its inverse is the map · : SA(H) → K(S).This map induces an isomorphism α| : KS(S) →SAB(H).
Since we have proved that for every bounded self-adjoint operator A we have:
For every proposition L of S there exists one and only one (complex) orthogonal projector E of H such that for every ϕ in S it holds:
Conversely every orthogonal projector E of H comes in this way from a proposition L and two propositions give origin to the same projector if and only if they are measure equivalent.
Proof. When L is null equivalent to ∅ or to S the thesis follows immediately taking, respectively, E = 0 and E = I. We will then suppose L not null equivalent to ∅ or S.
Since
we have only to prove that E verifies E 2 = E. We have already proved in a remark above that for every ϕ in S we have: Grad
It is not difficult to calculate:
By the definition of proposition we know there exists a vector ψ 0 in S orthogonal to ϕ where m(ψ 0 ) = 0 and M (ψ 0 ) = 1; we have:
ϕ ) with respect to this vector. Therefore Grad
ϕ ) and we have proved that E is a projector. Since L prescribes E on S the projector E is the only one.
Conversely let E be a projector on a complex closed linear subspace F of H, if E = 0 or E = I the thesis follows immediately.We will then suppose E not 0 and not I.
For every
and analogously if ϕ is in F ⊥ . When ϕ is not in F or in F ⊥ we can find a vector α in F ∩ S and a vector β in F ⊥ ∩ S in such a way that ϕ = cos t 0 · α + sin t 0 · β. If we consider the vector
To give an explicit proposition L associated to a projector E we can proceed as follows: let's fix a map σ : The suggestion that to each quantum measurement there could correspond a collection of several deterministic "hidden measurements" has appeared in several moments in the history of the hidden variable theories. For a direction of development of this idea cfr. [A] and [CM] .
Notation 8. Denoted by P R(H) the set of all projector operators of H the previous theorem claims there is a surjective map
ε : L →P R(H) associating to each proposition L a projector ε(L) such that ε(L) ϕ = µ [ϕ] (L ∩ [ϕ]) for every ϕ in S. A pseudo-borel subset A of S such that µ [ϕ] (A∩[ϕ]) = E ϕ (for every ϕ in S) for a
projector E is necessarily a proposition (is measure equivalent to a proposition).

Theorem 8. If L and M are propositions with
is also a projector. Therefore there exists a proposition N such that ε(N ) = ε(M ) − ε(L) and the pseudo-borel subset M \ L, because is measure equivalent to N , is a proposition.
Theorem 9. Given two propositions L and M if (and only if )
The following properties are easily proved:
Theorem 10. For every proposition L and every unitary transformation U it holds:
Theorem 11. For every observable function f on S there exists one and only one self-adjoint operator T on H such that for every state ϕ in S and every borel subset B of R it holds:
Conversely every self-adjoint operator T on H comes, in this way, from an observable function.
. It is not difficult to prove that the family {E s } s∈R is a spectral family of H, therefore there is a self-adjoint complex operator T such that
for every ϕ in S and every s in R.Then, for the usual properties of borelian subsets of R, it is possible to prove that the analog properties hold for an interval ]r, s] and a general borel subset B of R:
If T ′ is another operator with the same property, from E Conversely let's suppose a self-adjoint operator T is given. Let's fix a map σ :
; such a map is a borel isomorphism preserving the measure (
Also the map ρ :
is a monotone non-decreasing function whose quasi-inverse F [ϕ] :]0, 1[→ R is a monotone non-decreasing function with the property:
(cfr. [K-S] thm. 4 p. 94)(the symbol ν F denotes the Borel measure associated to the monotone function F ) . The function F [ϕ] can be extended monotonically to a function (denoted in the same way) F [ϕ] :]0, 1] → R∪ {+∞} with the position F [ϕ] (1) = +∞ and has the same property provided that we decide that
is a pseudo-borelian function on S with the property:
that is:
, this implies as
for every borel subset B of R.
} is a pseudo-borel null subset of S we can assign to f on f −1 ({+∞}) finite values in such a way to obtain a pseudo-borel function f : S → R keeping the property:
As observed in a remark following the previous theorem this implies that each f −1 (B) is a proposition, that is f is an observable function. H) )) of the function f associated to the operator T (with the help of σ) in the preceding proof:
Remembering the definition of a quasi-inverse function (cfr. [K-S] thm. 4 p. 94) we can give the following explicit expression (out of the null pseudo-borel subset
We will denote this function by f T σ .
Notation 9. Let's denote by τ : O →SA(H) the (surjective) map defined by the previous theorems.
In the proof of the previous theorem we have proved in particular that for an observable function f it holds:
For every projector E we have that L 
for every s in R.
Theorem 13. If f is an observable function and ν is a measure equivalence then
for every ϕ and every B. 
Proof. Infact there is an observable function f and two borel subsets
In other words given two non commuting projectors E and F it is not possible to find two propositions L and M with ε(L) = E and ε(M ) = F and moreover with L ∩ M in L; this means that in this theory it is never possible to check if a state ϕ in S verifies, in the same time, two non compatible properties.
If ε(L) and ε(M ) don't commute the "precise observer" can build an apparatus checking the property L and separately an apparatus checking the property M but he will never be able to build an apparatus checking the classical property L AN D M and satisfying the properties stated for a proposition! The decision to add to L all the intersections L∩M or, better, to consider all the boolean algebra ( σ-algebra) generated by L is equivalent to consider possible some behaviour for the probabilities not predicted by the usual Quantum Mechanics.
Assigned two projectors E and F we know that it is possible to find two propositions L and M with E = ε(L), F = ε(M ); it is possible to find L and M and a pseudo-borel subset N in S such that for every ϕ in S it holds:
The answer is yes, it is not difficult and you can also take N = L ∩ M : let's fix a map σ :
are propositions with
The pseudo-borelian subset L ∩ M is not, in general, a proposition because if you take two orthogonal elements ϕ and ψ in S (not in the same S 1 -orbit) and consider the states parametrized by the path γ(t) = cos t · ϕ + sin t · ψ (the superposition states of ϕ and ψ in S) then the function: 
Two propositions L and M will be called banally independent if one of them is null equivalent to ∅ or to S. Proof. (⇐=) Obvious.
(=⇒) Let E = ε(L), F = ε(M ) and G = ε (N ) ; we have G ϕ = E ϕ · F ϕ for every non zero vector in H by hypothesis.
This implies ker G = ker E ∪ ker F but this is possible only for ker E ⊂ ker F or ker F ⊂ ker E.
In the first case we have: G = F and F ϕ · (1 − E ϕ ) = 0, therefore or F = 0 or F = 0 and E = I.
In the other case analogously or E = 0 or F = I. 
The observable functions are rarely continuous, for example when spec(τ (f )) is not an interval of R the observable function f : S → R is not continuous.
Theorem 17. Fixed an S
Proof. Let's suppose first H =L 2 C (R, λ) and ϕ 0 a positive real continuous function in S.
As in the proof of a previous theorem let's fix a map σ :
; associated to the self-adjoint position operator Q there is the cumulative function F [ϕ0] : R → [0, 1] defined by the equality:
This function is a homeomorphism between R and ]0, 1[ therefore its quasi-inverse is equal to its inverse and is again a homeomorphism and is a homeomorphism too the restricted function f For a general Hilbert space (with infinite dimension) it is possible to proceed in an analogous way on a single addend remembering that any such space is isomorphic to a direct Hilbert sum of a family 
Definition 14. Let f be an observable function on S, let's denote by:
the domain of the mean value function of f :
Note that since
Let's remember that we have:
Theorem 18. For every observable function f we have:
therefore the integrals are finite together. For the equality in Thm. 7.14 (e) of [W] we have for
Definition 15. An observable function f : S → R is essentially bounded if there is a real number
M such that f −1 ((−∞, −M [∪]M, +∞)) is a pseudo-borel null subset.
An observable function f is essentially bounded if and only if its essential image is a bounded subset of R.
Notation 10. Let's denote by OB the set of all essentially bounded observable functions on S.
Let f be an observable function, a real value y is not in Im e (f ) if and only if there exists an essentially bounded observable g such that g ·(f −y) is null equivalent to 1, in other words if and only if the function
1 f −y is defined almost everywhere (exercise).
Theorem 19. For an observable function f are equivalent:
(1) the function f is essentially bounded
Proof. (2 ⇐⇒ 3) For the Hellinger-Toeplitz thm. τ (f ) is a bounded operator if and only if
(2 =⇒ 1) If τ (f ) is a bounded operator then its spectrum is bounded, therefore so is the essential image of f .
The map τ : O →SA(H) sends OB in SAB(H).
Theorem 20. The mean value function f of an observable function f is a kaehlerian function, if the function f is essentially bounded then the function f is smooth kaehlerian. Every kaehlerian function is the mean value of an observable function and every smooth kaehlerian function is the mean value of a bounded observable function.
Proof. Since f = τ (f ) the function f is kaehlerian; when f is essentially bounded the function f is smooth kaehlerian as τ (f ) .
If l is a kaehlerian function there exists a self-adjoint operator T such that l = T , therefore taken an observable function f such that τ (f ) = T we have f = T = l. When l is smooth kaehlerian T is bounded and f can be taken essentially bounded.
The map · : O →K(H) sends OB in KS(H).
α( f ) = τ (f ).
Theorem 21. Let f be an observable function for evey borelian function
Proof. The operator τ (f ) has spectral measure:
We have:
Algebras of propositions and observables
Theorem 22. Let A be a boolean algebra of subsets of S contained in L and let L, M be two elements of A:
is a boolean algebra of commuting projectors of H and ε| : A →ε(A )
is a boolean algebra morphism
and only if L and M are null equivalent
Proof. Since L and M are compatible we know that there exists an observable function f and two borel subsets B and C of R such that L = f −1 (B) and M = f −1 (C); in particular this proves that ε(L) and ε(M ) commute, then:
therefore L∆M is a pseudo-borel null subset.
Theorem 23. Let B a boolean algebra of (commuting) projectors in a separable Hilbert space H, there exists a boolean algebra B of subsets of S in L such that:
• ε( B ) = B • ε| : B → B is a morphism of boolean algebras.
Proof. Let B = {E i } i∈I , since the E i commute pairwise there exist a self-adjoint operator T and a family of borel functions {b i } i∈I such that E i = b i • T for every i ∈ I (cfr. [V] Thm. 3.9 p. 56). Taken an observable function f such that τ (f ) = T let's consider the boolean σ-algebra A f of subsets of S in L, the functions
It is enough now to choose B = ε| A f −1 (B) . Proof. If L and ν(M ) are compatible then ε(L) and ε(νM ) = ε(M ) commute. Conversely if ε(L) and ε(M ) commute there are two propositions
. Therefore there exist two measure equivalences ρ and σ such that L ′ is null equivalent to ρ(L) and M ′ is null equivalent to σ(M ), then ρL ∩ σM and
Theorem 25. Let A be a σ-algebra of subsets in S contained in L and {L n } n≥1 ⊂ A, there exists an observable f in O A and a sequence {B n } n≥1 ⊂ B (R) such that
and a borel subset of R it is not difficult to prove that the function
Taken a borel subset B n of R such that
Theorem 26.
Theorem 27. When H is a separable Hilbert space assigned a sequence E = {E n } n∈N of pairwise orthogonal (complex) projectors with n∈N E n = I it is possible to find a partition {L n } n∈N of S by propositions with ε(L n ) = E n for every n ∈ N.
Proof. Proceeding as in the proof of a previous theorem we find an observable f , a sequence of borel functions {b n } n∈N and propositions L
Since the E n are pairwise orthogonal the propositions have a pairwise pseudo- ( Proof. Let's suppose the thesis is false; fixed a vector ϕ 0 in S( √ 2) let's consider the function G : S(1) → {0, 1} defined by G(u) = χ δ(pr Cu ) (ϕ 0 ). For every orthonormal basis {u n } n≥1 in H the family {δ(pr Cun )} n is a partition of S( √ 2), therefore the vector ϕ 0 belongs to one and only to one of the sets δ(pr Cun ). This implies that n G(u n ) = 1 for every orthonormal basis {u n } n≥1 , that is the function G is a Gleason frame function (of weight 1) (cfr. [Gl] ).
Since we are in a separable Hilbert space of dimension at least three there must exist a bounded self-adjoint operator T such that G(u) = T u for every u in S(1) (cfr. Thm. 3.5 of [Gl] ), but this implies that the function T is constantly 0 or costantly 1 bringing in both cases to an absurd since the vector ϕ 0 must belong to some of the sets δ(pr Cu ) but cannot belong to all of them. [B] 4.6.5, [G-D] and [KS] ).
Remark 6. The previous theorem is stricly connected with the necessity of considering the observables in their context (cfr. Ghirardi in
Theorem 29. Let A be a (non empty) σ-algebra of subsets in S contained in L and {f n } n≥1 ⊂ O A , there exists an observable f in O A such that A fn ⊂ A f for every n ≥ 1.
Proof. For the countable family f −1 n (r, s); with n ≥ 1 and r, s in Q it is possible, for a previous theorem, to find an observable f in O A and a countable family {B n,r,s } in B (R) 
n (r, s) for every n, r, s. Therefore f −1 n (B) ∈ A f for every n ≥ 1 and every borel subset B of R.
Theorem 30. Let f , g be two observable functions, if
Proof. Let Q = {r n } n≥1 the set of rational nubers in a sequence, since A g ⊂ A f it is possible to find a borel subset B 1 in R such that f −1 (B 1 ) = g −1 (−∞, r 1 ); then, taken B such that f −1 (B) = g −1 (−∞, r 2 ) it is possible to "correct" it by defining B 2 = B ∩ B 1 if r 2 < r 1 and B 2 = B ∪ B 1 if instead r 1 < r 2 .
In both cases we get f −1 (B 2 ) = g −1 (−∞, r 2 ) and, after the "correction", we have moreover that B 1 and B 2 are ordered as r 1 , r 2 .
Let {r 1 , r 2 } = {r k1 , r k2 }with r k1 < r k2 , taken B with f −1 (B) = g −1 (−∞, r 3 ) it is possible to "correct" it by defining B 3 = B ∩ B k1 if r 3 < r k1 < r k2 , B 3 = B k1 ∪ (B ∩ B k2 ) if r k1 < r 3 < r k2 and B 3 = B ∪ B k2 if instead r k1 < r k2 < r 3 .
Again we get f −1 (B 3 ) = g −1 (−∞, r 3 ) and B 1 , B 2 , B 3 are ordered as r 1 , r 2 , r 3 .
Proceeding in this way it is possible to find a sequence {B n } n≥1 ⊂ B(R) such that f −1 (B n ) = g −1 (−∞, r n ) or every n ≥ 1 and B n ⊂ B m whenever r n < r m . It is not difficult to check that f (S) ⊂X = n B n \ n B n . The function b : R → R defined by b(x) = inf {r n ; x ∈ B n } when x ∈ X and 0 elsewhere is well defined and it is a borel function since it holds the equality: b −1 (−∞, s) ∩ X = rn<s B n ∩ X for every s in R. In the end it is possible to check that f −1 (b −1 (−∞, s)) = g −1 (−∞, s) for every s in R; this proves that g = b • f . 
Theorem 32. Let H be a separable Hilbert space and let R be a commutative algebra in the family of self-adjoint operators of H. There exists in O a commutative algebra R of observables such that:
Proof. Let R = {T i } i∈I , since the operators commute there exist a self-adjoint operator T and a family of borel functions {b i } i∈I such that T i = b i • T for every i ∈ I (cfr. [V] Thm. 3.9 p. 56).
Taken an observable function f such that τ (f ) = T let's consider the σ-algebra
The algebra homomorphism τ | : R → R is essentially injective since measurable functions are usually identified when differ only on a null subset. Therefore the theorem above asserts that you can always realize a commutative operators algebra trought a commutative algebra of observable functions.
This realization is not unique and the choice of the algebra R is a way to declare the "context" of your observables.
Sometime, however, you can ask the algebra homomorphism τ | to be properly injective:
Theorem 33. Let T be a self-adjoint operator and let B be an algebra of borelian functions b on R with the following property:
It is possible to find a (non empty) σ-algebra A of subsets in S and an injective algebra homomorphism:
is pseudo-borel null and also f −1 (∁b −1 0) is pseudoborel null, therefore b −1 0 ⊃ Im e (f ) = spec(T ) and by hypothesis b • f = 0. That is τ | is an algebra isomorphism, its inverse is the desired injective homomorphism ω.
Example 1.
(
1) If spec(T ) = R the theorem hypothesis is verified for any algebra R of continuous functions on R (2) If spec(T ) has a non-empty interior part the theorem hypothesis is verified
for the algebra R of analytic functions on R (3) If spec(T ) is an infinite subset the theorem hypothesis is verified for the algebra R of polynomial functions.
Uncertainty relations
This section adapts to the space S, with some modifications, several results contained primarily in [CMP] , [G] , [CGM] 
and is inserted with the main goal to show that the uncertainty relations follow by themself (essentially because the dispersion is given by the norm of a suitable vector).
Definition 16. We will call pre-symplectic form on S the smooth 2-form ω defined on each tangent space by ω ϕ : T ϕS×T ϕS → R given by:
The form ω is bilinear, antisymmetric and closed but is degenerate on the 1-dimensional subspace of vertical vectors.
Definition 17. Taken two smooth functions h, l on S we can define the following two smooth functions h • l, {h, l} : S → R on S by the following expressions:
Occasionally we will write l
•n instead of
Theorem 34. For every couple of smooth kaehlerian functions h, l on S it holds:
(1) h • l and {h, l} are smooth kaehlerian functions
, it is possible to prove, with some calculations, that:
In an analogous way it is possible to prove that:
follows from 2. and 3.
Obviously KS(H) with the operations (·) • (·) and {·, ·} becomes a Jordan-Lie algebra (cfr. [E] ).
Each states ϕ in S is trivially dispersion free for the "precise observer", using the logic L, since his evaluation map ϕ :
The situation is different for the "imprecise observer"; his "evaluation map" is
Definition 18. Let f be an essentially bounded observable function and let ϕ be a state in S, the dispersion of f in ϕ is given by the following expression:
Let l be a smooth function on S and let ϕ be a state in S, the dispersion of l in ϕ is given by the following expression:
Let T be a bounded self-adjoint operator and let ϕ be a state in S, the dispersion of T in ϕ is given by the following expression:
Theorem 35. For every essentially bounded observable function f it holds:
Proof. It is enough to use the definitions.
Theorem 36. For every essentially bounded observable function f it holds: 
Proof. By the Cauchy-Schwartz inequality (applied to the sesquilinear scalar product ·, · ) we have:
and the proof is concluded observing that:
Symmetries and dynamics
Definition 19. A diffeomorphism ν : S → S will be called an internal equivalence if:
Remark 7. Every internal equivalence is a measure equivalence.
Notation 11. We will denote by Aut I (S) = {ν; ν is an internal equivalence} the set of all internal equivalences, it is a group of transformations of S containing S 1 · I.
Theorem 38. Let ν : S → S be a diffeomorphism, the following properties are equivalent:
Proof. 3)=⇒2) and 2)=⇒1) are obvious. 1)=⇒3) Since ϕ and ν(ϕ) are in the same S 1 -orbit there exists ς(ϕ) in S 1 such that ν(ϕ) = ς(ϕ) · ϕ. The map ς : S → S 1 so defined verifies ς(u · ϕ) = ς(ϕ) and is differentiable; therefore the map ς :
is well defined and differentiable and admits a continuous lifting h :
; the function h is moreover differentiable since the map t → e it is a local diffeomorphism. The function h = h • π, where π : S → P C (H) is the natural map, is the function required.
Definition 20. A Hilbert automorphism of S is a diffeomorphism U : S → S with the following properties: 
The map ς is differentiable with ς(uϕ) = ς(ϕ) when U is unitary and ς(uϕ) = u 2 · ς(ϕ) when U is antiunitary. Since U respects the sovrappositions for every couple ϕ, ψ of orthogonal vectors and every (c,s)=(cos θ, sin θ) we have:
for every couple ϕ, ψ of orthogonal vectors and every (c,s) =(cos θ, sin θ).
This proves that ς is constant and ς(uϕ) cannot be equal to u 2 ·ς(ϕ) for a general u; therefore U is unitary.
Notation 12. Let Unit(H) = {U ; U is a Hilbert automorphism}, this is a group of measure equivalences of S with Unit(H)∩Aut I (S) = S 1 · I. Proof. Let Φ : S → S be a differentiable map, its horizontal differential is the linear map Φ Hor *
: Hor ϕ → Hor Φ(ϕ) defined by: Φ Hor * ϕ (X) = Hor Φ(ϕ) (Φ * ϕ (X)). Note that if Φ * ϕ is injective then Φ Hor * ϕ is not zero and if h : S → R is a differentiable function then (e −ih · Φ)
is well defined, bijective and preserves the antipodality relation. Therefore (cfr. [U] Thm. 5.1) there exists a unitary or antiunitary transformation U : H → H such that U = Φ; that is there is a map ς : S → S 1 verifying the equality: Φ(ϕ) = ς(ϕ) · U ϕ. The map ς : S → S 1 is necessarily differentiable and, since S is simply connected, there exists a continuous (and then differentiable) function h : S → R, constant on the S 1 -orbits when U is unitary, such that Φ = e −ih · U. It's easy to check that a unitary or antiunitary transformation Φ : S → S verifies the equality: Φ Hor * For a general semi-automorphism Φ = e −ih · U if we take the sign σ(Φ) = σ(U ) the equality above is still verified (the sign σ(Φ) is well defined since Φ Hor * cannot be zero).
Using the equality it's easy to check that σ is a group homomorphism and therefore σ Ψ 2 Proof. From the proof of the preceding theorem we know that, when σ(Φ) = 1, then Φ = e −ih · U with U unitary and h constant on the S 1 -orbits. Therefore taken ν : S → S defined by: ν(ϕ) = e −ih(ϕ) · ϕ, the map ν is an internal equivalence and Φ = U • ν. Conversely every composition Φ = U • ν of a Hilbert automorphism U and of an internal equivalence ν is a semi-automorphism that can be written as Φ = e −ih · U . Therefore σ(Φ) = σ(U ) = 1.
Corollary 4. A diffeomorphism Φ : S → S is an automorphism of S if and only if there exists a self-adjoint operator A of H (or, equivalently, a kaehlerian function
l with α(l) = A) and a differentiable function h : S → R constant on the S 1 -orbits such that:
Proof. It follows from the definitions.
Remark 11.
• Aut(S) is the smallest group of diffeomorphism of S containing Unit(H) and Aut I (S) 
(=⇒) The family Φ t t∈R is a differentiable 1-parameter group of symmetries of P C (H) therefore (cfr. [Ba] ) there exists a self-adjoint operator A on H such that Φ t = U t for every t (where U t = e −itA ). Therefore there exists a map ς : R × S → S 1 such that Φ t (ϕ) = ς(t, ϕ) · U t ϕ for every ϕ in S and every t in R; the map ς is constant on the S 1 -orbits and is necessarily differentiable.
We can find a continuous lifting ς : R × S → R with respect to the space S and the covering map ε : R → S 1 (given by ε(r) = e −ir ) such that ς(0, ϕ) = 0 for every ϕ; since ε is a local diffeomorphism the lifting ς is differentiable.
Using Φ t+s = Φ t • Φ s we have:
where k(t, s, ϕ) is an integer. Since k(·, ·, ·) : R × R × S → Z is continuous, the function k must be constant and then equal to 0.
In the same way it is possible to prove that ς is constant on the S 1 -orbits. Therefore for the differentiable function η(·, ·) : R × S → R defined by η(t, ϕ) = ∂ ς ∂t (t, ϕ) we get: t+s s η(r, ϕ) · dr = ς(t, U s ϕ) and η(s, ϕ) = η(0, U s ϕ); then the function h(·) : S → R defined by h(ϕ) = η(0, ϕ) is differentiable, constant on the S 1 -orbits and:
Notation 14. Let l be a kaehlerian function on S and let h be a differentiable function constant on the S 1 -orbits we will denote by Φ l,h;· the smooth flow (the Hamiltonian flow defined by l and h) given by:
When l is a smooth kaehlerian function we will denote by X l,h the smooth vector field (the Hamiltonian field defined by l and h) given by: Proof. In the Hilbert space H, written Φ t = Φ l,h;t , we have for every vector ϕ in
is an integral curve for the field X l,h . Remark 14. Let l be a smooth kaehlerian function on S with α(l) = A and let h be a differentiable function constant on the S 1 -orbits, the evolution {ψ t } of a state ψ 0 follows the (non generally linear) differential equation: 
remembering the probability π(ϕ, f, B) that the outcome of the measuring apparatus associated to OP (f ) on the system prepared following SP (ϕ) falls in the borel set B.
But now why he should consider different two preparations ϕ 1 and ϕ 2 if:
for every apparatus f and every borelian subset B ? And, dually, why he should consider different two apparatuses f 1 and f 2 if:
for every preparation ϕ and every borelian subset B ? The ignorance of the phase generates therefore for the imprecise observer an equivalence relation R S among the states in S and an equivalence relation R O among the observables in O: for the imprecise observer the real "states" he can distinguish through his experiments are the equivalence classes of R S in S and his "state space" is the quotient space S = S/R S . Analogously his "observable
Over these objects is still well defined the probability map:
given by: B) and now distinguishes the "states" through the "observables" and conversely.
In the following we will show that the physical system experimented by the imprecise observer with its states, observables, probabilities, symmetries and dynamics is naturally isomorphic to the usual quantum system and this gives a rational basis to our claim that the imprecise observer, because of his ignorance of the phases, experiments the physical system S as a quantum system.
depends on the class [ϕ] and not from its representative ϕ we have:
for every ϕ in S and every B in for every self-adjiont operator T and every borel subset B of R then ϕ is an element of a complex linear subspace F of H if and only if ψ is in F . Therefore ψ = e iθ · ϕ.
Remark 15. In short the equivalence classes of R S are the S 1 -orbits. If we consider on S the quotient topology induced by S (this is topology that the precise observer assignes to S ) the map χ is a homeomorphism.
The map β : S → P C (H) defined by β(ϕ) = [ϕ] is a submersion where each linear map β * ϕ | : Hor ϕ → T [ϕ] P C (H) is a topological isomorphism. It is not difficult to check that if we consider on each T [ϕ] P C (H) the scalar product moved from Hor ϕ by β * ϕ | we get on P C (H) a well defined metric tensor coincident with the KaehlerFubini-Study metric tensor g ν with ν = 1 considered in [CMP] .
Each tangent space T , infact :
The couple (χ −1 , η) is an isomorphism between ( S, O, π) and (P C (H), SA(H), p). Proof. It is clear that the unicity follows from the characterization of the elements where σ takes the value +1. Since ( S, O, π) is isomorphic to (P C (H), SA(H), p) we can suppose to be in this case. As in the proof of a previous theorem we can prove that for each Λ = U , where U is unitary or antiunitary, there is a well defined sign σ(Λ) = σ(U ) = +1 for U unitary and σ(Λ) = σ(U ) = −1 for U antiunitary such that in S it holds the property:
and therefore in P C (H) it holds the property :
It's easy to prove then that the map σ : ΘSym(P C Remember that in quantum mechanics a symmetry of P C (H) can be described as a diffeomorphism Λ : P C (H) → P C (H) induced by unitary transformations of H; therefore the symmetry group of P C (H) is: PROJ(P C (H)) = {Λ; Λ is a symmetry of P C (H)} (with the topology of pointwise convergence) and is naturally isomorphic to the group U nit(H)/(S 1 · I).
The following theorem proves that the symmetries induced on S by the automorphisms of S are precisely the natural symmetries for the imprecise observer and through the identification χ : P C (H) → S the symmetries for the imprecise observer become the symmetries of P C (H):
Theorem 48.
(1) The map Σ : Aut(S) → Sym( S, O) defined by the expression: Σ([Φ]) = Φ, Φ * is a group isomorphism.
