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Abstract Anticipated future warming of the climate
system increases the need for accurate climate projec-
tions. A central problem are the large uncertainties
associated with these model projections, and that
uncertainty estimates are often based on expert judg-
ment rather than objective quantitative methods. Fur-
ther, important climate model parameters are still given
as poorly constrained ranges that are partly inconsistent
with the observed warming during the industrial period.
Here we present a neural network based climate model
substitute that increases the eﬃciency of large climate
model ensembles by at least an order of magnitude.
Using the observed surface warming over the industrial
period and estimates of global ocean heat uptake as
constraints for the ensemble, this method estimates
ranges for climate sensitivity and radiative forcing that
are consistent with observations. In particular, negative
values for the uncertain indirect aerosol forcing
exceeding –1.2 W m–2 can be excluded with high conﬁ-
dence. A parameterization to account for the uncer-
tainty in the future carbon cycle is introduced, derived
separately from a carbon cycle model. This allows us to
quantify the eﬀect of the feedback between oceanic and
terrestrial carbon uptake and global warming on global
temperature projections. Finally, probability density
functions for the surface warming until year 2100 for
two illustrative emission scenarios are calculated, taking
into account uncertainties in the carbon cycle, radiative
forcing, climate sensitivity, model parameters and the
observed temperature records. We ﬁnd that warming
exceeds the surface warming range projected by IPCC
for almost half of the ensemble members. Projec-
tion uncertainties are only consistent with IPCC if a
model-derived upper limit of about 5 K is assumed for
climate sensitivity.
1 Introduction
There is strong observational evidence for a signiﬁcant
warming of the Earth’s climate system, from both
instrumental records of atmospheric temperature over
the last 150 years (Jones et al. 1999), and a recent
reanalysis of ocean temperature data of the last 50 years
(Levitus et al. 2000). Most of the global-mean temper-
ature increase of the last 50 years can be attributed
to anthropogenic inﬂuence through the emissions of
greenhouse gases and other radiatively active gases
(IPCC 2001). Optimal ﬁngerprint methods used for
detection and attribution of climate change have shown
that the observed atmospheric warming can neither be
explained by natural variability, nor by an anthropo-
genically forced increase in greenhouse gases alone, but
is best matched when taking into account diﬀerent
anthropogenic forcings (greenhouse gases and sulfate
aerosols) together with natural forcings (variations in
the solar irradiance and stratospheric volcanic aerosols)
(Santer et al. 1996; Tett et al. 1999; Stott et al. 2000,
2001; Hegerl et al. 2000). Similarly, the observed changes
in the oceanic heat content are consistent with those
expected from anthropogenically forced model simula-
tions, and natural variability can be excluded as the
origin of the observed long-term oceanic warming with
very high conﬁdence (Barnett et al. 2001; Reichert et al.
2002).
Future emissions of greenhouse gases will further
amplify the human impact on the climate system and
therefore increase the need for accurate climate projec-
tions based on complex numerical models. A prime
concern about such future projections are their rather
large uncertainties, which arise from uncertainties in
future emissions of radiatively active trace gases and
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aerosols, in converting emissions to concentration
changes, in calculating the radiative forcings from the
increased atmospheric concentrations, and in estimating
climate changes in response to forcing changes.
A large and usually neglected uncertainty in climate
change projections arises from the uncertainties in
aerosol forcing. Anthropogenic emissions of aerosols
aﬀect the radiative balance of the atmosphere in several
ways. The direct eﬀects include the extinction of
sunlight by aerosols as well as impacts of aerosol
absorption on the temperature and humidity proﬁles,
which aﬀect cloud cover and formation. Furthermore,
there are indirect aerosol eﬀects. The ﬁrst indirect eﬀect
relates to the increase in cloud optical depth and cloud
albedo due to an increase in the number and a decrease
in the size of cloud droplets. The second indirect eﬀect
refers to an increase in the cloud liquid water content,
cloud height or cloud lifetime due to a reduced pre-
cipitation eﬃciency because of the decrease in the cloud
droplet size.
Great eﬀorts have been made in the Third Assess-
ment Report (TAR) of the Intergovernmental Panel on
Climate Change (IPCC 2001) to objectively quantify
the uncertainties and probabilities of the main conclu-
sions. However, a satisfactory treatment of the uncer-
tainties for several key ﬁndings was impossible. In
particular, the uncertainties of the radiative forcing and
of the climate sensitivity could only be estimated as a
range covered by several studies using diﬀerent models.
Furthermore, the projections of future climate changes
lack an objective uncertainty estimate, both because
there are no probabilities attached to diﬀerent scenar-
ios, and because the uncertainties for a speciﬁc scenario
are only given as ranges covered by diﬀerent climate
models. These ranges cannot be interpreted statistically,
i.e. both the distribution of probability within the range
and the probability for a projection being outside the
range are unknown. Since the number of simulations
that can be performed using comprehensive climate
models is strongly limited due to their computational
cost, a rigorous analysis of the projection of uncer-
tainties from comprehensive models currently remains
unfeasible.
The observed surface warming and ocean heat uptake
can be used to constrain parameters in the climate sys-
tem as well as in projections of future climate. Two
partly complementary methods have been used so far for
quantitative uncertainty analysis: optimal ﬁngerprint
and Monte Carlo methods. Optimal ﬁngerprint patterns
detected in the observed warming and in global warming
simulations from atmosphere–ocean general circulation
models (AOGCMs) can be used to estimate a constant
scaling factor which is used to scale future climate pro-
jections, if they over- or underestimate the observed
warming. Climate variability from a constant climate
control integration is then used to calculate the uncer-
tainty of this scaling factor, resulting in a probability
range for the projected future warming (Allen et al.
2000, 2002; Stott and Kettleborough 2002). Monte
Carlo methods have been used to calculate large model
ensembles, taking into account the uncertainties in
model parameters and input data. After selecting those
simulations that are consistent with the observed
warming, probability density functions for model
parameters as well as for the projected warming can be
calculated (Wigley and Raper 2001; Forest et al. 2002;
Knutti et al. 2002). In the ensemble approach, uncer-
tainties of any type can be properly considered. The
main drawback is the fact that only simple models are
eﬃcient enough to calculate large ensembles. Natural
variability, regional information and certain complex
feedbacks are therefore neglected due to the limited
spatial and temporal resolution and missing atmospheric
dynamics.
Although these simple climate models are eﬃcient,
large ensembles are still limited by CPU time. Thus we
apply here the concept of neural networks to approxi-
mate the climate response function in order to increase
the eﬃciency of the ensemble method. Neural networks
are an attempt to mathematically describe the func-
tioning of neurons and therefore to model some features
of the human brain. The purpose of this study is to
extend the ensemble approach by Knutti et al. (2002) by
introducing a neural network climate model substitute.
The performance of neural networks in approximating
functions is used here to predict a climate response from
selected input parameters, without explicitly integrating
the climate model. This dramatically improves the eﬃ-
ciency of the ensemble method, allowing sensitivity
studies and a more detailed analysis of the processes
contributing to the total uncertainty. Probabilistic re-
sults are presented for future steric sea level rise and for
the expected reduction of the Atlantic thermohaline
circulation. Furthermore, feedback mechanisms related
to changes in the oceanic and biospheric carbon cycles
due to a warming climate are investigated.
This study is organized as follows. The climate
model, the ensemble procedure and the design of the
neural network are described in Sect. 2. The resulting
constraints on climate sensitivity, radiative forcing,
future warming, the weakening of the Atlantic ther-
mohaline circulation and on steric sea level rise are
discussed in Sect. 3. Discussions and conclusions follow
in Sect. 4. Appendix 1 explains the details of the
carbon-cycle climate feedback. A short introduction to
neural networks, and the speciﬁc problems in con-
structing the climate model substitute are given in
Appendix 2.
2 Model and methods
2.1 Climate model
The climate model of reduced complexity used in this study consists
of a zonally averaged dynamical ocean model (Stocker and Wright
1991; Wright and Stocker 1991) resolving the Atlantic, Paciﬁc,
Indian and Southern oceans, coupled to a zonally and vertically
averaged energy- and moisture-balance model of the atmosphere
258 Knutti et al.: Probabilistic climate change projections using neural networks
(Stocker et al. 1992; Schmittner and Stocker 1999). The annual
mean version is used for eﬃciency, since diﬀerences between it and
the seasonal version (Schmittner and Stocker 2001) are negligible
on the spatial and temporal scales considered. The simple geo-
graphical structure restricts studies to scales of thousands of kilo-
metres, on which results are generally consistent with those of
comprehensive 3D models. While the climate sensitivity of com-
prehensive models is determined by the strength of the resolved
feedback mechanisms, the energy-balance atmosphere requires a
diﬀerent approach. We specify the additional radiative forcing at
the top-of-the-atmosphere as DFtoa(t) = DFdir(t) + kÆDTatm(t),
where DFdir is the direct radiative forcing reconstructed over the
industrial period and prescribed for the future according to the
assumed scenario. Feedback processes which increase the climate
sensitivity are represented by the feedback term kÆDTatm(t), where
DTatm is the time-dependent atmospheric temperature increase and
k is a constant, which is prescribed to obtain diﬀerent climate
sensitivities for the same radiative forcing. The climate sensitivity
for each model simulation is determined by stabilizing the direct
radiative forcing DFdir at 3.71 W m–2, corresponding to a doubling
of the preindustrial atmospheric CO2 concentration (Myhre et al.
1998), and diagnosing the equilibrium atmospheric temperature
increase after 3000 years of integration.
The anthropogenic radiative forcing from changes in well-
mixed greenhouse gases (CO2, CH4, N2O, SF6 and 28 halocar-
bons including those controlled by the Montreal Protocol),
stratospheric and tropospheric O3, the direct forcing of black and
organic carbon and sulfate, stratospheric H2O due to CH4
changes, and the indirect eﬀects of aerosols are individually pre-
scribed from reconstructions for the year 1765 to 2000, follow a
SRES scenario (Nakic´enovic´ et al. 2000) from year 2000 to 2100
and are then slowly adjusted to a constant value of 3.71 W m–2
(corresponding to doubling preindustrial atmospheric CO2) in
order to diagnose the climate sensitivity. The radiative forcing is
calculated from the changes in concentration using simpliﬁed
expressions as described in detail by Joos et al. (2001). The
radiative forcing by volcanoes and variations in solar irradiance
are prescribed for the historical period (Crowley 2000). Albedo
changes due to land use changes and radiative forcing by dust are
not considered. Details of the radiative forcing components
considered are given in Table 1.
2.2 Carbon cycle climate feedback
In a previous study (Knutti et al. 2002), we neglected the uncer-
tainty in converting future greenhouse gas emissions given by the
SRES scenarios into atmospheric concentrations. This is improved
here by introducing a ‘‘carbon cycle-climate feedback parameteri-
zation’’ with an associated uncertainty. For a warmer climate,
oceanic and terrestrial uptake of anthropogenically emitted carbon
is reduced due to a decreased solubility of CO2 in warmer surface
water, (e.g. Sarmiento and Le Que´re´ 1996; Joos et al. 1999; Plattner
et al. 2001) and due to increased soil respiration and forest dieback
(Cox et al. 2000; Friedlingstein et al. 2000; Joos et al. 2001). Both
eﬀects increase atmospheric CO2 compared to a situation with
constant climate. The diﬀerence in projected CO2 between model
simulations with global warming and without global warming
quantiﬁes the feedback between climate change and the global
carbon cycle. It is expressed here as the ratio c of the change in
radiative forcing per degree surface warming. Radiative forcing
from atmospheric CO2, RFCO2(t, DT2000) is thus calculated for each
scenario (A1, B2) as a function of the simulated global mean sur-
face temperature change since year 2000, DT2000(t) and a baseline
trajectory of future CO2 forcing, RFCO2(t, DT2000 = 0):
RFCO2 ðt;DT2000Þ ¼ RFCO2 ðt;DT2000 ¼ 0Þ þ c  DT2000ðtÞ : ð1Þ
In the Monte Carlo simulations, a best estimate for c of 0.25
W m–2/K and a 1-sigma uncertainty of 0.05 W m–2/K have been
applied. The value of the feedback factor c and the baseline for CO2
radiative forcing were derived separately from simulations with the
Bern Carbon Cycle-Climate (Bern CC) model (Joos et al. 2001;
Gerber et al. 2003). Within one simulation, the feedback parameter
c is kept constant in time. Details of this feedback parameterization
are given in Appendix 1.
2.3 Ensemble procedure
The ensemble method is essentially based on a Bayesian approach
that calculates a posteriori probabilities for uncertainties and
parameters in the climate system given the observational evidence.
The procedure is outlined in Fig. 1a and starts by deﬁning a priori
assumptions concerning the probability distributions of model
parameters and input uncertainties R1 to RN. The components Ri
are assumed to be independent. Since the radiative forcing ranges
are derived from individual studies, and climate sensitivity is
derived from models, this is a reasonable assumption. A large
number (103 to 104) of simulations is then explicitly calculated
using the climate model and changing the values of Ri in each
simulation randomly. Probability density functions (PDFs) are
calculated afterwards from those simulations which are consistent
with the observed surface warming and ocean heat uptake (right
part of Fig. 1). In this study, the values for Ri are chosen randomly
in a way that the probability distribution of each parameter Ri
matches the corresponding a priori uncertainty distribution
assumed for Ri. While sampling the values for Ri randomly is
probably less eﬃcient overall than sampling in a systematic way, it
allows one to monitor the emerging results and to increase the
accuracy continuously until the desired ensemble size is reached.
The main uncertainties aﬀecting climate change projections are
the uncertainties in the radiative forcing, in climate sensitivity, in
the carbon cycle feedback, and in climate model parameters. All of
these uncertainties are addressed in this study using the ensemble
method. The uncertainty in the carbon cycle, that has been
neglected in an earlier study (Knutti et al. 2002), is taken into
account here by assuming a Gaussian distribution with a mean
value of 0.25 W m–2/K and a standard deviation of 0.05 W m–2/K
for the carbon cycle feedback parameter c. When assuming these
numbers, the two standard deviation range approximately covers
the published results for the carbon cycle climate feedback
(see climate model description).
The uncertainty in the radiative forcing is considered separately
for each forcing component listed in Table 1. Following the
approach of Boucher and Haywood (2001), we assume a normal
Table 1 Radiative forcing components considered in this study
Forcing Best guess Uncertainty Distribution
CO2, CH4, N2O, SF6,
halocarbons
2.43 W m–2 5% Normal
Stratospheric O3 –0.15 W m
–2 33% Normal
Tropospheric O3 0.38 W m
–2 22% Normal
Sulfate –0.40 W m–2 Factor of 2 Log-normal
Indirect aerosol
eﬀects
NA –2 to 0 W m–2 Uniform
Organic and black
carbon
–0.10 W m–2 Factor of 3 Log-normal
Stratospheric water
vapour
0.03 W m–2 Factor of 3 Log-normal
Volcanic NA Factor of 2 Log-normal
Solar 0.32 W m–2 33% Normal
The best guess values indicate the radiative forcing at year 2000
relative to 1750. For the standard case, a Gaussian uncertainty
distribution is assumed where the uncertainties are given in percent,
and a log-normal distribution is used where the uncertainty is given
as a factor. The uncertainties indicated are derived from the
assumption that the uncertainties given by IPCC represent a ±2
standard deviation range. A range with equal probability is
assumed for the indirect aerosol forcing, since no best guess is
available. A best-guess value for the volcanic forcing is meaning-
less, since it varies very strongly with time, but is almost zero for
both the years 1750 and 2000
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distribution for the uncertainty of each forcing component where
absolute errors are given by the IPCC, and a log-normal distribu-
tion where the errors are given as a factor. The IPCC errors are
taken to be two standard deviations for the standard case, identical
to Knutti et al. (2002), although the IPCC attaches no statistical
meaning to them. For the indirect aerosol forcing, no best guess is
available, and any value between 0 and –2 W m–2 is given equal
probability. The sensitivity of the results to these assumptions is
discussed in Sect. 3.2. A factor of two is assumed for the uncer-
tainty of the volcanic forcing (Hansen et al. 1998).
The climate sensitivity is widely used to indicate the magnitude
of a climate model temperature response to changes in radiative
forcing. The IPCC (2001) has agreed on a probable range of 1.5 to
4.5 K for climate sensitivity, covering the values estimated from
most of the current comprehensive 3D models. However, values
exceeding 4.5 K cannot be ruled out by the observed warming
(Andronova and Schlesinger 2001; Gregory et al. 2002; Knutti et al.
2002). We therefore assume an a priori range of 1 to 10 K for
climate sensitivity with equal probability, and consider the obser-
vations as the only objective constraint. It has already been shown
that the assumption of an upper limit of 4.5 K is critical for the
IPCC (2001) conclusions, and reduces the upper limit of the pro-
jected warming of the next century considerably (Knutti et al.
2002). The agreement of the atmospheric warming derived in our
model with the instrumental record and the consistency of the
results from this simpliﬁed model (Knutti et al. 2002) with
projections obtained with more complex models (Stott and
Kettleborough 2002; Zwiers 2002) provides support that our
simpliﬁed approach of using a feedback parameter to obtain
diﬀerent model climate sensitivities is justiﬁed.
Apart from climate sensitivity and radiative forcing, the largest
uncertainties in the climate model used here arise from the
parameterization of ocean subgrid-scale mixing processes, which
strongly inﬂuence the strength of the thermohaline circulation and
the diﬀusive mixing, resulting in a large uncertainty in the oceanic
heat uptake in a warming climate. To account for that, the number
of ocean model versions considered here is increased to ten, com-
pared to the ﬁve in an earlier study. The ﬁrst three model versions
are identical to the versions used earlier (Knutti et al. 2000; Knutti
and Stocker 2000, 2002), with a vertical diﬀusivity of 5Æ10–5 m2 s–1
and the three diﬀerent subgrid-scale mixing parameterizations (a)
horizontal/vertical diﬀusion, (b) isopycnal/diapycnal diﬀusion and
(c) isopycnal/diapycnal diﬀusion including a Gent-McWilliams
advective mixing parameterization (Gent and McWilliams 1990;
Gent et al. 1995), and have been described in detail by Knutti et al.
(2000). A second set of three model versions uses the same three
mixing parameterizations, but with parameter settings used in an
earlier study with this climate model (Schmittner and Stocker
1999). To account for the large uncertainty in the vertical
diﬀusivities used in ocean models, a third set of four model versions
with standard horizontal/vertical diﬀusion parameterization
and variable vertical diﬀusivities 2, 4, 6 and 8Æ10–5 m2 s–1 is in-
cluded in the ensemble. This list of model versions is certainly not
exhaustive, but, within the framework of simpliﬁed ocean models,
these choices approximately cover the uncertainties associated with
large-scale ocean mixing.
2.4 Neural network substitute
The calculation of probability density functions requires a rela-
tively large number of simulations. However, the computational
cost of most complex climate models exceeds the available CPU
capacities by orders of magnitude, if such large ensembles are
necessary. Ensemble numbers are limited to a few thousand even
when using eﬃcient climate models. This excludes extensive sensi-
tivity studies and the investigation of processes under diﬀerent
model assumptions. A promising way to increase the eﬃciency of
the ensemble procedure is the use of a model substitute, based on
the following considerations. For every randomly chosen vector
~R ¼ R1;R2; :::;RNð Þ, whose components represent the uncertainties
or forcing scaling factors in the climate model, a response C ð~R; tÞis
calculated by the climate model. If a function F ð~R; tÞexists such that
Cð~R; tÞ ¼ F ð~R; tÞ þ e;with the error term e being small compared to
C for all ~R and t, then the climate model substitute F ð~R; tÞcould be
used to speed up the ensemble procedure. In other words, to use the
eﬃcient ﬁtted function F ð~R; tÞ instead of explicitly calculating
Cð~R; tÞfor every member of the ensemble, the part of the model
response determined by the parameters Ri must be large, and the
chaotic part of the response (e.g. representing natural variability or
nonlinear or abrupt changes in the THC not predictable from ~R)
must be negligible. This condition is satisﬁed for all model
quantities on the time scales considered here, since the energy-
moisture-balance atmosphere model exhibits no natural variability.
Therefore, a model substitute can provide results of similar quality
to those of the original climate model in this case, and it will have
the same limitations of not simulating internal variability, which is
clearly not negligible in the real world. This however is considered
by requiring that only part of the observed warming is explained by
radiative forcing.
Pulse response functions and orthogonal polynomials have been
successfully used to approximate climate model responses (e.g.
Forest et al. 2002; Joos and Bruno 1996). Here we propose a dif-
ferent approach using a neural network. Of the many types of
neural networks with speciﬁc properties explored so far, the multi-
layer feed-forward networks have proven to be particularly eﬃcient
in approximating a wide range of functions. The main diﬃculty
arising in practical applications is the task of deﬁning a neural
Fig. 1 Flow chart of the
preparation and the ensemble
procedures with which the a
posteriori probabilities were
determined for parameters,
radiative forcing components
and future warming
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network with optimal performance at minimal computational cost.
A short introduction to neural networks, the discussion of a few
general properties and the choice of an appropriate network size
and training set are discussed in Appendix 2.
The main advantage of neural networks compared to other
methods is that any relationship between input parameters and
output data can be approximated. Even thresholds or qualitatively
diﬀerent behaviour in diﬀerent parts of the parameter space can be
modelled. Further, the training simulations can be randomly dis-
tributed in the parameter space. For regular sampling methods like
the latin hypercube sampling (Forest et al. 2002), it is often diﬃcult
to know in advance the number of simulations that is required to
get a good approximation to the original model. In contrast to
these methods, the number of randomly distributed simulations
used to train the neural network can be increased continuously
until the performance of the neural network is suﬃcient.
The neural network-based climate model substitute is two to
three orders of magnitude faster than the climate model used here.
Even when considering the cost of calculating a training set, the
neural network ensemble method is an order of magnitude or two
more eﬃcient (depending on the ensemble size and the size of the
training set) and also more ﬂexible than calculating the ensemble
explicitly with the climate model. For example, the a priori
assumptions for the uncertainties can be changed easily to inves-
tigate sensitivities, without recalculating the training set or
retraining the network.
To summarize, the ensemble procedure including the neural
network substitute is sketched in Fig. 1b. First, a priori probabil-
ities for the errors and uncertainties have to be assumed. Second, a
set of 1000 simulations is calculated by varying the uncertainties
randomly. Third, the neural network is designed and trained using
half of the simulations for training and the rest for independent
validation. Fourth, the actual ensemble is generated using the
neural network to predict the climate response from the uncertainty
parameters. Those simulations consistent with observations are
selected to calculate an a posteriori probability density function of
whatever quantity is desired. The ensemble size is continuously
increased until the PDF is stationary. For all the results presented,
the initial unconstrained ensemble encompasses at least 106
ensemble members generated by the neural network. The proba-
bility density functions obtained can therefore be considered as
stationary with a high degree of accuracy.
2.5 Model and neural network performance
The performance of the climate model as well as the neural network
substitute is shown in Fig. 2. The plotted simulation is randomly
chosen for illustration among those simulations which are consis-
tent with the observations. In general, surface warming calculated
from the climate models (solid) agrees well with observations
(shaded band, data from Jones et al. 1999). Both the trend and
most of the decadal variations are reproduced. However, some
features like the almost constant temperatures between 1940 and
1970 and the strong warming after 1980 are not well reproduced,
indicating that either the external forcing is not entirely correct or
that part of the observed warming is due to internal processes. For
the ocean heat uptake over the last 40 years, only the trend of the
data (Levitus et al. 2000) can be reproduced, very similar to results
obtained by comprehensive models (Barnett et al. 2001; Reichert
et al. 2002). Even the most complex models are currently not able
to simulate such observed internal variability, e.g. caused by the
El Nin˜o-Southern Oscillation (Levitus et al. 2001; Barnett et al.
2001; Reichert et al. 2002).
The performance of the neural network in approximating the
climate model response is also illustrated by the simulation shown
in Fig. 2. The approximated response from the trained neural
network (dashed) agrees very well with the explicit climate model
simulation (solid). The error of the neural network is negligible
compared to the uncertainties related to the model setup, param-
eters and input data, and the deviations of the neural network are
not systematic.
3 Results
3.1 Climate sensitivity
The climate sensitivity for ocean–atmosphere models is
commonly expressed as the equilibrium surface air
temperature increase for a doubling of the preindustrial
atmospheric CO2 concentration, and varies considerably
between diﬀerent models (IPCC 2001). For compre-
hensive coupled atmosphere ocean general circulation
models (AOGCM), the climate sensitivity is internally
determined by physical, chemical and biological (feed-
back) processes and by the way they are parameterized
in the model. Our incomplete knowledge of the cloud
feedbacks in particular contributes to the large uncer-
tainty in climate sensitivity. The most recent assessment
by the IPCC (2001) conﬁrmed the range of 1.5 to 4.5 K
established in earlier studies (Shine et al. 1995), without
indicating any statistical interpretation of that range.
It has recently been suggested that the largely
uncertain climate sensitivity can be constrained by
relating the reconstructed radiative forcing over the
industrial period to the observed surface air warming
and the observed ocean heat uptake. The requirement
that the modelled warming matches the observed
warming should thus place a strong constraint on
anthropogenically forced climate models, and the ocean
heat uptake should impose an even tighter restriction
Fig. 2 a Surface warming and b ocean heat uptake simulated by the
climate model (solid) and approximated by the trained neural
network (dashed) over the observational period. The simulation
shown here is randomly chosen for illustration among those
matching the observational constraints. One standard deviation of
the observations are shown as shaded bands for the reconstructed
global mean surface warming (Jones et al. 1999) and for the global
ocean heat uptake (Levitus et al. 2000). Note that the time axes are
not identical
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than the atmospheric warming because of the ocean’s
large heat capacity (Barnett et al. 2001). However, these
conclusions are hampered by the incompleteness of cli-
mate models, by the uncertainty in the temperature re-
cords and the uncertainty of the reconstructed radiative
forcing over the last 250 years (Andronova and Schle-
singer 2001; Gregory et al. 2002; Knutti et al. 2002).
The upper limits for the probability density function
for climate sensitivity found in the diﬀerent studies
(Andronova and Schlesinger 2001; Forest et al. 2002) are
therefore always larger than the IPCC estimate of 1.5 to
4.5 K derived from models. In our case, when assuming
any value from 1 to 10 K to be equally probable, the
observational constraints cannot place an upper limit
below 10 K for climate sensitivity. Although values
around 2.5 K are most probable and consistent with
most AOGCMs, large climate sensitivities cannot be
ruled out by this method. The IPCC range of 1.5 to 4.5
covers only about 50% of the resulting PDF shown in
Fig. 3. A signiﬁcant reduction in the uncertainties of the
observational datasets as well as better constraints on
the reconstructed radiative forcing are required to con-
siderably reduce the uncertainty in climate sensitivity
and, at the same time, the uncertainties for long-term
climate projections.
3.2 Radiative forcing
Climate model simulations including negative radiative
forcings by anthropogenic aerosols have achieved much
better agreement with historical temperature observa-
tions than those considering greenhouse gas forcings
only (e.g. Santer et al. 1996; Stott et al. 2000). However,
estimates of the net negative forcing by aerosols have
uncertainties that are comparable in magnitude to the
positive forcing by greenhouse gases. In particular, the
indirect forcing component of the aerosols has a very
large uncertainty. Thus, conﬁdence in attributing
observed warming directly to forcing by enhanced
greenhouse gas concentrations depends upon how well
the aerosol forcings are determined.
Two distinct and independent approaches have been
used to quantify the indirect aerosol forcing, the most
uncertain of all radiative forcing components. First,
measured or calculated aerosol properties combined
with estimated global distributions from chemical
transport models can be used to estimate the aerosol
forcing. Second, the strength of the indirect aerosol
forcing can be inferred from the constraint that the
observed Earth warming of the industrial period places
on the total radiative forcing. In general, the latter
approach yields smaller ranges than modelling the
aerosols explicitly. For the a priori assumption, we
adopt the range of 0 to –2 W m–2 proposed by the IPCC
(2001) for the indirect aerosol forcing. Since no best
guess is available, we assume equal probability in the
whole range (Fig. 4a, dotted line). When selecting the
simulations from the ensemble that are consistent with
the observed surface warming and ocean heat uptake,
the PDFs shown in Fig. 4a are obtained. The solid
line includes all climate sensitivities as constrained
from Fig. 3, and yields a probability of 93% for the
indirect aerosol eﬀect being smaller than 1.2 W m–2 in
Fig. 3 PDF for climate sensitivity as constrained by the ensemble
simulations and observed surface warming and ocean heat uptake.
The dotted line represents the initial assumption of the PDF
Fig. 4 a PDF for the indirect aerosol forcing and standard case.
Solid: all climate sensitivities; dashed: IPCC climate sensitivities;
dotted: initial assumptions. b PDF for the indirect aerosol forcing
and diﬀerent a priori forcing error assumptions for the IPCC
forcing errors and the indirect aerosol forcing (denoted in the form
?/?). Solid (standard as in a 2r/–2 to 0 ﬂat; dashed: 1r/–2 to 0 ﬂat;
dash-dotted: 2r/1 ± 1 normal; dotted: 1r/1 ± 1 normal. See main
text for explanations
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magnitude. If the IPCC upper limit of 4.5 K for climate
sensitivity is assumed, the probability increases to 99%.
These results are similar to those of Knutti et al. (2002),
but not necessarily identical, since more ocean model
versions are considered here.
One might argue that these results are sensitive to the
a priori choices of the diﬀerent forcing assumptions.
Basically, two assumptions can be relaxed to test this
sensitivity. First, we have assumed all IPCC forcing
uncertainties to represent one standard deviation instead
of two to ensure that the results are similar when using
less restrictive a priori assumptions (see Boucher and
Haywood 2001, for a discussion of the IPCC radiative
forcing uncertainties). The a priori PDFs are therefore
stretched by a factor of two compared to the standard
case. The assumption for the indirect aerosol eﬀect is left
unchanged. Compared to the standard case (Fig. 4b,
solid), the resulting PDF (dashed) still excludes values
larger than –1.2 W m–2 in magnitude for the indirect
forcing with a probability of 84%. Second, we have
relaxed the a priori assumption for the indirect aerosol
eﬀect alone to a normal distribution with the mean at
–1 W m–2 and a standard deviation of 1 W m–2, cover-
ing both values larger than zero and values smaller than
–2 W m–2. The changes for strongly negative values are
negligible in this case (dash-dotted line). However,
positive values for the indirect aerosol forcing cannot be
excluded by this method. When relaxing both assump-
tions together, the two eﬀects combine, but largely
negative forcings can still be excluded. For restricted
climate sensitivities (1.5 to 4.5 K), the constraints are
even stronger. Regarding the possibility for positive
values, there is general agreement from chemical trans-
port and radiation models that the indirect aerosol
forcing is very unlikely to be positive (IPCC 2001).
Summarizing the results, we can therefore constrain the
indirect aerosol forcing and forcings not considered in
this study to be between –1.2 and 0 W m–2 with high
conﬁdence, independent of the underlying assumptions
on forcing uncertainties and climate sensitivities.
Our results suggest that similar constraints cannot be
derived for the other forcing components. In Fig. 5 the
uncertainties of all forcing components are expressed as
the 5 to 95% probability range of the scaling factor used
to vary the corresponding forcing component. The left
error bar (squares) always denotes the a priori assump-
tion, while the right error bar (circles) indicates the
constraint obtained by the ensemble method and the
observations. It is obvious that apart from the indirect
aerosol eﬀect, the uncertainty of the forcing components
cannot be narrowed. The upper limit assumed for the
volcanic forcing is probably too large, but all other
assumptions are consistent with the observations.
3.3 The probability for future warming
The updated projections for the future surface warming
were possibly the most anticipated result of IPCC TAR
(IPCC 2001). The warming range of 1.4 to 5.8 K ﬁnally
presented in the TAR for the year 2100 was signiﬁcantly
wider and shifted towards higher values than in the
previous assessment primarily due to lower sulfur
emissions in the recently developed IPCC scenarios
(Nakic´enovic´ et al. 2000) as compared to the earlier used
IS92 emission scenarios (Legget et al. 1992). The IPCC
(2001) did not attach statistical bounds to their tem-
perature ranges. One therefore cannot decide whether a
warming above 5 K is likely to occur or not, and neither
do we have any idea about the probability for a warming
outside of the speciﬁed range. Thus, there is a growing
need for climate projections with objectively determined
probabilities and uncertainties (e.g. Schneider 2001).
The ﬁrst probabilistic projections based on ensembles
without using observational constraints were presented
by Wigley and Raper (2001). Other probabilistic pro-
jections were obtained by scaling future warming by a
linear factor derived from ﬁngerprint patterns (Allen
et al. 2000, 2002; Stott and Kettleborough 2002). Here
we present results applying the neural network based
ensemble method and using the observed surface
warming and ocean heat uptake to constrain the model
responses.
The uncertainty in the projected temperature arises
from two fundamentally diﬀerent sources. First, the
IPCC developed numerous illustrative scenarios with
diﬀerent emission pathways for greenhouse gases and
aerosols to account for the uncertainty in future tech-
nical, economical and social development (Nakic´enovic´
et al. 2000). Second, our incomplete knowledge of the
Fig. 5 Median and 5% to 95% ranges of the uncertainty forcing
scaling factors for the standard case. The left error bars with squares
indicate initial assumptions, the right error bars with circles denote
the range as constrained by the ensemble method and the observed
surface warming and ocean heat uptake
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climate system, the uncertainties in observational data-
sets, the simpliﬁcations made in the climate models and
the limited computational resources introduce an
uncertainty in the calculated projections for a single
scenario. Here, we only address the latter uncertainties
by selecting the two illustrative scenarios B1 and A2
(Nakic´enovic´ et al. 2000). Since no probabilities have
been attached to the individual SRES scenarios by IPCC
(2001), we have abstained from calculating an overall
probabilistic estimate of future warming.
The observed surface warming and ocean heat uptake
can be used to select those ensemble simulations that
correctly reproduce the warming over the industrial
period, yielding constraints on model parameters and
radiative forcing components (see previous sections).
The ‘‘consistent’’ set of simulations can now be extended
to the year 2100 to calculate probabilities for future
climate change. The projected global mean surface
warming is shown in Fig. 6 for scenarios B1 (thin lines)
and A2 (thick lines). The four panels show the PDFs for
the time slices of the years 2025, 2050, 2075 and 2100.
The projected warming increases with time, and the
PDFs get wider towards the end of the century.
Although the contribution to the radiative forcing of
the uncertain aerosol forcing decreases with time and is
dominated by relatively well-known greenhouse gas
components, the net uncertainty still grows monotoni-
cally with time due to uncertainties in climate sensitivity
and the carbon cycle. If all climate sensitivities are
considered (solid lines) as constrained in Fig. 3, the best-
guess (median) values obtained for the year 2100 are
2.6 K and 4.6 K for B1 and A2, respectively. This is up
to 30% higher than the numbers obtained by IPCC
(2001), who agreed on best-guess values of 2.0 K and
3.8 K, based on several comprehensive AOGCMs.
Further, we ﬁnd probabilities of 51% for B1 and 45%
for A2 that the warming exceeds the upper limit of the
IPCC uncertainty range. The probability for a warming
below the IPCC range, however, is small (around 10%).
In absolute numbers, the discrepancy is, of course,
particularly strong for the range of scenario A2, where
we ﬁnd an upper limit of 7.4 K for the 5% to 95%
range, compared to 4.8 K found by IPCC. The reason
for these large diﬀerences lies in the assumptions about
climate sensitivity. If we adopt the range of 1.5 K to
4.5 K assumed by IPCC, our ranges (dashed lines) are
broadly consistent with the ranges given by IPCC. We
can therefore interpret the uncertainties proposed by
IPCC as approximately covering the 5% to 95% prob-
ability range, if an upper limit of 4.5 K for climate
sensitivity is assumed. However, higher climate sensi-
tivities cannot be excluded by the observed atmospheric
and oceanic warming. If higher climate sensitivities are
considered, IPCC strongly underestimates the possibility
for a warming largely exceeding the ranges published in
the TAR.
In a recent paper, Stott and Kettleborough (2002)
presented model simulations indicating that for the next
few decades, the best-guess as well as the uncertainties
for the projected warming depend only weakly on the
choice of the scenario, both because of the delayed
response of the Earth’s climate system to external forc-
ing and because the diﬀerences between the individual
scenarios in the ﬁrst few decades are relatively small. The
results shown in Fig. 6 conﬁrm these ﬁndings. The dif-
ferences between the scenarios are negligible for the ﬁrst
half of the next century. However, this is no longer the
case after 2050, when the greenhouse gas emissions start
to decrease for scenario B1, while they increase contin-
uously until the end of the century for A2.
3.4 Sensitivity to consistency criteria
Four criteria are used here to test the consistency ofmodel
simulations with data. First, the modelled surface warm-
ing trend over the last century is required to match the
observational trend within one standard deviation of
the data. Similarly, the trend in the ocean heat uptake
between 1955 and 1995 is required to match the
observational trend. To guarantee a certain degree of
Fig. 6a–d PDFs for surface warming (relative to the average 1960–
1990) for scenarios B1 (thin lines) and A2 (thick lines) for climate
sensitivity constrained by observations (solid) and for IPCC climate
sensitivities 1.5–4.5 K (dashed). Time slices are year 2025, 2050,
2075, 2100 in a to d. The horizontal lines in panel d indicate the
medians and 5% to 95% probability ranges for the corresponding
PDFs
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correlation over time, the absolute diﬀerence of the sim-
ulated and the observed surface warming is divided by the
uncertainty of the observations at the corresponding time,
and this quantity is then averaged over time. Amaximum
value of 1 for surfacewarming and 2 for oceanheat uptake
is set for this dimensionless quantity, expressing the time-
dependent agreement of model and data in terms of data
uncertainties. In other words, the mean deviation of
model and observations must not exceed one standard
deviation of the data for the surface warming. For the
ocean heat uptake, the agreement of model and data is
signiﬁcantly worse (see Subsect. 2.5), and agreement is
requiredwithin two standard deviations. The choice of the
criteria is not critical for the results. To test this, we cal-
culated the surface warming at year 2020 for scenario B1
using only one of the four or diﬀerent combinations of two
consistency criteria. The atmospheric trend is found to be
the strongest individual constraint, because its uncer-
tainty is small. Both the oceanic trend and time-dependent
correlation will constrain the ensemble signiﬁcantly less,
because of the large uncertainty and the short time period
where observations are available. In general, the sensi-
tivity of the results on the consistency criteria used is
rather small. In general, about half of the simulations are
consistent with one criterion, and only about 10% are
consistent with all four criteria.
The inclusion of warming patterns instead of global
averages could possibly improve the ensemble method.
However, this would require models with higher reso-
lution, and natural variability would have to be taken
into account, since many patterns detected in the trend
also occur due to internal variability. The inclusion of
further datasets, e.g. upper air temperature, probably
has little potential to improve the results (Forest et al.
2002). However, a longer record of ocean temperature
with smaller uncertainty would help further constrain
the model responses as well as ocean model versions.
An interesting point is that the projected warming as
constrained either by the surface warming, or by the
ocean heat uptake, are similar. The two observational
datasets are consistent on time scales of more than a few
decades in the sense that they suggest a comparable
future warming.
3.5 Sensitivity to ocean model parameters
To account for the uncertainties in the ocean subgrid-
scale mixing processes dominating the oceanic heat
uptake, ten diﬀerent ocean model parameterizations
have been used here. We calculated the percentage of
simulations consistent with data to test whether some of
them are more realistic than others, and found the
diﬀerences to be negligible. Using global values of
observations, no ocean model version can be excluded,
although the parameter ranges covered by the diﬀerent
versions are large. Further, to check the sensitivity of
results to the diﬀerent versions used, the surface warm-
ing and its uncertainty for the year 2100 and scenario B1
were calculated individually for each model version. In
general, the diﬀerences are small, and diﬃcult to attri-
bute to the parameters used.
3.6 Quantifying the carbon cycle-climate feedback
The SRES illustrative scenarios provided by IPCC
(2001) prescribe the emissions of greenhouse gases and
aerosols for the twenty-ﬁrst century. A model of the
global carbon cycle is therefore applied ﬁrst to calculate
atmospheric greenhouse gas concentrations from emis-
sions. In our case, this is done externally by calculating
atmospheric concentrations under the assumption of
constant climate. A variable feedback factor in the total
radiative forcing is then used to account for the impact
of warming on the carbon cycle (see Sect. 2.1 for details).
This model setup allows us to quantify the ‘‘carbon cy-
cle-climate feedback’’, i.e. the diﬀerence of the projec-
tions obtained when assuming a constant climate for the
carbon cycle compared to the case where the warming
feedback on the carbon cycle is included. The resulting
PDFs for the projected warming are shown in Fig. 7 for
Fig. 7a–d PDFs for surface warming at year 2100 (relative to the
average 1960–1990) for scenarios B1 (thin lines) and A2 (thick
lines), for a carbon cycle under constant climate (dashed) and when
including climate-carbon cycle feedback (solid). Climate sensitivity
is only constrained by observations. Time slices are for the year
2025, 2050, 2075, 2100 in a to d. The horizontal lines in d indicate
the medians and 5% to 95% probability ranges for the corre-
sponding PDFs
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the scenarios B1 (thin lines) and A2 (thick lines). The
shift towards higher temperatures (dashed lines to solid
lines) indicates the strength of the ‘‘carbon cycle-climate
feedback’’. While the diﬀerences are obviously small for
the early decades and for low emission scenarios, they
amount to considerable increases of 0.6 K in the A2
best-guess and 1.6 K for an upper limit of the A2
uncertainty range. Earlier studies have shown that the
eﬀect of a reduction in oceanic carbon uptake due to
global warming on atmospheric CO2 is relatively small,
as long as no major reorganizations in the circulation
occur (Joos et al. 1999; Plattner et al. 2001). The
reduction in terrestrial carbon uptake dominates the
changes in atmospheric CO2 due to global warming and
is mainly due to increased soil respiration and forest
dieback (Meyer et al. 1999; Cox et al. 2000; Friedling-
stein et al. 2000; Joos et al. 2001). The uncertainty of the
carbon cycle is taken into account here by choosing
diﬀerent values for the carbon cycle feedback parameter
c in each simulation. However, when neglecting this
uncertainty and keeping c constant in all simulations, we
ﬁnd very similar results. Thus, the contribution of the
carbon cycle feedback uncertainty to the total uncer-
tainty in the projections is small.
3.7 Changes in the thermohaline circulation
The future warming of the climate system has the
potential to weaken the Atlantic thermohaline circula-
tion (THC) by reducing surface water density in the
formation regions of North Atlantic Deep Water
(NADW) through high-latitude warming and enhanced
poleward moisture transport of the atmosphere (Man-
abe and Stouﬀer 1993; IPCC 2001). An important re-
lated issue is the question whether the climate system
could cross a critical threshold leading to a non-linear
transition of the THC to a qualitatively diﬀerent circu-
lation mode without deepwater formation in the North
Atlantic. Such a reorganization would have a profound
impact on the climate of at least the Atlantic region, on
ocean biogeochemical cycles (Joos et al. 1999) and future
sea level (Knutti and Stocker 2000). Most comprehen-
sive ocean–atmosphere models show a signiﬁcant
reduction of NADW formation (see Rahmstorf 1999;
IPCC 2001, and references therein) for a warming cli-
mate. For a strong warming, some models even simulate
a complete shutdown of the THC (Manabe and Stouﬀer
1993; Stocker and Schmittner 1997). However, recent
studies also suggest that the THC might be stabilized
through increased wind-driven evaporation (Gent 2001)
and trends in the North Atlantic Oscillation (Delworth
and Dixon 2000) or the El Nin˜o-Southern Oscillation
(Latif et al. 2000; Schmittner et al. 2000). The stability of
the THC in climate models depends on many factors
(Stocker et al. 2001), among them the response of the
hydrological cycle to the warming, the parameterization
of mixing processes in the ocean (Knutti et al. 2000), the
rate of greenhouse gas increase (Stocker and Schmittner
1997) and the initial strength of the THC itself (Tzi-
perman 2000).
The Third Assessment Report of IPCC concludes
that a reduction of the Atlantic THC is a likely response
to increased greenhouse gas forcing, but that during this
century, a complete shutdown is less likely than previ-
ously assumed. However, if the rate of change in radi-
ative forcing remains large and lasts long enough, a
complete shutdown after the year 2100 cannot be
excluded. Unfortunately, the limited number of simula-
tions available for the IPCC TAR and their disagree-
ment again prevents any quantitative estimate of
probabilities. To ﬁll this gap, we have analyzed the
response of the THC to global warming in our ensemble
simulations and calculated a PDF for the overturning
reduction projected for the next century. We ﬁnd a very
broad range of possible responses due to the uncer-
tainties considered and due to diﬀerent dynamical
responses of the various ocean model versions. The
median and 5% to 95% probability range of the relative
THC strength for all model versions is shown in Fig. 8.
Every model version has a diﬀerent steady-state over-
turning rate, hence all results are scaled to their prein-
dustrial overturning rate. While the changes and
uncertainties over the industrial period are on the order
of only 10%, the reduction in the year 2100 might be
anywhere between 15% and 85% compared to the
equilibrium state, with a best-guess reduction of about
65%. One might question the accuracy of the dynamical
ocean circulation response in a coarse-resolution zonally
averaged ocean model. However, these results are
entirely in line with most of the comprehensive
AOGCMs that show a reduction of the THC during the
twenty-ﬁrst century, but disagree in how strong the
reduction should be.
3.8 Steric sea level rise
There is evidence from observations and models that sea
level has risen during the last one hundred years by
about 1 mm y–1 due to increasing surface air and ocean
Fig. 8 Atlantic overturning strength relative to the preindustrial
steady state for scenario B1, scaled to preindustrial equilibrium. All
ten model versions are included and ﬁtted with neural networks.
The solid line denotes the median, the dashed lines indicate the 5 to
95% probability range. The results for scenario A2 are very similar
and have been omitted for clarity
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temperatures (see Church and Gregory 2001, for a
review). Future warming is expected to cause an accel-
eration in sea level rise until the year 2100 and beyond.
Even if the emissions of greenhouse gases were stabilized
and reduced, sea level would continue to rise for hun-
dreds of years due to the slow mixing of heat into the
ocean. The main anthropogenic factors contributing to
changes in sea level are changes related to oceanic
thermal expansion, glaciers and small ice caps, the large
ice sheets of Greenland and Antarctica and possible
changes in ground-water storage. The IPCC (2001) has
agreed on a projected range for sea level rise at year 2100
of 0.09 to 0.88 m for all SRES scenarios, with a central
value of 0.48 m. About half of the anthropogenically
caused sea level rise can be attributed to the thermal
expansion of the seawater.
Figure 9 shows the 5% to 95% probability range for
steric sea level rise as simulated by our ensemble method
for the scenarios B1 (thin lines) and A2 (thick lines). The
best guess values for the year 2100 are estimated at
0.48 m for B1 and 0.62 m for A2, with uncertainties of
roughly ± 0.2 m in both cases. The median values are
signiﬁcantly larger than those of IPCC, again due to the
inclusion of high climate sensitivities.
4 Discussion and conclusions
While climate models have been improved signiﬁcantly
in recent years with regard to resolution and simulated
processes, the question of the uncertainty in model
simulations has often been treated unsatisfactorily. We
believe that this is at least partly due to the lack of a
consensus about how uncertainties should be quanti-
ﬁed, and partly because statistical estimates of uncer-
tainty require a considerable number of simulations
that have usually not been available. The idea of
scaling future projections by comparing ﬁngerprints of
the simulated and observed warming patterns from
recent decades (Allen et al. 2000, 2002) provided the
ﬁrst objective statistical uncertainty estimates for future
warming. The ﬁngerprint scaling method accurately
takes into account internal variability and does not rely
on an estimate for climate sensitivity. However, not all
uncertainties (e.g. in the model conﬁguration) can be
included systematically, and projections are only valid
as long as the ratio of greenhouse gas warming and
aerosol cooling remains similar to the current value,
because the two patterns cannot be detected separately
with suﬃcient accuracy.
The results presented in this study use a diﬀerent
approach and constrain the uncertainties from a large
number of ensemble simulations that are consistent with
the observed surface warming and ocean heat uptake of
the last decades and centuries. The restrictions outlined
do not apply to this method, and in principle, any kind
of uncertainty in model parameters, model conﬁguration
and resolution, parameterizations, observational data-
sets etc., can be taken into account. For climate pro-
jections covering the next 100 years, the most important
are the uncertainties in climate sensitivity, in the radia-
tive forcing, in the carbon cycle, and in oceanic heat
uptake. Considering all of these main uncertainties, we
ﬁnd a probability of about 40% that the surface
warming at year 2100 exceeds the uncertainty range
proposed by IPCC (2001), but only one of about 10%
for the warming to be lower than the range of IPCC
(2001). While the best-guess values are only 20% to 30%
higher, the upper limits of the uncertainty ranges exceed
those of IPCC by 50% to 70%, depending on the sce-
nario. The main reason is that the climate sensitivity is
only poorly constrained by the observational data. In
particular, high values for the climate sensitivity com-
bined with a strong negative aerosol radiative forcing
can reasonably reproduce the observed warming and can
therefore not be excluded. The choice of the a priori
upper limit for climate sensitivity has a strong inﬂuence
on the upper limit of the warming range determined by
this method. Climate sensitivities of more than 10 K are
diﬃcult to produce in our model using the feedback
parameterization described in Sect. 2.1 (possibility of
runaway greenhouse eﬀects for high values of k). A
value of 10 K is chosen here to allow for high climate
sensitivities, but avoid unreasonable results by the
climate model. If the range of climate sensitivities of
1.5 K to 4.5 K adopted by IPCC (2001) is considered,
the surface warming uncertainties published in the IPCC
TAR approximately cover the 5% to 95% conﬁdence
ranges derived with the ensemble method.
Based on the parameterization introduced here to
account for the feedback of reduced oceanic and ter-
restrial carbon uptake and global warming, we estimate
an additional increase in the best guess surface warming
for year 2100 of 10% to 15% (20% to 30% for the upper
limit of the uncertainty range) compared to the case
when CO2 concentrations are calculated from emissions
under constant climate. While this feedback between
global warming and reduced carbon uptake is signiﬁ-
cant, the uncertainty of the feedback is relatively small
compared to the uncertainties in radiative forcing and in
climate sensitivity.
Fig. 9 Projected changes in sea level for the scenarios B1 (thin lines)
and A2 (thick lines), using all model versions. The solid lines denote
the median, the dashed lines indicate the 5% to 95% probability
ranges of the ensemble
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In addition to surface warming, sea level from thermal
expansion and the change in the thermohaline circulation
(THC) can be projected for the next century. The
ensemblemodel projects a THC reduction of 15% to 85%
at year 2100, relative to a preindustrial equilibrium state.
This is a broad range for one scenario, especially since all
model versions have similar dynamics, resolution, and the
same atmospheric model component. But it is in agree-
ment with the large spread of projected THC responses
summarized in the IPCC TAR.
The ensemble method can also be used to constrain
parameters in the climate system. Whereas the climate
sensitivity and the rate of ocean heat uptake are only
poorly constrained by observations, the uncertain indi-
rect aerosol forcing component (plus any forcing not
explicitly considered) can be narrowed considerably. A
range of 0 to –1.2 W m–2 is found to be consistent with
the observed warming of ocean and atmosphere.
Unfortunately the method used here does not con-
sider internal variability in the climate system. Thus our
results rely on the assumption that external solar, vol-
canic and anthropogenic radiative forcing is suﬃcient to
explain the observed warming on decadal scales. Inter-
nal variability in the climate system may mask the
externally forced changes, and external forcings are even
anticipated to induce trends or regime shifts in natural
patterns of preferred weather situations (Corti et al.
1999), in the El Nin˜o-Southern Oscillation (Timmer-
mann et al. 1999; Latif et al. 2000), or the North Atlantic
Oscillation (Delworth and Dixon 2000), making it hard
to distinguish externally forced changes from natural
variability. However, the Third Assessment Report of
IPCC (2001) concludes, based on detection and attri-
bution studies, that there is strong evidence that most of
the observed warming is caused by anthropogenic
greenhouse gas and aerosol emissions. An independent
quantitative estimate from three 1000 yr control simu-
lations of diﬀerent AOGCMs (Stouﬀer et al. 2000) yields
a probability of 5% for a 100 yr trend in global mean
surface temperature larger than about 0.11 K, and a
probability of 1% for a 100 yr trend larger than about
0.15 K produced by unforced internal variability alone.
If these models are roughly correct in simulating the
magnitude of natural variability, we could expect a
possible unforced trend over the last century due to
internal variability to be smaller than the uncertainties in
the observed temperature trend over the last century,
which is estimated at about 0.2 K (IPCC 2001). Further
conﬁdence in the results is given by the fact that two
independent studies, one using a ﬁngerprint scaling
method with a comprehensive AOGCM (Stott and
Kettleborough 2002), the other using an ensemble
method with a simpliﬁed climate model (Knutti et al.
2002), estimated almost identical best-guess values and
similar uncertainty ranges for the next few decades and
an illustrative SRES scenario.
The results presented here are only weakly sensitive
to the a priori assumptions for the forcing uncertainties
and to parameter settings aﬀecting the ocean heat
uptake. The projected warming, however, is sensitive to
the assumed range for climate sensitivity, as discussed.
The available computational resources currently
prevent large ensemble simulations with complex mod-
els. As long as simple models are used in the ensemble
method, which do not simulate internal variability, tools
for function approximation can be used to improve the
eﬃciency of the ensemble method. The approach pre-
sented here uses a neural network to directly predict
relevant model output from an input parameter set,
without explicitly integrating the climate model forward
in time, and has shown to be fast and accurate. The
ensemble size can thus easily be increased to 106 or
more, and extensive sensitivity studies are feasible.
The approach presented here can be seen as a syn-
thesis trying to bring several independently estimated but
strongly linked quantities together within the framework
of one climate model. On the long-term, future progress
can only be achieved by a better understanding of the
processes in the climate system. Apart from progress in
the ability of climate models to correctly represent the
relevant processes in the climate system, three main
points can be identiﬁed which would reduce the uncer-
tainties of future ensemble climate projections, better
constrain parameters and processes in climate models.
Longer and more accurate reconstructions of the recent
warming, in particular in the ocean, would tighten the
constraints on the ensemble simulations. Further,
reducing the uncertainties in either climate sensitivity or
the aerosol radiative forcing, or both, would strongly
reduce the uncertainties in the projections. Finally,
increased computational power would allow large
ensembles using more comprehensive climate models,
which simulate natural variability and consider more
feedback processes in greater detail. In addition, regional
patterns of the observed climate change could be used
more eﬀectively with high-resolution models. The fact
that each member of an ensemble is independent of the
other simulations, makes this method well suited for
relatively inexpensive distributed computing environ-
ments. The ensemble method is therefore useful to
objectively estimate uncertainties in the climate system
and in projections of future climate change.
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Appendix 1: estimating the carbon cycle-climate
feedback factor
To account for the uncertainty in the carbon cycle in the individual
model simulations, a feedback factor c was introduced, describing
the feedback of a warming climate on the oceanic and terrestrial
carbon cycle (see Sect. 2.2).
The value of the feedback factor c and the baseline for CO2
radiative forcing were derived separately from simulations with
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the Bern Carbon Cycle-Climate (Bern CC) model (Joos et al.
2001; Gerber et al. 2003). Details of the model and of the sim-
ulations are described elsewhere (Joos et al. 2001). In the Bern
CC model, the physical climate system is represented by an
impulse response-empirical orthogonal function substitute of the
ECHAM3/LSG atmosphere/ocean general circulation model
(Hooss et al. 2001) which is driven by radiative forcing. The
impulse response function and the spatial patterns (EOFs) of the
simulated changes in temperature, precipitation and cloud cover
were derived from an 800 year long ECHAM3/LSG AOGCM
simulation wherein atmospheric CO2 was quadrupled in the ﬁrst
140 years and held constant thereafter (Voss and Mikolajewicz
2001). The climate sensitivity of the substitute is prescribed. The
carbon cycle module includes a well-mixed atmosphere, the
HILDA ocean model (Siegenthaler and Joos 1992; Joos et al.
1996), and the Lund-Potsdam-Jena Dynamic Global Vegetation
Model (LPJ-DGVM) (Sitch et al., Submitted 2002). The eﬀect of
sea surface warming on carbon chemistry is included (Joos et al.
1999), but ocean circulation changes are not considered. The
LPJ-DGVM is run on a resolution of 3.75 · 2.5 and is driven
by local temperatures, precipitation, incoming solar radiation,
cloud cover, and atmospheric CO2. It simulates the distribution
of nine plant functional types based on bioclimatic limits for
plant growth and regeneration. Photosynthesis is a function of
absorbed photosynthetically active radiation, temperature,
atmospheric CO2 concentration and an empirical convective
boundary layer parameterization to couple the carbon and water
cycles. After spinup, the model was driven by prescribed
anthropogenic radiative forcing and observed atmospheric CO2
for the period from 1765 to 2000. Afterwards, the atmospheric
concentration of CO2 and other agents and radiative forcing were
calculated from emissions of greenhouse gases and aerosol pre-
cursors. The baseline trajectory for CO2 forcing was calculated
from simulations where the climate sensitivity was set to zero.
The feedback parameter c is calculated from the diﬀerence in
CO2 radiative forcing between simulations with and without
global warming divided by the simulated temperature increase
since year 2000 of the warming simulation. It varies around
0.25 W m–2/K for a range of emission scenarios and for a range
of climate sensitivities (see Fig. 10). It is noted that the feedback
factor c as derived here implicitly accounts for the climate change
up to year 2000; c would be somewhat lower when derived from
simulations where emissions are prescribed over the historical
period and expressed relative to the warming since preindustrial
time. The uncertainty of c has been estimated based on the
simulations of diﬀerent scenarios with the model described and
based on other published modelling studies (Friedlingstein et al.
2000; Cox et al. 2000). The feedback strength in the IPSL model
(Friedlingstein et al. 2000) is slightly lower than in the Bern CC
model, whereas the Hadley centre model has a much stronger
feedback (Cox et al. 2000).
Appendix 2: neural network design
1.1 Principles of neural networks
The research ﬁeld of neural networks is relatively young and has
experienced three periods of extensive activity. The ﬁrst wave of
interest emerged after the pioneering work ofMcCulloch and Pitts in
1943. The second occurred in the 1960s with the Perceptron Con-
vergenceTheorem ofRosenblatt (1962), andwas dampedby thework
of Minsky and Papert (1969) showing the limitations of a simple
perceptron. In the early eighties, new theoretical results (e.g. the
Hopﬁeld energy approach and the discovery of error back-propa-
gation), and increased computational capacities renewed the interest
in neural networks. They are now used to solve a variety of problems
in pattern recognition and classiﬁcation, tracking, control systems,
fault detection, data compression, feature extraction, signal
processing, optimization problems, associative memory and more.
There are many diﬀerent types of neural networks, each
suitable for speciﬁc applications. The L-layer feed-forward net-
work consists of one input layer, (L – 2) hidden layers, and one
output layer of units successively connected in a feed-forward
fashion with no connections between units in the same layer and
no feedback connections between layers. A suﬃciently large three-
layer feed-forward network can approximate any functional
relationship between inputs and outputs. We use such a three-
layer feed-forward network, with N = 10 units in the input and
hidden layer. The number of neurons in the output layer is equal
to the number of output values desired. The choice of the network
size N is critical, and discussed in Appendix 1.2 for our applica-
tion.
Before the neural network can perform anything reasonable, it
has to go through a training or learning phase, where the connec-
tion weights wj (and possibly also the network architecture) are
continuously updated so that the network can eﬃciently perform a
speciﬁc task. The ability of neural networks to learn automatically
from examples makes them attractive and exiting. Instead of fol-
lowing a set of rules speciﬁed by human experts, the neural network
appears to learn the underlying input–output relationship from the
examples presented to it in a training set. There are numerous
learning algorithms, which can be classiﬁed into supervised and
unsupervised learning. In our case, a limited training set of
parameter vectors~R and the corresponding simulations Cð~R; tÞfrom
the climate model are available. In this case, the supervised learning
phase is the problem of minimizing the sum of the squared diﬀer-
ences between the climate model simulations Cð~R; tÞ and the cor-
responding substitute response F ð~R; tÞ approximated by the neural
network by adjusting the weights wj in each of the neurons. For
eﬃciency, only the desired subset of the model output Cð~R; tÞ is
approximated. The Levenberg-Marquardt (Hagan and Menhaj
1994) algorithm is the most eﬃcient learning algorithm for our
application due to its extremely fast convergence. A detailed
introduction to neural network architectures, learning rules,
training methods and applications was written by Hagan et al.
(1996).
Fig. 10 Global warming-carbon cycle feedback factor c versus
global mean surface warming since year 2000 AD. The feedback
factors have been evaluated for the six illustrative SRES scenarios
and applying climate sensitivities of 1.5, 2.5, and 4.5 K in the Bern
Carbon Cycle-Climate Model (Joos et al. 2001). Atmospheric CO2,
its forcing and radiative forcing by other agents were prescribed up
to year 2000 according to observations. Afterwards, concentrations
and radiative forcing were simulated from emissions of greenhouse
gases and aerosol precursors. Simulations with global warming and
baseline simulations without global warming (climate sensitivity set
to 0 K) were performed. The feedback factors were computed from
the model output for the period 2000 to 2100. First, the diﬀerence
in CO2 radiative forcing between a global warming simulation and
its baseline simulation was determined; then this diﬀerence was
divided by the increase in global mean surface temperature realized
since year 2000 in the warming simulation. Only results for
temperature changes larger than 1 K are shown, i.e. when the
factors have converged to a relatively stable value
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1.2 Sensitivity to neural network size
The size of the neural network, i.e. the number of neurons in the
input and hidden layer, is critical for performance as well as for
eﬃciency reasons. If the network is too small, it has too few degrees
of freedom to learn the desired behaviour and will do a poor
approximation of the input–output relationship. If it is too large, it
will be computationally expensive to run. Further, too many neu-
rons can contribute to ‘‘overﬁtting’’, the case in which all training
samples are very well ﬁt, but the ﬁtting curve takes wild oscillations
between these points, causing the network to lose its ability to
generalize and correctly predict the output from an input it has not
been trained with. One way to accomplish this task is to start with a
small network and to subsequently increase the number of neurons
in the layers. The mean error will drop asymptotically to zero or to
an approximately constant value if the function cannot be
approximated perfectly (which is the case here). This is shown in
Fig. 11a, b for the mean error (diﬀerence between climate model
and neural network) of the surface warming and ocean heat uptake
over the observational period. Further, correlation coeﬃcients
Fig. 11a–d Mean error and
correlation coeﬃcient between
climate model output and
neural network predictions for
surface warming and ocean heat
uptake as a function of the
network size. The network
consists of three layers, and
there are N neurons in layer 1
and 2. The number of neurons
in the output layer 3 is ﬁxed and
given by the output size
Fig. 12a–d Mean error and
correlation coeﬃcient between
climate model output and
neural network predictions for
surface warming and ocean heat
uptake as a function of the size
of the training set
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between the approximated function and the climate model-pre-
dicted time evolution are shown (Fig. 11c, d). The choice ofN= 10
neurons in the input and hidden layer is reasonable, since a larger
network does not perform better, but takes signiﬁcantly longer to
train. The number of neurons in the input and hidden layers must
not necessarily be identical. Sigmoid and linear activation functions
were used in the input and hidden layer, respectively. Other acti-
vation functions yield similar or less accurate results (not shown).
1.3 Sensitivity to size of training set
Choosing an appropriate set of training patterns for the neural
network is the second important point. Too few or poorly selected
training samples will prevent the network from learning the whole
input–output relationship, and only part of the presented input will
be recognized correctly. Too many training samples, on the other
hand, will not do any harm, but increase the computational cost
dramatically. Again, the performance of the network was evaluated
here for diﬀerent sizes of the training sample set (Fig. 12). A
training set of 500 simulations was found to be still eﬃcient enough
to handle and was chosen to ensure proper training over the whole
parameter space. An interesting feature is seen in Fig. 12b, d for
small numbers of training samples. The mean error does not nec-
essarily decrease when adding more training samples, if the samples
are unevenly distributed in parameter space. Adding a few samples
lying close together in parameter space by coincidence causes the
network to behave better in this speciﬁc region, but poorly at
other locations. If the samples are randomly chosen, then only a
suﬃciently large sample will ensure an approximately even distri-
bution and good performance in the whole parameter range of
interest.
The problem of overﬁtting mentioned above can be tackled in
several ways. Here we adopt a method called ‘‘early stopping’’,
which ensures the generalization ability by stopping the training
process before overﬁtting starts. This is achieved by using a sepa-
rate validation set instead of the training set to test the performance
of the network. Typically, the validation error will decrease during
the initial phase of the training, as does the training set error.
However, when the network begins to overﬁt the data, the error on
the validation set will usually begin to rise, while the error on the
training set is still decreasing. When the validation error increases
for a speciﬁed number of iterations, the training is stopped, and the
network weights at the minimum of the validation error are
returned.
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