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Abstract
In this paper, we study the topological centers of bilinear maps induced by unitary representations, giv-
ing a characterization when the center is minimal and also conditions which guarantee that the center is
maximal. Various examples whose topological centers are maximal, minimal or neither will be given. We
will also investigate the topological centers of sub-representations, direct sums and tensor products.
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1. Introduction
In 1951, Arens initiated the study of extension of bilinear maps on normed space and intro-
duced the concept of regularity of bilinear maps (see [1] and [2]). The study of Arens regularity
of bilinear maps and the topological center problem has attracted some attention. In [16], Ulger
showed that the Arens regularity of a bounded bilinear map can be characterized by its weakly
compactness or its reflexiveness and simplified proofs of some old results. For more recent re-
sults, the reader is referred to [6] and [14]. On the other hand, special attention has been focused
on the bilinear maps arisen from Banach algebras. See [13] and [7].
Our purpose in this paper is to study a bounded bilinear map induced by a unitary represen-
tation π of a locally compact group G and the topological center problem related to it. This
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analysis, defining the bounded bilinear map induced by a unitary representation π , giving some
preliminary results. In Section 3, we study cases under which the topological center is maximal,
minimal or neither. A characterization of the maximality of the topological center will be demon-
strated and various examples will be given. In Section 4, we investigate the topological centers of
bilinear maps induced by direct sum, tensor product, sub-representation of given representations.
2. Notations and some preliminaries
Unless otherwise specified, G always denotes a locally compact group equipped with a fixed
left Haar measure dx. Let x ∈ G and f be a complex-valued function defined on G. We define
the left translation of f by x as lxf (y) = (xf )(y) = f (xy) (y ∈ G). A function f :G → C
is left uniformly continuous if f is bounded, continuous and the map G → CB(G), x → lxf
is continuous with respect to the ‖ · ‖∞-norm topology. We denote the space of all left uni-
formly continuous functions by LUC(G) and remark that LUC(G) is a two-sided translation
invariant, unital C∗-subalgebra of CB(G), the C∗-algebra of all bounded, complex-valued contin-
uous functions defined on G. As well known, the dual space of LUC(G), denoted by LUC(G)∗,
can be made into a Banach algebra as follows. For m,n ∈ LUC(G)∗, f ∈ LUC(G), x ∈ G, we
define mlf :G → C by mlf (x) = 〈m, lxf 〉. It is easy to check that mlf ∈ LUC(G). Define
mn ∈ LUC(G)∗ by 〈mn,f 〉 = 〈m,nlf 〉, then LUC(G)∗ becomes a Banach algebra. The reader
is referred to Lau [11] for more details. Let M(G) be the Banach algebra of all the complex
Radon measures on G. Lau showed that M(G) can be embedded into LUC(G)∗ as a closed sub-
algebra (see [11]). At later time, Ghahramani, Lau and Losert improved that result and proved
the following lemma in [8].
Lemma 2.1. The map θ : M(G) → LUC(G)∗ defined by 〈θ(μ),f 〉 = ∫ f (x)dμ(x), (μ ∈ M(G),
f ∈ LUC(G)) is an isometric algebra homomorphism. Moreover, we have:
(a) LUC(G)∗ = M(G) ⊕1 C0(G)⊥, and
(b) C0(G)⊥ is a closed two-sided ideal of LUC(G)∗.
Let X be a Banach space and let G be a locally compact group. We say that X is a Banach
G-module if G acts on X as bounded invertible operators with norm less than or equal to one
such that the action is continuous with respect to the norm topology. More precisely, it means
that there exists a map X ×G → X with the following properties:
• For each ξ ∈ X, x, y ∈ G, we have ξ · e = ξ and (ξ · x) · y = ξ · (xy).
• For each x ∈ G, the map ξ → ξ · x is a bounded, invertible linear operator on X with norm
less than or equal to one.
• For each ξ ∈ X, the map x → ξ · x is continuous with respect to the norm topology.
We refer the reader [12] for details.
Let π :G → B(H) be a unitary representation of a locally compact group G. Bekka and Xu
defined a unital C∗-subalgebra of B(H) and a bilinear map as follows. See [3] and [17].
Let x ∈ G and T ∈ B(H). Define a map B(H) × G → B(H) by T · x = π(x−1)T π(x), then
B(H) becomes a G-module. Define UCB(π) = {T ∈ B(H) | the map G → B(H), x → T · x
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G-module action is restricted on UCB(π), UCB(π) becomes a Banach G-module.
Lemma 2.2. The mapping UCB(π)∗ × UCB(π) → LUC(G), (M,T ) → MT , defined by
MT (x) = 〈M,T · x〉 is bilinear and ‖MT ‖∞  ‖M‖‖T ‖.
Proof. Let x ∈ G, then |MT (x)| = |〈M,T · x〉|  ‖M‖‖T · x‖  ‖M‖‖T ‖, hence MT is a
bounded function on G. Let (xα) be a net in G such that xα → x ∈ G, then |MT (xα)−MT (x)|
‖M‖‖T · xα − T · x‖ → 0. Therefore, MT is a continuous function. Let xα, x, y ∈ G such that
xα → x, then∣∣
xα (MT )(y) − x(MT )(y)
∣∣= ∣∣MT (xαy)−MT (xy)∣∣
= ∣∣M(T · xα)(y) −M(T · x)(y)∣∣= ∣∣〈δyM,T · xα − T · x〉∣∣
 ‖δyM‖‖T · xα − T · x‖ ‖M‖‖T · xα − T · x‖ → 0
uniformly about y, where δyM ∈ UCB(π)∗ is defined by 〈δyM,T 〉 = 〈M,T · y〉. Therefore
MT ∈ LUC(G). The checking of the bilinearity of the mapping (M,T ) → MT is left to the
reader. 
Next, we define a map LUC(G)∗ × UCB(π)∗ → UCB(π)∗ by (m,M) → mM , where
〈mM,T 〉 = 〈m,MT 〉, T ∈ UCB(π). It is routine to check that the map is a bounded bilinear
map with ‖mM‖ ‖m‖‖M‖.
Proposition 2.3. With the mapping (m,M) → mM defined above, UCB(π)∗ becomes a left
Banach LUC(G)∗-module with ‖mM‖ ‖m‖‖M‖ and δeM = M .
Proof. Let T ∈ UCB(π), x, y ∈ G, then
x(MT )(y) = (MT )(xy) = 〈M,T · xy〉
= 〈M,(T · x) · y〉= M(T · x)(y).
Therefore x(MT ) = M(T · x). Next,
nl(MT )(x) =
〈
n, x(MT )
〉= 〈n,M(T · x)〉
= 〈nM,T · x〉 = (nM)(T )(x)
and hence nl(MT ) = (nM)T . Therefore〈
(mn)M,T
〉= 〈mn,MT 〉
= 〈m,nl(MT )〉= 〈m,(nM)T 〉= 〈m(nM),T 〉,
so (mn)M = m(nM). Also
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= 〈M,T · e〉 = 〈M,T 〉,
hence δeM = M . 
Remark 2.4. The above Banach module structure of UCB(π)∗ is suggested by Mr.
M.Y.-H. Cheng.
Remark 2.5. The bilinear map (m,M) → mM constructed in above coincides with Arens’ con-
struction when G is discrete. We recall Arens’ construction. Let X, Y , Z be Banach spaces and
let θ :X × Y → Z be a bounded bilinear map. Define θ∗ :Z∗ × X → Y ∗, the adjoint of θ , by
〈θ∗(z′, x), y〉 = 〈z′, θ(x, y)〉 (x ∈ X, y ∈ Y, z′ ∈ Z∗). The above process can be repeated and we
define θ∗∗ = (θ∗)∗ :Y ∗∗ × Z∗ → X∗ and θ∗∗∗ = (θ∗∗)∗ :X∗∗ × Y ∗∗ → Z∗∗. If G is a discrete
group, both UCB(π) and LUC(G) have preduals. Namely, UCB(π) = B(H) = L1(H)∗, where
L1(H), equipped with the trace-class norm, is the Banach space of all trace-class operators on
the Hilbert space H. (see [15, Chapter II, Section 1]) and LUC(G) = l∞(G) = l1(G)∗. Define a
G-module action on the space L1(H) by G×L1(H) → L1(H), (x,L) → x ·L = π(x)Lπ(x−1).
By integration, we obtain a Banach l1(G)-module L1(H), namely l1(G) × L1(H) → L1(H),
(f,L) → f ·L =
∫
f (x)x · Ldx =
∑
x∈G
f (x)x · L.
Define a bounded bilinear map θ : l1(G)× L1(H) → L1(H) by m(f,L) = f ·L. Let L ∈ L1(H),
T ∈ B(H), M ∈ B(H)∗, x ∈ G, then〈
θ∗(T , δx),L
〉= 〈T , θ(δx,L)〉= 〈T ,x ·L〉 = tr(T π(x)Lπ(x−1))
= tr(π(x−1)T π(x)L)= tr((T · x)L)= 〈T · x,L〉.
Therefore θ∗(T , δx) = T ·x and 〈θ∗∗(M,T ), δx〉 = 〈M,θ∗(T , δx)〉 = 〈M,T ·x〉 = MT (x), hence
θ∗∗(M,T ) = MT . Finally, 〈θ∗∗∗(m,M),T 〉 = 〈m,θ∗∗(M,T )〉 = 〈m,MT 〉 = 〈mM,T 〉. There-
fore θ∗∗∗(m,M) = mM .
3. Topological centers of the left LUC(G)∗-module action
It is obvious that for each fixed M ∈ UCB(π)∗, the map LUC(G)∗ → UCB(G)∗, m → mM is
weak∗–weak∗ continuous. However, it is false that for each m ∈ LUC(G)∗, the map UCB(π)∗ →
UCB(π)∗, M → mM is weak∗–weak∗ continuous. A natural question arises: For what m is the
mapping M → mM weak∗–weak∗ continuous? Therefore it makes sense to define
Z(π) = {m ∈ LUC(G)∗ ∣∣ the map UCB(π)∗ → UCB(π)∗,
M → mM is weak∗–weak∗ continuous},
the topological center of the module action induced by π . Note that Z(π) contains M(G) as we
shall prove in Lemma 3.2. Before proving this result, we would first state a proposition which
characterizes Z(π).
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let UCB(π) and Z(π) be defined as above. For each m ∈ LUC(G)∗, the following are equivalent:
(1) For each T ∈ UCB(π), the map Tm : UCB(π)∗ → C defined by 〈M,Tm〉 = 〈mM,T 〉 (M ∈
UCB(π)∗) lies in UCB(π).
(2) m ∈ Z(π).
(3) The map UCB(π)∗ → UCB(π)∗, M → mM is weak∗–weak∗ continuous on all bounded
parts of UCB(π)∗.
Proof. The equivalence of (1) and (2) are clear and the implication of (2) ⇒ (3) is trivial.
Now we prove that (3) ⇒ (1). Suppose that the mapping M → mM is weak∗–weak∗ con-
tinuous on all bounded parts of UCB(π)∗. Let T ∈ UCB(π) be fixed, then the linear func-
tional Tm ∈ UCB(π)∗∗ is σ(UCB(π)∗,UCB(π)) continuous on any bounded part of UCB(π)∗.
By [5, V.5.6], Tm is a σ(UCB(π)∗,UCB(π)) continuous linear functional on UCB(π)∗ and
hence Tm ∈ UCB(π) by [4, p. 125, Theorem 1.3]. 
Lemma 3.2. Let π :G → B(H) be a unitary representation of a locally compact group G. Then
M(G) ⊆ Z(π), where M(G) is regarded as a subspace of LUC(G)∗ as in Lemma 2.1.
Proof. Define a map UCB(π) × LUC(G)∗ → UCB(π)∗∗ by (T ,m) → Tm, where 〈M,Tm〉 =
〈mM,T 〉, M ∈ UCB(π)∗. The map is clearly bilinear and ‖Tm‖  ‖T ‖‖m‖. Let m ∈ M(G),
T ∈ UCB(π) and  > 0. First, we assume that the support of m, denoted by K = supp(m) is
compact. Choose a finite partition {Ei | i = 1,2, . . . , n} of K consisting of Borel sets Ei such
that ‖T · x − T · y‖ < /|m|(K) whenever x, y ∈ Ei . This is possible by the uniform continuity
of the map x → T · x on the compact set K . For each i, fix xi ∈ Ei . Let M ∈ UCB(π)∗, then
∣∣∣∣∣
〈
M,Tm−
n∑
i=1
m(Ei)T · xi
〉∣∣∣∣∣=
∣∣∣∣∣〈m,MT 〉 −
n∑
i=1
m(Ei)〈M,T · xi〉
∣∣∣∣∣
=
∣∣∣∣∣
∫
K
MT (x)dm(x) −
n∑
i=1
m(Ei)〈M,T · xi〉
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
∫
Ei
〈M,T · x − T · xi〉dm(x)
∣∣∣∣∣

n∑
i=1
‖M‖ |m|(K) |m|(Ei) = ‖M‖.
Therefore ‖Tm −∑ni=1 m(Ei)T · xi‖  . Since Tm can be approximated by a sequence of
elements in UCB(π) with respect to the norm topology, Tm ∈ UCB(π). If the support of the
measure m is not compact, we can choose a sequence of measures (μn)n with compact supports
such that ‖m − μn‖ → 0. Then ‖Tm − T μn‖  ‖T ‖‖m − μn‖ → 0, so Tm ∈ UCB(π). By
Proposition 3.1, m ∈ Z(π). 
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and let UCB(π) and Z(π) be defined as above. Then the topological center Z(π) is a Banach
subalgebra of LUC(G)∗ containing M(G).
Proof. By Proposition 3.1 (1) and the previous lemma, Z(π) is a subalgebra of LUC(G)∗ con-
taining M(G). Let (mk) be a sequence in Z(π) such that mk → m ∈ LUC(G)∗ with respect to
the norm topology. Let (Mα) be a bounded net in UCB(π)∗ such that Mα → M ∈ UCB(π)∗
with respect to the weak∗-topology. Let T ∈ UCB(π) and let  > 0. Choose K > 0 such that
‖Mα‖K for all α. Fix k such that ‖mk −m‖ < /(K(‖T ‖ + 1)), then∣∣〈mMα,T 〉 − 〈mM,T 〉∣∣ ∣∣〈mk(Mα −M),T 〉∣∣+ ∣∣〈(m− mk)Mα,T 〉∣∣+ ∣∣〈(mk − m)M,T 〉∣∣

∣∣〈mk(Mα −M),T 〉∣∣+ 2.
Consequently lim supα |〈mMα,T 〉 − 〈mM,T 〉|  2 and hence 〈mMα,T 〉 → 〈mM,T 〉, i.e.
m ∈ Z(π) by Proposition 3.1. Therefore Z(π) is closed. 
4. Minimality of the topological center
In this section, we state a theorem which characterizes the minimality of the topological center
(i.e. Z(π) = M(G)) in terms of a factorization property. It follows immediately that the topolog-
ical center of the module action induced by the left regular representation of any locally compact
group is always minimal. Lastly, we give an example that the topological center of a countable
direct sum of finite dimensional representations is minimal.
Before stating the main theorem, we need few lemmas. The first lemma may be well known,
and it is similar to [10, Theorem 15.9]. However, we include a proof for completeness.
Lemma 4.1. Let G be a locally compact group and let K1, K2 be two disjoint compact subsets
of G, then there exists a compact, symmetric neighborhood U of e such that K1U and K2U are
disjoint.
Proof. First we claim that for any y ∈ K2, there exist open neighborhoods Uy , Vy of e such that
K1Uy ∩ yVy = ∅. Let y ∈ K2 be given. For each x ∈ K1, there exist open neighborhoods Sx
and Tx of e such that xSxSx ∩ yTx = ∅. Note that {xSx | x ∈ K1} covers K1, so we may select
a finite subcover {xiSxi | i = 1,2, . . . , n}. Define Uy =
⋂n
i=1 Sxi , Vy =
⋂n
i=1 Txi , then Uy and
Vy are open neighborhoods of e. We show that K1Uy ∩ yVy = ∅. Let x ∈ K1, then x ∈ xiSxi for
some i. Consequently xUy ∩ yVy ⊆ xiSxi Sxi ∩ yTxi = ∅ and hence K1Uy ∩ yVy = ∅.
By the above claim, for each y ∈ K2, we may choose open neighborhoods Uy and Vy for e
such that K1Uy ∩ yVyVy = ∅. Note that {yVy | y ∈ K2} covers K2, so we may select a finite
subcover {yiVyi | i = 1,2, . . . ,m}. Define open neighborhoods U =
⋂m
i=1 Uyi , V =
⋂m
i=1 Vyi
of e. Let y ∈ K2, then y ∈ yiVyi for some i. Therefore K1U ∩ yV ⊆ K1Uyi ∩ yiVyi Vyi = ∅ and
hence K1U ∩ K2V = ∅. We finish the proof by choosing a compact, symmetric neighborhood
of e contained in U ∩ V . 
Lemma 4.2. Let G be a locally compact, non-compact group and let K1 and K2 be two dis-
joint compact subsets of G. Then there exists a compact, symmetric neighborhood U of e and
a sequence (xn) in G such that:
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(2) K2Uxi ∩K2Uxj = ∅ whenever i = j ,
(3) K1Uxi ∩K2Uxj = ∅ for any i, j .
Moreover the set {xn | n ∈ N} is closed but not compact.
Proof. Without loss of generality, we assume that K1 and K2 are non-empty. By Lemma 4.1,
we choose a compact, symmetric neighborhood U of e such that K1U ∩K2U = ∅ and construct
a sequence (xn) inductively. Let x1 = e. Suppose that x1, x2, . . . , xn have been chosen such that:
K1Uxi ∩K1Uxj = ∅ whenever i = j , and
K2Uxi ∩K2Uxj = ∅ whenever i = j , and
K1Uxi ∩K2Uxj = ∅ for any i, j ∈ {1,2, . . . n}.
We assert that there exists y ∈ G such that:
K1Uxi ∩K1Uy = ∅ for i = 1,2, . . . , n, and
K2Uxi ∩K2Uy = ∅ for i = 1,2, . . . , n, and
K1Uxi ∩K2Uy = ∅ for i = 1,2, . . . , n, and
K1Uy ∩ K2Uxi = ∅ for i = 1,2, . . . , n.
Suppose the contrary that the assertion is false, then for any y ∈ G, we have
y ∈
n⋃
i=1
[
U−1K−11 K1Uxi ∪U−1K−12 K2Uxi ∪U−1K−12 K1Uxi ∪ U−1K−11 K2Uxi
]
and hence
G =
n⋃
i=1
[
U−1K−11 K1Uxi ∪U−1K−12 K2Uxi ∪ U−1K−12 K1Uxi ∪U−1K−11 K2Uxi
]
,
which is a contradiction since the set on the right is compact. Choose xn+1 = y, where y ∈ G
is any element which satisfies the above condition. By induction, we obtain a sequence (xn)
in G. Clearly (1) and (2) are satisfied by our construction. For (3), if i = j , K1Uxi ∩ K2Uxi =
(K1U ∩ K2U)xi = ∅. If i = j , K1Uxi ∩ K2Uxj = ∅ by our construction. We show that {xn |
n ∈ N} is a closed, non-compact subset of G. Let (xα)α be a net in {xn | n ∈ N} which converges
to x ∈ G. We assert that there exists α0 such that xα = xα0 whenever α  α0. In that case,
xα → xα0 ∈ {xn | n ∈ N}. Suppose the contrary. Choose an open neighborhood V of e such
that VV −1 ⊆ U . Choose α0 such that xα ∈ V x whenever α  α0. By assumption, there exist
α1, α2  α0 such that xα1 = xα2 . Note that xα1 ∈ V x and xα2 ∈ V x, so xα1x−1α2 ∈ V xx−1V −1 ⊆ U
and hence xα1 ∈ Uxα2 , which is a contradiction. Therefore {xn | n ∈ N} is closed. Suppose the
contrary that {xn | n ∈ N} is compact. For the net (xn)n, it has a subnet (xnα )α which converges to
a point, say xk in {xn | n ∈ N}. Choose α0 such that xnα ∈ Uxk whenever α  α0. Choose α1 such
that nα  k + 1 whenever α  α1. Choose α2 such that α2  α1 and α2  α0, then xnα2 ∈ Uxk .
Clearly xnα2 ∈ Uxnα2 . However nα2  k + 1 implies that xnα2 = xk , contradicting to Uxk ∩
Uxnα2
= ∅. 
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pact subsets of G. Let U , (xn) be the compact, symmetric neighborhood of e and the sequence
in G respectively as in the previous lemma. Then there exists f ∈ LUC(G)\C0(G), 0 f  1,
such that f = 1 on ⋃∞n=1 K1xn and f vanishes outside ⋃∞n=1 K1Uxn. In particular, f = 0 on⋃∞
n=1 K2Uxn.
Proof. By Urysohn lemma, we choose g ∈ C0(G), 0  g  1, such that g = 1 on K1 and
g vanishes outside K1U . Define f :G → [0,+∞] by f (x) = ∑∞n=1 g(xx−1n ). Note that for
each x ∈ G, there exists at most one n such that g(xx−1n ) = 0. For, if m = n but g(xx−1n ) = 0
and g(xx−1m ) = 0, then xx−1n ∈ K1U and xx−1m ∈ K1U , hence x ∈ K1Uxn ∩ K1Uxm which
is impossible. It is immediate that 0  f  1 and f is a Borel function. Let (tα)α be a
net in G such that tα → t ∈ G. Let s ∈ G be arbitrary. Let  > 0. Choose α0 such that
‖tα g − t g‖ <  whenever α  α0. Let α  α0. Note that there are at most two integers n such
that the term |g(tαsx−1n ) − g(tsx−1n )| is non-zero. Moreover, for such non-zero terms, we have
|g(tαsx−1n ) − g(tsx−1n )|  ‖tα g − t g‖ < . Therefore |tα f (s) − t f (s)| = |f (tαs) − f (ts)| ∑∞
n=1 |g(tαsx−1n ) − g(tsx−1n )| < 2, so f ∈ LUC(G). By the construction, it is clear that f = 1
on
⋃∞
n=1 K1xn and f = 0 on (
⋃∞
n=1 K1Uxn)c. In particular, f /∈ C0(G). Since
⋃∞
n=1 K1Uxn
and
⋃∞
n=1 K2Uxn are disjoint, f = 0 on
⋃∞
n=1 K2Uxn. 
Lemma 4.4. Let G be a locally compact group. Given μ ∈ M(G) and f ∈ LUC(G), we define
f ·μ(x) = ∫ f (yx)dμ(y), then f · μ ∈ LUC(G). Moreover, ‖f ·μ‖∞  ‖f ‖∞‖μ‖.
Proof. Let M = ‖μ‖ + 1. Let  > 0, then there exists an open neighborhood U of e such that
|f (x) − f (y)| < /M whenever xy−1 ∈ U . First, we assume that the support of μ, denoted
by K , is compact. For each y ∈ K , there exists a symmetric open neighborhood Vy of e such that
VyVyVy ⊆ y−1Uy. Note that {yVy | y ∈ K} is an open covering of K , so we may choose a finite
subcover {yiVyi | i = 1,2, . . . , n}. Define V =
⋂n
i=1 Vyi . Let x1, x2 ∈ G such that x1x−12 ∈ V .
Let y ∈ K be arbitrary, then y ∈ yiVyi for some i. Therefore (yx1)(yx2)−1 = yx1x−12 y−1 ∈
yiVyiVyi (Vyi )
−1y−1i = yiVyiVyiVyi y−1i ⊆ U and hence |f (yx1) − f (yx2)| < /M . Conse-
quently
∣∣f · μ(x1)− f · μ(x2)∣∣ ∫
K
∣∣f (yx1)− f (yx2)∣∣d|μ|(y) ‖μ‖/M < .
This proves that f · μ ∈ LUC(G). It is clear that ‖f · μ‖∞  ‖f ‖∞‖μ‖ for general μ ∈ M(G),
f ∈ LUC(G). Lastly, if the support of μ is not compact, we may, by inner regularity of μ, choose
a sequence (μn) in M(G), with supp(μn) compact and ‖μn −μ‖ → 0, then ‖f ·μ− f ·μn‖
‖f ‖∞‖μn −μ‖ → 0. As f ·μn ∈ LUC(G) and LUC(G) is a closed subspace of L∞(G), f ·μ ∈
LUC(G). 
Remark 4.5. A similar technique was used by Granirer and Lau. We refer the reader to [9,
Lemma 4].
Now, we are ready to state the main theorem in this paper which characterizes the minimality
of the topological center Z(π) in terms of a factorization property. The forward implication of
this theorem is inspired by [6, Theorem 3.1].
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uous unitary representation. Let F = {MT | M ∈ UCB(π)∗, T ∈ UCB(π)}, then the following
are equivalent:
(a) The linear span of F is norm dense in LUC(G).
(b) Z(π) = M(G).
Proof. We prove that (a) ⇒ (b). Suppose that the condition in (a) holds. Let Z be the topo-
logical center of LUC(G)∗, i.e. Z is the subset of LUC(G)∗ which consists of all m such that
the map LUC(G)∗ → LUC(G)∗, n → mn is weak∗–weak∗ continuous. Recall that Z = M(G)
by [11] and we already know that M(G) ⊆ Z(π), so we will finish the proof once we show that
Z(π) ⊆ Z . Let m ∈ Z(π). To prove that m ∈ Z , it suffices that the map LUC(G)∗ → LUC(G)∗,
n → mn is weak∗–weak∗ continuous on all bounded parts of LUC(G)∗ (see [11]). Let (nα) be a
bounded net in LUC(G)∗ such that nα → n ∈ LUC(G)∗ with respect to the weak∗-topology. Let
f ∈ LUC(G). First, we assume that f ∈ span F . Write
f =
k∑
i=1
MiTi,
where Mi ∈ UCB(π)∗ and Ti ∈ UCB(π), then
〈mnα,f 〉 =
k∑
i=1
〈mnα,MiTi〉
=
k∑
i=1
〈
m,(nα)l(MiTi)
〉= k∑
i=1
〈
m,(nαMi)Ti
〉
=
k∑
i=1
〈
m(nαMi), Ti
〉→ k∑
i=1
〈
m(nMi), Ti
〉
=
k∑
i=1
〈
m,(nMi)Ti
〉= k∑
i=1
〈
m,nl(MiTi)
〉
= 〈mn,f 〉.
Then we drop the assumption that f ∈ span F . Let  > 0. Choose K > 0 such that ‖nα‖K and
‖m‖  K . Choose f0 ∈ span F such that ‖f − f0‖∞ < /(K2). Since 〈mnα,f0〉 → 〈mn,f0〉,
there exists α0 such that |〈mnα,f0〉 − 〈mn,f0〉| <  whenever α  α0. For any α  α0,∣∣〈mnα,f 〉 − 〈mn,f 〉∣∣ ∣∣〈mnα,f 〉 − 〈mnα,f0〉∣∣+ ∣∣〈mnα,f0〉 − 〈mn,f0〉∣∣
+ ∣∣〈mn,f0〉 − 〈mn,f 〉∣∣
 3.
Therefore m ∈ Z .
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ear span of F = LUC(G). Pick m ∈ LUC(G)∗ such that m = 0 but m vanishes on the closed
linear span of F . Note that for any M ∈ UCB(π)∗, mM = 0. In particular m ∈ Z(π). By
Lemma 2.1, we may write m = m1 + m2 where m1 ∈ M(G) and m2 ∈ C0(G)⊥. If m2 = 0, we
obtain a contradiction immediately since m2 = m−m1 ∈ Z(π). Suppose that m2 = 0. We denote
m = m1 = μ ∈ M(G). Next we shall produce another m′′ ∈ Z(π) with m′′ = 0 and m′′ ∈ C0(G)⊥,
then arrive at a contradiction. Note that for M ∈ UCB(π)∗, T ∈ UCB(π), x, y ∈ G, we have
(δxM)T (y) = 〈δxM,T · y〉 =
〈
δx,M(T · y)
〉
= (M(T · y))(x) = 〈M,(T · y) · x〉= 〈M,T · (yx)〉
= (MT )x(y)
and hence (MT )x = (δxM)T . Therefore∫
MT (yx)dμ(y) = 〈μ, (δxM)T 〉= 0,
for each x ∈ G.
First we consider the case that μ is a signed-measure. By Jordon decomposition theorem, we
have μ = μ+ − μ−. Furthermore, we assume that supp(μ+) ⊆ K1 and supp(μ−) ⊆ K2, where
K1 and K2 are two disjoint compact subsets of G. Choose a compact, symmetric neighborhood U
of e, a sequence (xn) in G, f ∈ LUC(G)\C0(G) as in Lemmas 4.2 and 4.3. By Lemma 4.4,
f · μ ∈ LUC(G). We assert that f · μ /∈ C0(G). Note that the constant function 1 ∈ F (for, let
T = idH and choose M ∈ UCB(π)∗ such that 〈M,T 〉 = 1), so μ(G) = 〈μ,1〉 = 0. Therefore
μ+(G) = μ−(G) = 0. We prove that f · μ+ = μ+(G) on {xn | n ∈ N} and f · μ− = 0 on {xn |
n ∈ N}. Let y ∈ K1 and x ∈ {xn | n ∈ N}, then yx ∈⋃∞n=1 K1xn, so f (yx) = 1. Consequently,
f ·μ+(x) =
∫
K1
f (yx)dμ+(y) = μ+(K1) = μ+(G)
and hence f ·μ+ = μ+(G) on {xn | n ∈ N}. If y ∈ K2, x ∈ {xn | n ∈ N}, then yx ∈⋃∞n=1 K2xn ⊆⋃∞
n=1 K2Uxn, so f (yx) = 0 and consequently f · μ−(x) =
∫
K2
f (yx)dμ−(y) = 0. Therefore
f · μ = f · μ+ − f · μ− = μ+(G) on the non-compact set {xn | n ∈ N}. In particular f · μ /∈
C0(G). Note that in our case, ‖f ‖∞ = 1.
Then we consider the case that μ is a general signed-measure. Denote λ = ‖μ‖ > 0, then
μ+(G) = μ−(G) = λ/2. By inner regularity of μ+, μ−, we may choose positive measures
μ+0 , μ
−
0 with supp(μ
+
0 ) ⊆ K1, supp(μ−0 ) ⊆ K2, K1, K2 being compact and 0  μ+0  μ+,
0  μ−0  μ−, ‖μ+ − μ+0 ‖ < λ/100, ‖μ− − μ−0 ‖ < λ/100. Since μ+ and μ− are mutually
singular, K1, K2 can be chosen such that K1 ∩ K2 = ∅. By the previous argument, there exists
f ∈ LUC(G) with ‖f ‖∞ = 1 such that f · (μ+0 −μ−0 ) = μ+0 (G) > λ/2−λ/100 = 49λ/100 on a
non-compact set {xn | n ∈ N}. Set μ0 = μ+0 −μ−0 , then ‖μ−μ0‖ < λ/50, so ‖f ·μ−f ·μ0‖∞ ‖f ‖∞‖μ−μ0‖ < λ/50. Therefore |f ·μ(x)| > 49λ/100 − λ/50 for any x ∈ {xn | n ∈ N} hence
f · μ /∈ C0(G). If μ ∈ M(G) is a complex measure, we may write μ = μ1 + iμ2 for some finite
signed-measures μ1, μ2. Note that at least one of μ1, μ2 is non-zero. Choose f ∈ LUC(G) as
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f ·μ1, f ·μ2 are real-valued and at least one of them is not in C0(G), so f · μ /∈ C0(G).
We conclude that there exists f0 ∈ LUC(G) such that f0 · μ ∈ LUC(G)\C0(G). By Hahn–
Banach theorem, there exists m′ ∈ LUC(G)∗ such that m′(f0 · μ) = 0 while m′ = 0 on C0(G).
Define m′′ ∈ LUC(G)∗ by 〈m′′, f 〉 = 〈m′, f · μ〉. Clearly if f ∈ C0(G), then f · μ ∈ C0(G),
so m′′ ∈ C0(G)⊥. m′′(f0) = 〈m′, f0 · μ〉 = 0, so m′′ = 0 and in particular m′′ /∈ M(G). If
M ∈ UCB(π)∗, T ∈ UCB(π), then 〈m′′,MT 〉 = 〈m′, (MT ) · μ〉. However (MT ) · μ(x) =∫
MT (yx)dμ(y) = 0, so 〈m′′,MT 〉 = 0. Consequently, m′′M = 0 for all M ∈ UCB(π)∗. In
particular m′′ ∈ Z(π)\M(G). 
We notice that in our main theorem, if the closed linear span of F is LUC(G), the m ∈
Z(π)\M(G) constructed has the property that mM = 0 for any M ∈ UCB(π)∗. It is interesting
to ask: Is it possible to find such m other than that form? In the following, we give a sufficient
condition which guarantees the existence of m ∈ Z(π)\M(G) with the property mM = M for all
M ∈ UCB(π)∗.
We recall some facts about Stone– ˇCech compactification. Let Ω be a Tychonoff space (i.e. T1
and completely regular). The Stone– ˇCech compactification βΩ of Ω is defined as the Gelfand
spectrum of CB(Ω), the commutative, unital C∗-algebra of all bounded, continuous, complex-
valued functions defined on Ω . Note that βΩ has the following properties:
(1) βΩ is compact.
(2) The identity map ι :Ω → βΩ is a topological embedding, i.e. ι(Ω) is dense in βΩ and the
map ι :Ω → ι(Ω) is a homeomorphism.
The reader is referred to [4, pp. 137–138] for more detail. We remark that a locally compact
Hausdorff space is a Tychonoff space. We identify Ω with βΩ and simply write ω for ι(ω).
The following lemma is probably well known. However, we cannot find a proof from standard
textbooks, so we include a proof here for completeness.
Lemma 4.7. Let Ω be a locally compact Hausdorff space. Let f ∈ CB(Ω), then f ∈ C0(Ω) if
and only if f̂ (ω) = 0 for any ω ∈ βΩ\Ω . (f̂ denotes the Gelfand transform of f .)
Proof. Let f ∈ C0(Ω). We prove by contradiction. Suppose that there exists ω0 ∈ βΩ\Ω such
that f̂ (ω0) = 0. Since Ω is dense in βΩ , we may choose a net (ωα)α is Ω such that ωα → ω0. Fix
0 > 0 such that |f̂ (ω0)| > 0. By passing to a subnet, we may assume, without lose of generality,
that |f̂ (ωα)| > 0 for all α. Let K = {ω ∈ Ω | |f̂ (ω)| 0} which is compact. Choose a subnet
(ωα′) of (ωα) such that (ωα′) converges to some ω′0 ∈ K . However, ωα′ → ω0 and ω0 = ω′0,
which is a contradiction. Conversely, let f ∈ CB(Ω) such that f̂ (ω) = 0 for each ω ∈ βΩ\Ω .
Let  > 0 and define K = {ω ∈ Ω | |f̂ (ω)| }. Let (ωα)α be a net in K . By regarding (ωα)α as a
net in βΩ and by the compactness of βΩ , there exists a subnet (ωα′) of (ωα), and ω0 ∈ βΩ such
that ωα′ → ω0. Observe that |f̂ (ω0)| = limα′ |f̂ (ωα′)| , so ω0 ∈ K . Therefore K is compact
and hence f ∈ C0(Ω). 
Proposition 4.8. Let π :G → B(H) be a unitary representation of a locally compact group. Let
N = {x ∈ G | T · x = T for any T ∈ UCB(π)}, the kernel of the G-module action induced by π ,
which is a closed normal subgroup of G. If N is non-compact, there exists m ∈ Z(π)\M(G)
such that mM = M for any M ∈ UCB(π)∗. In particular, M(G) is strictly contained in Z(G).
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can select ω0 ∈ βN\N and define a character m˜ on CB(N)∗ by 〈m˜, f 〉 = f̂ (ω0), where we iden-
tify the two C∗-algebras CB(N), C(βN) via the Gelfand transform f → f̂ . By the previous
lemma, 〈m˜, f 〉 = 0, for any f ∈ C0(N). Define m ∈ LUC(G)∗ by 〈m,f 〉 = 〈m˜, f |N 〉. Let f ∈
Cc(G), then clearly f |N ∈ Cc(N). Therefore 〈m,f 〉 = 〈m˜, f |N 〉 = 0, i.e. m ∈ C0(G)⊥. Denote
the identity functions on G and on N by 1G and 1N respectively, then 〈m,1G〉 = 〈m˜,1N 〉 = 1,
hence m = 0. Let M ∈ UCB(π)∗, T ∈ UCB(π) and x ∈ N , then MT (x) = 〈M,T · x〉 =
〈M,T 〉. Therefore MT |N = 〈M,T 〉1N and hence 〈mM,T 〉 = 〈M,T 〉〈m˜,1N 〉 = 〈M,T 〉, i.e.
mM = M . 
We also remark the following observation.
Proposition 4.9. Using the above notation, if G is non-compact and the kernel N of the G-
module action is non-trivial, i.e. N = {e}, then the factorization property in the main theorem
fails to hold, hence M(G) is properly contained in Z(π).
Proof. Suppose that there exists x ∈ N with x = e. Clearly for each M ∈ UCB(π)∗ and
T ∈ UCB(π), MT (x) = MT (e). Consequently, f (x) = f (e) for each f in the closed linear
span of F . However, by Urysohn lemma, there exists a continuous function g with compact sup-
port such that g(x) = g(e) and hence g ∈ LUC(G) but g does not lie in the closed linear span
of F . 
Now we apply our main theorem to some examples.
Corollary 4.10. Let λ be the left regular representation of a locally compact group G. Then
{MT | M ∈ UCB(λ)∗, T ∈ UCB(λ)} = LUC(G), hence Z(λ) = M(G).
Proof. Let f ∈ LUC(G) be given. Define Tf :L2(G) → L2(G) be the multiplication operator
induced by f , i.e. Tf (g) = gf (g ∈ L2(G)). We recall that the map f → Tf is an isometric
embedding of LUC(G) into B(H). Note that for any x ∈ G, Tf · x = Txf . Therefore if (xα)
is a net in G converging to x ∈ G, we have ‖Tf · xα − Tf · x‖ = ‖xαf − xf ‖ → 0, hence
Tf ∈ UCB(λ). For y ∈ G, we let δy ∈ LUC(G)∗ be the evaluation at y. We regard LUC(G) as a
subspace of UCB(λ) and let My ∈ UCB(λ)∗ be any Hahn–Banach extension of δy . If x ∈ G, then
(MyTf )(x) = 〈My,Tf · x〉 = 〈My,Txf 〉 = 〈δy, xf 〉 = f (xy) = fy(x). Therefore MyTf = fy . In
particular, MeTf = f . It follows that, by the main theorem, Z(λ) = M(G) if G is non-compact.
If G is compact, we always have Z(λ) = M(G) since LUC(G)∗ = C(G)∗ = M(G). 
Example 4.11. Let G = Z be the discrete group of integers. For each n ∈ N, let qn :Z → Zn be
the canonical quotient map and let λ˜n :Zn → B(l2(Zn)) be the left regular representation. Let
λn = λ˜n ◦ qn and define π =⊕∞n=1 λn. Then Z(π) = M(G).
Proof. We identify l2(Zn) ∼= Cn and let e(n)k (k = 1,2, . . . , n), be the canonical orthonormal base
of l2(Zn). Let H =⊕∞n=1 l2(Zn), then {e(n)k | n ∈ N and k = 1,2, . . . , n} is an orthonormal base
of H. For each x ∈ G, π(x)e(n)k = e(n)[k+x]n , where [k + x]n is the unique integer in {1,2, . . . , n}
such that [k + x]n ≡ k + x (mod n). First, we claim that for any subset A ⊆ N ∪ {0} ⊆ G,
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setting
T
(
e
(n)
k
)= { e(n)k , if n is even, k ∈ {1,2, . . . , n/2} and k − 1 ∈ A,
0, otherwise.
For each n ∈ N, we define Mn = e(2n)1 ⊗ e(2n)1 ∈ L1(H) ⊆ B(H)∗. (If ξ1, ξ2 ∈ H, we define a
rank-one operator ξ1 ⊗ ξ2 on H by ξ1 ⊗ ξ2(η) = 〈η, ξ2〉ξ1.) Choose a subnet (Mnα )α of (Mn)n
such that Mnα → M ∈ B(H)∗ with respect to the weak∗-topology. Let x ∈ G. Fix n0 ∈ N such
that n0 > |x|. Note that
MnT (x) = tr(MnT · x)
= tr(Mnπ(x−1)T π(x))= tr(π(x)Mnπ(x−1)T )
= tr(e(2n)[1+x]2n ⊗ e(2n)[1+x]2nT )= 〈T e(2n)[1+x]2n ∣∣ e(2n)[1+x]2n 〉.
Consider two cases.
Case I: Suppose that x ∈ A. Let n  n0, then 1  1 + x  2n, so [1 + x]2n = 1 + x. As
[1 + x]2n − 1 = x ∈ A, T e(2n)[1+x]2n = e
(2n)
[1+x]2n . Therefore
MT (x) = lim
α
〈Mnα ,T · x〉 = limn→∞〈Mn,T · x〉 = 1.
Case II: Suppose that x /∈ A. Let n  n0. If x  0, we still have 1  1 + x  2n, so [1 +
x]2n − 1 = x /∈ A and consequently T e(2n)[1+x]2n = 0. If x < 0, we have −n < 1 − n < 1 + x  0,
so [1 + x]2n = 2n+ (1 + x) ∈ {n+ 1, n+ 2, . . . ,2n} and consequently T e(2n)[1+x]2n = 0. Therefore
MT (x) = lim
n→∞MnT (x) = 0.
This shows that χA = MT .
Then we prove that for any A ⊆ {n ∈ Z | n < 0} ⊆ G, χA ∈ {MT | M ∈ UCB(π)∗, T ∈
UCB(π)}. Let such set A be given. Define T ∈ B(H) by setting:
T
(
enk
)= { e(n)k , if n is even, k ∈ {n2 + 1, n2 + 2, . . . , n} and k − 1 − n ∈ A,
0, otherwise.
For each n ∈ N, define Mn = e(2n)1 ⊗ e(2n)1 ∈ L1(H) ⊆ B(H)∗. Choose a subnet (Mnα )α of (Mn)n
such that Mnα → M ∈ B(H)∗ with respect to the weak∗-topology. Let x ∈ G and fix n0 ∈ N such
that n0 > |x|. We consider two cases.
Case I: Suppose that x ∈ A. Let n > n0, then MnT (x) = 〈T e(2n)[1+x]2n | e
(2n)
[1+x]2n〉. As [1+x]2n =
(1 + x) + 2n ∈ {n + 1, n + 2, . . . ,2n}, [1 + x]2n − 1 − 2n = x ∈ A. Consequently, T e(2n)[1+x]2n =
e
(2n)
[1+x]2n so MnT (x) = 1. Therefore
MT (x) = limMnαT (x) = limMnT (x) = 1.α n
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so T e
(2n)
[1+x]2n = 0. If x  0, we have [1 + x]2n = 1 + x /∈ {n + 1, n + 2, . . . ,2n}. Therefore
T (e
(2n)
[1+x]2n) = 0 and hence MnT (x) = 0. Consequently
MT (x) = lim
n→∞MnT (x) = 0,
so χA = MT .
It is now clear that for any B ⊆ G, χB lies in the linear span of {MT | M ∈ UCB(π)∗, T ∈
UCB(π)}. Therefore the linear span of {MT | M ∈ UCB(π)∗, T ∈ UCB(π)} contains all the
simple functions and consequently it is dense in l∞(G) = LUC(G). By our characterization
theorem, Z(π) = M(G). 
Remark 4.12. In this example, each representation λn is finite dimensional and hence Z(λn) =
LUC(G)∗. However, Z(
⊕∞
n=1 λn) is minimal, i.e. equals to M(G).
5. Maximality of the topological center
In this section, we give two sufficient conditions, each of which will guarantee that the
topological center is maximal, i.e. Z(π) = LUC(G)∗. An example whose topological center is
maximal is also demonstrated.
Proposition 5.1. Let π :G → B(H) be a unitary representation of a locally compact group G. If
at least one of the following conditions is satisfied, the topological center Z(π) is maximal, i.e.
Z(π) = LUC(G)∗.
(1) dim(π) < ∞.
(2) For each  > 0, we define N(π, ) = N = {x ∈ G | ‖T · x − T ‖ < ‖T ‖ for any T ∈
UCB(π)}. Suppose that for each  > 0, there exist x1, x2, . . . , xm ∈ G satisfying that: for
each x ∈ G, there exist i ∈ {1,2, . . . ,m} and y ∈ N such that x = xiy.
Proof. Suppose that the first condition holds. Let (Mα)α be a net in UCB(π)∗ such that
Mα → M ∈ UCB(π)∗ with respect to the weak∗-topology. Since dim(π) < ∞, UCB(π)∗ is
a finite dimensional vector space and all locally convex topologies coincide. Therefore for any
m ∈ LUC(G)∗ and T ∈ UCB(π), |〈mMα,T 〉 − 〈mM,T 〉| = |〈m,(Mα − M)T 〉|  ‖m‖‖Mα −
M‖‖T ‖ → 0, hence m ∈ Z(π).
Suppose that the second condition holds. We assert that for any bounded net (Mα)α in
UCB(π)∗, M ∈ UCB(π)∗, T ∈ UCB(π), if Mα → M with respect to the weak∗-topology,
then ‖MαT − MT ‖∞ → 0. Without loss of generality, we assume that ‖Mα‖  1, ‖M‖  1,
‖T ‖  1. Let  > 0 be arbitrary. Choose x1, x2, . . . , xm ∈ G as in the assumption, then
we obtain a partition {A1,A2, . . . ,Am} of G with the property that for any x ∈ Ai , there
exists y ∈ N such that x = xiy. Let x ∈ Ai and write x = xiy for some y ∈ N , then
‖T · x − T · xi‖ = ‖(T · xi) · y − T · xi‖ < ‖T · xi‖  . Therefore |MT (x) − MT (xi)| =
|〈M,T ·x−T ·xi〉| ‖M‖‖T ·x−T ·xi‖ < . Similarly, we have |MαT (x)−MαT (xi)| < . De-
fine λi = MT (xi) and λαi = MαT (xi). Since MαT → MT pointwisely, we may choose α0 such
that |MαT (xi) − MT (xi)| <  whenever i ∈ {1,2 . . . ,m} and α  α0, i.e. |λi − λαi | < . By the
above discussion, it is clear that ‖MT −∑mi=1 λiχAi‖∞   and ‖MαT −∑mi=1 λαi χAi‖∞  .
Therefore
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∥∥∥∥∥MαT −
m∑
i=1
λαi χAi
∥∥∥∥∥∞ +
∥∥∥∥∥
m∑
i=1
λαi χAi −
m∑
i=1
λiχAi
∥∥∥∥∥∞
+
∥∥∥∥∥
m∑
i=1
λiχAi −MT
∥∥∥∥∥∞
 3
whenever α  α0 and hence ‖MαT − MT ‖∞ → 0. Let m ∈ LUC(G)∗. In order to show
m ∈ Z(π), by Proposition 3.1 it suffices that the map M → m · M is weak∗–weak∗ continuous
on all the bounded part of UCB(π)∗. Let (Mα)α be a bounded net in UCB(π) and suppose that
Mα → M with respect to the weak∗-topology. Let T ∈ UCB(π), then |〈mMα,T 〉− 〈mM,T 〉|
‖m‖‖MαT −MT ‖ → 0. Therefore m ∈ Z(π). 
Remark 5.2. Let N = {x ∈ G | T · x = T for any T ∈ UCB(π)}. If |G/N | < ∞, the second
condition will be satisfied and hence the topological center Z(π) is maximal. For, suppose that
|G/N | = m. We pick an element xi from each N -coset, then for each  > 0, x1, x2, . . . , xm and
N clearly satisfy the second condition since N ⊆ N .
Identify the quotient group R/Z with [0,1) in a canonical way. Let α ∈ [0,1)\Q. It is an
easy exercise to check that the subgroup of R/Z generated by α, namely {nα | n ∈ Z} is dense
in [0,1).
Lemma 5.3. Identify the quotient group R/Z with [0,1). Given sufficiently small  > 0, α ∈
[0,1)\Q (where α is regarded as an element in R/Z), we define Z0 = {n ∈ Z | nα ∈ (0, )}, then
(1) Z0 is an infinite set, and
(2) there exists k ∈ N such that |m − n|  k whenever m,n ∈ Z0 are two successive elements
in Z0.
Proof. Since α is irrational, the map n → nα ∈ R/Z is injective. Since {nα | n ∈ Z} is dense in
[0,1), there exist infinitely many n ∈ Z such that nα ∈ (0, ). This proves the first part. Next, we
choose n0 ∈ Z such that 0 < n0α < /2. Denote β = n0α and define Z1 = {n ∈ Z | nβ ∈ (0, )}.
Let n1 be the smallest positive integer such that n1β < 1 < (n1 +1)β . Let m, n be two successive
elements in Z1 with m < n. If mβ ∈ (0,  − β), we clearly have mβ + β ∈ (0, ) so n = m + 1.
If mβ ∈ [ − β, ), then mβ + n1β  mβ + n1β − 1 > ( − β) − β > 0. Note that mβ + n1β 
mβ + (n1β − 1) < mβ < . Therefore (m + n1)β ∈ (0, ) and hence n  m + n1. Lastly, if
n ∈ Z1, then nβ ∈ (0, ), nn0α ∈ (0, ), so nn0 ∈ Z0. Consequently n0Z1 ⊆ Z0. Take k = n0n1,
then |m − n| k for any two successive elements m,n ∈ n0Z1. Since n0Z1 is an infinite subset
of Z0 and every two successive elements in n0Z1 satisfy the required property, it follows that the
elements of Z0 satisfy the property as well. 
Example 5.4. Let Z be the usual discrete group of integers. Choose θ ∈ [0,2π) such that θ/(2π)
is irrational. Let
A =
(
cos θ − sin θ
sin θ cos θ
)
.
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countable direct sum of π . Let H˜ =⊕∞n=1 H. Although Nπ˜ = Nπ = {0} and dim(π˜) = ∞, we
still have Z(π˜) = l∞(G)∗.
Proof. Let  > 0. Choose δ > 0 such that∥∥∥∥( cosφ − sinφsinφ cosφ
)
− I
∥∥∥∥< /2,
whenever φ ∈ (−δ, δ) + 2πZ. Therefore∥∥∥∥∥
∞⊕
n=1
(
cosφ − sinφ
sinφ cosφ
)
− I˜
∥∥∥∥∥=
∥∥∥∥∥
∞⊕
n=1
[(
cosφ − sinφ
sinφ cosφ
)
− I
]∥∥∥∥∥
=
∥∥∥∥( cosφ − sinφsinφ cosφ
)
− I
∥∥∥∥< /2,
where I˜ is the identity operator on H˜. Define N = {n ∈ Z | ‖π˜(−n)T π˜(n) − T ‖  ‖T ‖, for
any T ∈ B(H˜)}. Set Z0 = {n ∈ Z | nθ/(2π) ∈ (0, δ/(2π))+Z}. If n ∈ Z0, then for any T ∈ B(H˜),∥∥π˜(−n)T π˜(n)− T ∥∥ ∥∥π˜(−n)T π˜(n)− T π˜(n)∥∥+ ∥∥T π˜(n)− T ∥∥

∥∥π˜(−n)− I˜∥∥‖T ‖ + ∥∥π˜(n)− I˜∥∥‖T ‖
 ‖T ‖,
by observing that π˜(n) =⊕( cosnθ − sinnθ
sinnθ cosnθ
)
, π˜(−n) =⊕( cos(−nθ) − sin(−nθ)
sin(−nθ) cos(−nθ)
)
with nθ ∈ (0, δ) +
2πZ and −nθ ∈ (−δ,0) + 2πZ. Therefore Z0 ⊆ N . By the previous lemma, Z0 is an infinite
set such that the distance between two successive elements in bounded. As N is a superset
of Z0, N has the same property. Now it clear that condition (2) in Proposition 5.1 is fulfilled, so
Z(π˜) = l∞(Z)∗. 
6. An example that M(G) Z(π) LUC(G)∗
In this section, we give an example that the topological center Z(π) is neither minimal nor
maximal.
Example 6.1. Let G = Z × Z and let q :G → Z be the canonical quotient map defined by
q(i, j) = j . Let λ :Z → B(l2(Z)) be the left regular representation and let π = λ ◦ q , then
M(G)  Z(π)  LUC(G)∗.
Proof. Since the kernel of the G-action induced by π is non-trivial, M(G) is properly contained
in Z(π). Let H = l2(Z) and let {ek | k ∈ Z} be the canonical base of H. We show that Z(π) is not
maximal. For each i ∈ N, let ni = δ(0,i) ∈ l1(G) and let n ∈ l∞(G)∗ be any weak∗-cluster point
of the net (ni). We assert that n /∈ Z(π). For each j ∈ N, define Mj = e−j ⊗ e−j ∈ L1(H) ↪→
B(H)∗. Let T0 ∈ B(H) be defined by
T0(ek) =
{
ek if k  1,
0 if k  0.
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〈niMj ,T 〉 = 〈ni,MjT 〉 = (MjT )
(
(0, i)
)= 〈Mj,π((0,−i))T π((0, i))〉
= tr(Mjπ((0,−i))T π((0, i)))= tr(π((0, i))Mjπ((0,−i))T )
= tr(ei−j ⊗ ei−j T ) = 〈ei−j ⊗ ei−j , T 〉,
and hence niMj = ei−j ⊗ ei−j . Let M be an arbitrary weak∗-cluster point of the net (Mj ), then
we have
〈nM,T0〉 = lim
i→∞〈niM,T0〉
= lim
i→∞ limj→∞〈niMj ,T0〉 = limi→∞ limj→∞〈ei−j ⊗ ei−j , T0〉
= lim
i→∞ limj→∞〈T0ei−j | ei−j 〉 = 0.
On the other hand
lim
j→∞〈nMj ,T0〉 = limj→∞ limi→∞〈niMj ,T0〉
= lim
j→∞ limi→∞〈ei−j | ei−j 〉 = 1.
Let Mjα be a subnet of (Mj ) such that limα Mjα = M with respect to the weak∗-topology. Now
it is clear that nMjα  nM with respect to the weak∗-topology and hence n /∈ Z(π). 
7. Direct sums and tensor products of unitary representations and their topological
centers
In this section, we investigate the relations between the topological centers of sub-representa-
tions, finite direct sums, tensor products with that of the underlying representations. We prove
that if π1 is a sub-representation of π2, we always have Z(π2) ⊆ Z(π1). We also show that for an
arbitrary unitary representation π , and n ∈ N, the finite direct sum⊕ni=1 π = nπ and the original
representation π have the same topological centers. Lastly, we give a condition which guarantees
that Z(π1 ⊗ π2) = M(G).
Lemma 7.1. Let (π1, H1), (π2, H2) be unitary representations of G. Suppose that π1 is a sub-
representation of π2. Let P : H2 → H1 be the canonical projection. For each T ∈ B(H2), we
define T ′ ∈ B(H1) by T ′ = P ◦ T |H1 . If T ∈ UCB(π2), then T ′ ∈ UCB(π1). Moreover, the map
T → T ′ is surjective.
Proof. Let x ∈ G. Notice that
T ′ · x = π1
(
x−1
)
T ′π1(x) = π1
(
x−1
)
P(T |H1)π1(x)
= Pπ2
(
x−1
)
T
[
π2(x)|H
]= P [T · x]|H .1 1
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i.e. T ′ ∈ UCB(π1). Given T0 ∈ UCB(π1), we define T = T0 ◦ P ∈ B(H2). It is clear that T ∈
UCB(π2) with T ′ = T0, so the map T → T ′ is surjective. 
Lemma 7.2. Using the above notation, if M ∈ UCB(π1)∗, we define M˜ ∈ UCB(π2)∗ by
〈M˜,T 〉 = 〈M,T ′〉. Then M˜T = MT ′ as an element in LUC(G) for any T ∈ UCB(π2).
Proof. Let x ∈ G, then
M˜T (x) = 〈M˜,T · x〉 = 〈M,P ◦ (T · x)|H1 〉= 〈M,T ′ · x〉= MT ′(x). 
We now state a proposition relating the topological centers of a sub-representation and the
original representation.
Proposition 7.3. Let (π1, H1), (π2, H2) be unitary representations of a locally compact group G.
If π1 is a sub-representation of π2, then Z(π2) ⊆ Z(π1).
Proof. Let m ∈ Z(π2). Let (Mα) be a net in UCB(π1)∗ such that Mα → M ∈ UCB(π1)∗ with re-
spect to the σ(UCB(π1)∗,UCB(π1))-topology. Let T ∈ UCB(π2), then 〈M˜α,T 〉 = 〈Mα,T ′〉 →
〈M,T ′〉 = 〈M˜,T 〉, hence M˜α → M˜ with respect to the σ(UCB(π2)∗,UCB(π2))-topology. Let
T0 ∈ UCB(π1). Choose T ∈ UCB(π2) such that T ′ = T0, then
〈mMα,T0〉 = 〈m,MαT0〉 =
〈
m,MαT
′〉
= 〈m,M˜αT 〉 = 〈mM˜α,T 〉 → 〈mM˜,T 〉
= 〈m,M˜T 〉 = 〈m,MT ′〉= 〈m,MT0〉
= 〈mM,T0〉.
Hence mMα → mM with respect to the σ(UCB(π1)∗,UCB(π1))-topology, i.e. m ∈ Z(π1). 
Next, we consider direct sum of unitary representations. Let π be a unitary representation
of G and let π ′ =⊕α π be the direct sum of α (a cardinal) copies of π . It is interesting to ask:
How are Z(π) and Z(π ′) related? Since π is a sub-representation of π ′, we have Z(π ′) ⊆ Z(π)
by the previous proposition. In fact, if α is finite, we can say more. Before stating and proving
the proposition, we first introduce some notations. Let H be the underlying Hilbert space for π
and let H′ =⊕n H, the direct sum of n copies of H. In order to avoid confusion, we let H1 =
H2 = · · · = Hn = H and write H′ =⊕ni=1 Hi . For each i ∈ {1,2, . . . , n}, we let Pi : H′ → Hi
be the canonical projection and let Ii : Hi → H′ be the canonical injection. Given T ∈ B(H′), we
associate n2 operators on H (here we identify H1  H2  · · ·  Hn  H) as follows.
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1 j  n} the components of T . Conversely, given n2 bounded linear operators Tij ∈ B(H), we
can associate T ∈ B(H′) by
T =
∑
1in,1jn
Ii ◦ Tij ◦ Pj .
We remark that the above processes of decomposition and composition are converse to each
other. More precisely, given T ∈ B(H′), we first decompose it and obtain Tij ∈ B(H), then use
these n2 operators Tij to construct T˜ ∈ B(H′). It can be verified that T = T˜ . On the other hand,
given n2 operators Tij on H, we compose them and obtain T˜ ∈ B(H′). It can be shown that
T˜ij = Tij . If x ∈ G and T ∈ B(H′) or T ∈ B(H), we denote π ′(x−1)T π ′(x) and π(x−1)T π(x)
by the same symbol T · x. We then prove few lemmas.
Lemma 7.4. Using the above notations and let T ∈ B(H′), Tij ∈ B(H) the components of T ,
then for each x ∈ G, T · x has components Tij · x, i.e. (T · x)ij = Tij · x.
Proof. Note that
T · x = π ′(x−1)T π ′(x) =∑
i,j
π ′
(
x−1
) ◦ Ii ◦ Tij ◦ Pj ◦ π ′(x).
But for each i, j ,
π ′
(
x−1
) ◦ Ii ◦ Tij ◦ Pj ◦ π ′(x) = Ii ◦ π(x−1) ◦ Tij ◦ π(x) ◦ Pj = Ii ◦ (Tij · x) ◦ Pj .
Therefore T · x =∑i,j Ii ◦ (Tij · x) ◦ Pj and hence (T · x)ij = Tij · x. 
Lemma 7.5. Let T ∈ B(H′) with components Tij ∈ B(H), then T ∈ UCB(π ′) if and only if for
each i, j , Tij ∈ UCB(π).
Proof. Suppose that T ∈ UCB(π ′). Let x, y ∈ G. By the previous lemma, for any i, j ,
‖Tij · x − Tij · y‖ =
∥∥(T · x)ij − (T · y)ij∥∥
= ∥∥Pi ◦ (T · x − T · y) ◦ Ij∥∥
 ‖Pi‖‖T · x − T · y‖‖Ij‖ → 0
as x → y. Therefore Tij ∈ UCB(π).
Conversely, suppose that for each i, j , Tij ∈ UCB(π). Let x ∈ G, then
(Ii ◦ Tij ◦ Pj ) · x = π ′
(
x−1
) ◦ (Ii ◦ Tij ◦ Pj ) ◦ π ′(x)
= Ii ◦ π
(
x−1
) ◦ Tij ◦ π(x) ◦ Pj = Ii ◦ (Tij · x) ◦ Pj ,
so for any x, y ∈ G,
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∥∥∥∑((Ii ◦ Tij ◦ Pj ) · x − (Ii ◦ Tij ◦ Pj ) · y)∥∥∥

∑
‖Ii‖‖Tij · x − Tij · y‖‖Pj‖ → 0
as x → y. Therefore T ∈ UCB(π ′). 
Then we consider decomposition of elements in B(H′)∗. We continue to use the notations
defined in above. Given M ∈ B(H′)∗, we associate n2 elements in B(H)∗ as follows.
For each i, j ∈ {1,2, . . . , n}, we define Mij ∈ B(H)∗ by 〈Mij ,T 〉 = 〈M,Ii ◦ T ◦ Pj 〉. We call
Mij the components of M . We remark that if M ∈ UCB(π ′)∗, then Mij ∈ UCB(π)∗. We observe
that if M ∈ B(H′)∗ and T ∈ B(H′) with components Mij and Tij respectively, then 〈M,T 〉 =∑
ij 〈Mij ,Tij 〉. If M ∈ UCB(π ′)∗ and T ∈ UCB(π ′) with components Mij and Tij respectively,
then MT =∑ij MijTij . We also need a lemma which deals with weak∗-convergence.
Lemma 7.6. Let (Mα)α be a net in UCB(π ′)∗, M ∈ UCB(π ′)∗. Let Mαij , Mij be the components
of Mα and M respectively, then the following are equivalent:
(a) Mα → M with respect to σ(UCB(π ′)∗,UCB(π ′))-topology,
(b) for each i, j , Mαij → Mij with respect to σ(UCB(π)∗,UCB(π))-topology.
Proof. Let (Mα)α be a net in UCB(π ′)∗ such that Mα → M with respect to the weak∗-topology.
Let i, j ∈ {1,2, . . . , n} and let T ∈ UCB(π), then〈
Mαij , T
〉 = 〈Mα, Ii ◦ T ◦ Pj 〉
→ 〈M,Ii ◦ T ◦ Pj 〉 = 〈Mij ,T 〉.
Therefore Mαij → Mij with respect to the weak∗-topology. Conversely, let (Mα) be a net in
UCB(π ′)∗, M ∈ UCB(π ′)∗ such that for each i, j , Mαij → Mij with respect to the weak∗-
topology. Let T ∈ UCB(π ′), then 〈Mα,T 〉 =∑ij 〈Mαij , Tij 〉 →∑ij 〈Mij ,Tij 〉 = 〈M,T 〉. There-
fore Mα → M with respect to the weak∗-topology. 
Now we are able to state and prove the following proposition.
Proposition 7.7. Let π be a unitary representation of a locally compact group G and let π ′ =⊕
n π be the direct sum of n copies of π (n ∈ N), then Z(π) = Z(π ′).
Proof. Since π is a sub-representation of π ′, we have Z(π ′) ⊆ Z(π). Therefore, it suffices
to show the reversed inclusion. Let m ∈ Z(π). Let (Mα) be a net in UCB(π ′)∗ such that
Mα → M ∈ UCB(π ′)∗ with respect to the weak∗-topology. Let T ∈ UCB(π ′), then 〈mMα,T 〉 =
〈m,MαT 〉 = 〈m,∑ij Mαij Tij 〉 = ∑ij 〈mMαij , Tij 〉. By the previous lemma, Mαij → Mij with
respect to the weak∗-topology for each i, j . Since m ∈ Z(π), mMαij → mMij with respect
to the weak∗-topology. Therefore,
∑
ij 〈mMαij , Tij 〉 →
∑
ij 〈mMij , Tij 〉 =
∑
ij 〈m,MijTij 〉 =
〈m,MT 〉 = 〈mM,T 〉, hence m ∈ Z(π ′). 
In the following, we consider the tensor product of two unitary representations. Let π1 :G →
B(H1), π2 :G → B(H2) be unitary representations of a locally compact group G. We denote
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π1 ⊗ π2(x) = π1(x)⊗ π2(x), x ∈ G.
Lemma 7.8. Using the above notations, if T1 ∈ UCB(π1) and T2 ∈ UCB(π2), then T2 ⊗ T2 ∈
UCB(π1 ⊗ π2).
Proof. Let T1 ∈ UCB(π1) and T2 ∈ UCB(π2) and let x ∈ G. Note that (T1 ⊗ T2) · x =
(π1(x−1) ⊗ π2(x−1))(T1 ⊗ T2)(π1(x) ⊗ π2(x)) = (π1(x−1)T1π1(x)) ⊗ (π2(x−1)T2π2(x)) =
(T1 · x) ⊗ (T2 · x). Therefore, if (xα) is a net in G which converges to x ∈ G, then ‖(T1 ⊗
T2) · xα − (T1 ⊗ T2) · x‖ = ‖(T1 · xα)⊗ (T2 · xα)− (T1 · x)⊗ (T2 · x)‖ ‖(T1 · xα)⊗ (T2 · xα)−
(T1 · xα)⊗ (T2 · x)‖+ ‖(T1 · xα)⊗ (T2 · x)− (T1 · x)⊗ (T2 · x)‖ ‖T1 · xα‖‖T2 · xα − T2 · x‖+
‖T2 · x‖‖T1 · xα − T1 · x‖ ‖T1‖‖T2 · xα − T2 · x‖ + ‖T2‖‖T1 · xα − T1 · x‖ → 0. 
Proposition 7.9. Using the above notations, if there exists i ∈ {1,2} such that span{MT | M ∈
UCB(πi)∗, T ∈ UCB(πi)} is norm dense in LUC(G), then Z(π1 ⊗ π2) = M(G).
Proof. Let F = {MT | M ∈ UCB(πi)∗, T ∈ UCB(πi)} and F ′ = {M ′T ′ | M ′ ∈ UCB(π1 ⊗
π2)∗, T ′ ∈ UCB(π1 ⊗ π2)}. We shall show that F ⊆ F ′. We simplify our notation and as-
sume that i = 1. The case that i = 2 can be proved in exactly the same way. Let M1 ∈
UCB(π1)∗ and T1 ∈ UCB(π1). Choose M2 ∈ UCB(π2), such that 〈M2, I2〉 = 1, where I2
is the identity operator on the Hilbert space H2. Note that the map UCB(π1) × CI2 → C,
(T ,λI2) → 〈M1, T 〉〈M2, λI2〉 = λ〈M1, T 〉 is bounded bilinear, so it induces a bounded lin-
ear functional M ′ : UCB(π1) ⊗ CI2 → C. We extend M ′ (still denoted by M ′) and obtain a
bounded linear functional on UCB(π1 ⊗ π2) by Hahn–Banach theorem. Define T ′ = T1 ⊗ I2,
then T ′ ∈ UCB(π1 ⊗ π2) by the previous lemma. If x ∈ G, then M ′T ′(x) = 〈M ′, T ′ · x〉 =
〈M ′, (T1 · x) ⊗ I2〉 = 〈M1, T1 · x〉 = M1T1(x). Therefore the linear span of F ′ is norm dense
in LUC(G). If G is non-compact, Z(π1 ⊗ π2) = M(G) by Theorem 4.6. If G is compact, it is
automatic that Z(π1 ⊗ π2) = M(G). 
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