ABSTRACT. Green-hyperbolic operators are linear differential operators acting on sections of a vector bundle over a Lorentzian manifold which possess advanced and retarded Green's operators. The most prominent examples are wave operators and Dirac-type operators. This paper is devoted to a systematic study of this class of differential operators. For instance, we show that this class is closed under taking restrictions to suitable subregions of the manifold, under composition, under taking "square roots", and under the direct sum construction. Symmetric hyperbolic systems are studied in detail.
INTRODUCTION
Green-hyperbolic operators are certain linear differential operators acting on sections of a vector bundle over a Lorentzian manifold. They are, by definition, those operators which possess advanced and retarded Green's operators. The most prominent examples are normally hyperbolic operators (wave equations) and Dirac-type operators. The reason for introducing them in [2] lies in the fact that they can be quantized; one can canonically construct a bosonic locally covariant quantum field theory for them. The aim of the present paper is to study Green-hyperbolic operators systematically from a geometric and an analytic perspective. The underlying Lorentzian manifold must be well behaved for the analysis of hyperbolic operators. In technical terms, it must be globally hyperbolic. In the first section we collect material about such Lorentzian manifolds. We introduce various compactness properties for closed subsets and show their interrelation. These considerations will later be applied to the supports of sections. In the second section we study various spaces of smooth sections of our vector bundle. The crucial concept is that of a support system. This is a family of closed subsets of our manifold with certain properties making it suitable for defining a good space of sections by demanding that their supports be contained in the support system. We observe a duality principle; a distributional section has support in a support system if and only if it extends to a continuous linear functional on test sections with support in the dual support system. Green's operators and Green-hyperbolic differential operators are introduced in the third section. We give various examples and show that the class of Green-hyperbolic operators is closed under taking restrictions to suitable subregions of the manifold, under composition, under taking "square roots", and under the direct sum construction. This makes it a large and very flexible class of differential operators to consider. We show that the Green's operators are unique and that they extend to several spaces of sections. We argue that Green-hyperbolic operators are not necessarily hyperbolic in any PDE-sense and that they cannot be characterized in general by well-posedness of a Cauchy problem. The fourth section is devoted to extending the Green's operators to distributional sections. We show that an important analytical result for the causal propagator (the difference of the advanced and the retarded Green's operator), also holds when one replaces smooth by distributional sections. In the last section we study symmetric hyperbolic systems over globally hyperbolic manifolds. We provide detailed proofs of well-posedness of the Cauchy problem, finiteness of the speed of propagation and the existence of Green's operators. The crucial step in these investigations is an energy estimate for the solution to such a symmetric hyperbolic system. We conclude by observing that a symmetric hyperbolic system can be quantized in two ways; one yields a bosonic and the other one a fermionic locally covariant quantum field theory. Proof. One direction in (i) is trivial: if A ⊂ J + (K Σ ), then A is strictly past compact by definition. Conversely, let A be strictly past compact and let K ⊂ M be a compact subset such that A ⊂ J + (K). Then choose a smooth spacelike Cauchy hypersurface Σ ⊂ M such that K ⊂ J + (Σ) and put K Σ := Σ ∩ J − (K). Then K Σ is compact and
Lemma 1.4. For any closed subset A ⊂ M the following holds: (i) A is strictly past compact if and only if A ⊂ J + (K Σ
The proof of (ii) is analogous. As to (iii), if A is spacially compact and Σ ⊂ M a Cauchy hypersurface, then K Σ := Σ ∩ J(K) does the job.
We have the following diagram of implications of possible properties of a closed subset of M: Proof. Since the Cauchy hypersurfaces of M are compact, Lemmas 1.2 and 1.4 show "(i)⇔(ii)". The implication "(iv)⇒(iii)" is clear. To show "(i)⇒(iv)" let A ⊂ J + (K) for some compact subset K ⊂ M and let t be a Cauchy temporal function. Choose T larger than the infimum of t on A. Since A ∩ J − (t −1 (T )) is contained in the compact set
, the function t attains its minimum t 0 on this set. On the rest of A, the values of t are even larger than T , hence t 0 is the minimum of t on all of A. As to "(iii)⇒(ii)", let t : M → R be a Cauchy temporal function which attains its minimum on A. By composing with an orientation-preserving diffeomorphism t(M) → R, we may w.l.o.g. assume that t is surjective. Now Lemma 1.2 shows that A is past compact. Remark 1.8. If M is spacially compact, then every closed subset of A ⊂ M is spacially compact. Moreover, if A is temporally compact, then any Cauchy temporal function t : M → R attains its maximum s + and its minimum s − by Lemma 1.7. Thus
Summarizing, Diagram 1 of implications for closed subsets simplifies as follows for spacially compact M: Proof. (a) We show (i). If A ∩ B is compact for every strictly future compact B, then, in particular, A ∩ J − (x) is compact for every x ∈ M. Hence A is past compact. Conversely, let A be past compact and B be strictly future compact. Then A ⊂ J + (Σ) and B ⊂ J − (K) for some Cauchy hypersurface Σ ⊂ M and some compact subset K ⊂ M. Thus
The proof of (ii) is analogous. As to (iii), if A∩B is compact for every spacially compact B, then, in particular, A ∩ J + (x) and A ∩ J − (x) are compact for every x ∈ M. Hence A is temporally compact.
Conversely, let A be temporally compact and B be spacially compact. We choose a compact
(c) We show (iv). By (ii) the intersection of a strictly past compact set and a future compact set is compact. Now assume A is not strictly past compact. We have to find a future compact set B such that A∩B is noncompact. Let K 1 ⊂ K 2 ⊂ K 3 ⊂ · · · ⊂ M be an exhaustion by compact subsets. We choose the exhaustion such that every compact subset of M is contained in K j for sufficiently large j. Since A is not strictly past compact there exists x j ∈ A \ J + (K j ) for every j. The set B := {x 1 , x 2 , x 3 , . . .} is not compact because otherwise, for sufficiently large j, we would have B ⊂ K j ⊂ J + (K j ) contradicting the choice of the x i . But B is future compact. Namely, let x ∈ M. Then x ∈ K j for j large and therefore
is not compact which is what we wanted to show. (d) The proof of (v) is analogous. As to (vi), we know already by (iii) that the intersection of a temporally compact and a spacially compact set is always compact. If A is not spacially compact, then the same construction as in the proof of (iv) with J + (K j ) replaced by J(K j ) yields a noncompact set B ⊂ A which is temporally compact. This concludes the proof. 
In other words, any two points in N which can be connected by causal curve in M can also be connected by causal curve that stays in N.
THE FUNCTION SPACES
Throughout this section, let M denote a globally hyperbolic Lorentzian manifold. In particular, M carries a time-orientation and an induced volume element which we denote by dV. Moreover, let E → M be a (real or complex, finite dimensional) vector bundle.
Smooth sections.
We denote the space of smooth sections of E by C ∞ (M, E). Any connection ∇ on E induces, together with the Levi-Civita connection on T * M, a connection on
For any compact subset K ⊂ M, any m ∈ N, any connection ∇ on E and any auxiliary norms | · | on T * M ⊗ℓ ⊗ E we define the semi-norm 
We denote by C M the set of all closed subsets of M. The first condition implies that A is a direct system with respect to inclusion. The third condition is harmless; if A satisfies (i) and (ii), then adding all closed subsets of the members of A to A will give a support system. Given a support system on M we obtain the direct system {C ∞ A (M, E)} A∈A of subspaces of C ∞ (M, E) and denote by C ∞ A (M, E) its direct limit as a locally convex topological vector space. As a vector subspace, 
This shows that a sequence
Proof of Lemma 2.3. Consider a basic chain
. We have to show that V is not bounded. Pick points x j ∈ M \ A j and sections f j ∈ V with f j (x j ) = 0. Define the convex set
Each A ∈ A contains only finitely many
Thus V is not contained in any TW and is therefore not bounded.
Example 2.4. The system A = C M of all closed subsets is an essentially countable support system on M. A basic chain is given by the constant sequence Example 2.8. Let A = pc be the set of all past-compact subsets. If M is spacially compact then pc = spc by Lemma 1.7 but in general pc is strictly larger than spc. We obtain the space C ∞ pc (M, E) of smooth sections with past-compact support. In general, the support system pc is not essentially countable. The following example was communicated to me by Miguel Sánchez. Let M be the
be a chain of past-compact subsets. Look at the "futurediverging" sequence of points (n, 0) ∈ M and choose points 1 
and the inclusion map is continuous. Hence we obtain the following diagram of continuously embedded spaces:
DIAGRAM 3: Smooth sections with various support properties
All embeddings in Diagram 3 have dense image. Namely, we have 
Distributional sections. Now denote the dual bundle of
2.4. Duality. We now characterize the topological dual spaces of the other spaces in Diagram 3 (with E replaced by E * ). We will show that the support of a distributional section is contained in a support system if and only if it extends to test sections having their support in a dual support system. 
This extension is independent of the choice of χ because for another choice χ ′ , f and
Thus F B is continuous. Doing this for every B ∈ B we obtain an extension F of f to a linear functional on C ∞ B (M, E * ) with F B being the restriction of F to C ∞ B (M, E * ). Continuity of F holds because each F B is continuous. (b) Conversely, assume that f extends to a continuous linear functional F on C ∞ B (M, E * ). We check that supp f ∈ A by showing that supp f ∩ B is compact for every B ∈ B. Let B ∈ B. Choose B ′ ∈ B such that B is contained in the interior of B ′ . Since the restriction
is linear and continuous, there exists a seminorm · K,m and a constant C > 0 such that 
Remark 2.14. Observe that for the proof of Lemma 2.13 we only need (i) in Definition 2.11 but not (ii).
Dualizing Diagram 3, Table 1 and Lemma 2.13 yield the following diagram of continuous embeddings of several spaces of distributions, characterized by different support properties: Table 1 . The continuity property of a distributional section f ∈ D ′ A (M, E) means that for any B ∈ B the restriction of f to C ∞ B (M, E * ) is continuous. In other words, for any sequence of smooth sections ϕ j with support contained in B which converge locally uniformly with their derivatives to some 
Proof. Let B be the dual support system to A as in Table 1 .
Since A ′ ∩ B is compact, the section χϕ has compact support. Therefore
Thus the compactly supported sections χu j converge to u in D ′ A (M, E).
PROPERTIES OF GREEN-HYPERBOLIC OPERATORS
3.1. Green's operators and Green hyperbolic operators. Let E 1 , E 2 → M be vector bundles over a globally hyperbolic manifold. Let P :
be a linear differential operator. Differential operators do not increase supports and yield continuous maps P :
There is a unique linear differential operator t P :
Here again, ·, · denotes the canonical pairing of E * i and E i . The operator t P is called the formally dual operator of P.
The operator P is be called Green hyperbolic if P and t P have advanced and retarded Green's operators.
We will see in Corollary 3.12 that uniqueness of the Green's operators comes for free.
Example 3.3.
The most prominent examples of Green-hyperbolic operators are wave operators, also called normally hyperbolic operators. They are second-order differential operators P whose principal symbol is given by the Lorentzian metric. Locally they take the form
where g i j denote the components of the inverse metric tensor, and B j and C are matrixvalued coefficients depending smoothly on x. The class of wave operators contains the d'Alembert operator P = ✷, the Klein-Gordon operator P = ✷ + m 2 , and the Klein-Gordon operator with a potential, P = ✷ +V . In these cases, the operator acts on functions, i.e., the underlying vector bundles E 1 and E 2 are simply trivial line bundles. On any vector bundle E one may choose a connection ∇ and put P = tr(∇ 2 ) to obtain a wave operator 
be the d'Alembert operator. Then one checks by explicit calculation that
yields an advanced Green's operator for ✷. Replacing J − (t, x) by J + (t, x) we get a retarded Green's operator. In other words, the integral kernel of Proof. We construct an advanced Green's operator for the restriction P| N of P to N. The construction of the retarded Green's operator and the ones for t P are analogous. Denote by ext :
the extension-by-zero operator and by res :
be the advanced Green's operator of P. We claim that
is an advanced Green's operator of P| N . Since differential operators commute with restrictions and extensions we easily check for
This shows (i) and (ii) in Definition 3.1. As to (iii) we see
In the last equality we used that N is causally compatible. Definition 3.7. Let G ± be advanced and retarded Green's operators of P.
Extensions of Green's operators. From (iii) and (iii)' in Definition 3.1 we see that the Green's operators of P give rise to linear maps E 2 ) ; and similarly for G − .
Proof. We only consider G + , the proof for G − being analogous.
(b) The definition in (2) is independent of the choice of χ. Namely, let χ ′ be another such cutoff function. It suffices to show
(c) The section G + f is smooth. Namely, a cutoff function χ for x ∈ M also works for all
In particular, on the open set I − (x) we have
The operator G + is linear. The only issue here is additivity. Let
are both compact and we may choose the cutoff function χ such that χ ≡ 1 on neighborhoods of both supp( f 1 ) ∩ J − (x) and supp( f 2 ) ∩ J − (x). Then χ ≡ 1 on a neighborhood of supp( f 1 + f 2 ) ∩ J − (x) and we get
(e) Let x ∈ M and χ a cutoff function which is identically ≡ 1 on a neighborhood of supp f ∩ J − (x). In particular, we may choose χ ≡ 1 on a neighborhood of x. Then
This shows (ii). Moreover,
In order to prove (i) we have to show x / ∈ supp(G + ([χ, P] f )). The coefficients of the differential operator [χ, P] vanish where χ ≡ 1, hence in particular on supp f ∩ J − (x). Now we find
Here the union is taken over all χ ∈ C ∞ c (M, R). (g) Since the causal future of a past-compact set is again past compact, (iii) shows that G + maps sections with past-compact support to sections with past-compact support. Now (i) and (ii) show that P considered as an operator
is bijective and that G + is its inverse. In particular, G + is uniquely determined. 
Since the causal future of a strictly past-compact set is again strictly past compact we can restrict G + to smooth sections with strictly past-compact support and we get 
of G + and G − respectively, such that
; and similarly forG − .
Uniqueness and continuity of Green's operators.
The extension of Green's operators to sections with past-compact support will now be used to show continuity and uniqueness of the Green's operators.
Corollary 3.11. The Green's operators G
± : C ∞ c (M, E 2 ) → C ∞ (M, E 1 )
as well as the extensionsG
are continuous.
Proof. The operator G
. If A ∈ pc, then also J + (A) ∈ pc. Now G + maps sections with support in J + (A) to sections with support in J + (J + (A)) = J + (A). Hence P yields a bijective linear operator 
. Since this holds for any A ∈ pc, we conclude that
we see that the Green's operator G + is continuous. The same reasoning proves the claim for G − , G − , and G − .
Corollary 3.12. The Green's operators of a Green-hyperbolic operator are unique.
Proof. The advanced Green's operator G + is a restriction of the operator G + which is uniquely determined by P (as the inverse of P : E) ) and similarly for G − .
Composition of Green-hyperbolic operators.
We now show that the composition as well as "square roots" of Green-hyperbolic operators and again Green hyperbolic. Corollary 3.13. Let P 1 :
Proof. Denote the Green's operators of P i by G i ± . We obtain an advanced Green's operator of P 2 • P 1 by composing the following maps:
and similarly for the retarded Green's operator.
Example 3.14.
∂ x 4 be the square of the d'Alembert operator on 2-dimensional Minkowski space M = {(t, x) ∈ R 2 }. In Example 3.4 be have seen that the integral kernel of the Green's operator G ✷ + is given by
Hence P has the Green's operator
The integral kernel , y) ) of G + is a continuous function in this case. There is a very useful partial inverse to Corollary 3.13.
Corollary 3.15. Let P : C ∞ (M, E) → C ∞ (M, E) be a differential operator such that P 2 is Green hyperbolic. Then P itself is Green hyperbolic.
Proof. Theorem 3.8 applied to P 2 tells us that P 2 maps C ∞ pc (M, E) bijectively onto itself.
. Then G + obviously satisfies (i) and (ii) in Definition 3.1.
Again by Theorem 3.8, P 2 maps C ∞ A (M, E) bijectively onto itself. Hence so does P which implies that
The arguments for G − and for t P are analogous. Example 3.16. A differential operator P of first order is said to be of Dirac type if P 2 is a wave operator. Since wave operators are Green hyperbolic, Corollary 3.15 tells us that Dirac-type operators are Green hyperbolic too. Examples are the classical Dirac operator acting on sections of the spinor bundle E = SM (see [4] for details) or, more generally, on sections of a twisted spinor bundle E = SM ⊗ F where F is any "coefficient bundle" equipped with a connection. Particular examples are the Euler operator
If the vector bundles E 1 , E 2 → M carry possibly indefinite but nondegenerate fiber metrics ·, · , then the formally adjoint operator P * is characterized by
for all f ∈ C ∞ (M, E 1 ) and g ∈ C ∞ (M, E 2 ) with supp f ∩ suppg compact. This definition is similar to that of the formally dual operator in (1). In (3) the brackets ·, · denote fiber metrics while in (1) they denote the canonical pairing.
3.6. Direct sum of Green-hyperbolic operators. The direct sum of two Greenhyperbolic operators is again Green hyperbolic.
is also Green hyperbolic.
Proof. If G ± and G ′ ± are the Green's operators for P and Q respectively, then Proof. Consider the operator P :
Since P * P are PP * are Green hyperbolic so is
By Corollary 3.15, P is Green hyperbolic. Let
± be the Green's operators of P. Then one easily sees that G
21
± are Green's operators for P and G 12 ± for P * .
Example 3.20. If M is even dimensional, then the spinor bundle splits into "chirality sub-
The twisted Dirac operators in Example 3.16 interchange these bundles and we get operators P :
. By Corollary 3.19, they are Green hyperbolic too.
3.7.
Green's operators of the dual operator. Next we show that the Green's operators of the dual operator are the duals of the Green's operators. The roles of "advanced" and "retarded" get interchanged. 
The integration by parts is justified because the intersection supp(G * − ϕ) ∩ supp(G + f ) of a strictly future-compact set and a past-compact set is compact. The second assertion is analogous. 
Theorem 3.22. Let G be the causal propagator of the Green-hyperbolic operator P :
C ∞ (M, E 1 ) → C ∞ (M, E 2 ). Then (4) {0} → C ∞ c (M, E 1 ) P − → C ∞ c (M, E 2 ) G − → C ∞ sc (M, E 1 ) P − → C ∞ sc (M, E 2 ) is an exact sequence.
GREEN-HYPERBOLIC OPERATORS ACTING ON DISTRIBUTIONAL SECTIONS
4.1. Green's operators acting on distributional sections. We extend any differential operator P : C ∞ (M, E 1 ) → C ∞ (M, E 2 ) as usual to distributional sections by taking the dual map of E 2 ) ; and similarly for G − .
Lemma 4.1. The Green's operators G
Proof. Recall from Lemma 2.13 and Table 1 
where G * − is the retarded Green's operator of t P. By Lemma 3.21, G + is an extension of
Dualizing (i) and (ii) for t P and G * − in Corollary 3.10 we get (i) and (ii) as asserted. As
0. Then supp f ∩ J − (supp(ϕ)) = / 0 and therefore
Summarizing Theorem 3.8, Corollary 3.10 and Lemma 4.1 we get the following diagram of continuous extensions of the Green's operator G + of P: 
DIAGRAM 5: Extensions of the advanced Green's operator
By (iii) in Lemma 4.1, G + also restricts to an operator D ′ spc (M, E 2 ) → D ′ spc (M, E 1 ).∈ D ′ pc (M, E 2 ) or g ∈ D ′ f c (M, E 2 ) there exists a unique f ∈ D ′ (M, E 1 ) solving P f = g and such that supp( f ) ⊂ J + (supp(g)) or supp( f ) ⊂ J − (supp(g)), respectively.
The causal propagator. Using the restriction of G
we obtain an extension of the causal propagator G :
. Now we get the analog to Theorem 3.22.
Theorem 4.3. The sequence
Proof. It is clear from (i) and (ii) in Lemma 4.1 that
we have by the definition of G + ,
SYMMETRIC HYPERBOLIC SYSTEMS
5.1. Definition and example. Now we consider an important class of operators of first order on Lorentzian manifolds, the symmetric hyperbolic systems. We will show that the Cauchy problem for such operators is well posed on globally hyperbolic manifolds. We will deduce that they are Green hyperbolic so that the results of the previous sections apply. For an approach based on the framework of hyperfunctions see [13] . For a linear first-order operator P : The first condition relates the principal symbol of P to the fiber metric on E, the second relates it to the Lorentzian metric on M. The Lorentzian metric enters only via its conformal class because this suffices to specify the causal types of (co)vectors.
Example 5.2. Let M = R n+1 and denote generic elements of M by x = (x 0 , x 1 , . . . , x n ). We provide M with the Minkowski metric g = −(dx 0 ) 2 + (dx 1 ) 2 + . . .+ (dx n ) 2 . The coordinate function t = x 0 /c : M → R is a Cauchy temporal function; here c is a positive constant to be thought of as the speed of light. Let E be the trivial real or complex vector bundle of rank N over M and let ·, · denote the standard Euclidean scalar product on the fibers of E, canonically identified with K N where
is of the form
where the coefficients A j and B are N × N-matrices depending smoothly on x. Condition (i) in Definition 5.1 means that all matrices A j (x) are symmetric if K = R and Hermitian if K = C. Condition (ii) with τ = dt means that A 0 (x) is positive definite. Thus P is a symmetric hyperbolic system in the usual PDE sense, see e.g. Given a first order operator P which is not symmetric hyperbolic, one can still try to find a fiberwise invertible endomorphism field A ∈ C ∞ (M, Hom(E, E)) such that Q = A • P is symmetric hyperbolic. Then the analytic results below apply to Q and hence yield analogous results for P as well. Finding such an endomorphism field is an algebraic problem which is treated e.g. in [14] .
5.2. The energy estimate. The following energy estimate will be crucial for controlling the support of solutions to symmetric hyperbolic systems. It will establish finiteness of the speed of propagation and uniqueness of solutions to the Cauchy problem. Let M be globally hyperbolic and let t : M → R be a Cauchy temporal function. We write
The scalar product ·, · 0 := β σ P (dt)·, · is positive definite. Here the smooth positive function β : M → R is chosen for normalization, more precisely, the Lorentzian metric on M is given by g = −β dt 2 + g t where each g s is the induced Riemannian metric on Σ s . Let dA s be the volume density of Σ s . We denote the norm corresponding to ·, · 0 by | · | 0 .
Theorem 5.3 (Energy estimate). Let M be globally hyperbolic, let P be a symmetric hyperbolic system over M and let t : M → R be a Cauchy temporal function. For each x ∈ M and each t 0 ∈ t(M) there exists a constant C > 0 such that
holds for each u ∈ C ∞ (M, E) and for all t 1 ≥ t 0 .
Proof. Denote the dimension of M by n + 1. Without loss of generality, we assume that M is oriented; if M is nonorientable replace the (n + 1)-and n-forms occurring below by densities or, alternatively, work on the orientation covering of M. Let vol be the volume form of M. We define the n-form ω on M by
Here b 0 , . . . , b n denotes a local tangent frame, b * 0 , . . . , b * n the dual basis, and denotes the insertion of a tangent vector into the first slot of a form. It is easily checked that ω does not depend on the choice of b 0 , . . . , b n . For the sake of brevity, we write (6) f := Pu.
We choose a metric connection ∇ on E. The symbol ∇ will also be used for the LeviCivita connection on T M. Since the first-order operator ∑ n j=0 σ P (b * j )∇ b j has the same principal symbol as P, it differs from P only by a zero-order term. Thus there exists B ∈ C ∞ (M, Hom(E, E)) such that
To simplify the computation of the exterior differential of ω, we assume that the local tangent frame is synchronous at the point under consideration, i.e., ∇b j = 0 at the (fixed but arbitrary) point. In particular, the Lie brackets [b j , b k ] vanish at that point. Then we get at that point
and thus Hom(E, E) ). Using the symmetry of the principal symbol, (6) , and (7) we get
with constants C 1 , C 2 , C 3 depending on P and K but not on u and f . We apply this to
is a compact subinterval of the image of t (Fig. 2 ).
FIG. 2: Integration domain in the energy estimate
By the Fubini theorem,
The boundary ∂ J − (x) is a Lipschitz hypersurface (see [11, p. 187] 
The boundary ∂ J − (x) is ruled by the past-directed lightlike geodesics emanating from x. Thus at each differentiable point y ∈ ∂ J − (x) the tangent space T y ∂ J − (x) contains a lightlike vector but no timelike vectors. We choose a positively oriented generalized orthonormal tangent basis b 0 , b 1 , . . . , b n of T y M in such a way that b 0 is future-directed timelike and
Since σ P (τ)·, · is positive definite for each future-directed timelike covector, it is, by continuity, still positive semidefinite for each future-directed causal covector. Now
Combining (8), (9), (10) , and (11) we find
In other words, the function h(s) = Σ x s |u| 2 0 dA s satisfies the integral inequality
which is the claim.
5.3.
Finite speed of propagation. We deduce that a "wave" governed by a symmetric hyperbolic system can propagate with the speed of light at most (Fig. 3) . 
Proof. One can choose a Cauchy temporal function in such a way that Σ = Σ 0 where again
). This means that there is no future-directed causal curve starting in supp f ∪ supp u 0 , entirely contained in J + (Σ), which terminates at x. In other words, there is no pastdirected causal curve starting at x, entirely contained in J + (Σ), which terminates in supp f ∪ supp u 0 . Hence
The case x ∈ J − (Σ) can be reduced to the previous case by time reversal. For the support of u we deduce
5.4.
Uniqueness of solutions to the Cauchy problem. As a consequence we obtain uniqueness for the Cauchy problem. We have to show t * = t + . Assume t * < t + . For each τ < t * we have a solution of (13) on t −1 ([0, τ)). By uniqueness, the solutions for different τ's coincide on their common domain. Thus we have a solution u on t −1 ([0,t * )). Put K := supp(u 0 ) ∪ supp f . We cover the compact set J(K) ∩ Σ t * by finitely many causally compatible, globally hyperbolic coordinate charts U 1 , . . . ,U N over which the vector bundle E is trivial. Choose ε > 0 small enough so that the union U 1 ∪ · · · ∪U N still contains J(K) ∩ Σ τ for each τ ∈ [t * − ε,t * + ε]. Choose ψ j ∈ C ∞ c (M, R) such that supp ψ j ⊂ U j and (14) ψ 1 + · · · + ψ N ≡ 1 on J(K) ∩ t −1 ([t * − ε,t * + ε]).
In local coordinates and with respect to a local trivialization of E, the operator P is a symmetric hyperbolic system in the classical PDE sense so that we can find local solutions u j ∈ C ∞ (U j , E) of the Cauchy problem Pu j = ψ j f , u j | U j ∩Σ t * −ε = ψ j u| U j ∩Σ t * −ε , see e.g. [1, Thm. 7.11] . By Corollary 5.5, supp u j ⊂ J(supp ψ j ). Since supp ψ j is a compact subset of U j , there exists an ε j > 0 such that J(supp ψ j ) ∩ t −1 ([t * − ε j ,t * + ε j ]) ⊂ U j . Thus we can extend u j by zero to a smooth section, again denoted by u j , defined on t −1 ([t * − ε j ,t * + ε j ]). 
