We discuss block matrices of the form A = [Aij], where Aij is a k • k symmetric matrix, Aii is positive definite and Aij is negative semidefinite.
Introduction
The theory of M-and Z-matrices was developed in the last 50 years, starting with the paper of Ostrowski [O1] in 1937, followed by the work of Varga [V1] and Young [Y1] in the 50's and 60's, the papers of Fiedler and Ptak [F2] , the book of Berman and Plemmons [B2] and the work of many others.
It has been stressed in [V1] and [Y1] that at least some interest in this topic comes from its important applications in the studies of the convergence of iterative schemes for linear systems arising in the numerical solution of partial differential equations. This led to many generalizations and modifications of this theory.
Here we present a further generalization. Recall that a real n x n matrix A = [aij] is a Z-matrix if aij <_ 0 for i @ j. If in addition A -1 exists and is elementwise nonnegative, it is called an M-matrix. In this paper we study block matrices A = [Aij] ~ C kin'kin, where the blocks Aij E C k'k are Hermitian matrices and the off diagonal blocks Aij, i ~ j are Offprint requests to: L. Eisner negative semidefinite. As for blocksize k = 1 these matrices are Z-matrices, we denote this class by Z~. Matrices of this type arise for example in the numerical solution of 2-D or 3-D Euler equations in fluid dynamics [HI] , [D1] . In Sect. 5 we discuss these matrices. In our study of the class Zm k we always have these examples in the background. In particular we study convergence results for iterative methods for the abovementioned linear systems.
In the case k = 1, i.e., the classical case, there are many equivalent conditions, which are necessary and sufficient for a Z-matrix to be an M-matrix, e.g. [B2] . In our generalization it cannot be expected that these are equivalent, and hence it is not at all clear, which subclass of Zm k is the right one to replace the class of M-matrices. We opted for a diagonal dominance criterion. So we After presenting the notation and some preliminaries in Sect. 2, we study some general properties of the classes Zm k and Mkm in Sect. 3. In particular we give conditions when matrices in Z~ are in M~. We show that Hermitian matrices in Mkm are positive definite and exhibit a subclass of Mkm which is invariant under Gaussian elimination (Theorem 3.24) .
In Sect. 4 we study the convergence of the Jacobi iterative method and show that some of the other M-matrix properties do not generalize to Mkm.
Notation and preliminaries
In this paper we use the following notation:
Let n be a natural number. Then we denote by (n} -the set {1 .... ,n};
~n,n --the set of complex n x n matrices, tE n,1 =: ~n;
~,~n,n --the set of real n x n matrices, IR n,l =: ~n; I~_ -the set of positive vectors in ~n;
In -the n • n identity matrix, the n may be omitted;
ei -the i-th unit vector.
Let A E ~n,n. iii) ForA, B cl~ n'n,wewriteA>B,A->B,A<B,A-< BifA--B>0, A -B >_ 0, A --B < 0, A --B < 0, respectively. The first term is positive definite and the second is positive semidefinite by Lemma 2.8, since Alll/2(--A12)All 1/2 N I.
Positive definiteness and invariance under Gaussian elimination
In this section we list several results for Z~, which generalize some results for Z-matrices or M-matrices. We begin with a generalized diagonal dominance result. 
Proposition. i) Let

Bmm -t-~j~m Bmj
Each summand in the first term is of the form
and hence is positive semidefinite since
is positive definite or positive semidefinite, respectively and together we get i) and ii), respectively. ~ It is well known in the case k = 1 that (3.3) is not a necessary condition and that (3.2) is not a sufficient condition for A to be positive definite.
In the following we discuss other conditions for A E Z~ to be positive definite, which generalize conditions for M-matrices to matrices in M~. 
. m, and thus A ~ M k. []
In general the assumptions of Theorem 3.11 are difficult to check. But as in the M-matrix case, there are graph theoretical conditions that imply the assumptions of Theorem 3.11. We discuss such conditions now. 
Z Aij > O, j~i (i,j)EE(D A )
Note that condition d) implies also that DA has no 2-cycles, i.e. if (i, j) E E(DA) then (j,i) q~ E(DA). Proof Since M is block acyclic, it is obvious that GM can have at most m-1 edges {il,jl} ..... {im-l,jm-1}, e.g. [B1] . If GM has less than m --1 edges then M is the direct sum of smaller matrices, which can be treated separately. Thus, we may assume w.l.o.g, that GM has exactly m --1 edges.
Let jl be a vertex of GM. Choose Ujl = I, and for all edges {jl, j<} of GM let Mjl,j~ = A h,jE UJ E be the polar decomposition of Mjl,jr with U j< unitary and Ahj < Hermitian negative semidefinite and rank(A jl,# ) = rank(Mh# ), e.g. [H2, p. 156] . (Note that usually the Hermitian factor is chosen positive semidefinite, but we may just choose the negative of the unitary factor to obtain the required * U*. form.) It follows that for all edges {jr, jr} we have Ajl,j< = A jl,# = Uj1M h,# jr as required.
For all the vertices j< @ jl we can now consider the edges {j<,js}, with L :P j<,jl and perform the polar decompositions Uj<Mjl,j s = Aj<,j~Uj~ with Uj.~ unitary and Aj<,j S Hermitian negative semidefinite.
Proceeding like this with all the edges {js, jt} that were not considered before, we can exhaust the whole graph. Since M was acyclic, no previously considered vertex occurs again and this finite procedure completely determines U,A.
[] From Lemma 3.31 we can conclude that some of the previous results also hold for Hermitian matrices which have nonhermitian blocks.
Convergence of Jacobi's method and general results
Another important characteristic of M-matrices in comparison to Z-matrices is the convergence of the Jacobi iterative method for a linear system Ax = b (e.g. As a corollary we then obtain convergence of (4.1) for all block tridiagonal matrices as in Corollary 3.21. We omit the statement of the Corollary here.
Proposition. Let A = [Aij] E 2kin and let D,N be as in (4.1). IrA satisfies (3.2), then o(D-IN) < 1, and if A satisfies (3.3), then o(D-
The analysis of convergence results for other iterative methods like the Gauss-Seidel method or the SOR is currently under investigation in the project of a PhD thesis and partial results have been obtained. 1.5 is positive definite. Suppose dl,d2,d3,d4 > 0 such that (4.12) holds, then 1.5dl > d2 + d3 + d4, 1.5d2 > dl + d3 4-de, 1.5d3 > dl + d2 + d4, 1.5d4 > dl + d2 + d3. This implies d2 > 2d3 4-2d4, d3 > 2d2 4-2d4, d4 > 2d2 4-2d3, from which we get -3d3 > 6d4, -3d4 > 6d3 which is not possible if d3,d4 > 0. Thus, (4.12) does not hold and thus, A q~ M22.
One obviously has to generalize the diagonal dominance in the block fashion described in Sect. 3. 
. ,n).
In Theorem 3.24 we have shown that the class of Hermitian, block acyclic matrices in Mkm is invariant under block Gaussian elimination, if it is applied to leafs. For general and even positive definite matrices in Z~ this is, however, not the case, since the symmetry of the off diagonal blocks is destroyed. This is another property of M-matrices [F1] , which does not carry over to the block case.
It is known that any principal submatrix of a Z-matrix has at least one real eigenvalue [Eli, [M1] . This is generally not true for Zm k, since A E Zm k can have all eigenvalues complex. Observe that all the negative examples (4.11), (4.13), (4.14) have an acyclic block graph and hence these properties do not even hold in the acyclic case.
Application to special case from fluid flow computations
In this section we now discuss matrices arising in special cases in the numerical solution of Euler equations [H1] . These matrices have the form Other finite element approaches yield matrices with similar block structure but different matrices in each row. Also sometimes the matrices A,B are not Hermitian but only have real eigenvalues [D1] . Here we only discuss the case that the blocks are Hermitian.
Consider first the following simple Lemma. 
C a(D-I(L + U)). Conversely if 6 E cr(D-l(L+ U)) and )~ satisfies (5.12) then 2 c cr(H~).
Another immediate consequence of Theorem 5.11 is the convergence result for the block Gauss-Seidel method, which is (5.10) with co = 1 and a block version of the Stein-Rosenberg Theorem, e.g. [V2, p. 70] . [] Using this result we can now determine real parameters co such that the block SOR method converges if the block Jacobi method converges. This result is probably well known, but we did not find a reference.
5.14 Theorem. Let M, D, N, H~ be as in (5.10) 2 ii) the block SOR method converges if 0 < co < ~.
Conclusion
We have generalized several results for Z-matrices to block matrices in Z~. Positive definiteness, invariance under Gaussian elimination, diagonal dominance and convergence of the block Jacobi methods are generalized to the block case. For the special case arising in the numerical solution of Euler equations, we also have given convergence results for block Jacobi block Gauss-Seidel and block SOR methods. There are many open problems for matrices in Z~ and also for the applications in numerical solutions of partial differential equations, it would be important to generalize the described results to matrices which have off diagonal blocks with real nonpositive eigenvalues, which are not necessarily Hermitian.
