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Multicast routing with QoS requirement is important in real-time 
multicast applications such as multimedia and VOD. The aim of 
delay-constrained multicast routing is to construct a multicast tree 
connecting source and all destinations with the minimum total cost, and at 
the same time satisfying the required delay constraints. Such problem can be 
treated as constrained Steiner tree problem, which has been proved to be 
NP-complete. The heuristic algorithms proposed to solve it can be divided 
into two groups: shortest path heuristics and minimum spanning tree 
heuristics. Both of them have similar performance. Dynamic group 
membership should also be considered to allow destinations to join and leave 
a multicast group during a multicast session. The addition of new nodes and 
removal of old nodes always decrease the performance of the multicast tree, 
while rearrangement of the multicast tree will increase the computation 
complexity. We proposed and evaluated a delay-constrained multicast 
routing algorithm for both static and dynamic group membership. We 
analyzed their complexity, completeness and upper bound, as well as 
compared them, by simulation, with other existing algorithms. The result 
shows that our algorithms produce good performance in terms of total cost 
with reasonable complexity. 
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Chapter 1 Introduction 
1.1 Multicast Routing Problem 
Multicast is a kind of communication mode, in which, information is 
transmitted from one source to multiple destinations at the same time, while 
there is only one destination in unicast. Any subscription service, such as, 
subscription to a newspaper, subscription to a professional society can be 
modeled as a kind of multicast service, because the information within the 
subscription group is common and the same information need to be 
transmitted to all the group members. Multicast has a very important role in 
the networking technologies today and will be more important in the future. 
[P92] 
In general, different multicast applications have different requirements. 
For example, a reliable data transfer multicast application, such as software 
distribution, has very different requirements from a real-time multimedia 
multicast applications, such as video on demand (VOD). Thus, it is helpful to 
classify multicast communication into two types: [SahasrabuddheOO] 
Source-based: In source-based multicast communication, only one node 
in the multicast group sends data, while all the other nodes receive data. 
Group-based: In group-based multicast communication, each node in the 
multicast group can send data to the multicast group as well as receive data 
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from other nodes in the multicast group. 
As far as multicast routing is concerned, a network is usually 
represented as a weighted digraph G=(厂，E) , where V denotes the set of 
nodes and E the set of communication links connecting the nodes. In order to 
perform multicast communication, the nodes in the multicast group must be 
interconnected by a tree. Thus, the problem of multicast routing in 
communication networks is equivalent to finding a tree T in graph G such 
that T spans all nodes in the multicast group M. Such a tree is called a 
multicast tree. 
The followings are a list of the properties of a good multicast tree. The 
importance of these properties is different for different applications. 
Low cost: the cost of the multicast tree is the sum of the costs of all the 
links in the multicast tree. A good multicast tree tries to minimize this cost. 
Low delay: The end-to-end delay from the source node to the destination 
node is the sum of the individual link delays along the path from the source 
to destination of the tree. A good multicast tree tries to minimize the 
end-to-end delay for every source-destination pair in the multicast group. 
Scalability: A good multicast tree is scalable in two aspects. First, 
constructing a multicast tree for a large multicast group should require 
reasonable amounts of time and resource. Second, constructing a multicast 
tree in a large network should also require reasonable amounts of time and 
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resource. 
Support for dynamic multicast groups: Multicast groups can be 
classified as static and dynamic. The members for a static multicast group do 
not change over time; in a dynamic multicast group, new members may join 
or existing members may leave. A good multicast tree should allow multicast 
group members to join or leave the multicast tree at any time in a seamless 
manner. Moreover, the performance of a good multicast tree should not 
degrade due to the dynamic nature of the multicast group. 
Source-based multicast tree can be further divided into two categories: 
shortest path tree, and minimum cost tree [P92]. The goal in the shortest path 
tree (SPT) algorithms is to compute a tree rooted at the source and spanning 
all the destinations such that the delay (or cost) between the source and each 
destination along the tree is minimum. The techniques are equivalent to 
applying point-to-point shortest path algorithm repeatedly, once for each 
source-destination pair. The minimum cost tree algorithms (MCT) try to 
minimize the overall cost of the tree. Another way to interpreting this is to 
say that the SPT algorithms try to minimize the end-to-end delay. On the 
other hand, MCT algorithms aim at minimizing the overall cost of the tree. 
However, in a real-life scenario, it is important to minimize both. 
Vachaspathi P. Kompella et al [KPP92] investigated the constrained Steiner 
tree (CST), in which each link associated with two distinct metrics: cost and 
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delay. The goal is to design an algorithm to compute the minimum cost tree 
that does not have any path from the source to a destination that exceeds a 
delay bound A. 
This idea also satisfies the concept of QoS (Quality of Service) 
requirement, which is important in multicast, especially when transmitting 
continuous media such as audio and video. One of the most important issues 
of QoS routing is end-to-end delay from source to destinations. There is 
usually a delay upper bound that users can stand for a certain kind of service. 
1.2 Constrained multicast routing problem and SSRA 
algorithm 
An additional dimension to the multicast routing problem is to construct 
trees that will satisfy the QoS requirements of modern networked multimedia 
application. One of the most common QoS constraints is an upper bound on 
the delay between the transmitter and receiver of a message. The problem of 
constructing delay-constrained low cost multicast tree for routing was 
addressed in [Kompella93] and [Kompella93(2)]，[Salama97(2)], [Bauer97], 
[Faloutsos98]，[Yan02]. 
Minimum cost multicast routing problem can be treated as minimum 
Steiner tree problem. Steiner tree problem has been proved to be 
NP-complete [Karp72] and many heuristics has been proposed to solve it. If 
there is an additional requirement for end-to-end delay, the problem is called 
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Constrained Steiner Tree problem: the optimal tree not only has the 
minimum cost, but also satisfies the delay constraint set in advance. Delay 
constraint usually refers to some upper bound that should not be exceeded by 
the delay from source to each destination along the multicast tree. Constraint 
Steiner Tree problem is also NP-complete [Kompella93] and need to be 
solved by heuristics in practical. Most heuristic algorithms are based on 
Shortest Path Heuristic (SPH), which is simple, low complexity and the 
performance in terms of total cost are good without delay constraints. The 
worst case has been proved to be 2 times the total cost of minimum Steiner 
tree. However, the performance becomes worse when there are delay 
constraints, especially when delay constraints are too tight. The steps of 
Shortest Path Heuristic are shown as follows: 
Step 1: Begin with a sub-tree TSPH of G consisting of a single, arbitrarily 
chosen terminal z\. k^l. 
Step 2: If k=n，then stop. 
Step 3: Determine a terminal Zk+i not in TSPH, closest to TSPH. Add to TSPH a 
shortest path from it to z^+i. 
Where n is the number of group members. 
There exist some constrained multicast routing algorithms based on SPH. 
Lagrangian Relaxation Based algorithm (LRA) proposed by Hong S. et al in 
[Hong98], extended SPH to constraint version, by a basic idea of adding a 
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constraint in the part of adding shortest path of Step 3, that is, determine a 
terminal Zk+i not in TSPH, closest to TSPH. Add to TSPH a shortest path from it 
to Zk+i such that the new tree won't violate the delay constraint. k=k+Y. Go to 
step 2. LRA can also handle dynamic membership by only adding the 
constrained minimum cost path when nodes join and pruning unnecessary 
branches from the tree when nodes leave. After several iterations of addition 
and deletion, the performance of the multicast tree will certainly become 
worse for many reasons, e.g. some branches introduced by a node which has 
left the destination group, cannot be pruned because of the utilization of 
other members, which may otherwise use lower cost branches if these 
branches do not exist previously. To solve this problem, Raghavan Sriram et 
al proposed a rearrangeable algorithm CRCDM [Sriram99]. It is based on a 
concept called qualify factor (QF), which represents the usefulness of a part 
of the multicast tree. When the usefulness of a particular region drops below 
a threshold, the tree will be reconstructed by use of new suitable links to 
substitute this region. There are some disadvantages in the rearrangement 
scheme used by CRCDM. First, the total cost of multicast tree is not stable, 
i.e. the difference before and after a certain rearrangement may be very large. 
Second, the complexity is high to check the usefulness of each region of the 
tree all the time. The proposed algorithm will improve these two aspects by 
employing a more efficient rearrangement scheme: Local Checking Scheme. 
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It is supposed to find a lower cost tree in some circumstances, especially 
when the delay constraint is set very tight. The rearrangement will happen in 
each circulation of new destination added to the current tree, if possible 
lower cost alternative branches can be found. The rearrangement is in a small 
scale. The algorithm has two versions: static and dynamic, to accommodate 
to static and dynamic group membership respectively. 
We have theoretically analyzed the completeness, soundness, and 
complexity of this new algorithm. Many experiments have been done to 
show its scalability in terms of network size and group size, as well as to test 
the performance affected by different value of parameters, different delay 
bound, and different network topology. 
1.3 Thesis organization 
We will review some related algorithms on constrained multicast routing 
in chapter 2; the new algorithm will be described in chapter 3 in detail, and 
theoretically analyzed in chapter 4; the experiments done and the results will 
be shown in chapter 5; conclusion is presented in chapter 6. 
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Chapter 2 Constrained Multicast Routing 
Algorithms 
2.1 Steiner tree heuristic 
As already mentioned in Chapter 1, the Steiner tree problem is 
NP-complete. Consequently, no polynomial time algorithm for the Steiner 
tree problem is likely to exist. In view of this inherent intractability of the 
problem, it is of practical importance to develop heuristics that quickly find 
low-cost trees spanning the set of terminals M. The Steiner tree heuristics can 
be roughly divided into several classes: path heuristics, tree heuristics, and 
vertex heuristics. Path heuristics gradually add appropriately chosen paths 
between a tree constructed so far and terminals not yet in the tree. Tree 
heuristics start with a tree spanning all terminals; various strategies are then 
applied to obtain a lower cost tree. Vertex heuristics usually select a subset of 
"good" non-terminals, together with terminals, to form a suboptimal tree 
spanning all the terminals. 
Among all kinds of heuristics, two heuristics are used frequently: 
Shortest Paths Heuristic (SPH), which can be characterized as path heuristics, 
and Distance Network Heuristic (DNH) (also named Minimum Spanning 
Tree Heuristic), which can be characterized as tree heuristics. We will 
discuss the two algorithms in detail. 
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2.1.1 Shortest Paths Heuristic 
Takahashi and Matsuyama [TakahashiSO] suggested a heuristic for the 
Steiner tree problem related to Prim's minimum spanning tree algorithm 
[Prim57]: when a partial tree containing a subset Nk of terminals is built up, 
an appropriately chosen terminal Zk+i not in Nk is connected to it by a 
shortest path. More specifically, the general steps for SPH are as follows. 
Step 1: Begin with a sub-tree TSPH of G consisting of a single, arbitrarily 
chosen terminal z\. 
Step 2: If h=n, then stop. 
Step 3: Determine a terminal Zyt+i not in TSPH, closest to TSPH. Add to a 
shortest path from it to z^ t+i- Go to step 2. 
Here n is the number of terminals. 
The Shortest Paths Heuristic can be implemented by a straightforward 
modification of Prim's algorithm for minimum spanning tree, given shortest 
paths from every terminal to all other vertices. The shortest paths heuristic 
requires 0{nv^) time, where v is the number of vertices in the graph. A very 
important issue associated with heuristics for the Steiner tree problem is how 
bad can sub-optimal solutions be in comparison with optimal solutions. Let 
TG{N) denote a minimum Steiner tree for N {N={s}+M) in G, it has been 
proved that | Tsph |/| T(j(N)\‘2-2fn for any network G and any set of 
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terminals N [TakahashiSO]. 
2.1.2 Distance Network Heuristic 
The distance network heuristic (DNH) was suggested independently by 
Choukhmane [Choukhmane78], Kou, Markowsky and Berman [Kou81], 
Plesnik [PlesnikSl] and Iwainsky, Canuto, Taraszow and Villa [Iwainsky86]. 
It is as follows. 
Step 1: Construct the distance network DG{N) for N in G. 
Step 2: Determine a minimum spanning tree of DG{N). 
Step 3: Replace each edge in the minimum spanning tree by a corresponding 
shortest paths in G. Let To denote this network. Note that shortest paths can 
be selected in such a way that To is a tree. 
The overall worst-case time complexity of the distance network heuristic 
is 0{nv^). ITDNHVITG(N) \ ^ 2 -2 /n for any network G and any set of terminals N. 
They are the same as those of SPH. 
2.2 Review of existing constrained multicast routing 
algorithms 
2.2.1 Static group member 
a. CMT algorithm 
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Kompella et al. have solved the constrained Steiner tree problem 
[Kompella92] [Kompella93], based on the basic idea of DNH. They also 
proved that the constrained Steiner tree problem is NP-complete 
[Kompella92], therefore, a heuristic method is used to construct the tree, 
which is based on KMB algorithm (a heuristic to construct a near optimal 
Steiner tree without delay constraint). 
The main feature added to KMB is in the step of constructing minimum 
spanning tree of the closure graph of source and group members. Instead, the 
new algorithm is to construct a constrained minimum spanning tree. When it 
applies Prim's technique, it uses critical measure c„i, to determine which 
edge to add to the sub-tree at each step of iteration. The critical measure 
balances the greedy choice of the least cost edge against the residual delay, 
i.e., the delay left over from the path from source to itself. The higher the 
residual delay, the better the chances that the same route can be used to send 
data to another group member without exceeding the delay constraint. 
They proved the completeness of its algorithm, that if a solution exists, 
the proposed algorithm can find a solution. It also showed its performance by 
proving the worst case ratio of the cost of the tree constructed to the cost of 
real optimal tree is kll{k+l), where k is the number of group member, I (larger 
than 1) is the length of source to destination. And the complexity of this 
algorithm is showed to be 0{r?D). 
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Experiment shows the efficiency of this algorithm of different group size 
Of 10, 15,20. 
The delay constraint is uniform for each source destination pair. It did 
not deal with the join and leave of multicast group members. 
b. DCSP algorithm: 
To realize real time communication with low end-to-end delay, Ural H. 
et al. [Ural02] proposed a distributed multicast routing algorithm which 
builds the multicast tree in a concurrent manner and thus runs with a very 
low message and time complexity. This algorithm, called DCSP (Distributed 
Concurrent Shortest Path heuristic) solves QoS based multicast routing 
problem as a constrained Steiner tree problem, through a kind of shortest 
path heuristic. DSPH expands the multicast tree by sequentially covering 
each destination, that is, always add the nearest destination to the current 
multicast tree via delay constrained shortest path. Different from DSPH, 
DCSP expands the multicast tree to cover all destinations in a concurrent 
manner, that is, the criterion used to expand the multicast tree will be 
"expand the tree from the local node along the cost based shortest path if the 
delay constraint is satisfied, otherwise expand the tree along the delay based 
shortest path." Also, the criterion used allows this algorithm to include a cost 
based shortest path to a destination as much as possible in order to make the 
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tree cost as low as possible. 
The algorithm has two phases: setup and adjustment. 
In the setup phase, the multicast tree starts with containing only the 
source node, and expand toward each destination along the minimum cost 
path simultaneously. If some cost based shortest paths do not satisfy the 
delay constraints, put such destination aside in a node list N, which will be 
considered in the second phase, and the corresponding path stop at the node 
the residual delay of whose next node is smaller than the minimum delay 
from this node to the destination. Actually, finding delay constrained 
minimum cost path between two nodes is also a NP-complete problem. A 
heuristic used in this algorithm can be described in this way: every time it 
expands the path from source s to destination d when arriving node v, it 
chooses w among the neighbors of v that along the minimum cost path from 
V to J and the sum of D{v, w) and the minimum delay from w to d must be 
lower than the residual delay of node v; that is,尸(v) + D(y, w)+ MD(w, d)<A. 
If node list N is empty, the multicast tree is constructed successfully. 
Otherwise, an adjustment phase is needed to deal with the node in list N. 
This phase is started from the tree constructed in the first phase, which is 
expanded to all the nodes in list N through the minimum delay path from the 
tree to each destination concurrently. 
This algorithm has been proved that, whenever it constructs a multicast 
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tree, the tree satisfies the delay constraints. It is also proved that DCSP's 
message complexity is 0{mn) and time complexity is 0{n) in the worst case. 
A series of simulations have been performed in networks randomly 
generated by Waxman's approach, to compare the performance of DCSP 
with DKPP and DSPH. The number of messages exchanged, the 
convergence time and the cost of the multicast tree are measured by their 
average value in a total of 100 simulation runs on a network with 200 nodes. 
The experiments are conducted under different group size and delay 
constraints. The tree cost generated by DCSP is almost equal to DKPP, but 
the success rate is a little higher when group size is bigger, and the number 
of messages and time used are smaller. 
The main advantage of DCSP is its low time complexity, which is due to 
the concurrent manner in building the multicast tree. In addition, the number 
of messages exchanged is also low. 
DCSP does not address the problem of dynamic multicast group that 
allows group member to join and leave a group during the period of 
multicast application. 
2.2.2 Dynamic group member 
The dynamic multicast routing heuristic algorithms can be divided into 
two categories [Waxman88]: those that allow reconfiguration (or 
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rearrangement) of the tree and those that do not. In the latter case, as new 
nodes are added or old nodes removed from a group, rearrangement of 
existing routes is not allowed, i.e., addition of edges during node removal or 
deletion of edges during node addition is not allowed. Imase and Waxman in 
[Imase91 ] have investigate bounds for both kinds of heuristics. Considering 
only addition of members, they have shown that the lower bound for the cost 
competitiveness (CC) (defined as the ratio of cost of a multicast tree to that 
of an optimal tree for the same set of members) of any nonrearrangeable 
heuristic is 1 + 去|_10层2(" — 1)」，where n is the number of members added to 
the group up to that point. Imase and Waxman have also shown that no such 
finite bound exists if deletions are also considered. A rearrangeable heuristic, 
on the other hand, can have a finite bound for CC, taking into consideration 
both addition and deletion of nodes. 
2.2.2.1 Non-rearrangeable 
a. Jia's algorithm 
In real-time communications, a connection from a source to a destination 
has to be established before any data transmission occurs. During connection 
setup, sufficient network resources (e.g. network bandwidth, buffer, etc.) are 
reserved at each network node on the connection link, so that user required 
QoS can be guaranteed at run-time. In order to fulfill such kind of 
application, Jia et al. proposed a distributed routing protocol, which 
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constructs delay bounded multicast trees for real-time multicast connections. 
The multicast tree constructed should have a near optimal network cost 
under the delay bound constraint. The protocol also can deal with multicast 
membership changes, that is, nodes can join and leave a multicast group at 
any time. 
Ill this protocol, link cost and link delay are defined by the same 
function, which is the distance of this link. Thus, the total cost of a tree is the 
sum of the distance of all links in the tree, and end-to-end delay from source 
to destination is the sum of the distance of all links in path from source to 
this destination along the multicast tree. The objective of this protocol is to 
minimize the total cost of the multicast tree, and at same time, the delay from 
source to each destination should be within an upper bound D. 
The basic idea of this protocol in constructing the multicast tree mimics 
Prim's MST algorithm combined with a distributed shortest path algorithm. 
The main change is as followings. Prim's MST algorithm concerns all nodes 
in the network currently not in the tree as candidates that may be added to 
the tree in next iteration, since MST is a tree that should span all nodes in a 
network. However, this protocol only concerns the group member, for the 
reason that a multicast tree needs only span all nodes in the multicast group. 
A multicast tree is constructed as follows. The tree starts with containing 
only the source s. A destination d is selected at each time, which is the 
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closest to the tree and for which the end-to-end delay from s to it along the 
tree is under the bound. The shortest path from the tree to this selected 
destination is added to the tree. By adding a path to a tree, all nodes on the 
path are included into the tree. At each step, an unreached destination that is 
the closest to the tree and under the delay constraint is added to the tree. The 
operation repeats until all destinations are included in the tree. 
There is a table maintained in the source node, with an entry 
corresponding to each destination, which is a 4-tuple {destination, distance, 
trenode, tag). Distance is the distance from the tree to the destination, 
Irenode is the tree node closest to destination, and tag indicates whether the 
destination is in the tree or not. To check if the delay from the source to a 
destination along the tree exceeds the bound, each tree node records the 
accumulated delay form root (source) to itself along the tree. Therefore, the 
end-to-end delay from the source to a destination via a tree-node is the 
accumulated delay to this tree node plus the delay from this tree node to that 
destination, which is also recorded in this tree node. Every node in the 
system executes a finite state machine, which has four states: idle, tree-node, 
forking and confirmed. All nodes are initially in the idle state, waiting for a 
connection setup request. When a node is included into the multicast tree, it 
enters the tree-node state. A tree node enters the forking state when it is 
requested to fork a branch to another destination. When a tree node receives 
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a final completion message, indicating the success of the connection setup, 
its state changes to confirmed. 
In this protocol, when a destination requests to leave a multicast group, 
it is disconnected from the connection. If the destination is a leaf node of the 
routing tree, a leave request is sent upward to along the tree, until it reaches a 
fork node, or another destination. At each node this request passes by, the 
connection is released. As a result, the part that only serves this destination 
will be deleted from the tree. If the destination is not a leaf node, that is, this 
destination is also responsible for forwarding multicast messages to other 
destination, in this case it simply changes the function of this node to 
perform only switching operation. When a node wants to join an existing 
multicast group, the source will select out the tree node closest to the new 
destination, and add to the multicast tree the shortest path from this tree node 
to that destination. Adding a new destination to or deleting an expired 
destination from the multicast group, the existing connection to other 
destinations is unaffected. The multicast tree will never be reconstructed 
during its active period. 
Simulation has been done to compare with SPT algorithm and modified 
Kumar algorithm for delay bounded routing, with respect to network cost in 
various delay bound and group size. The network topology is randomly 
generated with 200 nodes. Experiment results show that the average 
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performance of Jia's algorithm is better than Kumar algorithm, especially 
when delay bound is appropriate, that is, not too loose and also not too tight. 
The most advantage of Jia's algorithm is that it takes less network 
messages to construct a routing tree, compared with other distributed routing 
algorithm. In the worst case, this algorithm uses 2L+m messages to establish 
a multicast connection to m destinations, where L is the number of links of 
the multicast tree. In detail, it needs L setup messages and at most m-1 fork 
messages to construct a routing tree; and 1 completion message to the source 
node and another L completion messages to confirm the connection setup at 
all nodes of the tree. The distributed multicast heuristic takes 
0{5n\og2n-^2\E\^L) messages, where n is the number of nodes in a network. 
The two distributed heuristics (shortest path heuristic and Kruskal's shortest 
path heuristic) proposed by Bauer et al. use 0{mn+L) messages. The 
distributed algorithms proposed by Kompella et al. need 0{r?-^L) messages. 
Ill this protocol, link cost and link delay are of the same function, which 
makes choosing shortest path below delay bound much easier. However, in a 
real application, cost and delay may be different and not determined only by 
distance. Further more, in order to keep the existing connections not being 
disrupted, the existing multicast tree will never be reconstructed, that is no 
rearrangement to modify the tree even the performance becomes worse. 
Because it allows nodes to join and leave, after several such changes, the tree 
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will be certainly not near optimal and become worse and worse, when more 
new destinations join and odd destinations leave. 
Ill addition, Jia et al. did not address such a problem in this algorithm. 
When constructing the multicast tree, if the end-to-end delay via the 
corresponding tree node (the joint node of the tree and shortest path from the 
tree to a destination) beyond the delay bound, how does it find the shortest 
path from the tree to that destination under the delay bound. 
b. LRA algorithm 
S. Hong et al [Hong98] considered multicast routing as a constraint 
minimum Steiner tree problem, while the delay experienced along the path 
from the source to each destination is bounded, and the group membership is 
dynamic, which means that the group destinations are allowed to join and 
leave multicasting at anytime during a session. To minimize the disruption to 
on-going multicasting, the algorithm proposed adopts the idea of connecting 
a new destination to the current multicast tree by a minimum cost path 
satisfying the delay constraint. Since to find such a path is a NP-hard 
problem, this algorithm utilizes an optimization technique called Lagrangian 
relaxation method. 
The expanding of multicast tree is based on shortest paths heuristic (SPH) 
proposed by Waxman [Waxman88] to construct minimum Steiner tree. The 
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tree begins with an arbitrary group member (e.g. the source). In each circle, a 
member currently not in the tree that can be connected to the tree with 
minimum cost is added to the current multicast tree via corresponding path. 
This step is repeated until the multicast tree spans all the members. It has 
been proved that the result generated by this heuristic has an upper bound 
2(1-1/|A/|)|7g|, where, \M\ is the number of multicast group members, \TG\ is 
the cost of optimal solution of this minimum Steiner tree problem. Thus in 
this algorithm which concerns dynamic delay constraint multicast problem, 
at each addition of destination, it is necessary not only to find a minimum 
cost path from new destination to the current multicast tree but also to make 
sure that the delay bound is satisfied in the resulting tree. 
The algorithm to find a minimum cost path from a new destination to the 
current multicast tree, such that the new tree as a union of the path and the 
current tree satisfies the delay constraint, is based on a heuristic (called BG 
heuristic) to find a delay constraint minimum cost tree between two nodes, 
which proposed by Blokh and Gutin [Blokh95] . This heuristic is a variant of 
the Lagrangian relaxation method. However, this particular heuristic has an 
iteration scheme, which makes computation time minimal as well as an 
adaptive feature, which is likely to produce near optimal solutions. Since 
there are two parameters to be considered, cost and delay, BG heuristic 
considers cost first, that is, to find the minimum cost path Q first. If the total 
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delay of this path is below the delay bound, then Q is the optimal solution; 
otherwise, it will find the minimum delay path S, if the delay of beyond the 
delay bound, there is no solution. If it is below the delay bound, which 
means that it at least has a solution S, an iteration scheme is used to find a 
feasible solution. In each iteration, the optimization is conducted on a new 
defined parameter acost +pdelay, a and p are changed adaptively to the 
newly found path after each iteration. It is also proved that the BG heuristic 
terminates in time, where m(s) is the total number of the 
minimal elements, /(A) is the computation time of the shortest path algorithm 
used. In order to employ BG heuristic to solve the problem concerning a new 
destination v众 and the current tree T^i，there should be some modification on 
the original network G. Replace tree Tk-\ by a star-shaped tree T, which 
consists of all nodes of Tk-\ and every node except the source s is adjacent to 
s. Assign each edge 0 ’ v) of T zero cost and delay to be the delay from s to v 
via tree Tk-\ in original network. In this way, the delay bounded shortest path 
between s and v � on the modified network corresponds to a desired path in 
the original network. 
When a destination node leaves, this algorithm will only delete the part 
of multicast tree that only serves this single destination and the other part 
remains unchanged. This can make sure the on-going multicasting not being 
disrupted. 
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Experiments were conducted on networks with various sizes randomly 
generated by Waxman's method, with different values of three parameters: a, 
P, p. The first two are related to network topology, and p is delay bound ratio. 
Experiment results show that the correlated type (positive or negative) 
between link cost and link delay functions has significant effect on the 
results. When they are positively correlated, which means they are both 
positively correlated to the geographical distance of end nodes, the tree costs 
are near optimum, and the value of delay bound p has small effect, and the 
performance is better in dense mode networks. However, when cost and 
delay are negatively correlated, that is, small delay corresponds large cost, 
the value of p has larger effect: tighter bound causes higher tree cost, and the 
performance becomes worse in dense mode networks. 
2.2.2.2 Rearrangeable 
a. BSMA algorithm [Zhu 98] 
Parsa et al. proposed a bounded shortest multicast algorithm (BSMA) for 
constructing minimum-cost multicast trees with delay constraints, which is 
considered as a delay-bounded minimum Steiner tree (DBMST) problem. 
This algorithm proceeds in two phases. It starts by obtaining a minimum 
delay tree using any of the well-known shortest path algorithms (e.g. 
Dijkstra's algorithm). Starting from this tree, BSMA iteratively improves the 
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cost of the delay-constrained tree. There are some novel features. Delay 
bounds can be non-uniform, and real value. The delay function of links can 
also be arbitrary positive real values. The iterative nature of BSMA allows it 
to make tradeoff between cost performance and running time. Link costs and 
delays are asymmetric. 
BSMA uses a feasible search optimization approach to solve the 
DBMST problem. The feasible region consists of all trees that satisfy the 
delay bound requirement. There are two steps: 1) Initial step: Construct an 
initial tree with the minimum delays from the source to all destinations. 2) 
Improvement step: Iteratively minimize the cost of tree while always 
satisfying the delay bounds. 
In the initial step, the minimum delay tree is constructed using Dijkstra's 
shortest path algorithm. This step also guarantees that a feasible solution will 
be found that satisfies the given delay bound. In case that the delay bounds is 
too tight, that is, they cannot be met even use the minimum delay path, some 
negotiation is required to relax the delay bounds before the beginning of next 
step. 
The improvement step iteratively transforms the tree topology to 
decrease its cost monotonically, while satisfying the delay bounds. It defines 
super-edge to be a simple path such that all internal nodes are relay nodes 
(neither source nor destinations) that connect exactly two tree edges, and is 
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not contained in a longer path with the same property. In each iteration of 
improvement, an unmarked super-edge with highest total cost is removed, 
thus, the tree is separated to two disconnected trees, and a new delay bound 
shortest path is found to connect the two part to form a new tree. The delay 
bound shortest path is a path with smallest cost, such that, the new tree 
satisfies the delay bound. If the newly found path is the same as the removed 
one, this super-edge will be marked to indicate that it has been examined 
without improvement of the tree cost, otherwise, if it is different from the 
removed one, all marked super-edge will be unmarked. The iteration ends 
with all super-edges are marked, that is all super-edges have been examined 
to be no further improvement. To reconnect the two trees, BSMA uses 
^-shortest-path algorithm, which is used to solve the problem of finding the 
/:th shortest simple path connecting a given source destination pair in a graph. 
A more sophisticated method to select a super-edge to be removed is greed 
choice, which is to select the super-edge in the current tree that gives the 
maximum gain for path replacement, that is, after replace this super-edge 
with corresponding delay bounded shortest path can give maximum cost 
improvement. 
BSMA is adaptive to changes of group membership. To add a new 
destination d to the multicast tree, first connect d to the course by the 
minimum delay path from the source, and then iteratively perform path 
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replacement to lower the cost of the tree. To remove a destination d from the 
multicast tree, if x is connect to more than two edges in the multicast tree, 
make the node as relay node; else, delete the destination node along with its 
joint super-edge from the tree, and then iteratively perform path replacement 
to lower the cost of the tree. 
It has been proved that BSMA always finds a delay bounded Steiner tree 
if it exists. It has also been proved that, the expected time complexity of 
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BSMA when using naive super-edge selection is 0{kn \ogn) and 0(kn ) for a 
general network with n nodes and a degree bounded network respectively; 
the expected time complexity of BSMA using the greedy super-edge 
selection is 0{kn^\o%,n) and 0{kn^) for a general network with n nodes and a 
degree bounded network respectively. 
Simulation has been done on random graphs with at most 100 nodes 
generated by Waxman's algorithm, with different nextwork size, group size, 
and delay constraints. The results are compared to Dijkstra's shortest path 
algorithm and KMB algorithm with respect to tree cost. Experiment results 
show that its performance is better than the other two. Moreover, the 
execution time of BSMA can be traded off against the cost reduction by 
controlling the maximum value of k in k-shortest-path algorithm. 
BSMA needs every node to know the network topology. 
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b. CRCDM algorithm [Raghavan98] 
Many multicast applications, such as video broadcasts and 
teleconference, require the network to support dynamic multicast sessions in 
which the membership of the multicast group changes with time. Raghavan 
et al. proposed an algorithm called CRCDM (controlled rearrangement for 
constrained dynamic multicasting) for on-line update of multicast trees to 
adjust to changes of group membership. This algorithm aims to satisfy the 
delay constraints of all current group members, at the same time minimizing 
the cost the constructed tree. The CRCDM algorithm is based on a concept 
called quality factor (QF) that represents the usefulness of a portion of the 
multicast tree to the overall multicast tree. When the usefulness of a 
particular region of the tree drops below a threshold, a rearrangement 
technique is used to modify the tree. The problem solved is considered as the 
constrained on-line multicast (COLM) problem, where on-line means 
updating a multicast tree to accommodate addition or deletion of nodes to the 
multicast group. 
In CRCDM, two versions of COLM problem are considered: COLM-UC 
(uniformly constrained on-line multicast problem), where the delay constraint 
of all members of the multicast group is identical; COLM-IC (individually 
constrained on-line multicast problem), where each member of the multicast 
group has its own delay constraint relative to the source. 
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The proposed algorithm has three fundamental techniques: 
Node addition: When nodes are added to a multicast group, good performance 
can be achieved by simply connecting the new member to the existing tree 
through a minimum cost path. Extending this with delay constraint, exploring 
all possible paths connecting the node and the tree will be an NP-hard 
problem. The heuristic is to assign priority to all nodes in the current multicast 
tree. The smaller the delay to source node, the higher the priority to be 
selected. Only the first k nodes will be selected and the unicast path from it to 
the new added member under delay constraints can be determined using any 
delay-constrained minimum cost routing strategy. There will be k paths 
connecting various modes in the tree with the new added member, any one of 
which can be used to attach the new one to the current tree without violating 
the delay constraint. For any path P, the selecting function is defined to as 
SF{P)=C{P)/{D-D{s, v)-D{P)), the denominator of the selection function 
denotes the residual delay of x in the resultant tree if P was chosen as the 
attachment path. Such definition can simultaneously minimize the cost of the 
path and maximize the residual delay of x. The path with the least SF value is 
chosen to attach the new added member to the multicast tree. 
Node removal: If some member x leaves the group, there are two cases 
identified. The first, if x is a leaf node, then the portion of the tree serving only 
X is removed from the tree. If the nearest node to this region, say, w, is neither 
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the source nor a group member, then u is marked, called M-node. If u is not a 
part of M-region (A maximal connected sub-tree of T including the 
corresponding M-node, leaf node of which must either be the source node or a 
member node and vice versa, i.e. source and member nodes can only be its 
leaf node.), then a new M-region containing u will be created. If degree of x is 
bigger than two, then x is marked, i.e., x becomes an M-node. 
Rearrangement algorithm: The rearrangement algorithm is initiated after a 
service of delete request, if the QF of some M-region in the multicast tree 
drops below threshold p. Be sure that no delay constraints are violated as a 
result of the rearrangement. The first step is to remove all nodes and edges in 
the interior of M-regions from T. This results in splitting T into a number of 
fragments. The one containing source is referred to as the source fragment. 
The rearrangement algorithm works by iteratively attaching each of the 
non-source fragments to the source fragment, so that to create a connected 
multicast tree. 
Experiments have been done to compare with DCMTcd (a 
pseudo-optimal delay constrained static Steiner heuristic), ARIES 
(unconstrained on-line heuristic), and LRA (another algorithm addresses 
COLM problem), using following performance metrics: cost competitiveness 
(the relative tree cost to optimal), average tree change, and average CPU 
time. 
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There are two important parameters p (threshold) and k. k represents a 
tradeoff between the update time during addition requests and the average 
cost of the resultant tree, p controls the frequency with which rearrangements 
are triggered. Experiments are done to test the effect of different value of p 
and k, also test the effect of network size, group size, and different delay 
constraints. 
The CRCDM algorithm performs well in comparison with the solutions 
provided by the static Steiner heuristic. The algorithm also scales well to 
cases when average delay-constraints requirements are loose. When both 
node additions and node deletions are considered, CRCDM provides better 
cost-performance than LRA algorithm. This performance improvement also 
becomes larger and more significant when the delay constraints are made 
tighter. Since CRCDM works by allowing the trees to degrade before 
applying selective rearrangement, successive trees produced by the algorithm 
were often quite close. Hence, disruptions were minimized. The algorithm is 
flexible in the sense that it can be used in conjunction with any unicast 
routing algorithm that produces delay-constrained low cost paths. 
The CRCDM algorithm works under the assumption that successive 
update requests to the tree were widely separated in time thereby allowing all 
rearrangements to be completed before the next request. This assumption 
makes this algorithm cannot deal with simultaneous requests, which appear 
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frequently in real application. 
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Chapter 3 Small Scale Rearrangement 
Algorithm for Multicast Routing 
In this section, we will first state the constraint multicast routing 
problem, and then describe our solutions for both static and dynamic 
conditions. 
3.1 Problem formulation 
3.1.1 Network Model 
The network is modeled as a weighted graph G = (V, E), where V 
denotes the set of all nodes (routers) in the network and E denotes the set of 
all edges (links) between two nodes. Each edge I in the graph G corresponds 
to two positive real numbers (c/, dj), where c! denotes the cost of the edge; di 
denotes the delay of the edge. For a Path P[u, v) in the network, the cost and 
delay of the path are defined as 
C { P ) = � , 
/eP(i/,v) 
D{P)= X " / . 
lePiu,v) 
Similarly, the cost of a tree T is defined as 
c(n 二 Y / i ' 
leT 
Given a tree T and two nodes u, v on this tree, let Piiu, v) denote the path 
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from w to V along the tree T. Then the delay and cost of this path are denoted 
by Dj{u’ V) and Cj{u, v) respectively. 
3.1.2 Problem Specification 
For the problem of multicast routing, message is transmitted from a 
source to a group of destinations through a multicast route. Given a source 
node s^V, a multicast group Mcz V, with s^M, routing tree T {T<^G) for a 
multicast connection is a sub-tree of the graph G = (V, E) rooted from s, that 
spans all the nodes of Mand contains an arbitrary subset of (V-M). 
To solve this problem, there are generally two kinds of algorithms based 
on different optimization objectives: Shortest Path Tree algorithms and 
Minimum Cost Tree algorithms. The Shortest Path Tree algorithms try to 
minimize the end-to-end delay of the source node s to each destination node 
V E M，which is denoted by 
Z / e / v ( � , 
where Pj{s, v) denotes the path between the source node s and any 
destination node v in the multicast tree T. On the other hand, the Minimum 
Cost Tree algorithms try to minimize the total cost of the multicast tree, 
defined as 
leT 
This research aims at constructing a constrained Steiner tree for 
3 3 
multicast, which has minimum total cost, i.e., C{T) is minimized, given the 
conditions that the end-to-end delay of the source node s to each destination 
node V should not beyond some upper bound A, i.e., 
Thus, the two different objectives are combined in this way. 
Ill a static condition, the multicast group members are known in advance 
and do not change during the whole multicasting session. In a dynamic 
condition, successive updates to a multicast group are modeled as a series 
requests {ri, r〗， r n } . Each request n is either a join or a leave request. A 
join request is of form (v, add), and a leave request is of form (v, remove). M-, 
denotes the set of nodes that belong to the multicast group after satisfying 
requests 厂i,广2，n. 
There exist various heuristic algorithms to solve the constrained Steiner 
Tree problem. The most frequently used are based on Shortest Path Heuristic 
(SPH) and Distance Network Heuristic (DNH). SPH is a tree-growing 
algorithm. The overall worst-case time complexity of SPH was proved to be 
O(nv^), where n is the size of the multicast group and v is the number of 
vertices of the whole network. It was also proved that the error ratio is 
(2-2//?)’ that is ^ for any network G and any set N of 
terminals. TG{N) is the minimum Steiner tree for N {N={s}+Af) in network G, 
TSPH is the heuristic Steiner tree calculated by the distance network heuristic 
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method. 
The general steps for SPH with delay constraint are as follows. 
Step 1: Begin with a sub-tree TSPH of G consisting of a single, arbitrarily 
chosen terminal z\. h=\. 
Step 2: If k=n, then stop. 
Step 3: Determine a terminal Zk+i not in TSPH, closest to TSPH- Add to a 
shortest path from it to Zk+i such that the new tree does not violate the delay 
constraint. k=k+\. Go to step 2. 
Above is about static version of SPH, that is, the group members are not 
changing with time. In a dynamic condition, to deal with the join and leave 
of members, SPH can be expanded to its dynamic version by adding addition 
and removal techniques. In detail, a new member is added via 
delay-constrained minimum cost path to current tree, and when leaving, the 
path that only serves this member will be deleted from the tree. 
The Constrained SPH, both static and dynamic versions do not perform as 
well as non-constrained SPH. The worst case ratio of the costs of the tree 
constructed by it compared to the cost of real optimal tree is mh/{m+h), 
where m is the number of group member, h is the length of the source to 
destination. We proposed a new technique, Local Checking Scheme (LCS), 
(it will be discussed in 3.2) that can help to improve the performance in 
terms of total cost of the multicast tree, by searching and rearranging only in 
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a small scale around the join node when adding paths to current tree, or a 
member leaves the multicast group. 
Consistent with prior work on delay-constrained multicast routing, how 
the delay, the cost of the links, and the destination delay bounds are obtained 
are outside the scope of this work. 
3.1.3 Definitions and Notations 
deg7<v): denotes the degree of a node v in the tree T. 
M-node: refers to a node in the multicast tree that is currently a member of 
the multicast destination group. 
J-node: refers to a join node in the multicast tree. We can see that 
deg7{J-node)>2. 
J-region: the sub-tree of the current multicast tree, rooted at a J-node (called 
j-root of this J-region) and with all J-nodes and M-nodes in it to be leaf 
nodes. Further more, the leaf node of a J-region is either a J-node or an 
M-node. The J-region can be treated as induced by its J-root. 
PC(T, V): minimum cost path from tree T to node v. The tree T can degenerate 
to be a node u, then it becomes the minimum cost path from node u to node v. 
The following two notations have the same degeneration. 
Pj(T, V): minimum delay path from tree 7 to node v. 
PA{T, V): represents the delay-constrained minimum cost path from tree T to 
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node V (not in the tree currently), with the delay upper bound to be ^ . That is, 
P JJ\ V) is the path connecting the tree T and node v with lowest cost, while 
the delay for the source 5 to v along the tree and the new path P J J , v) does 
not exceed the delay bound. (To find such path is a NP-complete problem 
[Wang96], there are some heuristics already.) 
尸7(w, v): represents the path from node u to node v along the tree T. 
Offspring of a node J in a tree means a tree node that belonging to the 
sub-tree rooted at node J, that is, J eP-^ {s, an offspring). 
DT{V)\ means the delay of node v along the current tree T, that is, the total 
delay of the path Pi{s, v). 
D,.(v): means the maximum residue delay of node v. Its value is computed by 
Z),(v) = max {delay o f ， u is any offspring of v. 
3.2 Local Checking Scheme (LCS) 
There are many heuristic algorithms to construct a multicast tree, and 
can generate acceptable results. Shortest Path Heuristic (SPH), Minimum 
Spanning Tree Heuristic (MSTH) are mostly used. However, when 
constrained multicast routing problem is concerned, the performance of them 
are not as good as the state with no constraints, and even worse when the 
constraints are tighter. LCS can solve this problem. 
Let's see an example, a network with 4 nodes is shown in Figure 3.1 (a), 
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the number on each link is the cost (delay) of the link, s is the source and d\ 
and d2 are two destinations. If the constraint is set to be 5, the multicast trees 
constructed by SPH and MSTH heuristic are the same, shown in Figure 3.1 
(b). Total cost is 8. However, the optimal constrained minimum Steiner tree 
is the one shown in Figure 3.1 (c). Total cost is 6. 
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A A 
(a) network topology (b) result of SPH 
^ ^ (d) optimal constrained 
(c) result of MPTH Steiner tree 
Figure 3.1 the shortage of SPH and MSTH 
If LCS is applied in SPH, we can find the optimal solution in the above 
example. It is often triggered when new path is added to a tree or some part 
removed from the tree. 
Addition part: When adding a path to a tree, there must be a join node J 
belonging to both the current tree Tc and the path P. Consider the J-region 
induced by node J, including the new added path P. Begin with node J, 
searching all of its neighbor nodes to check if there is any better sub-tree to 
replace the whole J-region, with the root and leaves not changed. "Better" 
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here means lower total cost and satisfying delay constraints. Then the tree is 
still connected. 
Removal part: When a member leaves the group and removing action is 
adopted, if the node is in the middle of the tree, that is, not a leaf node, then 
mark this node as an ordinary tree node. If the node is a leaf node, then 
remove the path from this node up to the first J-node or M-node encountered 
toward the root along the tree, and mark this J-node as an ordinary tree node, 
if it is no longer a join node after removing the path. When a J-node becomes 
an ordinary tree node, we need also to check whether the J-region containing 
this node can be replaced by another delay-constrained lower cost sub-tree. If 
yes, we will do rearrangement. 
J, J2 Jm 
Figure 3.2 a J-region and possible substitute 
Figure 3.2 shows a J-region induced by J-node J, and the leaves ./!, 
J2, •", Jm are either J-nodes or M-nodes. ./，is a neighbor of J. Real lines 
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represent the J-region induced by J in the original tree. Broken lines 
represent the candidate sub-tree that may be of lower cost than the original 
one. The broken line between J' and J\ is the delay-constrained minimum 
cost path from J'XoJ\, / G {1, 2, m}. Compare the total costs of them. The 
delay constraint is different for each J' and J\ pair, because the residue delay 
of J\ is different from each other. It can be calculated as follows: 
A, = + + 
If there exists no delay-constrained path between J' and one of the nodes 
from J\ to Jm, J' will not be in consideration, since any tree constructed via 
J' will break the delay constraint. Then we compare the total cost of the part 
of broken lines for each neighbor J ' still in consideration with the part of real 
lines. Use the sub-tree with lowest total cost to substitute the original one. 
The total cost can be calculated by following formula: 
m 
total cost = 
i=\ 
3.3 Small Scale Rearrangement Algorithm (SSRA) for 
Multicast Routing 
As mentioned previously, any multicast routing algorithm must take into 
account two important and possibly contradicting goals. The first goal is to 
ensure that the cost of the multicast tree after each update is as small as 
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possible. This could require repeated reconfiguration of the tree. 
3.3.1 Static group membership 
The proposed algorithm inherits the main structure of SPH when 
developing a multicast tree, that is, the destinations are added to the tree one 
by one. When the group membership is known in advance, and no new 
member joins or existing member leaves in a multicasting section, the group 
can be treated as static. 
r. 




destination to the current tree, after finding the corresponding | 
.‘i 
delay-constrained minimum cost path to connect the tree and that destination, 
i 
using Local Checking Scheme (LCS) to find better node among the 
neighbors of the current join node, then do necessary rearrangement and 
repeat. 
We assume the presence of an algorithm for constructing a 
delay-constrained minimum cost path between a pair of nodes or a tree and a 
node. Efficient algorithms for this purpose have been proposed in [Sriram98], 
[Sriram99], and [Salama97]. Lagrangian-relaxation heuristic [Blokh95] 
employed in LRA also addresses the same problem, therefore can be used in 
our algorithm. 
The general steps are summarized as follows: 
1. Let T=s\ let A-0. 
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2. Find the closest destination that is 
( r , d,)) < C(Pc (T, d)\ W G M 
3. Find P , (T, dk), let J be the join node of 7 and P . {T, 4)； 
4. Find out the J-region induce by J; check all neighbors of J; let J\, J2,…,Jm 
be all the leaf nodes among the J-region, J={J'} be a set of neighbors that 
satisfy D{Pj{J \ J i ) )<Ai here A,. = A - [Dy^  + + . If J= 
O, go to step 8. 
i t 






i m 'It 
, go to step 8. \ 
i=\ ‘ i=\ ： 
6. T < r - T - P r { J , J i ) + { J J * ) + P { J ' ' J i ) • Set the residue delay of / 
D^{J*) = max{D{Pr { f , J,-)) + D, (J,)}. Denote / by J../=/+!. | 
I 
7. Repeat from step 4 until j=K. k=k+\. Remove dk from M, that is, 
M <~ M W" . Mark J as J-node. 
8. Repeat from step 2 until 
3.3.2 Dynamic group membership 
In dynamic condition, the group membership is represented by a 
sequence of join or leave requests {r\, / ) ， / � , } . 
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3.3.2.1 Node addition 
In this section, we will discuss the actions to be taken when a new 
member joins the multicast group. 
Studies on the unconstrained version of the dynamic multicast routing 
problem in [Doar93] and [Waxman93] have revealed that when nodes are 
added to a multicast group, good performance can be obtained by simply 
connecting the new member to the existing tree through a minimum cost path. 
Extending this to the delay-constrained version, we explore the possibility of 
connecting new nodes to an existing tree through delay constrained 
minimum cost paths. The process adopted by this algorithm is the same as in 
static version. After finding the path P^iT.d) to connect current tree T and 
the new request destination d, LCS is applied to rearrange the corresponding 
J-region. 
3.3.2.2 Node removal 
In this section, we will discuss the actions to be taken when a multicast 
group member leaves the group. 
Consider a request r={d, remove) on the multicast tree T spanning a 
source s and a multicast group M(dGM) . The steps to be taken to serve this 
request depend on the degree of node d in tree T, the following two cases are 
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identified. 
a. deg7(t/)=l, that is, d is a leaf node. In this case, the part of the tree 
serving only d is removed from the tree. This part is defined as follows: 
in the path Pi{s, d), let u be the node closest to d, such that either u^M 
or deg7{w)>2. Then the part of the path Pj{s, d) between u and d is 
removed from the tree. If deg7(w)=l, that is, w is a leaf node now, then u 
must be an M-node. If deg7{w)=2 and u字s and u is not an M-node, then 
mark u as ordinary node, that is u is an ordinary tree node now. 
b. deg7<t/)=2, that is, of is in a inner node of tree T, then there is no part to be 
removed, but some reconstruction will be processed. Mark d as ordinary 
node. 
c. deg7<fi0^3, that is, d is also a J-node of tree T, then remove the M-node 
mark of d. 
When a J-node or a M-node u becomes an ordinary node, some part of 
the tree T is subject to be reconstructed using LSC. The part is determined by 
the following way: find the closest J-node or M-node J to node u on the path 
Pi{s, w), then find the J-region induced by the M-node J. Then LCS will be 
used to reconstruct the sub-tree. 
3.3.2.3 General steps 
In this section, we will describe the steps to be taken in order to 
4 5 
accommodate addition or removal of nodes to a multicast group. 
1. Let T=s- l e t ^ l . 
2. Read the request if it is a join request ⑷，add), then go to 3, if it is a 
leave request (dk, remove), go to 4. 
3. Find P , (J, DK), let J be the join node of r and P . (T, DK); 
T — T + I \ iX ,d i^� . Let./=0. Go to 6. 
4. If deg7<t/A-) remove the M-node mark of d, then go to 10; If 
deg7(c/yt)=2, mark d as ordinary node, and find J-node J, such that, all 
nodes belong to PJIJ, DK) are ordinary nodes except J, then go to 6; If 
dQgj{dk)=\, find an M-node or J-node u, such that, all nodes belonging to 
PJ{u, DK) are ordinary nodes except u, then remove Pt{U, dk), that is, 
5. If u is an M-node or If deg7<w)^3, go to 10，other wise, find J-node J, 
such that, all nodes belonging to PIIJ, U) are ordinary nodes except J. 
6. Find out the J-region induce by J; check all neighbors of J; let Ji，J�, ...Jm 
be all the leaf nodes among the J-region, J={J'} be a set of neighbors that 
satisfy here A, = A - + + D,(J , . ) ] . If J= 
O , go to 10. 
7. Compare the total cost, and let J* e J be the node with the minimum 
m 




Cj j ,+J ]C{P^^ i J \ J^ ) )>Y,C{Pr{J , J i ) ) , go to 10. 
/=i f=i 
8. r < ~ r - / V ( J , J , _ ) + ( J ’ / ) + ^(J*，J,_). Mark / as J-node. Set the 
residue delay o f / ( / ) = max {D(/V(/’J , . )) + /),.(J,.)}. Name / as 
.7=7+1 • 
9. Repeat from step 6 until/=K. n=n+\ • 




Suppose a network with 10 nodes is shown in Figure 3.3 (a). For 
simplicity, the cost and delay are equal integers and shown on the link. For 
multicast service, the source is node 1 and the requests are (5, add), (9, add), 
(7, add), (5, remove). Then, the result of each step is shown in the Figure 3.3 
b-h. 
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a. Network b. Step 1 
topology 
c. Step 2. 1 d. Step 2. 2 
e. Step 3 f. Step 4. 1 
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g. step 4. 2 h. Step 4. 3 
Figure 3.3 the example for constructing a dynamic multicast tree 
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Chapter 4 Analysis 
111 this chapter, we will analyze some properties of the new multicast 
routing algorithm, SSRA. We will discuss its completeness, soundness, and 
time complexity. Theorem 1 shows the completeness of SSRA, when 
constructing the multicast tree, that is, it finds a solution if one exists. 
[Yokoo98] Theorem 2 shows the weak soundness, that is, every answer that 
SSRA computes is a valid solution, thought it may not be the optimal, it is 
bounded by some finite upper bound. 
Theorem 1: (Completeness) The Proposed algorithm can always find a 
solution if one exists. 
Proof: Suppose the delay-constrained minimum cost tree exists for a 
multicast source s, a set of destinations M, and a delay bound A. The delay 
along the path of this tree from the source to any destination must be smaller 
than A. Then the delay of the minimum delay path from 5 to \ / d e M must 
be smaller than A. When a new destination d is added into the multicast tree, 
the algorithm can at least find the minimum delay path from s to d, to 
connect the current tree and d, if no lower cost paths are found. Therefore, 
this algorithm is ensured to be able to find a multicast tree satisfying the 
delay constraint. 
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Theorem 2: (Weak Soundness) Whenever a solution is found by this 
algorithm, the solution must satisfy the delay constraints, and the total tree 
cost is bounded by B|TG|, where TG is the optimal constrained Steiner tree. 
B= nh! n+2h. 
Proof. When a new path is added to or an old path is deleted from the 
current multicast tree, the delay constraint is guaranteed to be satisfied, that 
is, ^ d y <A{d) \/deM is always hold. The highest cost would 
{ i J ) e P r { s , d ) 
occur if all the shortest constrained paths are disjoint, and the delays along 
them are just under A, so that it is not possible to concatenate any paths 
without violating the delay constraint. Thus, the star graph out of s will be 
the only possible solution, giving a cost of nh. In the graph in Fig 4.1, v/, 
V2...V,, are the destination nodes, and s is the source. The shortest constrained 
paths from s to v,- are shown as edges, each of which is of length h, however, 
there is a path from 5 to U] and U2 of cost h, and from u! to v, of cost one, / e 
{1，2，…’ k}，from U2 to v, of cost 1，/e {k+1, k+2, ..., m}, such that the path 
delay is under the delay constraint. These paths constitute the optimal 
constrained multicast tree, the cost of which is n+2h. Therefore, the 
worst-case ratio is nh! n+2h. 
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Figure 4.1 an example of the worst case for the SSRA algorithm 
Lemma 1: The time complexity of LCS is 0 � l } (1 — (1 -丄)々 )) 
L 
Proof. The expected number of neighbor searching is found by 
constructing a Markov chain, where each state corresponds to the maximum 
number of changing from the current node to the final selected node. 
Suppose the average edge degree is I , then the probability that the current 
join node is the best join node is 1/L, if not, we treat the best neighbor node 
to be the new join node and exam all its neighbors, and repeat no more than k 
round. 
and 尸00 = 1. Let be the number of transitions needed to go from state k to 
state 0, then obviously, ro=0. The expected value of T\ can be found by 
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conditioning on the first transition from a given state. Let Y be the random 
variable of the next state of the first transition, 
E[T,] = E[E[T,\Y] 
V 
Y 
=(1 + W o ])户{r = 0) + (1 + E[Tk—�])P{7 = /:-!} 
= i + (l + £ [ r ,_ , ] ) ( l - i ) 
Theorem 3: The time complexity of the proposed algorithm is 
( 1 - 0 -丄乂 ) ) for static version. 
L 
2 1 k 
Proof. From Lemma 1, LCS requires 0 ( 1 ( 1 - ( 1 — — ) ) ) o n average. 
L 
Since the SPH requires Oinv^), and the algorithm is based on SPH and LCS, 
the complexity of this proposed algorithm is 0{nv^l} (1 一 (1 一丄)")). 
L 
Corollary 1: The time complexity of the proposed algorithm is 
0{nvl} (1 - (1 - 丄 / ) ) for dynamic version. 
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Chapter 5 Simulations 
In this section, we present the simulations and results that were 
conducted to analyze the performance of the SSRA algorithm. We compare 
our algorithm with other algorithms. 
To measure the Cost Ratio with respect to the currently used static 
algorithm, we used Shortest Path Heuristic for comparison. 
For dynamic version, we compared Cost Ratio with other three dynamic 
multicast routing algorithms: LRA, BSMA and CRCDM. we also compared 
ATC with the rearrangeable algorithm among them, CRCDM. 
5.1 Simulation Model 
All experiments are based on randomly generated networks. This 
ensures that the simulation results are independent of the structure of any 
particular network topology. Using randomly generated network topologies 
also makes it flexible to tune various network parameters such as network 
size, degree of connection, and to study the effect of these parameters on the 
performance of the proposed algorithm. In detail, vertices are placed 
randomly in a rectangular grid by generating uniformly distributed values for 
their x and y coordinates. For each pair of vertices u and v, there will be an 




where d�u, v) is the Euclidean distance between u and v, L is the maximum 
distance between two vertices, and a and p are tunable parameters ranging 
from 0 to 1. Larger value of p results in higher graph connectivity, that is 
higher edge density or vertex degree, while larger value of a increases the 
density of longer edges relative to short ones. 
The cost of each edge was set to the Manhattan distance between its end 
points plus one. By adding one to the Manhattan distance, the case of zero 
edge cost is eliminated. The delay of an edge is set to a uniform random 
value in [0, 1] times its cost plus one. This definition of delay is used to 
eliminate the unrealistic possibility of zero delay. 
In Static version experiments, the multicast source and group members 
is selected randomly from all vertices with equal probability and no 
repetition, and group size can be different to study the performance of the 
proposed algorithm in sparse and dense mode of multicast routing. 
In Dynamic version experiments, the requests are represented by vertex 
randomly selected from all network nodes. If the node is not in the 
destination group yet, it turns to be a join request and the node will be added 
to the multicast tree. If it is already in the destination group, it turns to be a 
leave request, and the node will be removed from the multicast tree. 
5 5 
5.2 Simulation Parameters 
The network sizes are set to 20, 30, 40, 50, 60, 80 and 100. Group size is 
changed from 10% to 100%, to study the performance of this algorithm in 
dense and sparse mode. a=0.3 and (3=0.5. 
In setting up the delay bound A, the method of [zhu95] is adopted. For 
each instance, two Steiner trees, Tc and Td spanning M are computed. Here, 
Tc is the minimum cost Steiner tree calculated by SPH, while Td is the 
shortest path tree, in which, the delay from source s to each destination is 
minimized. Use d�碰(T) to represent the maximum delay among the paths 
from s to the destinations in T. Obviously Then A is 
chosen by the equation 
厂二 A - 心 
《丽(�<:)-心ax ( O 
for a predetermined value p called delay bound ratio. Note that O ^ p ^ l . As 
p becomes close to 0, the bound becomes tighter. In our experiments, p is set 
to 0, 0.2 ... 1.0. 
The various instances of the problem were generated as follows. 
The source node for a given problem instance was selected by randomly 
generating an integer in the range [0, network size]. The node whose number 
matched this random number was chosen to be the source node. 
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For addition of a node to the multicast group, any nonmember node in 
the network was chosen with equal probability to become the new member 
node. 
To choose the member node for a deletion request, all current group 
members are chosen with equal probability, since it can be treated as a 
Poisson process, that is, the group member leaves with equal probability, at 
any given time, no matter how long it has been in the multicast group. 
Our algorithm is parameterized by value of k. k represents the tradeoff 
between the update time during addition (or removal) requests and the 
average cost of the resultant tree. When a larger value of k is used, more 
ways to replace a J-region with lower cost sub-tree. This results in an 
increase in update time but improves the probability of choosing a better 
low-cost substitute J-regrion. 
Table 5.1 summarized the values of the various parameters that were 
employed in our simulation study. The value listed for a particular parameter 
in the table denotes its default value, which is the value used when that 
parameter is not being varied. 
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Parameter Default Value/Generating Method 
Source node Randomly generated 
Group members Randomly selected in the networks 
Node to be added Any non-member node with equal probability 
Delay bound ratio 0.2 
上 1 “ 
Network size 100 
Group size 30%*network size 
Table 5.1 Simulation Parameters 
5.3 Performance Metrics 
To analyze the performance of our algorithm, we used the following 
metrics: 
1) Cost Ratio: This metric is a measure of how well a given algorithm 
performs, as regarding to cost of tree, in relation to the Shortest Path 
Algorithm (SPA). No matter static or dynamic multicast routing, SPA will 
find the multicast tree in the same way that, the path from source to each 
destination is the delay-constrained minimum cost path. For the simulation 
purpose, Cost Ratio is defined as follows: treat all n destinations as a whole, 
without regard to the sequence of their joining. Viewing the same problem as 
a set of n static multicast routing problem, apply SPA to construct a tree, 
Let T be the tree constructed by the algorithm concerned. Then, for this 
instance of problem, the Cost Ratio of a certain algorithm is given by the 
expression 
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Cost Ratio = 
Where C{T) is the cost of tree T. A lower Cost Ratio value for an algorithm 
indicates that it is able to construct trees with lower cost and save more 
network resources. 
2) Average Tree Change (ATQ: it is first defined in [Sriram99], for 
dynamic multicast algorithms to ensure that the multicast tree is not changed 
excessively to accommodate each update request. As a metric to measure this 
requirement, ATC is defined as follows: for a sequence of trees 7), i=l to 11， 
ATC for this instance of the problem is given by the expression 
§1(^ (7；) - E(T丨+�)) U (E(T丨) - E(7] ))| 
ATC = ^   
n-l 
where E(T) denotes the set of edges in tree T and |51 denotes the cardinality 
of a set S. A low value of ATC indicates that an algorithm is able to 
accommodate changes in the group without excessively modifying the tree. 
5.4 Discussion of Results 
5.4.1 Group 1: static group membership 
Figure 5.1 (a) shows that the algorithm is scalable in terms of both 
network size and group size, and better in larger group size, that is, dense 
mode multicast routing. In Figure 5.1 (b), we can see that, the algorithm can 
find a lower cost tree with higher delay bound ratio, which represents looser 
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delay bound. Figure 5.1 (c) shows the cost ratio for different value of 
parameter k. A larger k generates a lower cost ratio, which is expected 
because a larger k means searching more steps to find better substituted join 
node. However, from the complexity analysis in chapter 4, we know that, it 
needs more time to compute the multicast tree with larger k value. 
6 0 
0 . 9 ： • _ _ 、 " 『 ‘ 厂 ~ — .______:〜___.”， — I 
0.8' ： ~ ‘ .. ‘ - group size 
0. 7 - ‘ ‘ . — 
• • ^ 醒 ^ ^ ^ ^ + 1 0 % 
0.6 . ： -HI- 20% 
1。. 5 ^ ^ ^ , 麗 
20 30 40 50 60 80 100 
network size 
(a) 
0.75 r^^^YTTI ™— 心p ‘ “ 
n n ？ 〜 . . . -, *> 1, ？ -
0 65 “I、r、v • ”I、I、   
% 0 „ - y I ""•"40 nodes 
2 I 60 nodes 
8 r r ^ ^ H so nodes 
0M5 诱 ^ 备 、 奴 力 从 、 … 尔 — ^ - ^ 1 0 0 nodes 
0 0.2 0.4 0.6 0.8 1 
delay bound ratio 
(b) 
6 1 
0 . 9 ； 
0 . 8 � — — “ 
丨 ^^ ^ ^ - ^ 2 0 nodes 
0.7 ^ ^ • 1 �, - m r - 30 nodes 
•-§ i 40 nodes 
^ 0 . 6 ^ _ I. 50 nodes 
§ + 6 0 nodes 
0.5 : 80 nodes 
^ • m . � �1 0 0 nodes 
0.4 ^ . I 
"' _ 
0. 3 ‘ ‘ ‘ ‘ -J  
1 2 3 4 5 6 7 8 
value of k 
(c) 
Figure 5.1 evaluation for static group membership 
(a) effect of network size and group size (b) effect of delay bound ratio 
(c) effect of parameter k 
Figure 5.2 shows the Cost Ratio of all 72 combinations of a, (3 values 
and network size. The x-axis represents for the combinations of different a, p 
values. Let a=0.3 and p=0.3 first, then raise the value of (3 to 0.5 and 0.8. Do 
the same for a=0.5 and 0.8. From this figure, we can see that, the 
performance improves greater when a is smaller, and when p is smaller. 
However, the difference becomes inconspicuous when the network size 
becomes larger. It is expected, for smaller a means higher density of shorter 
edges relative to long ones, and smaller p means lower vertex degree, both of 
which raise the probability of lower cost substitute trees to be found. 
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Figure 5.2 cost ratio for different network topologies 
5.4.2 Group 2: dynamic group membership 
a) Evaluation of Cost Ratio 
Figure 5.3 (a) shows that the algorithm is scalable in terms of both 
network size and group size, and better in larger group size, that is, dense 
mode multicast routing. In Figure 5.3 (b), we can see that, the algorithm can 
find lower cost tree with higher delay bound ratio, which means looser delay 
bound. Figure 5.3 (c) shows the cost ratio for different value of parameter k. 
The result is similar to static version, but all the cost ratios are bigger that the 
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corresponding points in static version. It is because joining and leaving of 
group members make the multicast tree not efficient enough. 
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Figure 5.3 evaluations for dynamic group membership 
(a) effect of group size and network size (b) effect of different delay bound 
ratio (c) effect of parameter k 
Figure 5.4 are generated by the same method of Figure 5.2. The x-axis 
represents for the combinations of different a, P values. Let a=0.3 and p=0.3 
first, then raise the value of p to 0.5 and 0.8. Do the same for a=0.5 and 0.8. 
From this figure, we can see that, the performance improves greater when a 
is smaller, and when (3 is smaller. It is expected, for smaller a means higher 
density of shorter edges relative to long ones, and smaller p means lower 
vertex degree, both of which raise the probability of lower cost substitute 
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trees to be found. 
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Figure 5.4 effect of network topology on cost ratio 
b) Evaluation of ATC 
Figure 5.5 (a)-(c) illustrate the various effect of different parameters on 
the value of ATC (Average Tree Change). All graphs are generated based on 
random generated networks using. Each point is calculated by 50 graphs and 
50 problem instances on each network. 
Figure 5.5 (a) shows that the ATC value increases with network size. 
This trend merely reflects the fact that as network size increase, multicast 
group members are separated by longer paths. Hence more edges are needed 
to attach new members to existing multicast tree. However, ATC value is 
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relatively independent of the multicast group size. 
Figure 5.5 (b) illustrates the effect of delay constraints on the ATC value. 
The value is a little higher when delay constraint becomes looser. It is 
expected, since, when delay constraint is not so tight, there are more paths 
satisfying the constraint, thus the probability becomes higher to find 
substitute paths when rearranging the tree. However, the effect is not obvious 
on average. 
Figure 5.5 (c) shows that larger values of k generate larger ATC values. 
It is obvious that, more possible paths are allowed to be evaluated, thus, 
more changes of the original tree. 
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Figure 5.5 evaluations on ATC of dynamic group 
(a) effect of network size and group size, (b) effect of delay bound, (c) effect 
of parameter k 
5.4.3 Comparison 
Figure 5.6 is the result of comparing with static Shortest Path Heuristic, 
and Figure 5.7 is the result of comparing with LRA (dynamic SPH), BSMA 
and CRCDM. They show that the total costs are reduced significantly in this 
proposed algorithm. However the performance in a larger network is not as 
good as in smaller network in both static and dynamic conditions. 
The total number of experiments for each point is 2500 with 50 different 
graph types randomly generated and 50 combinations of source and 
destination groups randomly chosen for each graph type. These 50 groups 
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contain five kinds of group size: 10%, 20%, 40%, 60%, and 80% of network 
size, with 10 experiments for each group size. 
SSRA-1 corresponds to the normalized cost of SSRA with delay ratio 
equal to zero, i.e., delay bound equal to the maximum of minimum delay 
path from source to each destination. SSRA-2 corresponds to the cost ratio of 
SSRA with delay ration equal to one, i.e., delay bound is the maximum delay 
of the unconstrained multicast tree calculated by KMB algorithm. SPH-1 
corresponds to the cost ratio of SPH with delay ratio equal to zero. SPH-2 
corresponds to the cost ratio of SPH with delay ratio equal to one. 
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Figure 5.6 compare with static SPH 
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When comparing the dynamic algorithms, the cost of each resulting 
multicast tree is normalized by the cost of the KMB algorithm for the same 
experiment instance. Note that there is no delay constraint in KMB algorithm 
and it is assumed to know all destinations in advance, i.e. solving the 
problem as static group membership. The resulting normalized cost P is 
averaged over the number of experiments M, i . e . , 々 = 丄 ？ 丨 广 】 通 I The 
M台 | r [ ' .】漏 I ' 
total number of experiments for each point is 2500 with 50 different graph 
types randomly generated and 50 combinations of source and destination 
groups randomly chosen for each graph type. These 50 groups contain five 
kinds of group size: 10%, 20%, 40%, 60%, and 80% of network size, with 10 
experiments for each group size. 
SSRA-1 corresponds to the normalized cost of SSRA with delay ratio 
equal to zero, i.e., delay bound equal to the maximum of minimum delay 
path from source to each destination. SSRA-2 corresponds to the cost ratio of 
SSRA with delay ration equal to one, i.e., delay bound is the maximum delay 
of the unconstrained multicast tree calculated by KMB algorithm. BSMA-1 
corresponds to the cost ratio of BSMA with delay ratio equal to zero. 
BSMA-2 corresponds to the cost ratio of BSMA with delay ratio equal to one. 
CRCDM-1, CRCDM-2, LRA-1 and LRA-2 are of the same meanings. 
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Figure 5.7 compare with other dynamic multicast routing algorithms on total 
cost 
Figure 5.8 shows the compare with two other dynamic multicast routing 
algorithms on ATC in terms of different k values. LRA is non-rearrangeable, 
while, CRCDM is rearrangeable. When k is equal to one, our algorithm is 
better then LRA, and when k rises from one to four, our algorithm has lower 
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Figure 5.8 compare with LRA and CRCDM on ATC 
5.5 Implementation Issue 
In addition to constructing trees considered in the multicast routing 
algorithm, we must consider several other issues to devise an operational, 
scalable multicast routing protocol. 
Collection and update of state information: To provide input to the 
multicast routing algorithm, each node in the network has to keep either 
global or local network state (e.g. link cost and link delay). The network state 
is collected by using either distance vector protocols (e.g. RIP) or link state 
protocols (e.g. OSPF). 
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Computing of trees: In addition to control message overhead incurred in 
tree maintenance, the operational cost of routing protocols also includes the 
computation overhead incurred to compute the multicast tree. Depending on 
when the computing is performed, one may classify the tree computation 
mechanisms into two categories: on-demand routing and pre-computed 
routing. This algorithm is applied as on-demand routing. That is, a tree is 
computed whenever a multicast request arrives. In pre-computed routing, 
routes for connections are computed priori and cached. Compared to 
pre-computed routing, the overhead of on-demand routing is relatively 
higher, but the route computed can reflect the current network state. 
Some important alternative approaches include core-based trees, PIM, 
and DVMRP. These approaches are suitable for datagram environments such 
as the Internet in which the routes taken by multicast packets may vary and 
where minimization of algorithm overhead takes precedence over 
minimization of tree cost. However, Steiner tree heuristic approaches apply 
to virtual-circuit environments such as ATM networks, in which low 
multicast tree cost is of more interest. 
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Chapter 6 Conclusion 
In this thesis, we have done the followings: 
1) Define and describe delay constrained multicast routing problem. 
2) Survey Steiner tree heuristics and constrained multicast routing 
algorithms. 
3) Propose a new algorithm for both static and dynamic group 
membership. 
4) Theoretically analyze this algorithm, including completeness, 
week soundness, and time complexity 
5) Design and run experiments with various parameters for 
different performance metrics. Compare the results with other 
algorithms. 
Delay constrained multicast routing problem is often treated as 
constrained Steiner tree problem, which is usually solved by heuristics due to 
its NP-completeness. Various heuristic algorithms solving unconstrained 
multicast routing problem can achieve satisfied results, but perform much 
worse when adapted to solve constrained multicast routing problem, 
especially when group membership is dynamic. The addition of new nodes 
and removal of old nodes always decrease the performance of the multicast 
tree, while rearrangement of the multicast tree will increase the computation 
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complexity. The algorithm proposed in this thesis is based on an idea of local 
checking scheme. The rearrangement is only localized within a small scale, 
thus not affect most part of the existing tree, therefore the complexity is not 
increased too much compared with the non-rearrangeable algorithms, and is 
analyzed in chapter 4. It is also proved that the algorithm can always find a 
delay constrained multicasting tree, whenever such trees exist. The 
simulation result shows that our algorithms produce better performance in 
terms of total cost in various network conditions including the network size, 
group size, and network topology. In addition, the algorithm itself has a 
parameter to tradeoff between the total cost of tree and time complexity, by 
set its value to higher or lower. This algorithm is also compared with other 
existing algorithms by simulations; the results show that it can find a lower 
cost tree on average, and lower average tree change. 
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