ABSTRACT A great number of studies show that considering information from multiple views results in better performance than their single-view counterparts. However, many previous works aiming to improve classification performance fail to effectively tackle the inter-view correlation or the intra-class variability. Analysis dictionary learning (ADL) has theoretic significance and practical potential in classification tasks. Based on the ADL, this paper proposes a new method, namely, multi-view analysis dictionary learning (MvADL) for image classification. Specifically, multi-view analysis dictionaries are designed to reduce the intra-class variability in the transformed space in the multi-view scenario. Then, a marginalized classification term is incorporated to integrate the semantic information into the basic dictionary learning model. In the marginalized classification term, a marginalized target learning strategy is applied to improve the flexibility and discriminability of the whole model. Besides, an iteratively optimizing algorithm is designed to solve the proposed MvADL. Experiments on benchmark data sets demonstrate the superiority of our proposed method.
I. INTRODUCTION
Nowadays, multiple features containing respective information from different views but admitting the same subject are available in many applications [1] - [6] . Generally, features in different views have distinct characters. Usually, their descriptor extractors only pay attention to specific aspects of image properties, such as texture, shape, color, etc. Overall considering heterogeneous features and combining multiple cues can help to obtain more discriminative information [7] . Consequently, many multi-view image processing techniques which combine different descriptions of multiple perspectives for better performance are promoted [8] , [9] .
Although some multi-view works have seen favourable classification performance, problems still exists because of the nature of the multi-view data. Three challenging problems on multi-view learning are summed up here. Firstly, features from different views always lie in their respective spaces, causing semantic gaps and operation incompatibilities. Dimensionality divergence in features from different views often leads to a barrier which is necessary to overcome when fusing the information into a unified model. Secondly, one sample often owns two attributes (i.e., view attribute and class attribute). This brings a confusing situation about how to treat the view attribute when distilling the class information, making multi-view scenario more complicated than single-view scenario. Thirdly, the variability of visual appearance within class is another obstacle, which also exists in the single-view scenario, leading to difficulty in classifying boundary samples. In particular, samples from the same class are not always as similar as desired while boundary samples from different classes possibly have more mutual similarity. All the three aspects affect the performance of the multi-view related methods.
There are three commonly used strategies to exploit discriminative information by learning multi-view features in previous works. 1) Concatenating multi-view features into a long vector [10] , followed by operations which are similar to single-view methods. However, this approach entirely overlooks the relationship of different views and fails to think over the view attribute. And it achieves a little performance enhancement compared with its single view fraction. 2) Multiple Kernel Learning (MKL) framework assembles kernels of multiple views by different mechanisms. Algorithms such as [11] , [12] associate image features with kernel functions. Gehler and Nowozin [13] improve MKL method by boosting design. However, these MKL methods hold part of the view attribute and ignore the correlation among views. 3) Another popular research line is learning a common space shared by all views and obtain latent features in the common space. Multi-view CCA [14] and Multi-Connected [15] exploit correlation among views in the latent subspace. But sharing the same latent feature for all views will fail to preserve the specific information of each view. Xue et al. [16] manage to study both the correlation of all views and unique information of each view in the subspace. However, same as all the mentioned methods, the robustness to intra-class variability is not considered in it.
Dictionary Learning (DL) has shown excellent performance in classification tasks [17] - [19] . As one of the DL frameworks, Analysis Dictionary Learning (ADL) [20] , [21] is an up-rising research direction with theoretic significance and practical potential [22] , [23] . ADL has a more reasonable explanation different from the linear transformation. Specifically, each analysis atom, i.e., each row of the dictionary, has certain latent properties, such as category preferences. A process of atom selection is carried out when a feature comes. The corresponding atoms which share the consensus class information with the feature will be chosen to represent the feature. The coding coefficients are achieved through this sparse selection process. This process can largely relieve the intra-class variability. Therefore, it is reasonable to say that ADL has potential to solve the fore-mentioned problems. As far as we know, few works in ADL framework tackle the classification tasks in the multi-view scenario. In this paper, we propose a novel method called Multi-view Analysis Dictionary Learning (MvADL) to exploit the interview correlation and reduce the intra-class variability for image classification. Specifically, analysis dictionaries are used to capture individual information of views and lessen the variability in the transformed space, with a log-det constraint applied for well regularized dictionaries. Meanwhile, a marginalized classification term is applied for strengthening category clues. This term promotes the cohesiveness of samples from the same class by pushing their coding coefficients to a consensus in the label space. In addition, a marginalized target learning strategy in the classification term is utilized to improve flexibility and robustness of the learnt model. Experiments on two benchmark datasets demonstrate the superiority of our method in image classification tasks.
The major contributions of this work are summarized as follows.
1) A novel MvADL method is proposed to improve the performance of multi-view classification, which explores ADL framework for richer structural clues.
2) To improve the flexibility and discriminability of the learnt model, a marginalized strategy to update classification target is applied for solving the intra-class variability.
3) An iterative minimization algorithm is designed to solve the non-convex optimization problem. Experiments are conducted to validate the effectiveness of the proposed method in image classification.
II. PRELIMINARIES
Notations for this paper are summarized here. Matrices are denoted by bold uppercase letters. For a matrix A ∈ R r×n , the i th column is written as a i . The j th element of a i is written as a ij . A T denotes the transposed matrix of A. 1 is a column vector with all elements being one and I is an identify matrix with appropriate size. A F indicates the Frobenius norm of A and the l 0 norm of vector a is denoted by a 0 . Kronecker product is denoted by ⊗. In addition, tr(·), log(·), and det(·) are the trace, logarithm, and determinant operator, respectively.
Single-View ADL: DL has been widely used in various tasks such as compressed sensing, reconstruction, and target recognition [24] - [26] . As one research line, ADL aims to obtain an analysis dictionary ∈ R d×r to implement the approximately sparse representation in the transformed space [27] . Let X = [x 1 , x 2 , . . . , x n ] ∈ R r×n be the original data matrix and x i represents the i th sample with r dimensions. n is the number of samples. Let Z = [z 1 , z 2 , . . . , z n ] ∈ R d×n be the coding coefficients of X and d be the dimension of coefficients. The analysis dictionary is defined as
where D denotes a set of constraints on . Sparsity [28] is constrained by parameter T 0 . Sparse representation theory supposes the desired coefficients stand in a sparse coding space, which achieves the effect of redundancy reduction. We express this sparsity prior as l 0 norm on coefficients of each sample. Formula (1) is the basic framework of ADL which refines the underlying structure information of features in the transformed space.
III. MULTI-VIEW ANALYSIS DICTIONARY LEARNING
It is well established in multi-view scenario that learning relationships among views is beneficial for classification capability. In view of this, the inter-view correlation and the intra-class variability should be appropriately treated. In order to concretely realize this intension, we take the forementioned three problems into consideration.
In this section, we present the proposed MvADL method. Overall, a joint dictionary and classifier learning process is carried out. We then introduce a log-det constraint to obtain well regularized analysis dictionaries. Moreover, a marginalized strategy to update the classification target is also presented which is intended to enhance the discriminability and flexibility of our model. VOLUME 6, 2018 A. MULTI-VIEW ADL To eliminate the semantic gaps existing among multiple views, we assume that there is a transformed space containing discriminative information and lying in the same dimension for all views. Previous works [14] - [16] prove that exploiting such an assumption obtains improved performance from discovering latent variables in the transformation space. Denote V as the number of views and v (v = 1, . . . , V ) represents the v th view. For the multi-view classification scenario, ADL can be formulated as the following:
Here
are the raw feature matrix, coding coefficient matrix, and analysis dictionary of the v th view, respectively. r v and d v are feature and coefficient dimensions, respectively. The sparsity of each sample is constrained by an upper bound T 0 for the l 0 norm of the coefficients in each view. The constraint on the analysis dictionary v should be set to prevent trivial solutions and strengthen the discriminability. Here, we specify a constraint (referred as log-det hereafter) to promote the v with more discriminative properties.
To encourage the well conditioned structure of the dictionaries and the coefficients for classification, the log-det constraint is applied. This constraint is proved effective in [23] . But in our paper, the analysis dictionaries are not square matrices, so we add the negative log-det constraint on ( v ) T v according to [22] . The regularizer is set as Reg = ξ helps to avoid 'scale ambiguity' in the solution occurring when the samples admit a sparse representation in the transformed space. The two penalties together additionally help to keep the learned dictionary be in favorable structures [23] and able to convey effective information to the coefficients. Problem (2) aims at exploiting individual information of each view and reducing the intra-class variability in the transformed space. However, there is no category information added so that known information is not fully used [29] . Thus, there is no sufficient discrimination information in coding coefficients. From this point, it is more meaningful to incorporate a discriminative classification term to integrate the semantic knowledge into ADL.
B. CLASSIFICATION TERM WITH MARGINALIZED STRATEGY
Most linear regression methods utilize one-hot label matrix F ∈ R c×n as regression target, with c being the number of classes. Classification model referring to inter-view correlation can generally be presented by
where W ∈ R c×d is the classifier with d being the summation of {d v } V 1 . And σ is a parameter avoiding trivial solutions. Herein Z co is the concatenation of the coefficients {Z v } V v=1 . Although semantic clues are incorporated, the above formula learns the classifier with strict one-hot target matrix F, which narrows the flexibility of the classification model [30] . To get over this problem, our classification term uses a marginalized classification target matrix to better fit classification tasks. The marginalized strategy is given as:
. . , y n ] ∈ R c×n is the learned classification target. m is the index of the real class of sample x i . If the i th sample is from the m th class, the value of the m th entry of the target vector y i should be bigger than the max value of the other entries of y i by a fixed margin 1. Problem (4) learns both a shared classifier W and a flexible classification target matrix Y. The classifier converts the coefficients containing abundant cues into the label space, making the discrimination information further refined. The marginalized strategy promotes the separability between the true and false classes in the learned regression target to be a fixed distance, which provides certain degree of freedom and strengthens discriminative capability of the model.
C. MULTI-VIEW ANALYSIS DICTIONARY LEARNING
Problem (4) can be jointly learned with problem (2) to enhance the discriminability [18] of the analysis dictionaries by the propagation of the semantic information. Here the final MvADL formula is given as the following:
where (5) combines semantic information and the analysis dictionaries to promote small within-class divergence and large between-class scatters of samples representations.
The objective function minimizes the misclassification error. Meanwhile, the first term (dictionary term) explores the inter-view correlation, reduces redundancy information and weaken the intra-class variability. The second term (classification term) integrates more discriminative knowledge into the whole model and makes the method better adapt to the intra-class variability with the marginalized strategy. Hereafter, we will present an algorithm for solving the proposed model. Fig. 1 illustrates the framework of the proposed MvADL. Note that the same shape denotes the same class while different colors represent different views. Suppose 20176 VOLUME 6, 2018 FIGURE 1. Framework illustration of the proposed MvADL. Note that the same shape denotes the same class while different colors represents different views. Suppose sample 1, 2, and 3 are from class 1 (stars), sample 4, 5, and 6 are from class 2 (circles), and sample 7, 8, and 9 are from class 3. Each sample has features from three views (green, pink, and yellow). MvADL puts these features from distinct spaces into a latent transformed space by the analysis dictionaries. After that, a classifier pushes the samples from the same class closer with each other and distances the ones from different classes in the label space. sample 1, 2, and 3 are from class 1 (stars), sample 4, 5, and 6 are from class 2 (circles), and sample 7, 8, and 9 are from class 3. Each sample has features from three views (green, pink, and yellow). MvADL puts these features from distinct views and different spaces into a latent transformed space by the analysis dictionaries. By doing this, the class structure of the samples gets prominent. After that, a classifier pushes the samples from the same class closer with each other (i.e. reduce the intra-class variability) and distances the ones from different classes in the label space. Moreover, because of the setting of label matrix, same-class samples tend to locate on or near to one axis in the high dimension coordinate system. Therefore, when judging the class of one sample, we just seek the most adjacent axis to label-space representation of the sample.
IV. ALGORITHM
Problem (5) is non-convex. Simultaneously optimizing multiple variables cannot be solvable. But variables can be optimized one by one when others are fixed. An iterative optimization algorithm is developed to find the stable solutions of (5) by addressing four subproblems separately.
A. UPDATE ANALYSIS DICTIONARIES
Fixing {Z v } V v=1 , W, and Y, the update of v is given by
The log-det constraint on v stated in subsection III-A can be put into the objective function. Referring to paper [23] , we learn the closed-form update rule of the ADL framework after adding a log-det term. The problem about updating v is reformulated as the following:
where λ is the weight of the regularization term. The objective function is rewritten as
Denote 
Compute SVD of (
Update the analysis dictionaries v by (14);
5: end for
When we give the setting of
The above formula can be transformed into min
Setting the derivative of ϕ v i to 0, we can obtain the feasible solution
Therefore, the following closed solution of the problem (7) can be obtained as
The update process of v is summarized in Algorithm 1.
B. UPDATE CLASSIFIER
, and Y and concatenating
into a Z co , the problem w.r.t. W can be presented as
This is a simple differentiable problem which can be easily solved by setting the derivative of W to 0. In this way, we can achieve a solution for W as
, and W are fixed, optimizing the problem (5) is equal to solving the following problem
where H = WZ co . Problem (17) can be divided into n independent subproblems. Assume that x i is from the m th class, the i th subproblem is
An auxiliary variable e i ∈ R c is introduced to solve (17 if φ (e ij ) > 0, then ζ = ζ + e ij , iter = iter + 1 4: end for 5: Define ζ = ζ /(1 + iter); 6: Update y ij by (20) .
gained by y im = h im + ζ , where ζ is a learning parameter. y ij − h ij ≥ 1 is needed for false class ∀j = m.
Problem (18) is transformed to be min y ij
The solution of the quadratic programming problem is y ij = h ij + min(ζ − e ij , 0). Therefore, the optimal solution of problem (18) is concluded as
By substituting (20) into (18), we have
Setting φ (ζ ) = 0, we have ζ + j =m min(ζ − e ij , 0) = 0. Here we denote (·) as a indicator operator. (·) equals to 1 when the input is true and equals to 0 when the input is false. Then we have ζ + j =m (ζ − e ij ) (φ (e ij ) > 0) = 0. The optimal solution for ζ is
When the learning parameter ζ is acquired, we can use it to update Y column by column with (20) . The update process of y i is summarized in Algorithm 2.
Inspired by [31] and [32] , we use a hard-thresholding operator to solve the sparsity problem. Firstly, we solve
Similar to optimizing the classifier W, by setting the derivative w.r.t. Z co to 0, we get the solution of Z co as We extract {Z v } V v=1 from corresponding blocks in Z co . Then, a hard-thresholding operator is used to preserve the sparsity.
The whole updating process is summarized in Algorithm 3.
V. ALGORITHM ANALYSIS A. CONVERGENCE ANALYSIS
With the update procedures (14), (16), (20), and (25) Firstly, we consider the situation that omitts the sparsity constraint. According to the alternative search strategy [33] , by only updating one variable and fixing other variables, optimizing the bi-convex optimization problem can be converted to solving several convex optimization subproblems w.r.t the unfixed variables. A minimum point is reached after solving each subproblem and in every minimization step of the update procedure. The loss of the objective function is decreased.
Based on the convergence proof of transform learning with l 0 norm sparsity constraint in [23] , the thresholding operator will not influence the uniqueness of solution in each iteration and will not damage the overall downside trend of objective function. Therefore, the following inequality holds.
We can observe that the objective function value J (Z v , v , W, Y) monotonically decreases until Algorithm 3 converges. That is to say, by applying the proposed Algorithm 3, the value of objective function of problem (5) is decreasing or at least non-increasing until convergence. 
VI. EXPERIMENTS
In this section, we evaluate the classification performance of our proposed method on two public available datasets. We compare our method with baseline methods and some related state-of-art works. Meanwhile, several observations about the comparison are presented, followed by discussions about the parameter sensibility and analyses of the convergence behaviour of the proposed algorithm.
A. EXPERIMENT SETUP 1) DATASETS
NUS-WIDE-OBJECT 1 is an object image dataset which contains features in 6 views. 30,000 object images are categorized into 31 classes, such as planes, horses, toys, etc. Each class has 108 to 3,829 images. Following the setting of [16] Handwritten Digit 2 is a dataset consisting of handwritten numerals ('0'-'9'). It has a total of 2,000 images, which are digitized in binary images. There are 200 images in each class. Here, we randomly choose 100 images from each numeral for training. The rest images are used for testing. Table 1 . 
2) PARAMETERS
There are 4 regularization parameters α, λ, ξ , and σ that need to be tuned. λ and ξ are in the dictionary learning period. σ is the parameter to avoid overfitting of the classifier. α is the tradeoff between the dictionary term and the marginalized classification term. We apply 5-fold cross validation to find the optimal value of each parameter from the range of [10 −5 , 10 −4 , . . . , 10 4 , 10 5 ].
B. RESULTS AND ANALYSES
Comparative Methods: For fair comparison, we refer to the setting of [16] for all of our comparison methods with the optimal parameter settings. The comparative methods are: 1) SVM based baseline: We employ SVM with Gaussian kernel on single-view and the concatenation of all views. LIBSVM 3 software is used in the experiments.
2) ADL based baseline: To certify the effectiveness of the proposed MvADL method, experiments of ADL+SVM [22] on single view and the concatenation of all views are conducted.
3) MKL methods: Several well known methods are compared in this paper, including: a. SVM l ∞ MKL [12] , b. SVM l 1 MKL [12] , c. SVM l 2 MKL [11] , d. LSSVM l ∞ MKL [34] , e. LSSVM l 1 MKL [35] , and f. LSSVM l 2 MKL [36] .
4) LPboost-β and LPboost-B [13] : They are two state-ofthe-art approaches which are boosting-enhanced MKL. 4 5) Subspace algorithms: Multi-view CCA [14] , MultiConnected [15] , and MVCS [16] are methods which demonstrate leading-edge classification performances.
6) MvADL * : To show the impact of the margined target, MvADL * (marked with * ) abrogates the constraint y im − max j =m y ij ≥ 1 on the labels and takes one-hot matrix as the classification target.
The classification accuracies of different methods on all datasets are summarized in Table 2 . We report the best results after the cross validation. The performance is evaluated by mean Average Precision and corresponding standard deviation (mAP±std). The bold numbers suggest the best classification accuracies. It is clear to see that our method can consistently achieve the best classification accuracies on varying datasets in comparison with all the compared algorithms. That certifies the effectiveness of our proposed method. Based on the experimental results on the two datasets, some observations are achieved as follows.
1) We can observe that there is accuracy improvement for using ADL+SVM than just SVM on single-view features in most views in dataset NUS-WIDE-OBJECT, which approves the effect of the ADL to a certain extent. Compared with results from single-view features operated by SVM and ADL+SVM, multi-view methods establish obviously higher classification accuracies. The experimental results verify the effectiveness of integration of views.
2) MvADL outperforms the compared MKL methods and boosting enhanced MKL methods. That is because these MKL methods simply hold the property of each view individually while neglecting the correlation among different views. By contrast, MvADL takes correlation of multiple views into consideration so that complementary clews of distinct descriptors are utilized. Therefore, the learned analysis dictionaries and the classifier are more discriminative.
3) MvADL obtains the highest classification results in methods taking correlation into account. Although Multiview CCA, Multi-Connected, and MVCS search relevancy of views at different depths, they either choose to weaken the individual view information or overlook the intra-class variability of the data. In contrast, our framework not only FIGURE 2. Convergence curves on two datasets. It shows that the value of the objective function in problem (5) converges rapidly as the iteration number increases, which confirms the efficient convergence of the algorithm. FIGURE 3. Accuracies versus parameters α, σ and parameters λ, ξ on two datasets. It shows that the classification accuracies of MvADL are not very sensitive to the parameters with relatively wide ranges. But it is still obvious that some parameter combinations achieve better results than other combinations.
considers the inter-view correlation information, but also utilizes ADL to obtain intra-class variability reduction.
4) Compared with MvADL * taking strict one-hot matrix, MvADL with marginalized classification target obviously achieves better classification results. It indicates that the flexible classification target favorably improves the discriminability of the whole model, resulting in better performance.
C. CONVERGENCE ANALYSIS AND PARAMETER SENSITIVITY
To confirm the efficient convergence of the algorithm, we provide convergence curves of MvADL from the perspective of the value of overall objective function on the two datasets. Fig. 2 shows that the value of the objective function in problem (5) converges rapidly as the iteration number increases.
We empirically analyze the parameter sensitivity by evaluating two parameters while fixing the other two. Fig. 3 shows that the classification accuracies of MvADL are not very sensitive to the parameters with relatively wide ranges.
But it is still obvious that some parameter combinations achieve better results than other combinations. Especially for parameter α and σ , the change of parameter value affects the classification results more apparently than the change of the parameter λ and ξ . That is mainly because that α and σ control the weight of the classifier learning and the generalization ability of the classifier, respectively. And the classifier influences the results directly. Parameter λ and ξ are for the regularization of the analysis dictionary learning. It can be seen that some values for the two parameter obtain higher accuracies for classification.
VII. CONCLUSION
In this paper, we propose an MvADL method, which employs analysis dictionaries to reduce the intra-class variability in multi-view scenario, bringing about rich discriminative information for classification. A log-det constraint is applied for well regularization by controlling the scale of the the analysis dictionaries and avoiding degenerate solutions. By learning the marginalized classification target, MvADL enhances the flexibility and discriminability of the model when exploiting the inter-view correlation existing in the data. What's more, we design an iterative algorithm with guaranteed convergence property to solve the optimization problem. Experimental results on benchmark datasets validate the effectiveness of our proposed method in image classification. 
