There are two classical ways of constructing integrable systems by means of bi-Hamiltonian structures. The first one supposes nondegeneracy of one of the Poisson structures generating the pencil and uses the so-called recursion operator. This situation corresponds to the absence of Kronecker blocks in the so-called Jordan-Kronecker decomposition. The second one, which corresponds to the absence of Jordan blocks in this decomposition, uses the Casimir functions of different members of the pencil. In this paper, we consider the general case of a bi-Hamiltonian structure with both Kronecker and Jordan blocks and give a criterion for the completeness of the corresponding family of functions. This result is related to a natural action of some Lie algebra which gives a symmetry of the whole pencil. The criterion is applied to bi-Hamiltonian structures related to Lie pencils, although we also discuss other possible applications.
Introduction
We start with a short 'physical' motivation. Consider the n-dimensional free rigid body system on g = so(n, R). Here we describe this as a Hamiltonian system. The Poisson bracket is the canonical Lie-Poisson one. The Hamiltonian function after identifying g * with g by means of the 'trace form' becomes
Here L is an operator on g defined by L : M → DM + MD, D being the 'inertia' matrix of the rigid body, a diagonal matrix. We assume that D has a positive simple spectrum (cf Morosi and Pizzocchero (1996) ).
There are several approaches to studying the complete integrability of this system. 'The argument translation method', which goes back to Manakov (1976) and was fully developed by Mishchenko and Fomenko (1978) , uses integrals of the form Tr((M + λD 2 ) k ). Note that these integrals are related to the Poisson pencil defined on sl(n, R) ⊃ so(n, R) that is generated by two Poisson structures: the Lie-Poisson structure ϑ sl(n,R) and the constant one obtained by 'freezing' ϑ sl(n,R) at the point D 2 ∈ sl(n, R). Another approach, proposed by Bolsinov (1992) (see also Morosi and Pizzocchero (1996) ), exploits the another Poisson pencil. It is defined on so(n, R) itself and is generated by two Lie-Poisson structures: one related to the standard commutator [ , ] on g and another to the modified commutator [ , ] 
The corresponding integrals are of the form Tr(((I + λD 2 ) −1/2 M(I + λD 2 ) −1/2 ) k ) (cf subsection 4.3). Although looking differently from that defined above these integrals in fact define the same invariant tori (for gl(n, R) the similar fact is proved in Panasyuk (2006, proposition 5.3) . Now assume that the matrix D has multiplicities in its spectrum. In general neither of the above series of integrals is sufficient for the Liouville integrability of the system in this case. However, the nonsimplicity of the spectrum of D is equivalent to the existence of inner symmetries of the body. In order to prove the complete integrability of the system one can add to the above-mentioned integrals the Noether integrals induced by these symmetries. One can prove the completeness of the new set of integrals consisting of the 'usual ones' (i.e., the Manakov or Bolsinov ones) and a maximal commutative subset of the set of the Noether integrals (Trofimov and Fomenko 1995, section 44) .
The aim of this paper is to develop a similar method of combining 'usual integrals' with 'Noetherian integrals' in the more general setting of bi-Hamiltonian structures with 'inner symmetries' (this method is then applied to particular bi-Hamiltonian structures among which there are the above examples).
More precisely, we consider a class of Poisson pencils Θ := {ϑ t } t∈C 2 , i.e. two-dimensional linear subspaces in the set of Poisson bivectors on a given manifold M (assume for simplicity that we work in the complex analytic category), with the following additional condition: the set E Θ (x) := {t ∈ C 2 | rank ϑ t x < max t rank ϑ t x } does not depend on x ∈ M. The Poisson pencils with this condition are called admissible (see definition 2.2.5 for more details) and the set E Θ := E Θ (x) is called exceptional and it turns out that it is at most a finite sum of onedimensional subspaces Span{t 1 } ∪ · · · ∪ Span{t n } ⊂ C 2 (see subsection 2.2). The inner symmetries mentioned are provided by the Hamiltonian vector fields ϑ t 0 (f ), where and ask whether the commutative family Z Θ + A is complete. Note that in general the problem of choosing an (large enough) Abelian subalgebra A in an infinite-dimensional Lie algebra Z Θ E can be very complicated. In our approach we propose both a method of choosing an Abelian subalgebra A and a criterion of completeness of the family of functions Z Θ + A.
where z j is the center of g t j . Our second main result (theorem 4.1.3) gives necessary and sufficient conditions for the completeness of the family of functions Z Θ enlarged by a maximal involutive set of functions from E(z * ). Note that some sufficient conditions for the completeness of such a family were given by Bolsinov (Trofimov and Fomenko 1995, proposition 7, section 44) . They look as follows:
where z j is regarded as a subalgebra in g t 0 . The author's interest to the subject was encouraged by finding an example of a Lie pencil for which these conditions are not satisfied but the corresponding family of functions is complete. This example (see subsection 4.3), as well as some other ones, is presented in section 4. Our necessary and sufficient conditions are more general than the conditions of Bolsinov and the latter ones follow from the former ones (see theorems 2.2.11 and 4.1.4).
The paper is organized as follows. In subsection 2.1 we recall some notions related to Poisson structures and integrable systems on Poisson manifolds. Subsection 2.2 is devoted to introduction to the geometry of bi-Hamiltonian structures and the formulation of main results. In subsection 2.3 we give an interpretation of the main results in terms of symmetries of the underlying bi-Hamiltonian structure.
Section 3 is devoted to the proof of the main results. It is divided into three subsections in which we present different aspects of the linear algebra of a pencil of bivectors on a vector space. In subsection 3.2 we formulate the linear algebraic counterpart of the main result and in subsection 3.3 we prove it with the help of the 'main tool', the so-called Jordan-Kronecker decomposition.
In section 4 we reformulate our main theorem in the context of Lie pencils and present some examples of its applications.
We conclude section 1 by mentioning that another field of applications of the main result is the above-mentioned argument translation method. In this method the following bi-Hamiltonian structure is considered. If g is a Lie algebra and a ∈ g * is a fixed element, we put ϑ 1 for the canonical Lie-Poisson structure ϑ g on g * and ϑ 2 := ϑ g (a). Consider a Poisson pencil Θ generated by ϑ 1 , ϑ 2 . If a is a singular element, i.e. belonging to a coadjoint orbit of nonmaximal dimension, the above-mentioned involutive set of functions Z Θ can be incomplete (as in the example of a free rigid body). However, we can enlarge this family by the family Z t 1 of the Casimir functions of bivector ϑ 2 (which is the only 'exceptional' bivector in the pencil) some of which do not belong to Z Θ . Note that here we have a natural finite-dimensional Lie subalgebra z in Z t 1 , the stabilizer of a, and we can apply our main result for studying the completeness of the family Z Θ + A(z). Also, the main result can be applied to the so-called method of symmetric pairs (combining the method of Lie pencils and the argument translation) Bolsinov (1992) and to other biHamiltonian structures of algebraic nature.
Bi-Hamiltonian structures with symmetries

Preliminaries on Poisson structures
In this subsection we give some definitions from the theory of Poisson structures. We refer the reader to the book da Silva and Weinstein (1999) for more details.
For simplicity in this paper we will work in the real analytic or complex analytic category. In the last case we will consider manifolds with sufficiently many holomorphic functions (for instance Stein manifolds). The ground field will be denoted by K.
So M denotes a connected analytic manifold, E(M) stands for the space of analytic functions on M. 
If I is complete as an involutive set of functions over U, then I | V ⊃ Z ϑ (V ) and the last set is complete as a set of Casimir functions. Any such set I is a set of functions constant on a foliation of V \(V ∩ Sing ϑ ) of dimension (1/2)rank ϑ which is Lagrangian in any regular symplectic leaf. Completeness of an involutive set I can also be interpreted in the following way: for any
x M is maximal isotropic with respect to the 2-form ϑ x (see definition 3.1.2).
Remark 2.1.4. A subset Z ⊂ E(M) will be called functionally closed if any finite functional combination of functions from Z belongs to Z. In particular, a set of functions constant along some generalized foliation (for instance, foliation of symplectic leaves of some Poisson structure) in M is functionally closed. Now assume we have a Poisson structure (M, ϑ) and two Lie subalgebras z ⊂ Z of the Lie algebra (E(M), {, } ϑ ) such that z is finite dimensional and Z is functionally closed. Then the set of functions E(z * ) endowed with the Lie-Poisson bracket can be regarded as a Lie subalgebra in Z. Indeed, elements of z can be interpreted as linear functions on z * . Functions from E(z * ) are functional combinations of these linear functions, thus by functional closedness of Z lie in Z. Finally, the fact that E(z * ) is a Lie subalgebra follows from the basic properties of the Poisson bracket. Given a bi-Hamiltonian structure {ϑ t } on M, we will write
Preliminaries on bi-Hamiltonian structures and formulation of main results
Given a Poisson bivector field (bivector for short)
(in the real category we regard
) as a section of the complexification of the tangent bundle on M). The set E Θ (x) is called exceptional for Θ at x.
Remark 2.2.3. The set E Θ (x) is either {0} or the union of a finite number of lines in C 2 .
Definition 2.2.4. Let Θ = {ϑ t } be a bi-Hamiltonian structure on M. It is called Kronecker at a point
x ∈ M if rank ϑ t x is constant with respect to t ∈ C 2 \{0}, i.e. E Θ (x) = {0} (cf definition 3.2
.1). We say that Θ is micro-Kronecker if it is Kronecker at any point of some open dense set in M.
Definition 2.2.5. Assume that, given a bi-Hamiltonian structure Θ, there exists an open dense set
We will call such a bi-Hamiltonian structure admissible.
Remark 2.2.6. Note that micro-Kronecker bi-Hamiltonian structures are admissible. From now on we will consider only bi-Hamiltonian structures Θ = {ϑ t } that are admissible and are not micro-Kronecker. We will assume that E Θ = Span{t 1 } ∪ · · · ∪ Span{t n }, where t i ∈ C 2 are pairwise nonproportional. We will say that the values of t ∈ E Θ are exceptional and the other ones are generic. The same terms will be used for the corresponding bivectors ϑ t , Poisson brackets {, } t , etc. (2) The subalgebra
Remark 2.2.8. The proof of 1 could be found in Trofimov and Fomenko (1995, proposition 4, section 44) , and 2 and 3 follow from lemma 3.2.3. Now assume we work in the complex category.
Corollary 2.2.9.
(1) The set of functions
is an Abelian subalgebra in
. Then the set
is an Abelian subalgebra in E t 0 (U ).
Let t 0 ∈ C 2 \E Θ and let U ⊂ M be a sufficiently small open set. Since Θ is non-microKronecker (see remark 2.2.6), by the criterion of Bolsinov (1992) (see also theorem 3.2.5) the set Z Θ (U ), which is an Abelian subalgebra in E t 0 (U ), is not complete as an involutive set of functions (see definition 2.1.3). Our main result (theorem 2.2.10) gives a criterion of completeness for the more general Abelian subalgebra I 1 +· · ·+I n +Z Θ (U ), thus generalizing the criterion of Bolsinov.
In order to formulate our main result we need the following notions. Let
. Given a point x ∈ U , introduce for any i ∈ {1, . . . , n} the subspaces
and the skew-symmetric forms 
Proof. By theorem 3.2.6 condition (2.4) is equivalent to the maximality with respect to ϑ t 0
x of the isotropic space generated by the differentials at x of the functions from I. This maximality, being an open condition, in turn is equivalent to the completeness of the involutive set I in some neighborhood V of x, which is dense in U (since we are in analytic category).
In the next theorem we formulate two sufficient conditions for the completeness of the above-mentioned involutive set of functions, which are less general but can be more easily checkable. 
Proof. Proof of this theorem follows from theorem 3.2.7.
Remark 2.2.12. In the real category theorems 2.2.10, 2.2.11 remain true if t 0 , t 1 , . . . , t n ∈ R 2 (and the set Z Θ is substituted by Z
Interpretation of the main result from the point of view of symmetries
The following theorem will provide us with a specific interpretation of the families of functions I i which appeared in the main theorem. The reader is referred to books Ortega and Ratiu (2004) (1) The Lie algebra action ρ 0,i : 
Remark 2.3.2. It follows from the proposition above that the action ρ 0,i preserves the biHamiltonian structure Θ. So does the restriction ρ z i of this action to a finite-dimensional subalgebra z i ⊂ Z t i (M). However in general the action ρ z i can be non-Hamiltonian with respect to ϑ t i , for instance it can have orbits which are transversal to the symplectic leaves of ϑ t i . Moreover, if we restrict the action ρ z i to a stabilizer of a particular symplectic leaf of ϑ t i , this restriction can be only weakly Hamiltonian (i.e., the corresponding momentum map can be non-Poisson). The forms γ z i ,x from the main theorem are related to the so-called nonequivariance cocycles Ortega and Ratiu (2004) 
Auxiliary linear algebra
Linear algebra of skew-symmetric bilinear forms: some definitions and facts
Definition 3.1.1. Let V be a vector space over C. A 2-form on V is a skew-symmetric bilinear map
ω : V × V → C. Given a subspace W ⊂ V , we put W ⊥ω := {v ∈ V | ∀w ∈ W : ω(v, w) = 0}W = corank ω + (1/2)rank ω = (1/2)(corank ω + dim V ).
Lemma 3.1.4. Given a symplectic vector space (V , ω) and a subspace W ⊂ V , let I ⊂ W be a subspace which is maximal isotropic with respect to ω| W . Then I is maximal isotropic with respect to ω itself if and only if W is co-isotropic.
Lemma 3.1.5. 
Moreover, a subspace W ⊂ V is co-isotropic if and only if
dim W + corank ω| W = dim V .
Linear algebra of pencils of bivectors: formulation of main results
We assume further on that the ground field is C. A bivector b on a vector space V is an element of 2 V . We will view a bivector b sometimes as a skew-symmetric map V * → V (then its value at x ∈ V * will be denoted by b(x)) and sometimes as a skew-symmetric bilinear form on V * (then its value at x, y ∈ V * will be denoted by b(x, y)). 
Proof.
(1) Obviously there exist c , c
Then there exists a sequence (t n ) n∈N , t n ∈ C 2 \E B , such that t n is linearly independent with t and lim n→∞ t n = t , and a sequence (z n ) n∈N , z n ∈ Z t n , such that and lim n→∞ z n = z . We have b t (z , z n ) = 0 by item 1 and b t (z , z ) = 0 by continuity.
From now on let us assume that E B = Span{t 1 } ∪ · · · ∪ Span{t n }, where t i are pairwise nonproportional and that t 0 ∈ C 2 is a fixed generic element. Let a pencil B of bivectors on V be given and let a subspace z i ⊂ Z t i be chosen for any i ∈ {1, . . . , n}. Introduce the subspaces . . . , n, (3.1) and the skew-symmetric forms
where w j ∈ V * are any elements such that (1) The isotropic subspace
The proof of this theorem as well as of the next one is postponed to subsection 3.3.
Theorem 3.2.7. In the hypotheses of theorem 3.2.6, the isotropic subspace Iis maximal isotropic with respect to b t 0 if one of the following conditions holds:
(1) corank
Linear algebra of pencils of bivectors: the Jordan-Kronecker decomposition and the proof of the main results
In this section we will exploit the following notation: given a l × m-matrix M, we will write M for the skew-symmetric
. The following basic theorem Zakharevich 1989, Gelfand and Zakharevich 1993) describes the algebraic structure of a pair of bivectors on a vector space. We will refer to the decomposition appeared in this theorem as to the Jordan-Kronecker (JK for short) decomposition. Now we will use this theorem for studying the pencil of bivectors generated by
Theorem 3.3.1. Given a finite-dimensional vector space V over C and a pair of bivectors
, be a pencil of bivectors on V and let E B = Span{t 1 } ∪ · · · ∪ Span{t n }, where t i = 0 are pairwise nonproportional.
It follows from theorem 3.3.1 that there is a direct biorthogonal (i.e., orthogonal with respect to both b
(1) and b (2) ) decomposition
where J m stands for the sum of the Jordan blocks of dimension m and K stands for the sum of the Kronecker blocks involved in the JK decomposition of the pair b (1) , b (2) (we will also denote by J >m the sum of Jordan blocks of dimension greater than m in this decomposition). Note that either of the components of this decomposition can be trivial (zero dimensional).
Introduce the following notations:
(1)
Lemma 3.3.2. Let t 0 ∈ C 2 be a fixed generic element and let i ∈ {1, . . . , n} be fixed. Then
(1) There is a direct decomposition 
is the number of Jordan blocks j 2 (λ i ) with the eigenvalue 
k is the number of Kronecker blocks in the JK decomposition. (3) There is a direct decomposition
Proof. This lemma is proven by direct inspection. 
This inclusion and decomposition (3.3) imply condition 1. Now we notice that decomposition (3.3) is orthogonal with respect to b t 0 . By lemma 3.1.5 the fact that I is maximal isotropic with respect to b t 0 implies: (a) I 2 is maximal isotropic with respect to
is maximal isotropic with respect to b t 0 | K . Condition (a) coincides with condition 3 and condition (c) is satisfied tautologically (this can be seen from the JK decomposition but this also follows from theorem 3.2.5). Now we will show that condition (b) implies condition 2. Indeed, assume the subspace Z >2 is maximal isotropic with respect to b t 0 | J >2 . Then in view of lemma 3.1.5 the intersection of Z with any Jordan block j, dim j > 2, is maximal isotropic with respect to b t 0 | j . By lemma 3.3.2 this last form is symplectic and Z ∩ j is two dimensional. Thus dim j = 4.
Conversely, assume conditions 1, 2, 3 hold. Inverting the considerations above, we can show that conditions (a), (b), (c) are satisfied and apply lemma 3.1.5 to deduce that I is maximal isotropic with respect to b t 0 . 
Proof.
(1) Inequality (1a) is a consequence of lemma 3.3.2. Indeed, it follows from 3.3.2(4) that corank b t 0 equals the number of Kronecker blocks in the JK decomposition. On the other hand, by 3.3.2(2) this number is equal to dimension of . . . , n}. Hence, in view of 3.3.2(3, 5) 
Inequality (1b) is obvious due to the equality γ z i = Γ i | z 0,i . Now we will prove inequality (1c 
The left-hand side of this inequality equals dim first that conditions (2a), (2b), (2c) hold. Adding the corresponding equalities we get the equality from condition 2 of theorem 3.2.6.
Conversely, assume condition 2 of theorem 3.2.6 holds. It follows from inequalities
By condition 2 of theorem 3.2.6 P + Q + R = 0. Hence P = 0, Q = 0, R = 0. Finally, we will use condition (3) to show that condition (2c) is satisfied. Moreover, we will show that they are equivalent (provided that conditions (1) and (2) are satisfied). , we can proceed as in this proof to conclude that condition (3.5) is equivalent to condition (2c).
(2 ⇒ 1) Let condition 2 of theorem 3.2.6 hold. Then conditions (2a), (2b), (2c) are satisfied by lemma 3.3.4.
We have seen in the first part of the proof that condition (2a) is equivalent to the equality J >2 = J 4 . Now we will show that the assumption that i i is maximal isotropic with respect to b t 0 | z i for any i together with condition (2b) imply the direct decompositions z = z 2 ⊕ Z 4 ⊕ Z B and I = I 2 ⊕ Z 4 ⊕ Z B .
Since The structure of the Lie algebra g P was studied by Bolsinov (Trofimov and Fomenko 1995, section 44) . In particular, (1) its center is isomorphic to the subalgebra so(k, C) and is of dimension k(k − 1)/2; (2) its index is equal to ind so(n, C) − ind so(k, C) + dim so(k, C). 
