Introduction. This paper gives explicit upper and lower bounds for the eigenvalues of both the free and fixed membrane problems in terms of the eigenvalues of analogous finite difference problems. For the fixed membrane we seek eigenvalues of the Laplace operator on a bounded region R of the Euclidean plane under the added condition that the solution must vanish on the boundary C In the case of the free membrane it is the normal derivative which vanishes on C. If C is sufficiently smooth the difference between the upper and lower bounds is of the order of the grid width h.
560
BERT HUBBARD a recent paper of H. Weinberger [69] . In order to apply any of the methods mentioned it is necessary to have already an exact lower bound for at least one of the higher eigenvalues of A. The finite difference methods presented here require no such additional knowledge.
The Poincare inequality can also be used to obtain upper bounds for the eigenvalues, ^(h) ^ fi 2 (h) <s • • •, of a suitably defined finite difference problem. If the vectors in this inequality are appropriately defined in terms of the first k eigenfunctions of the membrane problem it is possible to relate this upper bound for faQi) to X k . The resulting inequality is then solved to give a lower bound for X k in terms of fjt k (h). This technique has been applied by L. Collatz [8] , G. Forsythe [19, 20] , J. Hersch [24] , and H. Weinberger [67] . The present paper relies heavily on the results of the latter author.
In Chapter II a finite difference eigenvalue problem is posed for the fixed membrane. Both upper and lower bounds for X fc are obtained terms of fi k {h) and quantities involving the geometry of the boundary C. Most of the effort is expended in bounding a certain integral defined over a thin strip of R in the neighborhood of the boundary. Once this is accomplished the difference between the upper and lower bound is explicitly bounded by a term of the order of the mesh size, h. In the papers alluded to above, distinct finite difference problems were formulated to give upper and lower bounds. In most cases the difference between the upper and lower bounds was not explicitly bounded. It is known however, that the eigenvalues of such finite difference problems converge to the membrane eigenvalues as h -> 0. Clearly, by posing only one matrix eigenvalue problem we cut the actual computation involved in obtaining bounds in half.
In Chapter III bounds for the eigenvalues of the free membrane problem are obtained in a similar manner. Again the difference between the upper and lower bounds is bounded by a term of order h. Lower bounds for the free membrane eigenvalues by finite difference methods appear to have been left relatively unexplored. In this problem the eigenvalues do not have a monotone dependence on the region as is the case with fixed membrane eigenvalues. Hence it is difficult to obtain a lower bound for some higher eigenvalue; a requirement for most methods of finding lower bounds. Therefore, this result appears to mark a much greater advance than that obtained in the case of the fixed membrane.
The error bounds depend upon the choice of a vector field defined on R + C subject to weak conditions with one possible method of choosing such a field illustrated in Appendix A. In Appendix B certain parameters depending on the geometry of C are bounded. Finally, the bounds of this paper are computed in two cases for which the solution is known explicitly; (a) the unit square, and (b) the unit circle. They are then compared with the actual quantities being bounded.
I wish to express my gratitude to Professor H. F. Weinberger for his valuable assistance in directing my researches into this subject.
CHAPTER II THE FIXED MEMBRANE PROBLEM !• The problem and its finite difference analogue. Let R be a bounded, simply connected region in the x -y plane with boundary C. The boundary itself is assumed to be composed of piecewise smooth arcs with interior angles at corners of C which are less than 180°.
Denote the eigenvalues of the fixed membrane problem
Divide the x -y plane into squares of width h by the two families of lines x -mh and y = nh; m,n = 1,2,3, ••• . The dependent variables of the finite difference problem are defined at certain of the intersections of these lines, called "mesh points". Superposing a third family of lines of slope 1 through the mesh points divides the plane into isosceles right triangles so that each mesh point has six "associated" triangles of which it is a vertex. C hf is defined to be the set of those mesh points which have at least one associated triangle intersecting C. R h is the collection of mesh points of C h . The set R h -C h is composed of those points of R h which do not belong to C hf i.e., interior points whose triangles do not cut C, (see Fig. 1 ). In what follows the "mesh functions" are assumed to be defined only at points of R h .
The eigenvalues of 2.1 are to be approximated by the eigenvalues ••• of the finite difference problem
where F(m, n) is a mesh function evaluated at the point (mh,nh) of the plane. Here, A h is the centered second order difference operator The procedure for obtaining upper bounds for X k in terms of fi k is to define k admissible functions for the inequality obtained from 2.8 in terms of the first k eigenvectors of the discrete problem. Inequalities are further developed for the numerator and denominator of 2.8 in terms of like quantities of 2.6. The indicated maximization with respect to the real numbers a lf • • •, a k is then effected to achieve the bound. An upper bound for fi k (h) is found in a similar manner. This in turn can be solved by using the upper bound for X k to yield a lower bound for X k . [8] and R. Courant [13] , (see also G. Polya [47] 
J J S(m, n)
We see that (m, n) might have points of C h on as many as three sides with the result that W{m, nf could appear with a factor of three in the Dirichlet sum, D {^l (W) . If B h is defined to be the set of those points of R h -C h adjacent to points of C h (see Fig. 1 ), then
A computation using the representation 2.18 shows that
Using 2.19 and 2.21 we rewrite 2.20 as
which is the desired inequality for the numerator of the Rayleigh quotient. By definition 2.15 it is seen that for
so that the integrand is admissible in the variational problem for the second eigenvalue of the free membrane for the square S(m, n). Consequently
This can be written as
where S is a strip of depth a& inside R with outer boundary C which completely covers the sets S(m, n) n #, for (m, %)eC ft + 2?^.
The parameter a which appears in the strip width, ah, depends to some extent on the region R and the manner in which the mesh is placed on R. In Appendix B it is shown that under the hypotheses of the next section. Substituting 2.22 and 2.26 into 2.17 we have the desired inequality
Inequality 2.27 gives an explicit bound for X k in terms of faQi) if one has a bound for
The above lower bound without the strip integrals was obtained by Weinberger [67] for a finite difference problem on a set of mesh points which includes R h . The admissible functions in his problem vanish at points outside of this set. The bound for X fc -ft k , given by 2.27, is O(h) as we shall show in the next paragraph through an explicit bound of order h? for the strip integral 2.28.
4.
The strip integral* For simplicity of presentation we assume C to be a smooth arc whose curvature, K, is differentiate. Restrict h to be so small that the center of curvature corresponding to any point p on C does not lie in S near p; i.e., choose h so that ah < min^-K"" 1 . Let the parametric representation of C be
where x x = x, % % = y and s is the arc length along C. Inside the strip iS we make the transformation to geodesic normal coordinates (s, n) in the following manner:
Here (^, n 2 ) is taken to be the unit inward normal on C. The Jacobian of the transformation is and the components of the metric tensor are
The normal derivative of a function u on C has the property that
(2.32) -= «"u, t ( -»,) = -^ , and hence we shall interpret du/dn in both senses. In terms of the new coordinates we have 
42)
Estimates of the contour integral above can be made from an integral identity due to Payne and Weinberger [45] . This formula which was obtained for hyperbolic operators by L. Hormander [27] is a generalization of an integral identity of Rellich [52] , Using the summation convention the identity in two dimensions becomes
(S)' -©1 -
In this formula (t 19 At the beginning of this section we had restricted C to be a smooth arc for reasons of simplicity. However, discontinuities in the derivatives of the boundary C offer no essential difficulty in carrying through the previous development. As before we assume that the interior angles at corners are less than 180°. Difficulties arise at corners because of possible bad behavior of various derivatives of u. This could invalidate the inequalities 2.38, 2.39 and 2.41.
We construct the sequence of regions R 19 R 2 , • • • with the properties:
xe R=^>x6 R t for some i (3) the boundary C t of R t is continuously differentiate (4) at a corner of C the locus of centers of curvature of C« lying with the strip S t of depth ah has the property that the normal to C t intersects the bisector of the angle before reaching its center of curvature. (5 ) the curvature of each C t is positive in the vicinity of a corner.
The bounds of this section apply in the case of each R t using the various parameters h,a,{f l ,f 2 ), which previously have been selected for R. At corners of R the locus of centers of curvature of R t may enter the strip S. Condition (4) above, assures that we can change the upper limit of integration in 2. 35 The inequalities following 2.35 are also seen to be valid under this interpretation of K t ( + ), and with X k replaced by X k (Ri).
We assume the mesh to be placed on R so that no mesh points lie on C in the vicinity of a corner. Then for some N and all i > N, we have The approximating finite difference problem is chosen to be
where V(v)V(m, n) -0 is the condition that V(m,ri) be the average of the values of V at adjacent (vertical and horizontal) points of R h only. For example in Fig. 2 the point (m, n) belongs to C h so that
Now define C n to be the set of grid points which have an associated triangle intersecting the boundary C. R h is the set of mesh points interior to R augmented by points of C h . The set B h is defined to be those points in R h -C h which have an associated triangle with a vertex in C h . See Fig. 1 . The minimum-maximum principle 2.8 yields the eigenvalues of the freemembrane problem 3.1 where in this case the functions involved need not vanish on the boundary C to be admissible. In like manner the variational principle 2.6 gives the eigenvalues of our finite difference analogue 3.3 where any set of k linearly independent mesh functions is allowed. The procedure followed to obtain bounds for X f c in terms of ft k {h) is very similar to that of Chapter II for the fixed membrane problem.
To obtain an upper bound for X f c we define a set of functions v lf • • • , v k which are admissible in the variational problem 2.8 in terms of the mesh eigenf unctions V lf • • •, V k . Let v s (x, y) be the piecewise continuously differentiate function which is linear in each triangle and which coincides at the vertices with Vj(m 9 n). By considerations identical to those of Chapter II, § 2, we arrive at the upper bound (3.5) K Â lower bound for X k is achieved by finding an appropriate upper bound for pt k (h) in terms of X k . As before S(m, n) is defined to be the ' 'associated" square with (mh, nh) as center and sides of length h having the same orientation as the grid lines. We can achieve somewhat better bounds by altering the set C h slightly. Define C* to be those points of C h whose associated squares intersect the boundary. Let Bt be the set of interior mesh points of R whose squares share a common vertex with at least one of the squares of C*, e.g. see Fig. 2 . We define a linearly independent set of k mesh functions W lf • • • , W k in terms of the eigenfunctions u 19 • • • , u k as follows:
Note that V(v) W t -0 represents as many linear equations as unknowns.
We further define
By the same considerations used in proving 2.21 we see that
D(u) .
The above sum is taken over all differences of neighboring points of R h -C*. It follows immediately that The quantity /3(W) is minimized with respect to possible choices of W at points of C* by the manner in which the functions W lt • • • , W k were defined at these points. In fact if (m, n)e Ct as in Fig. 2 we see that
-which is the desired result. The bound for /3(W) depends to some extent on the geometry of C and consequently must be determined anew for ach region R. Assume that h is chosen small enough so that the points of C* constitute at most a double "fence" around B*. In such a case we can choose the values of W t on C* in terms of nearby points of Bt ,so that
For a further discussion of /3 see Appendix B.
Finally we can write 3.8 in the form {3.12)
where again S is a strip of suitable depth, ah, so that the squares associated with points of Bt lie in S. In Appendix B the parameter a is discussed and it is shown that, under the hypotheses of this section, we can take
a £
We observe, in addition, that 2.26 is valid for this same strip S so that we can write the lower bound in the form
where /3 is a numerical bound for j8(W), i.e., I3(W) S & -2. Bounds for the strip integrals* We are faced with the task of bounding each of two integrals in the free membrane problem over a .strip of depth ah adjacent to the boundary C. We desire the bounds themselves to be of order h. As in Chapter II, § 4, we assume C to be a smooth arc whose curvature K is differentiate. Restrict h to be so small that the center of curvature corresponding to any point p on C does not lie in S near p; i.e., choose h so that ah < min^if" 1 . The geodesic normal coordinates ($, n) are introduced as before so that equations 2.29 through 2.34 remain valid. We see from 2.30 that this guarantees the single-valuedness of our transformation. An additional identity involving the second order differential invariant will be useful in the estimates which follow, and is included at this time. 
The strip integral appearing in the numerator of 3.13 can be bounded using 2.33 and 3.14 as follows:
The integral over the strip S of the second order differential invariant can be bounded as follows:
Using this bound, the inequality 3.15 can be expressed in the form Given a piecewise continuously differentiable vector field (/\/ 2 ) defined in R and on C we can apply the integral identity 2.43 due to Payne and Weinberger to our function u defined by 3.7 to yield If we impose the further condition that /*P 4 > 0 on C, equation 3.18 yields the inequality (3.19) ( We now return to the estimation of the strip integral appearing in the denominator of 3.13. (1 -hA k ) where max #j
and X B is an upper bound for \ 8 . In particular we can use the upper bound 3.5 for X k . Solving 3.26 yields the lower bound
As is the case with the fixed membrane the presence of corners on C causes difficulties in applying the previous development directly. This is because the function u(x, y) may have singular behavior at the corner. Following the approach of Chapter II we define a sequence of regions E 1 £ R 2 £ • • • £ R with the properties of 2.55. The bounds given by 3.17 and 3.25 can be shown to hold for each R t where the parameters a, /3, h, (f\f 2 ), (g 1 , g 2 ) are those chosen for R. Of course the locus of centers of curvature for R t may now enter the strip S near a corner. Where this happens we obtain the bounds for the strip integrals at the corner by special considerations.
Condition (4) of 2.55 assures that we can change the upper limit of integration at the corners in the strip integrals appearing in 3.15 to 3.22 from ah to K^(s).
If We assume the mesh to be placed on R so that no mesh points lie on C in the vicinity of a corner. Then for some N and i > N we have (3.32) fi k (h) = frih, I® .
Then 3.26 becomes
By a result of D. M. Eidus [16, 17] One manner of choosing the vector field (/\/ 2 ) for regions star-shaped with respect to the origin which generalizes readily to more arbitrary domains is the following:
Introduce polar coordinates (r, 0) given by (4.1)
Let the boundary C be a smooth curve with the polar representation as will now be shown under the assumptions of Chapter II, § 4. We recall that the strip S is the region swept out by a segment of the inward normal length ah as that normal moves along the curve C. The parameter a must be chosen large enough so that S will cover the squares associated with the points of B h .
In Fig. 4 we have pictured a typical case. Here the points A, E, G, and H belong to C h and B belongs to the set B h . The point F belonging to the square associated with B is the center of the two circular arcs shown in the figure. Let J be a point on C with inward normal n and tangent t such that n passes through F. For inequality 5.1 to hold we must show that J cannot lie outside the circle through G about F whose radius is /fc/2i/"34" • Assume that J does lie outside the arc through G, as shown in the figure, with the center of curvature of C at F. This assumption gives our boundary curve the maximum curvature at J allowable under the hypotheses. As the curve C continues onward it must intersect one of the triangles associated with the point A. At the same time the family of normals of C cannot intersect within the strip S, i.e., the locus of centers of curvature cannot move toward J. The curve C can most rapidly turn toward the triangle associated with A if the center of curvature remains at F. Clearly such a circle with center at F will never intersect any traingle associated with A and we have arrived at a contradiction.
2.
A bound for a. For the parameter a we have the bound (5.2) a £ which is smaller than 5.1 since the strip S as defined in Chapter III § 1, is somewhat narrower. In fact S must cover only those squares which intersect C and their neighbors in R with whom they share a common side.
In Fig. 5 we have a typical situation where the square FBAE shares a common vertex with AHGM through which C is assumed to pass. The point F is taken as center of the two circles in the figure. Again we assume J to be a point on C whose inward normal n passes through F. For inequality 5.2 to hold we must show that J cannot lie outside the circle through G about F whose radius is 2h\Z~2 .
As before we assume that J does lie outside the arc through G, as shown in the figure, with the center of curvature of C at F. This assumption gives our boundary curve the maximum curvature at J allowed by the hypotheses. As the curve C continues onward, it must intersect the square AHGM. The curve C can most rapidly turn toward AHGM under the constraints imposed if it is the circle with center at F. Hence the contradiction.
3, A bound for /S. We shall first show that, under the assumption the points of C* form a double fence of the type shown in Fig. 6 , an upper bound /2 for /3 is Applying 5.5 to 3.9 with N = 3 gives the result 5.3. The requirement on h that (1 -ahK) > 0 isn't sufficient to allow us to take N = 3. In addition to a local condition of this nature a restiction "in the large'' is also called for. In particular we must assure that the squares of R h -C* form approximately the same geometrical figure as R. For example, if R is hour-glass shaped, the squares of R h -C* might form doubly-connected regions. If R is snake-like the set R h -C* might even be empty. Such an additional condition is as follows: No adjoining squares of C* may represent remote sections of the boundary C.
APPENDIX C SOME EXAMPLES
In this section we seek to gain some knowledge of the relative size of the quantities involved in the bounds for the fixed membrane. Computations have been made here for the first eigenvalue of two geometric configurations; (a) the square, and (b) the unit circle. In each case \ .and u x are known so the strip integral 2.28 can be evaluated explicitly and compared with the bound obtained from § 2 of Chapter II. 1* The unit square* Let R be the unit square with vertices (0, 0), (0,1), (1,1), and (1,0) . The first eigenvalue and eigenfuction are The quantity B x involves bounds on the strip integral. Define B ± to be the analogue of B ± with the strip integral substituted for the bound. Then The difference between the upper and lower bounds given by 2.53 be- 
