Abstract. Although there is a huge amount of work and valuable proposals about agent oriented software engineering, it seems that the paradigm has not been fully accepted yet by software industry. Some claim that there is a need for a killer application showing the benefits of multi-agent systems with respect to other techniques without any doubt. Others may consider the approach as too academic to be applied in real projects. However, in our opinion, the answer may be found in the simple explanation of lessons learned while developing applications with agent-orientation, and confronting these with object-oriented solutions, especially when faced to the development of complex systems. This paper discusses contributions of multi-agent systems from a software engineering perspective, as a way to put in value some of the properties of the agent paradigm in the development of complex software systems.
Introduction
The conception of software engineering methodologies should take into account both theoretical works and the experiences of lessons learned. In the first case, the scientist collects and contrasts information from different sources, which are mainly academic (e.g., journal and conference papers, books), and analyse the best ways to synthesise the work done in a coherent set of methods. Usually, the result is the definition of some new modelling language, guidelines and examples to apply it, and a process model. Other issues, such as code production and the availability of tools, are fundamental to put the methodology into practice, but they are not always taken into account. On the other hand, some experimented developers can derive, as a result of accumulation of successful practices, a set of recommendations, which are usually accompanied by tools. A good example is object-oriented design patterns. Unfortunately, application developers working in industry lack of time and motivation to write papers, and this may hinder the dissemination and systematization of their knowledge. Both approaches are complementary and need each other. This is perhaps a simplistic view, however, the intention here is to underline several aspects that are usually underestimated, but have great relevance in software engineering. In fact, the purpose of this discussion is to review some experiences of the application of agent-oriented software engineering in the development of real systems, which involve coping with certain types of complexity. The starting point is that most agent-oriented methodologies have been defined in the academia and the impact in industry is very low. There are at least three important reasons for this failure. The first is that there is not too much reporting on agent-based developments, from a software engineering perspective. In fact, the lack of consideration of implementation issues by academics, who stay usually at analysis and design levels, broadens the gap with practitioners. Also, it should be taken into account that usually agent-oriented methodologies are only concerned with the production process (e.g., analysis, design, implementation, validation, etc., of the software product). Essential aspects in the whole life cycle such as the management process, planning and control of resources, which are equally important, are ignored in agent-oriented methodologies. This makes it difficult to put agent-oriented methodologies in practice as they fail in logistics. Furthermore, multi-agent systems, although it is an appealing paradigm, it, represents only part of the picture. And other technical approaches need to be considered. In concrete, nowadays, agents should be interrelated with software component architectures and with model driven engineering approach. This integration is necessary and paves the way for the adoption of multi-agent systems in well established frameworks. This paper starts by considering the role of MAS for the development of modern complex systems (section 2). This motivates the need for architectures, as a way to organize the use of patterns, which result from experience in the development of applications. An example of a component-based architecture for MAS is described in section 3, with the purpose to show that a framework can help to enforce the reuse of patterns, as a way to improve the development process. Section 4 identifies issues to take into account from a management perspective in the software process, and more concretely their impact in agent-oriented software engineering. There is also a need to measure the impact of the agent paradigm in software processes, and with this purpose section 5 presents some preliminary ideas on metrics for MAS developments, considering two aspects: cost estimation and the value of reusability. Finally, section 0 summarizes relevant issues that should be addressed by agent-oriented software engineering.
Multi-Agent Systems for Modern Complex Systems
Software engineering was born in the late sixties as a way to cope with the software crisis. This term denotes the problems to master the trade-off between customers' requirements and the development costs, as well as the difficulty of writing correct, understandable and verifiable computer programs as far as systems grow in complexity [ 19] . As Dijkstra stated, the major cause for the software crisis was the fact that machines have become several orders of magnitude more powerful [ 6] . At that time, software was usually conceived to run in single computers. Various software methodologies contributed to manage complexity of software by considering several aspects that go beyond formal methods to guarantee algorithms correctness. The definition of software processes, requirements engineering, analysis and design methods, etc. started to be applied with more or less intensity in software projects, and in some cases with a high degree of success.
However, the last decade has introduced new elements for the complexity of software systems, as a consequence of rapid and tremendous advances in networking and multi-modal interface technologies. The first implies great connectivity and communication among software entities, and the second new ways to make end-users interact with software systems. At the beginning, the development of object-oriented programming languages and methodologies has, more or less, succeed to manage the development of new systems. Objects adapt well to the client-server paradigm where interface and implementation can be clearly separated. This promotes a kind of abstraction that facilitates interoperability in heterogeneous configurations.
As far as distributed computing progresses, the environment of software entities is gaining complexity in several aspects, which are motivating the need to review the distributed object computing paradigm. It is not merely the interaction between one entity and another, but of many to many. A software entity now is situated in a context that only knows partially. For instance, which services are available, how to access them, and with what quality of service. There are other issues in the environment that provide uncertainty, such as the availability at a certain time of required resources and services (e.g. there can be communication failures, security risks, disconnected servers, etc.) Also some new opportunities, such as the appearance in the environment of new entities that are able to provide new services, better quality of service, or a lower cost. Such changing environment motivates the need to build software that adapts continuously. And this ability to adaptation requires some degree of autonomy. Object-orientation requires the implementation of ad-hoc mechanisms to cope with these problems. Moving forward to add more flexibility is where the agent paradigm enters into scene.
But having a technical solution is not enough. There is also a not less important issue: the logistics for the production process and for the management process. As it has been mentioned in the introduction, agent-oriented software engineering approaches are addressing mainly the production process. MAS technology takes inputs from different fields, not only computer science, such as Sociology, Biology, Psychology and Organizational studies. This may involve the participation of multi-disciplinary teams and their management. The management process has to deal with setting a work environment for the fruitful collaboration of team members and with the customer, planning of activities, provision and availability of resources on time, quality assurance procedures, risk management, etc. In this respect, agent autonomy can contribute as it facilitates separation of concerns and better organization of responsibilities among team members. This should be explicitly addressed by the corresponding methodologies.
One of the best ways to cope with complexity is abstraction. Software engineering deals with management of different levels of abstraction along the life-cycle of software systems. For instance, requirements focus on what the system should provide, design is concerned on the definition of solutions, from a high level identification of system structure towards more complete specification of each component, and implementation goes to the details of code. The accumulation of developers' experiences is reflected as patterns, ranging from idioms that shape the use of a particular programming language to mechanisms that define the collaboration among societies of objects, components, and other parts [ 2] . A system architecture enforces the use of a set of patterns. This implies the establishment of behaviour principles and a system structure, which facilitate the management of complexity by a separation of concerns. In this way, the system architecture guides the developer in the identification of relevant system features and the application of patterns. This means that system architecture represents the link between the result of experience in the development of complex systems and the intention to reuse well-proven solutions.
There are many proposals for agent architectures, which traditionally are categorized as reactive, cognitive, or hybrid. They are useful for building particular agents with specific abilities (e.g., reasoning, learning, real-time responsiveness). For complex systems, we need to consider architectures with a wider scope, at the MAS level. In this sense, there is a growing number of proposals, which can be found in most agent-related conferences, for particular applications. Here we are considering a more generic MAS architecture, which is the result from the cumulative experience in the development of agent-based applications in the last eight years. This is the MAS framework by Telefónica I+D (TID), which provides a component-based architecture for MAS. This framework provides an architecture for MAS that has been elaborated, refined and validated through the realization of several agent-based applications. The first system discovered patterns for building reactive and cognitive agents. It was a cooperative working system [ 8] , which was refined with the development of a project management system for the creation of intelligent network services [ 11] . Scalability of the cognitive agent model was considered in a context with thousands of users, in a MAS that supported personalization of web sites [ 10] , and the reuse of this solution in an online discussion and decision making system [ 18] and a prototype to validate the MESSAGE methodology [ 4] . Refinements where applied to several services with voice recognition at Telefónica [ 7] . We are considering now the application of this framework by other development teams.
An application in the TID framework is modeled as an organization made up of controller components, which are agents, and resources. Therefore, there are two layers in the organization: the control layer, which is made up of controller components, and the resource layer, made up of the components that supply information or provide some support functionality to the agents to achieve their goals. The service's organization is shown in Figure 1 .
The Control Layer contains two categories of controller components: managers and specialists. Their interfaces and internal structure are similar; however, they play different roles. Manager components are responsible for the management aspects of the service such as installation, configuration, activation, monitoring and exception handling. Specialist components are in charge of achieving the functionality of the service. Managers and specialists collaborate to accomplish their tasks during the whole service life cycle. It is important to note here the relevance of management components, as this is an issue normally underestimated in most agent prototypes. In this way the framework provides well-proved patterns to cope with common problems associated with installation, initialization, monitoring and reconfiguration of agents and resources in the system. Following these patterns, developers are forced to be aware of the basic management functionality that new components (agents or resources) have to provide to be manageable. And the framework will take care of them.
To highlight the role of each controller, the control layer is divided into three areas (as shown in Figure 1 ):
• Service Control. This area contains the components implementing the service functionality. Examples are Access Controller agents and Assistant agents.
• Service Supervision. This area contains the Organization Manager, the Controller Manager and the Resource Manager. The aim of the Service Supervision component is to manage the agents and the resources of the system. They take care of the availability of access to resources by agents that require them.
Note that an efficient management of resources is one of the main goals for any organization.
• Service Installation and Configuration. This area contains the Installation Manager and the Configuration Manager, which will provide service installation and configuration functionality. The Resource Layer considers three basic types of resources, although others could be considered when needed. These are:
• Persistency Resources: provide object persistency through relational database management. They offer operational interfaces to store and recover application data.
• Registry Resource: this component is used to register and access the system's available services.
• Visualization Resources: they provide user interface facilities such as presentation screens and user data acquisition for agents to interact with users. The TID framework provides the developer with agent patterns including detailed design descriptions in UML, Java code consistent with the design description, and guidelines for creating application components using agent patterns. The main advantage of the TID Framework is that it provides to engineers not only concepts and models, but also architectural patterns and flexible components. The TID framework focus on providing an agent component fully compatible with software engineering standards, while in other agent based platforms, such as FIPA, the focus is on communication standards. In this sense both are complementary, but FIPA is more limited in scope as it provide engineers with communication infrastructure but nothing about the communicating entities, which are the agents.
In addition to agents, there are also:
• Organisations patterns modelling agent based applications.
• Resource patterns encapsulating computing entities providing services to agents. These services include message oriented middleware, transaction monitors, security and authentication services, information services, databases, visualization, speech recognition and generation, etc.
• Basic components, which model components for building new agent and resource models. This category includes abstract data types, specialized libraries, domain ontologies, rule processors, buffers, etc. Figure 1 . TID framework architecture
In the way to cope with complexity, the availability of a component-based architectural framework facilitates the development of MAS in several ways:
• Software entities are categorized either as agents or resources. This implies a clear design choice for the developer.
• Environment can be modelled as a set of resources, with clear usage and management interfaces. Availability of resources can be dynamic. But there are standard patterns and mechanisms in the framework to facilitate their access.
• Management of agents and resources follows certain patterns and most management functionality is already implemented, which relieves the developer of a considerable amount of work, and guarantees that the component will be under control.
• In concrete, the framework enforces a pattern for system initialization. This is particularly important in MAS where multiple entities have to be initialized consistently and this turns out to be a complex issue in many systems.
• Agents work as autonomous entities and encapsulate their behaviour (reactive, cognitive, hybrid) behind their interfaces.
• Interactions can be defined at an application level, independently of the underlying middleware (remote objects, web services, FIPA, etc.)
AOSE and process management
The TID framework shows the relevance of management in any application. This is in fact one of the common functionality that is supported by component-based frameworks. But management has to be considered also from the perspective of the software process, and this is a weak point in most agent-oriented methodologies. MASCommon KADS [ 13] , one of the first agent-oriented methodologies but now inactive, is probably the only to have addressed this issue, as it takes this from more classic software engineering approaches. Most agent-oriented applications now are mostly prototypes and do not involve teams of more than half a dozen persons. But there are several issues that agentoriented applications development will have to face. It is common to consider in software engineer three basic elements, the three P: Persons, Process, and Product. The product has been the focus by now, as it has been stated before, but let us take a look at Persons and Process.
Persons are the most important factor for success of a software project. We have also mentioned that in the future we can expect more and more interdisciplinary teams, and as far as MAS are applied in more ambitious applications, MAS development teams will increase in number of persons considerably. In order to manage persons, several issues have to be taken into account, such as:
• Difference in skills of the team members.
• Variability of the composition of the team members. In academia it is common to have grant holders for specific periods of time. In industry, there is not a periodicity, but rather unexpected changes in the team composition (people that moves from one project or company to other).
• Organization structure. This involves the identification of responsibilities of the team members, and the role of the team in its institution, i.e., how the team can get access to resources in its organization.
• Corporate culture.
• Development strategies and tactics. A way to cope with some of these issues is to have clear organizational norms but also that the architecture of a complex system can be structured into flexible and independent parts which may be assigned to specific members of the team according to their personal profiles.
Generally, the process is quite short in agent-oriented methodologies. It is usually defined as a set of some simple steps. The particularities of the development process when agent technology is involved needs a deeper study. The question is not trivial and requires a huge effort, since every argument needs weeks or months or work to test each development process instance. For instance, what are differences between a waterfall process model and an spiral process model for a specific problem domain when using the agent paradigm? These models have concrete features. The waterfall model is visible (its internal state is easy to be known even though many people may be involved), it is easy to comprehend (just a sequence of activities ordered lineally in time), it is very sensible to changes in the requirements (it hardly allows to go back and reconsider previous decisions easily), and it takes a long time until seeing some software running (software is elaborated at implementation stage, by the end). An spiral process is not visible, it is not easy to comprehend (it includes the concept of development iteration, increment, or risk management among others), it permits to react on unexpected changes in the requirements (it is possible because cycles of development are shorter), and it produces software almost from the beginning of the project (it proceeds incrementally focusing on concrete features step by step). Most works in agent oriented software engineering follow a waterfall model or a kind of customary evolutionary model (spiral model is a kind of evolutionary process model) that, in any case, are customized to the concrete specification language. The description of their activities is rather short and limited, in most cases, to the generation of concrete diagrams. To realize the gap between the agent oriented software engineering process models and previous processes, it is clarifying to look at the descriptions of many of existing process models. They require more than a sequence of steps in one page.
Pending aspects to be addressed
A software project manager faces a large list of issues. It is just illustrative to look up the list of risks identified by the Software Engineering Institute [ 5] . These risks can be managed in different ways, but in general they have to be identified, analyzed, monitored, and solving/alleviating/contingency plans have to be devised. The relevance of these risks in an agent-oriented methodology is high in some aspects. For instance, there is a risk in [ 5] referring to the design area and the difficulty attribute. This risk is characterized by the existence of unrealistic client requirements; requirements whose design may pose a challenge and for which there is no trivial solution.
This risk, and others from the risk list [ 5] , is supposed to be evaluated by a team of workers against current client requirements list. The team is assumed to determine what to do to attenuate the difficulty of these requirements, for instance, by locating similar developments; to avoid the risk, for instance finding a satisfactory solution to the requirement; or to deal with the negative impact of the risk if it cannot be avoided, for instance, contacting experts in the concrete problem and dedicating extra time in the development for studying the problem.
Another problem in academy developments is the quality of the generated products. In an industrial project, Software Quality Assurance activities are relevant since they ensure the product will meet client expectations as well as the criteria of a professional practice of software development [ 14] . The IEEE Glossary [ 21] provides two meanings for quality. The first refers to the extent to which a system, component, or process meets specified requirements. The second refers to the degree a system, component, or process meets customer or user needs or expectations. The relevance of these aspects for an agent development is clear but has been considered slightly in the agent literature. For instance, from the perspective of the professional practice of software engineering, there are no guidelines for documenting a MAS. There are meta-models but these are not sufficient if the complete behaviour of the MAS is to be captured. Another example from the generic perspective of the specification satisfaction, there is little concern about the definition of specialized activities for the analysis of the specification elaborated so far. Some initial concerns about quality start to appear in works like [ 22] , where a MAS architecture is developed pursuing some quality attributes, namely performance, configurability, flexibility, and openness.
Testing activities are starting to be explored in the context of MAS. The more complex the problem, the more difficult the definition of tests that ensure the satisfaction of initial requirements. The agent community is starting to realise these problems and developing testing strategies integrated into agent oriented methodologies (see, for instance, the ACLAnalyser tool [ 3] ).
MAS metrics
Measuring the products and activities of software engineering is an important task. Metrics determine the degree to which an attribute is present in the measured element. Activities responsible of applying different metrics can be enacted during the development or at the end. When executed during the development, they provide valuable information about the current state of the project. When used at the end, they permit to measure the effectiveness (productivity, reusability, defect detection rate) of the development team as well as the development process. Results from the different measurements in a software project are stored in what is called a baseline. This baseline contains historical data about the developments and it is a key element towards predicting performance aspects of future projects.
In an agent-oriented development, metrics are relevant as well. They provide objective arguments that support the claims of the agent community about the benefits of an agent oriented development. Therefore, it is an important task of the community to collect statistical data about the different agent oriented developments. In this line, we have already given preliminary steps, one about cost estimation [ 12] and other studying reusability of code in an agent oriented development [ 7] .
Cost Estimation
Providing adjusted cost estimation values in a project is not trivial at all. Trying to translate traditional software engineering cost estimation techniques to the agent domain, we prepared a simple baseline made up of three projects with the participation of industry [ 12] . This baseline contained statistical data about the lines of code of each terminated product as well as an account of the average lines of code required to represent each logical component (event, goal, rule, state machine, or task) of the agents. Using this base line and well-known software engineering cost estimation techniques based on lines of code, concretely COCOMO II, it was possible to estimate with a reasonable precision the real cost of each project.
The reliability of these estimations depends greatly on the number of projects belonging to the baseline. In principle, the more projects are recorded, the more reliable is the prediction. Nevertheless, accurate predictions depend as well of more factors, like the problem domain, the experience of the development team, or the complexity of the problem.
Reusability
Reusing agent software across projects should start to be a common practice. To illustrate the benefits of reuse, Garijo et al. [ 7] introduce some measurements showing important savings in the development of spoken dialog systems using a library of agent based components, BOGAR_LN, a precedent of the TID framework. Metrics were established to determine the percentage of reuse of library components, and the time and effort required for design and implementation of application components and subsystems.
In the design phase, metrics parameters focus on the number of classes and diagrams carried out. Metrics parameters for cognitive agent components also include the number of objectives, tasks and classes in the re-used domain. For reactive agents, the metrics parameters only consider the complexity of the control automaton (status, types of event and transitions). In the implementation phase, the metrics parameters consider the number of code lines corresponding to the implementation of classes. The number of rules for cognitive agents, and the number of states of the Finite State Automata of reactive agents, are also considered.
Experience gathered during the development of the CITA2 project (a mixedinitiative spoken dialog system for appointment management over the telephone), have shown that using the components allows substantial reduction in development time and effort, concretely 65% less. Cost reduction was achieved without minimising or skipping activities like design, documentation and testing. The number of errors in the testing phase, and error detection/correction cycle duration, also decrease. The testing period for CITA2, was one third of those spent for previous services in BO-GAR, and the amount of errors was 60% smaller.
Conclusions
Today, most works in the agent community focus on concrete isolated problems. The need of producing more pragmatic results has been already stated. Wooldridge et al. [ 16] point at the need of more applications, and for that goal, more tools that enable an agent oriented development. Luck et al. [ 17] continue this line, pointing at the lack of proper development methods as the reason for slow penetration of the agent technology in the industry.
Various agent-oriented methodologies are contributing with agent-oriented modelling languages and tools to manage complexity of MAS development [ 1] . They have shown that the agent paradigm is a valid technical solution for developing software in an heterogeneous and changing environment. But they should look also at the logistics for the production process and for the management process of the system. As it has been mentioned, agent-oriented software engineering approaches are addressing mainly the production process. How the agent concept can contribute to the management process as a unit for work distribution, the role of the MAS and agents in the planning of the development activities, the definition of quality assurance procedures for agent-based applications, are pending issues. In this respect, the agent concept is still underestimated.
Given the degree of maturity in the development of agent-based applications, we can start to consider some agent-based frameworks that enforce the use of certain patterns, from system architecture to implementation, as the one shown in this paper. The availability of agent-based frameworks, supported by agent-oriented methodologies that address the whole software process, will make MAS complexity manageable, and will allow reducing costs. To demonstrate this, we need well-defined metrics and a large baseline of MAS applications.
