This paper develops methodology for regression analysis of ordinal response data subject to interval censoring. This work is motivated by the need to analyze data from multiple studies in toxicological risk assessment. Responses are scored on an ordinal severity scale, but not all responses can be scored completely. For instance, in a mortality study, information on nonfatal but adverse outcomes may be missing. In order to address possible within{study correlations we develop a generalized estimating approach to the problem, with appropriate adjustments to uncertainty statements. We develop expressions relating parameters of the implied marginal model to the parameters of a conditional model with random e ects, and, in a special case, we note an interesting equivalence between conditional and marginal modeling of ordinal responses. We illustrate the methodology in an analysis of a toxicological data-base.
Introduction
This paper is concerned with the analysis of ordinal categorical response data subject to interval censoring. Our work was motivated by the toxicological risk assessment of a widely used chemical solvent, perchloroethylene (PERC).
The Clean Air Act Amendments of 1990 require the Environmental Protection Agency to develop emission standards for 189 pollutants and to set standards for other substances \to provide an ample margin of safety to protect public health." Available data come from all relevant studies in the literature. Di erent studies may include di erent toxicological endpoints, and multiple endpoints may appear within a given study. Moreover, the data-base for each chemical includes multiple species, and there is tremendous variation in experimental protocol from one study to the next. The heterogeneity of the available data poses a serious challenge to the risk assessor.
Interval censored categorical response data are an important part of the analysis of acute inhalation exposure to PERC. A major cornerstone of the approach to analyzing PERC is the reduction of diverse endpoints to a common ordinal scale of severity categories; see section 6 for more details. Use of ordinal severity scores in this context has been suggested by Hertzberg and Miller (1985) , Dourson, Hertzberg, Hartung and Blackburn (1985) , Hertzberg (1989) , Hertzberg and Wymer (1991) and Guth, Jarabek, Wymer and Hertzberg (1991) , who used ordinal logistic regression across studies, in some cases adjusting for species di erences via an empirically derived \human equivalent concentration." A distinct advantage of adverse outcome modeling is that it provides a way to put very di erent quantitative measurements on a common scale.
The outline of this paper is as follows. In section 2, we describe a general model for an interval censored categorical response, deriving the likelihood function for it. Speci c models discussed include the proportional odds model and a conditional model based on continuation ratios. Of special interest in the context of PERC is estimation of the dose at a given duration which leads to a xed probability of response, the so-called \e ective dose" (ED).
An interesting facet of the applications that motivated this investigation is that the data consist of a number of observations within each of a number of independent studies. This structure induces correlations in the observations, and it forces us to adjust the usual information-based standard errors. Section 3 describes how to make the adjustment, using the technology of generalized estimating equations. Section 4 describes computational issues.
Simulation studies presented in section 5 compare interval censored estimation and estimation using only the complete data. The simulations also contrast the reported inferences for naive likelihood and generalized estimating equation methods when correlations are present in the data.
In section 6, we describe the PERC data set in some detail and apply the methods developed in earlier sections. A striking conclusion of this analysis is that humans appear to be an order of magnitude more sensitive to PERC than do mice or rats.
Final remarks are given in section 7.
Models for Censored Outcome Data
The purpose of this section is to propose a general model for censored categorical outcomes, along with estimation of the e ective dose that, at a given duration, leads to a given probability of response. We will then examine some speci c models in detail.
The response Y is categorical taking on the values s = 0; 1; :::; S 1. We let X be the covariate of primary interest, in our example concentration (dose), and let Z be all the other covariates, e.g., duration of exposure, species, gender, etc. In a bioassay, (X; Z) describes the experimental conditions. Denote by all the unknown parameters, and write the model in general form: pr(Y sjX; Z) = H(s; X; Z; ) if s = 1; :::; S;
(1) = 1 if s = 0; = 0 if s > S:
The response is censored into the interval s; s + m] if the only thing known about it is that it falls into this interval (and no smaller interval). The probability that an observation falls into the interval s; s + m] is simply H(s; X; Z; ) ? H(s + m + 1; X; Z; ).
We assume that the censoring mechanism is de ned intrinsically and is hence ignorable in the usual sense (Little & Rubin, 1987) . In e ect, each response Y follows a conditional multinomial distribution, but the multinomial cells may di er for di erent observations, both with respect to the number of available intervals as well as the interval boundaries. Related estimation problems for partially classi ed multinomial observations have been studied by various authors, including Hartley (1958) , Koch, Imrey and Reinfurt (1972) , and Chen and Feinberg (1976) . The work most closely related to ours is Shipp, Howe, Watson and Hogg (1991) , which brie y discussed ordinal regression in which some of the data are classi ed only according to whether or not Y is in the highest severity category.
In the present framework, all that is observable about Y i is that it lies in one of the intervals 0; c i1 ), c i1 ; c i2 ), : : :, c ik i ; 1), where the constants 0 < c i1 < < c ik i form an ordered subset of f1; 2; : : : ; Sg. Let (Y js; t) = 1 if Y lies in the interval s; t], and let it equal zero otherwise. The likelihood function based on a sample of size n is theǹ
fH(c it ; X i ; Z i ; ) ? H(c i;t+1 ; X i ; Z i ; )g (Y i jc it ;c i;t+1 ) ; (2) where we set c i0 = 0 and c i;k i +1 = 1. For given Z, the e ective dose, ED 100p (s; Z), for category s = 1; :::; S is that value of x for which the probability is p that Y s, i.e, p = H fs; ED 100p (s; Z); Z; )g :
For any given set (s; p; ; Z), one nds the ED 100p (s; Z) by solving (3). The reader should note that the ED 100p depends on the value of Z of interest, and hence would for example change depending on the duration of exposure.
The general formulation in (1) encompasses a variety of strategies for modeling ordinal response data. We present several examples.
Proportional Odds Models
The proportional odds model, described by McCullagh (1980) , is for polytomous logistic regression assuming parallel e ects (i.e., logits) for di erent severity levels. To capture the distinction between a primary scalar variable X and a vector of covariates Z we formulate the model as pr(Y sjX; Z) = H( s + T AX + T Z); s = 1; :::; S; (4) where A is a design vector accommodating strati cation of the X e ect, scale conversions and so on, and H(v) = f1 + exp(?v)g is the logistic distribution function. Of course, to obtain this linear form, one may need to transform the original covariates, e.g., use the logarithm of duration rather than duration itself, etc.
One could, of course, replace the logistic distribution by other distributions such as the standard normal employed in probit regression. In the general framework of (1), = ( 1 ; :::; S ; ; ). Feinberg (1980) and Agresti (1990) provided some details for cross{classi ed data, referring to the conditional probabilities as \continuation ratios." For our purposes it is easy to reconstruct the marginal probabilities by recursion, and we nd that 
see, for example, Clogg and Shihadeh (1994) . As in the conditional model of section 2.2, the severity regressions in (11) may be modeled without constraints on the parameters. Using (11) 
where the sum in the numerator vanishes if s = 0. Substituting (12) into (2) and (3) 
3 Marginal Analysis
The structure of the data in the applications that motivated this research generally include several prespeci ed subject groups di erentiated by experimental variables such as dosing characteristics and/or subject variables such as gender. For example, in the analysis of PERC described in detail in section 6, as reported in Table 2 , there are three species (human, rat, mouse) and three levels of gender in the reported data (male, female, and unspeci ed/mixed). The statistical analysis of the PERC data is complicated by two factors: (a) subjects are typically processed as part of a group (often of size 6, consult Table 2 ); and (b) groups are clustered within studies. These factors mean that observations are correlated, and one can also expect multinomial overdispersion in observed counts. This correlation among the responses within a study can be expected to bias estimated standard errors unless proper adjustment is made.
If one thinks of the studies as clusters, one sees that we are in the typical framework of what is now called generalized estimating equations. That is, we have speci ed a marginal model (1) for the responses given the observed covariates, but responses within a cluster are correlated. The resulting parameter estimates are consistent and asymptotically normally distributed. We rst describe how to adjust the usual formulas for standard errors and large sample con dence intervals, and then we contrast marginal and conditional (random e ects) modeling for a correlated proportional odds model.
Marginal models and generalized estimating equations as have been the subject of a large body of recent research, reviewed recently by Diggle, Zeger & Liang (1994) . Greatly oversimpli ed, with binary data the basic idea of a marginal model is to specify the probability of an individual outcome in terms of a xed e ects model such as (4). It is this xed e ects model which forms the basis for all further analyses. One uses it to derive estimates of the parameters, often assuming independence or a simple correlation structure, and then one \ xes up" standard errors to account for correlations between individuals. Diggle, et al. (1994, page 146) argue that marginal models are appropriate when \the scienti c objectives are to characterize and contrast populations". This ts with our example, where we wish to characterize the rate of adverse outcomes and contrast di erent species and genders.
Random e ects models for binary data, just as for ordinary linear models, attempt to model correlations of study subjects by allowing some of the coe cients in the model to be unobserved (latent) random variables, e.g., intercepts might be di erent for each study, but characterized as being random variables from a population of intercepts. Diggle, et al. (1994, page 135) suggest that the \random e ects model is most useful when the objective is to make inference about individuals rather than the population average". This is certainly by no means a universally held opinion, e.g., Bayesians would want to model the structure of the data. From our perspective, in our context, as a practical matter random e ects models are simply much more di cult to compute, and we have chosen a marginal analysis because of this fact. Moreover, coe cient estimates in a marginal analysis are fairly robust to the distribution of the random e ects. When the models are correctly speci ed, estimation and inferences from a random e ects analysis can be considerably more e cient than from a marginal analysis.
Statistical Uncertainty Estimates
In the absence of a model for the correlation structure, the standard device is to compute standard errors using the so-called \sandwich formula". The method is de ned as follows. Let (Y ij ; X ij ; Z ij ) refer to the jth observation within the ith study (cluster), where i = 1; :::; N and j = 1; :::; n i .
Referring to (2), if we compute the logarithm of the likelihood and di erentiate with respect to , we see that our estimate solves
where
(Y ij jc ijt ; c ij;t+1 ) @ @ log fH(c ijt ; X ij ; Z ij ; ) ? H(c ij;t+1 ; X ij ; Z ij ; )g : (15) Equation (14) is commonly called an estimating equation, while its constituent parts in equation (15) are called estimating functions. There is no unique estimating equation in this problem, and indeed there is real potential to improve e ciency by weighting the terms in the estimating functions see Section 6.2. Estimating parameters by solving equations such as (14) have a long history, and e ectively describe the vast majority of estimators, including maximum likelihood and method of moments estimators. An estimated covariance matrix can be formed without reference to the distribution of the data. Such nonparametric covariance estimates (and the standard errors derived from them) were originally derived by Huber (1967) , and it is traditional to use the term \sandwich estimator" because of their form. The sandwich estimator has also been refereed to as a \robust covariance estimator" because it involves no distributional assumptions, but this term is an unfortunate misnomer because the sandwich estimator is not robust in the traditional sense of being insensitive to outliers.
The b . Note the terminology: B n is sandwiched between inverses of A n . In computing standard errors and con dence intervals we suggest two further adjustments to re ect the extra variability due to estimating p parameters: (1) in ate the estimate of the covariance matrix by the multiplier c(n; p) = n=(n ?p); and (2) replace the standard normal quantile in the con dence interval by the corresponding quantile of the Student's t distribution with n ? p degrees of freedom. The major rationale for suggesting these adjustments is that they produce con dence intervals analogous to the t-type intervals commonly used in linear regression analysis. In addition, in simulations not reported here, we have found that the adjustments make the actual coverages of con dence intervals closer to their nominal levels. The simulations presented in section 5 contrast the sandwich type intervals with the naive delta method, which ignores the e ects of within group correlations.
3.2 Marginal versus Conditional Parameters
As in any problem with correlations induced by clustering, an alternative to the marginal analysis with sandwich covariance estimator is to model the correlation structure directly, e.g., by a random e ects analysis. We describe some relationships between the two approaches, focusing on a conditional proportional odds model with random intercepts; all correlations are thus attributed to study-to-study variation only. The speci c model studied is pr(Y ij sjU i ; X ij ; Z ij ) = H( s + U i + T AX ij + T Z); s = 0; 1; : : : ; S (16) for j = 1; : : : ; n i , i = 1; : : : ; N, > 0, and U i has a distribution G with mean equal to zero. The random variables U i are independent but unobservable, and the responses Y ij are conditionally independent given U i . The latent variables U i induce correlations between groups of responses.
Binary models (S = 1) of this form have been considered by various authors including Anderson and Aitkin (1985) , Stiratelli, Laird and Ware (1984), and Preisler (1989) .
It is important to realize that the parameters of the marginal model implied by (4) If it were to happen that ijt ( ; ) ijt (0; ), then we would get~ = , because (19) reduces to the theoretical estimating equation of the unconditional proportional odds model. Except for the trivial case = 0, however, we cannot expect this equivalence to hold in general.
A more enlightening simpli cation occurs if H is a scale transformation of H, that is, for some constant we have H (x) = H( x) for all x. For example, if H = G = , where is the standard normal distribution function, then the scale relationship holds with = (1 + 2 ) ?1=2 . The scale 8 relationship implies that ijt ( ; ) = ijt (0; ) for each combination of i, j and t. Consequently, equation (19) coincides with the theoretical estimating equation of the unconditional proportional odds model ( = 0), but with replaced by . We therefore havẽ = : (20) The multiplier is the attenuation e ect in going from a model for the conditional distribution of Y given U to a model for the marginal distribution of Y integrated over U. The e ect is similar to the attenuation that occurs in measurement error problems, as described by Carroll, Ruppert and Stefanski (1995) .
For related discussion of marginal versus conditional modeling in the context of longitudinal data see Zeger, Liang and Albert (1988) , who used the evocative terms \population{averaged" and \subject{speci c."
Marginal E ective Dose
Under the conditional model (16), the e ective dose giving a marginal probability of p for a response severity s or higher is given by An example in which this equivalence holds is probit regression with a Gaussian prior on the intercept. More generally we expect that the marginal e ective dose is less sensitive to the random e ect than the regression parameters are. For instance, if G is Gaussian and H is logistic, then H may be closely approximated by the N(0; 1:7 2 ) distribution (Johnson and Kotz, 1970) , and the convolution of the two Gaussian distributions is a scale transformed Gaussian, which is approximately a scale transform of the logistic link function. We would therefore expect the conditional and marginal models to lead to similar values for the marginal e ective dose.
4 Computational Method
The computational method we use is based on a two step process: (a) obtaining starting values; and (b) iteratively optimizing the marginal likelihood criterion to obtain nal estimates. We have implemented the procedure in Splus (Statistical Sciences, Inc.), including sandwich type variance estimates. In the absence of censoring the SAS (SAS Institute, Inc.) procedure \Logistic" will t the proportional odds model, although additional programming will be required for the sandwich estimates of variance. Our focus here is the proportional odds model.
For the proportional odds model, it is possible to use standard software to obtain starting values for the parameters, using what we call \pseudo-strata". We illustrate the idea for the case that the response takes on the three values s = 0; 1; 2 (so S = 2). The possible responses then are 0; 1; 2; f0; 1g; f1; 2g; the last two possibilities are the ambiguous responses. The pseudostrata correspond to the outcomes s 1 and s 2, which we will call stratum 1 and stratum 2, respectively. We rst create two data sets. For stratum j = 1; 2, the information available for a logistic regression has a \success" de ned as Y j. The data set for stratum 1 thus consists of all data except those for which the assignment to a \success" is ambiguous, i.e., although Y takes on a single value in actuality, it is only known that Y = 0 or Y = 1. Similarly, the data set for stratum 2 consists of all data except those for which the assignment to a \success" is ambiguous, i.e., those for which it is only known that Y = 1 or Y = 2. One then pools the two data sets, and runs a logistic regression with stratum-speci c intercepts 1 and 2 . Note that many observations appear twice in the newly constructed data base. This data reuse does not a ect the consistency of the parameter estimates, and hence they serve as legitimate and easily computed starting values; data reuse does mean that the standard errors computed from logistic regression software are typically incorrect. The pseudo-strata method is easily extended to general problems.
We now discuss going from starting values to nal estimates. Given pseudo{values, we then iterate to convergence using a constrained optimization algorithm (S-Plus function \nlminb"). The constrained optimization enforces the constraint that the parameters in the proportional odds model remain ordered. Although expression (2) 
where the weights are included in (23) for generality. See Section 6.2 for a speci c choice of weights meant to re ect the correlation structure. After iterating to convergence we compute a sandwichtype covariance estimate as described in 3.1. In particular, a weighted version of (15) 
We obtain large sample con dence intervals for e ective doses from the parameter and covariance estimates using the delta method. Typically the delta method con dence intervals are computed for the logarithm of the e ective dose and then transformed. Various improvements on this simple method deserve further investigation. Our limited simulation results do not reveal major problems with the delta method in the present setting.
Simulations
We ran two small simulation studies to illustrate the impact of censoring and correlation in the data, using the conditional proportional odds model (16) with H = logistic and G = normal,
i.e., a conditional logistic model with Gaussian random e ects. As noted in section 3, because the logistic distribution function can be approximated by a normal distribution function with standard deviation 1.7, the marginal regression parameters are approximately attenuated by the factor = (1 + 2 =1:7 2 ) ?1=2 relative to the conditional model parameters, but the e ective dose from the marginal model is nearly the same as the marginal e ective dose from the conditional model. We report results for regression parameters as well as e ective doses.
We set S = 2, w i 1, and the conditional model parameters were set as follows: 1 = 6, 2 = 0, = 5 and = 2. We simulated under both the independent response model with = 0 and the random intercept model with = 3. In this problem, X represents log(concentration), while Z represents log(duration). The variables X and Z were generated as independent standard normal random variables.
In all cases, there were n = 90 observations, in 18 groups of size 5, so that N = 18 and n i = 5 for i = 1; :::; N. Each experiment was repeated 500 times. In Table 1 , we constructed the censored data as follows. Four groups of ve observations were selected at random so that only whether Y 1 or Y = 2 was observed, while another four groups of ve observations were selected at random so that only whether Y = 0 or Y 1 was observed; thus a total of 40 observations were subject to censoring. An uncensored by design data analysis is one in which only the fty observations which are not subject to censoring are retained.
It is important for the reader to appreciate what we mean by an \uncensored by design" data analysis. As we have envisioned it, interval censoring is an integral part of the study, e.g., some studies are designed to report only an adverse e ect (Y 1) on many study participants, with ner gradations among adverse e ects occurring only on a randomly selected subset. We have de ned as an \uncensored by design data analysis" one which eliminates those observations which could have been censored. In the lexicon of Little & Rubin (1987) , an uncensored by design data analysis is a missing data analysis in which missingness occurs at random and is ignorable.
Another possible de nition of uncensored data analysis is one which retains all uncensored observations. Thus, in the second simulation, we might have retained any observation for which Y = 2, but eliminated those for which it is only known that Y 1. An uncensored data analysis done in this was is also a missing data analysis, but now the missing data are not missing at random, they are not ignorable, and the resulting parameter estimates are inconsistent. Thus, we have chosen not to report results from this type of analysis.
Marginal parameter estimates were obtained by computing maximum likelihood estimates as if the data were independent, both for the reduced set of uncensored by design data, and for the full data including censored observations. Variances and con dence intervals were computed using both the naive Fisher information and the sandwich method. The sandwich intervals incorporated the empirical adjustments described in section 3.
The results for the model parameters are essentially the same as those for the ED 10 and are not reported here. Table 1 considers estimation and inference for the ED 10 for any e ect, de ned by (5) with p = :10 and s = 1, computed for three values of z; we are thus estimating ED p=:10 (s = 1; z).
The overall conclusions formed from these tables are as follows. Generally, the interval censored estimates and the uncensored by design data estimates show no serious di erences in their means, but the former is more e cient in that it is less variable. When 2 = 0, there are no group random e ects, so that all observations are independent and both the Fisher information and sandwich methods yield asymptotically correct inferences. In this case, both the Fisher information and sandwich standard errors yield coverage probabilities at or near the nominal level, although the sandwich estimator tends to have coverages closer to the nominal for the ED 10 's; this is probably an outgrowth of our empirical adjustments.
When there are group random e ects ( 2 = 9), the attenuations in the parameter estimates are nearly what one expects from our approximate analysis, in the sense that the simulation means for 2 = 9 are approximate 50% of the simulated means when 2 = 0. The ED 10 estimates tends to be more extreme here than is expected from our approximations. Because the approximations are just that, approximations, for this model we took as the \true" parameters the simulated mean of the estimates. This is equivalent to the standard marginal analysis convention of performing inference about the value to which the estimates converge, rather than some theoretical parameter to which the estimate converge only approximately. Here the naive Fisher information standard errors are asymptotically incorrect because of the correlations within the groups; we use the term \naive" here to mean that the group correlations were ignored. In the simulations, the naive Fisher information standard deviations are much too small. This is re ected in coverage probabilities, where the sandwich intervals have nearly nominal coverage, while the naive Fisher information intervals have decreased coverages.
We repeated this simulation, but with a di erent pattern of censoring, namely that 40 observations were censored so that only whether Y 1 or Y = 2 was observed. The results are much in line with those of Table 1 and are not reported here. The major di erence is that the interval censored ED 10 estimates are not much less variable than the uncensored by design data estimates. Presumably, this is because of the fact that for this pattern of censoring, the censored data provide little information about the intercept 1 for an adverse e ect, but this intercept is crucial in the ED 10 de nition.
Analysis of Perchloroethylene Data
Perchloroethylene (PERC) is a widely used solvent, and its e ects have been investigated in a number of small studies. Our focus was on acute (short term) exposures via inhalation. A literature search was done to nd all available data from acute inhalation studies of PERC in published sources, proceedings and technical reports. The initial set was screened to remove poorly documented studies. Since PERC is widely used, there exist human studies at low levels of exposure. Other test species included mice, rats, and dogs. The dog groups were omitted from the analysis due to their scarcity in the data base. A few duration-exposure studies made repeated measures on the test subjects. For simplicity of presentation, we extracted only the rst measurement of each series. A more complete treatment of the repeated measurements will be reported elsewhere. The data used in the analysis, along with a list of publication sources, endpoints measured, and scoring thresholds may be obtained by request from the authors. A pro le of the data analyzed here is given in Tables 2{3. Investigators tend to use shorter durations for the higher concentrations anticipating that longer durations magnify toxic e ects. We often nd it useful to distinguish between a severity study, which is clearly aimed at risk assessment for acute exposures, and a mortality study, which is aimed at fatal exposures and which has outcomes reported merely as survival or death. There were no pure mortality studies in the PERC data base, but a number of studies included lethal levels of exposure. In one of these studies a portion of the animal responses were reported simply as lethal or nonlethal, with no information on nonlethal adverse outcomes. In this case the nonlethal outcomes were censored; see Table 3 .
Test animals are typically exposed in groups, e.g., animals sharing a cage. Often the reporting is also at the group level only without individual incidences. For example, the response might be that the animals in the cage exhibited agitation and confusion at such and such ambient concentration. Such a response may be di cult to quantify as an incidence, and yet it provides toxicological information. Although group reporting raises di cult issues of interpretation, such data cannot be ignored in situations of data scarcity. In some cases individual incidences are available. Combining group and individual data is far from straightforward. Some ideas in this regard will be described below.
The primary level of clustering occurs because the data come from di erent studies by di erent investigators. Observations within a study will be correlated. The marginal analysis techniques described in preceding sections provides the means for attacking this complication. Studies vary in important ways. A major systematic di erence is that di erent species are used. Table 2 provides summary statistics on the distributions of species, genders, group sizes and exposures across studies.
Ordinal Response Scoring
The response variable in the analysis is a severity score with 0 = \No adverse e ect," 1 = \Mod-erately adverse e ect," and 2 = \Severe or lethal e ect." The severity scoring was performed by a toxicologist based on biological considerations. Substantial censoring occurs because, in addition to the mortality censoring mentioned above, there is often insu cient information to determine the biological signi cance of a particular response. This type of ordinal severity scoring allows us to treat di erent endpoints on a common scale.
The group response data leads to a di cult foundational issue related to the PERC inhalation exposure data. We believe that the same issue will arise with most chemicals. Our solution to this problem was to de ne the response as a summary severity category for the whole group. Thus, for example, a study might report the results on a group of six rats, without any reference as to what happened to the individuals in the group. For the PERC data, all observations on humans and all but one observation on rats are reported at the group level; there are 61 individual mice, but 43 groups of more than one mouse.
The rst di cult issue is de ning an outcome for a group. We tried to avoid explicit use of statistical de nitions of an adverse e ect (e.g., statistically signi cant mean weight loss in a group as measured by a t-test), although in fact many toxicologists prefer this method over any other. Instead, a toxicologist made the determination based on an examination of the paper and all variables measured for each group; when no determination could be made, the outcomes were censored. We would like to believe that this type of severity scoring done by a toxicologist is meaningful and more biologically based than a t-test. It certainly leads to a simpler statistical analysis. In general, we view severity scoring as a quantization of the response, not as a determination of signi cance.
A second issue going hand-in-hand with the rst is that a group-level analysis gives an estimated ED 10 for a group-level outcome, where the groups are of various size, and it is di cult to precisely specify how this estimate relates to individuals. Given the predominance of group response reporting in the PERC data base, we see no way to avoid group-level analysis. Simpson, Carroll and Xie (1994) outlined a statistical modeling approach to the analysis of group responses when the group sizes vary (an individual being a group of size one). In a preliminary binary analysis, they used a latent variable model in which the within group correlation could be estimated from the marginal binary responses. Their results suggest that the within{group correlation is so high that a group response might reasonably be considered to re ect the response of a single individual. In the present interval censored analysis we take this as a working hypothesis, analyzing group response scores as being equivalent to the scores of single individuals. To put individual incidence data on the same footing, our weighted analysis weights individuals within a group inversely to the size of the group, keeping the total weight assigned to the group constant.
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Weighted Estimating Equations
For mice, data are gathered in groups but some studies report results at the level of individuals. The marginal analysis suggested by (15) implicitly treats each individual as independent for the purposes of estimation, and then takes the group and study level correlations into account when constructing standard errors. This type of analysis seems acceptable in PERC, due to the limited number of individual-level reporting restricted essentially entirely to mice, who are themselves fairly noninformative for humans and rats. However, one can conceive of situations in which a very large number of animals are in a single group but reported at the individual level, and by not taking account the correlations induced by group membership, one would end up overweighting this single group.
A simple way to handle the problem is to modify (15) to allow for weighting of individuals within studies as well as for weighting of studies. The general theory of estimating equations applies to the modi ed estimates. Standard errors are computed as described in Section 3.1, with the modi cation that the Hessian and covariance matrices include weights in the de nition of the score function.
In what follows, there are i = 1; :::; N experiments (clusters), j = 1; :::; n i groups within each experiment and`= 1; :::; m ij individuals within each group; m ij = 1 for data reported at the group level. Let w Si be the weight given to the ith study, and let w Gij be given to the individual observations of the jth group within the ith study (de ned to equal 1.0 for a single individual or response reported at the group level). We employ weights of the form w ij = w Si w Gij in (23) and (24), where w Si is the relative weight associated with the ith experiment, and w Gij is the relative weight of the jth group within the ith experiment. In the PERC data, we have obtained reasonable results by setting set w Si = 1=n i and w Gij = 1=m ij . Figure 2 contrasts the results using these weights with the results using unit weights. We conjecture that the narrower con dence intervals associated with the weighted analysis re ect an improvement in e ciency over the unweighted estimates.
Further work is underway on combining group and individual incidence data, and the analysis presented here is somewhat preliminary. In particular, the choice of weights may be worth further investigation, as well as the possibility of allowing these weights to depend on parameters, both modi cations which may greatly improve e ciency of estimation and inference.
Log Concentration and Control Data
We use log concentration and log duration of exposure as the primary independent regression variables, and determine e ective log{concentration as a function of duration. This is based on several considerations. First, as a referee has pointed out, di erent biological processes are often assumed to be operating in the very short versus very long exposure times, and biologists may be interested in being able to distinguish durations that di er by one or more orders of magnitude. Second, the concentrations and durations vary over orders of magnitude, so an analysis based on the raw scale would allow certain observations to be extremely in uential on the results. Third, attempts to t the model with either the duration or the concentration (or both) on the original scale lead to poorer model t as measured by comparing likelihood criteria. Fourth, the log transform is range preserving in the sense that e ective doses are computed to be nonnegative.
With the dose and duration variables entering the model on the logarithmic scale, the proper treatment of control data requires some care. The log{dose model implies that controls have response probabilities equal to zero. Thus, control responses are uninformative under this model (provided they are all zero). The proper likelihood analysis deletes the null control responses from the analysis. In the PERC studies all controls had null responses.
Any nonnull responses among the controls would invalidate the log{dose model. Several approaches have been proposed in the literature to deal with nonzero control probabilities for binary response data when the dose e ect is expressed on the logarithmic scale. A relatively clean analysis is to replace the dose response P(d), where d is \dose," by the modi ed response function p 0 + (1 ? p 0 )P (d), where p 0 is the spontaneous response probability, and P (0) = 0. Further details and references may be found in Morgan (1992, Chapter 3) .
Strati ed Analysis
If we pool all the data across species and gender, we t the model (4). However, this model can be extended to allow for stratum-speci c e ects. For example, if we have strata j = 1; :::; J, then X is log(concentration), Z is a combination of log(duration) and stratum number, and a model with stratum-speci c intercepts is Pr(Y s j X; Z; stratum = j) = H( s + x X + z Z + 0;j ); (25) where it is understood that 0;J = 0, a convention adopted to make the model statistically identiable. The model (25) can be further expanded, for example to allow di erent strata to have di erent log{concentration parameters. One such model is Pr(Y s j X; Z; stratum = j) = H( s + x;j X + z Z + 0;j ): (26) In our rst analysis, we pooled all the data and t the model (4). We next performed a strati ed analysis, strati ed on the basis of species. We t in turn models (25) and (26). The former model allows for stratum e ects but assumes that the e ects of concentration and duration do not depend on the strata. The latter model allows for stratum{speci c concentration e ects. Models may be compared using Wald-type test statistics derived from the large sample distributions of the parameter estimates. Model (25) provided a statistically signi cant improvement over model (4) (p < 0:001), while model (26) provided a statistically signi cant improvement over model (25) (p < 0:01). Given the other variables in the model there was little evidence of an important stratum{speci c duration e ect. The range of durations in the data base appears to be insu cient to estimate di erences in duration e ects with any precision. The parameter estimates for the model (26) are given in Tables 4{5. Figure 2 contains a plot indicating the severity category, concentration and duration for each species in the PERC data base. The \censored" category always refers to interval censoring obtained by pooling the nonadverse and adverse categories. The plots show the negative slope that one would often expect; as duration increases, the estimated ED 10 usually decreases.
The addition of strati cation variables in the model was highly statistically signi cant, and the e ects appear to be practically signi cant as well. Figure 1 shows the ED 10 lines for the di erent species for severity category 1 (moderately adverse). The results were obtained by tting model (26), which has species{speci c intercepts and concentration e ects. In contrast to the pooled analysis, which treats all species as interchangeable, it is apparent that in the PERC data base the humans had much lower exposure levels than rats. The ED 10 's are typically an order of magnitude smaller for humans than they are for rats. The line for mice is very close to that for the humans, but this fact should not be overinterpreted. The con dence range for mice is extremely wide. The same data yield much tighter con dence intervals for severity category 2 for mice. Apparently the experiments in the data base were designed primarily to look at higher severity endpoints. Thus, for mice, the estimated category 1 ED 10 is in an extreme region of the design space, and this extrapolation in ates the standard deviation of the estimate. Despite this fact, the mouse data appear to be useful in improving the precision of the estimates of the severity-2 increment parameter and the shared duration parameter, thus indirectly improving the precision of the human ED 10 estimate, subject to the modeling assumptions. This illustrates a potential advantage of the present approach to combining data from multiple studies as compared to more traditional meta-analyses in which similar estimates of a common parameter are combined.
Because the duration parameter is shared by all species, the near parallelism of the lines among the species is a re ection of the similarity of the concentration slope parameters across species. Thus, the major di erences between rats and humans especially, and to a less extent the mice, appear to be explained by di erences in uptake, re ected by the di erent intercept parameter estimates, rather than di erences in mechanism. In particular, the di erences might be addressed by scaling up the concentrations, because the scale is re ected in the intercept rather than the slope if concentrations enter the model logarithmically.
In Figure 2 , we combined the results of the pooled and strati ed analyses. The vertical lines represent the pooled ED 10 and its 95% con dence interval at the median duration of exposure observed in the PERC data base. The horizontal lines are the stratum{speci c ED 10 's. There are major di erences here. For example, the estimated ED 10 for rats falls outside the pooled con dence interval. Note the previously mentioned fact that the severity-1 ED 10 for mice is poorly estimated relative to that for humans and rats. The pooled con dence interval is much wider than the strati ed con dence intervals for rats and humans. Because we are doing marginal analysis, tting an unstrati ed model would be tantamount to assuming that the population of interest is a mixture of rats, mice and humans. By separating out the systematic species di erences, the model is more focused, and we account for a large proportion of the variation in the dataset.
We have run further analyses on these data, by allowing for species/gender stratum e ects. While we observed some statistically signi cant e ects in such analyses, in general the practical e ects were not striking. Further strati cation can result in extremely wide con dence intervals in some categories and unreasonably narrow intervals for others. We suspect that we are reaching the limits of what the data can reveal in these cases. Small \statistically signi cant" di erences in estimates between genders may re ect di erences in study design rather than speci c gender e ects. More focused experimentation would be required to sort out these issues.
7 Discussion
We have considered the analysis of ordinal categorical response data subject to interval censoring. We have described general models for interval censored responses, and their associated likelihood functions. Speci c models discussed included the proportional odds model and a conditional model based on continuation ratios.
The problem arises as an important part of the analysis of acute inhalation exposure to PERC. Of special interest in the context of PERC is estimation of the dose at a given duration which leads to a xed probability of response, the so-called \e ective dose" (ED).
An interesting facet of the applications that motivated this investigation is that the data consist of a number of observations within each of a number of independent studies. This structure induces correlations in the observations, and it forces us to adjust the usual information-based standard errors. We have described in section 3 how to make the adjustment, using the technology of generalized estimating equations.
For estimating the e ective doses, we showed that in some important special cases that there is an equivalence between conditional and marginal modeling of ordinal responses, even though the methods estimate di erent model parameters.
In section 6, we described the PERC data set in some detail. A striking conclusion of this analysis is that humans appear to be an order of magnitude more sensitive to PERC than are rats. Table 1 : Monte-Carlo study of the proportional odds model. Both log(concentration) and log(duration) are generated as standard normal random variables. Here ( 1 ; 2 ; x ; z ) = (6; 0; 5; 2).
The true model has a random intercept e ect with mean zero and variance Variances and con dence intervals were computed using both the naive Fisher information and the sandwich method. Human 4 5 0 0 Table 3 : Censoring Information on Perchloroethylene (PERC). The gures in the column \ 0]" were the number of individuals or groups for which the outcome was no adverse e ect, \ 1]" the number with a moderately adverse e ect, \ 2]" the number with a severe or lethal outcome, and \ 0,1]" the number censored to be either not adverse or only moderately adverse. There were no observations censored to be either moderately adverse or lethal. 
