Abstract. We show how to replace the point functionals of numerical analysis with types of stable functionals of highly oscillatory solutions of differential equations.
In this recurrence relation,yn_¡ stands for f(yn¡, tn_¡) when the relation is used to generate the approximation to x.
If the Jacobian, fx(x, t), (at least for some values of t and for x the solution of (1.1) of interest) is such that one of its eigenvalues is large in magnitude, then (1.1) is usually referred to as a stiff system. For such systems most of the numerical methods of this pointwise type lose their effectiveness. Many studies have recently appeared characterizing methods which are still effective for stiff equations. These studies include many new methods, not necessarily of the type (1.2), but resembling (1.2) in the sense that values yi are obtained as approximations to x* at the points of the mesh tf,i = 0, 1, ... . (For a review of such methods see [1] and [5] .) Most of these special methods are effective only if the eigenvalues of the Jacobian fx which are large in magnitude are indeed large in magnitude because their real parts are large and negative.
numerically with this oscillatory case (cf. [3] , [4] and [6] ).
The difficulty in dealing with this case is illustrated by the following example. (1.5) *(/") = a sin Xi + --.
The eigenvalues of fx are ±i\, and when X is large, the solution consists of the high frequency carrier wave a • sin \t, modulated by the slow wave, (sin r)/(l -1/X2). In fact, for large X, the solution is a curve which practically is space filling. The specification of the value at a point (of a mesh) of such a solution is an ill-posed problem. We may expect numerical methods which furnish approximations to the value of the solution at a point to be ill posed as well (i.e. ill-conditioned or unstable).
In this paper, we present a preliminary study of numerical methods for approximating the solution at discrete times, which are properly posed even for highly oscillatory problems. We preserve the linear multistep form (1.2) of the numerical methods since this form provides desirable computational and analytic properties.
Our point of departure is to note that (1.2) is a linear combination of linear functionals of the solution which are its values and the values of its derivative at mesh points. This type of functional is unstable for solutions of stiff systems. What we do is to replace these functionals by stable ones so that the corresponding numerical method is well conditioned. There is a wide choice of functionals which might be used, but they seem to consist of those stable functionals which together supply the following two features. First, the functionals are to give information about the solution of the differential equation which is acceptable as a description of the solution. (This is the purpose of the point evaluations,^, in (1.2).) Second, the functionals convey constraints imposed on the solution. (This is the purpose of the functional yn in (1.2) and its replacement by f(yn, tn).) The choice of appropriate functionals may depend on the problem and the solution being calculated. We do not deal here with the questions of characterizing these types of stable functionals of the solution of a system of differential equations. Rather, we select two special functionals which are an averaging functional and an appropriate evaluation functional, which ought to be stable in the .sense discussed. Then, we show how to construct an effective class of numerical methods of a linear multistep type out of these two functionals.
In Section 2 we start with the scalar case. , where the quantity r > 0 will be specified in (2.7). Thus, we assume that f(x, t) is continuous in t, t G / and Lipschitz continuous in x for all such t, with Lipschitz constant K. In particular,/(x, t) is uniformly bounded for t G / and x restricted to any compact real set including in particular the set of values taken on by the solutions x(t) for t G /.
In Sections 2.2-2.8, we restrict our attention to the linear problem in which f(x, t) = f(t). Then in Section 2.9, we discuss the full nonlinear case.
2.2. Choice of Functionals. Let N > 0 be an integer, let h = T/N and let t¡ = ih, i = 0, ±1, . . . , be the points of a mesh. We seek the functional y(t) of x at points of this mesh. Let z(t) be a functional of x which can be calculated at each mesh point.
Then, we seek to determine yn = y(tn), n > 0, in terms of yn_¡, i = I, . . . , r, and zn_¡ = z(tn_i), i = 0, 1, . . . , s, by means of the linear multistep formula
The initial values y¡ and z¡, i = -1, . . . , -r, are assumed to be furnished by some independent means. In the case (2.1) of interest and X large we choose y(t) to be (f,g) = f^f(t)g*(t)dt.
An asterisk is used to denote the complex conjugate throughout. Since we are interested in solutions of (2.1) on the interval
we may identify both a solution of (2.1) and f(t) appearing in (2.1) with the unique functions of minimal norm in H with which they agree on /, respectively. Of course, on / it is sufficient for / to have m -1 absolutely continuous derivatives and an mth derivative a.e. which is square integrable. We use a caret to denote the Fourier transform, viz.
Then, the inner product in H may be written as 
The inner product in H is
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
(2.9) defines an isometric isomorphism between H and H. The symbol ~ will denote this isomorphism. Then from (2.11) we see that the isomorphism between Rt and its image in H is expressed by (2.14) *r~e-''"7lpmMI2.
For the représenter, r¡t of d2/dt2 + X2, we have
For the représenter kt of y(t) given by (2.3) and (2.4), we have »»■mo-tT Rind«--?
where fc(c<j) is the Fourier transform of k(z) given in (2.4). With these representers, the formula (2.5) leads us to introduce the following linear functional gn. Definition 2.1. Using (2.17) as a definition, we call the linear functional, gn appearing there, the local truncation error of the method (2.5).
To estimate the local truncation error we write (2.18) where, as usual, (2.19) l*"MI< kt -Z c,kt . -h2 Z d,nt .
" /=i ' '"-> ¡to ' **-i 2 = (x,x) and llxll? =(x, x) .
We will drop the subscript, * , since no confusion should result. Now using (2.13), (2.15) and (2.16), we find for the right member of (2.18) that Thus, the system of r equations has a solution in this case. Indeed, by choosing the d,, j = 0, . . . , s, to be proportional to X 2, we obtain a solution for the s-,/ = 1, . . . , r, which is 0(1) + 0(X"2).
From the form of f(co) given in (2.21) we may make the following remark, the assertion of which follows from a familiar argument which proceeds by breaking up the range of integration in (2.20), appropriately.
Remark 2.2. If p is chosen less than m and the coefficients s-,j = 1, . . . , r, and d■, j = 0, . . . , s, are chosen as solutions of the generalized moment equations ml = 0, / = 0, 1, . . . , p, we may obtain an estimate of the local truncation error of the form ||¿f"||=-max \gn\<0(h"+l), p<m, xGH (2.28) IUII < 1.
We collect these remarks into the following theorem. We use the following definition.
Definition 2.3 (Stability). If the sequence {a-,/ = 0, 1, . . . } is bounded, then the method is said to be stable.
We recall the following definition.
Definition 2.4. S(z) is said to obey the root condition if all of its roots lie in the closed unit disc while those of its roots which lie on the boundary of that disc are simple.
With this definition we may state the following lemma which characterizes the stability of the method. (2.47)
Notice that the root condition is obeyed for L large and positive but is violated for h\ small compared to L. Remark 2.3. In all of these examples and in the general case, we see that the coefficients obtained as solutions of the moment equations depend on X2. At first sight this seems to be more restrictive than the case of the classical linear multistep formulas where the coefficients of the formula do not depend on the coefficients of the differential equation. In the classical case the coefficients of the differential equations enter into the method when it is used to approximate the differential equation, e.g., when in (1.2) y"_¡ is replaced by f(yn_t, tn_¡). It is essential after all that the numerical method at some point be dependent on the equation to be solved. In our case this dependence occurs at the outset in the determination of coefficients and in the error analysis. In the classical case it enters in the error analysis and in the use of the method. The difference seems formal and in fact it may be that a treatment of the present problem may yet be found which resembles this classical feature but retains the more general functional aspects discussed here.
2.7. Illustrative Computations. We now apply the six sets of methods, labeled I, II, ... , VI in Section 2.6 respectively, to the sample problem To illustrate both the favorable and unfavorable effects in our methods Table 2.1 contains cases for which the methods are designed to operate well, along with cases to which correspond poor or nonsensical results. For example, although the cases corresponding to X = 10 give fair results, these cases are not stiff; and we should not expect good results. When h is decreased improvement should occur but only for the stiff cases. The cases X = 103 and h -.01 are not stiff and improvement with decreasing h does not always occur in these cases. Method VI is used in some unstable cases. Examining (2.25), we see that R is proportional to Lp. Thus, in some cases as L increases, we see an improvement due to improving the averaging (i.e. increasing A), but ultimately a degradation due to the L dependence of R . The stiff cases for moderate L give extremely good results,as we expect.
2.8. Optimal Methods. The choice of coefficients characterized by the moment conditions and the root condition gives rise to a stable method with the error estimate (2.37). We now turn to the question of characterizing those coefficients which give the best possible (local) error estimates, and we call the corresponding methods optimal methods.
These methods are obtained by determining the best approximation to kt in the span of The question of whether or not the optimal method is stable is open. However, since the local error for the optimal method is by definition the minimal local error, then the estimate (2.28) is valid for the optimal method as well.
As an example of an optimal method, consider the explicit optimal method, (d0 = 0) in the case r = s = I. In this case the optimal coefficients c, and dl are solutions of the following linear system: While this does not imply stability in the strict sense, it does lead to the global error estimate, (2.62) I eN || < consta max \\gn\\eHT, Kn<N by a well-known argument, as an alternate to the estimate (2.36). Inspection of (2.57) shows that d, = 0(X~2). Thus, the estimate (2.62) is uniform in X for | X| > X0 > 0.
Thus, we find that the optimal method is convergent in the case in question, uniformly in X for i X| > \ > 0.
2.9. The Nonlinear Case. Here we return to the nonlinear problem (2.1). We describe how the method discussed above is modified to handle this case and then we obtain an error estimate.
Since in the nonlinear case f(x, t) cannot -be computed as we proceed along the mesh,we replace (2.5) by (2.63) yn = Z c{y"_, + h7 Z difn_i(yn_i).
(=1 i=0
Here we use /"_,(y"_¡) to denote f(yn_¡, tn_¡). We replace ( The term const hp in (2.73) then bounds \\gn\\, while the term const Le1vm is a bound for the last term in the right member of (2.71), the latter bound obtained by using (2.65).
Remark 2.4. The two terms in the estimate (2.73) are not comparable in orders of h. The first term corresponding to the local truncation error is small for h small.
The second term is the error by which a function may be approximated by.its average. (2.73) may be viewed as the statement that modulo the error made in replacing a function by its average, the numerical method is globally hp. Using the coefficients in Section 2.6, we see that this second term, Le1vm, is proportional to L/X2 and is thus small with this quantity. Remark 2.5 . Similarly, e, may be expected to be small, as required in the hypothesis of Theorem 2.3, when X is large (if coefficients such as those in Section 2.6 are used).
3. Systems. In this section, we will indicate how the results of Section 2 may be carried over to the more general case of second order systems.
We replace the scalar equation (2.1) by the system (3.1) x + A2x = f(x, t).
Here x and / are ^-vectors and A is a q x q matrix. There is no explicit requirement that A be large in any sense, although for our ideas to be useful we imagine that at least one of the eigenvalues of A has a large imaginary component The global error analysis follows analogously if we use the following lemma concerning the matrix valued polynomial S(z), the analogue of (2.35). 
