Visual processing deficits are an integral component of schizophrenia and are sensitive predictors of schizophrenic decompensation in healthy adults. The primate visual system consists of discrete subcortical magnocellular and parvocellular pathways, which project preferentially to dorsal and ventral cortical streams. Subcortical systems show differential stimulus sensitivity, while cortical systems, in turn, can be differentiated using surface potential analysis. The present study examined contributions of subcortical dysfunction to cortical processing deficits using high-density event-related potentials. Event-related potentials were recorded to stimuli biased towards the magnocellular system using low-contrast isolated checks in Experiment 1 and towards the magnocellular or parvocellular system using low versus high spatial frequency (HSF) sinusoidal gratings, respectively, in Experiment 2. The sample consisted of 23 patients with schizophrenia or schizoaffective disorder and 19 non-psychiatric volunteers of similar age. In Experiment 1, a large decrease in the P1 component of the visual event-related potential in response to magnocellular-biased isolated check stimuli was seen in patients compared with controls (F = 13.2, P = 0.001). Patients also showed decreased slope of the contrast response function over the magnocellular-selective contrast range compared with controls (t = 9.2, P = 0.04) indicating decreased signal amplification. In Experiment 2, C1 (F = 8.5, P = 0.007), P1 (F = 33.1, P < 0.001) and N1 (F = 60.8, P < 0.001) were reduced in amplitude to magnocellular-biased low spatial frequency (LSF) stimuli in patients with schizophrenia, but were intact to parvocellular-biased HSF stimuli, regardless of generator location. Source waveforms derived from inverse dipole modelling showed reduced P1 in Experiment 1 and reduced C1, P1 and N1 to LSF stimuli in Experiment 2, consistent with surface waveforms. These results indicate pervasive magnocellular dysfunction at the subcortical level that leads to secondary impairment in activation of cortical visual structures within dorsal and ventral stream visual pathways. Our finding of early visual dysfunction is consistent with and explanatory of classic literature showing subjective complaints of visual distortions and is consistent with early visual processing deficits reported in schizophrenia. Although deficits in visual processing have frequently been construed as resulting from failures of top-down processing, the present findings argue strongly for bottom-up rather than top-down dysfunction at least within the early visual pathway. Deficits in magnocellular processing in this task may reflect more general impairments in neuronal systems functioning, such as deficits in non-linear amplification and may thus represent an organizing principle for predicting neurocognitive dysfunction in schizophrenia.
Introduction
For decades, schizophrenia has been primarily conceptualized as a 'top-down' disorder with deficits in executive brain regions, such as prefrontal cortex, leading to secondary dysfunction elsewhere (Cohen and Servan-Schreiber, 1992;  Goldman-Rakic and Selemon, 1997; Weinberger and Gallhofer, 1997; Callicott et al., 2003) . Although visual deficits have been well described in the classic literature, these have often been attributed to failures of attention and other top-down mechanisms (Silverstein et al., 1996; Potts et al., 2002; van der Stelt et al., 2004; Rassovsky et al., 2005) . Recently, however, a significant paradigm shift has begun to occur with data demonstrating histological, structural and functional deficits even within lower visual regions (Green et al., 1994; Selemon et al., 1995; Slaghuis, 1998; Braus et al., 2002; Ardekani et al., 2003; Keri et al., 2004; Butler et al., 2005 Butler et al., , 2006 Kim et al., 2005) . These findings suggest dysfunction even within early regions of the visual pathway, which may lead to 'bottom-up' dysregulation of higher cortical function. Nevertheless, the loci of dysfunction within the visual system have yet to be clarified.
One method that has proven particularly effective at parsing deficits within the early visual system is that of visual event-related potentials. Visual event-related potentials have been extremely well studied and cross-validated with fMRI and psychophysical studies using stimuli that isolate specific levels of the visual system (Previc, 1988; Martinez et al., 1999; Ellemberg et al., 2001; Martinez et al., 2001b; Di Russo et al., 2002 Schechter et al., 2005) . Specific eventrelated potential components can provide information about functioning at different levels of the visual system.
The visual system functions at subcortical and cortical levels. Subcortically, the visual system is divided into discrete magnocellular and parvocellular pathways; cortically, the visual system is divided into dorsal and ventral visual streams (Ungerleider and Mishkin, 1982) . The subcortical magnocellular and parvocellular pathways begin in the retina and project, via the lateral geniculate nucleus, to different layers of primary visual cortex (V1). Magnocellular neurons project predominantly to layers 4Ca and 4B, which, in turn, send projections to the middle temporal visual area, inferior parietal cortex and other regions within the dorsal visual stream. In contrast, parvocellular neurons project predominantly to layer 4Cb and superficial layers of V1, which, in turn, send projections primarily to the lateral occipital complex, inferior temporal and other ventral stream areas (Lund, 1973; Merigan and Maunsell, 1993; Schroeder et al., 1998) . Processing within streams is highly segregated throughout the initial cortical volley, though there appears to be some convergence of magnocellular and parvocellular input even in V1 (Sawatari and Callaway, 1996; Vidyasagar et al., 2002) and significant interaction between dorsal and ventral streams occurring thereafter.
At subcortical levels of the visual system, pathways are differentiated not only anatomically but also functionally, by preferred stimuli. Magnocellular neurons respond to lowcontrast and larger [low spatial frequency (LSF)] stimuli while parvocellular neurons respond to higher-contrast and smaller [high spatial frequency (HSF)] stimuli (Derrington and Lennie, 1984; Tootell et al., 1988a, b; Kaplan, 1991) . With regard to contrast, the magnocellular system shows a non-linear contrast response function with high gain to low-contrast stimuli and lower gain to high-contrast stimuli, leading to compression in the contrast response curve at $16-32% contrast (Kaplan, 1991) with saturation at the asymptote. The parvocellular system, which does not respond to contrast levels below $10%, responds with low gain over a wide range of stimulus contrasts and does not saturate (Tootell et al., 1988a; Kaplan, 1991) . With regard to spatial frequency, magnocellular neurons receive input from larger regions of the visual field than parvocellular neurons (Dacey and Petersen, 1992) . Thus, the magnocellular system is more sensitive to LSF and the parvocellular system is more sensitive to HSF stimuli. Recent visual evoked potential work in humans with magnocellular-and parvocellularpreferential stimuli demonstrates that the spatial characteristics and contrast dependence of these pathways are similar to those found in monkeys (Zemon and Gordon, 2006) . Contrast and spatial frequency can therefore be used to bias processing towards the magnocellular versus parvocellular pathway, and the shape of the contrast response curve can be analysed to provide information about signal amplification.
Patients with schizophrenia show highly reproducible deficits in magnocellular function, as reflected in, for example, reduced contrast sensitivity to magnocellularbiased stimuli (Slaghuis, 1998; Keri et al., 2002 Keri et al., , 2004 Butler et al., 2005) , or reduced steady state visual evoked potential generation suggesting subcortical dysfunction. The present study examined contributions of subcortical dysfunction to cortical processing deficits using high-density event-related potentials.
In response to simple visual stimuli, sensory-evoked event-related potentials index neural activity indicative of primary visual cortical, dorsal or ventral stream activity. Visual stimuli elicit a characteristic sequence of event-related potentials, which, according to common nosology have been termed the C1 (Jeffreys and Axford, 1972) , P1 and N1 (Clark and Hillyard, 1996) components. Underlying cortical generators for these components have been mapped using inverse dipole modelling techniques (Mangun et al., 1993; Gomez Gonzalez et al., 1994; Clark and Hillyard, 1996) and, especially, source localization combined with fMRI (Martinez et al., 1999 (Martinez et al., , 2001a Di Russo et al., 2002 . C1, which has a peak latency of $90 ms depending upon stimulus, inverts for stimuli presented to the upper versus lower visual field, consistent with a generator in primary visual cortex (V1) (Gomez Gonzalez et al., 1994; Simpson et al., 1995; Clark and Hillyard, 1996; Martinez et al., 2001a; Di Russo et al., 2002 and is driven more strongly by parvocellular than magnocellular input (Previc, 1988; Schechter et al., 2005) . Visual P1, in contrast, appears to have dual underlying generators, including a dorsal generator within dorsolateral extrastriate cortex (e.g. V3a) and a ventral source within ventrolateral extrastriate cortex (e.g. V4) (Martinez et al., 1999; Di Russo et al., 2002) . The dorsal generator is driven predominantly by magnocellular input and the ventral generator by parvocellular input (Martinez et al., 2001a) . Finally, N1, which peaks at $150-200 ms, appears to reflect primarily ventral stream sources (Allison et al., 1999; Bentin et al., 1999; Doniger et al., 2000 Doniger et al., , 2001a Doniger et al., , 2002 .
For the present study, event-related potentials were obtained to two complementary classes of stimuli-isolated checks and sine-wave gratings (Fig. 1) -that have wellcharacterized psychophysiological properties. Isolated checks were presented across a range of contrasts (Zemon et al., 1988) . Parvocellular neurons respond poorly to lowstimulus contrast (<16%), so that cortical responses to lowcontrast stimuli reflect activity driven primarily by magnocellular visual pathway input. Activity at higher contrasts reflects additional recruitment of parvocellular input. Sine-wave gratings were presented at both LSF and HSF. LSF stimuli predominantly activate the magnocellular pathway, whereas HSF stimuli predominantly activate the parvocellular pathway. For both types of stimuli, dipole mapping was used to confirm generator localization. On the basis of our prior contrast sensitivity and steady state visual evoked potential findings Kim et al., 2005) , it was hypothesized that cortically generated potentials would be relatively normal in amplitude when input was driven by the parvocellular system (i.e. HSF gratings), but severely reduced in both of the magnocellulardependent conditions (i.e. isolated checks, LSF gratings), reflecting impaired subcortical processing but preserved local dorsal and ventral stream cortical responses.
Material and methods

Participants
Data were collected in two separate experiments. In Experiment 1 (contrast response) participants were 22 male patients meeting DSM-IV (Diagnostic and Statistical Manual of Mental Disorders) criteria for schizophrenia (n = 19) or schizoaffective (n = 3) disorder and 16 healthy volunteers (12 male) of similar age. In Experiment 2 (spatial frequency) participants were 18 male patients meeting criteria for schizophrenia (n = 16) or schizoaffective (n = 2) disorder and 16 healthy volunteers (12 male) of similar age. Each experiment consisted of a single event-related potential session. Seventeen patients and 13 controls participated in both experiments, so that the total sample included 23 patients and 19 controls.
Patients were recruited from in-patient and out-patient facilities associated with the Nathan Kline Institute for Psychiatric Research. Diagnoses were obtained using the Structured Clinical Interview for DSM-IV (First et al., 1997) . Healthy volunteers with a history of Structured Clinical Interview for DSM-IV-defined Axis I psychiatric disorder were excluded. Participants were excluded if they had any neurological or ophthalmological disorders that might affect performance or met criteria for alcohol or substance dependence within the last 6 months or abuse within the last month. All participants provided informed consent according to the Declaration of Helsinki. This study was approved by the Nathan Kline Institute for Psychiatric Research/Rockland Psychiatric Center Institutional Review Board.
Patient and control groups did not differ significantly in age [patients, mean 6 standard error of the mean (SEM) = 35.9 6 2.2 years; controls, 33.8 6 1.9 years]. However, there was a significant difference in gender ratio (Fisher's exact test, P = 0.005). Brief Psychiatric Rating Scale total score was 38.3 6 2.5 (n = 22) and Scale for the Assessment of Negative Symptoms total score (including global scores) was 39.7 6 2.6 (n = 22). All patients were receiving antipsychotics with 20 patients receiving atypical and 3 receiving typical antipsychotics. Chlorpromazine equivalents were 1365.4 6 157.7 mg/day. Chlorpromazine equivalents were calculated using conversion factors described previously (Hyman et al., 1995; Peuskens and Link, 1997; Jibson and Tandon, 1998; Woods, 2003) . Duration of illness was 16.7 6 1.8 years.
Participants were tested binocularly. While all participants had at least 20/32 (0.63) corrected visual acuity or better on the Logarithmic Visual Acuity Chart (Precision Vision, LaSalle, IL, USA), the patients had significantly lower visual acuity (vision ratio = 0.9 6 0.04) than controls (1.1 6 0.04) for their binocular vision (t = 3.2, d.f. = 40, P = 0.003). Gender and visual acuity were used as covariates in between-group analyses.
Stimuli
Stimuli for both experiments are shown in Fig. 1 and were presented on an Iiyama 502 CRT monitor with a frame rate of $100 Hz. For both experiments, subjects were seated in a soundattenuated, electrically shielded and dimly illuminated recording chamber facing the video monitor.
Stimuli for Experiment 1: contrast response to isolated checks
In the contrast response experiment, stimuli consisted of an 8 · 8 array of isolated checks (each check 0.45 · 0.45 degrees of visual angle) at five contrasts (4, 8, 16, 32 and 64% contrast) . The luminance of the checks was below that of the background, producing negative contrast (Fig. 1 ). Line drawings of four different animals were also presented, with one animal type presented per block. With a viewing distance of 114 cm, the stimulus field subtended 5.7 · 5.7 degrees of visual angle. Stimuli were presented in blocks in random order for 60 ms with stimulus-onset asynchronies of 1260, 1460, 1660, 1860 and 2060 ms. Duration of presentation of stimulus-onset asynchronies was also random. Each block contained 12 presentations of each contrast and 6 pictures of the same animal. Blocks were repeated until at least 300 presentations of each contrast were obtained. For the contrast response experiment, to ensure that participants were attending to the stimuli, they were asked to press a button when the animal appeared on the screen. Both groups performed with high accuracy, although patients (86.5 6 2.3% accuracy) did not perform as well as controls (96.7 6 1.8% accuracy). When analyses were co-varied for per cent accuracy, all significant results remained.
Stimuli for Experiment 2: spatial frequency
For the spatial frequency experiment, stimuli were black and white sinusoidal horizontal gratings. At a viewing distance of 114 cm, the stimulus field subtended 6.1 · 4.6 degrees of visual angle. The gratings had a spatial frequency of either 1.0 cycle/degree (LSF) or 5 cycles/degree (HSF). The stimuli were presented against a grey field that was isoluminant with the mean luminance of the sinewave gratings, which had a light/dark contrast of 80%. All stimuli were presented at the centre of gaze for 100 ms durations and stimulus-onset asynchronies of 400 and 600 ms. LSF and HSF stimuli were delivered randomly during runs lasting 3 min. Three runs were administered per subject, yielding $540 of each of the two types of stimuli. The subjects were instructed simply to maintain central fixation.
Data acquisition
High-density continuous EEG was acquired from 168 surface electrode sites arranged geodesically using the BioSemi Active II system (BioSemi, Amsterdam, The Netherlands), along with digital stimulus timing tags. Data were digitized online at 512 Hz. All data were recorded relative to a common average and algebraically re-referenced off-line to standard reference before further analyses. The standard reference for Experiment 1 was the average of all the electrodes, and the standard reference for Experiment 2 was a frontal electrode Fpz.
For all subjects, EEG epochs (À200 to 500 ms post-stimulus onset) were constructed off-line. Data were baseline corrected from À100 ms to stimulus onset. Automated artefact rejection was conducted to eliminate trials containing blinks, eye movements or electrical artefact. On average, 28% of all trials were rejected in Experiment 1 and 20% in Experiment 2. There were no significant differences between groups in number of sweeps that survived artefact rejection for Experiment 1 (patients: 415.2 6 25.8; controls: 438.4 6 18.0; t = 0.7, d.f. = 36, P = 0.5) and Experiment 2 (patients: 384.4 6 38.4; controls: 480.9 6 39.8; t = 1.7, d.f. = 32, P = 0.09). Epochs were then averaged separately for each stimulus type for each subject and subjected to statistical analysis. Grand average waveforms were constructed separately for both patients and controls. Figures show filtered waveform data (45 Hz low pass; 96 dB/octave).
Data analysis
Voltage topography maps were used to select the electrode sites where the prominent event-related potential components, C1, P1 and N1, were largest. The peak amplitude within a specified latency window was obtained for each participant for each event-related potential component. Peak amplitudes averaged across six sites along the midline were used in all subsequent analyses of the C1 component. These six geodesically arranged electrodes for C1 were close to or included midline Oz and P0z, left hemisphere O1 and right hemisphere O2 electrodes of the expanded 10-20 system. Analyses of the P1 and N1 components were carried out on the peak amplitudes averaged across six dorsal-occipital and ventraloccipital sites, respectively, per hemisphere. The electrodes used for each hemisphere were mirror images of each other. On the left hemisphere, the P1 sites were close to or included P3, P5, P7, P07 and TP7. On the right hemisphere, P1 sites included P4, P6, P8, P08 and TP8. On the left hemisphere N1 sites included P5, P7, P03 and P07. On the right hemisphere N1 sites included P6, P8, PO4 and PO8. The same electrode sites were used in both experiments.
The peak amplitude was obtained over specific latency windows corresponding to 20 ms before and after the peak latency in the control participants' waveforms. While latency windows were the same for patients and controls, they differed for each contrast and spatial frequency.
Latency windows for Experiment 1: contrast response to isolated checks
For the contrast response experiment, C1 latency windows ranged from 84-124 ms post-stimulus onset at 64% contrast to 112-152 ms at 8% contrast. No C1 was obtained at 4% contrast. P1 latencies were similarly delayed at lower contrasts. At 64% contrast, the P1 latency range was 67-107 ms and at 4% contrast the window was set at 98-138 ms. The N1 component was analysed at 123-163 ms at 64% contrast and at 171-211 ms at 4% contrast.
Latency windows for Experiment 2: spatial frequency
Latency windows were similarly defined for the spatial frequency experiment. The C1 component was analysed over the 70-110 ms epoch for both LSF and HSF stimuli. For P1 the latency window was 115-155 ms for LSF and 130-170 ms for HSF stimuli. For the N1 component the latency ranges were 160-200 and 170-210 ms for LSF and HSF stimuli, respectively.
Statistical analysis
To analyse amplitude and latency effects, separate repeatedmeasures analyses of covariance (ANCOVAs) with between-group factor of diagnostic group and within-group factors of hemisphere (for P1 and N1 but not C1), contrast (64, 32, 16, 8, 4% ; Experiment 1) or spatial frequency (HSF, LSF; Experiment 2) were carried out for each component of interest with gender and vision ratio as covariates.
Results Experiment 1: contrast response to isolated checks
Figures 2 and 3 show grand average waveforms and surface topographical maps, respectively. C1, P1 and N1 latencies were similar between patients and controls (Table 1) . C1 and N1 amplitudes were both somewhat reduced, although between-group differences were not significant (C1: F = 2.56, d.f. = 1, 34, P = 0.12; N1: F = 2.6, d.f. = 1, 34, P = 0.12).
In contrast, isolated checks elicited a robust P1 that was dramatically reduced in amplitude in patients compared with controls. Both the main effect of group (F = 12.5, d.f. = 1, 34, P = 0.001) and group · contrast interaction (F = 6.8, d.f. = 4, 33, P < 0.001) were highly significant. Controls, as expected, had a contrast response curve that was markedly non-linear, with initial steep slope from 4 to 16% contrast and saturation thereafter ( Fig. 4B and C) . There was a highly significant between-group effect (F = 13.2, d.f. = 1, 34, P = 0.001) and group · contrast interaction (F = 8.3, Fig. 2 The top plot shows the group-averaged voltage waveforms for controls (n = 16) and the bottom plot for patients (n = 22) in response to isolated checks of different luminance contrasts. Waveforms are the mean of the response at six electrode sites used for P1 in each hemisphere and C1 centrally. A pink disc indicates the location of the six electrode sites in the left hemisphere used for P1. A blue disc indicates location of the six electrodes in the right hemisphere used for P1, and a green disc indicates location of the six central electrodes used for C1. d.f. = 2, 35, P = 0.001) for magnocellular range stimuli (4-16% contrast), indicating substantial failure of patients to benefit from increased contrast, particularly over the magnocellular-selective range.
To further analyse contrast functions, the MichaelisMenten equation was fitted to P1 values, and highly reliable fits were obtained to group mean data (r 2 = 0.99). The two groups differed significantly in slope (representing contrast gain; controls: 0.29 6 0.02; patients: 0.09 6 0.06, t = 9.2, d.f. = 1, 4, P = 0.04) and plateau (controls: 5.3 6 0.3; patients: 2.4 6 0.8, t = 32.1, d.f. = 1, 4, P = 0.005) but not semi-saturation point (controls: 8.9 6 1.3; patients: 13.8 6 14.2, t = 0.2, d.f. = 1, 4, P = 0.7), indicating decreased amplification of the contrast response function (Kwon et al., 1992) in patients with schizophrenia, which has been primarily associated with functioning of magnocellular neurons in primates (Kaplan, 1991) .
For amplitude, the main effect of hemisphere for P1 (F = 5.1, d.f. = 1, 36, P = 0.03) was significant. There was a significant group · hemisphere (F = 5.3, d.f. = 1, 36, P = 0.03) but no group · hemisphere · contrast (F = 1.0, d.f. = 4, 33, P = 0.43) interaction.
There were no significant relationships between C1, P1 or N1 amplitudes or latencies across contrast levels and chlorpromazine equivalents.
Experiment 2: spatial frequency
Figures 5, 6 and 7 show grand averaged waveforms, peak amplitudes and voltage topography maps, respectively.
For amplitude, for the C1 component, there was a significant group · spatial frequency interaction (F = 10.3, Mean 6 SEM. For Experiment 1, latencies for right and left hemispheres were averaged for P1 and N1 because ANCOVA did not show any significant main effect of hemisphere for either component (P1:
For Experiment 2, latencies for right and left hemisphere are given separately because there was a main effect for hemisphere for the P1 and N1 components. * P < 0.05. Fig. 4 (A-E) C1, P1 and N1 amplitude at each luminance contrast for controls and patients with schizophrenia. Amplitudes are the mean of the response at six electrode sites used for P1 and N1 in each hemisphere and C1 centrally. Error bars represent the standard error of the mean for patients and controls. *P < 0.05, **P < 0.005.
d.f. = 1, 32, P = 0.003), a main effect of spatial frequency (F = 67.5, d.f. = 1, 32, P < 0.001), but no significant main effect of group (F = 3.5, d.f. = 1, 30, P = 0.07). Separate follow-up ANCOVAs of the group · spatial frequency interaction showed a significant main effect of group for the LSF condition (F = 8.5, d.f. = 1, 30, P = 0.007) but not for the HSF condition (F = 0.8, d.f. = 1, 30, P = 0.38). As in Experiment 1, P1 amplitude was dramatically reduced in patients compared with controls (F = 12.6, d.f. = 1, 30, P = 0.001). In addition, the group · spatial frequency interaction was highly significant (F = 73.4, d.f. = 1, 32, P < 0.001), owing to a significant P1 reduction in patients in the LSF (F = 33.1, d.f. = 1, 30, P < 0.001), but not the HSF (F = 0.5, d.f. = 1, 30, P = 0.47), condition. There was a significant group · hemisphere · spatial frequency interaction in the overall ANCOVA (F = 5.2, d.f. = 1, 32, P = 0.03), but no main effect of hemisphere (F = 0.2, d.f. = 1, 32, P = 0.7) or group · hemisphere interaction (F = 3.0, d.f. = 1, 32, P = 0.09).
N1 amplitude was relatively large compared with the contrast response experiment and there was a significant main effect of group (F = 28.2, d.f. = 1, 30, P < 0.001). There was also a significant group · spatial frequency interaction (F = 35.7, d.f. = 1, 32, P < 0.001) indicating, as with the P1 component, that patients had a significant decrease in N1 amplitude compared with controls in the LSF (F = 60.8, d.f. = 1, 30, P < 0.001) but not in the HSF (F = 0.4, d.f. = 1, 30, P = 0.51) condition. There were no significant main effects of hemisphere in the overall ANCOVA (F = 0.0, d.f. = 1, 32, P = 0.98), group · hemisphere (F = 2.0, d.f. = 1, 32, P = 0.17) or group · hemisphere · spatial frequency interactions (F = 3.7, d.f. = 1, 32, P = 0.06).
There were no significant relationships between C1, P1 or N1 amplitudes across spatial frequencies and chlorpromazine equivalents.
C1, P1 and N1 latencies are reported in Table 1 . For C1 latency, there were significant main effects of group (F = 5.2, d.f. = 1, 30, P = 0.03) and spatial frequency (F = 5.7, d.f. = 1, 32, P = 0.02) but no significant group · spatial frequency interaction (F = 2.4, d.f. = 1, 32, P = 0.13). Follow-up t-tests showed that patients had significantly longer latencies than controls in the LSF condition (t = 2.1, d.f. = 32, P = 0.05), but not the HSF condition (t = 0.4, d.f. = 32, P = 0.66).
For P1 latency there were also significant main effects of group (F = 4.8, d.f. = 1, 30, P = 0.04) and spatial frequency (F = 48.4, d.f. = 1, 32, P < 0.001) but no significant group · spatial frequency interaction (F = 0.03, d.f. = 1, 32, P = 0.85). Separate ANCOVAs showed a significant increase in P1 latency in patients compared with controls in the HSF (F = 6.2, d.f. = 1, 30, P = 0.02), but not in the LSF (F = 1.7, d.f. = 1, 30, P = 0.21), condition. Follow-up t-tests showed that the right hemisphere HSF P1 was significantly longer in patients than controls (t = 2.3, d.f. = 32, P = 0.03). In addition, there was a significant main effect of hemisphere (F = 5.0, d.f. = 1, 32, P = 0.03) but no significant group · hemisphere interaction (F = 1.9, d.f. = 1, 32, P = 0.18). For N1 latency, there were no significant main effects of group (F = 0.12, d.f. = 1, 30, P = 0.73) or spatial frequency (F = 3.6, d.f. = 1, 32, P = 0.07) and no significant group · spatial frequency interaction (F = 1.4, d.f. = 1, 32, P = 0.25). However, both the main effect of hemisphere (F = 6.3, d.f. = 1, 32, P = 0.02) and the group · hemisphere interaction (F = 5.6, d.f. = 1, 32, P = 0.02) were significant.
Source localization for Experiments 1 and 2
Inverse dipole modelling of the early event-related potential components was carried out on the grand average waveforms using the brain electrical source algorithm (Scherg, 1990) . For both experiments, models were constructed using three sets of paired dipoles with each set constrained to be mirror-symmetrical in location but not orientation, over restricted time intervals corresponding to the components of interest (Di Russo et al., 2002 ). An additional, ocular dipole was added to absorb ocular-movement-related noise. For both experiments, dipole locations (Table 2) were calculated on the basis of control data, and subsequently applied to corresponding patient results.
In both experiments, the C1 distribution was accounted for well by a pair of dipoles situated in medial occipital cortex in or near the calcarine fissure. Another pair of dipoles located in dorsolateral extrastriate cortex accounted for the P1 component, while a dipole pair in ventrolateral cortex accounted for the N1 distribution (Fig. 8) . Together, the three dipole pairs for both controls and schizophrenia patients accounted for >96% of the total variance in the modelled latency window. Consistent with the surface components, source waveforms from the dorsolateral electrodes in patients showed a dramatic reduction in amplitude in both the isolated check (30% of control) and LSF conditions (10% of control), but not HSF condition. The C1 response was much larger in the isolated check and HSF conditions relative to LSF for both groups. In both the isolated check and HSF conditions, this component was relatively normal for patients (77 and 74% of control, respectively) but was absent for patients in the LSF condition (2% of control).
Discussion
Schizophrenia is associated with deficits in visual processing, which represent a critical component of the disorder. Mechanisms underlying such deficits remain controversial, with competing theories emphasizing top-down (Cohen and Fig. 6 C1, P1 and N1 amplitudes to HSF and LSF stimuli for patients and controls. Amplitudes are the mean of the response at six electrode sites used for P1 and N1 in each hemisphere and C1 centrally. Error bars represent the standard error of the mean for patients and controls. *P < 0.05, **P < 0.001. Servan-Schreiber, 1992; Silverstein et al., 1996; Weinberger and Gallhofer, 1997; van der Stelt et al., 2004) versus bottom-up (Doniger et al., 2002; Gonzalez-Hernandez et al., 2003; Butler et al., 2005; Johnson et al., 2005) mechanisms. The present study evaluated function of the early visual system using high-density event-related potentials and wellcharacterized components to evaluate function within dorsal and ventral stream visual regions in response to stimuli biased towards the magnocellular or parvocellular visual pathways. Patients showed deficits in the generation of all cortical potentials, including C1, P1 and N1, when stimuli were biased toward the magnocellular system, but intact event-related potential generation when stimuli were biased toward the parvocellular system (Table 3 ). These findings indicate first that schizophrenia is associated with severe deficits even in response to very primitive visual stimuli and, second, that deficits in cortical response reflect primarily disturbed input to cortex emanating from the magnocellular visual system.
In the present study, two separate manipulations were used to isolate the magnocellular system. First, in the isolated-check condition, stimuli were presented at both low (4-16%) and high (32-64%) contrast. Low-contrast stimuli selectively activate the magnocellular system, with additional activation at higher contrasts reflecting activation of both magnocellular and parvocellular neurons. Second, in the sine-wave grating condition, LSF and HSF stimuli were used to bias stimuli towards the magnocellular and parvocellular pathways, respectively. Convergent data were obtained using the two paradigms, supporting the magnocellular/ parvocellular distinction.
In the isolated-check condition, the P1 and N1 components were reduced in amplitude under conditions (e.g. 8 and 16% contrast) that emphasize activity in the magnocellular system, with parallel increases in amplitude occurring in both groups thereafter. In the sine-wave conditions, significant group · HSF/LSF effects were observed for C1, P1 and N1 amplitude, with deficits being observed only in the magnocellular-biased conditions. Thus, in addition to showing early visual deficits, the present study demonstrates differential involvement of the magnocellular system. Event-related potential generator locations in this study were extremely similar to those reported previously, including a C1 located within the calcarine fissure and P1 and N1 in extrastriate visual areas (Gomez Gonzalez et al., 1994; Clark and Hillyard, 1996; Bentin et al., 1999; Doniger et al., 2000; Martinez et al., 2001a; Di Russo et al., 2002 . As with surface waveforms, derived source waveforms in patients showed reduced C1, P1 and N1 amplitudes in the LSF, but not HSF, condition and reduced P1 amplitude in the isolated check condition compared with controls.
In studies involving traditional stimuli (e.g. sine-wave gratings), P1 onset and peak latency typically follows that of C1. Interestingly, in this study, P1 preceded C1 in response to the isolated checks, but followed C1 in response to sinewave gratings. Isolated checks have been used extensively to date in steady state visual evoked potential studies but, to Subcortical dysfunction in schizophrenia Brain (2007), 130, 417-430our knowledge, have not been studied previously with transient event-related potentials. Thus, the basis for the early P1, relative to C1, with these stimuli remains to be determined. One possible explanation for the differential timing of the components is that we may have misidentified P1 and/or C1 in the isolated check condition. However, we feel, on the basis of surface topography and source localization, that this is not the case. Instead, the differential latencies of these components may reflect differential engagement of magnocellular and parvocellular processes under different stimulation conditions, and are consistent with primate studies showing rapid transmission of information particularly through the magnocellular visual system (Schmolesky et al., 1998; Schroeder et al., 1998; Lamme and Roelfsema, 2000; Foxe and Simpson, 2002) . In our study, the C1 response to isolated checks, as expected, had a posterior midline maximum (Fig. 3 ) similar to that observed with sine-wave gratings. Further, in both conditions, C1 generators were located in the medial occipital cortex in or near the calcarine fissure ( Fig. 8 and Table 2 ). In addition, when isolated checks were presented to the upper and lower visual fields, polarity inversion of the C1 was seen (A. Martinez, unpublished data) as expected for a source with a primary generator in V1. This polarity inversion also argues against C1 being driven in the isolated check condition by feedback from higher visual regions. Thus, in both conditions, what we identify as C1 appears to represent a similar underlying process. Similarly, scalp topography and source localization for the P1 component were similar in the isolated check (Experiment 1) and sine-wave grating (Experiment 2) conditions, despite the shorter latency observed to isolated check stimuli, again suggesting that a similar process is being measured in both conditions.
The present results suggest that, for reasons still to be determined, different stimulus types can differentially affect the relative timing of the P1 and C1 components. This concept, while discussed to only a limited degree in the human literature, is entirely consistent with relative timing experiments of P1 and C1 generation in monkeys. P1, as shown both in this and prior (Martinez et al., 1999; Di Russo et al., 2002 studies, reflects primary activation within dorsal stream structures such as V3a. C1, in contrast, reflects activity within primary visual cortex (V1, V2). In monkey studies, activation of dorsal areas such as the middle temporal visual area may occur even before activation of layer 4 of V1 in response to light flashes (Schroeder et al., 1998) . This may be because dorsal stream areas are largely activated by the fast magnocellular pathway, while primary visual cortex (V1) is activated by both magnocellular as well as a larger number of slower parvocellular neurons that produce slower net activation of V1. Monkey studies have not yet been conducted with the types of stimuli used here (isolated checks, sine-wave gratings). However, a clear prediction of our present studies is that the relative activation latencies of V1 and middle temporal visual area may depend upon the class of stimulus used. It should be noted that in human flash-evoked potentials, scalp recordings show a P1 followed by an N1, with no evident C1 component (Kutas et al., 1994) . The dissociability of C1 and P1 latency as a function both of stimulus type and contrast thus supports the concept that magnocellular and parvocellular systems may differentially contribute to the generation of these components, consistent with the present observation of larger C1 responses to parvocellular-biased stimuli and larger P1 responses to magnocellular-biased stimuli.
Our finding of early visual dysfunction in schizophrenia is consistent with, and explanatory of, a considerable but underappreciated literature concerning visual dysfunction in schizophrenia. Thus, in first person accounts dating back decades (e.g. McGhie and Chapman, 1961) , patients frequently complained of visual distortions as among the earliest symptoms of schizophrenia. Similarly, in symptom inventories, subjective complaints regarding visual disturbances were as common as complaints regarding higher-order processes such as attention or memory (McGhie and Chapman, 1961; Cutting and Dunne, 1989; Klosterkotter et al., 2001) . Complaints included changes in visual perception such that vision is less clear, muted or blurry (Freedman and Chapman, 1973) or more acute (Freedman, 1974) , that 'everything is in bits ' (McGhie and Chapman, 1961) and that 'the organization of things was different' (Cutting and Dunne, 1989) . Consistent with these subjective reports, patients show contrast sensitivity (Slaghuis, 1998; Keri et al., 2002; Butler et al., 2005) , vernier threshold (Keri et al., 2004) and spatial frequency discrimination deficits, particularly to magnocellular-biased stimuli, as well as deficits in ability to discriminate changes in velocity (Chen et al., 1999b) , detect location of stimuli (Cadenhead et al., 1998) , detect coherent motion (Stuve et al., 1997; Li, 2002; Brenner et al., 2003; Chen et al., 2003) or match coherent and incoherent motion or trajectory across brief delays (O'Donnell et al., 1996; Kim et al., 2006) . Indeed, it has recently been found that anomalous visual experiences in schizophrenia are related to magnocellular dysfunction (Keri et al., 2005) supporting the hypothesis that early stage visual dysfunction is related to visual perceptual disturbances. The present study argues for greater appreciation of sensory-level impairment when designing stimuli for cognitive performance tasks in schizophrenia.
As in the present study, the magnocellular pathway plays a critical role in detection of specific classes of stimuli, including primitive LSF and motion stimuli (Legge, 1978; Ungerleider and Mishkin, 1982; Tootell et al., 1988b) . In addition, the magnocellular system plays a critical role in processing of complex visual stimuli. Most 'real-world' stimuli contain a mixture of low and high spatial frequencies and low-and high-contrast components. For such stimuli, the primary role of the magnocellular system may be considered within 'frame and fill' models of magnocellular and parvocellular functioning (Schroeder et al., 1998; Vidyasagar, 1999; Bar, 2003) . Information is transmitted through the magnocellular pathway/dorsal stream system significantly more rapidly than through the parvocellular system, permitting the dorsal stream to exert an organizing, cross-over influence on ventral stream processing (Nowak and Bullier, 1997; Foxe et al., 1998; Schmolesky et al., 1998; Schroeder et al., 1998; Vidyasagar, 1999) . The cross-over magnocellular input provides a low-resolution template of the visual image, which is then 'filled in' by slower information conveyed via the parvocellular pathway.
The present finding of impaired dorsal stream activation to magnocellular input suggests that, in schizophrenia, the organizing or 'frame' function of the dorsal stream may be severely impaired. Such a theory would be consistent with behavioural deficits in gestalt processing (Place and Gilmore, 1980; Silverstein et al., 1996; Johnson et al., 2005) , object recognition (Schwartz et al., 1999) and perceptual closure (Doniger et al., 2002) that have been observed in schizophrenia by ourselves and others. Further, in our prior studies of ventral-stream processing, we and others (Foxe et al., 2005; Spencer et al., 2003) have observed normal ventral-stream-related activity for processes such as illusory contour recognition that occur during the initial feedforward sweep within the ventral stream ($170 ms peak), but impaired generation of later potentials such as closurerelated negativity (N cl ), that occur during the recursiveprocessing window ($270 ms) (Doniger et al., 2002) . In both our studies (Doniger et al., 2001b) and those of others (Carter et al., 1996; Silverstein et al., 1996; Granholm et al., 1999) , patients showed intact ability to utilize explicit instructions, hints or prior exposure to improve object recognition performance, despite impaired perceptual organization overall. Preserved ability to utilize 'high-level' information is consistent with relatively intact performance at the cortical level, along with impaired sensory input into cortex.
In contrast to the present study, which suggests impaired function within the early visual pathway, several functional brain imaging studies have reported intact V1 activation to visual stimulation, leading at least some authors to conclude that primary sensory cortical areas are unaffected in schizophrenia (Braus et al., 2002; Barch et al., 2003) . The present study suggests caution in interpreting results of such fMRI studies, especially when relatively non-selective stimuli are used. If stimuli produce strong activation of the parvocellular pathway in addition to the magnocellular pathway, preserved V1 activation in fMRI studies of schizophrenia is likely to reflect intact parvocellular function, and may have limited implications for the functional status of the magnocellular system.
Further evidence for the bottom-up nature of the present deficits comes from diffusion tensor imaging studies in schizophrenia. Diffusion tensor imaging changes are widespread in schizophrenia, reflecting distributed deficits in white matter function. Deficits are thus present in white matter tracts projecting from lateral geniculate nucleus to primary visual cortex (Ardekani et al., 2003; Butler et al., 2006) as well as in higher brain regions. Using a region of interest approach and tracing white matter integrity from primary visual sensory to association areas, fractional anisotropy was reduced in the optic radiations, but not in primary visual cortex or dorsal or ventral stream projection areas, suggesting that in the visual system integrity of the earliest pathway is most affected . Magnocellular neurons, being more heavily myelinated than parvocellular neurons, would be expected to be affected preferentially by dysmyelinating pathology similar to that observed in schizophrenia. The pattern of event-related potential reduction we have observed in schizophrenia is also consistent with patterns of visual dysfunction typically observed following infusion of N-methyl-D-aspartate antagonists into lateral geniculate nucleus or primary visual cortex (Fox et al., 1990; Kwon et al., 1992) . Thus, deficits in magnocellular processing might be indicative of dysfunctional N-methyl-D-aspartate-dependent processing, consistent with recent neurochemical theories of schizophrenia (Javitt and Zukin, 1991; Olney and Farber, 1995; Tsai and Coyle, 2002) .
Although deficits in visual tasks in schizophrenia are frequently attributed to 'attentional' deficits, the attentional load in the present study was extremely modest. Further, in Experiment 2 LSF and HSF stimuli were intermixed, making it unlikely that attentional disturbances could lead to the prominent group · spatial frequency interaction observed in the present study. Thus, deficits in the present study cannot be easily attributed to impairments in attention, cognition or overall cooperation levels.
Our findings of reduced P1 strongly support prior studies showing P1 deficits in patients with schizophrenia (Matsuoka et al., 1996; Basinska, 1998; Foxe et al., 2001; Doniger et al., 2002; Spencer et al., 2003; Foxe et al., 2005; Schechter et al., 2005) and first-degree relatives (Yeap et al., 2006) . Other studies have not found deficits (Strandburg et al., 1994; Alain et al., 1998; Bruder et al., 1998; van der Stelt et al., 2004) . Studies to date frequently used stimuli
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Brain (2007), 130, 417-430chosen for cognitive, rather than psychophysical, content. The present study suggests that choice of stimulus may be critical in demonstrating P1 deficits. A limitation of the study is that all patients were receiving medication at the time of testing. However, visual processing deficits have been found in both medicated and unmedicated patients (Braff and Saccuzzo, 1982; Harvey et al., 1990; Butler et al., 1996; Cadenhead et al., 1997; Butler et al., 2002) , as well as in (unmedicated) first-degree relatives of patients with schizophrenia (Green et al., 1997; Chen et al., 1999a; Keri et al., 2004) . In addition, no significant correlations were found between chlorpromazine equivalents and P1 or N1 amplitude across contrasts. Further, while dopamine may play a role within the early visual system (Bodis-Wollner and Tzelepi, 1998), no differential effects of dopamine upon magnocellular versus parvocellular processing have been reported to date.
In conclusion, the present study demonstrates that patients with schizophrenia show significant and substantial deficits in early visual processing affecting the subcortical magnocellular pathway that lead to secondary impairment in activation of cortical visual structures within both the dorsal and ventral stream pathways. Although deficits in visual processing have frequently been construed as resulting from failures of top-down processing, the present findings argue strongly for bottom-up rather than top-down dysfunction at least within the early visual pathway. Further, conflicting literature in this area may reflect inadequate attention to the psychophysical properties of stimuli used in visual activation tasks. Deficits in magnocellular processing in this task may reflect more general impairments in neuronal systems functioning, such as deficits in non-linear amplification , and may thus represent an organizing principle for predicting neurocognitive dysfunction in schizophrenia.
