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Sommaire 
L'hamiltonien de Holstein-Hubbard est souvent utilise pour representer la physique 
des systemes electrons-phonons a basse dimensionality (par exemple les supraconducteurs 
organiques). II contient une interaction locale repulsive entre les electrons, ainsi qu'une 
interaction locale entre les electrons et les phonons. 
Cet hamiltonien est etudie par l'approximation de l'amas variationnel (VCA), qui 
permet le traitement d'etats a symetrie brisee. C'est la premiere fois que les phonons 
sont incorpores dans cette methode de resolution numerique. Ce travail constitue une 
etape preliminaire d'un projet plus vaste visant a etudier l'impact des phonons sur la 
supraconductivite a haute temperature des cuprates. 
Dans ce memoire, il est question des ondes de densite.de charge et de la supraconduc-
tivite de type s au demi-remplissage et a temperature nulle. L'etude des ondes de densite 
de charge se formant dans un reseau unidimensionnel nous amene a etudier la possibilite 
d'une phase metallique dans le diagramme de phase du modele de Holstein-Hubbard. Sur 
un reseau carre bidimensionnel, c'est la coexistence entre les ondes de densite de charge et 
la supraconductivite qui attire notre attention. Nous trouvons qu'effectivement, ces deux 
phases sont en competition et coexistent sur une certaine plage de valeurs des parametres 
du modele. 
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Introduction 
La supraconductivite fascine et etonne depuis un siecle. Decouverte en 1911 par Ka-
merlingh Onnes, la supraconductivite dite « conventionnelle » a regu une explication grace 
au travail de Bardeen, Cooper et Schrieffer,1 a la fin des annees 50. Ce que d'aucuns 
consideraient comnie un domaine virtuellement clos quant a ses principes fondamentaux 
eut un regain de vie avec la decouverte de la supraconductivite a haute temperature cri-
tique (SHTc) des cuprates, en 1986, par Bednorz et Miiller. Depuis, experimentateurs et 
theoriciens s'echinent a trouver le mecanisme d'appariement des electrons permettant la 
formation des paires de Cooper, lesquelles transportent le courant supraconducteur. Car, 
en effet, les phonons, responsables de la formation de ces paires chez les supraconducteurs 
conventionnels, ne semblent pas jouer un role comparable chez les SHTc. 
Pour etudier les solides en general, et les SHTc en particulier, il est necessaire de 
faire appel a des modeles, des hamiltoniens decrivant les degres de liberte les plus impor-
tants du systeme. La construction desdits modeles prend appui sur le comportement 
experimental des materiaux; le but est de reproduire le plus fidelement possible les 
caracteristiques physiques du systeme, tout en gardant les mathematiques a leur plus 
simple. Pour les cuprates SHTc, le modele de Hubbard [1] est etudie depuis 1987, mais 
son utilite ne se borne pas a l'etude de ces materiaux. En effet, celui-ci est percu comme 
un parangon particulierement simple permettant de decrire la physique des electrons dans 
les systemes ou ces derniers sont fortement correles. 
Le modele de Hubbard n'inclut cependant pas une dimension essentielle de la phy-
sique des solides : les mouvemeiits des ions autour de leur position d'equilibre et leurs 
interactions avec les electrons. En effet, bien que les phonons ne semblent pas etre la cause 
de l'appariement des electrons chez les SHTc (voir par exemple [2]), il n'en demeure pas 
moins qu'il faut etre en mesure de statuer sur leur role exact. Dans ce memoire, nous 
1Entre autres, car la physique est un domaine foncierement cooperatif. Mais ce sont eux qui ont recu 
le prix a la cle... 
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etudions done un hamiltonien incluant les degres de liberte des phonons dans le modele 
de Hubbard : le modele de Holstein-Hubbard. 
Le travail rapporte dans ce memoire doit etre considere comme une premiere etape 
vers l'etude de l'impact des phonons sur la supraconductivite des SHTc. Cette etape com-
prend l'inclusion des phonons dans une methode de resolution du modele de Hubbard, 
appelee la VCA (Variationnal Cluster Approximation). Pour conclure au succes de l'en-
treprise, nous devons comparer nos resultats avec des solutions existantes du modele de 
Holstein-Hubbard pour des systemes simples a temperature nulle. D'ou l'etude des ondes 
de densite de charge dans un reseau unidimensionnel. Bien que les etudes du modele 
Holstein-Hubbard ID ne manquent pas ( [3-7]), ilreste a determiner s'il y a effective-
ment presence d'une phase metallique dans son diagramme de phase. C'est en partie 
ce que nous nous proposons de faire dans ce memoire. Car egalement, nous etudierons 
la supraconductivite de type s et sa coexistence avec les ondes de densite de charge 
dans un reseau carre bidimensionnel. Cette fois-ci, les degres de liberte electroniques et 
phononiques seront decrits par le modele de Holstein, ou les electrons sont independants. 
' Le chapitre 1 decrit l'hamiltonien de Holstein-Hubbard ainsi que les etats a symetrie 
brisee qui seront etudies dans ce memoire. Les chapitres 2 et 3 presentent la methode de 
resolution du modele. Finalement, les resultats sont presentes aux chapitres 4 et 5. 
Chapitre 1 
Modele de Holstein-Hubbard 
L'hamiltonien etudie dans ce memoire est presente dans ce chapitre. II debute avec 
l'hamiltonien de Hubbard, pour lequel le reseau est statique. En ajoutant les vibrations 
du reseau et l'interaction de Holstein [8] entre les electrons et les phonons, le modele 
de Holstein-Hubbard est obtenu. Finalement, les etats a symetrie brisee etudies dans ce 
memoire seront exposes. 
1.1 Modele de Hubbard 
Pour paraphraser E.H. Lieb [9], le modele de Hubbard est au probleme des electrons 
correles ce que le modele de Ising est au probleme des interactions spin-spin : il constitue 
le modele le plus simple affichant plusieurs proprietes physiques reelles. Historiquement, 
cet hamiltonien origine d'un papier par Gutzwiller [10] traitant du ferromagnetisme des 
electrons d dans les metaux de transition. Hubbard [1], en 1963, etudia egalement les 
correlations electroniques dans les bandes etroites d et / . L'exhaustivite du traitement 
de Hubbard fait que la posterite a retenu son nom. L'etude de ce modele a connu un 
regain d'energie avec son application aux cuprates supraconducteurs a partir de 1987 par 
Anderson [11], soit un an apres leur decouverte par Bednorz et Miiller. 
Dans le formalisme de la seconde quantification, l'hamiltonien d'un systeme d'electrons 
en interaction avec un potentiel a un corps V(x)1 et interagissant entre eux via le poten-
tiel f/(x — x') = e2 / |x — x'| independant du spin s'ecrit de la fagon suivante {h = 1 dans 
1Tous les operateurs, a Fexception des operateurs d'echelle, seront notes par un accent circonflexe 
dans ce memoire. 
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ce memoire) [12] : 
H = Y,Jd"x #(*) ( - £ + ^w) ^ w + (L1) 
E / / ^ ^ ^ ( x ) ^ ( x ' ) C / ( x - x ' ) W ( x ' ) ^ ( x ) (1.2) 
Le potentiel V est bien entendu periodique, puisqu'il decoule du reseau cristallin statique : 
V(x) = V(x + r), ou r est un vecteur du reseau direct. L'operateur de champ V<r(x) 
detruit un electron de spin a a la position x ({Vv(x),^v(x')} = S(x. — x')5acT>). La 
dimension spatiale n'est pas specifiee pour le moment, quoique seuls des reseaux carres 
a deux dimensions ou a une dimension seront etudies dans ce memoire. Une seule bande 
electronique sera consideree. 
Le premier terme de l'hamiltonien est diagonal dans la base des fonctions de Bloch, 
</>k(x). Ce terme sera qualifie de « cinetique », bien qu'il comprenne aussi le potentiel 
cristallin. Decomposant l'operateur de champ de la fagon suivante : 
Vv(x) = Ec*(k)</>k(x), (1.3) 
k 
le terme cinetique s'ecrit : 
f = £ e ( k ) 4 ( k ) c ( k ) , (1.4) 
k,a 
ou les vecteurs k appartiennent a la premiere zone de Brillouin (ZB) et cif)(k) detruit 
(cree) un electron de Bloch de spin a et de quasi-impulsion k. 
Le modele de Hubbard doit decrire des materiaux a bandes etroites, ou le recouvre-
ment des orbitales electroniques est passablement faible; les electrons sont localises dans 
le voisinage des sites atomiques. C'est pourquoi les fonctions de Wannier constituent les 
fonctions de base de choix : 
^ ( x ) = ^2cTI7w(x.-r), (1.5.) 
r 
ou w(x. — r) = (x|r) est la fonction de Wannier centree au site r du reseau direct et c,.^  
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detruit un electron dans cet etat. L'hamiltonien (1.1) devient alors : 
•"
 =
 / j t r r ' c r ( T c r ' ( 7 + ~Z / y / y CnCTCr2cr'^rir2,r3r4Cr3,(j/Cr4,CT (.-'••"J 2 , 
r,r',(7 a,u' ri,r2,r3,r4 
ou i r r/, dit l'integrale de saut, est donnee par : 
£rr, = f dzx w*(x - r) ( -¥- + V(x) J w(x - r '), (1.7) 
et l'element de matrice UTlT2^3r4 est : 
^r1r2,r3r4 = / / d3xd3x'w*(x -Ti)to*(x' - r2)C/(x - x > ( x ' - r3)w;(x - r4) . (1.8) 
Les fonctions de Wannier etant fort localisees, les interactions entre deux electrons sur 
des sites differents seront negligees. Egalement, il est commun de ne considerer que les 
sauts aux premiers voisins avec trri = —t. Ce faisant apparait le modele de Hubbard : 
H = -tJ2 {c\acTl(7 + c.h.) + U^ nT^nTb (1.9) 
(r,r'),<r r ' 
ou le symbole (...) signifie de ne considerer qu'une fois chaque paire de plus proches 
voisins et hra = c\acT!T . Les conditions de frontiere sont supposees periodiques, ce qui veut 
dire qu'un electron arrive au bout du cristal fini de Ns sites peut sauter sur les premiers 
sites. Dans la suite, U est toujours suppose positif ou nul, a moins d'avis contraire. 
Le nombre d'electrons de spin f et le nombre d'electrons de spin J, sont separement 
conserves, car [H. JVj] = [H,N^\ = 0, avec N„ = ]>2rnr(X. Cela signifie que l'etat fonda-
mental du systeme comporte un nombre bien defini d'electrons f et J,; les valeurs propres 
de TV-p et N± (respectivement Nf et N±) sont de bons nombres quantiques. A la place de 
ce couple (/Vf, 7Vj_), nous utiliserons le plus souvent (N, Sz), ou Sz est la valeur propre de 
l'operateur spin total dans la direction z, Sz = N^ — Ni,2 pour caracteriser le fondamental. 
A noter que la definition suivante de l'hamiltonien de Hubbard se retrouve parfois 
dans la litterature : 
K = H-fj,N, (1.10) 
2Rigoureusement, S* = \ (hT^ — n r j j , mais nous conviendrons d'utiliser 2 fois cette valeur pour le 
spin. 
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ou iV = JVj +' iVf est l'operateur nombre total d'electrons et // est le potentiel chimique. 
Puisque [H, N] = 0, il vient, avec \F) le fondamental : 
(H - tiN)\F) = [E0(N, Sz) - fiN}\F) (N = 7VT + NJ. (1.11) 
A temperature nulle, E0(N, Sz) — fiN est le grand potentiel thermodynamique £l(fi) 
du systeme. Cette formulation est particulierement utile dans le cas ou le nombre de 
particules n'est pas fixe. Le potentiel chimique est alors le parametre de controle du 
nombre moyen de particules. 
A temperature nulle, le modele de Hubbard est caracterise par deux parametres (hor-
mis la dimension spatiale D) : le rapport U/t et le remplissage, i.e. le nombre moyen 
d'electrons par site n [13]. Pour (7 = 0, c'est le modele des electrons independants dans 
l'approximation des liaisons fortes; il donne la largeur de bande W = 2zt, ou z est le 
nombre de coordination. En effet, le lien entre l'amplitude de saut t et la relation de 
dispersion e(k) des electrons de Bloch s'obtient en ecrivant 
1= J2 ^(k)e^, (1.12) Cra
'VN, 
v
 " K6Z.W 
et en definissant le vecteur reliant le site r au plus proche voisin, e, pour donner : 
e(k) = -*5> ik-e, (1.13) 
e 
d'ou le resultat pour la largeur de bande. Le rapport U/W est souvent utilise pour 
determiner —toutefois sans rigueur— si le couplage electron-electron est fort ou faible : 
si U est passablement plus petit que W, le couplage est dit faible; dans le cas contraire, 
le couplage est fort. 
L'absence de commutation des termes cinetique et potentiel signifie qu'ils ne sont pas 
simultanement diagonalisables; T est diagonal lorsqu'exprime dans la base des fonctions 
de Bloch alors que U, l'energie potentielle, est diagonalisable par la base de Wannier. 
L'utilisation de Yansatz de Bethe permet d'obtenir l'etat fondamental du systeme en 
dimension un [14]. II vient que celui-ci est un isolant pour tout U > 0. 
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1.1.1 Symetries du modele de Hubbard 
Cette section porte sur les transformations de Phamiltonien de Hubbard sous Taction 
d'un operateur unitaire V. 
Transformat ion par t icule- t rou b ipa r t i t e sur les spins f et • j , 
La restriction aux premiers voisins des sauts electroniques implique que le reseau est 
bipartite, c'est-a-dire que le reseau original peut etre divise en deux sous-reseaux A et B, 
tels que seuls les sauts d'un site A vers l'un des sites voisins B sont permis. Ce faisant, 
on definit la transformation suivante : 
<W - > 7]Tc\a c\a - > 7]rCr(T (1.14) 
Vr = < . (1-15) 
I — 1 si r € B 
II s'agit d'une transformation particule-trou modifiee. L'hamiltonien transforme s'ecrit 
ainsi, sachant que nra devient 1 — nrtT : 
H' = VHV* = H + U(Na-N), (1.16) 
avec V la transformation unitaire donnant la transformation ci-dessus. Egalement, pour 
les operateurs nombre total et spin total dans la direction z, il vient : 
N' = VNV] = 2NS - N (1.17) 
S'z = VSzV^N^-N^-Sz (1.18) 
Si on note \N, Sz) le fondamental a N electrons de spin Sz = N-^ — AT|, et E0(N,SZ) 
l'energie associee, il vient d'une part : 
H + U(NS - N)\ V\N, Sz) = Eo(N, SZ)V\N, Sz) (1.19) 
et d'autre part : 
2N.-N V\N,SZ) = NV\N,SZ), (1.20) 
il resulte que : (1) il y a 2NS - N electrons dans l'etat V.\N,SZ) et (2) V\N, Sz) est urn 
etat propre de H avec la valeur propre E0(N, Sz) + U(NS — TV). 
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Pour sa part, l'hamiltonien grand canonique transforme est donne par : 
K' = H + (U -2n)N8-{U-fJ.)N. ' (1.21) 
Montrons que // = U/2 implique que le systeme est demi-rempli. Si /x — U/2, alors K 
est invariant et les etats \N,SZ) et V\N,SZ) sont identiques a un facteur de phase pres. 
Les valeurs moyennes calculees a l'aide de ces etats doivent done etre egales. Puisqu'il y 
a 2NS - N electrons dans l'etat V\NS, Sz), on doit avoir 2NS - N = iV, d'ou N = Ns. 
Puisque la transformation V est involutive (VH'V^ redonne H), le fondamental a N 
electrons devient univoquement le fondamental a 2NS — N electrons, \2NS — N, S'z = —Sz), 
sous la transformation (1.14). II resulte que l'energie du fondamental a N electrons est 
liee a l'energie du fondamental a 2NS — N electrons de la fagon suivante [15] : 
E0(N, Sz) = ^0(2iVs - N, -Sz) - U(NS - N) (1.22) 
ou bien, en fonction du nombre d'electrons par site, n : 
e0{n,sz) = e0(2-n,-sz)~U(l-n). (1.23) 
Cela signifie que le diagramme de phase du fondamental du modele de Hubbard est 
symetrique par rapport a n = 1 (demi-remplissage), en admettant que les transitions de 
phase soient determinees par les derivees de l'energie libre (a T = 0, e'est l'energie du 
fondamental). 
Transformation particule-trou bipartite sur les spins | uniquement 
La transformation (1.14) faite uniquement sur les operateurs d'echelle des electrons 
de spin J, entraine : 
H' = f + UNi-U^hTlhri (1.24) 
r 
N' = SZ + Ns (1.25) 
K' = f-U^2 hTlhrl + [/iVT - yu(7VT - JVj. + Ns). (1.26) 
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Ajoutons a ces expressions celle du spin Sz du systeme : 
S'z = VSzVf = N -Ns. (1.27) 
Pour ix = U/2, K' s'ecrit : 
K' = f -U^2nrlhrl + nN-nNs. (1.28) 
r 
En notant encore \N,SZ) le fondamental a N electrons de l'hamiltonien original, nous 
arrivons aux conclusions suivantes : 
1. Puisque W | i V , ^ ) = NV\N,SZ), 
SZV\N,SZ) = (N-NS)V\N,SZ) (1.29) 
et l'etat propre transforme a done un spin egal au nombre d'electrons de l'etat origi-
nal, a une constante pres. En particulier, a demi rempli, l'etat \N,SZ) se transforme 
en un etat de spin nul. 
2. Etant donne que S'ZV\N, Sz) = SZV\N, Sz), 
NV\N, Sz) = (Sz + NS)V\N, Sz) (1.30) 
et l'etat propre transforme a done un nombre d'electrons egal a l'aimantation de 
l'etat original, a une constante pres. 
II s'ensuit que si nous etudions un modele avec 2/j, = U ,< 0.— ce qui garantit le demi-
remplissage d'apres la section precedente —, cela equivaut a raisonner sur un modele de 
Hubbard avec 2// = U > 0. Le spin total selon z du premier donne le nombre d'electrons 
du second et inversement, a des constantes pres. II sera vu plus loin qu'une interaction 
effective attractive par l'entremise des phonons est possible. 
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1.1.2 Cas limites 
Limite de bande : U = 0 
Au debut de la section (1.1), il a ete montre que la relation de dispersion a U — 0 
donne e(k) = —iX^eetk'e> c e *lm implique pour des reseaux carres en ID et en 2D : 
I D : e(k) =-2tcos(k) (1.31) 
2D: e(k) - -2t(cos(kx) + cos(ky)). (1.32) 
La bande ainsi definie peut accueillir entre 0 et 2NS electrons et l'occupation est independante 
de l'orientation du spin des electrons. Generalement (i.e. dans l'optique que le nombre 
d'electrons puisse ne pas etre conserve), c'est le potentiel chimique /J. qui determine le 
remplissage. Les electrons etant independants, le fondamental dans l'ensemble canonique 
est obtenu en remplissant la bande avec les -/V electrons : 
\N) = Hcl(M\0). (1.33) 
k,tr 
Limite atomique : t = 0 
Dans cette limite, H est la somme de Ns hamiltoniens decouples : 
H = J^Hr = Uj2^nrl. (1.34) 
r 
II ne coute rien en energie de mettre un electron de spin quelconque sur le site r, mais il 
en coute U d'en mettre un second de spin oppose. 
An — 1, le fondamental est degenere 2Ns fois (degenerescence due au spin). Pour 
n < 1, il faut tenir compte du choix de la configuration spatiale des electrons sur les 
sites, ce qui donne I J 2N etats [16], ou j s est le coefficient du binome. 
Le potentiel chimique est une fonction escalier de la densite n (et inversement). Pour 
H < 0, n = 0 car U et — fi ont le meme signe. Pour 0 < /J, < U, le systeme cherche a 
diminuer la double occupation tout en cherchant un nombre d'occupation maximal, d'ou 
n = 1. Finalement, si fj, > U, la double occupation est privilegiee et n = 2. 
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1.1.3 Diagramme de phase du modele de Hubbard autour du 
demi-remplissage 
II importe maintenant de se demander quelles sont les phases possibles du modele 
de Hubbard lorsque U et t sont simultanement non nuls et positifs. Dans la suite de ce 
memoire, seuls des systemes demi-remplis seront considered; nous ne decrirons done que 
les phases presentes a proximite de ce remplissage. Ci-dessous, on suppose la dimension 
superieure a un afin que l'ordre antiferromagnetique puisse exister (c/. section (1.3)). 
Transition de Mott-Hubbard 
L'etude de cette transition metal-isolant est utile pour comprendre l'impact des 
correlations sur l'organisation des electrons dans le systeme, en particulier l'occurrence 
des sous-bandes de Hubbard. La description simplified qui suit de cette transition est 
fortement basee sur [16]. 
Soit le systeme contenant Ns -f 1 electrons avec t = 0. Cet etat est grandement 
degenere. On considere que Ns electrons sont de spin [ (et, done, places dans le niveau 
d'energie nulle) et le Ns + 1-ieme electron est de spin j par defaut. II y a Ns etats de ce 
type, d'energie U. Si, maintenant, t ^ 0, l'electron f a la possibility de sauter d'un site a 
l'autre : il y a formation d'une bande de largeur W ~ 2zt. 
Par le meme type de raisonnement, pour le cas a Na — 1 electrons, il vient que nous 
avons une seconde bande centree a 0. Cette bande origine du mouvement du trou a 
travers les niveaux d'energie nulle. Les deux bandes sont separees de U et chacune peut 
contenir 7VS electrons. Le tout est illustre a la figure 1.1. Ces deux sous-bandes etant 
larges de W en energie et ayant leurs centres separes de U, il advient que pour un U 
critique Uc = W, celles-ci se juxtaposent. Pour U < Uc, la densite d'etats au niveau de 
Fermi p{Ep) du systeme a demi rempli cesse d'etre nulle et augmente au fur et a mesure 
que la bande superieure penetre dans la bande inferieure. On peut meme s'imaginer que 
dans la limite ou U —> 0, les deux se recouvrent et se completent pour donner la bande 
metallique exposee a la section (1.1.2) et pouvant accueillir jusqu'a 27VS electrons. Done, 
a demi rempli, pour U > Uc, le systeme est isolant et devient continument metallique 
lorsque U est diminue sous Uc.3 
3A noter cependant que pour les reseaux carres, la transition s'effectue pour un Uc infinitesimal. La 
phase paramagnetique sevissant pour n ^ 1 et U ~ t est instable par rapport a la formation d'une onde 
de densite de spin [16]. 
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•p{EF) 
FIGURE 1.1 - Densite d'etats en fonction de Penergie pour les sous-bandes demi-remplies 
de Hubbard. Les centres des bandes sont separes de U et la largeur des bandes est 
W ~ 2zt; a. U > Uc, b. U < Uc. Figure adaptee de [16]. 
Nous tenons a souligner de nouveau que cette discussion de la transition de Mott-
Hubbard est hautement simpliste. Une vision plus actuelle de celle-ci est donnee dans [17] 
pour la dimension infinie et dans [18-20] en deux dimensions. 
Modele t — J et modele d'Heisenberg 
Pour n < 1 et U/t 3> 1, le modele de Hubbard se simplifie pour donner le modele dit 
t — J, lequel agit dans le sous-espace des etats exempts de double occupations [21] : 
(r,r') (r,r'),cr 
(1.35) 
Dans cette expression, S r = \c\.aaa0CTp avec a le vecteur des matrices de Pauli, d\a est 
un operateur qui cree un trou au site r et J = y est la constante de super-echange. 
Forcement, cette constante etant positive, le systeme a une nette tendance vers Pantifer-
romagnetisme. Si n —> 1, les sauts des trous sont prohibes et c'est le modele d'Heisenberg 
antiferromagnetique qui surgit : 
H, Heisenberg J y S r • S r ' . 
<r,r'> 
(1.36) 
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1^ 2 Phonons et modele de Holstein-Hubbard 
Le modele de Hubbard considere des sites fixes a leur position d'equilibre. Si on ima-
gine que sur ces sites reside une maille elementaire de composition quelconque, deux types 
de phonons sont possibles : ceux provenant des vibrations des degres de liberte internes 
des mailles (phonons intramoleculaires) et ceux issus des variations relatives des centres 
de masse des mailles, supposes etre a la position des sites (phonons intermoleculaires). 
Les deux types de phonons ne sont certes pas mutuellement exclusifs. Seuls les phonons 
intramoleculaires seront etudies dans ce memoire. On donne aussi a ces phonons le qua-
lificatif d'optiques, puisqu'il s'agit de la vibration relative des atomes a 1'interieur d'une 
maille (les phonons intermoleculaires sont dits acoustiques). L'absence d'interaction entre 
les mailles implique que les phonons sont non dispersifs (modele d'Einstein), avec une 
frequence caracteristique UJO, appelee par abus de langage frequence de Debye. Suivant 
Holstein [8], un seul degre de liberte interne par maille est considere et les vibrations 
sont supposees harmoniques. Le degre de liberte interne sera appele oscillateur dans ce 
qui suit. 
Pour ce qui est de l'interaction electron-phonon, nous adoptons le modele de Holstein 
[8], dans lequel l'oscillateur r est couple localement a l'operateur nombre total d'electrons 
en ce meme site. Cette interaction s'ecrit de la fagon suivante, avec la constante de 
couplage A' : 
£ePh = - A ' ^ Q r n r , . (1.37). 
r 
D'apres la theorie des oscillateurs harmoniques [12], 
ou ar annihile un phonon au site r, M est la masse de l'oscillateur et h = 1. Cela nous 
donne l'hamiltonien de Holstein-Hubbard suivant 
H = - t ^ ( c ^ C r V + C.h.) + U ^ WrTM ~ 9 ^2(ar + a j ) " r + <^D ^ <4ar, (1-38) 
(ry),^ r r r 
ou 
A; 
9 =
 y/1Muio 
et l'energie de point zero par site, W£>/2, a ete supprimee, car l'energie totale est definie 
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a une constante additive pres. 
1.2.1 Approximation unimodale 
En prenant la transformee de Fourier de ar, aq = (l/y/Wg) 5Zr a r e - i q ' r , il vient pour 
les termes comprenant des operateurs de phonons : 
5 ^ K + a l q ) n r e i q r + a,D £ a ^ . (1.39) 
S
 r,q 
/ 
Un seul mode sera conserve dans les sommes sur q figurant a l'equation precedente. II 
y a des raisons numeriques et physiques a ce choix. Le nombre de phonons de chaque 
mode ou en chaque site etaiit illimite, l'espace des etats phononique est infini. D'un 
point de vue numerique, cela cause un probleme, car les representations matricielles des 
operateurs se doivent d'etre de dimension finie. L'espace de Hilbert des phonons doit 
done etre tronque, e'est-a-dire qu'il faut se definir un nombre maximal de phonons par 
site ou par mode. Soit nf** le nombre maximal de phonons par site, en supposant que 
ce nombre est le meme pour tout site. L'espace de Hilbert des phonons est alors de 
dimension (n™3* + l)Ns. Cette dimension augmente rapidement en fonction de n™ax, car 
7VS est suppose grand. Or, pour traiter un certain nombre de transitions de phase liees a 
l'interaction electron-phonon, nommement la transition de Peierls, e'est un mode donne 
qui se peuple macroscopiquement pour former un etat coherent. II faut done avoir la 
possibilite d'ajouter un nombre important de phonons dans ce mode pour les decrire, 
d'ou la restriction a un mode. 
Pour les raisons exposees aux sections 1.3.1 et 2.2.2, seuls les modes q = 0 et q = 7r 
seront etudies dans ce memoire. Pour ceux-ci (aq+aLq) —>• (dq+a^). En effet, en revenant 
a la somme sur les modes pour le couplage, 
^ ( a q + a j_q)n re i q r = ^ ( a q e i q r + a q e- i q r )n r . (1.40) 
r,q r,q 
Puisque 
J ° siq = 0 
q - r = < ^D . , (1-41) 
ou Xi € Z est une composante en D dimensions du vecteur du reseau r, il resulte que 
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eiq-r _ e iqr p 0 u r q = o ou q = 7r, d'ou le resultat quand on se restreint a un mode.4 
Au final, nous avons done l'hamiltonien suivant a etudier : 
H — —t 22 (4,acr',o- + c.h.) + U 2 J "TT"T| + i^Da^a 
(r,r'),o- r 
9 
fNt 
J ^ ( a + a t)n re i q - r , (1.42) 
avec la notation a,q^> a. 
Non-localite de l'interaction 
L'interaction de Holstein est locale : un electron au site r n'influence que ce site et 
reciproquement. Cependant, il apparait que la restriction a un mode de phonons a pour 
effet de delocaliser l'interaction. Pour le constater, il suffit de prendre la transformed de 
Fourier inverse des operateurs d'echelle bosoniques dans Heph : 
H, eph = —j= J^ia + a^h^ = -j~ J > r , + a ^ n ^ ^ ' l (1.43) 
Cela signifie qu'un electron en r est potentiellement couple a tous les sites du reseau par 
l'entremise des phonons. Ce faisant, nous nous eloignons de l'hamiltonien de Holstein-
Hubbard originel. Ce n'est pas si grave compte tenu de l'objectif du travail rapporte dans 
ce memoire, qui est d'inclure les degres de liberte des phonons dans la VCA. 
1.2.2 Transformations de l'hamiltonien de Holstein-Hubbard 
Transformation particule-trou 
Sous la transformation particule-trou (1.14), le terme de couplage electron-phonon 
devient : 
9 V ^ / _ , _ twi ~ \Qiq-r 
fN* 5 ^ ( a + a
t ) ( l -n r £ r ) e i l (1.44) 
Puisque £ r a e i c | r = 2N„6q (cf. annexe A.5) : 
J > + at)(l - hT^r = —-=U(a + af) fN, 2Ns8n- J^n^e^ ' (1.45) 
4En prenant la transformed de Fourier des operateurs electroniques, on trouve un terme proportionnel 
a ^2k „(<iq+al)ck+ ciar. L'apparente absence de conservation de l'impulsion se justifie en se rappelant 
que celle-ci n'est conservee que modulo un vecteur du reseau reciproque. 
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Visiblement, si q = 7r, il suffit d'operer la transformation a —> —a (a* —> — a)) pour que 
l'hamiltonien de Holstein-Hubbard grand canonique avec /x = U/2 soit invariant sous 
la transformation composee V = Ve <8> Vp^. {Ve est la transformation (1.14) alors que 
V^ ,h est telle que Vph^VL = — a^.) Puisque //eph commute avec l'operateur nombre 
d'electrons, le fondamental contient un nombre bien defini d'electrons. L'hamiltonien de 
Holstein-Hubbard etant done invariant sous V, un raisonnement similaire a celui de la 
section 1.1.1 permet de conclure que pour q = IT, U — 2/J, implique que le systeme est a 
demi rempli. Ce fait ne tient evident pas pour q = 0. 
Transformation a faible couplage 
Cette sous-section et la suivante presentent des transformations unitaires permet-
tant l'elimination de l'interaction electron-phonon a la faveur d'une interaction electron-
electron effective. Pour garder la discussion generale, nous considerons l'hamiltonien de 
Holstein multimodal (c/. 1.38 avec U — 0). Prenant la transformed de Fourier, il vient : 
H • = S £(k)CLCka + WD Yl " q ^ _ 7/^f £ ( a - q + aq)Ck+q,xCka = H0 + HU (1.46) 
k<r q v - '« ^ q ^ 
ou Ho est l'hamiltonien sans interaction. L'interaction electron-phonon peut etre evitee 
en transformant H via [22] : 
Hs = e-sHes (1.47) 
= H0 + (H1 + [H0J]) + ±[(H1 + [Ho,s])J] + ^[H1,s} + ..., (1.48) 
ou 
8 = - ' 9 
* kqcr 
J2(aalq + Pa^cl^c^. 
Les variables a et /3 sont determinees par la condition Hi + [Ho, s] = 0. II vient [22] : 
a'
1
 = e(k) - e(k + q) - UJD (1.49) 
/?-1 = e ( k ) - e ( k + q ) + w D . (1.50) 
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L'hamiltonien resultant est [22] : 
HgaHo + ^Hns] (1.51) 
= ^e(k)cjC ( Tck C T + — ] T Vk qck + q f fck ,_q ( T ,ck V ,ck ( r (i .52) 
kff s kk'q<rcj' 
si les termes d'ordre superieur a (Hi)2 sont negliges et si tous les processus impliquant 
les phonons sont omis. Cette transformation est done valable dans les limites g2/Ns petit 
et U>D grand, car alors le nombre de phonons est petit. Le coefficient Vkq est 
2g2uD 
[e(k + q ) - e ( k ) ] » - < Vk<l ~ Urir . n \ _ *M,U2 _ ,,2 • (1-53) 
II est positif pour |e(k -f q) — e(k)| > uiD et negatif lorsque |e(k + q) — e(k)| < U?D- Nous 
avons ainsi un hamiltonien effectif ne faisant intervenir que les electrons. En vertu des 
relations d'anticommutation des ck(T, on doit avoir k ^ k' et k + q 7^  k' — q dans le terme 
d'interaction. L'etat fondamental de HQ est la mer de Fermi. Si le terme d'interaction 
electron-electron est vu comme une perturbation, son role est de faire passer des electrons 
occupant cette mer de Fermi a des etats d'energie superieure a tp-
La restriction a un mode de phonons est simple : il suffit de supprimer la somme sur 
q dans l'expression pour l'hamiltonien effectif (1,52). Les cas particuliers q = 0 et q = 7r 
donnent : 
q = 0: Vk0 = —^- et q = TT: VW = ^ ^ D 2 , (1.54) 2g
2
 .
 u 2g2u  7r: k„ —  , 
coD 4[e(k)]2 - co2D 
ou il a ete fait usage de la propriete e(k + 7r) = — e(k) . Dans la limite ou u>£> est g rand 
par r appor t a l 'energie de saut des electrons, le potentiel effectif est a t t ract i f e t vaut 
—2g2/u>r, pour tous les modes . 
Ramenons main tenan t le t e rme de Hubbard . Le reecrivant de la fagon suivante 
U ^ nr1nri = (U/2) ^ nrc7hrar - (U/2) ^ hT, (1.55) 
r T,t7,cr' r 
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il resulte que l'hamiltonien de Holstein-Hubbard effectif peut s'ecrire : 
# = E ( 6W ~ ^ ) Ck-Ck- + 2 F S ^ + y W V ) 4+qVCk'-q'<r'Ck'<7'Cka 
k ^ ' S k,k',q',<7,cr' 
= E (M -1) cU.+27T E 0+ (L 5 6) 
k ^ ' s k,k',q',<r,tr' 
2g2^g , \
 t t 
[e(k + q') - c(k)]2 - ^ V J ^ ' A - q V ^ ^ . 
ou —U/2 dans le premier terme peut etre compris dans le potentiel chimique et q cor-
respond au mode choisi. 
Transformation de Lang-Firsov 
Cette transformation est valable lorsque le couplage electron-phonon est fort. Elle est 
donnee par [23] : 
Hi = e~sHe$ (1.57) 
avec 
s = -^y^nTl7(ar - aj). (1.58) 
u>D
 i!
—' 
Appliquant cette transformation a 1'hamiltonien de Holstein-Hubbard multimodal, il 
vient [23] : 
a
2
 - -
Hs = -— yZnr<T-t V e f r " ^ (clc^ + c.h.) 
{r
'
r
'>'a (1.59) 
+ f ^ - — J E ^rT"r| +Wfl^] 4°r 
ou £r = (<7/U;D)(4 — Or)- En prenant la moyenne de cet hamiltonien dans le vide des 
phonons, il resulte Thamiltonien effectif electronique 
Heg = (0ph\Hs\0vh) 
= ^2,nra-teS ] P (4^^ + c.h.) +[/eff5Zra rTn r i 
U D
 r <p,p'),<7 r 
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ou l'amplitude de saut et le potentiel effectifs sont donnes par 
2a2 
f/eff = [ / - — (1.61) 
teS = texpf-^-}. (1.62) 
D/ 
Le fait de prendre la moyenne dans le vide des phonons implique que cet hamiltonien 
effectif n'est une bonne approximation que lorsque la frequence de Debye est grande, 
comme pour la sous-section precedente. Un resultat similaire est obtenu pour le couplage 
intermediate [23]. L'operateur s de la transformation est alors donne par 
s = rj—V"nro.(ar - a j ) 
U>D — 
r<r 
ou r/ < 1 donne une mesure de la deformation du reseau; la limite fort couplage est rj = 1. 
On obtient 
tfeff = U-^-r,{2-ri) (1.63) 
LU£) 
teS = texpf-^jriA. (1.64) 
II ressort des deux transformations precedentes les faits suivants : 
1. Dans la limite anti-adiabatique (w/j.grand), il est possible de recrire le modele 
de Holstein-Hubbard sous la forme d'un hamiltonien effectif faisant intervenir une 
interaction locale effective electronique 
t/eff = E / - — ; (1-65) 
2. La quantite 2g2/u>o semble constituer une echelle d'energie adequate pour decrire 
le couplage electron-phonon dans cette meme limite; 
3. Toujours dans la limite anti-adiabatique, si U = 2g2/u)D, Ues = 0 et l'interaction 
electron-electron est supprimee. Pour u>D un peu plus petit, on peut aussi imaginer 
que ce raisonnement est a peu pres valable et que l'interaction electron-electron 
sera attenuee. 
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FIGURE 1.2 - Energie du fondamental en fonction du parametre sans dimension g pour 
un systeme de taille finie. Sur les deux figures, l'energie du fondamental est donnee par 
la courbe plus epaisse. Dans le cas de la figure a, il y a croisement de niveau, alors qu'il 
y a evitement pour b. Dans la limite thermodynamique, la courbe inferieure de la figure 
b peut presenter un point non analytique. Adaptee de [24]. 
1.3 Symetries brisees 
Les ondes de densite de charge dans un systeme unidimensionnel et la supraconduc-
tivite de type s dans un reseau bidimensionnel seront etudiees dans ce memoire. II s'agit 
d'etats a symetrie brisee. La presente section vise a clarifier ce concept. 
Considerons un hamiltonien H(g), dependant d'un parametre sans dimension g, decrivant 
un systeme de taille finie. Si H peut s'ecrire comme Ho + gHi, ou \HQ,H-\\ — 0, alors 
les etats propres de H sont independants de g, car Ho et Hi sont diagonalisables par le 
meme ensemble de fonctions. L'energie du fondamental, EQ(g), quant a elle, depend pa-
rametriquement de g. II n'est alors pas impossible que pour une valeur donnee g = gc, il y 
ait changement de fondamental, c'est-a-dire un croisement de niveau [24]. Ce phenomene 
est illustre a la figure 1.2 a. L'energie du fondamental du systeme devient non analytique 
a g = gc. II est alors possible que certaines proprietes du fondamental pour g > gc soient 
differentes de celles du fondamental a g < gc. 
Pour un systeme fini, le fondamental appartient a l'une des representations irreductibles 
du groupe de symetrie de H. Done, en se basant sur le fait que les etats propres associes 
a deux valeurs propres distinctes sont orthogonaux, il apparait que dans le cas expose au 
paragraphe precedent un changement de representation est survenu. L'un et l'autre des 
fondamentaux possedent toutes les symetries de l'hamiltonien. 
Dans la limite thermodynamique, c'est-a-dire quand le nombre de particules et le vo-
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lume tendent vers l'infini pour une densite fixe, des brisures de symetrie peuvent survenir. 
Dans ce cas, l'energie libre du systeme devient, comme precedemment, non analytique, 
mais pour une raison differente. Considerons la figure 1.2 b, ou l'energie du premier etat 
excite d'un systeme fini s'approche de celle du fondamental, mais sans la croiser. II est 
alors possible que dans la limite thermodynamique, le comportement de Eo(g) devienne 
non analytique en un point donne (sur la figure 1.2 b, ce point devrait etre dans la region 
oil la courbe inferieure change de direction). La ou la situation est differente du cas sus-
mentionne est qu'il peut arriver que l'etat du systeme ne soit pas invariant sous toutes 
les operations de symetrie sous lesquelles H est invariant pour g < gc ou g > gc. Par 
exemple, l'etat pour g < gc peut etre plus symetrique que l'etat pour g > gc. Un tel 
etat a symetrie brisee a ceci de special que certaines valeurs moyennes, nulles dans l'etat 
symetrique, sont dorenavant non nulles; on appelle ces valeurs moyennes non nulles pa-
rametres d'ordre et la brisure de symetrie sous-jacente est dite spontanee. Generalement, 
toute valeur du parametre g ou l'energie du fondamental d'un systeme infini devient non 
analytique constitue une transition de phase quantique, que cette non analyticite soit 
issue d'un croisement de niveau ou d'un evitement [24]. 
Si les interactions ne sont pas a grande portee, comme c'est le cas avec le modele de 
Holstein-Hubbard (1.38), alors le theoreme de Mermin-Wagner contraint les brisures de 
symetries continues (par exemple, une symetrie par rotation dans l'espace des spins) pour 
certains types de systemes. II est impossible pour un systeme ID de s'ordonner en brisant 
une symetrie continue, car les fluctuations quantiques sont trop grandes. Un systeme 2D 
le peut, par contre, comme en temoigne 1'existence d'ordre antiferromagnetique dans le 
modele de Hubbard 2D, mais a T = 0 seulement. 
1.3.1 Onde de densite de charge 
Une onde de densite de charge (ODC) consiste en une redistribution periodique de la 
charge dans un materiau, accompagnee par une modification de la structure de bandes 
de celui-ci. Elle est habituellement accompagnee d'une distorsion du reseau sous-jacent. 
Ce faisant, la symetrie de translation du reseau est brisee. Cet etat apparait le plus 
souvent dans les materiaux a symetrie reduite, tels les solides quasi-bidimensionnels et 
quasi-unidimensionnels [25]. 
L'exemple le plus simple d'une telle reconfiguration spatiale de la charge est illustre 
a la figure 1.3, ou les electrons sont independants. En haut de la partie (a), le reseau 
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FIGURE 1.3 - Distortion de Peierls pour un systeme demi-rempli au zero absolu : a) 
Metal; b) Isolant de Peierls. Figure tiree de [26] 
est statique et il n'interagit pas avec les electrons. A demi rempli, la bande est occupee 
jusqu'au vecteur d'onde de Fermi kF = 7r/2a. La densite de charge est alors uniforme, 
puisque les etats electroniques sont des ondes planes. Si les electrons interagissent avec 
le reseau statique, il y a ouverture d'un gap en k = IT/a et la densite electronique a la 
periodicite du reseau. 
D'apres la theorie des bandes des solides, si la taille de la maille elementaire est 
doublee, il y a ouverture d'un gap a i7r/2a = ±kp ; cela fait du cristal unidimensionnel 
un isolant dit de Peierls, la bande de valence etant completement remplie. Du fait de 
l'ouverture du gap, il advient que l'energie electronique du systeme est diminuee. C'est 
evident sur la figure 1.3. Si l'energie elastique necessaire a la deformation est inferieure 
a la diminution d'energie electronique, il appert que cette situation est privilegiee par 
rapport au cas metallique. II nait alors une onde de densite de charge de longueur d'onde 
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A = ir/kp = 2a. 
Reponse lineaire : Instability a 2kF d'un gaz electronique 
La formation d'une onde de densite de charge est liee a Tinstabilite du gaz d'electrons 
face a un potentiel externe. Cette instability est accrue pour les systemes a basse dimen-
sionnalite. Soit <j)(x) un potentiel externe applique au gaz d'electrons. Si une composante 
de Fourier de ce potentiel est notee </>(q), alors la densite de charge electronique induite 
5p(c[) est donnee, a temperature nulle, par : 
Sp(q) = X(q)^(q), (1-66) 
ou x(q) est la fonction de reponse de Lindhard. En D dimensions, elle est donnee par [27] : 
X W
 J (2,)»i(k)-<(k + q) V-°'> 
ou / (k ) est la fonction de Fermi donnee par / (k ) — Q(eF—e(k)) a T — 0. Pour e(k)—e(k+ 
q) = 0, le denominateur s'annule, et cette divergence est d'autant plus grande lorsque 
le nombre d'etats (lie au numerateur) est grand. Pour un systeme ID, en particulier, il 
vient pour q ~ Ikp (N(ep) est la densite d'etats au niveau de Fermi) : 
X(q) ex N(eF) In 
q + 2kf 
q-2kt 
(1.68) 
e'est-a-dire que la fonction de reponse diverge a g - 2kF. Cela signifie que la composante 
4>(2kF) du potentiel externe produit une densite 5p(2kF) qui diverge. La redistribution 
de la charge electronique qui s'ensuit donne une onde de densite de charge de periode 
2n/2kF. Cette divergence dans la fonction de reponse est absente en 2D et en 3D. 
Ramollissement du mode 2kp 
Pour mieux comprendre l'impact des phonons sur l'occurrence d'une onde de densite 
de charge, considerons Phamiltonien de Holstein ID, mais avec des phonons dispersifs 
( T ^ O dans le developpement qui suit et la constante de couplage g est independante de 
H = J2 <k)cicka + J2 "Aa* - 9\J^p- E cU,4A- a-69) 
k,u q k,q,cr 
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La coordonnee normale Qq est donnee par 
Qq 
1
 / t X 
. (a' + a q ) . 
y/2M^q q q' 
Suivant [27], l'equation du mouvement de Qq est : 
cPQq _ 
dt2 [Qq,H],H\=-^Qg + g 
2u>q 
MN, •P(?). 
(1.70) 
ou p(q) =• Y^k <T ck+q<rck<r es^ l a transformee de Fourier de l'operateur densite electronique. 
Si maintenant on considere la valeur moyenne (Qq), la quantite 
2Mu, 
Ns 
9(Qq) (1.71) 
peut etre vue comme la transformee de Fourier d'un potentiel externe applique au gaz 
d'electrons. Alors, d'apres (1.66), on peut ecrire pour la moyenne de la transformee de 
Fourier de la densite electronique : 
m) = -9\l^1X(q,T)(Qq). 
Cela implique pour l'equation du mouvement de la moyenne de Qq, (Qq) : 
(1.72) 
dt2 
W
« ~ ~N~2°,qX(q'T* (Qq)- (1.73) 
L'evolution temporelle de la composante de Fourier du deplacement ionique est done liee 
a une frequence renormalisee : 
to. 
2
 - i-*uu 
ren,g ™g J\J ^^1 
W„ 2 jqx(q, T) (1.74) 
s'annulant pour q — 2kp a la temperature de transition TODC- L'annulation de la frequence 
renormalisee signifie que l'instabilite du systeme electronique unidimensionnel a 2kp en-
traine un ramollissement de ce mode : le reseau est alors « gele » a ce vecteur d'onde. 
Cette assertion — que le reseau est statique pour cette composante — est a la base du 
traitement champ moyen presente a la prochaine sous-section. 
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Application de la theorie du champ moyen a T = 0 
Soit maintenant le modele de Holstein a demi rempli dans l'approximation unimodale. 
En vertu de la discussion de la sous-section precedente, nous choisissons q = it parmi les 
deux choix de mode donnes a la section 1.2.1; dans ce cas, q = 2kp. La valeur moyenne 
non nulle caracteristique de l'etat a symetrie brisee est (a + a^). Le reseau etant statique, 
(a) = (a*), car l'impulsion Pq est nulle. La simple existence de la valeur moyenne (a) 
implique un etat coherent du a l'occupation macroscopique du mode ir. Remplagant cette 
valeur moyenne dans Phamiltonien de Holstein : 
H = Yl <k)cLck° + "D(a)2 - ~f={a) Yl 4+^cfcCT, (1.75) ~ 
k,a * s k,a 
celui-ci devient facilement diagonalisable. En effet, en utilisant la propriete d'emboitement 
de la surface de Fermi en ID, e(k) = —e(k + 7r), il vient : 
H = J2 £(k) (CLCk* ~ 4 + ^ C f c + ^ J + UD(a)2 - " / = ( « ) Y l [Cl+naC^ + 4 a C f c + ™ ) 
\k\<kF,a * s \k\<kF,a 
= E ( i 4+,„)( f> "*<?)( c" W > 
k<kp,t 
Diagonaliser la matrice 2 x 2 est trivial. II vient pour les valeurs propres de l'energie : 
E±(k) = ±^t{kf + A2, (1.76) 
ou A = 2g{a)/\/Ws. II faudra bien entendu ajouter a cette energie l'energie elastique 
ojn{a)2. La figure 1.4 presente la forme du spectre electronique; il existe un gap egal a 
2A entre la bande inferieure et la bande superieure. Cela fait du systeme un isolant a 
temperature nulle. 
La valeur du gap A est determined en minimisant l'energie du systeme par rapport a 
ce dernier. En passant de la somme sur les vecteurs d'ondes a une integrate sur l'energie, 
il resulte : 
E(A) = -N(eF) f * deV^T& + UDf„Ns (1.77) 
en faisant l'approximation que la densite d'etats par spin est une constante sur tout le 
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FIGURE 1.4 - Relation de dispersion electronique pour l'onde de densite de charge. Figure 
tireede[28]. 
domaine des valeurs de l'energie. Posant 
d£(A) 
dA 
il vient pour le gap a l'equilibre [28] : 
= 0, 
A0 = 
£ F 
sinh(l/21/2) (1.78) 
avec 2 N(eF)g2 V' = 
2MLO%NS ' 
A faible couplage, c'est-a-dire pour 1 / 2 < 1 [28] : 
A0 = 2eFe-1/2V '2. (1.79) 
II apparait done que pour un couplage infinitesimal g, le gap est non nul, c'est-a-dire que 
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les electrons forment une onde de densite de charge, et le systeme est isolant. 
1.3.2 Supraconductivite 
L'un des phenomenes les plus ahurissants de toute la physique est celui de la supra-
conductivite. L'etat supraconducteur est un etat coherent constitue de paires d'electrons, 
les paires de Cooper. Celles-ci ont l'etrange capacite de transporter le courant electrique 
sans resistance. Le phenomene de supraconductivite, decouvert en 1911 par Kammer-
lingh Onnes, n'a regu d'explication theorique complete que 46 ans plus tard, grace au 
celebrissime trio Bardeen, Cooper et Schrieffer (BCS). La supraconductivite decrite par 
la theorie BCS est celle des metaux, en particulier des metaux monoatomiques (Al, Hg, 
Ga, etc.). 
La theorie BCS est basee sur le fait que « [...] l'interaction entre deux electrons 
resultant de l'echange virtuel de phonons est attractive quand la difference d'energie 
entre les deux etats electroniques impliques est moindre que l'energie phononique. » [29]. 
Done, si l'attraction electron-electron due aux phonons reussit a surpasser en grandeur 
la repulsion coulombienne, il est possible que ceux-ci s'apparient pour former les paires 
de Cooper. 
Se basant sur [22], on considere l'hamiltonien suivant, faisant intervenir les electrons, 
les phonons et leur interaction mutuelle : 
H = Y^ £(k)cLck, + J2 " V ^ + 2 M i(a-q + aq)ck+qaCk,. (1-80) 
kcr q kq<r 
Le facteur Afq couple les electrons a des phonons acoustiques longitudinaux et on fait 
l'hypothese qu'il ne depend pas de k (approximation plausible si la fonction d'onde des 
electrons s'ecarte peu d'une onde plane; la relation de dispersion i?(k) est alors donnee 
par E(k) = k2/2m). Par une demarche identique a celle de la sous-section 1.2.2, avec 
pour seules differences que Mq remplace —g/^J~N~s et u;q remplace cup, nous obtenons un 
potentiel effectif entre les electrons. Explicitement, Vkq est alors : 
2iMqi2iyv; 
[£?(k + q ) -£? (k ) ]2 - w 2 V*=\n,n. . - " q ' c . n . ^ . ., ' (1-81) 
et il est negatif lorsque \E(k + q) — E(k)\ < wq. 
Cooper [30] a simplifie l'hamiltonien effectif en observant que l'interaction attractive 
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entre deux electrons « au-dessus » d'une mer de Fermi sera maximale si ces electrons 
ont des impulsions et des spins opposes, et si leurs energies respectives sont situees dans 
l'intervalle [Ep — Uq, Ep + uj^}. Pour simplifier davaritage, il remplace wq par la frequence 
de Debye uiD des phonons acoustiques, et prend pour Vkq : 
• r - V A f . - | B ( k + q ) - B ( k ) | < U D 
1 0 sinon 
Avec ces specifications, on obtient l'hamiltonien reduit BCS : 
#BCS = J ] E(k)clacka - - Y^ cjc+q(rct_k_q_ffc_k_ffck(T, (1.83) 
kcr kqu 
ou la seconde somme est restreinte aux vecteurs d'onde remplissant la condition l-E^k + 
q) — E(k)\ < u>o- Pour resoudre cet hamiltonien, BCS ont considere un etat variationnel 
qui consiste en un assemblage coherent de paires de Cooper : 
|BCS) = H(uk + ^4 /^ )10 ) . (1.84) 
k 
Pour assurer |(BCS|BCS)|2 = 1, il faut uk + uk = 1, ou uk et vk sont choisis reels. Les 
valeurs de uk et t>k sont determinees en minimisant le grand potentiel ( B C S | # B C S — 
//JV|BCS). Fixer le nombre moyen de particules est necessaire car en developpant le 
produit figurant dans (1.84), il resulte une superposition coherente d'etats contenant un 
nombre varie d'electrons. 
Le processus de minimisation du grand potentiel et l'obtention des excitations elementaires 
sont simplifies en utilisant la transformation de Bogoliubov-Valatin [22] : 
«kT = "kCkT - Vkclki 
t t U-^ J 
a_k i = UkC'_ki +v k c k T , 
avec les conditions u k = ti_k et wk = —v_k, lesquelles preservent les relations d'anticom-
mutation canoniques des fermions. 
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Parametre d'ordre et gap supraconducteur dans la theorie BCS 
A partir des valeurs obtenues pour u^ et v^ via la minimisation du grand potentiel, 
le gap supraconducteur peut s'obtenir par 1'equation : 
i=T y 1 = (i.86) 
En passant au continu, on obtient l'expression approximative suivante, valable dans la 
limite VN(EF) <C 1 : 
A
 =
 2
"°
e
*»[Miw)' (L87) 
ou N(Ep) est la densite d'etats a l'energie de Fermi. Cette quantite est un gap car elle 
apparait dans la relation de dispersion des quasi-particules definies par les operateurs 
a. Notamment, il faut fournir une energie A minimale pour creer une telle excitation 
elementaire. C'est ce qui garantit la stabilite de l'etat BCS. Le parametre d'ordre supra-
conducteur, quant a lui, est defmi par (c_k|Ckt)- H s'exprime, a T = 0, en fonction du 
gap [31] : 
(c-kiCkT) = ~ » , (1-88) 
N l T/
 2 ^/(Ek - EFy + A2 ^ ; 
Le moment cinetique des paires de Cooper etant nul, la partie spatiale de leur fonc-
tion d'onde est symetrique. Egalement, pour avoir une fonction d'onde globalement anti-
symetrique, il faut que ces paires soient des singulets de spin. Puisque le moment cinetique 
est nul, on dit qu'il s'agit de supraconductivite de type s. 
1.4 Les phases du modele de Holstein-Hubbard 
Le modele de Holstein-Hubbard a demi rempli fait intervenir quatre parametres (U>D, 
U, g, t), lesquels sont en competition pour determiner l'etat du systeme. lis sont donnes 
en unites de t : t = 1 dans ce qui suit. 
Pour une frequence de Debye donnee, le tableau 1.1 met en lien ces differents pa-
rametres avec l'etat le plus probable. Une fagon d'etudier la competition entre les differentes 
echelles d'energies est de considerer Ues — U — 2g2/ooE>. Pour Ues & 0, on peut anticiper 
qu'un etat metallique sera favorise. Lorsque Ueg > 0, c'est I'antiferromagnetisme qui do-
mine. Finalement, une constante de couplage dominante (t/eff < 0) fera en sorte que les 
electrons pourront s'attirer pour former une ODC ou de la supraconductivite. 
Chapitre 1 : Modele de Holstein-Hubbard 30 
Echelle dominante 
t 
u 
Etat dominant 
Metal 
ODC/SC 
ODS 
TABLEAU 1.1 - Lien entre l'echelle d'energie dominante et l'etat prevu correspondant du 
systeme. ODS = Onde de Densite de Spin, ODC = Onde de Densite de Spin et SC = 
Supraconductivite. 
Pour une faible frequence de Debye, on doit tenir compte des effets de retard. Le 
nombre de phonons est alors grand et l'interaction electron-electron effective n'est plus 
valable. La probabilite d'un etat metallique diminue lorsque top diminue. 
En ID, nous devons remplacer ODS par isolant de Mott en raison de l'impossibilite 
d'une brisure d'une symetrie continue (symetrie de rotation dans l'espace des spins). 
Egalement, nous utiliserons de facon interchangeable les termes ODC et isolant de Peierls 
dans ce qui suit. 
Chapitre 2 
Theorie des perturbations interamas 
Ce chapitre et le suivant decrivent la methode de resolution du modele. En theorie, 
lorsque l'hamiltonien d'un systeme et l'espace vectoriel sur lequel il agit sont donnes, il 
est possible d'obtenir toutes les quantites physiquement pertinentes du systeme. Dans 
les faits, le physicien doit rapidement se resoudre a utiliser des approximations tant la 
difficulte du probleme croit rapidement en fonction de la taille du systeme. Dans le cas 
present, la methode d'approximation utilisee est la theorie des perturbations interamas 
(CPT, pour Cluster Perturbation Theory). La CPT ( [12,32]) fournit une approximation 
de la fonction de Green a une particule du systeme, laquelle nous per met de calculer 
plusieurs quantites physiques, telles des valeurs moyennes d'observables, des fonctions 
spectrales, etc. 
Nous debutons ce chapitre en definissant la fonction de Green utilisee dans nos calculs 
ainsi que certaines de ses proprietes. Puisque la CPT repose sur la division du systeme 
original en plusieurs amas identiques decouples, nous donnerons une description detaillee 
des differents reseaux et sous-reseaux issus de cette decomposition dans la seconde sec-
tion. Ces amas etant de petite taille, il devient possible de diagonaliser leur hamiltonien 
exactement, nous permettant ainsi d'obtenir la fonction de Green des amas. II restera 
ensuite a inscrire ces amas dans le reseau et a decrire la fagon d'obtenir la valeur moyenne 
d'observables via la fonction de Green. 
31 
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2.1 Fonction de Green 
A temperature nulle, la fonction de Green (retardee) est definie par [33] : 
*W. ' (M ' ) = <F|{Cn7(t),4,,(0}|iw - o 
= (F\crAt)4,Ai')\F)e(t- t') + <F|4v , (0c r < T( i) |F)6(* - t'). (2.1) 
Dans cette expression, cTa(t) est l'operateur de destruction, au temps t, d'un electron 
de spin a dans une orbitale de Wannier centree en un point r du reseau original 7. Cet 
operateur s'obtient de l'operateur analogue dans la representation de Schrodinger : 
cr(7(t) = eiktcriTe-ik\ (2.2) 
ou K = H—jiN, avec H l'hamiltonien complet, // le potentiel chimique et N = ^ r a c\acT„ 
l'operateur nombre de particules. |F) est l'etat fondamental du systeme. Finalement, 
Q(t — t') est la fonction d'Heaviside preservant la causalite. 
L'interpretation physique de la fonction de Green est la suivante. Le premier terme 
de (2.1) est l'amplitude de probabilite que le systeme dans l'etat c^,CT,(i')|F) au temps 
t' se retrouve dans l'etat cJa(i)|F) au temps subsequent t. Ce terme traduit done la 
propagation d'un electron ajoute au fondamental du systeme. Le second terme exprime, 
quant a lui, la propagation d'un trou, a partir du temps t' jusqu'au temps t. 
II est a noter que la definition (2.1) implique que iGr<r,r'<T'(t, t') = Sr^'ba^1 at — t' = 0, 
ce qui est coherent avec la definition de la fonction de Green d'un systeme a une particule. 
En effet, la particule dans l'etat |r) au temps t y sera aussi au temps t' = t. 
Pour un hamiltonien ne dependant pas explicitement du temps, la fonction de Green 
est homogene dans le temps et ne depend done que des intervalles de temps t — t'. Qui 
plus est, les differentes composantes de l'hamiltonien de Holstein-Hubbard conservant le 
spin, il vient que la fonction de Green est diagonale par rapport aux indices de spin. La 
transformee de Fourier en temps'de (2.1) s'ecrit (laissant tomber l'indice de spin pour 
simplifier) : 
/*oo 
Grr>(z) = -i ( F | ( e ^ t c r e - ^ c t , + 4 , e i ^ c r e - ^ t ) l ^ ) e i ( w + i ' 7 ) ^ , (2.3) 
Jo 
ou z = UJ + it], avec ir) (77 > 0) la petite partie imaginaire necessaire a la convergence de 
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FIGURE 2.1 - Division du systeme en amas. Les amas comprennent 4 sites dans cet 
exemple. Les vecteurs r, f et R sont aussi representes. Les lignes a tirets representent les 
liens interamas. 
la transformed de Fourier. Si K\F) = f2fond.|F), l'equation (2.3) devient alors : 
gTr,(z) = -i ! Un{™At{F\cre-iktc\,\F) + (F|c^ei*tcr|F)e-in*»«»-t) eiztdt 
(F\ 1 
Z - (K - fifond.) 
cl+cl 
z + (K - nfond.) \F)-
(2.4) 
En l'absence d'un terme ne conservant pas le nombre de particules, £2fond. = £fond. — A4-^  
et la fonction de Green devient : 
Grr>(z) = (F | 1 Cr 
Z + fJL-(H- fifond.) 
-ci+ci- 1 
z + n+(H - Eiond) 
\F). (2.5) 
2.2 Division du systeme en amas 
La fonction de Green (2.4) est la fonction de Green complete du systeme. Nous 
desirons obtenir une approximation de celle-ci. La premiere etape, dans le cadre de la 
CPT, est de diviser le reseau initial 7 de Na sites en amas identiques de L sites, tel 
qu'illustre a la figure 2.1. La position des amas est donnee par les vecteurs f € I\ ou V 
est appele super-reseau. Les L sites d'un amas seront notes R. L'equivalence reseau «-> 
(super-reseau + amas) permet d'ecrire toutes les quantites dependant des r selon l'indice 
compose f + R. En vertu de cette division, 1'hamiltonien du reseau H peut s'ecrire de 
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la facon suivante : 
H = H' + V. 
H' — Ylfer H'f e s t l'hamiltonien des Ns/L amas decouples et V contient les termes de H 
impliquant des sites situes sur des amas differents (notamment les sauts interamas trT> ou 
r et r' sont situes sur des amas differents). Ce dernier sera traite comme une perturbation. 
Dans la suite de ce chapitre, nous affublerons d'un prime (') toute quantite definie sur 
les amas et nous considerons un hamiltonien qui conserve le nombre de particules1. 
A l'ordre le plus bas de la theorie des perturbations a couplage fort, la fonction de 
Green du reseau est donnee par [12] : 
9^{z) « G£{z) = G'-}(z) - V„,, (2.6) 
ou sous forme matricielle, avec les matrices de dimension -/Vs x Ns pour une projection 
donnee du spin2 : 
G-\z) = Q'-l{z) - V . (2.7) 
Dans Pequation precedente, G' est la fonction de Green des amas decouples : 
G'rr,(z) = (F ' | \cr- ^ -cj, + c\, ~ -c rl \F'), (2.8) 
L
 z + ^ _ (H> - E0) r r z + n + (H' - E0) \' ' 
ou E$ est l'energie du fondamental, \F'), de H'. Les amas etant decouples, nous avons 
les proprietes suivantes : 
- L'energie du fondamental s'ecrit 
^o = E e o 
(f) _ N* 
e0 
ou eQ = eo est l'energie d'un amas; 
L'etat fondamental \F') peut s'ecrire comme un produit tensoriel des etats fonda-
1I1 n'est pas difficile d'adapter les resultats de la presente section au cas oil le nombre de particules 
n'est pas conserve. En fait, il suffit de remplacer toutes les energies par le grand potentiel fi (du systeme, 
d'un amas, etc.) et tous les hamiltoniens par l'operateur K associe, tout en posant fi = 0 dans les 
expressions des fonctions de Green. 
2Les quantites matricielles seront representees par des lettres sans serif dans ce memoire. 
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mentaux des amas, c'est-a-dire : 
|F') = (g)|Qf>, (2.9) 
fer 
ou |Qf) = |f2) est le raerae pour tous les amas, ceux-ci etant identiques; 
- G'(u>) est diagonale dans les indices f, c'est-a-dire que G'rr, = Stf/G'KRI. 
Ces proprietes nous amenent a ecrire la fonction de Green d'un amas comme : 
GRR'(*) = ("I k — T^ : 4 + 4—-—TA; ~M l">. (2-i0) 
L z + fj, - (H' - e0) z + fj, + (H' - e0) J 
ou # ' represente dorenavant l'hamiltonien d'wrc. amas. 
D'autre part, la presence du terme d'interaction electron-phonon dans l'hamiltonien 
d'un amas implique que \Cl) doit s'ecrire : 
|fi) = £ ( < * , n|fi)|a,n> (2.11) 
avec |a, n) = |a) ® |n). Le ket \n) se rapporte aux etats propres de l'operateur nombre de 
phonons, alors que \a) est l'etat electronique dans la representation nombre d'occupation. 
Puisque l'hamiltonien H' commute a la fois avec les operateurs nombre total d'electrons 
(N' = E R . J ^ / R , ' ) ' nombre d'electron de spin up (/V[ = X}R4,TCR-,T) e^ n o m b r e 
d'electrons de spin down (TVj = S R 4 „ I C R 4 ) s u r u n a m a s > les kets \a) presents dans 
la somme sont ceux ayant un nombre d'electrons total et un spin total bien definis. 
Definissons iVf (resp. /Vj) le nombre d'electrons de spin f (resp. J,), et TV' — /Vj + N^ le 
nombre total d'electrons sur l'amas. On ecrit un etat electronique comme 
(4TriT • • • (4,T)n,VT(41|)nu • • • (0Bwlio>, (2.i2) 
L L ' 
de fagon telle que 5Z i=1 n^ = Nf et $^ i=1 n^ = /V|, avec n;!<T = 0 ou 1. 
L'etat fondamental et l'energie lui etant associee sont calcules par la methode exposee 
a la section 2.4. 
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2.2.1 Transfer mees de Fourier sur les reseaux 
L'utilisation des transformees de Fourier (TF) sur les reseaux 7 et T ainsi que sur les 
amas permet de simplifier quelque peu le probleme. Pour les quantites ne dependant que 
d'un indice de site, nous definissons les TF suivantes : 
1. Surle reseau : 
s
 r€7 v s keZBy 
2. Sur le super-reseau : 
f&=\lwY,te-**> . / * = \ / ! - E f&yki (2-14) 
*.-fer ueZBr 
3. Sur l'amas : 
fK = ~ E / R ^ * /a = 7f E /K^ ' R (2-15) 
Dans ces expressions, ZB1^ represente la zone de Brillouin du reseau 7(r ) alors que 
7* (resp. r*) est le reseau reciproque de 7 (resp.T). La figure 2.2 illustre ces zones. La 
notation K € (ZB7 n T*) signifie que les K sont les vecteurs du reseau reciproque de 
T appartenant aussi a la zone de Brillouin de 7. Pour les quantites dependant de deux 
indices de site, en particulier les fonctions de Green, nous definissons : 
G(k,k') = ^ ^ G r r ' e " i k r + i k ' ' r ' - ' (2.16) 
r,r' 
Egalement, etant donnee l'equivalence r <-> r + R, on peut aussi ecrire : 
< W k , k') = A J2 G(f+H)(P+w)e-**-f-fi '^. (2.17) 
s
 f,f 
II s'agit d'une TF partielle car seule la partie relative au super-reseau a ete traduite dans 
l'espace de Fourier associe. D'autres informations utiles ainsi que certaines derivations 
liees aux TF utilisees dans ce memoire sont donnees a Fannexe A. 
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(7T,7T) 
(-7T,-7T) ZB1 
FIGURE 2.2 - Illustration des zones de Brillouin du reseau et du super-reseau de la figure 
2.1. Les vecteurs k et k appartiennent respectivement a ZB^ et ZB?. L'aire de ZB1 est 
quatre fois celle de ZB?. Les vecteurs K sont des elements du reseau reciproque de V 
ainsi que de ZB1. Inequivalence k <-> k + K est explicite. 
L'invariance par translation dans le reseau Y implique que les matrices exprimees dans 
la representation mixte de (2.17) sont diagonales par rapport aux vecteurs k. Ce faisant, 
la taille des matrices passe de N% a I?. Faisant la transformation partielle de (2.6), on 
obtient : 
(G-^RRtCk, W) = ( G ' ^ W M " J ] Vb+R.r+R'e*-. (2.18) 
f 
2.2.2 Application a l'hamiltonien de Holstein-Hubbard 
Pour fixer les idees, appliquons la division en amas exposee ci-dessus a l'hamiltonien 
de Holstein-Hubbard. Dans la representation f + R, l'hamiltonien de Holstein-Hubbard 
multimodal s'ecrit : 
H =-t ^ (cfRer '^R'ff + ch-) + U Yl "*RT"'?Rl 
<f+R,f'+RV f R / 2 IQ\ 
+ U>D^2OfRafR _ 9X]™fR(afR + atR)• 
f,R f,R 
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Dans ce cas, on a pour l'hamiltonien d'un amas : 
H' = -t ^2 (cRacR'°-+ c./i.J + f / X ^ " R T " R i + a ' D ^ a R a R - f i , X ] " R ( a R + aR)' 
(R,R'),a R R R 
(2.20) 
En prenant la transformee de Fourier sur l'amas des operateurs phononiques, il vient : 
H' = -t Yl (CLTCR.'^ + ch-J +U^Z "RT"R-I 
(R,R'>,o- R 
+ UJD Y, «KaK ~-jfYl hR(aK + a-K)e<K'R' 
<R,R
'
>,CT
 g _ . " . „ „ (2-21) 
K v " R,K 
avec [aK,aK'] = ^K,K'- A l'annexe A, il est demontre que, pour un amas de taille L = 
L\ x L*2 x •. • x LD en dimension D, la i-eme composante de K est 
_ 27rm; 
ou 
Li Li Li Li 
m
*
=
- 2 - + 1 ' - 2 - - " ' T - 1 ' T -
Par exemple, en ID, pour L = 2, K G {0,7r}; pour L = A, K e {-7r/2,0,7r/2,7r}. 
Ainsi, si nous voulons avoir acces a de plus petits amas, on doit choisir le mode de 
notre approximation parmi les modes 0 et re. Pour ces deux modes, nous avons demontre 
precedemment que a^ + a_K —> «K + <%• Au final, l'hamiltonien d'un amas est : 
H' = -t Y^ ( c L c RV + c . / i . ) + C / J ] n R T n R i + ^ a t a - - y = ( a + o t ) ^ n R e i K R . 
<R,R'),o- R V L
 R 
(2.22) 
Dans la suite, nous poserons A = g/V~L. 
2.3 Periodisation 
La division du systeme en amas brise l'invariance par translation dans 7. En effet, 
au depart, e'est-a-dire avant le traitement perturbatif, H commute avec l'operateur de 
translation par un vecteur du reseau 7 : [H,^] — 0. Cependant, la separation de cet 
hamiltonien en H' et V, lesquels ne commutent pas avec tous les T7, vient briser cette 
invariance par translation dans 7, mais pas celle dans T. La periodisation de la fonction 
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de Green nous redonnera une fonction invariante sous translation dans 7 en forgant cette 
invar iance. 
Nous voulons done obtenir une expression pour la transformee de Fourier de G telle 
que G(k, k') = S(k, k')G(k) en fonction de GRR/(k, z). Cette fonction de k sera appelee 
fonction de Green CPT. 
Tout d'abord, nous savons que la transformee en k G ZBr de G est diagonale dans ces 
indices. Ainsi, G(k, k') = <5(k, k')G(k + K, k' + K') = G(k + K, k + K'), ce qui implique 
que k et k' ne doiyent differer que par un vecteur appartenant au super-reseau reciproque 
r*. On a (cf. Annexe A, sous-section A.3.2) : 
G(k + K,k + K') = ~Y, E GKl,Ki(k,k)ei(Kl^-K)-Re-i(Ki-t-K,)-R' 
R,R' K^K; 
7 E GnnWe-^^e^K'y*-', 
e'est-a-dire : 
L 
R,R' 
G(k,k') = | E GRR^kJe-*-^*'-1 1 ' . (2.23) 
xv, rv 
Nous forgons maintenant la condition k = k' (i.e. K = K') a etre realisee et, etant donne 
que la position de ZBr dans T* est sans importance, on peut remplacer k dans l'equation 
precedente par k + K = k. La fonction de Green CPT s'ecrit done : 
GCPx(k, z) = 7 J2 °™<k> z)e-ik{R-K,) (2.24) 
R,R' 
2.4 Diagonalisation exacte de l'hamiltonien d'un amas 
Le calcul de GnR/(k, z), selon (2.18), passe par le calcul du fondamental d'un amas 
donne \Q) et de l'energie associee e$. Puisque H conserve le nombre d'electrons d'un 
spin donne, les hamiltoniens restreints aux amas le conservent egalement. II resulte que 
l'etat fondamental appartient a un secteur donne de l'espace de Hilbert avec un nombre 
d'electrons de spin | et J. bien defini. Ce secteur est choisi de facon a representer le 
mieux possible l'etat physique du systeme. Par exemple, pour un systeme a demi-rempli 
de spin total Sz = 0, le secteur adequat est N^ = N± = L/2. Ce sont tous les etats 
repondant a cette description pour un amas donne qui entreront dans la somme figurant 
dans l'equation (2.11). Suivant la discussion de la section 1.2.1, le nombre de phonons 
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pour un amas est maj ore par nmax. La dimension du secteur est donnee, pour un amas 
de L sites et un nombre nm a x de phonons, par : 
d = ( j V i ! ( L ^ J V J ! ) ( ^ ! ( / \ T ) ! ) ( w - + 1 ) ' ( 2 - 2 5 ) 
Le nombre de phonons moyen (pour le mode choisi) est donne par : 
Tl=71 max 
™ = E E M^n\n)\2. (2.26) 
a n=0 
En choisissant nm a x de fagon telle que n < nmax/2, la troncature de l'espace de Hilbert 
n'est pas trop importante. La dimension du secteur lie aux etats electroniques augmente 
rapidement avec L. En effet, pour un systeme demi-rempli, on a : 
^
L)
-m- (2'27) 
Par exemple : 4 (2) = 4, 4(4) = 36, 4 (6) = 400, 4 (8) = 4900, 4(10) = 63504, .... La 
taille de l'espace d'Hilbert appelle a l'utilisation d'une methode de traitement de matrices 
enormes, en particulier dans la recherche de leurs valeurs et vecteurs propres. C'est fait 
a l'aide de l'algorithme de Lanczos. 
2.4.1 Algorithme de Lanczos 
L'algorithme de Lanczos [34] est une methode iterative permettant d'obtenir (en par-
ticulier) la plus petite valeur propre et le vecteur propre associe d'une matrice donnee, 
laquelle est trop grande pour etre diagonalisee immediatement par des methodes stan-
dards. II est done tout indique pour trouver l'etat fondamental ainsi que la valeur propre 
associee de l'hamiltonien d'un amas. II s'agit de resoudre le probleme aux valeurs propres : 
H'\i>)=ety). (2.28) 
La relation de fermeture dans l'espace £ des etats de l'amas est donnee par : 
X 1*1 = W (2.29) 
x=(a,n) 
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En l'inserant dans l'equation precedente, il resulte : 
^2(x'\H'\x}(x\iP) = e{x'\iP). (2.30) 
X 
L'algorithme de Lanczos requiert de projeter l'equation precedente sur un sous-espace /C, 
appele sous-espace de Krylov. Lorsque les vecteurs generant ce dernier sont convenable-
ment orthogonalises, H' y adopte une forme tridiagonale facilement diagonalisable. Le 
sous-espace de Krylov est genere en appliquant iterativement l'operateur H' a un vecteur 
aleatoire \<t>o) : 
K = span{|0o>, # U > , #'2 |<M, • • • . i / * - 1 ^ ) } , (2.31) 
II s'agit d'un espace approximativement invariant sous Faction de H' car : (1) H'K, ne 
donne que H'm\4>0) a 1'exterieUr de /C et (2) H'm\(j)Q) tend vers un vecteur propre de H' 
(celui associe a la plus grande valeur propre) quand m —> oo. Les vecteurs de Krylov ne 
sont pas orthogonaux. II est cependant possible de les construire pour qu'ils le soient3. 
Soit \4>i+\) le vecteur obtenu lors de la (i + l)-ieme application de H'. En prenant 
|&+1) = H'^i) - a^) - 6?!^-!), (2.32) 
avec 
a%_ MH'Mi) b2_ mi) ( 2 3 3 ) 
((f>i\(pi) l {4>i-i\4>i-iY 
et les conditions |0-i) — 0 et b\ = 0, nous obtenons des vecteurs mutuellement orthogo-
naux, que nous normalisons : |z) = \<t>i)/\/(<j>i\<j>i)• 
Formons maintenant le projecteur 
,m—1 
z=0 
et inserons-le dans (2.30) pour donner : 
Y^(x'\H'\x){*\il>)* 5>'H}<z|£'|j>0>> W>. (2.35) 
x x,ij 
Le signe d'approximation dans l'equation precedente vient du fait que nous projetons 
3Nous faisons ici abstraction des pertes d'orthogonalite dues aux erreurs purement numeriques. 
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les vecteurs appartenant a £ sur un sous-espace /C C £. Pour sa part, T^ = (i\H'\j) 
est l'element ij de la representation tridiagonale de H'. En notant (x\i) = Qxi et v le 
vecteur colonne representant l'etat l^) dans la base {\x)}, nous pouvons recrire l'equation 
ci-dessus sous forme matricielle comrae 
hv » QTQ]v (2.36) 
avec : 
T = 
oo 
6i 
0 
0 
6i 
a i 
fc2 
0 
0 
62 
a2 
0 
0 . 
0 . 
h • 
0 . 
• ° 1 
. 0 
. 0 
• am ) 
(2.37) 
\ 
Ainsi, h « QTQ\ Si Tw — Xw est l'equation aux valeurs propres de T, et sachant que 
Q^Q = l m x m , on ecrit l'equation : 
hQw « QTw = XQw, (2.38) 
de laquelle on deduit que Qw est une approximation d'un vecteur propre de h avec la 
valeur propre A. Done, pour obtenir l'energie du fondamental, on trouve, apres chaque 
iteration, la valeur propre la plus basse de T, Am;n = eo- La sequence s'arrete lorsqu'un 
certain critere de convergence est rempli, par exemple quand (i\Q}bi < 10~12. II est etabli 
que ce sont les valeurs propres extremes du spectre d'une matrice qui convergent le plus 
rapidement dans le cadre de l'algorithme de Lanczos [35]. 
Pour ce qui est du fondamental \fl), il est obtenu en appliquant la matrice Q au 
vecteur propre de T associe a la valeur propre Am;n. Le fondamental ainsi obtenu Test 
dans la base {\i)}, alors que nous le voudrions dans la base {\a, n)}. Cette representation 
du fondamental est obtenue en retragant l'algorithme de Lanczos, car les \<j>i) ne sont pas 
gardes en memoire. Connaissant les coefficients (i|fi), et sachant que 
|J2) = ^ ( a , n | f i > | a , n ) « ^ l n > l i > ' (2.39) 
on obtient : 
| n>«5^( i | f t ) ( a ,n | i ) | a , n> . (2.40) 
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Dans l'eventualite d'une degenerescence du niveau fondamental, le vecteur \Q) obtenu 
appartient au sous-espace propre associe a la valeur propre e0. Dans ce cas, l'algorithme de 
Lanczos est retrace dans le but d'obtenir un second fondamental, \fl'}, orthogonal au pre-
mier. Pour ce faire, la composante de |fi') le long du premier fondamental est retranchee 
a chaque iteration. Quoiqu'improbables, des degres de degenerescence superieurs a 2 sont 
possibles. On en tient compte de la meme maniere que le cas simplement degenere. La 
presence d'une degenerescence de l'energie du fondamental se repercutera sur l'expression 
de la fonction de Green, comme il sera vu ci-dessous. 
Decalage 
Vue la tendance de l'hamiltonien de Holstein-Hubbard a former des ondes de den-
site de charge pour plusieurs valeurs des parametres, le nombre de phonons moyen est 
habituellement grand. Mais qui dit grand nombre de phonons moyen dit grand temps 
de calcul et, surtout, possibilite de tronquer severement l'espace d'Hilbert, advenant que 
"-max n'est pas fixe assez haut. Pour pallier ce probleme, un ajustement de la position 
des oscillateurs est fait au niveau de l'hamiltonien d'un amas. Nous voulons done donner 
aux sites un decalage (« shift ») initial de fagon a limiter re. Pour ce faire, on considere 
la transformation unitaire : 
a = a o a' = a> o 
.2 2 
ou 5 est ledit decalage4. Avec les notations 
R 
H'e = -t J2 (cLcR'^ + c-h) +UY1 "RT^ Ri 
<R,R'>,a R 
et 
R 
l'hamiltonien grand canonique d'un amas s'ecrit : 
K' = H' - fiN' = H'e- pN' + wD<Jd - X(a + a))6, 
4En fait, 5 n'a evidemment pas les bonnes unites pour etre un vrai decalage. 
(2.41) 
(2.42) 
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et son transforme via (2.41) est : 
A - W - / U - ^ + UDS.a + ^ ( 4 + a t ) - A ( a + a < ) d - M d + ^ . (2.43) 
Puisque (2.41) est une transformation unitaire, on doit avoir : 
n = (n(5)\K'(5)\n(6)) = (n\k'\n), (2.44) 
c'est-a-dire que le grand potentiel doit etre le meme lorsque calcule a partir du fondamen-
tal de K'(8) qu'a partir de l'hamiltonien initial. Lorsque 5 est fixe adequatement, (at + a) 
doit etre petit. La procedure pour determiner 6 est la suivante : A l'etape initiale, on 
calcule la valeur moyenne de a + at et Q. dans le fondamental de l'amas avec un nombre 
de phonons maximal (nmax) donne; ce dernier restera le meme tout au long du calcul. 
La valeur initiale du decalage est donnee par cette valeur moyenne. La prochaine etape 
est de trouver le fondamental, la valeur moyenne (at + a) et le grand potentiel de 
H'e - fiN' + uDat~a + °~(a + a1) - \(a + at)6 - \50. 
L'energie elastique W£>^2/4 est ajoutee au grand potentiel. On ajoute au decalage obtenu 
a l'etape initiale la valeur moyenne (at + a). Si on note par 17^  la valeur du grand potentiel 
calculee a l'etape i et Sli-\ la meme quantite mais a l'etape i — 1, l'erreur relative est 
donnee par (f^ — n^i)/^. Tant et aussi longtemps que (at + a) ou l'erreur relative sur 
le grand potentiel sont superieures a 10~8 la procedure est poursuivie. 
Dans le meme ordre d'idees, en utilisant maintenant les equations (2.44) et (2.43) de 
concert avec le theoreme d'Hellmann-Feynman, il vient que la derivee du grand potentiel 
peut s'exprimer de la fagon suivante : 
|
 = mi^Mmy (2.45) 
Cette derivee doit etre nulle en vertu du fait que le grand potentiel ne depend pas de 8. 
Ainsi, 
0 = ^(a
 + ~at)-X(0) + ^f (2.46) 
2A 
=• 6=—(0)-(a + at). (2.47) 
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La valeur moyenne (a + d)) etant petite, la quantite 2\(0)/ui£, est une bonne estimation 
de la valeur finale du decalage. 
2.4.2 Obtention de la fonction de Green I : algorithme de Lanc-
zos 
Le fondamental et l'energie associee d'un amas donne etant connus, il est possible de 
calculer la fonction de Green a une particule d'un amas figurant dans le terme de droite 
de l'equation (2.18). Cette fonction s'ecrit, pour un spin donne, comme5 : 
GRR'W = G'mA*) + G W * ) ' (2-48) 
ou 
G"RR„e(^) = < f i M * -H' + c o ) - 1 ^ ! " ) (2-49) 
G'KRI,(z) = (n\cl(z + H'-e0)-1cR\n). \ (2.50) 
Les indices e et t signifient electron et trou, respectivement. Considerons tout d'abord le 
calcul de G^e(z) = (#R.|i - 1[#R.), ou | # R ) = cR|ft) et A •= (z - H' + e0) pour cette 
section. Pour evaluer cette quantite, on construit une base d'un sous-espace de Krylov 
de dimension M + 1 en partant de : 
_ | ^ R ) 
Exprimee dans cette base, H' a une forme tridiagonale comme en (2.37); la seule difference 
est que cette fois le secteur de l'espace de Hilbert est celui contenant N^ + 1 electrons de 
spin f et N± electrons de spin J. Inserant le projecteur sur le sous-espace de Krylov dans 
l'identite AA~l = / , on obtient : 
M 
S ^ l n t * * ™ * ! (m,fc = 0,l,..-,M). (2.52) 
n=0 
Puisque C^^^z) = (^R|^'R)[V4~1]OO dans la base de Krylov, nous posons k = 0 dans 
l'equation precedente, ce qui donne un systeme lineaire d'equations couplees (XJ = 
5Dans cette section z inclut le potentiel chimique. Pour faire plus general, nous aurions pu utiliser 
G'aa,(z), ou Q inclut les indices de site, de spin et de bande. 
(2.51) 
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XQA0Q + XXAQI + . . . + xMA0M ~ 1 
x0Aw.+ xiAu + . . . + XMAIM ~ 0 
XOAMO + x\AM\ + • • • + XMAMM ~ 0. 
La solution de ce systeme pour la quantite XQ est donnee par la regie de Cramer : 
detB 
x0 = detA' 
ou A est tridiagonale (c/. equations (2.32), (2.33 et (2.37) avec A remplagant H'), et B a 
les memes elements que A sauf pour la premiere colonne qui est remplacee par le vecteur 
[10 0 . . . 0]T. Sachant que : 
detB = det£>! (2.53) 
det^ = A00detDi - Al1detD2, (2.54) 
ou Dn est la matrice obtenue en eliminant les n premieres lignes et colonnes de A, on 
obtient facilement : 
X
°
 =
 A00-A201detD2/detD1- ( 2 ' 5 5 ) 
Etant donne que detDn/detDn-i peut s'ecrire sous la forme [36] : 
1 
An--L n_i - A\_x ndetD n + i /detD r a ' 
il vient, par un processus iteratif, que [37] 
(2.56) 
< W * ) = <*RI*R) l
 b2 (2-5 7) 
Z - O Q -
z - a i - z _ a*_ 
ou les aj et bi sont les elements de matrice de H' dans la base de Krylov formee a partir 
du vecteur en (2.51). 
La representation de la fonction de Green d'un amas par une fraction continue n'est 
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possible que dans le cas R = R'. Pour le calcul des autres cas, nous utilisons la quantite 
GR R / e(z) definie par [37] : 
^RR',e(Z) = ^RR,e ( 2 ) + ^R'R',e(2) + G R R ' , ^ 2 ) + G'w^e{z). 
Cette quantite a une representation en fraction continue. Puisque G'RIRe(z) — GR R , e(z) 
(voir 1'equation (2.65) et la discussion qui la suit), on obtient : 
G W * ) = \ [GW*) - < W * ) - GJVWM • (2-58) 
Le calcul des G'RRI h{z) se fait evidemment de la meme fagon. 
Dans le cas ou le fondamental est degenere, nous calculons les elements matriciels de 
la fonction de Green a l'aide de l'expression : 
G W » = \<P\<*.(z ~H' + eo)^4, | f i> + ^(rt\cR{z - H'+ e o ) - 1 ^ ' } , (2-59) 
ou |f2) et \Q') constituent une base du sous-espace propre associe a eg. Cette expression 
se Justine de la fagon suivante. Soit 
p=l(|n><n| + |n')<n'|), 
la matrice densite du systeme dans son etat fondamental. La moyenne de l'operateur 
O — cR(z — H' + e0)_1cR , dans cet etat est donne par (Tr est la trace) 
(6)= Tr[p6]. (2.60) 
2.4.3 Obtention de la fonction de Green I I : algorithme de L a n o 
zos de bande 
II existe une autre procedure numerique donnant la fonction de Green a une particule 
d'un amas : l'algorithme de Lanczos de bande. Celui-ci est plus rapide que l'algorithme de 
Lanczos original, mais prend plus de memoire. II s'agit d'obtenir une forme en «bande» 
de l'hamiltonien, qui est ensuite diagonalisee afin d'en extraire les vecteurs propres \m) 
ainsi que les valeurs propres associees. 
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Pour arriver a la forme voulue de rhamiltonien, nous procedons de fagon similaire 
a ce qui est fait pour l'algorithme de Lanczos original : cette fois, a la place d'un seul 
vecteur aleatoire, nous prenons les L vecteurs |^Rj) = cj^Jfi), | ^ R 2 ) = c ^ l ^ } , . . . , 
| ^ R L ) = CRL|$7) comme vecteurs de depart6. Une fois ces vecteurs normalises, un sous-
espace de Krylov est forme : 
K=
 Span{\^Kl),...,\9B.L),H'\^Kl),...,H'\^KL),H'2\ii!Kl),..., 
H'2\*RL),...,H'M\*ni),...,H'M\yRL)}. 
Cet ensemble generateur peut etre transforme en une base par une procedure d'orthogona-
lisation similaire au cas precedent. Apres M iterations, l'hamiltonien a Failure suivante : 
/ Bn B12 • • • BlL 
B2\ B22 
B = 
\ 
B LI B LM (2.61) 
\ BML BMM J 
les elements de matrices etant trouves a l'aide de la relation de recurrence [38] : 
i + L - l 
Bi,i+L\(pi+L} = H'\<t>i) - 22 Bik\<t>k), (2.62) 
fc=t=L 
ou Bik = ((pilH'lfa) et les vecteurs de base | </>&}. Cette matrice est prete a etre diagonalisee 
par les methodes numeriques standards. Nous obtenons le spectre des energies {eTO} de 
l'amas ainsi que les kets propres associee {|?n)}, exprimes en fonction des \<f>i). Inserons 
la relation de fermeture 
Y^ \m)(m\ = I (2.63) 
et le projecteur 
£I**M 
6La fonction de Green est toujours supposee diagonale dans les indices de spin. 
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dans la definition de G ^ ,
 e donnee en (2.49) : 
I. 
2 - f ' _ • . ,(e) 
• W : m 
\ / R,R' 
Dans cette derniere equation, Q(e) est une matrice L x N^ (spin up seulement7), g^ 
est une matrice diagonale dont les elements sont donnes par \j(z — u>m), avec u>m = 
em — eo > 0 l'energie des excitations elementaires a une particule. La meme operation 
pour la partie trou de la fonction de Green a une particule, avec pour differences que 
les vecteurs de Krylov appartiennent au secteur (iVf — 1, N±) et que w„ = eo — en < 0, 
donne : 
Z — Ulm
 n Z — Uln 
II est possible [37] de mettre ce resultat sous une forme plus condensee : 
<w*) « E % 4 ^ = (Qg^Qt)R *, (2-65) 
p 
La matrice Q est obtenue en joignant la matrice Q(*) a droite de la matrice Q(e). Les 
up, d'autre part, appartiennent a l'ensemble {<JQ , . . . , ^{e). wo > • • • '^jvw}- L'equation 
(2.65) est la representation de Lehmann de la fonction de Green d'un amas. A noter que 
les elements de la matrice Q peuvent etre pris comme reels car la matrice representant 
H' dans la base \o>, n) est reelle. 
Symetries 
Tenir compte des symetries d'un corps physique constitue souvent une fagon de sim-
plifier le calcul de quantites physiques decrivant ce systeme. « La symetrie d'un corps 
est determined par l'ensemble des transformations qui amenent ce corps a coi'ncider avec 
lui-meme [...] » [39] Le corps considere ici est un amas. Nous nous bornerons a donner la 
fagon la plus simple d'utiliser a profit les symetries de l'amas dans le calcul des fonctions 
7Lorsque la partie down est prise en compte, Q(e) devient une matrice 2L x N^. 
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de Green. 
Soit 'H le groupe de symetrie de l'hamiltonien d'un amas. Par exemple, pour un amas 
2 x 2 avec des phonons du mode (7r,7r), le groupe de symetrie est C2, c'est-a-dire que 
l'amas se confond avec sa configuration initiale apres une rotation de -K radians. A cette 
rotation, on doit bien sur ajouter l'omnipresente operation identite. Ce groupe a deux 
representations irreductibles, correspondant respectivement aux etats pairs ou impairs 
sous l'operation de rotation par n. Par ce fait, il est profitable d'utiliser des etats de bases 
de l'espace d'Hilbert qui se transforment selon l'une des representations irreductibles : 
l'element de matrice de H' par rapport a deux etats appartenant a des representations 
irreductibles differentes est nul. 
Plus souvent qu'autrement, le fondamental d'un amas appartient a la representation 
triviale (par exemple la representation paire dans le cas du groupe C2). Une fagon de 
tenff compte des symetries dans 1'evaluation des fonctions de Green est de considerer 
des combinaisons d'operateurs ca (a = orbitale et/ou spin et/ou bande) se transformant 
comme les representations irreductibles. Par exemple, pour le groupe C2, prenons un 
amas de 4 sites ID (numerates de 1 a 4 de gauche a droite) avec des phonons du mode 
q = 0, La rotation par 7r equivaut a un miroir place entre les sites 2 et 3 : 1 devient 4 et 
2 devient 3 sous la transformation. Nous considerons les combinaisons [37] 
(A) . (B) 
{A) . ( B ) 
c2 = c2 + c3 c\> = c2-c3 
ou A(B) est la representation paire (impaire). Done, clairement, si le fondamental G A 
alors les combinaisons du type 
( f t l c ^ z - H ' + e o ) - 1 ^ ^ } (2.66) 
sont nulles. Ce fait peut etre utilise avec profit pour reduire le nombre de fonctions de 
Green a evaluer [37]. 
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2.5 Calcul des quantites physiques a partir de la 
fonction de Green 
Ayant obtenu la fonction de Green (2.18) ou son analogue « periodisee » (2.24), il est 
temps de montrer comment calculer la moyenne d'observables. Seuls les operateurs a un 
corps seront considered - comme l'operateur energie cinetique ou l'operateur nombre de 
particules - etant donne que nous ne calculons que des fonctions de Green a un corps. 
L'expression generique d'un operateur a un corps est la suivante : 
6 = J>a64c6, (2.67) 
a,b 
ou les indices a et b representent les indices de site et de spin : a = (r, a). Par exemple, 
l'expression de sab pour l'operateur energie cinetique est : 
Sab = -trr>S<r,c7'- (2.68) 
Pour l'operateur nombre, on a trivialement : sa& = 5TTi5a<ai. Le but du jeu est de calculer 
la valeur moyenne de O par site, done la densite moyenne 
<d) = 5>a(,(4c6}/Ars. (2.69) 
a,b 
Nous voulons prouver l'equation suivante : 
{ciCb) =
 Jc £nGba{z)> (2-70) 
ou C< est un contour entourant la partie negative de l'axe des reels. 
Le theoreme des residus stipule que pour un contour 7 ferme : 
n 
f(z)dz = 2ni Y, Res(/, ak). (2.71) 
fe=i 
Les ak sont les poles situes a l'interieur du contour 7 et Res(/, ak) sont les residus a ces 
poles. Pour des poles simples, comme e'est le cas pour la fonction de Green : 
i 
Res(/,c) = lim(z - c)f(z). (2.72) 
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On a ainsi 
/ ^ ( z ) = f ^((F\cb \ c{\F) + (F\ci \ cb\F}) 
Jc< 2™ Jc< 2 m \ z - H + E{ond. z + H - Efond. J 
_ f -dz (^(F\cb\m)(m\cj\F) | y . (F\cj\n)(n\cb\F)\ 
Jc< 2TTZ I ^ z-Em + Efond. ^ z + En - £fond, I ' 
ou les etats \m) (resp. |n)) sont les etats propres de H avec un electron de plus (resp. de 
moins) que le fondamental. Les poles inclus dans le contour sont en z = Efond. — En. II 
vient done : 
/ inGba{z) = E ^ ^ H W c f c j F ) = {c\cb). 
Ainsi, on arrive a l'expression suivante pour la densite moyenne d'un operateur a un corps 
obtenue a paftir de la fonction de Green : 
W = ^E / J * ( . ) = £ ££*{*«}. ' (2.73) 
En substituant la fonction de Green G pour Q, nous obtenons la densite moyenne dans 
le cadre de la CPT. Dans la representation mixte (sites d'un amas et vecteur d'onde de 
la zone de Brillouin de T), la trace devient, en utilisant le fait que GTTi est diagonal par 
rapport aux indices de spin : 
t r { s G ( » } = ^ Srq,r'<7'Gr',r(z)<W 
vr'aa' 
r
2
 - -V^ c (ir\n (\J-I ^wk'-(?'-f)„tk-(f-F) =
 Jj2 Z ^ SRR'WGR /R(k,zje ;e <• ; 
S
 RR'ff'kk'a /o JA\ 
RR'ktr 
= J>{s(k)G(M} • 
ic 
A la seconde ligne, nous nous sommes servis de la condition S R R / ^ , k') = SRR/(k)c^£,; 
cela implique que s est invariant par translation dans le reseau V. C'est le cas pour 
la plupart des operateurs (cf. les deux quantites donnees en exemple ci-dessus). Par le 
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FIGURE 2.3 - Contour d'integration pour le calcul d'observables (R = oo). 
remplacement de (3.13) dans (2.73), il resulte : 
OT = ^ £ / ^ t r { s ( k ) G ( M } . (2.75) 
Numeriquement, cette integrate se calcule comme suit. Prenons pour le contour C< 
celui illustre a la figure 2.3, ou R doit etre infirii pour que le demi-cercle atteigne tous les 
poles. Compte tenu du comportement asymptotique en 1/z de G(z), l'ajout de la quantite 
suivante a l'integrande de (2.75) : 
tr[s(k)] 
P 
(2.76) 
a pour effet de changer le comportement asymptotique de l'integrande de 1/z a 1/z2. 
Ici, p, bien que quelconque, se doit d'etre positif pour que le pole soit exclu de la region 
delimitee par le contour. Cette modification a une grande importance puisqu'alors, par 
le lemme de Jordan, l'integrale sur le demi-cercle est nulle. L'integrale restante se fait 
le long de l'axe imaginaire et converge. Une division de cette derniere integrale en deux 
parties — l'une au-dessus de l'axe imaginaire avec le changement de variable z —> ix et 
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l'autre au-dessous avec z —• — ix —, alliee a la propriete d'hermiticite des fonctions de 
Green, c'est-a-dire que G(k, z*) = G*(—k, z), donne : 
a laquelle nous devons adjoindre la condition d'hermiticite de la matrice s(k). 
II nous reste a repondre a la question suivante : Comment calculer la valeur moyenne 
d'operateurs phononiques, notamment l'operateur nombre de phonons, a)a, et le deplacement, 
a + a)? II est impossible de le faire a l'aide de la fonction de Green des electrons, 
evidemment. C'est pourquoi il faut se rabattre sur la moyenne dans le fondamental d'un 
amas, (0Ph) = (£l\Oph\ty, ce qui donne le nombre moyen de phonons par amas. 
2.6 Courte discussion de la methode 
La theorie des perturbations interamas permet de traiter la classe d'hamiltoniens 
electroniques de la forme [32] : 
# = ^ ^ + ^ V f + R , F + R , 4 R c F R , . (2.78) 
f R,R/ 
L'une des grandes utilites de cette methode est qu'elle permet de calculer la fonction 
spectrale, qui donne la distribution de l'energie u> d'un electron de vecteur d'onde k [40]. 
Elle s'obtient de la fonction de Green par 
A(k, u) = - 2 lim 3 m [GCpT(k, w + ir})]. . (2.79) 
17—'0+ 
Par exemple, pour U = 0, A(k, UJ) a 8{UJ—e(k)). L'obtention de cette quantite permet une 
comparaison directe avec les experiences ARPES (spectroscopie de photoemission resolue 
en angle). Un exemple d'application est l'etude du pseudogap des supraconducteurs a 
haute temperature dopes aux trous et aux electrons [41]. 
Malgre le fait que la fonction de Green soit obtenue par un developpement perturbatif 
a fort couplage, la CPT est exacte dans les deux limites U —* 0 et t —>• 0. En effet, la 
fonction de Green exacte de l'hamiltonien complet peut s'ecrire a l'aide de l'equation de 
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Dyson (cf. section 3.1) : 
g~1=9o1-Z, (2.80) 
ou Y. est la self-energie exacte de l'hamiltonien et QQ1 est le propagateur libre. A la 
section 3.1, il est montre que QQ1 est donne par : 
C?o_1(k52)-^ + / x - e ( k ) (2.81) 
dans l'espace de Fourier. Dans le cas U = 0, la self-energie est nulle car il n'y pas 
d'interaction, d'ou : 
g-1(k,z) = z + n-e(k) 
= z + fj, - Y^t0r^kr 
V (2-82) 
= z + n-J2 (t0R60i + V0f+R) e ikr 
f,R 
ou la seconde ligne vient de l'equation suivant (A.29) de l'annexe A. La parenthese de la 
troisieme ligne represente quant a elle la separation de la matrice de sauts entre les sauts 
intraamas et interamas. Puisque U — 0, la fonction de Green des amas est donnee par le 
propagateur libre defini sur les amas, c'est-a-dire que G'_1(k, z) — Z+JJ,—Y^f RioR^ofe*kr. 
En incluant la TF des amplitudes de saut interamas, V(k) = ]T)r Vbfelk'r, le resultat voulu 
s'ensuit : ' 
g-l(k,z) = G'-1(k,z)-V(k). (2.83) 
Dans la limite ou t = 0, le propagateur libre du reseau (c'est-a-dire de Thamiltonien 
complet) vaut QQ1 (k, z) = z + /x. Puisque les amas sont trivialement decouples, la self-
energie exacte est diagonale par rapport aux indices d'amas. Cela veut dire que la self-
energie du reseau est la self-energie des amas. On peut done ecrire : 
^
_ 1 (k , z ) = z + / i -S (k ,2 r ) 
= z + fi- E'(k, z) (2.84) 
= G'-\k,z), 
ou, a la troisieme etape, nous avons utilise l'equation de Dyson pour la fonction de Green 
de l'amas. 
Chapitre 3 
Theorie des perturbations interamas 
variationnelle 
La theorie des perturbations interamas se revele insuffisante en ce qui concerne le trai-
tement des etats a symetrie brisee, telles les ondes de densite de charge et la supraconduc-
tivite. Dans ces cas, nous utilisons une extension de la CPT, 1'approximation interamas 
variationnelle (VCPT ou encore VCA, pour Variational Cluster Approximation) due a 
M. Potthoff [42]. Elle emerge de l'assertion que le grand potentiel thermodynamique du 
reseau est le point stationnaire d'une fonctionnelle de la self-energie. Dans ce traitement, 
1'approximation est faite au niveau du choix des self-energies considerees. Dans notre cas, 
c'est la self-energie des amas decouples qui est retenue. 
Resumons l'approche de cette methode. Un terme, devant pousser le systeme vers un 
etat a symetrie brisee donne, est ajoute a l'hamiltonien d'un amas, H1. Nous ecrivons ce 
terme de fagon generate comme suit : 
H\X) = XOx, (3.1) 
ou X est un parametre du type champ de Weiss et Ox est un operateur electronique. 
Par exemple, pour l'onde de densite de charge de vecteur d'onde IT dans un systeme 
unidimensionnel , nous avons X = W et Ow — ni — h2 + h^ — ... — n^. Ensuite, le 
grand potentiel thermodynamique et la fonction de Green (resp. fi' et G') associes a 
l'hamiltonien d'un amas sont obtenus pour plusieurs valeurs de X. Ces quantites sont 
utilisees pour calculer une approximation du grand potentiel thermodynamique du reseau, 
Cl. Finalement, on trouve le point stationnaire de ce potentiel par rapport au champ de 
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Weiss. Si Cl(X = 0) — Q,(X = X0) > 0, c'est-a-dire si la solution a symetrie brisee est 
plus favorable energetiquement que l'etat plus symetrique, nous conservons la valeur non 
nulle du champ de Weiss. En ce point stationnaire, la valeur de la fonctionnelle donne le 
grand potentiel approximatif du systeme. 
Pour decrire le traitement VCA des etats a symetrie brisee,'nous explorerons en pre-
mier le concept de self-energie, laquelle sera utilisee dans 1'expression de la fonctionnelle 
dont on trouvera le point stationnaire. Puis, nous verrons comment ecrire le grand po-
tentiel thermodynamique a temperature nulle en fonction de la fonction de Green et de 
cette self-energie. Finalement, le processus de « stationnarisation » sera decrit en detail. 
3.1 Self-energie 
Ann de comprendre la signification et la portee du concept de self-energie, com-
mengons avec un systeme tres simple : un gaz d'electrons sans interaction en trois di-
mensions. Son hamiltonien (grand canonique) est donne par 
H = J2 e (k )4 (k )c (k ) (e(k) = k2/2m - eF) , (3.2) 
avec un fondamental repondant a l'equation no-(k)|F) = 0(—e(k))|F), c'est-a-dire que 
les etats (ondes planes) sont occupes jusqu'au niveau de Fermi. La fonction de Green 
est proportionnelle a l'amplitude de probabilite que le systeme dans l'etat (^.(O^F) au 
temps t = 0 se retrouve dans l'etat c^,a, (t) | F) au temps subsequent i, comme mentionne 
a la section 2.1. En raison de l'absence d'interactions, un electron en c j^O^F) ne peut 
sortir de cet etat. On a ainsi : 
g 0 (kcT,kV, i )=g 0 (k ) i )4 ,k '^ ,a ' . (3.3) 
En prenant la • transfermee de Fourier en temps de cette expression, on trouve facilement 
/
OO 1 
dtei^+in)tgo^ t) = ( 3 4 ) 
u + if) - e(k) 
L'inverse de la partie infinitesimale rj est proportionnelle au temps de vie de l'electron 
ajoute dans l'etat kcr; il est infini puisqu'il n'y a pas de diffusion. Les poles de cette 
fonction de Green donnent le spectre d'energie du systeme. 
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Si on incorpore des interactions a deux corps entre les electrons (force de Coulomb, 
interaction due aux phonons, etc.), les ondes planes ne sont plus les etats propres des 
particules et celles-ci peuvent alors diffuser vers d'autres etats que leur etat initial : la 
mer de Eermi se met a ecumer. Malgre les interactions, il est possible d'ecrire la partie 
diagonale de la fonction de Green de ce systeme. C'est fait a l'aide de l'equation de 
Dyson [43] : 
g-l(k,co) = G^(k,co)- £(k,u,). (3.5) 
'T,(k,u) est la self-energie (irreductible). Celle-ci est complexe et peut done s'ecrire £ = 
ER + iT,j. Pour trouver sa signification, on remplace tout d'abord l'expression pour le 
propagateur libre Go(k,u) dans l'expression precedente, pour donner : 
a(k,o;) = * (3.6) 
LO - e(k) — E(k,w) 
ou la petite partie infinitesimale r\ a ete negligee par rapport a S/. Les poles de cette 
fonction donne le spectre energetique en resolvant l'equation auto-coherente : 
(j = e(k) + S f l(k, LO) + y;S7(k, u). (3.7) 
On suppose S/ petit par rapport a S^. Au premier ordre, on obtient [43] : 
a ( k , w ) « ^ } . _ (3.8) 
u — e(k) + IT 1{k) 
ou 
e(k) = e(k) + E*(k,e(k)) (3.9) 
1 -
1 -
du) lw=e(k) 
1 
SSR(k,w 1 
du> I"»=e(k) 
C(k) = , - * „ , (3-11) 
En comparant cette expression avec celle de la fonction de Green sans interaction, il 
est possible de degager la signification de la self-energie : sa partie imaginaire correspond 
grosso modo a l'inverse du temps de vie de l'electron dans l'etat k<7 ajoute au systeme; la 
partie reelle, pour sa part, represente au premier ordre le decalage en energie par rapport 
au spectre des electrons independants. Le residu des fonctions de Green represente la 
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valeur de la discontinuity dans la fonction de distribution au niveau de Fermi. Elle vaut 1 
pour le cas sans interaction car nCT(k) = 6(—e(k)). Avec les interactions, la discontinuite 
diminue de 1 a £(k) < 1, la derivee de E# par rapport a us etant negative — des electrons 
de plus haute frequence ont moins de temps pour interagir, grossierement parlant [43]. 
A noter pour finir qu'une telle facon d'ecrire la fonction de Green n'est possible que 
dans les cas ou les interactions ne sont pas trop fortes, c'est-a-dire pour lesquels le temps 
de vie des excitations elementaires est suffisamment grand. L'equation de Dyson, pour 
sa part, est rigoureusement exacte et sert de definition de la self-energie. 
3.2 Fonctionnelle de Luttinger-Ward et grand poten-
tiel thermodynamique 
Pour un systeme donne a temperature, potentiel chimique et volume fixes, la quantite 
thermodynamique d'importance est le grand potentiel, il. A temperature nulle, celui-ci 
est donne par E0 — /j,(N), ou EQ est l'energie du fondamental a \i fixe et (N) est le nombre 
moyen d'electrons. (A noter que le potentiel chimique des phonons n'intervient pas car 
leur nombre n'est converve en aucun temps.) L'autre quantite sous observation est la 
fonction de Green. La fonctionnelle1 de Luttinger-Ward (FLW), $j/[-], fait le lien entre 
les quantites statiques (le grand potentiel et ses derivees) et dynamiques (la fonction de 
Green et la self-energie) du systeme. Pour Thamiltonien H(t, U) = H(t) + H(U), t et U 
representant respectivement les parametres a un corps (t et U>D) e^ a deux corps (U et 
A), le grand potentiel du systeme est donne par [44] : 
Slt,u = *t,u - TV[Stit/a*,t/] + Tr[\n(gttU)], (3.12) 
ou S t t / , Qtu et $t>[/ sont respectivement la self-energie exacte (une matrice), la fonction 
de Green exacte (aussi une matrice) et la FLW evaluee a la fonction de Green exacte (un 
nombre), $ t ] [/ = <&u[Qt,u\- La trace (TV) est prise sur les indices de sites, de spins et sur 
les frequences, soit, au zero absolu : 
JU< TO , /0< £ 
1Suivant Potthoff [44], nous afFublerons les fonctionnelles d'un accent circonflexe. De meme, les 
dependances explicites seront mises en indices. 
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ou le contour C< est celui de la figure 2.3 et A est une matrice generique 2JV x 2N. tr 
denote la trace sur les sites d'un amas et sur les spins (la matrice A est supposee diagonale 
en k). Le logarithme neperien, quant a lui, est obtenu en calculant sa serie de Taylor (I 
est la matrice identite) : 
m(£) = - E ^ = - ^ . (3.14) 
. n=l 
La fonction de Green et la self-energie exactes sont reliees par 1'equation de Dyson : 
Gi~u ~ Gt,o - ^t,Uy (3.15) 
ou.</t)0 est la fonction de Green sans interaction de l'hamiltonien H(t, U). 
La FLW possede en particulier deux proprietes qui seront utiles pour la suite. La 
premiere est que sa derivee fonctionnelle2 par rapport a la fonction de Green donne la 
self-energie, dependant fonctionnellement de la fonction de Green : 
Dans cette expression, G est une variable libre, c'est-a-dire qu'elle n'est pas liee a la 
self-energie via l'equation de Dyson (dans ce qui suit, les variables libres matricielles 
seront denotees par des majuscules grasses). G est une fonction ayant tous les attributs 
analytiques d'une fonction de Green. La fonctionnelle S[G] est telle que S[&,(/] — Et)j/. 
La seconde propriete stipule que la FLW est universelle, c'est-a-dire qu'elle ne depend 
pas explicitement du parametre a un corps t. Done, deux hamiltoniens partageant la 
meme interaction U partagent egalement la meme FLW (d'ou l'ecriture du parametre U 
en indice de la FLW). Ce fait devient evident en considerant sa definition diagrammatique 
(a couplage faible) presentee a la figure 3.1. Les lignes doubles y representent la fonction 
de Green avec interaction, alors que les pointillees constituent les interactions. La FLW 
ne depend du parametre a un corps que lorsqu'elle est evaluee a la fonction de Green 
2La derivee d'une fonctionnelle F est formellement definie par : 
M
 = limnf+^]-n/it . 
df(x) e~o e 
ou Sx(x') = 5{x—x'). Cette definition n'est pas tres utile quand vient le temps de deriver une fonctionnelle 
donnee; a la place, on developpe F[f + eg], avec g = g(x) une fonction reguliere quelconque, autour de 
/ et on garde le terme de premier ordre. 
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FIGURE 3.1 - Definition diagrammatique de la fonctionnelle de Luttinger-Ward pour un 
systeme purement electronique (A = 0). 
exacte de 1'hamiltonien H(t, U). 
3.3 Fonctionnelle de la self-energie 
Une procedure permettant de donner une bonne approximation du grand potentiel 
thermodynamique du systeme est requise. Le point de depart est le fait que le grand 
potentiel veritable du systeme peut s'obtenir du point stationnaire d'une fonctionnelle 
de G [45] : 
ClttU[G] = $u[G] - Tr[(g$ - G - ^ G ] + TV[ln(G)]. (3,17) 
Dans cette expression, Q^ = (z + fi — t), avec (t)Ty = —tS^r') la matrice de saut. En 
utilisant la relation (3.16), il vient en derivant l'expression de la fonctionnelle : 
snt,u[G] 
5G 
= tu[G}-g-^ + G-1. (3.18) 
Evaluee a la fonction de Green exacte, le cote droit de cette equation donne zero en vertu 
de l'equation de Dyson. En ce point stationnaire, la fonctionnelle (3.17) donne le grand 
potentiel exact. 
Comment utiliser ce principe variationnel ? La principale difficulte est que la FLW est 
definie comme une serie infinie de diagrammes irreductibles a deux particules, serie ne 
pouvant etre tronquee dans le cas present : le couplage U est suppose fort. La fagon de 
s'en tirer est d'obtenir une expression exacte pour la FLW, mais sur un espace restreint 
de fonctions de Green. Dans ce but, Potthoff et al. [42,46] ont transforme la fonctionnelle 
(3.17) en une fonctionnelle de la self-energie. En supposant que la relation (3.16) puisse 
etre inversee localement pour obtenir la fonctionnelle G[/[£]— c'est le cas si le systeme 
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n'est pas au point critique d'une transition de phase [44] —, il vient : 
a , t / [S] = F a [ S ] - T V [ l n ( ^ - 0 1 - S ) ] . (3.19) 
/"}/[£] est la transformer de Legendre de la FLW : 
fb[E] = <& [ G U [ E ] ] - Tr [EGt /p ] ] , (3.20) 
et il a ete fait usage de la relation fonctionnelle [44] 
Gu[E] = ( e t 7 0 1 - E ) - 1 . (3.21) 
A noter que la fonctionnelle Fu[E] est universelle au meme titre que la FLW. Aussi, 
puisque 
^ = - G , [ E ] , (3.22) 
il resulte que la fonctionnelle de self-energie (3.19) est stationnaire a la self-energie exacte 
du systeme. 
La self-energie exacte de l'hamiltonien du reseau H(t, U) n'est bien entendu pas 
connue. Ce sera la self-energie d'un systeme dit de reference qui sera utilisee, nommement 
l'liamiltonien des amas decouples (ou, ce qui revient au meme, l'hamiltonien d'un amas, 
H'(t',U)), auquel seront ajoutees les composantes poussant le systeme vers un etat a 
symetrie brisee donne. Au total, l'hamiltonien H'(t', U) + H'{X) partage la meme in-
teraction que l'hamiltonien veritable et, du fait de la propriete d'universalite, la meme 
FLW. 
Evaluee a la self-energie exacte des amas decouples ^t',x,u, la fonctionnelle (3.19), 
alliee a (3.21), donne : 
f W P f , x , d = FuP«tx,u] ~ T r [ l n ( ^ > 0 - Xt.,x,u)}, (3.23) 
ce qui permet d'extraire Fui^v^u] = ^t',x,u[^t',x,u] + T r [ m ( ^ , x , o _ ^t>,x,u)]- H s'agit 
d'une approximation de Fu[^t,x,u]- Si on reinjecte cette quantite dans (3.19), il est pos-
sible d'ecrire 1'approximation suivante pour le grand potentiel du reseau : 
&t,u\Zv,x,u] = 6 f , x , r / P w ] + TtMGvjxfi ~ Zt>,x,u)} ~ Tr[]n(g$ - Zt',x,u)]- (3.24) 
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On reconnait en G^xo — ^t',x,u l a fonction de Green (inverse) des amas decouples, G'_1. 
En notant Clt',x,u[^t',x,u] = xf^'i o u ^ ' es^ le grand potentiel calcule pour un amas, il 
vient : 
f V [ £ w ] = jQ' + 1YHG'-1)] - Tr[ln(g-J - ^,x,u)\- (3.25) 
Egalement, remarquons que 
G$ - SViJC,t/ = z + n-t'-V- E^u (3.26) 
= G'"1 - V, (3.27) 
donne la fonction de Green de la CPT (2.7). D'apres les proprieties de la trace (Tr(A+B) = 
TrA + TrB) et du logarithme d'une matrice inversible (A - 1 = e~ln(A)), et en utilisant pour 
la trace (3.13), il vient finalement pour le grand potentiel du reseau par amas (en gardant 
la meme notation pour le potentiel) : 
£lt,u[Xt>*,u]=n'-jjJ ^ ] p n { d e t [ l - V ( k ) G ' ( k , z ) ] } , (3.28) 
ou nous avons aussi utilise l'equivalence tr In = In det (det = determinant). L'utilisa-
tion de cette equivalence est davantage une question d'esthetisme.que de pragmatisme, 
quoique le logarithme d'un scalaire (ici, le determinant) est plus facile a imaginer que le 
logarithme d'une matrice. 
Selon le principe variationnel de Potthoff, une approximation du grand potentiel ther-
modynamique est donnee par la valeur de la fonctionnelle (3.28) au point X — XQ telle 
que : 
d$luu\Lt',x,u] \ n / o 0 Q \ 
-Q^ |x=Xo=u. [d.zy) 
L'extension a plusieurs parametres variationnels concourants est triviale. 
3.4 Champs de Weiss 
Dans ce memoire, nous etudions, en premier lieu, les ondes de densite de charge 
(ODC) dans un systeme unidimensionnel decrit par l'hamiltonien de Holstein-Hubbard. 
En second lieu, ce sera la supraconductivite de type s dans un systeme bidimensionnel 
d'electrons et de phonons interagissant via le modele de Holstein (U = 0). Pour les ODC, 
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le terme ajoute a l'hamiltonien d'un amas, dit terme de Weiss, est : 
H'{W) = WOw = WJ2 nRe^R. (3.30) 
R 
Pour la supraeonductivite, c'est le terme 
H'(S) = SOs = SY^ (CRT^ + 4 ^ ) (3.31) 
R 
qui poussera les electrons a s'apparier, et le traitement par la VCA nous dictera si le 
systeme supporte bien cet appariement. 
Un mot sur la notation et la terminologie. A chaque fois que nous parlerons d'un 
parametre d'ordre, il s'agira de la densite moyenne de l'operateur Ox — telle que calculee 
par la methode exposee a la section 2.5 — avec le parametre X fixe a sa valeur d'equilibre. 
Le parametre d'ordre relie a l'operateur Ox sera note {X). La valeur d'equilibre du champ 
de Weiss, X0, sera notee sur les figures par X, de fagon a alleger la notation. Lorsque 
cette valeur est nulle, nous dirons qu'il s'agit de la solution normale; si elle est non nulle, 
il s'agira de la solution ordonnee ou a symetrie brisee. 
3.5 Courte discussion de la methode 
3.5.1 Limite thermodynamique 
L'impossibilite d'une brisure de symetrie pour un systeme fini (c/. section 1.3) Justine, 
en quelque sorte, l'addition du terme de Weiss a l'hamiltonien des amas decouples. Sans 
ce terme, jamais un etat a symetrie brisee ne peut surgir, et nous retombons sur la CPT. 
Dans la limite thermodynamique, neanmoins, il ne doit rester aucun vestige de cet ajout, 
mise a part l'existence d'un parametre d'ordre non nul. Pour illustrer ce point, definissons 
une quantite, F G [0,1], appelee facteur d'echelle, representant la qualite d'un amas. A 
la limite thermodynamique, F = 1 et les amas sont de tailles infinies; le nombre de liens 
interamas est nul. En D dimensions pour des sauts aux plus proches voisins seulement, 
le facteur d'echelle peut s'ecrire 
F = 4r> (3-32) 
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FIGURE 3.2 - Champ de Weiss M et parametre d'ordre (M) (divise par 4) antiferro-
magnetiques a l'equilibre pour le modele de Hubbard demi-rempli avec U = 16 en fonc-
tion du facteur d'echelle. Les amas utilises sont, en partant du point le plus a gauche : 
2 x 2, 2 x 3, 2 x 4, 510, 3 x 4 et 4 x 4. B10 signifie un amas de 10 sites et sa forme est 
donnee a la figure 1 de la reference [37]. La figure est adaptee de cette meme reference. 
ou C est le nombre de liens intraamas. En particulier, pour des amas x x y = L, il vient : 
y(x- l) + x(y- 1) 
F 
2xy 
de sorte que 
lim F 
x,y—"X 
(3.33) 
(3.34) 
Pour les amas unidimensionnels, on prendrait plutot F = (L — 1)/L = 1 — 1/L. 
La figure 3.2 presente le comportement dans la limite thermodynamique du champ 
de Weiss et du parametre d'ordre antiferromagnetiques pour le modele de Hubbard. Le 
systeme est a demi rempli et ces quantites sont donnees en fonction du facteur d'echelle 
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pour plusieurs types d'amas 2D. Dans la limite F = 1, le champ de Weiss M tend vers 
(presque) zero, alors que le parametre d'ordre reste fmi et non nul. C'est la signature 
d'une brisure spontanee de la symetrie (dans ce cas-ci des symetries, car pour l'antiferro-
magnetisme, ce sont a la fois la symetrie de rotation dans l'espace des spins et la symetrie 
de translation du reseau qui sont brisees). 
3.5.2 Determination des points stationnaires de la fonctionnelle 
La fonctionnelle de Potthoff est calculee numeriquement pour un nombre fini de va-
leurs du(des) parametre(s) variationnels, et il nous incombe de trouver les points sta-
tionnaires. Ceux-ci peuvent etre des extrema locaux ou absolus ou des points de selle 
et peuvent etre trouves par l'algorithme de Newton-Raphson. Egalement, la methode 
du gradient conjugue peut etre utilisee avec profit lorsque le point stationnaire est un 
minimum. 
Chapitre 4 
Ondes de densite de charge en ID 
Ce chapitre presente les resultats obtenus de l'etude par la VCA des ondes de densite 
de charge (ODC) pour le modele de Holstein-Hubbard ID a demi rempli. Ce systeme a fait 
Pobjet de maintes publications : [3], [4], [5], [6], [7], etc. A titre d'exemple, Hardikar et al. 
obtiennent les diagrammes de phase illustres a la figure 4.1 pour U>D = 0.5, 1, 5. Comme 
pressenti a la section 1.4, les phases isolantes de Peierls (ODC) et de Mott occupent une 
majeure partie de ces diagrammes de phase. Pres de la ligne tiretee correspondant a la 
condition Ueg = U — 2g2/UJD = 0, ils trouvent egalement une phase metallique (etiquetee 
/ sur la figure). L'etendue de celle-ci augmente pour une frequence de Debye croissante. 
Pour u>£, — 5, la phase metallique empiete de fagon significative sur l'isolant de Peierls, 
alors que la phase de Mott reste imperturbee. 
La phase metallique n'est cependant pas omnipresente dans les articles susmentionnes. 
Le tableau 4.1 resume l'etat des choses. Dans ce chapitre, nous nous proposons done d'ob-
tenir le diagramme de phase de ce systeme par la VCA dans l'approximation unimodale. 
Compte tenu de l'instabilite a 2kp d'un systeme unidimensionnel, nous choisissons 
le mode de phonons q = ir. La taille des amas varie entre L = 2 et L = 10. Ces 
valeurs de L sont choisies de facon a ce qu'un amas contienne un nombre entier de 
longueurs d'onde. A des fins de comparaison avec la litterature existante et pour favoriser 
l'occurrence de la phase metallique, les parametres U et wo auront les valeurs suivantes : 
U € {0,1,2,3,4,5,6} et U>D = 5. Les gammes de valeurs retenues pour A dependent, 
quant a elles, des valeurs donnees aux autres parametres. II importe seulement que la 
plage de valeurs soit suffisamment etendue pour bien representer les phases du systemes. 
Aussi, poser \x — (7/2 assure, d'apres la sous-section 1.2.2, que le systeme est a demi 
rempli. 
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FIGURE 4.1 - Diagramme de phase pour le modele de Holstein-Hubbard unidimensionnel 
(local) a demi rempli tel qu'obtenu par Hardikar et al. [47]. La lettre / denote la phase 
intermediaire metallique. 
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Methode 
DMRG 
LF 
SSE QMC 
MFRG 
Auteurs 
Tezuka [48], Fehske [6] 
Takada [23] 
Hardikar [47] 
Tam [7] 
Phase metallique 
Presente 
Presente 
Presente 
Absente 
TABLEAU 4.1 - Resume de ce qui a ete obtenu par differents auteurs et differentes 
techniques pour la phase metallique. DMRG : Density Matrix Renormalization Group; 
LF : Transformation de Lang-Firsov; SSE-QMC : Stochastic Series Expansion Quantum 
Monte Carlo; MFRG : Multiscale Functional Renormalization Group. 
Ce chapitre est divise de la fagon suivante.. A la section 4.1, un graphique illustre 
l'allure generale des differentes quantites physiques obtenues par la VCA. Nous verrons 
que pour un faible couplage electron-phonon, ces quantites ont des comportements inat-
tendus. La section 4.2 aura pour but de determiner la nature du systeme pour ces valeurs 
de A. La VCA fait appel a des amas finis dans sa methodologie. Nous regarderons done 
de plus pres la limite thermodynamique a la section 4.3. En cloture de chapitre (4.4), le 
diagramme de phase du systeme etudie sera presente, de meme qu'une comparaison avec 
les resultats des articles mentionnes plus haut. 
4.1 Graphique generique 
Un graphique generique est presente a la figure 4.2. Pour U = 5 et up = 5, nous y 
illustrons quatre courbes en fonction de la valeur de A = \'/*/2MLUDL pour un amas 
de L — 6 sites. Pour une valeur donnee de A, les valeurs correspondantes de W et {W) 
(cf. equation (3.30)) constituent les valeurs absolues a Pequilibre telles que dictees par le 
principe variationnel de Potthoff (ces valeurs seront par la suite appelees solutions). Les 
valeurs du decalage 5 et du nombre de phonons moyen nph = (fi|a^a|Q) on ete obtenues 
conformement aux methodes explicitees aux sections 2.4.1 et 2.5, respectivement. Dans la 
limite A —• 0, les quatre courbes doivent tomber a zero. En absence de couplage electron-
phonon, le nombre de phonons est trivialement nul. II est alors impossible d'avoir une 
migration de la position d'equilibre des oscillateurs. Dans cette limite, ce doit done etre 
la solution plus symetrique (ci-apres appelee solution normale) qui prevaut, et la valeur 
a 1'equilibre du champ de Weiss W doit s'annuler, tout comme 6 et (W). Suivant ce 
raisonnement, comment se fait-il que (W) tende vers une valeur finie a A = 0? II est 
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FIGURE 4.2 - Faits saillants de l'etude des ODC par VCA dans le cadre de 1'approximation 
a un mode. Toutes les valeurs sont absolues. Les portions de courbe aberrantes sont en 
pointillees. La solution normale (W = 0) pour nph a ete prolongee a gauche et c'est 
pourquoi il y a deux courbes vertes sur une portion du graphique. Sur la portion non 
pointillee, W est multiplie par 10. 
implicite dans la methode de Potthoff que le champ de Weiss ne doit pas etre trop grand. 
Dans la limite thermodynamique, la valeur de ce champ doit d'ailleurs tendre vers zero, 
tel que demontre a la section 3.5.1. Informellement, si un grand champ de Weiss est requis 
— comme c'est le cas pour A < 1 sur la figure —, cela signifie que le systeme n'aura pas 
tendance a s'ordonner spontanement. 
Plagons-nous maintenant dans la region a gauche du « gap » avec W < 1 (c'est-a-
dire 1 < A < 1.36). D'apres la discussion du paragraphe precedent, les solutions a W et 
(W) non nuls y sont plausibles dans le cadre de la VCA. Par contre, elles constituent le 
prolongement de la solution pathologique a A < 1 et doivent done etre analysees de la 
meme fagon. Ainsi, dans la suite de ce memoire, la solution ordonnee a faible couplage 
U = 5,U>D — 5, L = 6 
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obtenue par la VCA (portions pointillees de la figure 4.2) sera systematiquement ignoree; 
ce sera la solution normale (W = 0) qui sera retenue. 
Quelques arguments supplementaires permettent d'ecarter cette solution. Premierement. 
celle-ci n'existe pas pas dans la litterature mentionnee plus haut : l'ordre de charge ap-
parait pour un A critique donne (ici, Ac = 1.485). Deuxiemement, le pic dans le nombre 
de phonons, indicateur de la transition, est absent pour cette seconde transition. II n'est 
certes pas impossible que cette solution aberrante constitue une premiere manifestation 
negative de l'approximation a un mode. Speculativement, on peut parier que la presence 
des autres modes tuerait tout ordre de charge. En ne conservant que le mode dans lequel 
des phonons se condensent pour un systeme demi-rempli, l'ODC se forme aisement. 
Passons maintenant a la solution viable. Passe la transition, la valeur du parametre 
d'ordre sature rapidement pour un A croissant. Pour cette gamme de valeurs du couplage 
electron-phonon, le champ de Weiss est < 10~3, c'est-a-dire que le systeme s'ordonne 
spontanement. A noter que 5 semble etre un bon indicateur de la transition, bien qu'il 
ne soit calcule qu'a partir du fondamental d'un amas. 
Bien que le graphique 4.2 represente Failure des resultats obtenus, nous tenons a 
souligner que les solutions ordonnees a faible couplage ne sont pas observees a U = 0, 
comrrie le montre la figure 4.3. A noter sur cette figure que l'ODC apparait pour une 
valeur non nulle du couplage, soit Ac = 0.635. Le role exact joue par U dans l'avenement 
des solutions ordonnees ODC a faible couplage demeure mysterieux. 
4.2 Nature de la solution a faible couplage 
Pour A > Ac, le parametre d'ordre de l'onde de densite de charge est non nul et le 
systeme forme un isolant dit de Peierls. Ce parametre d'ordre tend asymptotiquement 
vers 1 a mesure que le couplage electron-phonon est augmente. Dans la limite A —» oo, 
il apparait done que les electrons occupent les sites deux a deux, en laissant un site vide 
entre chacun des sites doublement occupes. 
II nous incombe maintenant d'etablir la nature de la phase dans le regime a faible 
couplage A. Les faits suivants nous seront utiles : 
1. Un metal peut etre defini par l'absence d'un gap de charge. Celui-ci est defini de la 
fagon suivante dans [6] : 
Ac l = [£0+(l/2) - £0(0)] + [£0~(-1/2) - £o(0)]. (4.1) 
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FIGURE 4.3 - Meme graphique que la figure 4.2, mais pour U — 0. 
E^(SZ) est 1 'energie du fondamental a demi rempli (hors demi-remplissage) avec 
Ns (Ns ± 1) electrons et un spin total Sz; 
2. En dimension un, un isolant de Mott est caracterise par (1) la separation spin-
charge, c'est-a-dire que les excitations de charge et de spin ont une dynamique 
differente et (2) par un gap de charge non nul [6]. Le gap de spin, defini par [6] 
A, = E0(l) - £0(0), (4.2) 
(avec la meme notation) peut etre nul ou non; 
3. Par la nature meme des fonctions de Green utilisees dans la CPT et la VCA, seul 
le gap des excitations a une particule est accessible; 
4. Si le gap a une particule est nul, les gaps de charge et de spin sont nuls aussi; 
5. Si le gap de spin ou le gap de charge est non nul, alors le gap a une particule est 
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FIGURE 4.4 - Fonction spectrale pour les parametres suivants : L = 6, U = 2/J. = 5, U>D = 
5, A = 1. En ordonnee : le vecteur d'onde k; en abscisse : l'energie E = u>. r\ est fixe 
0.2. u> = 0 est le niveau de Fermi. 
non nul. 
Pour determiner le caractere isolant ou metallique dans la region a faible couplage, nous 
calculons le gap a une particule en fixant W = 0. S'il s'annule, il s'agit d'une phase 
metallique; s'il demeure non nul, nous avons un isolant de Mott. 
4.2.1 Gap 
Pour le determiner, la fonction spectrale est utilisee. Celle-ci est donnee par : 
A(k,LQ) = —2 lim 3 m [GCPT(^I W + "?)] • 
r;—>0+ 
(4.3) 
Dans la pratique, on donne a t] une petite valeur, laquelle represente l'elargissement 
des pics, tels qu'illustres a la figure 4.4. Cette figure presente, en lien avec le graphique 
generique ci-dessus, la fonction spectrale pour A — 1, c'est-a-dire pour la solution normale. 
Le gap est represente par la difference d'energie entre les sommets des pics situes en 
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FIGURE 4.5 - Pour L = 6,8,10 et U = 0, valeur du gap de charge en fonction du couplage. 
L'insert montre que la courbe ne tombe a zero qu'a A = 0. 
k — ir/2. Sur la •figure, cette valeur du vecteur d'onde est situee a mi-chemin le long de 
l'axe des ordonnees. On apergoit pres de k = 0 et k = IT la signature de la separation 
spin-charge. A noter que le decalage est nul pour la solution normale. 
Pour U — 0 et pour de faibles valeurs de A, il serait raisonnable de penser que le gap 
s'annule. Ce n'est pas le cas d'apres la figure 4.5. Comme les courbes figurant sur celle-ci 
correspondent a des valeurs de L toujours plus grandes, et que ces courbes coincident 
lorsque que A est tres faible (c/. insert), on conclut que le gap a une particule ne s'annule 
qu'en A = 0 a la limite thermodynamique. D'apres ces resultats, il ne semble pas y avoir 
de phase metallique pour tout A > 0 lorsque U = 0. 
La figure suivante, 4.6, presente les valeurs du gap pour U > 0. Pour U > 2, il y a 
apparition d'un minimum pour A un peu plus petit que Ac. 
Pour tester la validite du traitement du gap (c'est-a-dire via la fonction spectrale), 
nous l'avons calcule pour le modele de Hubbard a demi rempli avec U — 4. La figure 
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FIGURE 4.6 - Pour L = 6 et U = 1,2,3,4, valeur du gap de charge en fonction du 
couplage. Les droites pointillees correspondent a l'equation A = Ac. 
4.7 presente ces resultats. En lissant la suite de points obtenus a l'aide d'une fonction 
quartique, il advient que l'intersection de cette courbe avec l'axe des ordonnees coincide 
assez bien avec la valeur exacte, cette valeur etant issue de la solution de Lieb et Wu [14] 
du modele de Hubbard. 
Lorsque les phonons sont presents, pour une taille d'amas donnee, la courbe du gap 
en fonction de A passe par un minimum, Acap < K (figure 4.6), pour U > 2. La suite 
de ronds bleus de la figure 4.7 donne la valeur du gap en ce minimum pour L allant de 
2 a 12. La position en A dudit minimum est evaluee en faisant passer une parabole a 
travers trois points entourant une estimation de ce minimum; il vient Acap = —6/2a, si a 
et b sont respectivement les coefficients des termes quadratique et lineaire de la fonction 
lissante. 
Le lissage par une fonction polynomiale dans le cas sans phonons redonne la solution 
exacte. Ce fait peut etre extrapole en disant que le gap se comporte de maniere analy-
tique en fonction de la taille des amas. Ce faisant, il y a fort a parier que les donnees 
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FIGURE 4.7 - Gap a une particule en fonction de \/L. La courbe pleine rouge est un 
lissage quartique des croix noires uniquement, lesquelles representent les valeurs du gap 
pour un systeme exempt de phonons. Le « x » vert represente la valeur exacte telle que 
donnee dans [14]. Les ronds bleus correspondent au minimum du gap en fonction de A. 
correspondantes pour le modele de Holstein-Hubbard se comporte de la raeme fagon. Gela 
implique que la courbe bleue de la figure peut etre prolongee de fagon lisse (analytique) 
vers 1/L = 0, prolongement qui aboutit sans trop forcer l'imagination a une valeur finie 
non nulle. II apparait done que le gap de charge ne s'annule jamais dans la region a 
faible couplage : le systeme demeure un isolant. Toutefois, ce fait ne permet pas de dire 
si celui-ci est bel et bien un isolant de Mott. La prochaine sous-section eclaircit ce point. 
4.2.2 Nature de l'isolant : Double occupation 
Dans la limite de couplage nul (U — A = 0), le systeme est, d'apres la section 1.1.2, un 
metal. Dans ce cas, la double occupation (D.O.) est egale a 1/4; celle-ci correspond a la 
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FIGURE 4.8 - Double occupation (D.O.) en fonction de A. La courbe rouge est celle qui 
correspond aux donnees de la figure 4.2. La courbe verte represente la D.O. pour la 
solution normale. Le point ou les courbes rouge et verte se rencontre correspond a Ac. La 
courbe bleue, quant a elle, sert de reference (voir texte). 
probabilite qu'un site soit doublement occupe. En effet, pour une relation de dispersion 
ne dependant pas de l'orientation du spin, la probabilite qu'un site soit occupe par un 
electron de spin | ou j est de 1/2, car il n'y a pas de correlation entre les electrons. Done, 
la probabilite qu'un site soit occupe par un electron f et un electron [ est 1/2 x 1/2 = 1/4. 
A l'oppose, dans la limite ou A -> oo pour un U donne, cette double occupation tend 
vers 1/2. II y a alors saturation du parametre d'ordre ODC et les electrons se retrouvent 
deux a deux sur les sites, a tous les deux sites. 
La figure 4.8 presente la D.O. en fonction de A pour les parametres de la figure 4.2. II 
s'agit de la moyenne des D.O. de chaque site de l'amas, calculee a l'aide du fondamental 
de l'amas. Pour la courbe rouge, qui inclut la solution pathologique, la D.O. sature a 
1/2 pour A —» 0 et A —> oo. La courbe verte est obtenue en imposant W — 0 sur la 
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FIGURE 4.9 - Comportement de Ac en fonction deTinverse de la taille de l'amas a U = 0 
et U — 3. Ac est multiplie par \[L pour tenir compte du scaling intrinseque de A (voir 
texte). 
gamme des valeurs de A correspondant a la solution pathologique. Pour cette courbe, la 
double occupation tend vers une valeur inferieure a 1/4 dans la limite A —> 0; c'est alors 
le couplage U qui domine et qui musele la D.O. des sites par les electrons. II apparait 
done qu'a gauche de Ac, c'est le couplage electron-electron qui domine le comportement 
isolant : c'est un isolant de Mott. 
4.3 Compor temen t a L —> oo de Ac 
Une brisure spontanee de symetrie n'est possible que dans la limite thermodynamique. 
Dans le cadre de la VCA, cette limite est obtenue en faisant tendre la taille d'un amas 
vers l'infini; les liens interamas n'existent plus. La figure 4.9 presente ce processus de 
limite dans les cas U = 0 et U = 3. En ordonnee, c'est la valeur critique de A multipliee 
fit: 2.24903x +1.17954 
{7 = 0 O 
fit: 1.10593a:+ 2.74028 
(7 = 3 x 
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par la racine carree de L. Cette mise a l'echelle (scaling) preliminaire est necessaire car 
le A qui nous concerne est donne par (c/. equation (2.22)) 
A = . A (4.4) 
Pour L > 4, l'alignement des points suggere une droite, comme en temoigne le lissage 
lineaire. L'equation lineaire du fit et le rejet de la donnee k L — 2 pour U = 0 sont 
purement empiriques; il n'est certes pas impossible que le scaling adopte en realite une 
forme plus bizarre. Nous nous faisons ainsi les avocats du rasoir d'Occam. 
La limite 1/L —>• 0 correspond a la limite thermodynamique. Dans la suite, nous 
prendrons 
lim %/LA (4.5) 
L—«x> 
comme la meilleure estimation de la valeur a la limite thermodynamique du couplage 
electron-phonon. 
4.4 Diagramme de phase 
Se basant sur la section precedente, il nous est maintenant possible de tracer le dia-
gramme de phase du systeme. II est presente a la figure 4.10. A des fins de comparaison 
avec la litterature, l'axe des ordonnees represente la quantite 
29 2 limi_>00(V^A) 
U)D UD 
(4.6) 
(La courbe bleue correspond a la valeur critique de cette quantite.) Pour U > 2, les 
points calcules suivent assez bien le raisonnement de la section 1.4 : la ligne de transition 
donnee par la VCA se confond presque avec la condition C/eff = 0. Les efFets de retard dus 
a la valeur finie de la frequence de Debye semblent prendre de plus en plus d'importance 
a mesure que U est diminue sous 2. 
D'apres les resultats des sections precedentes, le systeme est isolant sur toute l'etendue 
du diagramme, excepte le point U = g = 0, ou il est metallique. Done, pour la VCA dans 
le cadre de 1'approximation unimodale, il n'y a pas de phase metallique. 
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FIGURE 4.10 - Diagramme de phase pour le modele de Holstein-Hubbardunidimension-
nel a demi rempli dans 1'approximation unimodale. La droite pointillee represente la 
condition UeR = U — 2g1/oJr) = 0. 
4.4.1 Comparaison avec la l i t terature 
Selon Hardikar et coll. [47] (c/. figure 4.1), il existe un metal entre les phases isolantes 
de Peierls et de Mott du diagramme de phase. La nature de ce metal se precise en 
regardant la figure 4.11 tiree de Particle de Fehske et al. [6]. La phase metallique est 
divisee en deux parties. Pour un liquide bipolaronique, le gap de charge a une particule 
et le gap de spin sont non nuls, alors que le gap de charge a deux particules est nul. Ces 
trois gaps sont nuls pour le liquide de Luttinger. Pres de la phase isolante de Peierls, 
le metal est un liquide bipolaronique; pres de la phase de Mott, il s'agit du liquide de 
Luttinger. 
La seule region de la figure 4.10 qui pourrait representer une phase non isolante est 
celle situee entre la courbe bleue et la courbe pointillee pour U G [0, 2], ce qui n'est 
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FIGURE 4.11 - Diagramme de phase pour le modele de Holstein-Hubbard unidimensionnel 
(local) a demi rempli tel qu'obtenu par Fehske et al. [6]. Ici, A = g2/2u>o (ou g est celui de 
la figure 4.1) et u = (7/4. La droite tiretee est la solution d'Hardikar. La zone gris fonce 
denote le liquide bipolaronique alors que la gris pale represente le liquide de Luttinger. 
L'insert donne les gaps de charge a une et deux particules, de meme que le gap de spin. 
pas le cas d'apres nos resultats. Cependant, en vertu de l'existence probable d'un liquide 
bipolaronique, cela ne nous permet pas de conclure a l'absence d'une phase metallique 
dans le diagramme de phase elabore par la VCA. Si cette phase existait, elle devrait se 
trouver pres de la phase de Peierls, pour toute la gamme 0 < U < 6. Or, pour U > 2, la 
courbe de la transition ODC/isolant de Mott issue de la VCA se superpose a la droite 
pointillee, temoignant de la robustesse de la phase isolante de Peierls. Cela pourrait etre 
lie a l'approximation unimodale : n'ayant conserve que le mode responsable de l'instabilite 
donnant l'ODC, les autres modes ne peuvent intervenir pour aider a eliminer cet ordre 
de charge. L'existence meme de la solution ODC a faible couplage electron-phonon tend 
a corroborer cette hypothese. 
Chapitre 5 
Supraconductivite et coexistence 
dans le modele de Holstein 2D 
Dans le cas unidimensionnel du chapitre 4, le choix du mode q = n s'imposait de lui-
meme de par la divergence de la composante correspondante de la fonction de reponse 
(section 1.3.1). Egalement, la brisure spontanee d'une symetrie continue n'etant pas pos-
sible en ID, l'ODC etait le seul etat a considerer dans l'approche variationnelle de Pot-
thoff. En 2D, la situation est differente, car (1) cette divergence est absente et (2) d'autres 
etats a symetries brisees, tels l'antiferromagnetisme et la supraconductivite (SC), peuvent 
s'ajouter. 
Dans le present chapitre, c'est le modele de Holstein (U = 0) qui est etudie. A demi 
rempli, il ressort des etudes Monte Carlo que la SC de type s et l'ODC de vecteur 
d'onde 7r y sont en competition [49-51]. A faible couplage electron-phonon, c'est la SC 
qui domine; a fort couplage, c'est l'ODC. A couplage intermediate, il y a coexistence 
des deux phases [52]. 
Le chapitre est divise de la facon suivante. En premier lieu, la SC causee par les 
phonons du mode (0,0) sera examinee. Ensuite, ce sera le tour du mode (n, n). Le choix 
de ces modes est en partie dicte par le fait que seuls des amas 2 x 2 seront utilises. 
D'apres (2.27), passer d'un amas 2 x 2 a un amas 4 x 4 implique, a demi rempli, une 
augmentation d'un facteur 106 de la dimension de l'espace de Hilbert electronique; il 
apparait done difficile d'utiliser des amas autres que 2 x 2. Comme dans la reference [52], 
la SC de type d n'est pas etudiee car nous n'en avons trouve aucune trace lors des calculs. 
Etant donnee la propension du systeme a ordonner sa charge par Pentremise des 
phonons (n, TT), nouS etudierons egalement la competition eritre l'ODC et la SC pour ce 
82 
Chapitre 5 : Supraconductivite et coexistence dans le modele de Holstein 2D 83 
mode. Dans tous les cas, il s'agira de SC de type s, c'est-a-dire a la BCS, et la frequence 
de Debye u>n — 1. Cette valeur est souvent utilisee [53,54] pour dichotomiser les regimes 
adiabatique et non-adiabatique, c'est-a-dire [55] : 
u>D < 1 =>• regime adiabatique 
LOD > 1 =>• regime non — adiabatique. 
L'utilisation d'une frequence relativement petite implique que les effets de retard seront 
passablement grands. Les arguments bases sur l'hamiltonien effectif issu des transforma-
tions de la sous-section 1.2.2 doivent done etre utilises et compris avec circonspection. 
5.1 Supraconductivite 
5.1.1 Mode q = (0,0) 
Pour le mode q = 0, poser /z = U/2 = 0 ne fixe pas la densite electronique n au 
demi-remplissage, d'apres la sous-section 1.2.2. Pour y remedier, fi est fixe de facon a 
ce que la densite electronique soit n = 1. C'est fait, pour une valeur donnee de A, en 
donnant une valeur de depart a //, valeur pour laquelle on troUve le point stationnaire 
de la fonctionnelle de Potthoff en fonction du champ de Weiss S. La densite electronique 
peut alors etre calculee. Si n ^ 1, // est ajuste et on calcule a nouveau la densite. Ce 
processus est repete jusqu'a l'obtention de n = 1 a 0.001 pres. 
La figure 5.1 presente les resultats pour le champ de Weiss et le parametre d'ordre SC, 
ainsi que pour le nombre de phonons moyen. Selon la section 1.2.2, a faible couplage A, 
l'interaction electron-phonon peut etre transformee pour donner une interaction electron-
electron effective. Pour q = (0,0), celle-ci est negative pour tous les vecteurs d'ondes 
electroniques (cf. equation (1.54)). Bien que la frequence de Debye ne soit pas assez 
grande ici pour que l'hamiltonien de Holstein devienne un modele purement electronique 
avec un bon degre de precision, on pourrait penser qu'un appariement des electrons est 
favorise. Cela ne semble pas etre le cas selon la figure 5.1. En efTet, (S) est petit pour 
un champ de Weiss ~ 2. Dans la limite thermodynamique, il est done a prevoir que la 
SC est faible, sinon absente, pour cette gamme de valeurs et ce, jusqu'a la discontinuite 
en A « 0.13. Celle-ci constitue une transition du premier ordre; la figure 5.2 montre que 
le minimum de la fonctionnelle de Potthoff Q. se deplace de 5 ~ 2 a 5 ~ 1 lorsque Ton 
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FIGURE 5.1 - SC dans le modele de Holstein 2D pour l'approximation unimodale (q 
(0,0)). 
franchit la transition. 
La solution SC est presente pour A < 0.5. Passe cette valeur, le systeme ne reussit pas 
a remplir la condition n = 1 et oscille entre n s=s 0.6 et n TH 1.4 : il cherche a etablir une 
variation de la densite electronique, bien que cela ne brise pas une symetrie a q = (0,0). 
Physiquement, cela pourrait se traduire par l'etablissement de domaines (par analogie 
aux domaines magnetiques) ou n = 0.6 ou n = 1.4. Cette quete d'une densite inhomogene 
par le systeme souligne que la restriction au mode q = 0 est fort peu adequate lorsque 
A > 0.5. Se basant sur ce resultat, c'est une onde de densite de charge qui devrait dominer 
pour ces valeurs du couplage (cf. section 5.2). 
5.1.2 M o d e q = (TT, n) 
Les resultats obtenus pour le mode q = 7r sont presentes a la figure 5.3. Une region 
normale separe deux gammes de solutions SC. La presence de cette phase est suspecte; 
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FIGURE 5.2 - Valeur de la fonctionnelle de Potthoff en fonction du champ de Weiss SC 
pour A un peu plus petit (haut) et un peu plus grand (bas) que la valeur a la transition 
(q = 0). 
nous y reviendrons a la section 5.2. Comme (S) est tres petit (< 10~2) pour un S 
appreciable, nous prevoyons que la solution SC a fort couplage disparait dans la li-
mite thermodynamique. Argument supplementaire : pour cette portion du graphique, le 
decalage est non nul et augmente en fonction de A, indiquant la propension du systeme a 
former une ODC, au detriment de la SC. C'est sans parler du nombre moyen de phonons 
qui augmente de fagon drastique lorsque A s'approche de 0.5. Comme mentionne a la 
section 4.1 du chapitre precedent, il s'agit d'une bonne indication que le systeme effectue 
une transition vers une onde de densite de charge a partir de cette valeur. 
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FIGURE 5.3 - SC dans le modele de Holstein 2D pour l'approximation unimodale (q = 
(7r,7r)). Le decalage, (a + al), y est divise par 10 pour une question d'echelle. nph est nul 
sur la portion de droite. 
5.1.3 Comparaison entre les modes q = 0 et n 
Dans certains cas, par exemple pour l'onde de densite de charge traitee au chapitre 
precedent, un seul mode de phonons domine la physique du systeme. Est-ce le cas pour 
la SC de type s survenant dans le modele de Holstein ? Pour le verifier, nous eomparons 
la SC pour les deux modes de phonons retenus en calculant l'energie de condensation, 
soit la difference entre l'energie de l'etat normal et celle de l'etat SC (c/. figure 5.4) : 
Ec(q) = £N(q) - £Sc(q), (5.1) 
ou £N(q) = ON + A*n (resp. SSc(q) = ^sc + l^n) e s t l'energie par site pour l'etat normal 
(resp. l'etat SC). A noter que E^(q) est different pour chaque mode et que fi — 0 pour 
q = 7T. Pour A < 0.13, c'est-a-dire avant la discontinuity dans le parametre d'ordre SC, 
nous avons, d'une part, que 
EC(TT) > Ec(0), 
Chapitre 5 : Supraconductivite et coexistence dans le modele de Holstein 2D 87 
CO 
0.18 
0.16 
0.14 
0.12 
0.1 
0.08 
0.06 
0.04 
0.02 
0 
Ec(0,0) + t+ 
£C(7T,7r) X ++ 
FIGURE 5.4 - Comparaison des energies de condensation {EQ) et des parametres d'ordre 
SC pour les deux modes sous etudes. Noter que nous nous restreignons a l'intervalle 
AG [0,0.5]. 
et, d'autre part, que {S)(0) est petit ou nul dans la limite thermodynamique, selon 
la section 5.1.1. Done, pour ce domaine de valeurs du couplage, il semble que e'est le 
mode q = 7r qui determine le comportement supraconducteur du systeme. Passe la 
discontinuite, l'energie de condensation pour le mode TC est encore superieure a celle du 
mode 0 ; les parametres d'ordre SC, eux, sont a peu pres les memes jusqu'a A « 0.38. Dans 
la derniere portion du graphique, Ec{0) > Ec(^)- Bien que les energies de condensation 
different beaucoup, la similarite des parametres d'ordre pour les deux modes fait qu'il 
est difficile de determiner quel mode domine pour A > 0.13. 
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5.2 Coexistence S C / O D C pour le mode q = (TT, 7r) 
Pour A > 0.5, il semble, d'apres la figure 5.3, que le modele de Holstein unimodal avec 
q = TV devrait supporter la formation d'une ODC. Nous nous proposons done d'etudier 
les etats SC et ODC simultanement pour ce mode. Le resultat est presente a la figure 
5.5. Cette fois, le point stationnaire de la fonctionnelle de Potthoff est situe dans l'espace 
2D constitue des champs de Weiss SC et ODC. Le graphique peut etre divise en trois 
regions : 
1. Pour A 6 [0,0.21], le parametre d'ordre ODC est nul. Le parametre d'ordre SC 
culmine en A = 0.22, ayant augmente de facon monotone a partir de l'origine. A 
noter que son comportement differe de la theorie BCS. Le parametre d'ordre SC 
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FIGURE 5.5 - Coexistence ODC/SC dans le modele de Holstein 2D pour l'approximation 
unimodale (q = (TT,TT)). Le decalage, (a + at), y est divise par 10 pour une question 
d'echelle. 
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s'ecrivant sur le reseau 7 de la fagon suivante : 
r 
= Yl (ckTc-k| + ct-k|ckT) > 
k 
le rapprochement se fait facilement avec le gap BCS : 
A ex J2 (ckTc-ki> • (5-2) 
k 
Or, d'apres la section 1.3.2, ce gap est donne par1 A oc 2u>De~1^aX , ou a est une 
constante dont les details sont peu importants pour l'argumentation presente. 
Advenant que le parametre d'ordre SC se comporte comme le gap BCS dans cette 
region, alors la courbe de (S) en fonction de 1/A2 devrait donner une droite sur un 
graphique semi-log. D'un autre cote, si le parametre d'ordre est une loi de puissance 
— c'est-a-dire (S) oc ( ^ ) — alors le graphique log-log donnera une droite. Ce cas 
est illustre a la figure 5.6. II apparait que le parametre d'ordre SC suit une loi de 
puissance avec (S) oc A152 pour A G [0.04,0.21], et s'en ecarte dans la limite A —> 0. 
Sykora et al. [52] obtiennent l'exposant ~ 2 pour ui^ = 0.1. 
2. La seconde region est celle situee entre A = 0.22 et A « 0.53, soit tout juste a gauche 
du maximum absolu du nombre de phonons. Due a l'apparition d'un parametre 
d'ordre ODC non nul au debut de cette region, il y une diminution drastique du 
parametre d'ordre SC : il y a competition entre la SC et l'ODC dans le modele 
de Holstein 2D a demi rempli. Dans cette region, les champs de Weiss SC et ODC 
sont passablement grands (figure 5.7)- En raison de la valeur importante de W, 
le decalage (courbe verte de la figure 5.5) ne varie pas lineairement en fonction 
de A. En effet, selon la sous-section 2.4.1, W et la quantite 2A/VD se couplent a 
l'operateur O = ^2,R nii(—l)R; si W ne varie pas de fagon assez lineaire en fonction 
de A, le decalage ne sera pas lineaire. 
3. Au debut de la derniere region, A > 0.53, il y a un point ou les courbes de la figure 
5.5 ne sont pas lisses (c'est-a-dire non differentiables) mais continues. Le parametre 
XA noter que les expressions donnees ici sont approximatives. Par exemple, le fait d'utiliser A dans 
l'expression du gap est incorrecte. N'ayant pas acces a la valeur de \/LX dans la limite thermodynamique, 
nous nous en accommoderons. 
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FIGURE 5.6 - Graphique log-log du parametre d'ordre SC en fonction de 1/A2 a faible 
couplage A. 
2 x 2 : u)D = l,U = 0 
FIGURE 5.7 - Coexistence ODC/SC dans le modele de Holstein 2D pour l'approximation 
unimodale (q = (n, ir)). 
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d'ordre passe alors brusquement d'un regime approximativement lineaire en A a un 
regime non lineaire. Nous ne voyons pas d'explication triviale a l'existence de ce 
point. Passe celui-ci, le parametre d'ordre SC diminue rapidement pour tendre vers 
zero dans la limite A = oo. Comme il se doit, le parametre d'ordre ODC sature a 
mesure que A augmente. 
II est egalement interessant de comparer la solution SC obtenue en presence de l'ODC 
avec celle obtenue en son absence. La difference entre ces deux cas se situe, d'apres la 
figure 5.8, au niveau de la region de coexistence. C'est d'ailleurs ce que nous aurions pu 
prevoir a priori. Au debut de cette region (A = 0.22), dans le cas ou il y a coexistence, 
le champ de Weiss SC augmente subitement de fagon a pallier l'arrivee de l'ODC. Le 
decalage devient egalement non nul plus rapidement pour la solution de coexistence, ce 
qui a pour effet de freiner l'augmentation du nombre moyen de phonons. Dans le cas de 
la SC sans ODC, nous avons vu (figure 5.3) qu'une phase normale s'immisce entre deux 
solutions SC. Cependant, la solution de coexistence des phases ODC et SC etant plus 
favorable energetiquement que la solution normale (l'ecart entre leurs energies est minore 
par 10~3), nous pouvons rejeter cette derniere. 
5.2.1 Utilisation de la symetrie particule-trou 
A la section 1.1.1, la transformation particule-trou bipartite sur les spins j a ete 
utilisee pour montrer que pour /j, = U/2, le modele de Hubbard a U > 0 est equivalent 
a ce meme modele avec U < 0, en autant que la composante z du spin total devienne le 
nombrede particules et inversement. Nous poursuivons ici ce raisonnement pour donner 
une explication de la coexistence ODC/SC2 dans le modele de Holstein (U — 0) pour le 
mode q = 7T. 
Considerons la composante z de l'aimantation alternee (parametre d'ordre antiferro-
magnetique (AF)) : 
]>>rT - WJ" = E<4z>ei7rr. (5-3) 
r r 
Sous la transformation susmentionnee que Ton recrit ici 
N-e'"^, (5.4) 
[ crT -> crT 
2L'argument presente ici est entierement du au professeur Senechal. 
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FIGURE 5.8 - Comparaison de la SC en presence (lignes) et en absence (points) de l'ODC 
pour q = 7T. 
(5.3) devient : 
J2^r^ (5.5) 
Ainsi, sous la transformation (5.4), (5.3) devient le parametre d'ordre ODC. Etant donnee 
l'invariance sous rotation dans l'espace des spins du modele de Hubbard [56], le ehoix 
de l'axe de quantification du spin est arbitraire. Ainsi, nous aurions tout aussi bien pu 
utiliser le spin dans la direction x pour le parametre d'ordre AF : 
E&)< (5.6) 
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En utilisant S* = c^Crj + c.h., ce dernier devient sous (5.4) : 
E(4f4 i + ^ . } , (5.7) 
r 
soit le parametre d'ordre SC de type s3. Formellement, il apparait que l'antiferromagnetisme 
du modele de Hubbard avec U > 0 est equivalent a l'onde de densite de charge ou a la 
supraconductivite de type s dumeme modele avec U < 0, pour un reseau bipartite avec 
u. = U/2. La transformation (5.4) etant involutive, la reciproque est aussi vraie. Notons 
que la condition JJL = U/2 est essentielle. En effet, en remplagant 
N^^N + Sz) Nl==^(N-§a) (5.8) 
dans l'equation (1.26), il vient pour l'hamiltonien grand canonique transforme : 
K' = T-UJ2 nrlhri - (~j N + r | - uj Sz + cte, 
ce qui veut dire que U/2 — pi joue le role d'un champ magnetique, brisant la symetrie 
sous rotation des spins s'il est non nul. 
Si la frequence de Debye dans le modele de Holstein est assez grande pour que l'uti-
lisation du potentiel effectif [7eff soit valable — donnant ainsi un modele de Hubbard 
attractif —, il nous est possible d'utiliser le langage de l'antiferromagnetisme dans un 
modele de Hubbard repulsif pour comprendre l'occurrence de la coexistence OSC/SC. 
Appliquons cela au cas de la figure 5.5, en depit du fait que UJQ ne soit pas assez grand. 
Dans la region 1, l'AF est purement selon la direction x de l'espace. L'orientation de 
l'aimantation change progressivement dans la region 2 : l'aimantation passe peu a peu 
de la direction x vers la direction z. Lorsque l'aimantation est completement dans la 
direction z, nous sommes dans la region 3. 
3La direction y est tout aussi valable. On a alors sous la transformation (5.4),avec S% = — icLc r j+c. / i . : 
r r 
Cependant, le fait que les calculs numeriques soient faits exclusivement avec des quantites reelles proscrit 
l'emploi de cette composante. Inequivalence des direction x et y est fondamentalement reliee a rinvariance 
de jauge de la supraconductivite. 
Conclusion 
Le travail rapporte dans ce memoire servait un objectif bien precis, soit de faire un 
premier pas vers l'etude de l'impact des phonons sur la supraconductivite des cuprates. 
Pour cela, il fallait trouver un moyen d'inclure ces degres de liberte phononiques dans 
la VCA, une methode numerique de resolution d'hamiltoniens du type Hubbard utilisee 
par le groupe Senechal. L'hamiltonien choisi dans cette optique a ete l'hamiltonien de 
Holstein-Hubbard, un hamiltonien incorporant de fagon simple les vibrations du reseau. 
Partant du principe que c'est souvent un mode donne qui domine la physique d'un 
systeme donne et tenant compte des limites d'un traitement numerique des phonons, 
nous avons fait usage de l'approximation unimodale, consistant a ne retenir qu'un seul 
mode de phonons dans l'hamiltonien. 
En une dimension, l'hamiltonien de Holstein-Hubbard presente trois phases, soient 
les phases isolantes de Peierls (onde de densite de charge) et de Mott ainsi qu'une 
phase metallique. La presence de cette derniere, toutefois, ne fait pas l'unanimite dans 
la litterature. Selon les quantites physiques qui nous sont accessibles via la VCA, nous 
ne trouvons pas eette phase. 
Nous avons ensuite examine la supraconductivite de type s et la coexistence supra-
conductivite/onde de densite de charge en dimension deux, pour le modele de Holstein. A 
faible couplage, le systeme est supraconducteur alors qu'a fort couplage, c'est un isolant 
de Peierls. Entre les deux, les phases de Peierls et supraconductrice coexistent. 
Au fil des calculs et des comparaisons avec la litterature, nous avons pu percevoir les 
limites de l'approximation unimodale. En dimension un, la phase de Peierls est anormale-
ment robuste, du moins en comparaison avec la litterature. Lorsque ce n'est pas un mode 
de phonons donne qui domine outrageusement, par exemple pour la supraconductivite 
en deux dimensions, le choix d'un seul mode est visiblement peu approprie. 
Une facon d'aller plus loin que 1'approximation a un mode serait de considerer les etats 
de phonons optimises [57,58]. Ce sont des etats qui permettent de reduire sensiblement 
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le nombre de phonons par site, sans amputer la physique liee a ces derniers. 
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Annexe A 
Transformees de Fourier sur les 
reseaux 
Dans cette annexe, nous definissons les transformees de Fourier sur les reseaux 7 
et r , ainsi que sur les sites d'un amas. Certaines relations utilisees dans le texte sont 
egalement derivees. A des fins de simplification, nous nous restreignons aux systemes 
unidimensionnels. 
A.l Transfermee de Fourier sur le reseau 7 
Soit un systeme lineaire de Ns sites separes d'une distance a et une fonction / : 
D —• E, ou l'ensemble de depart est constitue des Ns points representant les sites et l'en-
semble d'arrivee reste indetermine pour l'instant. On suppose des conditions aux limites 
periodiques, c'est-a-dire que fn = fn+Ns (n est une variable discrete). La transformee de 
Fourier discrete de fn s'ecrit : 
Ns 
fk = Aj2fne-ikna, (A.l) 
ou A est une constante a determiner. On peut ecrire /„ a partir de ses coefficients : 
fn = B^2fkeik™. (A.2) 
k 
Annexe A : Transformees de Fourier sur les reseaux 97 
Les conditions aux limites imposent que 
In = UNS = B ^ fkelkna =.B^2 fkeiknaeikN'a, (A.3) 
k k 
c'est-a-dire que eikN°a = ei2nm => k = 2irm/Nsa avec m = -Ns/2 + l,...,Ns/2, en 
supposant Ns pair. Cette derniere restriction sur les valeurs de k vient du fait que pour 
m = —Ns/2 (k = —ir/a), on a elkna = e~l7rn = (—1)" et nous retombons sur le facteur 
de phase de k — n/a. Les k permis sont ceux situes dans la premiere zone de Brillouin 
de 7 (notee ZB^)1. II nous reste a determiner la valeur de A et B. Pour cela, remplacons 
(A.2) dans (A.l) pour donner : 
Na Ns 
fk = ABY^ Yl fk>eik'nae~ikna = AB^ h' E ei{k'-k)na. (A.4) 
ra=l k' k' n = l 
Pour que la partie de droite de (A.4) soit egale a la partie de gauche, il faut que 
E S i e*^"*)™ oc Skik>. Mais puisque pour k = k' la sommation donne trivialement 
Ns, on a 
Yl ei{k'~k)na = N*6wi (A-5) 
n = l 
d'ou AB = 1/NS. Nous avons done une certaine liberte pour le choix de A et B. On 
prend A = B = \/y/N~s pour des raisons qui deviendront claires un peu plus loin. On a 
done : 
1 Ns 1 
h = T F E f*e~ikna' f» = ~ w E heikna> (A-6) 
V s n = l * s k 
ou, definissant x = na : 
EXEMPLE : Pour les operateurs de creation (cj.) et d'annihilation (cx) d'un electron 
1En fait, nous aurions tout aussi bien pu prendre m = 0,..., Ns — 1 ou n'importe quel autre intervalle 
de Ns valeurs consecutives de m. Cet arbitraire dans le choix de l'intervalle surgit de l'arbitraire dans 
le choix de la position de la ZB-y dans l'ensemble des valeurs possibles pour k, valeurs qui sont a priori 
determinees par les conditions de bord. 
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sans spin au site x, on a : 
Ck =
 ~iw 12 c*e~ikx> c* = -jw 12 Ckeikx- (A-8) 
s
 x
 v s
 k 
Etant donne que {cx, cx,} = 6x<xi, on a : 
s
 x x' 
s
 x,x' 
1 
"
s
 x 
N, NSS, k' s 
$k,k'-
Avec la definition (A.7) pour la transformed de Fourier, il vient que c\ck est l'operateur 
nombre d'electrons dans l'etat k. 
A.2 Division du systeme en amas 
Subdivisons le systeme de Ns sites en Ns/L amas identiques de L sites adjacents. II 
est evident que L doit etre un diviseur de Ns 2. Prenons le meme point - par exemple 
le premier - de chacun de ces sous-ensembles. La distance entre ces points est La. La 
transformed de Fourier discrete d'une fonction / : D' —> E, ou W Q D, c'est-a-dire dont 
l'ensemble de depart est un sous-ensemble des points du systeme, se definit de fagon 
analogue a ce qui a ete fait ci-dessus. On ecrit alors 
Ns/L 
f-k =A' E fpe~ihLa> fP = B'12 hJhLa- (A-9) 
P = 1 k 
2NS est suppose fini mais grand. 
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Les conditions aux limites imposent : 
U = fP+Ns/L ^B'Y, hefhpLa = B% heikpLaefkN°a, (AJO) 
k k 
ce qui donne exactement la meme distance entre les valeurs permises pour k que celles 
etablies pour le systeme original. Cette fois-ci, neanmoins, il y a Ns/L valeurs de k 
permises, c'est-a-dire k = 27rm/Nsa avec m = NS/2L — 1,..., NS/2L. II reste a evaluer A' 
et B'. Pour cela, a l'instar de ce qui a ete fait precedemment, on remplace l'expression 
pour fp dans celle pour /^, ce qui donne : 
Ns/L Ns/L 
fk = A'B'^^fyeiypLae-i'kpLa = A'B'J2J2eiCk'-k)pLa. (A.ll) 
P=l k' k> P = 1 
Encore une fois, pour que l'expression de droite donne fa, il faut que J2p=i e^k'~k^pLa cc 
6-ky, et puisque Y^li 1 = Ns/L on a : 
Ns/L
 - - IV 
E el{k'~k)pLa = TSk>ki- (A-12) 
P=I 
Au final, on a done, avec la definition x = pLa : 
x k 
II reste maintenant a etablir la transformed de Fourier pour des fonctions definies sur 
les points d'un amas. On definit : 
L - l 
fK = A" E he~iKba, h = B" E fKeiKba. (A.14) 
6=0 K 
Par le meme processus que precedemment, on trouve, avec X e {ba : b = 0,1,..., L — 1} : 
ohK = 2-nm/La, m = -L /2 + 1,..., L/2. Comme Kx = 2?rZ, # <E T*. 
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RESUME : Nous avons defini les transformees de Fourier suivantes : 
1. Sur le reseau : 
~~ /W 2-' ' 
*
 s
 x 
2. Sur le super-reseau : 
X 
V i V s
 k 
f* = V w. E he' 
k 
ikx (A.16) 
ikx (A.17) 
3. Sur l'amas : 
/* = -7? E /*c-ufx. /* = -7r E f*eiKX (A-18) vTV ' VI- A: 
A.3 Application aux quantites du probleme 
A.3.1 Quantites a un indice 
Soient cj. et cx les operateurs de creation et d'annihilation d'un electron dans une 
orbitale de Wannier centree en x = na. Comme l'indice compose (x, X) est equivalent a 
l'indice x, on a les transformees suivantes pour, par exemple, cx = cxx '• 
Cx = ^j2c^ikx (A-19) 
/ " . k 
ou 
<** - V F E <**** = T^f E ^ " 5 + ^ (A-20) 
* fc k,K 
avec 
C £ v = t / - ^ ^ ; c £ X e - ^ , ^ = - 7 ^ E C x x e - ^ - i K X (A.21) 
-AX 
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On derive maintenant la relation entre les representations k et (A;, K) 3 : 
<* = <*K = 4 f £ ^ e - ! ( ^ ( ^ . (A.22) 
^ , * 
Puisque / f e P , e~lKx = 1, d'ou : 
Finalement, 
„. A[K'-k-K)X 
ckK'c 
ou 
ckK = £ A™'(fc)cjur„ (A.23) 
K< 
kKK,(k) = W^K'~'k~K)x- (A-24) 
JC 
A.3.2 Quantites a deux indices 
Essayons d'appliquer les formules pour les transformees de Fourier a la matrice de 
saut txxi. En seconde quantification, un operateur a un corps est donne par : 
U = ^2(X\U\^)c{c„ (A.25) 
ou {\os)} constitue une base de l'espace de Hilbert a une particule. Dans le cas present, 
nous prenons la base de Wannier \x). II vient pour l'energie cinetique : 
K =
 £ {x\t\x')c\.cxt = ^2 txX>cxcx>. (A.26) 
On prend la transformee des operateurs creation et annihilation pour donner : 
^ = ^ E E ^4<*e-*xe*'< . (A.27) 
3Nous utiliserons de facpn interchangeable les notations CK(k) et cj.K. L'utilisation de l'une ou l'autre 
est une question de lisibilite. 
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On definit done la transformed de Fourier d'une quantite dependant de deux sites : 
W = ^ ^ ^ e - f e + i f e V . (A.28) 
x,x' 
Faisons le changement de variable x' —> x' + x : 
' => K = ±- Y, E t*,*>+Ack>ei{k'-k)*eik'*': (A.29) 
x,x' k,k' 
L'invariance sous translation du reseau implique que tx^+x — to,x>. Ainsi : 
x'.fe 
= 5 3 e(fc)4c*» 
A: 
oue(k) = J2xtoxeikx. 
Une autre representation utile est la representation dite mixte. On ecrit : 
txx>{K ~k') = ^J2 tx,Xx,x,e-*ki-k,i'\ (A.30) 
x,x' 
On fait le changement de variable : x' —> x' + x : 
txx'ik ~k') = ^-J2 txx^x'e-^-**'-^. (A.31) 
x,£' 
Etant donnee l'invariance par translation dans T, il vient : 
txx'ikk') = ^ 5 3 toxfx.e-**-**'-^ 
x,x' 
=
 s
'k,k'Z2tox,x'X'elkx. 
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txx'(k, k') est done diagonal en k. On ecrit done, pour simplifier : 
txx>(k) = Yttox#x>e**. (A.32) 
x' 
Relation entre les representations k et (k, K) pour une quantite a deux indices 
On veut obtenir G(k. + K,k,+ K') en fonction des Gn^i{k, k). On rappelle que pour 
une quantite a un indice : 
Ck+K = CkK = T 2-J 2.^1 CkK>e% ' (A.33) 
x K> 
d'qu, pour G{k + K,k + K') : 
X,X' KUK[ 
= (A(k)GA\k))KK, (A.35) 
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