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Abstract. The aim of this paper is to define a fixed point index for compact
maps in the class of algebraic ANRs. This class, which we introduced in [2],
contains all open subsets of convex subsets of metrizable topological vector
spaces. In this class, it is convenient to study the fixed points of compact
maps with the help of the chain morphisms that they induce on the singular
chains. For this reason, we first define a fixed point index for a certain class of
chain morphisms, and then define the fixed point index of compact maps as
the fixed point index of the induced chain morphism. This fixed point index
has all the usual properties of an index, including the mod p-theorem. The
results of this paper are thus, in the metrizable case, a vast generalization
of the Schauder conjecture.
1. Introduction. L’indice de point fixe des fonctions compactes a de
nombreuses applications, notamment en analyse fonctionnelle non line´aire. Mal-
heureusement, dans son e´tat actuel, cette the´orie ne s’applique pas a` tous les e.v.t.
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me´trisables car son de´veloppement ne´cessite d’approximer les applications com-
pactes par des fonctions dont l’image est contenue dans un sous-espace vectoriel
de dimension finie, ce qui n’est pas toujours possible, comme le montre l’exemple
construit dans [1]. Nous avons introduit dans [2] la classe des re´tractes absolus
de voisinage alge´briques, qui contient tous les re´tractes de voisinage des sous-
ensembles convexes me´trisables des e.v.t. Nous nous proposons de de´velopper ici
une the´orie de l’indice de point fixe pour les applications compactes des re´tractes
absolus de voisinage alge´briques. Comme la de´finition des re´tractes absolus de
voisinage alge´briques, notre approche de l’indice de point fixe repose sur les mor-
phismes de chaˆınes, et nous avons besoin de quelques rappels et notations pour
la de´crire.
Dans tout ce qui suit, R de´signe un anneau principal. Pour tout espace
topologique X, nous notons S(X,R) le complexe des chaˆınes singulie`res de X a`
coefficients R et H(X,R) son groupe gradue´ d’homologie. Si U est un recouvre-
ment ouvert de X, nous notons S(X,U , R) le sous-complexe de S(X,R) engendre´
par les simplexes singuliers σ dont l’image est contenue dans un e´le´ment de U . Il
est connu que l’inclusion de S(X,U , R) dans S(X,R) est une e´quivalence homoto-
pique, donc induit un isomorphisme sur l’homologie ; nous identifions l’homologie
de S(X,U , R) a` H(X,R) par cet isomorphisme. Nous identifions chaque simplexe
singulier σ de X a` l’e´le´ment 1.σ de S(X,R). Le support d’une chaˆıne c ∈ S(X,R)
est note´ ‖c‖ ; en particulier, l’image du simplexe singulier σ est note´e ‖σ‖. Si
f : X → Y est une fonction continue, nous notons f# : S(X,R) → S(Y,R) et
f∗ : H(X,R)→ H(Y,R) les homomorphismes qu’elle induit.
Pour tout complexe simplicial K, nous notons C(K,R) le complexe des
chaˆınes oriente´es deK a` coefficients R (voir [6]), Cq(K,R) le groupe des q-chaˆınes
de ce complexe et H(K,R) son groupe gradue´ d’homologie. Pour tout q ≥ 0,
nous identifions Cq(K,R) au R-module libre engendre´ par les q-simplexes de K
en fixant un ge´ne´rateur de Cdimσ(σ,R) pour chaque simplexe σ de K. Le symbole
σ de´signera a` la fois un simplexe de K et l’e´le´ment correspondant de C(K,R).
Tous les complexes de chaˆınes utilise´s dans cet article sont naturellement
augmente´s, et tous les morphismes de chaˆınes entre deux tels complexes seront
suppose´s pre´server l’augmentation. Un tel complexe sera dit acyclique si son ho-
mologie re´duite est triviale.
Soient K un complexe simplicial, X un espace topologique et U un re-
couvrement ouvert de X. Une re´alisation alge´brique partielle de K relativement
a` U est la donne´e d’un sous-complexe L de K contenant tous les sommets de K
et d’un morphisme de chaˆınes µ : C(L,R) → S(X,R) tel que, pour tout sim-
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plexe σ de K, il existe un e´le´ment de U contenant ‖µ(τ)‖ pour toute face τ de σ
appartenant a` L. Si L = K, la re´alisation est dite comple`te.
Un espace me´trisable X est appele´ un R-re´tracte absolu de voisinage
alge´brique, ou R-RAV alge´brique, si, pour tout recouvrement ouvert U de X, il
existe un recouvrement ouvert V de X qui est plus fin que U et tel que, pour tout
complexe simplicial K, toute re´alisation alge´brique partielle de K relativement a`
V se prolonge en une re´alisation comple`te relativement a` U .
Soient X un espace topologique se´pare´, A un sous-espace de X, U un
recouvrement de A par des ouverts de A et ϕ : S(A,U , R) → S(X,R) un mor-
phisme de chaˆınes. Un point x de A est appele´ un point fixe de ϕ si, pour tout
voisinage V de x dans X, il existe une chaˆıne c ∈ S(V,R) ∩ S(A,U , R) telle que
‖ϕ(c)‖∩V 6= ∅. L’ensemble des points fixes de ϕ est note´ Fixϕ. Remarquons que
si U ′ est un recouvrement ouvert de A plus fin que U et si ϕ′ est la restriction de
ϕ a` S(A,U ′, R), alors Fixϕ′ = Fixϕ.
Si f : A → X est une fonction continue, alors un e´le´ment x de A est
un point fixe de f si, et seulement si, c’est un point fixe du morphisme induit
f# : S(A,R) → S(X,R). L’e´tude des points fixes des fonctions peut donc aussi
se faire au niveau des morphismes de chaˆınes. Guide´s par cette remarque, nous
commencerons par introduire, pour tout R-RAV alge´brique X, tout ouvert U de
X et tout recouvrement ouvert U de U , une classe de morphismes admissibles
ϕ : S(U,U , R)→ S(X,R) et nous de´finirons l’indice de point fixe ind(ϕ,U) d’un
tel morphisme. Cette de´finition est l’analogue alge´brique d’une des approches
de l’indice de point fixe des fonctions compactes dans les re´tractes absolus de
voisinage. Il est possible de construire cet indice en utilisant le fait que, pour tout
re´tracte absolu de voisinage X, on peut trouver un complexe simplicial K et des
fonctions continues ψ : X → |K| et ζ : |K| → X telles que ζ◦ψ soit arbitrairement
proche de l’identite´. Dans un R-RAV alge´brique, il y a un analogue de cette
proprie´te´ pour les morphismes de chaˆınes (the´ore`me A ci-dessous) : il est possible
de trouver un recouvrement ouvert W de X, un complexe simplicial K et des
morphismes de chaˆınes ψ : S(X,W, R) → C(K ′, R) et ζ : C(K ′, R) → S(X,R)
tels que ζ ◦ ψ soit « arbitrairement proche »de l’inclusion de S(X,W, R) dans
S(X,R). Cela nous permet de construire un indice ind(ϕ,U) ayant des proprie´te´s
entie`rement analogues a` celles de l’indice de point fixe classique.
L’indice de point fixe d’une fonction compacte admissible f : U → X est
alors de´fini comme l’indice ind(f#, U) du morphisme de chaˆınes qu’elle induit. Cet
indice a toutes les proprie´te´s habituelles de l’indice, bien que leurs de´monstrations
soient nettement diffe´rentes.
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La the´orie de´veloppe´e ici permet de ge´ne´raliser toutes les applications
de l’indice de point fixe aux e.v.t. arbitraires, mais aussi a` certaines classes de
groupes topologiques localement contractiles. Nous donnerons un exemple d’une
telle ge´ne´ralisation dans la dernie`re section.
L’ide´e de travailler au niveau des complexes de chaˆınes pour de´finir un
indice de point fixe a e´te´ utilise´e par d’autres aueturs (voir par exemple [5]), mais
leur approche est comple`tement diffe´rente de la noˆtre, car ils utilisent l’homologie
de Cˇech au lieu de l’homologie singulie`re.
2. Pre´liminaires. Nous notons I l’intervalle [0, 1]. Si F : X × I → Y
est une fonction, nous de´finissons Ft : X → Y par Ft(x) = F (x, t). Si U est un
recouvrement ouvert d’un espace X et A un sous-ensemble de X, nous posons
St(A,U) =
⋃
{U ∈ U |U ∩ A 6= ∅}, et nous de´finissons le recouvrement ouvert
St(U) par St(U) = {St(U,U) |U ∈ U}. Pour tout sous-espace Y de X, nous
notons U|Y le recouvrement de Y forme´ des ensembles U ∩Y avec U ∈ U . Si X1,
X2 sont des espaces topologiques et U1, U2 des recouvrements ouverts de X1 et
X2 respectivement, nous notons U1 × U2 le recouvrement de X1 ×X2 forme´ des
ensembles U1 × U2 ou` U1 parcourt U1 et U2 parcourt U2.
Soit K un complexe simplicial. Si les sommets v0, . . . , vk de K engendrent
un simplexe, nous notons [v0, . . . , vk] ce simplexe. Si τ , σ sont deux simplexes
de K, la notation τ ≤ σ signifie que τ est une face de σ. Nous notons K ′ la
subdivision barycentique de K. Pour tout simplexe σ de K, nous notons bσ son
barycentre et Tr(σ,K), ou simplement Tr(σ), le sous-complexe de K ′ forme´ des
simplexes [bσ0 , . . . , bσk ] tels que σ ≤ σ0 ≤ · · · ≤ σk. Si σ1 et σ2 sont deux simplexes
de K, alors Trσ1 ∩Trσ2 6= ∅ si, et seulement si, σ1 ∪σ2 est un simplexe de K et,
dans ce cas, Trσ1∩Trσ2 = Trσ1∪σ2. Pour toute chaˆıne c ∈ C(K,R), le support
de c est le plus petit sous-complexe L de K tel que C(L,R) contienne c.
Un sous-espace A d’un espace Y est appele´ un re´tracte de voisinage
alge´brique de Y s’il existe un voisinage U de A dans Y , un recouvrement ou-
vert U de U et un morphisme de chaˆınes µ : S(U,U , R)→ S(A,R) ve´rifiant
(i) µ(c) = c pour c ∈ S(A,R) ∩ S(U,U , R),
(ii) pour tout x ∈ A et tout voisinage V de x dans A, il existe un voisinage
W de x dans Y tel que µ
(
S(W,R) ∩ S(U,U , R)
)
⊂ S(V,R).
Un tel morphisme µ sera appele´ une re´traction alge´brique locale 1. Il
est prouve´ dans [2] qu’un espace me´trisable X est un R-RAV alge´brique si, et
1Cette notion de´pend de l’anneau R ; quand nous travaillerons avec un R-RAV alge´brique,
nous utiliserons le meˆme anneau dans les re´tractions alge´briques locales
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seulement si, c’est un re´tracte de voisinage alge´brique de tout espace me´trisable
le contenant comme ferme´, et qu’alors tout ouvert de X est aussi un re´tracte de
voisinage alge´brique de Y .
Le re´sultat suivant joue un roˆle fondamental dans cet article.
The´ore`me A. Soient X un R-RAV alge´brique et U un recouvrement
ouvert de X. Il existe un recouvrement ouvert V de X plus fin que U , un com-
plexe simplicial K, des morphismes de chaˆınes ψ : S(X,V, R) → C(K ′, R),
ζ : C(K ′, R) → S(X,R) et une homotopie h : S(X,V, R) → S(X,R) entre
l’inclusion et ζ ◦ ψ ve´rifiant
(a) Pour tout V ∈ V, il existe un simplexe s de K tel que ψ(S(V,R))
soit contenu dans C(Tr s,R) et il y a un e´le´ment de U contenant V et
‖ζ(t)‖ pour tout t ∈ Tr s.
(b) ζ est une re´alisation alge´brique comple`te de K ′ relativement a` U .
(c) Pour tout simplexe singulier σ appartenant a` S(X,V, R), il existe
U ∈ U contenant ‖τ‖ ∪ ‖ζ ◦ ψ(τ)‖ ∪ ‖h(τ)‖ pour toute face τ de σ.
En outre
(d) Si C est un compact fixe´ de X, ces objets peuvent eˆtre choisis de fac¸on
qu’il existe un voisinage O de C dans X et un sous-complexe fini L de
K ′ tels que ψ
(
S(X,V, R) ∩ S(O,R)
)
⊂ C(L,R).
Seule la deuxie`me partie de (a) ne´cessite quelques explications, le reste
e´tant contenu dans la de´monstration du the´ore`me 2 de [2] et la remarque qui le
suit. Nous reprenons les notations utilise´es dans la de´monstration de ce the´ore`me
2 ; en particulier, K est le nerf de U3 et le recouvrement V est indexe´ par les sim-
plexes de K. Il est e´tabli dans la de´monstration de ce the´ore`me 2 que, pour tout
simplexe s de K, ψ(S(Vs, R)) est contenu dans C(Tr s,R) et que ζ(C(Tr s,R)) est
contenu dans S(St(Vs,U2), R). Comme St(Vs,U2) est contenu dans un e´le´ment de
U , (a) en re´sulte.
Si {eα |α ∈ A} est une base d’un R-module C, nous notons 〈eα, c〉 le
coefficient d’un e´le´ment c de C sur le ge´ne´rateur eα. En particulier, si τ est un
simplexe d’un complexe simplicial K, nous notons 〈τ, c〉 le coefficient de la chaˆıne
c ∈ C(K,R) sur le ge´ne´rateur correspondant a` τ , et si σ est un simplexe singulier
de X, nous notons 〈σ, c〉 le coefficient d’une chaˆıne singulie`re c ∈ S(X,R) sur le
simplexe σ.
Une fonction continue f : Y → X est dite compacte si f(Y ) est contenu
dans un compact de X. Un morphisme de chaˆınes ϕ : S(Y,U , R) → S(X,R),
ou` U est un recouvrement ouvert de Y , est dit compact s’il existe un compact
C de X tel que S(C,R) contienne l’image de ϕ ; la compacite´ d’une homotopie
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h : S(Y,U , R) → S(X,R) se de´finit de fac¸on analogue. Si Y est un sous-espace
de X, un point fixe d’une homotopie h : S(Y,U , R) → S(X,R) est un point
x ∈ Y tel que, pour tout voisinage V de x dans X, il existe une chaˆıne c ∈
S(V,R) ∩ S(Y,U , R) ve´rifiant ‖h(c)‖ ∩ V 6= ∅.
Un module (gradue´ ou non) est de type fini s’il est engendre´ par un nombre
fini d’e´le´ments. Un morphisme ϕ : C → C ′ entre R-modules (gradue´s ou non)
est de type fini si son image est de type fini. Si X est un R-RAV alge´brique et
ϕ : S(Y,U , R)→ S(X,R) est un morphisme de chaˆınes compact, la proposition 3
de [2] montre que l’homomorphisme ϕ∗ induit par ϕ sur l’homologie est de type
fini. Si ϕ est un endomorphisme de type fini d’un R-module C, il est possible de
de´finir sa trace. Dans le cas ou` R est un corps, cela est explique´ au §15 de [4].
Si R est un anneau principal de corps des fractions Q, la trace de ϕ est de´finie
comme la trace de l’endomorphisme ϕ ⊗ id du Q-espace vectoriel Q ⊗R C. Si
C est libre de base {eα |α ∈ A}, alors Traceϕ =
∑
α〈eα, ϕ(eα)〉. Soient C, C
′
deux R-modules et µ : C → C ′, ν : C ′ → C des homomorphismes. Si l’un des
homomorphismes µ et ν est de type fini, alors µ ◦ ν et ν ◦ µ sont de type fini et
Traceµ ◦ ν = Trace ν ◦ µ. Si ϕ est un endomorphisme de degre´ ze´ro et de type
fini du module gradue´ C = {Cn}, alors Λ(ϕ) =
∑
n(−1)
n Traceϕn est le nombre
de Lefschetz de ϕ. Comme Q est un R-module plat, le produit tensoriel par Q
commute avec l’homologie. Cela entraˆıne que si C est un complexe de chaˆınes,
ϕ un morphisme de chaˆınes de type fini de C dans C et ϕ∗ le morphisme qu’il
induit sur l’homologie, la relation habituelle Λ(ϕ) = Λ(ϕ∗) reste vraie. Le re´sultat
e´le´mentaire suivant nous sera tre`s utile.
Lemme 1. Soit C = {Cn} un complexe de chaˆınes de R-modules libres
et, pour tout n, soit {eα |α ∈ An} une base de Cn. Soient f , g et h des endomor-
phismes de type fini du module gradue´ C, f et g e´tant de degre´ ze´ro et h de degre´
un. Supposons que, pour tout n et tout α ∈ An, on ait
〈eα, fn(eα)− gn(eα)〉 = 〈eα, ∂n+1hn(eα) + hn−1∂n(eα)〉.
Alors Λ(f) = Λ(g).
D e´mo n s t r a t i o n. La condition de l’e´nonce´ garantit que, pour tout n,
Trace(fn − gn) = Trace(∂n+1hn + hn−1∂n),
d’ou`
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Λ(f)− Λ(g) = Λ(f − g) =
∑
n


















(−1)n Trace(∂nhn−1) = 0. 2
Nous ferons grand usage des ope´rateurs de subdivision. Si U est un re-
couvrement ouvert d’un espace X, il existe (voir [6], §4.4) un morphisme de
chaˆınes Sd : S(X,R) → S(X,U , R) tel que Sd(c) = c pour c ∈ S(X,U , R)
et que ‖Sd(c)‖ ⊂ ‖c‖ pour toute chaˆıne c. En outre, il existe une homotopie
h : S(X,R) → S(X,R) entre l’identite´ et Sd telle que ‖h(c)‖ ⊂ ‖c‖ quelle que
soit c. Un tel morphisme Sd est appele´ un ope´rateur de subdivision.
Pour simplifier les notations, lorsque une fonction f : X → Y envoie A
dans B, nous noterons encore f la fonction de A dans B qu’elle induit chaque
fois que cela n’entraˆıne aucune confusion.
3. L’indice pour les morphismes de chaˆınes. Soit X un R-RAV
alge´brique. Un morphisme de chaˆınes ϕ : S(U,U , R) → S(X,R), ou` U est un
ouvert deX et U un recouvrement ouvert de U , sera dit admissible s’il est compact
et si Fixϕ est un sous-ensemble compact de U . De meˆme, une homotopie h :
S(U,U , R)→ S(X,R) sera dite admissible si elle est compacte et si Fixh est un
sous-ensemble compact de U .
Soit ϕ : S(U,U , R) → S(X,R) un morphisme admissible. Prenons des
voisinages ouverts A et B de X \ U et Fixϕ respectivement tels que A ∩B = ∅,
puis un recouvrement ouvert V de X ve´rifiant
(α) St(A,V) ∩ St(B,V) = ∅,
(β) tout e´le´ment de V rencontrant X \A est contenu dans un e´le´ment de
U ,
(γ) si V est un e´le´ment de V tel que V \ (A ∪ B) 6= ∅, alors ‖ϕ(c)‖ ∩
St(V,St(V)) = ∅ pour toute chaˆıne c ∈ S(V,R).
La possibilite´ d’obtenir (γ) re´sulte du fait que tout point du ferme´ X \
(A ∪ B) appartient a` U \ Fixϕ, donc a un voisinage O qui est contenu dans un
e´le´ment de U et tel que ‖ϕ(c)‖ ∩O = ∅ pour toute c ∈ S(O,R).
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Soit C un compact de X tel que S(C,R) contienne l’image de ϕ. Prenons
un recouvrement ouvert W de X, un complexe simplicial K, des morphismes de
chaˆınes ψ : S(X,W, R) → C(K ′, R), ζ : C(K ′, R) → S(X,R) et une homotopie
h : S(X,W, R)→ S(X,R) entre l’inclusion et ζ ◦ψ ve´rifiant les conditions (a)-(d)
du the´ore`me A relativement a` V et C. De´finissons un endomorphisme de module
gradue´ ϑA : S(X,R) → S(X,R)





0 si ‖σ‖ ∩A 6= ∅
σ sinon.
L’image de ϑA est contenue dans S(U,R), donc si Sd1 : S(U,R) →
S(U,U , R) et Sd2 : S(X,R) → S(X,W, R) sont des ope´rateurs de subdivision,
alors
ξ = ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ
est un endomorphisme du module gradue´ C(K ′, R). Comme imϕ ⊂ S(C,R), il y
a, d’apre`s le choix de ψ, un sous-complexe fini L de K ′ tel que im ξ ⊂ C(L,R).
Le nombre de Lefschetz Λ(ξ) est donc de´fini. Posons ind(ϕ,U) = Λ(ξ).
Lemme 2. (i) ind(ϕ,U) ne de´pend pas du choix de A, B, C, V, W, K,
ψ, ζ, Sd1 et Sd2.
(ii) Si U ′ est un recouvrement ouvert de U plus fin que U et si ϕ′ est la
restriction de ϕ a` S(U,U ′, R), alors ind(ϕ′, U) = ind(ϕ,U).
D e´mo n s t r a t i o n. I) Soient O un voisinage de C et L un sous-complexe




. Soit V0 un recou-
vrement ouvert de X plus fin queW, donc aussi que V, et tel que St(C,V0) ⊂ O.
Prenons des objets W0, K0, ψ0 : S(X,W0, R) → C(K
′
0, R), ζ0 : C(K
′
0, R) →
S(X,R) et h0 : S(X,W0, R) → S(X,R) ve´rifiant les conditions du the´ore`me A
relativement a` V0 et C, et soit Sd
0
2 : S(X,R) → S(X,W0, R) un ope´rateur de
subdivision. Montrons d’abord que si
ξ0 = ψ0 ◦ Sd
0
2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ0,
alors Λ(ξ) = Λ(ξ0). Pour cela, de´finissons des morphismes de modules gradue´s
ν : C(K ′, R)→ C(K ′0, R) et µ : C(K
′
0, R)→ C(K,R) par
ν = ψ0 ◦ Sd
0
2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ
µ = ψ ◦ ζ0,
2La de´finition de ϑA s’applique a` tout ouvert A de X, et nous utiliserons syste´matiquement
cette notation ϑA dans la suite.
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la condition (b) du the´ore`me A et le fait que V0 est plus fin que W garantissant
que µ est bien de´fini.
D’apre`s (d) du the´ore`me A, il y a un sous-complexe fini L0 de K
′
0 tel que
C(L0, R) contienne l’image de ψ0 ◦ Sd02 ◦ ϕ. Il en re´sulte que ν ◦ µ et µ ◦ ν sont
de type fini, donc Λ(ν ◦ µ) et Λ(µ ◦ ν) sont de´finis et e´gaux. Il nous suffit donc
de montrer que Λ(ν ◦ µ) = Λ(ξ0) et Λ(µ ◦ ν) = Λ(ξ).




k0 = ψ0 ◦ Sd
0
2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ h ◦ ζ0.
Ce morphisme est de type fini donc, pour prouver que Λ(ν ◦ µ) = Λ(ξ0),
il suffit, d’apre`s le lemme 1, de montrer que, pour tout simplexe τ de K ′0,
(1) 〈τ, ν ◦ µ(τ)− ξ0(τ)〉 = 〈τ, ∂k0(τ) + k0∂(τ)〉.
Pour tout W0 ∈ W0, la condition (a) du the´ore`me A nous fournit un
simplexe sW0 de K0 tel que C(Tr(sW0,K0), R) contienne ψ(S(W0, R)) et un
e´le´ment V 0W0 de V0 contenant W0 et ‖ζ0(t)‖ pour tout t ∈ Tr(sW0 ,K0). Alors
M0 =
⋃
{Tr(sW0,K0) |W0 ∈ W0} est un sous-complexe de K
′
0 tel que C(M0, R)
contienne imψ0, donc si τ ∈ K
′
0 n’appartient pas a` M0, les deux membres de (1)
sont nuls.




d’apre`s (c) du the´ore`me A, les chaˆınes h(ζ0(τ)), h(ζ0(∂(τ))) et ζ ◦ ψ(ζ0(τ)) ont
leurs supports contenus dans St(V 0W0,V). Si V
0
W0
∩B 6= ∅, il re´sulte de (α) et du
fait que V 0W0 est contenu dans un e´le´ment de V que St(VW0 ,V) ∩A = ∅, donc ϑA
laisse invariantes les chaˆınes ζ0(τ), h(ζ0(τ)), h(ζ0(∂τ)) et ζ ◦ ψ(ζ0(τ)). Comme h
est une homotopie entre l’identite´ et ζ ◦ ψ, nous avons
ν ◦ µ(τ)− ξ0(τ) = ψ0 ◦ Sd
0
2 ◦ ϕ ◦ Sd1[ζ ◦ ψ(ζ0(τ)) − ζ0(τ)]
= ψ0 ◦ Sd
0
2 ◦ ϕ ◦ Sd1[∂h(ζ0(τ)) + h∂(ζ0(τ))]
= ∂k0(τ) + k0∂(τ).
Pour finir de ve´rifier (1), montrons que si τ appartient a` Tr(sW0,K0) et
si V 0W0 ∩ B = ∅, alors les deux membres de (1) sont nuls. Pour cela, remarquons
que, d’apre`s (c) du the´ore`me A, les quatre chaˆınes ζ0(τ), ζ ◦ψ(ζ0(τ)), h(ζ0(τ)) et
h(ζ0(∂τ)) sont des combinaisons line´aires de simplexes singuliers dont les supports
sont contenus dans des e´le´ments de V rencontrant ‖ζ0(τ)‖ ⊂ V
0
W0
. Il nous suffit
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donc de montrer que, si σ est un simplexe singulier dont le support est contenu
dans un e´le´ment Vσ de V tel que Vσ ∩ V
0
W0
6= ∅, alors le support de ψ0 ◦ Sd
0
2 ◦ϕ ◦
Sd1 ◦ ϑA(σ) ne contient pas τ . Cela est e´vident si ϑA(σ) = 0.
Si ϑA(σ) 6= 0, alors ‖σ‖ ∩ A = ∅ et, d’apre`s (β), Vσ est contenu dans un
e´le´ment de U , donc nous avons Sd1 ◦ ϑA(σ) = σ. En outre, Vσ \ (A ∩ B) 6= ∅ ;
cela est e´vident si Vσ ∩ V
0
W0
n’est pas contenu dans A, et dans le cas contraire
Vσ est contenu dans St(A,V), donc disjoint de B, et ∅ 6= ‖σ‖ ⊂ Vσ \ (A ∪B). La
chaˆıne Sd02 ◦ ϕ(σ) est une combinaison line´aire
∑m
i=1 λiσi ou` σi est un simplexe
singulier dont le support est contenu dans ‖ϕ(σ)‖ et dans un e´le´ment Wi de W0.
Le support de ψ0 ◦ Sd
0
2 ◦ ϕ ◦ Sd1 ◦ ϑA(σ) =
∑m
i=1 λiψ0(σi) est donc contenu dans⋃m
i=1Tr(sWi ,K0), et il suffit de montrer que τ n’appartient pas a` cette re´union.
Mais si τ appartient a` Tr(sWi ,K0), alors Tr(sWi ,K0) ∩ Tr(sW0,K0) 6= ∅, donc
sW0 ∪ sWi est un simplexe de K0, et le barycentre b de ce simplexe appartient a`
Tr(sW0,K0)∩Tr(sWi ,K0), donc ζ0(b) appartient a` S(V
0
W0
, R)∩S(V 0Wi , R). Comme
ζ0 conserve l’augmentation, ‖ζ0(b)‖ est non vide et contenu dans V
0
W0
∩V 0Wi . Alors
V 0W0 ∪ V
0
Wi
est contenu dans un e´le´ment de St(V0), donc dans un e´le´ment de
St(V), rencontre Vσ et contient Wi ⊃ ‖σ‖ ⊂ ‖ϕ(σ)‖, ce qui contredit (γ) puisque
Vσ \ (A ∪B) 6= ∅.
Soit h′ : S(X,R) → S(X,R) une homotopie entre Sd2 et Sd
0
2 telle que




homotopie entre Sd2 et ζ0 ◦ ψ0 ◦ Sd
0
2 dont l’image est contenue dans S(X,W, R)
(d’apre`s (c) du the´ore`me A et le fait que V0 est plus fin que W). Nous pouvons
donc de´finir un morphisme k de degre´ un du module gradue´ C(K ′, R) dans lui-
meˆme par
k = ψ ◦ h˜ ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ.
D’apre`s (c) du the´ore`me A, S(St(C,V0), R) contient l’image de h˜ ◦ ϕ et,
comme St(C,V0) est contenu dans O, l’image de k est contenue dans C(L,R),
donc de type fini. Pour prouver que Λ(µ ◦ ν) = Λ(ξ), il suffit de montrer que,
pour tout simplexe τ de K,
(2) 〈τ, µ ◦ ν(τ)− ξ(τ)〉 = 〈τ, ∂k(τ) + k∂(τ)〉
Pour tout W ∈ W, il y a un simplexe sW de K tel que C(Tr(sW ,K), R)
contienne ψ(S(W,R)) et un e´le´ment VW de V contenant W et ‖ζ(t)‖ pour tout
t ∈ Tr(sW ,K). Si τ n’appartient pas a` M =
⋃
{Tr(sW ,K) |W ∈ W}, alors les
deux membres de (2) sont nuls.
Si τ appartient a` Tr(sW ,K) et si VW ∩B 6= ∅, alors VW ∩A = ∅ d’apre`s
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(α) et, comme h˜ est une homotopie entre Sd2 et ζ0 ◦ ψ0 ◦ Sd
0
2, nous avons
µ ◦ ν(τ)− ξ(τ) = ψ ◦ (ζ0 ◦ ψ0 ◦ Sd
0
2 − Sd2) ◦ ϕ ◦ Sd1 ◦ ζ(τ)
= ψ ◦ (∂h˜+ h˜∂) ◦ ϕ ◦ Sd1 ◦ ζ(τ)
= ∂k(τ) + k∂(τ).
Nous ache`verons de ve´rifier (2) en montrant que si VW ∩ B = ∅ et si τ
appartient a` Tr(sW ,K), alors les deux membres de (2) sont nuls. Cela est e´vident
si ϑA ◦ ζ(τ) = 0 et ϑA ◦ ζ(∂τ) = 0. Si ϑA ◦ ζ(τ) 6= 0 ou ϑA ◦ ζ(∂τ) 6= 0, alors
∅ 6= VW \A = VW \ (A∪B). Les chaˆınes Sd1 ◦ ϑA ◦ ζ(τ) et Sd1 ◦ϑA ◦ ζ(∂τ) e´tant
dans S(VW , R), il suffit de montrer que, pour toute c ∈ S(VW , R), les supports
des chaˆınes ψ ◦ ζ0 ◦ ψ0 ◦ Sd
0




2◦ϕ(c)) est combinaison line´aire de simplexes singuliers
dont les supports sont contenus dans ‖ϕ(c)‖ et dans des e´le´ments de W (resp.
W0). Comme h
′ n’augmente pas les supports, h′ ◦ϕ(c) est combinaison line´aire de
simplexes singuliers dont les supports sont contenus dans ‖Sd2 ◦ ϕ(c)‖ ⊂ ‖ϕ(c)‖
et dans des e´le´ments de W. D’apre`s (c) du the´ore`me A, ζ0 ◦ ψ0 ◦ Sd
0
2 ◦ ϕ(c) et
h0◦Sd
0
2◦ϕ(c) sont combinaisons line´aires de simplexes singuliers dont les supports
sont contenus dans des e´le´ments de V0 rencontrant ‖Sd
0
2 ◦ ϕ(c)‖. Comme V0 est
plus fin que W, nous voyons que les chaˆınes ζ0 ◦ ψ0 ◦ Sd
0
2 ◦ ϕ(c), Sd2 ◦ ϕ(c) et
h˜◦ϕ(c) = h0 ◦Sd
0
2 ◦ϕ(c)+h
′ ◦ϕ(c) sont des combinaisons line´aires
∑p
r=1 λrσr, ou`
le support de σr est contenu dans un e´le´ment Wr deW tel queWr∩‖ϕ(c)‖ 6= ∅ et,
puisque ψ(σr) est contenu dans Tr(sWr ,K), il suffit de montrer que τ n’appartient
a` aucun des Tr(sWr ,K). Mais si τ appartenait a` Tr(sWr ,K), alors, notant b le
barycentre de sW ∪ sWr , VW ∩ VWr contiendrait ‖ζ(b)‖ 6= ∅, donc VW ∪ VWr
serait contenu dans St(VW ,V). Puisque Wr ∩ ‖ϕ(c)‖ 6= ∅ 6= VW \ (A ∪ B), cela
contredit (γ).
II) Soit A′ un voisinage ouvert de X \ U contenu dans A, et soit
ξ′ = ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA′ ◦ ζ.
Nous allons montrer que Λ(ξ) = Λ(ξ′) si V ve´rifie
(γ′) si V est un e´le´ment de V tel que V \ (A′ ∪ B) 6= ∅, alors ‖ϕ(c)‖ ∩
St(V,St(V)) = ∅ pour toute chaˆıne c ∈ S(V,R),
Pour cela, il suffit de ve´rifier que
(3) 〈τ, ξ(τ)〉 = 〈τ, ξ′(τ)〉
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pour tout simplexe τ de K. Reprenant les notations sW , VW et M de´finies ci-
dessus, les deux membres de (3) sont nuls si τ n’appartient pas a` M , et il suffit
de montrer que les deux membres de (3) sont encore nuls quand τ appartient a`
Tr(sW ,K) et ϑA(ζ(τ)) 6= ϑA′(ζ(τ)). Comme ζ(τ) est contenu dans S(VW , R), si
ϑA(ζ(τ)) 6= ϑA′(ζ(τ)), alors VW rencontre A \ A
′, donc est disjoint de B d’apre`s
(α). La chaˆıne c = Sd1 ◦ ϑA ◦ ζ(τ) appartient a` S(VW , R) et Sd2 ◦ ϕ(c) est
une combinaison line´aire
∑q
s=1 λsσs de simplexes singuliers ou` le support de σs
est contenu dans ‖ϕ(c)‖ et dans un e´le´ment Ws de W. Alors ψ(σs) est contenu
dans C(Tr(sWs , R)) et un argument utilise´ plus haut garantit que, pour tout s, τ
n’appartient pas a` Tr(sWs ,K), d’ou` l’e´galite´ 〈τ, ξ(τ)〉 = 0. Le meˆme raisonnement
s’applique a` ξ′(τ).
Pour j = 1, 2, soient Aj et Bj des voisinages ouverts de X \ U et Fixϕ
respectivement tels que Aj∩Bj = ∅, et soit Cj un compact de X tel que S(Cj, R)
contienne l’image de ϕ. Soit Vj un recouvrement ouvert de X ve´rifant les condi-
tions (α)-(β) relativement a` Aj et Bj , et soient Wj , Kj , ψj, ζj et hj des objets
ve´rifiant les conditions (a)–(d) du the´ore`me A relativement a` Vj et Cj. Prenant
un ope´rateur de subdivision Sdj2 : S(X,R) → S(X,Wj , R), de´finissons un endo-
morphisme ξj de C(K
′
j , R) par
ξj = ψj ◦ Sd
j
2 ◦ ϕ ◦ Sd1 ◦ ϑAj ◦ ζj.
Alors C = C1∪C2 est compact et les ensembles A = A1∩A2 et B = B1∪B2
sont des voisinages de X \ U et Fixϕ respectivement. Soit V un recouvrement
ouvert de X plus fin que W1 et W2, tel que les ensembles St(Cj ,V) soient assez
petits, et ve´rifiant (α), (β) et (γ). Prenons des objets W, K, ψ, ζ et h ve´rifiant
les conditions (a)-(d) du the´ore`me A relativement a` V et C, et un ope´rateur de
subdivision Sd2 : S(X,R)→ S(X,W, R). Il re´sulte alors de I) que
Λ(ξj) = Λ(ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑAj ◦ ζ),
et nous pouvons ensuite appliquer II) pour conclure que
Λ(ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑAj ◦ ζ) = Λ(ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ),
donc Λ(ξ1) = Λ(ξ2). Ceci montre que la de´finition de ind(ϕ,U) ne de´pend pas de
A, B, C, V, W, K, ψ, ζ et Sd2.
Il ne reste donc plus qu’a` ve´rifier (ii) et l’inde´pendance de la de´finition
de ind(ϕ,U) relativement a` Sd1. Soient U
′ un recouvrement ouvert de U plus
fin que U , ϕ′ la restriction de ϕ a` S(U,U ′, R) et Sd′1 : S(U,R) → S(U,U
′, R) un
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ope´rateur de subdivision. Prenons un recouvrement ouvert V de X ve´rifiant (α),
(γ) et
(β′) tout e´le´ment de V rencontrant X \ A est contenu dans un e´le´ment
de U ′.
Les autres notations e´tant comme dans la de´finition de ind(ϕ,U), il nous
faut montrer que Λ(ξ) = Λ(ξ′) ou` ξ = ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ et ξ
′ = ψ ◦ Sd2 ◦
ϕ′ ◦ Sd′1 ◦ ϑA ◦ ζ. Soit h
† : S(U,R) → S(U,U , R) une homotopie entre Sd1 et
Sd′1 telle que ‖h
†(c)‖ ⊂ ‖Sd1(c)‖ pour toute chaˆıne c ∈ S(U,R). De´finissons un
morphisme k† de degre´ un du complexe de chaˆınes C(K ′, R) dans lui-meˆme par
k† = ψ ◦ Sd2 ◦ ϕ ◦ h
† ◦ ϑA ◦ ζ.
D’apre`s le lemme 1, il suffit de montrer que, pour tout τ ∈ K ′,
(4) 〈τ, ξ′(τ)− ξ(τ)〉 = 〈τ, ∂k†(τ) + k†∂(τ)〉
La ve´rification de (4) suit le sche´ma de´ja` utilise´ trois fois. Si τ n’appartient
pas a` M , les deux membres de (4) sont nuls. Si τ appartient a` Tr(sW ,K) et si
VW ∩B 6= ∅, alors, notant que ϕ ◦ Sd
′
1 = ϕ
′ ◦ Sd′1, nous avons
ξ′(τ)− ξ(τ) = ∂k†(τ) + k†∂(τ).
Si τ appartient a` Tr(sW ,K) et VW ∩ B = ∅, il suffit de montrer que si
ϑA ◦ζ(τ) 6= 0 ou ϑA ◦ζ(∂τ) 6= 0, alors les deux membres de (4) sont nuls, ce qui se
fait encore en montrant que (γ) garantit que τ n’appartient au support d’aucune
des quatre chaˆınes de C(K ′, R) apparaissant dans (4). 
Les principales proprie´te´s de l’indice que nous venons de construire sont
contenues dans le the´ore`me suivant.
The´ore`me 1. L’indice de point fixe pour les morphismes admissibles
ϕ : S(U,U , R) → S(X,R), ou` U est un ouvert d’un R-RAV alge´brique X, a les
proprie´te´s suivantes :
(I) (Normalisation) Si U = X, alors ind(ϕ,X) = Λ(ϕ∗).
(II) (Additivite´) Si V1, V2 sont deux ouverts disjoints contenus dans U
tels que Fixϕ ⊂ V1 ∪ V2, alors ind(ϕ,U) = ind(ϕ, V1) + ind(ϕ, V2).
(III) (Existence) Si ind(ϕ,U) 6= 0, alors Fixϕ 6= ∅.
(IV) (Homotopie) Si ϕ0, ϕ1 : S(U,U , R) → S(X,R) sont admissibles et
s’il existe une homotopie admissible µ : S(U,U , R)→ S(X,R) entre ϕ0
et ϕ1, alors ind(ϕ0, U) = ind(ϕ1, U).
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(V) (Contraction) Soit Y un sous-espace de X qui est aussi un R-RAV
alge´brique. Supposons qu’il existe un compact C de Y tel que S(C,R)
contienne imϕ. Si ϕY : S(U ∩ Y,U|U ∩ Y,R)→ S(Y,R) est induit par
ϕ, alors ind(ϕ,U) = ind(ϕY , U ∩ Y ).
D e´mo n s t r a t i o n. (I) Si U = X, nous pouvons prendre A = ∅ ; alors
ϑA est l’identite´, π = ψ ◦ Sd2 ◦ ϕ ◦ Sd1 est un morphisme de chaˆınes de type fini
de S(X,U , R) dans C(K ′, R) et nous avons
ind(ϕ,X) = Λ(π ◦ ζ) = Λ(π∗ ◦ ζ∗) = Λ(ζ∗ ◦ π∗).
Mais ζ ◦ ψ et Sd2 sont homotopes a` l’identite´ de S(X,R) et Sd1 induit
l’isomorphisme naturel de H(X,R) sur l’homologie de S(X,U , R), donc
ζ∗ ◦ π∗ = (ζ ◦ ψ ◦ Sd2 ◦ ϕ ◦ Sd1)∗ = ϕ∗,
d’ou` Λ(ζ∗ ◦ π∗) = Λ(ϕ∗).
(II) Nous pouvons prendre pour A un voisinage de X \ (V1 ∪ V2). Alors
A1 = A ∪ V2 et A2 = A ∪ V1 sont des voisinages ouverts de X \ V1 et X \ V2
respectivement et ϑA = ϑA1 + ϑA2 , donc posant, pour i = 1, 2,
ξi = ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑAi ◦ ζ,
nous avons ξ = ξ1 + ξ2, d’ou`
ind(ϕ,U) = Λ(ξ) = Λ(ξ1) + Λ(ξ2) = ind(ϕ, V1) + ind(ϕ, V2).
(III) re´sulte de (II) comme dans le cas des fonctions (voir [4], § 12.2).
(IV) Pour calculer ind(ϕ0, U) et ind(ϕ1, U), prenons un ouvert B conte-
nant Fixϕ0 ∪ Fixϕ1 ∪ Fixµ et pour C un compact tel que S(C,R) contienne les
images de ϕ0, ϕ1 et µ. Posons
ξi = ψ ◦ Sd2 ◦ ϕi ◦ Sd1 ◦ ϑA ◦ ζ
pour i = 0, 1, de sorte que ind(ϕi, U) = Λ(ξi). De´finissons un endomorphisme µˆ
de degre´ un du module gradue´ C(K ′, R) par
µˆ = ψ ◦ Sd2 ◦ µ ◦ Sd1 ◦ ϑA ◦ ζ.
Alors µˆ est de type fini et, pour prouver (IV), il suffit de montrer que
(5) 〈τ, ξ1(τ)− ξ0(τ)〉 = 〈τ, ∂µˆ(τ) + µˆ∂(τ)〉
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pour tout τ ∈ K ′, ce qui se fait selon le sche´ma utilise´ dans la de´monstration du
lemme pre´ce´dent. Si τ n’appartient pas a` M , les deux membres de (5) sont nuls.
Si τ appartient a` Tr(sW ,K) et si VW ∩B 6= ∅, alors
ξ1(τ)− ξ0(τ) = ∂µˆ(τ) + µˆ∂(τ).
Si τ appartient a` Tr(sW ,K) et VW ∩ B = ∅, il suffit de montrer que si
ϑA ◦ ζ(τ) 6= 0 ou ϑA ◦ ζ(∂τ) 6= 0, alors les deux membres de (5) sont nuls, ce
qui re´sulte du fait que (γ) garantit que τ n’appartient au support d’aucune des
quatre chaˆınes apparaissant dans (5).
(V) s’obtient en adaptant la de´monstration de la partie I) du lemme
pre´ce´dent. Les raisonnements restant les meˆmes, nous nous contenterons d’indi-
quer les modifications ne´cessaires, en reprenant les notations de cette de´monstra-
tion. Nous prenons pour V0 un recouvrement ouvert de Y plus fin queW|Y et tel
que St(C,V0) soit assez petit, puis un recouvrement ouvertW0 de Y , un complexe
simplicial K0, des morphismes ψ0 : S(Y,W0, R) → C(K
′
0, R), ζ0 : C(K
′
0, R) →
S(Y,R) et une homotopie h0 : S(Y,W0, R)→ S(Y,R) ve´rifiant les conditions du
the´ore`me A relativement a` V0 et C. Enfin, Sd
0
2 : S(Y,R) → S(Y,W0, R) est un
ope´rateur de subdivision. Remarquons que ϑA envoie S(Y,R) dans S(U ∩Y,R) et
que Sd1 envoie S(U∩Y,R) dans S(U∩Y,U|U∩Y,R), donc l’image de Sd1◦ϑA◦ζ0
est contenue dans S(Y,R), et comme imϕ est contenue dans S(Y,R), la formule
de´finissant ξ0 a un sens et nous avons
ξ0 = ψ0 ◦ Sd
0
2 ◦ ϕY ◦ Sd1 ◦ ϑA ◦ ζ0,
donc ind(ϕY , U ∩ Y ) = Λ(ξ0). De meˆme, les morphismes ν et µ sont bien de´finis.
Enfin, pour ve´rifier l’e´galite´ Λ(µ◦ν) = Λ(ξ), il faut prendre pour h′ une homotopie
de S(Y,R) dans S(Y,W|Y,R) entre la restriction de Sd2 a` S(Y,R) et Sd
0
2. Aucune
autre modification n’est ne´cessaire. 
L’indice de point fixe pour les morphismes admissibles a une autre pro-
prie´te´ importante correspondant a` la multiplicativite´ de l’indice de point fixe des
fonctions, mais nous avons besoin de quelques re´sultats auxiliaires pour l’e´tablir.
Soit ϕ : S(U,U , R)→ S(X,R) un morphisme admissible dont l’image est
de type fini. Conservant les notations introduites au de´but de cette section, la
restriction κ de Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA a` S(X,W, R) est alors un endomorphisme de
type fini du module gradue´ S(X,W, R) qui permet de calculer ind(ϕ,U) :
Lemme 3. Si ϕ : S(U,U , R) → S(X,R) est un morphisme admissible
dont l’image est de type fini, alors ind(ϕ,U) = Λ(κ).
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D e´mo n s t r a t i o n. De´finissons un morphisme de modules gradue´s µ :
C(K ′, R)→ S(X,W, R) par
µ = Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ
Alors ψ ◦ µ = ξ et, comme imϕ est de type fini, Λ(ψ ◦µ) et Λ(µ ◦ψ) sont
de´finis et e´gaux. Il suffit donc de montrer que Λ(µ ◦ ψ) = Λ(κ). De´finissons un
endomorphisme k de degre´ un du module gradue´ S(X,W, R) par
k = Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ h.
Comme k est de type fini, il suffit d’apre`s le lemme 1 de montrer que
(6) 〈σ, µ ◦ ψ(σ) − κ(σ)〉 = 〈σ, ∂k(σ) + k∂(σ)〉
pour tout simplexe singulier σ appartenant a` S(X,W, R). Conside´rons les quatre
chaˆınes σ, ζ ◦ ψ(σ), h(σ) et h(∂σ) et distinguons deux cas :
a) ϑA laisse invariantes ces quatre chaˆınes. Nous avons alors
µ ◦ ψ(σ) − κ(σ) = Sd2 ◦ ϕ ◦ Sd1(ζ ◦ ψ(σ) − σ)
= Sd2 ◦ ϕ ◦ Sd1(∂h(σ) + h∂(σ))
= ∂k(σ) + k∂(σ).
b) L’une au moins des quatre chaˆınes n’est pas invariante par ϑA.D’apre`s
(c) du the´ore`me A, il y a un e´le´ment V0 de V contenant ces quatre chaˆınes, et
la de´finition de ϑA implique que V0 ∩ A 6= ∅. Nous allons montrer que les deux
membres de (6) sont nuls et, pour cela, il suffit de ve´rifier que si c est l’une des
chaˆınes Sd1 ◦ ϑA(σ), Sd1 ◦ ϑA ◦ ζ ◦ ψ(σ), Sd1 ◦ ϑA(∂h(σ)) et Sd1 ◦ ϑA(h∂(σ)),
alors 〈σ, Sd2 ◦ϕ(c)〉 = 0. Cela est e´vident si c = 0. Si c 6= 0, alors ‖c‖ est contenu
dans V0 puisque Sd1 ◦ ϑA n’augmente pas les supports, et la de´finition de ϑA
garantit que V0 \ A 6= ∅. Comme V0 est contenu dans St(A,V), il est disjoint
de B, donc ‖Sd2 ◦ ϕ(c)‖ ⊂ ‖ϕ(c)‖ est disjoint de V0 d’apre`s (γ). A fortiori,
‖σ‖ ∩ ‖Sd2 ◦ ϕ(c)‖ = ∅, d’ou` la relation 〈σ, Sd2 ◦ ϕ(c)〉 = 0. 
Lemme 4. Soient U un ouvert d’un espace norme´ E et ϕ : S(U,U , R)→
S(E,R) un morphisme admissible. Soit U ′ un ouvert de E ve´rifiant Fixϕ ⊂ U ′ et
U ′ ⊂ U . Il existe un morphisme admissible ϕ′ : S(U ′,U|U ′, R)→ S(E,R) tel que
imϕ soit de type fini et une homotopie admissible χ : S(U ′,U|U ′, R) → S(E,R)
entre ϕ′ et la restriction de ϕ.
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D e´mo n s t r a t i o n. Soit C un compact de E tel que S(C,R) contienne
l’image de ϕ, et soit O un voisinage ouvert de Fixϕ tel que O soit contenu dans
U ′. Prenons un recouvrement ouvert G de E ve´rifiant
(7) si G est un e´le´ment de G rencontrant U ′ \O, alors ‖ϕ(c)‖ ∩ St(G,G) = ∅
pour toute chaˆıne c ∈ S(G,R) ∩ S(U,U , R).
Soit E˜ le comple´te´ de E et soit d˜ la distance sur E˜ de´finie par la norme.
Nous notons d la distance que d˜ induit sur E. La compacite´ de C nous permet
de trouver un ǫ > 0 tel que, pour tout x ∈ C, la d-boule de centre x et de
rayon 6ǫ soit contenue dans un e´le´ment de G. Soit B le recouvrement de E par
les d-boules ouvertes de rayon ǫ. Le the´ore`me A nous permet de trouver un
recouvrement ouvert K de C, un complexe simplicial fini L et des morphismes
de chaˆınes ρ : S(C,K, R) → C(L,R) et π : C(L,R) → S(E,R) tels que, pour
tout simplexe singulier σ appartenant a` S(C,K, R), il existe B ∈ B contenant
‖τ‖ ∪ ‖π ◦ ρ(τ)‖ pour toute face τ de σ.
Comme L est fini, l’image de π est de type fini. En particulier, il y a un
compact C1 de E tel que S(C1, R) contienne im π. SoitD ⊂ E l’enveloppe convexe
de C∪C1. La fermeture D˜ deD dans l’espace de Banach E˜ est l’enveloppe convexe
ferme´e du compact C ∪ C1, donc est compacte. Pour tout simplexe singulier σ
de S(C,K, R), soit Dσ l’enveloppe convexe de ‖σ‖ ∪
⋃
{‖π ◦ ρ(τ)‖ | τ ≤ σ}. Si
τ ≤ σ, alors Dτ ⊂ Dσ et, comme les Dσ sont contractiles, nous pouvons trouver
une homotopie ω˜ entre π ◦ ρ et l’inclusion ι de S(C,K, R) dans S(E,R) telle que
‖ω˜(σ)‖ ⊂ Dσ pour tout simplexe singulier σ de S(C,K, R).
Puisque l’ensemble convexe D est dense dans D˜, nous pouvons trouver
une fonction continue r : D˜ → D telle que r(x) = x si x appartient a` C ∪ C1 et
d˜(x, r(x)) < ǫ pour tout x ∈ D˜. Alors r(D˜) est un compact de E et ω = r# ◦ ω˜
est une homotopie entre π ◦ ρ et ι dont l’image est contenue dans S(r(D˜), R).
Soit Sd : S(C,R)→ S(C,K, R) un ope´rateur de subdivision, et soit
ϕ′ = π ◦ ρ ◦ Sd ◦
(
ϕ|S(U ′,U|U ′, R)
)
.
L’image de ϕ′ est contenue dans imπ ⊂ S(C1, R), donc ϕ
′ est compact
et de type fini. Il y a une homotopie entre l’identite´ de S(C,R) et Sd qui n’aug-
mente pas les supports ; elle induit une homotopie χ1 entre ϕ|S(U
′,U|U ′, R)
et ϕ1 = Sd ◦
(
ϕ|S(U ′,U|U ′, R)
)
telle que ‖χ1(c)‖ ⊂ ‖ϕ(c)‖ pour toute chaˆıne
c ∈ S(U ′,U|U ′, R). Cette homotopie est e´videmment admissible.
D’autre part, χ2 = ω ◦ ρ est une homotopie compacte entre ϕ
′ et ϕ1,
son image e´tant contenue dans S(r(D˜), R). Nous ache`verons la de´monstration
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en montrant que ϕ′ et χ2 sont admissibles. Pour cela, il ne nous reste plus qu’a`
prouver que Fixϕ′ et Fixχ2 sont des sous-ensembles compacts de U
′ ; comme ces
sous-ensembles sont ferme´s dans U ′ et contenus dans le compact r(D˜), il suffit de
montrer qu’ils sont contenus dans O ⊂ O ⊂ U ′.
Soit x ∈ U ′ \ O, et soit G un e´le´ment de G contenant x. Si c appartient
a` S(G,R) ∩ S(U ′,U|U ′, R) et si ϕ1(c) n’est pas nulle, alors ϕ1(c) est de la forme∑m
i=1 λiσi ou` σi est un simplexe singulier de C dont le support est contenu dans
‖ϕ(c)‖ et dans un e´le´ment de W. Pour tout i, il existe Bi ∈ B contenant ‖σi‖ ∪⋃
{‖π◦ρ(τ)‖ | τ ≤ σi}. Comme Bi est convexe, il contient Dσi , donc aussi ‖ω˜(σi)‖.
Le diame`tre de ‖σi‖∪‖πρ(σi)‖∪‖ω˜(σi)‖ est donc au plus 2ǫ. D’apre`s le choix de
r, nous avons r(x) = x si x ∈ ‖σi‖ et d˜(x, r(x)) < ǫ pour tout x, donc le diame`tre
de l’ensemble ‖σi‖ ∪ ‖π ◦ ρ(σi)‖ ∪ ‖ω(σi)‖ est infe´rieur a` 6ǫ, et cet ensemble est
contenu dans un e´le´ment Gi de G. Comme ∅ 6= ‖σi‖ ⊂ Gi∩‖ϕ(c)‖, (7) garantit que
Gi∩G = ∅. Cela e´tant vrai pour tout i, nous avons G∩‖ϕ
′(c)‖ = G∩‖χ2(c)‖ = ∅
pour toute chaˆıne c ∈ S(G,R)∩S(U ′,U|U ′, R), donc x n’est pas un point fixe de
ϕ′ ou de χ2. 
Soient Φ : S(· × · , R) → S( · , R) ⊗ S( · , R) et Ψ;S( · , R) ⊗ S( · , R) →
S(· × · , R) des morphismes d’Eilenberg-Zilber ([3], VI.12). Pour j = 1, 2, soient
Xj un R-RAV alge´brique, Uj un ouvert de Xj et ϕj : S(Uj ,Uj , R) → S(Xj , R)
un morphisme admissible. Le produit X1 ×X2 est encore un R-RAV alge´brique
([2], the´ore`me 4). Comme Φ envoie S(U1 × U2,U1 × U2, R) dans S(U1,U1, R) ⊗
S(U2,U2, R), nous pouvons de´finir un morphisme de chaˆınes ϕ : S(U1 × U2,U1 ×
U2, R) → S(X1 × X2, R) par ϕ = Ψ ◦ (ϕ1 ⊗ ϕ2) ◦ Φ. Si Cj est un compact de
Xj tel que S(Cj , R) contienne imϕj , alors imϕ est contenue dans S(C1×C2, R).
Si x appartient a` U1 \ Fixϕ1, il existe un voisinage V de x tel que ϕ1 envoie
S(V,R) ∩ S(U1,U1, R) dans S(X1 \ V,R). Comme Φ envoie S(V × X2, R) dans
S(V,R)⊗S(X2, R) et Ψ envoie S(X1 \V,R)⊗S(X2, R) dans S((X1 \V )×X2, R),
ϕ envoie S(V × X2, R) ∩ S(U1 × U2,U1 × U2, R) dans S((X1 \ V ) × X2, R), ce
qui montre que (U1 \ Fixϕ1) × U2 ne contient aucun point fixe de ϕ. De meˆme,
U1×(U2\Fixϕ2) ne contient aucun point fixe de ϕ. L’ensemble Fixϕ, e´tant ferme´
dans U1 × U2 et contenu dans le compact Fixϕ1 × Fixϕ2, est un sous-ensemble
compact de U1 × U2. Le morphisme ϕ est donc admissible. Nous conservons ces
notations dans le the´ore`me suivant.
The´ore`me 2. ind(ϕ,U1 × U2) = ind(ϕ1, U1) · ind(ϕ2, U2).
D e´mo n s t r a t i o n. Supposons d’abord que l’image de ϕj est de dimen-
sion finie pour j = 1, 2. Composer avec un ope´rateur de subdivision ne change
ni l’image ni l’indice (lemme 2(ii)), donc nous pouvons supposer ϕj de´finie sur
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S(Uj , R) tout entier. Nous calculons ind(ϕj , Uj) a` l’aide du lemme 3. Fixant des
voisinages convenables Aj et Bj de X \ Uj et Fixϕj respectivement, il y a un
recouvrement ouvert Wj de Xj tel que ind(ϕj , Uj) soit e´gal au nombre de Lef-
schetz de la restriction κj de Sd
j
2 ◦ ϕj ◦ ϑAj a` S(Xj ,Wj, R). Ici, Sd
j
2 est un
ope´rateur de subdivision de S(Xj , R) dans S(Xj ,Wj , R), et l’ope´rateur de sub-
division Sdj1 a e´te´ supprime´ de la de´finition de κj, e´tant l’identite´ puisque ϕj
est de´fini sur S(Uj , R) tout entier. Le recouvrement Wj, e´tant construit comme
indique´ au de´but de cette section, a la proprie´te´ suivante : si W ∈ Wj ve´rifie
W ∩ Aj 6= ∅ 6= W \ Aj , alors W ∩ Bj = ∅ et ‖c‖ ∩W = ∅ pour toute chaˆıne
c ∈ S(W,R).
Pour calculer ind(ϕ,U1 × U2), prenons A = (A1 × X2) ∪ (X1 × A2) et
B = B1 ×B2 comme voisinages de X1 ×X2 \ (U1 ×U2) et Fixϕ respectivement.
Comme ϕ est de´finie sur S(U1 × U2, R) et a une image de type fini, il y a un
recouvrement ouvert W de X1 ×X2 tel que ind(ϕ,U1 × U2) soit e´gal au nombre
de Lefschetz de la restriction κ de Sd2 ◦ ϕ ◦ ϑA a` S(X1 ×X2,W, R), ou` Sd2 est
un ope´rateur de subdivision. En outre, le lemme 2(i) nous permet de supposer
que W est plus fin que W1 ×W2.
Comme W est plus fin que W1 ×W2, Φ envoie S(X1 × X2,W, R) dans
S(X1,W1, R) ⊗ S(X2,W2, R), donc µ = (κ1 ⊗ κ2) ◦ Φ : S(X1 × X2,W, R) →
S(X1,W1, R) ⊗ S(X2,W2, R) est bien de´fini. Soit ν = Sd2 ◦ Ψ : S(X1,W1, R) ⊗
S(X2,W2, R) → S(X1 ×X2,W, R). Comme l’image de κ1 ⊗ κ2 est de type fini,
Λ(µ ◦ ν) et Λ(ν ◦µ) sont de´finis et e´gaux et, puisque Λ(κ1⊗κ2) = Λ(κ1) ·Λ(κ2),
il nous suffit de ve´rifier que Λ(µ ◦ ν) = Λ(κ1 ⊗ κ2) et Λ(ν ◦ µ) = Λ(κ).
Soit H : S(X1 × X2, R) → S(X1 × X2, R) une homotopie entre Sd2 et
l’identite´ telle que ‖H(c)‖ ⊂ ‖c‖ pour toute chaˆıne c ∈ S(X1×X2, R). Il existe une





⊂ S(Y1, R)⊗S(Y2, R) quels que soient les sous-
ensembles Y1 et Y2. Alors H˜ = Θ+Φ◦H ◦Ψ envoie S(X1,W1, R)⊗S(X2,W2, R)
dans lui-meˆme et est une homotopie entre Φ ◦ Sd2 ◦ Ψ et l’identite´ telle que
H˜
(
S(W1, R) ⊗ S(W2, R)
)
⊂ S(W1, R) ⊗ S(W2, R) quels que soient W1 ∈ W1 et
W2 ∈ W2. Soit k˜ = (κ1 ⊗ κ2) ◦ H˜ ; c’est un endomorphisme de degre´ un et de
type fini du module gradue´ S(X1,W1, R)⊗ S(X2,W2, R) et, comme les σ1 ⊗ σ2,
ou` σj est un simplexe singulier appartenant a` S(Xj ,Wj, R), forment une base de
ce module, il suffit, pour ve´rifier que Λ(µ◦ν) = Λ(κ1⊗κ2), de montrer que, pour
chaque tel σ1 ⊗ σ2,
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(8) 〈σ1 ⊗ σ2, (κ1 ⊗ κ2)(σ1 ⊗ σ2)− µ ◦ ν(σ1 ⊗ σ2)〉 =
〈σ1 ⊗ σ2, ∂k˜(σ1 ⊗ σ2) + k˜∂(σ1 ⊗ σ2)〉
Soit Wj un e´le´ment de Wj contenant ‖σj‖. Les quatre chaˆınes σ1 ⊗ σ2,
Φ◦Sd2 ◦Ψ(σ1⊗σ2), H˜∂(σ1⊗σ2) et ∂H˜(σ1⊗σ2) sont contenues dans S(W1, R)⊗
S(W2, R), donc si W1 ×W2 est contenu dans (X1 \ A1)× (X2 \A2), alors
(κ1 ⊗ κ2−µ ◦ ν)(σ1 ⊗ σ2)
= (Sd12 ⊗ Sd
2
2) ◦ (ϕ1 ⊗ ϕ2)
(
σ1 ⊗ σ2 − Φ ◦ Sd2 ◦Ψ(σ1 ⊗ σ2)
)
= (Sd12 ⊗ Sd
2
2) ◦ (ϕ1 ⊗ ϕ2)
(
∂H˜(σ1 ⊗ σ2) + H˜∂(σ1 ⊗ σ2)
)
= ∂k˜(σ1 ⊗ σ2) + k˜∂(σ1 ⊗ σ2).
Si W1 est contenu dans X1 \ A1, alors ϑA1 annule S(W1, R), donc les
deux membres de (8) sont nuls. Si W1 ∩ A1 6= ∅ 6= W1 \ A1, alors ϑA1 envoie
S(W1, R) dans lui-meˆme et ϕ1 envoie S(W1, R) dans S(X1 \ W1, R), donc les
quatre chaˆınes apparaissant dans (8) appartiennent a` S(X1 \W1, R)⊗S(W2, R),
et les deux membres de (8) sont encore nuls. Le cas ou` W2 ∩A2 6= ∅ se traite de
fac¸on analogue.
Nous avons




2) ◦ (ϕ1 ⊗ ϕ2) ◦ (ϑA1 ⊗ ϑA2) ◦ Φ
et
κ = Sd2 ◦Ψ ◦ (ϕ1 ⊗ ϕ2) ◦Φ ◦ ϑA.
Il existe une homotopie Hj entre l’identite´ de S(Xj , R) et Sd
j
2 telle que
‖H(c)‖ ⊂ ‖c‖ pour toute c ∈ S(Xj , R). Alors Hˆ = H1⊗Sd2+(−1)
degid⊗H2 est
une homotopie entre l’identite´ et Sd12 ⊗ Sd
2
2 telle que H
(
S(Y1, R)⊗ S(Y2, R)
)
⊂
S(Y1, R) ⊗ S(Y2, R) quels que soient les sous-espaces Y1 et Y2. De´finissons un
endomorphisme kˆ de degre´ un du module gradue´ S(X1 ×X2,W, R) par
kˆ = Sd2 ◦Ψ ◦ Hˆ ◦ (ϕ1 ⊗ ϕ2) ◦ Φ ◦ ϑA.
Comme kˆ est de type fini, pour prouver que Λ(ν ◦ µ) = Λ(κ), il suffit de
montrer que
(9) 〈σ, ν ◦ µ(σ)− κ(σ)〉 = 〈σ, ∂kˆ(σ) + kˆ∂(σ)〉
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pour tout simplexe singulier σ appartenant a` S(X1 ×X2, R). Soit W un e´le´ment
de W contenant ‖σ‖, et soit W1 ×W2 un e´le´ment de W1 × W2 contenant W .
Alors Φ(S(W,R)) est contenu dans S(W1, R) ⊗ S(W2, R), donc si W1 ×W2 est
disjoint de A, nous avons




2 − id) ◦ (ϕ1 ⊗ ϕ2) ◦Φ(σ)
= Sd2 ◦Ψ ◦ (∂Hˆ + Hˆ∂) ◦ (ϕ1 ⊗ ϕ2) ◦ Φ(σ)
= ∂kˆ(σ) + kˆ∂(σ).
Si W1 est contenu dans A1, alors ϑA annule S(W1×X2, R) et ϑA1 annule
S(W1, R), donc les deux membres de (9) sont nuls. Si W1 ∩ A1 6= ∅ 6= W1 \ A1,
alors Φ ◦ϑA et (ϑA1 ⊗ ϑA2) ◦Φ envoient S(W,R) dans S(W1, R)⊗S(W2, R), que
ϕ1 ⊗ ϕ2 envoie dans S(X1 \W1, R)⊗ S(W2, R). Les supports des quatre chaˆınes
apparaissant dans (9) sont alors contenus dans (X1 \W1) × X2, donc disjoints
de ‖σ‖, et les deux membres de (9) sont encore nuls. Le cas ou` W2 ∩A2 6= ∅ est
analogue.
Dans le cas ge´ne´ral, nous pouvons encore supposer ϕj de´fini sur S(Uj, R)
tout entier. Plongeons Xj comme ferme´ dans un espace norme´ Ej. Alors Uj est
un re´tracte de voisinage alge´brique de Ej ; soit ωj : S(Gj ,Gj , R)→ S(Uj , R) une
re´traction alge´brique, ou` Gj est un ouvert de Ej tel que Gj ∩ Xj = Uj. Soit
ϕ˜ = ϕj ◦ ωj ; alors ϕ˜j |S(Uj , R) = ϕj , im ϕ˜j ⊂ imϕj et Fix ϕ˜j = Fixϕj , donc ϕ˜j
est admissible et ind(ϕ˜j , Gj) = ind(ϕj , Uj) d’apre`s la proprie´te´ de contraction.
Posant ϕ˜ = Ψ◦(ϕ˜1⊗ϕ˜2)◦Φ : S(G1×G2,G1×G2, R)→ S(E1×E2, R), nous avons
ϕ˜|S(U1 × U2, R) = ϕ et im ϕ˜ ⊂ imϕ, donc ind(ϕ˜,G1 ×G2) = ind(ϕ,U1 × U2).
D’apre`s le lemme 4, il y a un ouvert G′j contenu dans Gj et contenant




j plus fin que Gj|G
′
j , un morphisme admis-




j , R)→ S(Ej , R) dont l’image est de type fini et une homotopie




j , R) → S(Ej , R) entre ϕ
†
j et la restriction de ϕ˜j . Nous
avons alors







Soit ϕ† = Ψ ◦ (ϕ†1 ⊗ ϕ
†








2, R) → S(E1 × E2, R).
Alors








est une homotopie entre ϕ† et ϕ˜ que l’on peut ve´rifier eˆtre admissible de la meˆme
fac¸on que l’on a ve´rifie´ l’admissibilite´ de ϕ avant l’e´nonce´ du the´ore`me. Nous
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avons donc








d’ou`, en utilisant le cas particulier de´ja` de´montre´ :











= ind(ϕ1, U1) · ind(ϕ2, U2). 2
4. L’indice de point fixe pour les fonctions. Soit U un ouvert
d’un espace topologique X. Une fonction continue f : U → X est dite admissible
si elle est compacte et si Fix f est un sous-ensemble compact de U . De meˆme, une
homotopie F : U×I → X est dite admissible si elle est compacte et si
⋃
t∈I FixFt
est un sous-ensemble compact de U .
Si X est un R-RAV alge´brique et si la fonction f est admissible, il en est
de meˆme du morphisme de chaˆınes f# : S(U,R)→ S(X,R) induit par f , et nous
pouvons de´finir l’indice de point fixe en posant ind(f, U) = ind(f#, U).
The´ore`me 3. L’indice de point fixe ainsi de´fini a les proprie´te´s sui-
vantes :
(I) (Normalisation) Si U = X, alors ind(f,X) = Λ(f).
(II) (Additivite´) Si V1, V2 sont deux ouverts disjoints contenus dans U
tels que Fix f ⊂ V1 ∪ V2, alors ind(f, U) = ind(f, V1) + ind(f, V2).
(III) (Existence) Si ind(f, U) 6= 0, alors f a un point fixe.
(IV) (Homotopie) Si F : U × I → X est une homotopie admissible, alors
ind(F0, U) = ind(F1, U).
(V) (Contraction) Soit Y un sous-espace de X qui est aussi un R-RAV
alge´brique. Si f(U) est contenu dans un compact de Y et si fY : U∩Y →
Y est induite par f , alors ind(f, U) = ind(fY , U ∩ Y ).
(VI) (Multiplicativite´) Si f1 : U1 → X1 et f2 : U2 → X2 sont admissibles,
ou` U1 et U2 sont des ouverts des R-RAV alge´briques X1 et X2, alors
ind(f1 × f2, U1 × U2) = ind(f1, U1) · ind(f2, U2).
(VII) (Commutativite´) Soient U0 et U1 des ouverts des R-RAV alge´briques
X0 et X1, et soient f0 : U0 → X1 et f1 : U1 → X0 des fonctions




0 (U1) → X0 et f0f1 :
U ′1 = f
−1
1 (U0) → X1 sont admissibles et si f1 est compacte, alors
ind(f1f0, U
′
0) = ind(f0f1, U
′
1).
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D e´mo n s t r a t i o n. Les proprie´te´s (I)–(V) re´sultent imme´diatement du
the´ore`me 1.
(VI) Soient Φ, Ψ des morphismes d’Eilenberg-Zilber comme au the´ore`me
2. Les morphismes (f1 × f2)# et ϕ = Ψ ◦ (f1# ⊗ f2#) ◦ Φ de S(U1 × U2, R)
dans S(X1 × X2, R) sont homotopes par une homotopie h : S(U1 × U2, R) →
S(X1×X2, R) telle que h(S(Y1×Y2, R)) ⊂ S(f1(Y1)×f2(Y2), R) quels que soient
les sous-ensembles Y1 et Y2 de X1 et X2 resp. (voir [3], VI.12.1). Si Cj est un
compact de Xj contenant fj(Uj), alors S(C1 × C2, R) contient imh. Si x est un
point de X1 \ Fix f1, il y a un voisinage V de x tel que f1(V ) ∩ V = ∅, donc
h(S(V × U2, R)) ⊂ S((X \ V )×X2, R), ce qui montre que {x} × U2 ne contient
aucun point fixe de h. Raisonnant de meˆme avec la deuxie`me variable, nous
voyons que Fix h est contenu dans le compact Fix f1×Fix f2 ⊂ U1×U2 et, e´tant
ferme´ dans U1×U2, est un sous-ensemble compact de U1×U2. L’homotopie h est
donc admissible et nous avons ind((f1 × f2)#, U1 × U2) = ind(ϕ,U1 × U2), d’ou`,
d’apre`s le the´ore`me 2,
ind(f1 × f2, U1 × U2) = ind(f1#, U1) · ind(f2#, U2)
= ind(f1, U1) · ind(f2, U2).
(VII) Dans toute la suite de cette de´monstration, j = 0, 1 et j+1 est re´duit
modulo 2. Soit Aj un voisinage ouvert de Xj \U
′
j dont la fermeture est disjointe
de Fix fj+1fj. Puisque fj(Fix fj+1fj) = Fix fjfj+1, nous pouvons trouver un
voisinage ouvert Bj de Fix fj+1fj ve´rifiant Aj ∩ Bj = ∅ et fj(Bj) ∩ Aj+1 = ∅.
Soit Gj un recouvrement ouvert de Xj ve´rifiant
si G est un e´le´ment de Gj rencontrant Xj \ (Aj ∪Bj), alors(10)
St(G,Gj) ⊂ U
′
j et St(G,Gj) ∩ St(fj+1fj(G),Gj) = ∅.
Nous construirons un recouvrement ouvert Vj de Xj plus fin que Gj et
ve´rifiant
St(Aj,Vj) ∩ St(Bj ∪ fj+1(Bj+1),Vj) = ∅,(11)
tout e´le´ment de Vj rencontrant Xj \ Aj est contenu dans U
′
j,(12)
pour tout V ∈ Vj , fj(V ) est contenu dans un e´le´ment de Gj+1.(13)
Alors Vj ve´rifie les conditions (α)-(γ) de la section pre´ce´dente pour ϕ =
(fj+1fj)# et U = {U
′
j} ((γ) re´sulte de (10) puisque Vj est plus fin que Gj).
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Soit C0 un compact de X0 contenant f1(U1), et soit C1 un compact de
X1 contenant f0f1(U
′
1). Nous construirons un recouvrement ouvert Wj de Xj ,
un complexe simplicial Kj, des morphismes de chaˆınes ψj : S(Xj ,Wj , R) →
C(K ′j , R), ζj : C(K
′
j, R) → S(Xj , R) et une homotopie hj : S(Xj ,Wj, R) →
S(Xj , R) ve´rifiant les conditions du the´ore`me A relativement a` Vj et Cj.
Nous construisons d’abord V1 etW1. La condition (d) du the´ore`me A nous
donne un voisinage O1 de C1 et un sous-complexe fini L1 de K1 tel que C(L1, R)
contienne ψ1
(
S(X1,W1, R) ∩ S(O1, R)
)
. Nous avons alors f0f1(U
′
1) ⊂ C1 ⊂ O1,
et nous pouvons prendre V0 assez fin pour qu’il ve´rifie aussi
(14) si un e´le´ment V de V0 rencontre (X0 \A0) ∩ f1(U ′1), alors f0(V ) ⊂ O1.
Aucune condition supple´mentaire n’est impose´e a` W0.
Alors ind(fj+1fj, U
′
j) est le nombre de Lefschetz de l’endomorphisme
ξj = ψj ◦ Sd
j
2 ◦ (fj+1fj)# ◦ ϑAj ◦ ζj
de C(K ′j , R), ou` Sd
j
2 est un ope´rateur de subdivision de S(Xj , R) dans
S(Xj ,Wj , R) (l’ope´rateur correspondant a` Sd1 est omis, e´tant l’identite´). De´fi-
nissons un morphisme de modules gradue´s µj : C(K
′
j , R)→ C(K
′
j+1, R) par
µj = ψj+1 ◦ Sd
j+1
2 ◦ fj# ◦ ϑAj ◦ ζj.
L’image de f1# e´tant contenue dans S(C0, R), la condition (d) du the´ore`me
A garantit que imµ1 est de type fini, donc les nombres de Lefschetz Λ(µ1 ◦ µ0)
et Λ(µ0 ◦ µ1) sont de´finis et e´gaux. Pour achever de prouver (VII), il suffit de
montrer que Λ(ξj) = Λ(µj+1 ◦ µj). Nous avons
µj+1 ◦ µj = ψj ◦ Sd
j
2 ◦ f(j+1)# ◦ ϑAj+1 ◦ ζj+1 ◦ ψj+1 ◦ Sd
j+1
2 ◦ fj# ◦ ϑAj ◦ ζj.
Soit h˜j : S(Xj , R)→ S(Xj , R) une homotopie entre l’identite´ et Sd
j
2 telle
que ‖h˜j(c)‖ ⊂ ‖c‖ pour toute chaˆıne c. Alors h
†
j = hj ◦Sd
j
2+ h˜j est une homotopie
entre l’identite´ de S(Xj , R) et ζj ◦ψj ◦Sd
j
2 qui, d’apre`s (c) du the´ore`me A, envoie
S(Y,R) dans S(St(Y,Vj), R) pour tout Y ⊂ Xj . De´finissons un endomorphisme
k†j de degre´ un du module gradue´ C(K
′
j , R) par
k†j = ψj ◦ Sd
j
2 ◦ f(j+1)# ◦ ϑAj+1 ◦ h
†
j+1 ◦ fj# ◦ ϑAj ◦ ζj .
L’image de Sd02 ◦ f1# ◦ ϑA0 est contenue dans S(C0, R), donc (d) du
the´ore`me A garantit que l’image de k†0 est de type fini. L’image de f1# ◦ ϑA1 ◦
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ζ1 est contenue dans S(f1(U
′
1), R), que h
†
0 envoie dans S(St(f1(U
′
1),V0), R). Si
un e´le´ment V de V0 est contenu dans A0, alors ϑA0 annule tous les simplexes
singuliers dont le support rencontre V , et si V n’est pas contenu dans A0 et
rencontre f1(U
′
1), alors f0(V ) est contenu dans O1 d’apre`s (14). Il en re´sulte
que f0# ◦ ϑA0envoie S(St(f1(U
′
1),V0), R) dans S(O1, R), donc l’image de k
†
1 est
contenue dans C(L1, R) et est aussi de type fini.
D’apre`s le lemme 1, il suffit, pour montrer que Λ(ξj) = Λ(µj+1 ◦ µj), de
ve´rifier que, pour tout simplexe τ de K ′j,
(15) 〈τ, µj+1 ◦ µj(τ)− ξj(τ)〉 = 〈τ, ∂k
†
j (τ) + k
†
j∂(τ)〉.
Pour toutW ∈ Wj, il y a un simplexe sW de Kj tel que C(Tr(sW ,Kj), R)
contienne ψj(S(W,R)), et un e´le´ment VW de Vj contenant W et ‖ζ(t)‖ pour tout
t ∈ Tr(sW ,Kj). Si τ n’appartient pas a` Mj =
⋃
{Tr(sW ,Kj) |W ∈ Wj}, alors les
deux membres de (15) sont nuls.
Supposons que τ appartienne a` Tr(sW ,Kj). Alors fj# ◦ ϑAj ◦ ζj envoie
C(Tr(sW ,Kj), R) dans S(fj(VW ), R). La condition (c) du the´ore`me A garantit
que h†j+1 et ζj+1◦ψj+1◦Sd
j+1
2 envoient S(fj(VW ), R) dans S(St(fj(VW ),Vj+1), R),
donc si VW ∩Aj = ∅ = St(fj(VW ),Vj+1) ∩Aj+1, nous avons
µj+1 ◦ µj(τ)− ξj(τ)
= ψj ◦ Sd
j
2 ◦ f(j+1)# ◦
(




◦ fj# ◦ ζj(τ)
= ψj ◦ Sd
j




j+1∂) ◦ fj# ◦ ζj(τ)
= ∂k†j(τ) + k
†
j∂(τ).
Pour achever de ve´rifier (15), nous allons montrer que les deux membres
de (15) sont nuls si VW ∩ Aj 6= ∅ ou si St(fj(VW ),Vj+1) ∩ Aj+1 6= ∅. Si VW est
contenu dans Aj , alors ϑAj annule ζj(τ) et ζj(∂τ), donc les deux membres de (15)
sont nuls. Supposons maintenant VW \ Aj 6= ∅. Alors VW \ (Aj ∪ Bj) 6= ∅, car
sinon VW rencontre Bj puisqu’il n’est pas contenu dans Aj et, d’apre`s (11), VW
est disjoint de Aj , donc contenu dans Bj, et (11) entraˆıne que St(fj(VW ),Vj+1) ⊂
St(fj(Bj),Vj+1) est disjoint de Aj+1, ce qui contredit nos hypothe`ses sur VW .





, donc sont des combinaisons line´aires∑n
p=1 λpψj(σp), ou` σp est un simplexe singulier de Xj dont le support est contenu
dans fj+1(St(fj(VW ),Vj+1)) et dans un e´le´ment Wp de Wj. Pour terminer de
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ve´rifier que les deux membres de (15) sont nuls, il suffit de constater que le support
de ψj(σp) ne contient pas τ . Mais ce support est contenu dans Tr(sWp ,Kj), et si
Tr(sWp ,Kj) contenait τ , alors, comme nous l’avons remarque´ dans la de´monstra-
tion du lemme 2, VW ∩ VWp serait non vide, donc St(VW ,Vj) contiendrait ‖σp‖.
Soit GW un e´le´ment de Gj contenant VW ; alors St(VW ,Vj) est contenu dans
St(GW ,Gj) et la condition (13) entraˆıne que fj+1(St(fj(VW ),Vj+1)) est contenu
dans St(fj+1fj(GW ),Gj), et nous avons alors
∅ 6= ‖σp‖ ⊂ St(GW ,Gj) ∩ St(fj+1fj(GW ),Gj),
ce qui contredit (10) puisque ∅ 6= VW \ (Aj ∪Bj) ⊂ GW \ (Aj ∪Bj). 
Si U est un ouvert de X, f : U → X une fonction continue et m ≥ 1 un
entier, nous notons fm la compose´e de m copies de f ; cette fonction est de´finie
sur un sous-ensemble de U . Nous avons la ge´ne´ralisation suivante du the´ore`me
mod p :
The´ore`me 4. Soient X un Z-RAV alge´brique, U un ouvert de X, f :
U → X une fonction compacte et U ′ un ouvert contenu dans U sur lequel fm est
de´finie, ou` m = pk avec p premier. Supposons que S = {x ∈ U ′ | fm(x) = x} soit
compact et que f(S) ⊂ S. Alors ind(fm, U ′) ≡ ind(f, U ′) mod p.
D e´mo n s t r a t i o n. Dans toute cette de´monstration, ϕn de´signera la com-
pose´e de n copies d’une fonction ϕ et ϕ0 l’identite´. Notons que les points fixes de
f sont contenus dans S. Soit A un voisinage ouvert de X \U ′ tel que A∩ S = ∅.
Posons Bm+1 = X \A. Puisque f(S) est contenu dans S, nous pouvons construire
inductivement des voisinages ouverts Bm, . . . , B0 de S tels queBn∪f(Bn) ⊂ Bn+1
pour 0 ≤ n ≤ m. Posons B = B0. Soit Vm un recouvrement ouvert de X ve´rifiant
St(Bn,Vm) ⊂ Bn+1 pour 0 ≤ n ≤ m,(16)
si V est un e´le´ment de Vm tel que V \ (A ∪B) 6= ∅, alors V est contenu(17)
dans U ′ et St(V,St(Vm)) ∩ f(V ) = ∅ = St(V,St(Vm)) ∩ f
m(V ).
Partant de Vm, construisons inductivement des recouvrements ouverts Vn,
m ≥ n ≥ 0 de fac¸on que, pour 0 ≤ n < m, St(Vn) soit plus fin que Vn+1 et ve´rifie
si V est un e´le´ment de Vn tel que St(V,Vn) \ A 6= ∅, alors St(V,Vn) est(18)
contenu dans U ′ et f(St(V,Vn)) est contenu dans un e´le´ment de Vn+1.
Posons V = V0. Puisque St(V) est plus fin que Vm, il re´sulte de (16)–(18)
qu’il ve´rifie les conditions (α)-(γ) de la section 3 relativement a` A, B et ϕ = f#
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ou ϕ = (fm)#. Soit C un compact de X contenant f(U). Prenons W, K, ψ :
S(X,W,Z) → C(K ′,Z), ζ : C(K ′,Z) → S(X,Z) et h : S(X,W,Z) → S(X,Z)
ve´rifiant les conditions (a)-(d) du the´ore`me A relativement a` V et C. De´finissant,
pour n = 1,m des endomorphismes ξn du groupe gradue´ C(K
′,Z) par
ξn = ψ ◦ Sd2 ◦ (f
n)# ◦ ϑA ◦ ζ,
ou` Sd2 : S(X,Z)→ S(X,W,Z) est un ope´rateur de subdivision, nous avons alors
ind(f, U ′) = Λ(ξ1) et ind(f
m, U ′) = Λ(ξm).
Il y a un sous-complexe fini L de K ′ tel que C(L,Z) contienne l’image par
ψ de S(C,Z). Si ϕ est un endomorphisme d’un groupe abe´lien libre de rang fini,
alors la trace de ϕm est congrue a` la trace de ϕ modulo p (voir la de´monstration
du the´ore`me 9.3.4 de [4]). Appliquant cela a` l’endomorphisme de C(L,Z) induit
par ξ1, nous obtenons
Λ(ξm1 ) ≡ Λ(ξ1) mod p,
et il nous suffit de montrer que Λ(ξm) = Λ(ξ
m
1 ). Soit h˜ : S(X,Z) → S(X,Z)
une homotopie entre l’identite´ et Sd2 telle que ‖h˜(c)‖ ⊂ ‖c‖ pour toute chaˆıne c.
Alors hˆ = h ◦ Sd2 + h˜ est une homotopie entre l’identite´ et ζ ◦ ψ ◦ Sd2 ve´rifiant
hˆ(S(Y,Z)) ⊂ S(St(Y,V),Z) pour tout sous-ensemble Y de X. De´finissons un




ξm−n−11 ◦ (ψ ◦ Sd2 ◦ f# ◦ ϑA) ◦ hˆ ◦ (f# ◦ ϑA)
n ◦ ζ.
L’image de k est contenue dans C(L,Z), donc k est de type fini, et il nous
suffit de montrer que, pour tout simplexe τ de K ′,
(19) 〈τ, ξm1 (τ)− ξm(τ)〉 = 〈τ, ∂k(τ) + k∂(τ)〉
Pour tout W ∈ W, soit sW un simplexe de K tel que C(Tr(sW ,K),Z)
contienne ψ(S(W,Z)), et soit VW un e´le´ment de V contenant W et ‖ζ(t)‖ pour
tout t ∈ Tr(sW ,K). Si τ n’appartient pas a` la re´union des Tr(sW ,K), alors les
deux membres de (19) sont nuls.
Pour traiter le cas ou` τ appartient a` Tr(sW ,K), de´finissons des endomor-
phismes χ0, . . . , χm−1 du groupe gradue´ S(X,Z) par
χ0 = Sd2 ◦ (f# ◦ ϑA ◦ ζ ◦ ψ ◦ Sd2)
m−1 ◦ f# ◦ ϑA
et, pour 1 ≤ n ≤ m− 1,
χn = Sd2 ◦ (f# ◦ ϑA ◦ ζ ◦ ψ ◦ Sd2)
m−n−1 ◦ f# ◦ ϑA ◦ hˆ ◦ (f# ◦ ϑA)
n,
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de sorte que ξm1 = ψ ◦ χ0 ◦ ζ et k =
∑m−1
n=1 ψ ◦ χn ◦ ζ. Remarquons que ou bien
toutes les fonctions χn annulent S(VW ,Z), ou bien il existe Vm ∈ Vm contenant
fm(VW ) tel que S(Vm,Z) contienne les images de toutes les fonctions χn. En
effet, si VW est contenu dans A, alors S(VW ,Z) est annule´ par ϑA, donc par
toutes les χn. Si VW n’est pas contenu dans A, il existe, d’apre`s (18), un e´le´ment
V1 de V1 contenant f(VW ), et S(V1,Z) contient l’image de S(VW ,Z) par f# ◦ϑA.
Supposons que, pour un certain q < m, il existe un e´le´ment Vq ∈ Vq contenant
f q(VW ) et tel que S(Vq,Z) contienne les images de S(VW ,Z) par les fonctions
χ0,q = (f# ◦ ϑA ◦ ζ ◦ ψ ◦ Sd2)
q−1 ◦ f# ◦ ϑA
et
χn,q = (f# ◦ ϑA ◦ ζ ◦ ψ ◦ Sd2)
q−n−1 ◦ f# ◦ ϑA ◦ hˆ ◦ (f# ◦ ϑA)
n
ou` 1 ≤ n < q. Alors ζ ◦ ψ ◦ Sd2 et hˆ envoient S(Vq,Z) dans S(St(Vq,V),Z) ⊂
S(St(Vq,Vq),Z). Si St(Vq,Vq) ⊂ A, alors ϑA annule S(St(Vq,Vq),Z), donc toutes
les χn annulent S(VW ,Z). Si St(Vq,Vq) n’est pas contenu dans A, il y a un e´le´ment
Vq+1 de Vq+1 contenant f(St(Vq,Vq)), donc f
q+1(VW ), et S(Vq+1,Z) contient les
images de S(VW ,Z) par les fonctions χn,q+1 (0 ≤ n < q+1). Comme χn,m = χn,
l’ensemble Vm a les proprie´te´s souhaite´es.
Plusieurs cas sont maintenant a` distinguer. Si VW ∩ B 6= ∅, alors ∅ 6=
fn(VW ∩ B) ⊂ Bn ∩ Vn pour n < m. D’apre`s (16), St(Vn,Vn) est disjoint de A,
donc la restriction de ϑA a` S(St(Vn,Vn),Z) est l’identite´, ce qui justifie le calcul
suivant, ou` nous utilisons aussi le fait qu’alors ξ1 = ψ ◦ Sd2 ◦ f# ◦ ζ.
∂k(τ) + k∂(τ) =
m−1∑
n=1
















ξm−n−11 ◦ ψ ◦ Sd2 ◦ (f#)
n+1 ◦ ζ(τ)
= ξm−11 ◦ ψ ◦ Sd2 ◦ f# ◦ ζ(τ)− ψ ◦ Sd2 ◦ (f#)
m ◦ ζ(τ)
= ξm1 (τ)− ξm(τ).
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Si VW∩B = ∅, nous allons montrer que les deux membres de (19) sont nuls.
Si les quatre chaˆınes apparaissant dans (19) ne sont pas toutes nulles, alors VW
n’est pas contenu dans A, donc VW \(A∪B) 6= ∅. Si les fonctions χn n’annulent pas
toutes S(VW ,Z), alors les quatre chaˆınes apparaissant dans (19) appartiennent a`
ψ◦Sd2(S(Vm,Z)), donc il suffit de montrer que, pour toute chaˆıne c ∈ S(Vm,Z), le
support de ψ ◦Sd2(c) ne contient pas τ . Mais Sd2(c) est une combinaison line´aire∑p
r=1 λrσr, ou` σr est un simplexe singulier dont le support est contenu dans ‖c‖
et dans un e´le´ment Wr de W. Le support de ψ(σr) est contenu dans Tr(sWr ,K),
et si Tr(sWr ,K) contenait τ , nous aurions VW ∩Wr 6= ∅, et comme VWr ∩ Vm
contient ‖σr‖ 6= ∅, Vm serait contenu dans St(VW ,St(Vm)), ce qui contredirait
(17) applique´ a` un e´le´ment de Vm contenant VW .
Le dernier cas non trivial a` ve´rifier est celui ou` toutes les fonctions χn
annulent S(VW ,Z) mais ou` ξm(τ) 6= 0. Il faut alors constater que 〈τ, ξm(τ)〉 = 0,
mais comme ξm(τ) appartient a` ψ ◦ Sd2(S(f
m(VW ),Z)), l’argument pre´ce´dent
s’applique encore. 
5. Involutions et indice. Un the´ore`me connu de Borsuk affirme que
si U est un ouvert de Rn syme´trique par rapport a` l’origine et f : U → Rn est une
fonction continue admissible telle que f(−x) = −f(x) pour tout x appartenant
a` la frontie`re de U , alors ind(f, U) est impair. Nous ge´ne´raliserons ce re´sultat ici
a` une classe de groupes topologiques contenant tous les e.v.t. me´trisables.
Soit G un groupe topologique. Nous notons e l’identite´ de G et, pour
x ∈ G, x2 le produit x.x et x−1 l’inverse de x. Si V est un voisinage de e et si
H : V × I → G est une homotopie telle que H0(x) = x et H1(x) = e pour tout
x ∈ V , alors O = {(x, y) ∈ G×G |xy−1 ∈ V } est un voisinage de la diagonale de
G×G et la fonction λ : O × I → G de´finie par
λ(x, y, t) = H(e, t)−1.H(x.y−1, t ).y
ve´rifie λ(x, y, 0) = x, λ(x, y, 1) = y et λ(x, x, t) = x ; si G est contractile, λ est
de´finie sur G × G × I tout entier. Avec le the´ore`me 8 de [2], cela entraˆıne que
tout groupe me´trisable localement contractile est un R-RAV alge´brique pour tout
anneau R.
The´ore`me 5. Soient G un groupe topologique me´trisable contractile tel
que la fonction x 7→ x2 soit un home´omorphisme de G sur G. Soient U un
voisinage ouvert syme´trique de e dans G et f : U → G une fonction continue
compacte sans point fixe sur U \ U . Si f(x−1) = f(x)−1 pour tout x ∈ U \ U ,
alors ind(f, U) est impair.
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Pour prouver ce the´ore`me, nous utiliserons un re´sultat auxiliaire. Une
involution µ : X → X est une fonction continue telle que µ ◦ µ = id. Un
sous-ensemble U de X est dit µ-invariant si µ(U) = U , une famille U de sous-
ensembles de X est µ-invariante si µ(U) appartient a` U pour tout U ∈ U . Enfin,
un morphisme de chaˆınes ϕ : S(U,U , R) → S(X,R) est µ-invariant si U et U
sont µ-invariants et si ϕ ◦ µ# = µ# ◦ ϕ (l’invariance de U et U garantit que
µ#(S(U,U , R)) = S(U,U , R) donc ϕ ◦ µ# est de´fini).
Lemme 5. Soient X un Z-RAV alge´brique, µ : X → X une involution
et ϕ : S(U,U ,Z)→ S(X,Z) un morphisme de chaˆınes admissible µ-invariant. Si
µ n’a pas de point fixe, alors ind(ϕ,U) est pair.
D e´mo n s t r a t i o n. Nous choisirons de fac¸on particulie`re les objets in-
tervenant dans la de´finition de l’indice. Nous reprenons les notations utilise´es au
de´but de la section 3. Puisque U est µ-invariant, nous pouvons prendre l’ouvert A
µ-invariant. Nous prenons V µ-invariant et tel que µ(St(V,V))∩St(V,V) = ∅ pour
tout V ∈ V. Nous allons montrer qu’il est possible de choisir K de fac¸on qu’il
existe une involution simpliciale µˆ de K telle que µˆ(s) 6= s pour tout simplexe s
de K. Cette involution induit une involution de K ′, que nous notons encore µˆ.
Notant µˆ# l’automorphisme de C(K
′,Z) induit par µˆ, nous prendrons pour W
un recouvrement µ-invariant et construirons ψ et ζ de fac¸on que µˆ# ◦ψ = ψ ◦µ#
et µ# ◦ ζ = ζ ◦ µˆ#. Puisque A est µ-invariant, nous avons µ# ◦ ϑA = ϑA ◦ µ#.
Puisque U et W sont µ-invariants, Sd1 et Sd2 commutent avec µ# (cela re´sulte
de la formule de´finissant l’ope´rateur de subdivision dans la de´monstration du
the´ore`me 4.4.14 de [6] ; avec les notations de ce the´ore`me, si le recouvrement est
µ-invariant, alors m(σ) = m(µ ◦ σ) pour tout simplexe singulier σ). Tout cela
garantit que
µˆ# ◦ ξ = µˆ# ◦ψ ◦Sd2 ◦ϕ ◦Sd1 ◦ ϑA ◦ ζ = ψ ◦Sd2 ◦ϕ ◦Sd1 ◦ ϑA ◦ ζ ◦ µˆ# = ξ ◦ µˆ#.
Choisissons les ge´ne´rateurs associe´s aux simplexes de K ′ de fac¸on que
ceux associe´s a` s et µˆ(s) se correspondent par µ#. Nous avons alors (en utilisant
la convention qu’un simplexe est identifie´ au ge´ne´rateur correspondant)
〈µˆ(s), ξ(µˆ(s))〉 = 〈µˆ#(s), ξ(µˆ#(s))〉 = 〈µˆ#(s), µˆ#(ξ(s))〉
= 〈s, ξ(s)〉,
et, puisque s 6= µˆ(s) pour tout s, cela entraˆıne la parite´ de Λ(ξ) = ind(ϕ,U).
Soit Y = X/µ le quotient de X par µ. Puisque µ n’a pas de point fixe, la
projection π de X sur Y est un reveˆtement, et le the´ore`me 3 de [2] garantit que
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Y est un RAV alge´brique. Les ensembles π(V ), V ∈ V, forment un recouvrement
ouvert VY de Y . Proce´dant comme dans la de´monstration du the´ore`me 2 de
[2], construisons un complexe simplicial KY , un recouvrement ouvert WY , des
morphismes de chaˆınes ψY : S(Y,WY ,Z) → C(K
′
Y ,Z), ψ : C(K
′
Y ,Z) → S(Y,Z)
et une homotopie hY : S(Y,WY ,Z)→ S(Y,Z) ve´rifiant les conditions (a)-(d) du
the´ore`me A relativement a` VY et π(C).
KY est le nerf d’un recouvrement ouvert GY = {Gj | j ∈ J} (note´ U3 dans
la de´monstration du the´ore`me 2 de [2]) plus fin que VY . Pour tout j ∈ J , il y
a un e´le´ment Vj de VY contenant Gj , et il y a exactement deux e´le´ments Vj+ ,
Vj− de V
′ que π envoie home´omorphiquement sur Vj ; chacun d’eux contient une
copie de Gj ; soient Gj+ , Gj− ces copies. La condition µ(St(V,V)) ∩ St(V,V) = ∅
garantit que les ensembles Gj+ et Gj− ne de´pendent pas du choix de l’e´le´ment Vj
de VY contenant Gj . Le complexe K est le nerf du recouvrement {Gj± | j ∈ J} de
X. Si [j0, . . . , jk] est un simplexe de KY et si, pour 0 ≤ i ≤ k, Vji est un e´le´ment





; soit par exemple Vj+i
cet ensemble. Alors π envoie Vj+
0




∪ · · · ∪ Vj−
k
home´omorphiquement sur Vj0 ∪ · · · ∪ Vjk et Vj+r ∩ Vj−s = ∅
pour 0 ≤ r, s ≤ k, donc [j+0 , . . . , j
+
k ] et [j
−
0 , . . . , j
−
k ] sont des simplexes de K et
les sommets j+r , j
−
s ne sont pas adjacents pour 0 ≤ r, s ≤ k. Il en re´sulte que
l’application µˆ qui envoie j± sur j∓ est une involution simpliciale de K telle que
µˆ(s) 6= s pour tout simplexe s de K. En outre, la fonction ρ qui envoie j± sur j
est une application simpliciale de K sur KY dont la restriction a` chaque simplexe
est un isomorphisme ; elle induit donc une application simpliciale de K ′ sur K ′Y ,
que nous noterons encore ρ.
Le recouvrement ouvert WY est indexe´ par les simplexes de KY , et si
sY = [j0, . . . , jk] est un simplexe de KY , alors WsY = Gj0 ∩ · · · ∩ GjK , et ψY
envoie S(WsY ,Z) dans C(Tr(sY ,KY ),Z). Si s = [j
ǫ0
0 , . . . , j
ǫk
k ], ou` ǫi = ±, est un
simplexe de K, posons Ws = G
ǫ0
j0
∩ · · · ∩Gǫkjk . Les ensembles Ws, ou` s parcourt les
simplexes de K, forment un recouvrement ouvert W de X. Si sY = ρ(s), alors
π envoie Ws home´omorphiquement sur WsY et ρ envoie Tr(s,K) isomorphique-
ment sur Tr(sY ,KY ), et l’on de´finit sans ambiguite´ un morphisme de chaˆınes
ψ : S(X,W,Z)→ C(K ′,Z) en posant, pour tout s ∈ K,
ψ|S(Ws,Z) = (ρ#|Tr(s,K))
−1 ◦ ψY ◦ π#.
Cette de´finition garantit que µˆ# ◦ ψ = ψ ◦ µ#. La premie`re partie de la
condition (a) est ve´rifie´e, ainsi que (d), car si LY est un sous-complexe fini de






, alors L = ρ−1(LY ) est un sous-complexe fini de K
′, O = π−1(OY )





Soit t = [bs0 , . . . , bsn ] un simplexe de K
′. Alors ρ(t) = [bs0
Y




i), est un simplexe deK ′Y . Par construction de ζY , il y a un e´le´ment VY de
VY tel que VY ∩Wsn
Y
6= ∅ et que S(VY ,Z) contienne ζY (C(ρ(t),Z)). Il y a un unique
e´le´ment Vt de V tel que Vt ∩Wsn 6= ∅ et que π envoie Vt home´omorphiquement
sur VY , et nous pouvons de´finir ζ sans ambiguite´ en posant, pour tout simplexe
t de K ′,
ζ|C(t,Z) = (π|Vt)
−1
# ◦ ζY ◦ ρ#.
Cette de´finition garantit que µ# ◦ ζ = ζ ◦ µˆ# et que la condition (b) est
ve´rifie´e. Soit Ws ∈ W, et soit sY = ρ(s). Il existe VY ∈ VY contenant WsY et
tel que S(VY ,Z) contienne ζY (C(Tr(sY ,KY ),Z)). Si V est l’unique e´le´ment de
V contenant Ws et tel que π(V ) = VY , alors S(V,Z) contient ζ(C(Tr(s,K),Z)),
donc la deuxie`me partie de (a) est ve´rifie´e.
Enfin, si σ est un simplexe singulier appartenant a` S(X,W,Z), il existe
un e´le´ment VY ∈ VY contenant ‖π(τ)‖∪‖ζY ◦ψY (π(τ))‖∪‖hY (π(τ))‖ pour toute
face τ de σ. Si V est l’e´le´ment de V contenant ‖σ‖ tel que π(V ) = VY , posons
h(σ) = (π|V )−1# ◦ h(π(σ)).
Cette de´finition ne de´pend pas du choix de VY et garantit que la condition
(c) est ve´rifie´e. 
D e´mo n s t r a t i o n d u t h e´ o r e`m e 5. Puisque x 7→ x2est un home´o-
morphisme de G, l’involution µ(x) = x−1 a e pour seul point fixe. Soit V un
voisinage syme´trique de e tel que V ⊂ U , et soit α : G → [0, 1] une fonction
continue nulle sur U \ U et e´gale a` un sur V . La fonction
g(x) = λ(f(x), f(e), α(x))
est homotope a` f par l’homotopie
F (x, t) = λ(f(x), f(e), tα(x)).
Si x appartient a` U \ U , alors F (x, t) = f(x) pour tout t, et si C est un
compact contenant f(U), alors le compact C1 = λ(C ×C × I)contient l’image de
F . L’homotopie F est donc admissible, d’ou` ind(f, U) = ind(g, U).
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Alors h est homotope a` g par l’homotopie
G(x, t) = λ(g(x), h(x), t).
Si x appartient a` U \ U , alors g(x−1)−1 = f(x−1)−1 = f(x) = g(x), donc
h(x) = ρ(g(x)2) = g(x) et G(x, t) = g(x) pour tout t. Le compact C2 = λ(C1 ×
ρ(C1.C1)× I) contient l’image de G, donc G est une homotopie admissible, d’ou`











Si x appartient a` V , alors x−1 aussi, d’ou` g(x) = g(x−1) = e et h(x) =
ρ(e) = e. Le seul point fixe de h sur V est donc e et les autres points fixes
appartiennent a` l’ouvert µ-invariant W = U \ h−1(V ), d’ou`
ind(h,U) = ind(h, V ) + ind(h,W ) = 1 + ind(h,W ).
L’ensemble h(W ) est contenu dans le compact C2 \ V ⊂ G \ {e}, donc, si
h′ est la fonction de W dans G \ {e} induite par h, alors ind(h,W ) = ind(h′,W )
(the´ore`me 3(V)). Puisque h′ est µ-invariante et que µ|G \ {e} est une involution
sans point fixe, le lemme pre´ce´dent, applique´ a` h′#, montre que ind(h
′,W ) est
pair, d’ou` le re´sultat. 
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