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Abstract
We introduce an extension of the ℓ-reduced KP hierarchy, which we call the ℓ-
Bogoyavlensky hierarchy. Bogoyavlensky’s 2 + 1-dimensional extension of the KdV
equation is the lowest equation of the hierarchy in case of ℓ = 2. We present a
group-theoretic characterization of this hierarchy on the basis of the 2-toroidal Lie
algebra sltorℓ . This reproduces essentially the same Hirota bilinear equations as those
recently introduced by Billig and Iohara et al. We can further derive these Hirota
bilinear equation from a Lax formalism of the hierarchy. This Lax formalism also
enables us to construct a family of special solutions that generalize the breaking
soliton solutions of Bogoyavlensky. These solutions contain the N -soliton solutions,
which are usually constructed by use of vertex operators.
1 Introduction
In the early 1980s, Date et al. [7] discovered the remarkable fact that the Lie algebra gl(∞)
acts on the solutions of the KP(Kadomtsev-Petviashvili) hierarchy. The link between
infinite-dimensional Lie algebras and soliton equations has been widely extended. In
particular, Kac and Wakimoto [17] developed a scheme to construct hierarchies from
vertex operator representations of general affine Lie algebras. On these backgrounds,
Billig [2] and Iohara et al. [14] derived new hierarchies of Hirota bilinear equations from
2-toroidal Lie algebra gtor, a central extension of double loop algebra g[s±1, t±1] of a simple
Lie algebra g. Applying the construction to the case gtor = sltorℓ (and their principal vertex
realization), we have an extension of the ℓ-reduced KP hierarchy of Hirota bilinear form.
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For the simplicity of exposition, we here deal with the case g = sl2. The typical Hirota
bilinear equations of lower degrees in hierarchy of [2],[14] are the following(
D4x − 4DxDt
)
τ · τ = 0, (1.1)(
DyD
3
x + 2DyDt − 6DzDx
)
τ · τ = 0. (1.2)
If we count the degrees of Hirota’s D-operators Dy, Dx, Dz, Dt as 0, 1, 2, 3 respectively,
the Hirota bilinear equations above have degrees 4 and 3 respectively. The first one (1.1)
is a famous bilinear form of the KdV equation 4ut = 6uux + uxxx, where u
def
= 2(log τ)xx.
The second one (1.2) can be written as a non-linear equation known as Bogoyavlensky’s
2 + 1-dimensional equation [4]
uz =
1
4
uxxy + vux + uuy, (1.3)
where we set v
def
= (log τ)xy and used the KdV equation to eliminate the terms including
derivative ∂t. Equation (1.3) has the following equivalent Lax form
∂P
∂z
= [P∂y + C, P ] where P
def
= ∂2x + u, C
def
= v∂x +
3
4
uy. (1.4)
The main purpose of this paper, motivated by the fact above, is to establish a Lax
formalism of the Hirota bilinear equations arising from sltorℓ for any ℓ ≥ 2. For this
purpose, we shall introduce the ℓ-Bogoyavlensky hierarchy . We shall also construct a
family of special solutions that generalize the breaking solitons studied by Bogoyavlensky.
We shall develop our discussions as follows. In section 2, we discuss the hierarchy on
a viewpoint of representation theory. First we give definition of the Lie algebra g˜tor, and
then explain a general result on their representations(Lemma 1). Using this lemma, we
construct a representation of s˜l
tor
ℓ , based on the ℓ-reduction procedure of gl(∞) in [7]. We
shall show that every vector τ in the SLtorℓ -orbit of the vacuum vector satisfies a hierarchy
of Hirota bilinear equations, which is essentially the same as those derived in [2],[14],
although the generating functions are apparently different. In section 3, we first give a
review on the Lax formalism of the KP hierarchy. Next we present a heuristic introduction
to Bogoyavlensky’s hierarchy. These arguments lead us to formulate the ℓ-Bogoyavlensky
hierarchy for each ℓ ≥ 2, where the so-called Wilson-Sato operator plays the significant
role. In section 4, we give a residue formula for the formal Baker-Akhiezer functions of the
hierarchy by the calculus of pseudo-differential operators. The formula leads to exactly
the same system of Hirota bilinear equations derived in section 2. Note that the most part
of sections 3,4 can be read independently from the preceding section. Section 5 is devoted
to investigate the special solutions of the hierarchy, namely the Wronskian solutions and
the N -soliton solutions. As an appendix, we give a table of Hirota equations of low degree
in section 7.
It should be mentioned that the Bogoyavlensky’s equation is a dimensional reduction,
to 2 + 1 dimensions, of the four dimensional self-dual Yang-Mills equation. Mason and
Sparling [23] pointed out that many integrable systems in 2 + 1 and lower dimensions
2
(in particular, 1 + 1 dimensional soliton equations such as the KdV equation) can be
thus derived from the self-dual Yang-Mills equation. In fact, Schiff [27] rediscovered
Bogoyavlensky’s equation, having been unaware of Bogoyavlensky’s work. Schiff’s work
was further extended by Yu et al. [30, 31].
Throughout the paper, the base field is the field C of complex numbers. The symbol Z
stands for the set of integers. The binomial coefficients
(
n
k
)
is defined as n(n− 1) · · · (n−
k + 1)/k! for k ≥ 0. For a vector space V , we denote by V [z±1], V [z±1, w±1] the spaces
V ⊗ C[z, z−1], V ⊗ C[z, z−1, w, w−1] of Laurent polynomials with the coefficients in V
respectively. For an integer ℓ ≥ 2, we denote by glℓ (resp. slℓ) the Lie algebras of the all
(resp. traceless) ℓ× ℓ matrices.
Note added: After the first version of this paper had written, we learned that F.
Calogero [5] had studied equation (1.3) in 1975. We thank Kouichi Toda and his collab-
orators for the information.
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2 Deriving hierarchy from representation theory
2.1 Definitions of the toroidal Lie algebra
Let g be a finite-dimensional simple Lie algebra over C. Let R be the ring of Laurent
polynomials of two variables C[s±1, t±1]. The module of Ka¨hler differentials ΩR of R is
defined with the canonical derivation d : R→ ΩR. As an R-module, ΩR is freely generated
by ds and dt. Let · : ΩR → ΩR/dR be the canonical projection. Let K denote ΩR/dR.
Let (·|·) be the normalized Killing form ([18]) on g. We define the Lie algebra structure
on gtor
def
= g⊗ R⊕K by
[X ⊗ f, Y ⊗ g] = [X, Y ]⊗ fg + (X|Y )(df)g, [K, gtor] = 0. (2.1)
In the paper [20], Kassel proved that the bracket defines a universal central extension of
g ⊗ R as a Lie algebra over C, for a large class of commutative algebra R. One can find
in [24] a simpler proof (a natural extension of Wilson’s discussions [32]) of the Kassel’s
result that works for the cases when the ground field of R has characteristic 0.
Let D = R∂log s ⊕ R∂log t be the Lie algebra of derivations on R. A derivation δ ∈ D
can be naturally extended to a derivation on the Lie algebra g⊗R by
δ (X ⊗ f)
def
= X ⊗ δf. (2.2)
It is known that a derivation δ ∈ D acting on the Lie algebra g⊗R has a natural extension
to gtor. The action on the center K is given explicitly as follows [13]. First we shall define
the action of D on ΩR by:
f∂log u (gd log v)
def
= (f∂log ug) d log v + δu,v gdf for u, v = s, t. (2.3)
The action preserves the exact forms dR, namely we have f∂log u(dg) = d (f∂log ug) for
u = s, t, and so induces an action, also denoted by the same notation, on K = ΩR/dR.
Let Dˇ denote the Lie subalgebra R∂log t of D. We shall add the derivations Dˇ to g
tor
to get the Lie algebra
g˜tor = gtor ⊕ Dˇ.
Here the bracket in gtor is given by (2.1). We define the bracket between Dˇ and gtor by
the action (2.2), and (2.3), [δ, a] = δ(a) (δ ∈ Dˇ, a ∈ gtor). The bracket in Dˇ is defined by
[f∂log t, g∂log t] = (f(∂log tg)− g(∂log tf)) ∂log t − (∂log tg)d(∂log tf).
Note that if f, g ∈ C[t±1] in the above formula, then it is equivalent to the relation of the
Virasoro algebra. Remark that g˜tor is not the semidirect product of gtor with the action
of Dˇ by (2.2),(2.3).
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We have, for u = s, t, the Lie subalgebras
ĝu
def
= g⊗ C[u±1]⊕ C d logu,
with the brackets given by
[Xum, Y un] = um+n[X, Y ] +mδm+n,0(X|Y )Ku,
which are isomorphic to the affine Lie algebra ĝ with the canonical central element Ku
def
=
d log u.
We prepare the generating series of g˜tor as follows:
Am(z)
def
=
∑
n∈Z
Asntm · z−n−1, Dtm(z)
def
=
∑
n∈Z
sntm∂log t · z
−n−1,
Ksm(z)
def
=
∑
n∈Z
sntmd log s · z−n, Ktm(z)
def
=
∑
n∈Z
sntmd log t · z−n−1,
where m ∈ Z and A ∈ g. The relation d(sntm) = 0 can be neatly expressed by these
generating series as
−
∂
∂z
Ksm(z) +mK
t
m(z) = 0.
2.2 A Heisenberg subalgebra d of g˜tor
The Lie algebra g˜tor has a Heisenberg subalgebra d with basis {sn∂log t, snd log t, d log s (n ∈
Z)}. In fact, if we set φn
def
= snd log t, φ∗n
def
= sn∂log t, and ℏ
def
= d log s, then we have
[φ∗m, φn] = mδm+n,0ℏ, [φm, φn] = [φ
∗
m, φ
∗
n] = [ℏ, d ] = 0.
The Heisenberg algebra d is degenerate in the sense that [φ∗0, φ0] = 0. We also note that
d commute with ĝs.
Next we realize the action of d on the space of polynomials
Fd
def
= C[yℓ, y2ℓ, y3ℓ, . . . ; y
∗
ℓ , y
∗
2ℓ, y
∗
3ℓ, . . . ]⊗ C[e
y0 , e−y0 ], vacd
def
= 1 ∈ Fd
where the action of d is defined by:
φm 7→
{
∂
∂y∗
mℓ
m > 0
−my−mℓ m ≤ 0
, φ∗m 7→
{
∂
∂ymℓ
m ≥ 0
−my∗−mℓ m < 0
, ℏ = id.
For convenience’ sake, we adopted rather peculiar notation for the variables ynℓ etc.
We define the generating series
φ(z)
def
=
∑
n∈Z
φnz
−n−1, φ∗(z)
def
=
∑
n∈Z
φ∗nz
−n−1,
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and for each m ∈ Z, the following vertex operators
Vm(z)
def
= exp
(
m
∑
n>0
ynℓz
n
)
emy0 exp
(
−m
∑
n>0
1
n
∂
∂y∗nℓ
z−n
)
. (2.4)
We also introduce the normal product :φ(z)Vm(z):
def
= φ(z)<0Vm(z) + Vm(z)φ(z)>0 where
φ(z)<0
def
=
∑
n<0 φnz
−n−1 and φ(z)>0
def
=
∑
n>0 φnz
−n−1.
We shall say a representation V of the affine Lie algebra ĝs is restricted if and only if
for all v ∈ V and X ∈ g, there exists N such that Xsn · v = 0 for ∀n > N. Now we can
state the following lemma due to Iohara et al. [14] and Berman-Billig [3].
Lemma 1 Let (V, π) be a restricted representation of ĝs such that d log s 7→ idV . Then
we can define the representation πtor of g˜tor on V ⊗Fd such that
Am(z) 7→ A
π(z)Vm(z), K
s
m(z) 7→ Vm(z),
Dtm(z) 7→ φ
∗(z)Vm(z), K
t
m(z) 7→ :φ(z)Vm(z) : ,
where A ∈ g, m ∈ Z and Aπ(z)
def
=
∑
n∈Z π(As
n)z−n−1.
2.3 Review on a representation of gl(∞) and its ℓ-reduction
In the subsection, we collect basic results on representation of gl(∞) which is used in the
sequel. One can find in the original paper [7] the proofs we omit. We shall mainly follow
the notation used in book [16].
Let the associative C-algebra A be generated by ψi, ψ
∗
i (i ∈ Z+
1
2
) with the relations:
ψiψj + ψjψi = ψ
∗
i ψ
∗
j + ψ
∗
jψ
∗
i = 0, ψ
∗
i ψj + ψjψ
∗
i = δi+j,0.
Consider a left A-module with a cyclic vector vacA satisfying
ψivacA = ψ
∗
i vacA = 0 for i > 0. (2.5)
This A-module AvacA is called the fermionic Fock space, which we denote by FA.
We define the following infinite formal Laurent series of the variable λ
ψ(λ)
def
=
∑
i∈Z+ 1
2
ψiλ
−i− 1
2 , ψ∗(λ)
def
=
∑
i∈Z+ 1
2
ψ∗i λ
−i− 1
2 ,
and the normal ordering of the following quadratic expression to be
: ψiψ
∗
j
def
=
{
ψiψ
∗
j if i < 0 or j > 0
−ψ∗jψi if i > 0 or j < 0
.
Consider the following set of infinite complex matrices{
A = (aij)i,j∈Z+ 1
2
∣∣∣ aij = 0 for |i− j| ≫ 0} .
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It forms a Lie algebra over C with the usual bracket [A,B]0
def
= AB −BA, which we shall
denote by gl(∞). We shall define the 2-cocycle ω on gl(∞) by :
ω(Eij, Ei′j′)
def
= δji′δij′(θ(j)− θ(i))
where Eij
def
= (δii′δjj′)i′,j′∈Z+ 1
2
is the matrix unit and θ is defined by θ(i)
def
= 1 if i > 0 and
θ(i)
def
= 0 if i < 0. Let us introduce the central extension gl(∞)
def
= gl(∞) ⊕ Cc with the
central element c and the bracket:
[A,B]
def
= [A,B]0 + ω(A,B)c, A,B ∈ gl(∞).
Lemma 2 [7] The map Eij 7→: ψ−iψ
∗
j :, c 7→ idFA defines the representation π∞ of gl(∞)
on the fermionic Fock space FA.
In terms of the generating series defined by
E(λ, µ)
def
=
∑
i,j∈Z+ 1
2
Eijλ
i− 1
2µ−j−
1
2 ,
the lemma has the equivalent expression
E(λ, µ) 7→:ψ(λ)ψ∗(µ): .
Fix an integer ℓ ≥ 2. Let A be a matrix (aij)i,j∈Z+ 1
2
in gl(∞).We assume the condition:
ai,j = ai+ℓ,j+ℓ for all i, j ∈ Z+
1
2
. (2.6)
Then we introduce, for each n ∈ Z, the ℓ× ℓ complex matrix by
An
def
=
(
ai+ 1
2
,j+ 1
2
+nℓ
)
0≤i,j≤ℓ−1
and define an ℓ× ℓ matrix of Laurent polynomial of the variable s∑
n∈Z
Ans
n.
Conversely, let
∑
nAns
n be a Laurent polynomial in glℓ[s
±1]. Then we associate the
ℓ-periodic infinite matrix in the following block form
∑
n
Ans
n 7→

. . .
. . .
. . .
. . .
. . .
. . . A0 A1 A2
. . .
. . . A−1 A0 A1
. . .
. . . A−2 A−1 A0
. . .
. . .
. . .
. . .
. . .
. . .

∈ gl(∞).
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Let us denote by ιℓ the above map, which is clearly injective. Let X, Y ∈ glℓ and consider
Xsm, Y sn (m,n ∈ Z) as elements of gl(∞). Then the commutation relation is given by
[Xsm, Y sn] = [X, Y ]sm+n +mδm+n,0tr(XY )c.
So, in particular, if we extend ιℓ to ŝlℓ = slℓ[s
±1]⊕ CKs by ιℓ(Ks)
def
= c, then it gives the
embedding ιℓ of Lie algebras ŝlℓ into gl(∞).
We shall describe a base of ιℓ(ŝlℓ) ∼= ŝlℓ for the later use.
Definition 1 For each ℓ-th root of unity ζ 6= 1, we define Eζn ∈ gl(∞) (n ∈ Z) by the
following series
E(λ, ζλ) =
∑
n∈Z
Eζnλ
−n−1.
It is easy to see that Eζn satisfies ℓ-periodic condition (2.6). If we shall regard E
ζ
n as an
element of glℓ[s
±1], then Eζn is traceless. Note that E
ζ
n is homogeneous of the principal
degree n, here by the principal degree of the matrix sneij in glℓ we mean j − i+ nℓ ∈ Z.
Example 1 For ℓ = 2, ζ = −1, we have
Eζ2i+1 =
(
0 si
−si+1 0
)
, Eζ2i =
(
−si 0
0 si
)
(i ∈ Z).
If we define Λn
def
=
∑
i∈Z+ 1
2
Ei,i+n(n ∈ Z \ {0}), then we have the following Heisenberg
relations
[Λm,Λn] = mδm+n,0c.
Proposition 1 The matrices Eζn (ζ
ℓ = 1, ζ 6= 0, n ∈ Z), Λn (n ∈ Z, n 6≡ 0 mod ℓ)
form a basis of slℓ[s
±1]. Therefore the representation π∞ ◦ ιℓ of ŝlℓ is given by∑
n∈Z
Eζnλ
−n−1 7→: ψ(λ)ψ∗(ζλ) : (ζℓ = 1, ζ 6= 1), (2.7)
Λn 7→
∑
i∈Z+ 1
2
: ψ−iψ
∗
i+n : (n ∈ Z, n 6≡ 0 mod ℓ), Ks 7→ id.
Proposition 2 If we identify Eζm,Λm with the elements of glℓ[s
±1], then we have
smEζn = E
ζ
n+mℓ, s
mΛn = Λn+mℓ. (2.8)
Note that the centralizer of Λℓ in gl(∞) coincide with ιℓ(ŝlℓ) + C1.
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Lemma 3 Let ΩA(λ)
def
= ψ(λ)⊗ψ∗(λ) be the operator on F torA
def
= FA⊗FA. Then we have[∮
λ=∞
λnℓΩA(λ)dλ, ŝlℓ
]
= 0 for ∀n ∈ Z.
Proof. We use the expression∮
λ=∞
λnℓΩA(λ)dλ =
∑
i∈Z+ 1
2
ψ−i ⊗ ψ
∗
i+nℓ. (2.9)
For A =
∑
i,j∈Z+ 1
2
aij :ψ−iψ
∗
j : that satisfy (2.6), we have
[A⊗ 1 + 1⊗ A,
∑
k
ψ−k ⊗ ψ
∗
k+nℓ]
=
∑
k
[A,ψ−k]⊗ ψ
∗
k+nℓ +
∑
k
ψ−k ⊗ [A,ψ
∗
k+nℓ]
=
∑
k
∑
j
ajkψ−j ⊗ ψ
∗
k+nℓ +
∑
k
ψ−k ⊗
∑
j
(−ak+nℓ,j)ψ
∗
j
=
∑
k,j
(aj,k−nℓ − aj+nℓ,k)ψ−j ⊗ ψ
∗
k = 0,
where we used (2.6) in the last line. Q.E.D.
2.4 Equation for the SLtor
ℓ
-orbit of the vacuum
Combining the results in the preceding subsection and Lemma 1, we have the represen-
tation of s˜l
tor
ℓ on the space F
tor
A
def
= FA ⊗Fd defined as π
tor
ℓ,A
def
= (ιℓ ◦ π∞)
tor. Now we are in
a position to define the following important operator:
ΩtorA (λ)
def
=
∑
m∈Z
ψ(λ)Vm(λ
ℓ)⊗ ψ∗(λ)V−m(λ
ℓ).
The operator satisfy the following property.
Lemma 4 We have[∮
λ=∞
λjℓΩtorA (λ)dλ, sl
tor
ℓ
]
= 0 for any j ∈ Z.
Here the contour integral is understood symbolically, namely, just to extract the coefficient
of λ−1 :
∮
λndλ/(2πi) = δn,−1.
Proof. We first note that the operator ΩtorA (λ) is the product of ΩA(λ) = ψ(λ)⊗ψ
∗(λ) and∑
m∈Z Vm(λ
ℓ)⊗ V−m(λ
ℓ) that commute with each other. In view of lemma 3 and the fact
that the latter operator is a series of λℓ, one can see the lemma above is valid. Q.E.D.
Let SLtorℓ denote a group of invertible linear transformations on F
tor
A generated by the
exponential action of the elements in slℓ ⊗ R acting locally nilpotently.
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Corollary 1 Let τ ∈ F torA be in the SL
tor
ℓ -orbit of vac
tor
A
def
= vacA ⊗ vacd. Then we have∮
λ=∞
λjℓΩtorA (λ) (τ ⊗ τ) dλ = 0 for ∀j ≥ 0. (2.10)
Proof. By the preceding Lemma, it suffices to show the equations above for τ = vactorA .
In fact, by the expressions (2.9) and (2.4), one can directly verify this. Q.E.D.
2.5 Bosonization
Here we present a summary of the boson-fermion correspondence, that says the space FA
can be identified with the space of polynomials
FB
def
= C[x1, x2, x3, . . . ]⊗ C[e
x0 , e−x0], vacB
def
= 1 ∈ FB.
To state the correspondence precisely, we introduce the charged vacua
vac
[n]
A
def
=

ψ∗
n+ 1
2
· · ·ψ∗
− 1
2
vacA n < 0
vacA n = 0
ψ−n+ 1
2
· · ·ψ− 1
2
vacA n > 0
.
Lemma 5 [7] There exists an unique linear isomorphism σ : FA → FB such that
σ(vac
[n]
A ) = vac
[n]
B , σΛmσ
−1 =
{
∂
∂xm
m > 0
−mx−m m < 0
,
where we set vac
[n]
B
def
= enx0 (n ∈ Z).
We introduce the vertex operators by
X(λ)
def
= exp
(
ξ(x, λ)
)
ex0λ∂x0 exp
(
−ξ(∂˜x, λ
−1)
)
,
X∗(λ)
def
= exp
(
−ξ(x, λ)
)
e−x0λ−∂x0 exp
(
ξ(∂˜x, λ
−1)
)
,
X(λ, µ)
def
= exp
(
ξ(x, λ)− ξ(x, µ)
)
λ∂x0µ−∂x0 exp
(
−ξ(∂˜x, λ
−1) + ξ(∂˜x, µ
−1)
)
where ∂˜x stands for (∂x1 ,
1
2
∂x2 ,
1
3
∂x3 , . . . ) and we set
ξ(x, λ)
def
=
∞∑
n=1
xnλ
n (2.11)
Then we have the following correspondences of operators:
σψ(λ)σ−1 = X(λ), σψ∗(λ)σ−1 = X∗(λ),
σ
(
: ψ(λ)ψ∗(µ) :
)
σ−1 =
1
λ− µ
(
X(λ, µ)− 1
)
,
where 1
λ−µ
stands for the series
∑∞
n=0 λ
−n−1µn.
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2.6 Hirota bilinear equation arising from toroidal Lie algebras
If we translate equation (2.10) into bosonic language, then it comes out a hierarchy of
Hirota bilinear equations. So let us introduce the following bosonic counterpart of operator
ΩtorA (λ)
ΩtorB (λ)
def
=
∑
m∈Z
X(λ)Vm(λ
ℓ)⊗X∗(λ)V−m(λ
ℓ) = (σ ⊗ id)ΩtorA (λ)(σ
−1 ⊗ id).
We define F torB
def
= FB ⊗ Fd and vac
tor
B
def
= vacB ⊗ vacd. To state next theorem, we define
the elementary Schur polynomials pn(x) (n = 0, 1, . . . ) by the generating series
∞∑
n=0
pn(x)λ
n = exp
(
∞∑
k=1
xkλ
k
)
,
here x stands for (x1, x2, x3, . . . ).
Notation We shall use the notation yˇ
def
= (yℓ, y2ℓ, . . . ), y
∗ def= (y∗ℓ , y
∗
2ℓ, . . . ), y
def
= y0, and
y = (y, yˇ) in the sequel of this paper.
Theorem 1 Let τ = τ(x,y) be in the SLtorℓ -orbit of vac
tor
B ∈ F
tor
B . Then τ satisfies the
bilinear equation:
∞∑
m,k=0
pm(2a)pm+kℓ+jℓ+1(−D˜x)pk((κ−Dy)b)e
〈a,Dx〉+〈b,Dyˇ 〉τ(x,y) · τ(x,y) = 0
for j ≥ 0 where a = (a1, a2, ...), b = (bℓ, b2ℓ, . . . ) and κ are indeterminates and
D˜x
def
= (Dx1 ,
Dx2
2
,
Dx3
3
, . . . ), 〈a,Dx〉
def
=
∞∑
n=1
anDxn, 〈b,Dyˇ〉
def
=
∞∑
n=1
bnℓDynℓ . (2.12)
Proof. By the bosonic realization, we shall identify F torB ⊗ F
tor
B with the following space
of polynomials
C[e±x
(i)
0 , e±y
(i)
0 , x(i)n , y
(i)
nℓ , y
∗(i)
nℓ (i = 1, 2, n = 1, 2, . . . )].
To convert equation (2.10) into bosonic language, we shall introduce new variables,
xn
def
=
1
2
(x(1)n − x
(2)
n ), xn
def
=
1
2
(x(1)n + x
(2)
n ) for n ≥ 0,
ynℓ
def
=
1
2
(y
(1)
nℓ − y
(2)
nℓ ), ynℓ
def
=
1
2
(y
(1)
nℓ + y
(2)
nℓ ) for n ≥ 0,
y∗nℓ
def
=
1
2
(y
∗(1)
nℓ − y
∗(2)
nℓ ), y
∗
nℓ
def
=
1
2
(y
∗(1)
nℓ + y
∗(2)
nℓ ) for n ≥ 1.
Then we obtain
X(λ)⊗X∗(λ) = exp
(
2
∞∑
n=1
xnλ
n
)
e2x0λ∂x0 exp
(
−
∞∑
n=1
1
n
∂
∂xn
λ−n
)
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and ∑
m∈Z
Vm(λ
ℓ)⊗ V−m(λ
ℓ)
=
∑
m∈Z
exp
(
2m
∞∑
n=1
ynℓλ
nℓ
)
e2my0 exp
(
−m
∞∑
n=1
1
n
∂
∂y∗nℓ
λ−nℓ
)
.
Using a lemma by Billig ([2], Proposition 3, see also [15]), we obtain the Hirota bilin-
ear equation. Here we made a reduction Dy∗
nℓ
= 0, since, by the construction of the
representation, τ in the orbit does not depend on the variables y∗nℓ. Q.E.D.
Remark.
1. By the construction of the representation, it is clear that our τ = τ(x,y) does not
depend on the variables xℓ, x2ℓ, . . . .
2. If we put bℓ = b2ℓ = · · · = 0, then equation (2.12) is reduced to
∞∑
m=0
pm(2a)pm+jℓ+1(−D˜x)e
〈a,Dx〉τ · τ = 0 (j ≥ 0)
This is known as bilinear equation for the ℓ-reduced KP hierarchy [7].
Example 2 Let ℓ = 2. From the coefficient of a3 for j = 0 , we have a equation:(
D4x − 4DxDt
)
τ · τ = 0, where x = x1, t = x3. (2.13)
This can be transformed into a non-linear equation
2ρxt =
1
2
ρxxxx + 3ρ
2
xx (2.14)
where we set ρ = log τ. Differentiating by x, we have the original KdV equation:
ut =
1
4
uxxx +
3
2
uux, u
def
= 2ρxx. (2.15)
Example 3 Let ℓ = 2. The coefficient of b2 in (2.12) for j = 0 gives an equation(
1
6
Dy0D
3
x1 +
1
3
Dy0Dx3 −Dx1Dy2
)
τ · τ = 0. (2.16)
Equation (2.16) times 6 is nothing but (1.3) with y0 = y, x1 = x, y2 = z, x3 = t.
We shall use the following formulae of the logarithmic transformations:
Dx
3Dyτ · τ
τ 2
= 12ρxxρxy + 2ρxxxy,
DxDyτ · τ
τ 2
= 2ρxy, (2.17)
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where ρ
def
= log τ. These allows us to write equation (2.16) as a non-linear equation:
2ρxy2 = 2ρxxρxy +
1
3
ρxxxy +
2
3
ρyt. (2.18)
Example 4 Let us derive Bogoyavlensky’s 2+1-dimensional equation by our hierarchy
of Hirota equations. We differentiate (2.18) by x to give:
2ρxxy2 = 2(ρxxρxy)x +
1
3
ρxxxxy +
2
3
ρxyt (2.19)
= 2ρxxxρxy + 2ρxxρxxy +
1
3
ρxxxxy +
1
3
(
1
2
ρxxxx + 3ρ
2
xx
)
y
(2.20)
=
1
2
ρxxxxy + 2ρxxxρxy + 4ρxxρxxy. (2.21)
We have used equation (2.15) in the second line. Putting u = 2ρxx, it reads
uy2 =
1
4
uxxy +
1
2
(∂−1x uy)ux + uuy, (2.22)
where we interpret ∂−1x uy as 2ρxy. After the simple scale transformation ∂x = 2∂x′, ∂y2 =
−∂y′2 , u = −4u
′, (2.22) coincide with (1.22) in Chap. II in [4].
Example 5 Let ℓ = 3. There is a non-trivial equation of degree 4 unique up to scaler,
which is not in the 3-reduced KP hierarchy (the Boussinesq hierarchy), i.e.(
4Dx1Dy3 −Dy0Dx4 −Dy0D
2
x1
Dx2
)
τ · τ = 0. (2.23)
For instance, this arises from the coefficient of b3 in (2.12) for j = 0. Introducing ρ = log τ ,
we can rewrite (2.23) as a non-linear equation:
4ρx1y3 − ρy0x4 − ρy0x1x1x2 − 4ρy0x1ρx1x2 − 2ρy0x2ρx1x1 = 0. (2.24)
3 Lax formalism of Bogoyavlensky hierarchy
3.1 Formal pseudo-differential operators
The Lax formalism of the KP hierarchy is described in the language of formal pseudo-
differential operators (PsDO for short) on a line. An affine coordinate x of this line is to
be identified with the first variable x1 in the bosonization of free fermions in the previous
section. Let ∂x denote the derivation ∂/∂x. In an abstract setting, one can take an
arbitrary ring with a derivation ∂ (namely, a differential ring); we shall rather naively
consider, e.g., the ring of formal power series of x.
A formal PsDO is a formal linear combination, A =
∑
n an∂
n
x , of integer powers of ∂x
with coefficients an = an(x) that depend on x. The index n ranges over all integers with
an upper bound N . The least upper bound is called the order of this PsDO. The first
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non-vanishing coefficient aN is called the leading coefficient. If the leading coefficient is
equal to 1, the PsDO is said to be monic. It is convenient to use the following notation:
(A)≥k
def
=
∑
n≥k
an∂
n
x ,
(A)≤k
def
=
∑
n≤k
an∂
n
x ,
(A)k
def
= ak.
Addition and multiplication (or composition) of two PsDO’s are defined as follows.
Addition of two PsDO’s is an obvious operation, namely, the term wise sum of the coef-
ficients. Multiplication is defined by extrapolating the Leibniz rule
∂nx ◦ f =
∑
k≥0
(
n
k
)
f (k)∂n−kx ,
to the case where n is negative. Here “◦” stands for composition of two operators, and
f (k) the k-th derivative ∂kf/∂xk of f . More explicitly, the product C = A ◦ B of two
PsDO’s A =
∑
n an∂
n
x and B =
∑
n bn∂
n
x is given by
C =
∑
m,n,k
(
m
k
)
a(k)m bn∂
m+n−k
x .
Note that the n-th order coefficient cn = (C)n is the sum of a finite number of terms. We
shall frequently write AB rather than A ◦B if it does not cause confusion.
Another important operation is the formal adjoint A 7→ A∗:
A =
∑
n
an∂
n
x 7−→ A
∗ =
∑
n
(−∂x)
n ◦ an.
This is an anti-homomorphism, namely, for any pair A,B of PsDO’s,
(AB)∗ = B∗A∗.
Any PsDO A =
∑
n≤N an∂
n
x with an invertible leading coefficient aN has an inverse
PsDO. In particular, a monic PsDO is invertible.
3.2 KP hierarchy and its ℓ-reductions
The standard Lax formalism of the KP hierarchy uses a monic first order PsDO (the Lax
operator) of the form
L
def
= ∂x +
∞∑
n=1
gn+1∂
−n
x .
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The hierarchy is defined by the Lax equations
∂L
∂xn
= [Bn, L]
with an infinite number of time variables x = (x1, x2, . . . ). The Zakharov-Shabat operators
Bn are given by
Bn
def
= (Ln)≥0.
We identify x1 with x, namely x1 = x. This is consistent with the first Lax equation
∂Ψ(λ)
∂x1
= [∂x,Ψ(λ)] =
∂Ψ(λ)
∂x
.
These Lax equations are associated with the linear equations
LΨ(λ) = λΨ(λ),
∂Ψ(λ)
∂xn
= BnΨ(λ).
Here Ψ(λ) (the “wave function”) is understood to be a function of both x and λ, Ψ(λ) =
Ψ(x, λ), though we shall frequently omit writing x explicitly. The Lax equations ensure
the existence of a non-vanishing solution of the above linear equations. Of particular
importance is a solution (called the formal Baker-Akhiezer function) of the form
Ψ(λ)
def
=
(
1 +
∞∑
n=1
wnλ
−n
)
eξ(λ),
where the first factor is generally a formal Laurent series with variable coefficients wn =
wn(x), and ξ(λ) is given by
ξ(λ)
def
=
∞∑
n=1
xnλ
n.
The exponential factor is the same thing that we have encountered in the bosonization of
free fermions. One can make sense of the action of PsDO’s on Ψ(λ) by simply extrapo-
lating the derivation rule
∂nxe
ξ(λ) = λneξ(λ)
to negative powers of ∂x.
Let us now introduce the Wilson-Sato operator
W
def
= 1 +
∞∑
n=1
wn∂
−n
x .
This enables us to express the formal Baker-Akhiezer function as:
Ψ(λ) = Weξ(λ). (3.1)
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The linear equations for Ψ(λ) can now be converted to the equations
L = W∂xW
−1,
∂W
∂xn
= BnW −W∂
n
x (3.2)
forW . The first equation shows the relation between the Lax operator L and the Wilson-
Sato operator W (note that W is monic, hence invertible.) In particular, the Zakharov-
Shabat operators can be written
Bn =
(
W∂nxW
−1
)
≥0
.
If one substitutes the Zakharov-Shabat operators in the second equation for W by this
expression, the outcome is the equation
∂W
∂xn
=
(
W∂nxW
−1
)
≥0
W −W∂nx = −
(
W∂nxW
−1
)
≤−1
W.
Note that this is a nonlinear system of evolution equations for the coefficients wn. This is a
master equation of the KP hierarchy; the Lax equations can be derived from this nonlinear
system via aforementioned relation (3.2) between L and W . It is this nonlinear system
that Sato linearized on an infinite dimensional Grassmann manifold (Sato’s universal
Grassmannian) [26, 28].
The ℓ-reduced hierarchy (the ℓ-KdV hierarchy) is defined by the constraint
(Lℓ)≤−1 = 0. (3.3)
The constraint means that Lℓ be a differential operator, i.e.,
P
def
= Lℓ = ∂ℓx + u2∂
ℓ−2
x + . . .+ uℓ.
This constraint is preserved under time evolutions, because the associated Lax equations
∂P
∂xn
=
[
(P n/ℓ)≥0, P
]
,
for P become a closed system of unconstrained evolution equations for the coefficients
u2, . . . , uℓ of P . The time evolutions in xℓ, x2ℓ, . . . are trivial,
∂P
∂xnℓ
= [P n, P ] = 0,
and, in turn, give rise to an eigenvalue problem,
PΨ(λ) = λℓΨ(λ).
The other time evolutions can be interpreted as isospectral deformations of this eigenvalue
problem. In the case where ℓ = 2, this is exactly the well known characterization of the
KdV hierarchy.
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3.3 Heuristic Introduction of Bogoyavlensky hierarchy
We here present a heuristic consideration that leads to a hierarchy of higher evolution
equations for the Bogoyavlensky equation.
The point of departure is the Lax representation
∂P
∂z
= [P∂y + C, P ] = P
∂P
∂y
+ [C, P ]
mentioned in Introduction (1.4). Here P is the Lax operator ∂2x + p of the KdV equation
and C is a first order differential operator. This Lax equation is associated with the linear
equations
PΨ(λ) = λ2Ψ(λ),
∂Ψ(λ)
∂z
= (P∂y + C)Ψ(λ).
Note that the second linear equation can be rewritten
∂Ψ(λ)
∂z
= (λ2∂y + A)Ψ(λ),
where
A
def
= C −
∂P
∂y
.
Furthermore, if we assume the existence of the Wilson-Sato operator W with which Ψ(λ)
takes the form
Ψ(λ) =Weξ(λ), ξ(λ) = xλ+ · · · ,
the time evolution of W is determined by the equation
∂W
∂z
= P
∂W
∂y
+ CW
= P [∂y,W ] + CW
= (P∂y + C)W −W∂
2
x∂y.
We have used the identity PW =W∂2x in the last two lines.
If one compares the last equation with the equations in the KP hierarchy, one will
soon notice that the role of ∂nx is now played by ∂
2
x∂y. The (two-dimensional!) differential
operator P∂y + C should be a counterpart of Bn’s. A natural generalization of this
observation is to consider the higher order operators ∂2nx ∂y, n = 1, 2, . . . . The associated
evolution equations, with “time variables” y2(= z), y4, . . . , will accordingly take such a
form as
∂W
∂y2n
= D2nW −W∂
2n
x ∂y
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where D2n is a two-dimensional differential operator in x and y. In fact, one can specify
D2n in more detail: This equation can be rewritten
∂W
∂y2n
= (D2n − P
n∂y)W + P
n∂W
∂y
,
and this implies that D2n − P
n∂y is a differential operator in x only, which we call C2n:
D2n = P
n∂y + C2n.
We are thus led to the evolution equations
∂W
∂y2n
= (P n∂y + C2n)W −W∂
2n
x ∂y
= P n
∂W
∂y
+ C2nW.
Just like the Zakharov-Shabat operators Bn of the KP hierarchy, the differential operator
C2n is uniquely determined by the evolution equation itself:
C2n =
(
∂W
∂y2n
W−1 − P n
∂W
∂y
W−1
)
≥0
= −
(
P n
∂W
∂y
W−1
)
≥0
.
Therefore the evolution equation of W can be rewritten
∂W
∂y2n
=
(
P n
∂W
∂y
W−1
)
≤−1
W.
These equations, along with the aforementioned evolution equations in x2n+1’s, give a
nonlinear system of evolution equations for the coefficients wn of W . We call this system
the Bogoyavlensky hierarchy or, more precisely, the Bogoyavlensky-KdV hierarchy .
The spatial variable y may be identified with the zero-th time variable y0, because the
corresponding operator C0 is equal to zero so that the evolution equation for W reduces
to
∂W
∂y0
=
∂W
∂y
.
It is straightforward to write down the associated linear equations. They take two
equivalent (but apparently different) forms. One expression is a direct consequence of the
evolution equation of W :
∂Ψ(λ)
∂y2n
= (P n∂y + C2n)Ψ(λ).
Another expression is the following:
∂Ψ(λ)
∂y2n
= (λ2n∂y + A2n)Ψ(λ),
where
A2n
def
= C2n −
∂P n
∂y
.
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3.4 Lax equations of Bogoyavlensky hierarchy
Let us derive Lax equations of the Bogoyavlensky hierarchy. To this end, we introduce
the PsDO
Q
def
=
∂W
∂y
W−1
as the second Lax operator. This operator, just like P = W ◦ ∂2x ◦ W
−1, is related to
conjugation by the Wilson-Sato operator:
∂y −Q =W ◦ ∂y ◦W
−1.
The commutation relation [∂y, ∂
2
x] = 0 thereby implies the commutation relation
[Q− ∂y, P ] = 0
or, equivalently,
∂P
∂y
= [Q,P ].
Note that this relation itself takes the form of a Lax equation.
These operators have already appeared in the aforementioned differential operators
C2n and A2n. C2n can be indeed written
C2n = −(P
nQ)≥0.
Moreover, using the Lax-type equation
∂P n
∂y
= [Q,P n]
(which is a consequence of the commutation relations of P and Q), one can confirm that
A2n can be written
A2n = −(QP
n)≥0.
Having these operators, we can now write down Lax equations of the Bogoyavlensky
hierarchy:
Proposition 3 The operators P and Q satisfy the equations
[∂x2n+1 −B2n+1, P ] = 0, [∂x2n+1 −B2n+1, Q− ∂y] = 0,
[∂y2n − P
n∂y − C2n, P ] = 0, [∂y2n − P
n∂y − C2n, Q− ∂y] = 0,
or, equivalently,
∂P
∂x2n+1
= [B2n+1, P ],
∂Q
∂x2n+1
=
∂B2n+1
∂y
+ [B2n+1, Q],
∂P
∂y2n
= P n
∂P
∂y
+ [C2n, P ],
∂Q
∂y2n
= P n
∂Q
∂y
+
∂C2n
∂y
+ [C2n, Q].
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Proof. Let us prove the equations for the y2n-derivatives; the proof of the other equations
are parallel and even simpler. First, differentiating P =W∂2xW
−1 gives
∂P
∂y2n
=
∂W
∂y2n
∂2xW
−1 −W∂2xW
−1 ∂W
∂y2n
W−1
=
[
∂W
∂y2n
W−1, P
]
.
We can now use the evolution equations
∂W
∂y2n
= P nQW + C2nW
and the commutation relation [Q,P ] = ∂P/∂y, and find that
∂P
∂y2n
= [P nQ+ C2n, P ]
= P n
∂Q
∂y
+ [C2n, P ].
Similarly, from the identity Q− ∂y = −W∂yW
−1,
∂Q
∂y2n
=
[
∂W
∂y2n
W−1, Q− ∂y
]
= [P nQ + C2n, Q− ∂y]
= [P n, Q]Q +
∂P nQ
∂y
+
∂C2n
∂y
+ [C2n, Q]
= [P n, Q]Q +
∂P n
∂y
Q+ P n
∂Q
∂y
+
∂C2n
∂y
+ [C2n, Q].
The first two terms in the last line cancel each other, again because of the commutation
relation of Q and P . This completes the proof. Q.E.D.
3.5 Formulation of ℓ-Bogoyavlensky hierarchy
We are now in a position to formulate the ℓ-Bogoyavlensky hierarchy for a general value
of ℓ ≥ 2. This hierarchy is an extension of the ℓ-reduced KP hierarchy with additional
independent variables y = (y, yˇ), where y = y0 and yˇ = (yℓ, y2ℓ, . . . ). The coefficients wn
of the Wilson-Sato operator
W
def
= 1 +
∞∑
n=1
wn∂
−n
x
are understood to be functions of these variables also, wn = wn(x,y). Assume that W
satisfy the ℓ-reduced constraints, cf.(3.3):(
W∂ℓxW
−1
)
≤−1
= 0,
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and define the differential operator
P
def
= W∂ℓxW
−1.
• The most fundamental part of this hierarchy is the evolution equations
∂W
∂xn
= −
(
W∂nxW
−1
)
≤−1
W,
∂W
∂ynℓ
=
(
W∂nℓx W
−1∂W
∂y
W−1
)
≤−1
W.
of W . These equations can also be written
∂W
∂xn
= BnW −W∂
n
x , (3.4)
∂W
∂ynℓ
= W∂nℓx W
−1∂W
∂y
+ CnℓW (3.5)
= (W∂nℓx W
−1∂y + Cnℓ)W −W∂
nℓ
x ∂y,
where Bn and Cnℓ are differential operators defined by
Bn
def
=
(
W∂nxW
−1
)
≥0
,
Cnℓ
def
= −
(
W∂nℓx W
−1∂W
∂y
W−1
)
≥0
. (3.6)
• The evolution equations of W in ynℓ’s can also be rewritten
∂W
∂ynℓ
=
∂W
∂y
∂nℓx + AnℓW,
where
Anℓ
def
= −(QP n)≥0 = Cnℓ −
∂P n
∂y
. (3.7)
• Lax equations of this hierarchy are described by P and the following PsDO:
Q
def
=
∂W
∂y
W−1.
They satisfy the commutation relation
[Q,P ] =
∂P
∂y
.
Bn and Cnℓ can now be expressed as
Bn = (P
n/ℓ)≥0, Cnℓ = −(P
nQ)≥0.
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P and Q satisfy the Lax equations:
∂P
∂xn
= [Bn, P ],
∂Q
∂xn
=
∂Bn
∂y
+ [Bn, Q],
∂P
∂ynℓ
= P n
∂P
∂y
+ [Cnℓ, P ],
∂Q
∂ynℓ
= P n
∂Q
∂y
+
∂Cnℓ
∂y
+ [Cnℓ, Q].
• The formal Baker-Akhiezer function
Ψ(λ)
def
= Weξ(λ) (3.8)
satisfies the linear equations
PΨ(λ) = λℓΨ(λ), QΨ(λ) =
∂Ψ(λ)
∂y
,
∂Ψ(λ)
∂xn
= BnΨ(λ),
∂Ψ(λ)
∂ynℓ
= (P n∂y + Cnℓ)Ψ(λ). (3.9)
The last equation can also be written
∂Ψ(λ)
∂ynℓ
=
(
λnℓ∂y + Anℓ
)
Ψ(λ). (3.10)
Example 6 Let us consider the case ℓ = 2. The Lax operator has the form P = ∂2x+u
where u = −2w1x. We can write down C2 = A2 +
∂P
∂y
as follows:
C2 = c1∂x + c2, c1 = −w1y, c2 = w1yw1 − w2y − 2w1xy. (3.11)
The evolution equation with respect to y2 reads
∂P
∂y2
= P
∂P
∂y
+ [C2, P ]. (3.12)
One can calculate the right-hand side of (3.12) as follows:
P
∂P
∂y
+ [C2, P ] (3.13)
= (2uxy − c1xx − 2c2x)∂x + uxxy + uuy + c1ux − c2xx, (3.14)
where the coefficients of ∂2x cancel trivially because u = −2w1x.
Here we use the following relation which is a direct consequence of the 2-reduced
condition
w1xx + 2w2x − 2w1w1x = 0. (3.15)
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Using this, we now have c2x = −
3
2
w1xxy. This finally leads to
∂u
∂y2
=
1
4
uxxy + vux + uuy where v
def
= −w1y. (3.16)
Caution! The expression w2x, for example, does not mean ∂
2
xw but ∂xw2.
Example 7 We shall demonstrate the third order flow y3 in case of ℓ = 3. The Lax
operator P = ∂3x + U∂x + V is given as:
U = −3w1x, V = −3w1xx − 3w2x + 3w1w1x. (3.17)
Operator C3 = c1∂
2
x + c2∂x + c3 is given explicitly as:
c1 = −w1y, c2 = w1yw1 − w2y − 3w1xy, (3.18)
c3 = −w3y − w1yw
2
1 + w1(w2y + 3w1xy) + w1y(w2 + 5w1x)− 3w1xxy − 3w2xy.(3.19)
Now we recall the 3-reduced condition. In particular, the coefficient of ∂−1x in W∂
3
xW
−1
should vanish identically. This condition is written as:
w3x = −
1
3
w1xxx − w2xx + w
2
1x + w1xw2 + w1w1xx + w1w2x − w1xw
2
1. (3.20)
Using (3.17),(3.18), and (3.19), it is simple to see that the right-hand side of evolution
equation,
∂y3P = P
∂P
∂y
+ [C3, P ], (3.21)
is of order at most two. To verify that the right-hand side is actually of first order, we
eliminate w3 by using equation (3.20). Thus, it should be emphasized that the 3-reduced
condition is crucial to introduce flow y3 by (3.21).
After eliminating w3, we have the following explicit forms of evolution equations:
∂y3U = 6w1yw2xx − w1xxxxy + 9w1xyw2x − 2w2xxxy − 12w1yw
2
1x − 15w1xyw1w1x
+6w1xw2xy − 9w1yw1w1xx + 12w1xyw1xx + 9w1xxyw1x + 2w1w1xxxy
+5w1yw1xxx + 3w1xxw2y,
∂y3V = −9w1xyw
2
1x − 18w1xyw1w1xx + 3w1xxxw2y + 3w1xw2xxy − 3w
2
1xw2y
−15w1yw1xw1xx + 9w1xyw2xx + 9w1xxyw2x − 12w1xxyw1w1x
+3w1yw2xxx − 6w1yw1w1xxx + 2w1yw1xxxx + 7w1xyw1xxx + 9w1xxyw1xx
+3w1xxxyw1x + 9w1xxw2xy − 3w2yw1w1xx + 12w1yw1w
2
1x + 3w1yw
2
1w1xx
−9w2xw1w1xy + 9w2xw2xy + 3w2yw2xx − 9w2xw1yw1x − 3w1yw1w2xx
−9w1w1xw2xy + 9w
2
1w1xw1xy − w2xxxxy −
1
3
w1xxxxxy + w1w1xxxxy.
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3.6 Explicit forms of operators An
We give a supplementary discussion on the forms of differential operators An. The dif-
ferential operators Anℓ and Cnℓ are written in terms of W (3.7),(3.6) and hence in the
coefficients wi’s of W. In particular, we have
An =
n∑
i=1
a
(n)
i ∂
n−i
x = −
(
∂W
∂y
∂nxW
−1
)
≥0
.
Here we shall recursively determine the coefficients a
(n)
i . If we cast Ψ(λ) = We
ξ(λ) into
linear equation (3.10), then we obtain
∂W
∂yn
=
n∑
i=1
a
(n)
i (∂x + λ)
n−iW + λn
∂W
∂y
.
Taking the polynomial part of the equation above with respect to λ, we obtain
n∑
i=1
a
(n)
i (∂x + λ)
n−i
(
n∑
j=0
wjλ
−j
)
+
n∑
j=1
(∂ywj)λ
n−j = 0, w0
def
= 1.
Equating coefficients of λn−1 in the equation above, we obtain a
(n)
1 = −∂yw1. Moreover, if
a
(1)
1 , . . . , a
(n)
i−1 are already known, then a
(n)
i can be uniquely determined by the coefficients
of λn−i. In particular, we have a
(n)
2 = w1∂yw1 − ∂yw2. Note that a
(n)
i is a differential
polynomial of w1, . . . , wi with respect to ∂x and ∂y.
Example 8 For any n we have a
(n)
1 = −w1y, a
(n)
2 = w1yw1 − w2y. We shall give the
formulae for n ≤ 5:
a
(3)
3 = −w3y − w1yw
2
1 + w1w2y + w1yw2 + 2w1yw1x,
a
(4)
3 = w1w2y − w1yw
2
1 + 3w1yw1x − w3y + w1yw2,
a
(4)
4 = −w4y − w
2
1w2y + w1yw
3
1 − 5w1xw1yw1 + w1w3y − 2w2w1yw1
+w2w2y + 2w1xw2y + w1yw3 + 3w1yw2x + 3w1yw1xx,
a
(5)
3 = −w1yw
2
1 + w1w2y − w3y + 4w1yw1x + w1yw2,
a
(5)
4 = 6w1yw1xx + w1yw
3
1 − w
2
1w2y + w1w3y − 7w1xw1yw1 − 2w2w1yw1 (3.22)
+3w1xw2y + w2w2y − w4y + 4w1yw2x + w1yw3,
a
(5)
5 = −w5y + w1yw4 + w3w2y + 3w1xxw2y + 3w2xw2y + 4w1yw1xxx + 3w2w1yw
2
1
−2w2w1w2y − 6w2w1yw1x + 9w1xw1yw
2
1 − 5w1xw1w2y − 2w3w1yw1 − 9w1xxw1yw1
−7w2xw1yw1 + 6w1yw2xx + 4w1yw3x + w2w3y − w1yw
2
2 + 2w1xw3y − 8w1yw
2
1x
−w1yw
4
1 + w
3
1w2y − w
2
1w3y + w1w4y. (3.23)
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4 Reproducing bilinear equations in Lax formalism
4.1 Dual formal Baker-Akhiezer function
We define the dual Ψ∗(λ) of the formal Baker-Akhiezer function Ψ(λ) as follows:
Ψ∗(λ)
def
= W ∗−1e−ξ(λ).
Proposition 4 Ψ∗(λ) satisfies the linear equations
P ∗Ψ(λ) = λℓΨ∗(λ), Q∗Ψ(λ) = −
∂Ψ∗(λ)
∂y
,
∂Ψ∗(λ)
∂xn
= −B∗nΨ
∗(λ),
∂Ψ∗(λ)
∂ynℓ
= (P ∗n∂y −Anℓ) Ψ
∗(λ).
The last equation can also be written
∂Ψ∗(λ)
∂ynℓ
=
(
λnℓ∂y − C
∗
nℓ
)
Ψ∗(λ).
Proof. The first and second equations are immediate from the operator relations
P ∗W ∗−1 = −W ∗−1∂x,
Q∗W ∗−1 = W ∗−1
∂W
∂y
W ∗−1 = −
∂W ∗−1
∂y
.
The third equation can be derived as follows:
∂W ∗−1
∂xn
= −W ∗−1
∂W ∗
∂xn
W ∗−1
= −W ∗−1 (BnW −W∂
n
x )
∗W ∗−1
= −B∗nW
∗−1 +W ∗−1(−∂x)
n.
Similarly,
∂W ∗−1
∂ynℓ
= −W ∗−1
∂W ∗
∂ynℓ
W ∗−1
= −W ∗−1
(
P n
∂W
∂ynℓ
+ CnℓW
)∗
W ∗−1
=
∂W−1
∂y
(−∂x)
nℓ − CnℓW
∗−1,
which implies the fourth equation. The last equation can be readily derived from the
fourth equation. Q.E.D.
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4.2 Residue formula of product of PsDO’s
The following lemma [19, 7] is a clue for deriving the bilinear equation that Ψ(λ) and
Ψ∗(λ) satisfy.
Lemma 6 For any pair A,B of PsDO’s and non-negative integer j,
1
2πi
∮
λ=∞
(
∂jxAe
xλ
) (
Be−xλ
)
dλ = (−1)j+1(BA∗)−j−1.
In particular, if A and B are PsDO’s of zero-th order of the form A = a0 + O(∂
−1
x ) and
B = b0 +O(∂
−1
x ),
BA∗ = b0a0 ⇐⇒ (∀j ≥ 0)
∮
λ=∞
(
∂jxAe
xλ
) (
Be−xλ
)
dλ = 0.
Proof. Let A and B be written A =
∑
n an∂
n
x and B =
∑
n bn∂
n
x . Since
∂jx ◦ A =
∑
m
∑
k≥0
(
j
k
)
a(k)m ∂
j+m−k
x ,
the contour integral can be calculated as:
1
2πi
∮
λ=∞
(
∂kxAe
xλ
) (
Be−xλ
)
dλ
=
1
2πi
∮
λ=∞
∑
j,k
(
j
k
)
a(k)m λ
j+m−k ·
∑
n
bn(−λ)
ndλ
=
∑
k−m−n−1=j
(
j
k
)
(−1)na(k)m bn.
On the other hand,
BA∗ =
∑
m,n
bn∂
n
x (−∂x)
m ◦ am
=
∑
m,n,k
(
m+ n
k
)
(−1)ma(k)m ∂
m+n−k
x
=
∑
m,n,k
(
k −m− n− 1
k
)
(−1)k−ma(k)m bn∂
m+n−k
x
=
∑
j
∑
k−m−n−1=j
(
j
k
)
(−1)na(k)m bn(−∂x)
−j−1.
Therefore the coefficient of ∂−j−1x coincides with the countour integral. The lemma is thus
proven. Q.E.D.
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4.3 Bilinearization of linear equations
Let us slightly change the notation, namely, we make explicit the functional dependence
on x and y, e.g., Ψ(x,y, λ), Ψ∗(x,y, λ) and ξ(x, λ) stand for Ψ(λ), Ψ∗(λ) and ξ(λ) in the
previous notation.
We now apply Lemma 6 to the case where A = W and B = W ∗−1. This eventually
leads to a bilinear equation for Ψ(x,y, λ) and Ψ∗(x,y, λ) as follows:
1. By the lemma applied to A =W and B =W ∗−1 gives the bilinear identities∮
λ=∞
(
∂jxΨ(x,y, λ)
)
Ψ∗(x,y, λ)dλ = 0
for j ≥ 0 (note that x2λ
2 + x3λ
3 + · · · in e±ξ(x,λ) cancel out). Thus, we have∮
λ=∞
(
RΨ(x,y, λ)
)
Ψ∗(x,y, λ)dλ = 0
for any differential operator R =
∑
n≥0 rn(x,y)∂
n
x in x.
2. Iteration of the evolution equation of Ψ(x,y, λ) gives rise to higher order equations
of the form
∂α1x1 ∂
α2
x2 · · ·Ψ(x,y, λ) = Bα1,α2,...Ψ(x,y, λ)
for α1, α2, . . . ≥ 0, Bα1,α2,... being a differential operator in x.
3. Combining these equations with the last bilinear identity, we obtain the bilinear
equations ∮
λ=∞
(
∂α1x1 ∂
α2
x2
· · ·Ψ(x,y, λ)
)
Ψ∗(x,y, λ)dλ = 0
for α1, α2, . . . ≥ 0.
4. These bilinear equations can be cast into a generating function: Introduce an infinite
number of new variables a = (a1, a2, . . . ) , and sum up the bilinear equations over
α1, α2, . . . ≥ 0 with the weight a
α1
1 a
α2
2 · · · /α1!α2! · · · . The outcome is a single bilinear
equation of the form ∮
λ=∞
Ψ(x + a,y, λ)Ψ∗(x,y, λ)dλ = 0.
5. Finally, rewriting x + a to x′, we obtain the bilinear identity∮
λ=∞
Ψ(x′, y, λ)Ψ∗(x,y, λ)dλ = 0.
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Remark. Note that the status of xℓ, x2ℓ, . . . are somewhat different from others: Since
wn do not depend on these variables, they can appear in e
±ξ(x,λ) only. The net effect of
these variables is thereby insertion of the exponential factor
exp
( ∞∑
n=1
(x′nℓ − xnℓ)λ
nℓ
)
in the contour integral of the bilinear equations. Therefore the last bilinear equation can
be further reduced to the bilinear equations∮
λ=∞
λjℓΨ(x′, y, λ)Ψ∗(x,y, λ)|x′
ℓ
=x′2ℓ=···=xℓ=x2ℓ=···=0
dλ = 0
for j ≥ 0.
This is not the end of the story. What we have done is simply to bilinearize the KP-like
part of the ℓ-Bogoyavlensky hierarchy. The other evolution equations ynℓ’s still remain to
be bilinearized.
Bilinearization of the evolution equations in ynℓ’s can be achieved by the following
steps, which are almost parallel to the previous calculations:
1. We rewrite the evolution equations as
(∂ynℓ − λ
nℓ∂y)Ψ(x,y, λ) = AnℓΨ(x,y, λ)
and again do iteration. This yields the higher order equations
(∂yℓ − λ
ℓ∂y)
β1(∂y2ℓ − λ
2ℓ∂y)
β2 · · ·Ψ(x,y, λ)
= Aβ1,β2,...Ψ(x,y, λ)
for β1, β2, . . . ≥ 0, Aβ1,β2,... being a differential operator in x.
2. Combining these equations with the bilinear equations that we have derived above,
we now obtain the bilinear equations∮
λ=∞
(
(∂yℓ − λ
ℓ∂y)
β1(∂y2ℓ − λ
2ℓ∂y)
β2 · · ·Ψ(x′, y, λ)
)
× Ψ∗(x,y, λ)dλ = 0.
3. Introduce new variables b = (bℓ, b2ℓ, . . . ) and sum up the bilinear identities over
β1, β2, . . . ≥ 0 with the weight b
β1
ℓ b
β2
2ℓ · · · /β1!β2! · · · . This sum contains power series
of ∂ynℓ − λ
nℓ∂y, which is essentially an exponential:
∑
β≥0
bβ
β!
∞∏
n=1
(∂ynℓ − λ
nℓ∂y)
βn = exp
( ∞∑
n=1
bnℓ(∂ynℓ − λ
nℓ∂y)
)
.
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The action of this exponential operator can be easily understood by the obvious
identity
exp
( ∞∑
n=1
bnℓ(∂ynℓ − λ
nℓ∂y)
)
f(y, yˇ) = f
(
y −
∞∑
n=1
bnℓλ
nℓ, yˇ + b
)
that holds true for any function f(y, yˇ). We thus obtain the bilinear identity∮
λ=∞
Ψ
(
x′, y − η(b, λ), yˇ + b, λ
)
Ψ∗(x,y, λ)dλ = 0,
where for indeterminates b = (bℓ, b2ℓ, . . . ) we set
η(b, λ)
def
=
∞∑
n=1
bnℓλ
nℓ. (4.1)
4. These calculations can be repeated, now starting with the linear equations for
Ψ∗(x,y, λ). This yields a bilinear equation with the variables y = (y, yˇ) in Ψ∗
being shifted as
(y, yˇ) −→
(
y − η(c, λ), yˇ + c
)
where c = (cℓ, c2ℓ, . . . ) are newly introduced variables.
We thus eventually find the following result:
Theorem 2 The formal Baker-Akhiezer functions Ψ(x,y, λ) and Ψ∗(x,y, λ) satisfy the
bilinear equation ∮
λ=∞
Ψ
(
x′, y − η(b, λ), yˇ + b, λ
)
× Ψ∗
(
x, y − η(c, λ), yˇ + c, λ
)
dλ = 0. (4.2)
Here x, x′, y, b and c are understood to be independent variables.
Remark.
1. Conversely, one can reproduce the evolution equations ofW etc. from these bilinear
equations.
2. The preceding remark on the status of xℓ, x2ℓ, . . . also applies to this bilinear equa-
tion. Thus the bilinear equation holds true if any nonnegative power of λℓ is inserted.
Accordingly, by taking a linear combination of those equations, one eventually ob-
tains the slightly generalized (but actually equivalent) form∮
λ=∞
f(λℓ)Ψ
(
x′, y − η(b, λ), yˇ + b, λ
)
× Ψ∗
(
x, y − η(c, λ), yˇ + c, λ
)
dλ = 0.
of the bilinear equation that holds for any power series f(λℓ) =
∑
n≥0 fnλ
nℓ.
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4.4 τ function and Hirota bilinear equations
We can define the τ function in the same way as the case of the KP hierarchy. Namely,
the τ function is a function τ = τ(x,y) that satisfies the equations
Ψ(x,y, λ) =
τ(x − ǫ(λ), y)
τ(x,y)
eξ(x,λ), (4.3)
Ψ∗(x,y, λ) =
τ(x + ǫ(λ), y)
τ(x,y)
e−ξ(x,λ),
where
ǫ(λ)
def
=
(
1
λ
,
1
2λ2
, . . . ,
1
nλn
, . . .
)
.
Note that this definition allows the indeterminacy
τ(x,y) −→ f(y)τ(x,y)
with f(y) being an arbitrary function of y and yˇ only. Equation (4.2) now turns into the
equation∮
λ=∞
exp
(
ξ(x′ − x, λ)
)
×
τ
(
x′ − ǫ(λ), y − η(b, λ), yˇ + b
)
τ
(
x′, y − η(b, λ), yˇ + b
) τ
(
x + ǫ(λ), y − η(c, λ), yˇ + c
)
τ
(
x, y − η(c, λ), yˇ + c
) dλ = 0.
for the τ function. Notice here that the two factors in the denominator are power series of
λℓ. According to the second remark of the last theorem, one can insert any power series
f(λℓ) in the foregoing equation. If we choose
f(λℓ) = τ
(
x′, y − η(b, λ), yˇ + b
)
τ
(
x, y − η(c, λ), yˇ + c
)
,
the two factors in the denominator are cancel out. The outcome is the bilinear equation∮
λ=∞
exp
(
ξ(x′ − x, λ)
)
× τ
(
x′ − ǫ(λ), y − η(b, λ), yˇ + b
)
τ
(
x + ǫ(λ), y − η(c, λ), yˇ + c
)
dλ = 0.
for the τ function.
To rewrite this bilinear equation into the Hirota form, we replace x′ → x+a, x → x−a,
and choose c to be equal to −b. The bilinear equation can be thereby converted into a
Hirota form:∮
λ=∞
exp
(
2
∞∑
n=1
anλ
n
)
exp
(
−
∞∑
n=1
Dxn
n
λ−n
)
exp
(
−
∞∑
n=1
bnℓDy
)
× e〈a,Dx〉+〈b,Dyˇ 〉τ(x,y) · τ(x,y)dλ = 0.
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The exponential including λ can be expanded into a series of Schur functions:
exp
(
2
∞∑
n=1
anλ
n
)
=
∞∑
n=0
pn(2a)λ
n,
exp
(
−
∞∑
n=1
Dxn
n
λ−n
)
=
∞∑
n=0
pn(−D˜x)λ
−n,
exp
(
−
∞∑
n=1
bnℓλ
nℓDy
)
=
∞∑
n=0
pn(−bDy)λ
nℓ.
By plugging these identities into the last bilinear equations and do contour integrals, we
obtain bilinear equations of the form
∞∑
m,k=0
pm(2a)pm+kℓ+1(−D˜x)pk(−bDy)
× e〈a,Dx〉+〈b,Dyˇ 〉τ(x,y) · τ(x,y) = 0.
These bilinear equations almost coincide with those that have been derived from the
representation theory of toroidal algebras. Although they do not agree, the discrepancy
is rather superficial: If one shifts a to a + κb/2 and move the extra exponential factor
exp
(
κ
∑
n bnℓλ
nℓ
)
to the third exponential including Dy, the outcome exactly reproduces
the previous result(cf. Remark in the preceding subsection).
5 Special solutions of hierarchy
5.1 Construction of the solutions of the Wronskian type
We shall apply the method developed by Date in ([8, 9, 10]) to construct special solutions
of ℓ-Bogoyavlensky hierarchy. The method corresponds to consider Baker-Akhiezer func-
tions on rational singular curves with N nodes. Such algebro-geometric backgrounds are
given by Krichever in [21] (see also [11] of Appendix 1 for an exposition) and Manin in
[22] Chap. III. One can also consult instructive lectures given by Mumford in [25] (IIIb,
section 5) that treat the subject.
As the data for the solution constructed below, let us consider the following:
• αi = αi(y), ci = ci(y) (i = 1, . . . , N) are arbitrary (local) solution of the equations
∂αi
∂ynℓ
− αnℓi
∂αi
∂y
= 0,
∂ci
∂ynℓ
− αnℓi
∂ci
∂y
= 0 n = 1, 2 . . . , (5.1)
such that we have αi 6≡ αj for i 6= j,
• ζi (i = 1, . . . , N) are ℓ-th roots of unity not equal to 1.
• ri (i = 1, . . . , N) are arbitrary complex numbers.
31
We put βi(y)
def
= ζiαi(y). Then we have the equations
∂βi
∂ynℓ
− βnℓi
∂βi
∂y
= 0, n = 1, 2 . . . .
Note that equation (5.1) have constant solutions, namely, for distinct complex numbers
αi (i = 1, . . . , N) and arbitrary complex numbers ci (i = 1, . . . , N), αi(y) = αi, ci(y) = ci
trivially satisfy equations (5.1).
Let us construct a special solution of ℓ-Bogoyavlensky hierarchy, which we shall seek
in the form
Ψ(λ, r) =
(
λN + w1λ
N−1 + · · ·+ wN
)
eξr(λ), (5.2)
with wn = wn(x,y) being unknown functions. Here we set ξr(λ)
def
= ξ(x, λ)+ ry+ rη(yˇ, λ)
for any constant r ∈ C (cf. (2.11),(4.1)).
We define the N ×N matrix
ΞN =
(
f (0), f (1), . . . , f (N−1)
)
, f (i)
def
= ∂ixf
where f denote the N -column vector t(f1, . . . , fN) and
fi
def
= eξri (βi) + cie
ξri (αi). (5.3)
Note that, for any constant solution {αi, ci} indicated above, we clearly have det ΞN 6≡ 0.
Theorem 3 Let {αi, ζi, ci, ri (i = 1, . . . , N)} be a given set of data described above.
Suppose we have det ΞN 6≡ 0. Then the condition
Ψ(βi, ri) + ciΨ(αi, ri) = 0 (i = 1, . . . , N) (5.4)
uniquely determine the function Ψ(λ, r) of the form in (5.2), and Ψ(λ) = Ψ(λ, r) solves
equations (3.10). Explicitly, we have the following expressions
wN−k = −
det
(
f (0), . . . , f (k−1), f (N), f (k+1), . . . , f (N−1)
)
det (f (0), . . . , f (k−1), f (k), f (k+1), . . . , f (N−1))
(k = 1, . . . , N). (5.5)
In particular, the corresponding τ function is given by the formula
τ = det ΞN . (5.6)
Proof. Using the obvious differential equations
∂nxe
ξr(αi) = αni e
ξr(αi), ∂nxe
ξr(βi) = βni e
ξr(βi),
the condition (5.4) can be written in the following form
WNf = 0 (5.7)
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where by WN we denote the differential operator
WN
def
= ∂Nx + w1∂
N−1
x + · · ·+ wN . (5.8)
Since det ΞN 6≡ 0, we can solve equation (5.7) by Cramer’s formula, to obtain expression
(5.5).
To show the function Ψ(λ, r) satisfy (3.9), we shall show that the PsDO defined by
W
def
= WN∂
−N
x solves equations (3.4) and (3.5).
It suffices to show equation (3.4) for some differential operator Bn in x, since differen-
tial operator Bn is uniquely determined by the evolution equation itself. Differentiating
(5.7) with respect to xn and using ∂xnf = ∂
n
xf , we have(
∂WN
∂xn
+WN∂
n
x
)
f = 0. (5.9)
There exist differential operators Bn and R in x such that
∂WN
∂xn
+WN∂
n
x = BnWN +R, ord
∂x
(R) ≤ N − 1. (5.10)
¿From (5.7) and (5.9) we have
Rf = 0 (i = 1, . . . , N).
This implies R = 0 since det ΞN 6≡ 0. Hence by multiplying ∂
−N
x from the right to
equation (5.10) with R = 0, we obtain (3.4).
Now we recall αℓi = β
ℓ
i . Since the dependence of fi on xnℓ comes only through the
overall factor exp
(
αnℓi xnℓ
)
= exp
(
βnℓi xnℓ
)
, the expression (5.5) implies
∂W
∂xnℓ
= 0 (n = 1, 2 . . . ).
Hence from (3.4) W∂nℓx W
−1 is a differential operator, namely we have
W∂nℓx W
−1 =WN∂
nℓ
x W
−1
N = P
n, (5.11)
where P denotes the differential operator W∂ℓxW
−1.
Next we prove (3.5), the evolution equation of W with respect to ynℓ. Using (5.1) and
(5.3) one has the equations
∂ynℓf =
(
∂nℓx ∂y − Φ
)
f for n = 1, 2, . . . ,
where Φ
def
= diag(∂y(α
nℓ
1 ), . . . , ∂y(α
nℓ
N )).
In view of these equations, the differentiation of (5.7) with respect to ynℓ yields(
∂WN
∂ynℓ
+WN∂
nℓ
x ∂y −WNΦ
)
f = 0. (5.12)
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We use (5.11) to rewrite the operator WN∂y∂
nℓ
x as follows
WN∂y∂
nℓ
x = WN∂
nℓ
x W
−1
N WN∂y = P
nWN∂y = P
n
(
−
∂WN
∂y
+ ∂y ◦WN
)
(5.13)
By virtue of (5.13), WNΦ = ΦWN and (5.7), we can rewrite (5.12) as(
∂WN
∂ynℓ
− P n
∂WN
∂y
)
f = 0. (5.14)
Note that the operator in the left hand side of (5.14) is an ordinary differential opera-
tor, which does not include ∂y. So we can apply exactly the same argument above to get
the unique differential operator Cnℓ in x such that
∂WN
∂ynℓ
− P n
∂WN
∂y
= CnℓWN .
This completes the proof of (3.5). To see the formula (5.6) is valid, we only have to notice
the following identity arising from (4.3) and (3.1):
w1 = −∂x log τ. (5.15)
Q.E.D.
5.2 N-soliton solutions
If αi, ci(i = 1, . . . , N) in the preceding subsection are constants, namely do not depend
on y, then the solution of Wronskian type has clear representation-theoretical meaning.
In fact, we shall see that, up to an irrelevant factor, τWN
def
= det ΞN coincide with the
following N-soliton solution
τSN
def
=
(
1 + aNX(αN , βN)VmN (α
ℓ
N)
)
· · ·
(
1 + a1X(α1, β1)Vm1(α
ℓ
1)
)
vactorB , (5.16)
where ai are constants we shall specify later. To be rigorous, we have to assume |αN | >
· · · > |α1| so that the series converges. The fact that τ
S
N is a solution can be readily
observed in view of the next lemma (cf. Lemma 3).
Lemma 7 Let ζℓ = 1, ζ 6= 1 and m ∈ Z. Then on the representation (F torB , π
tor
ℓ,B) we have∑
n∈Z
Eζnt
mλ−n 7→
1
1− ζ
(
X(λ, ζλ)− 1
)
Vm(λ
ℓ). (5.17)
Proof. Let us put
Γ(λ)
def
=
∑
n∈Z
Eζnt
m · λ−n +
1
1− ζ
Ksm(λ
ℓ). (5.18)
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Then we have
[φ∗k,Γ(λ)] = mλ
kℓΓ(λ) ∀k ∈ Z (5.19)
and
[Λk,Γ(λ)] = (1− ζ
k)λkΓ(λ) ∀k ∈ Z. (5.20)
(5.19) is a easy consequence of (2.8), and (5.20) follows from the following relation, which
can be directly verified
[Λk, E
ζ
nt
m] = (1− ζk)
(
Eζn+kt
m +
δ
[ℓ]
n+k,0
1− ζ
s(n+k)/ℓtmd log s
)
∀k ∈ Z (5.21)
where δ
[ℓ]
m,n = 1 if m ≡ n mod ℓ and 0 otherwise.
By virtue of a standard lemma on vertex operators (see e.g. [18] Lemma 14.5), we
have the conclusion that Γ(λ) is realized on F torB by
cζ,mX(λ, ζλ)Vm(λ
ℓ), cζ,m is a constant. (5.22)
To determine the constant cζ,m, we notice that E
ζ
0 t
mvactorB = 0. To see this, we only need
Eζ0vacB = 0, which is obvious from (2.7), (2.5), and the description of the representation
in lemma 1. Now it is immediate to see cζ,m = (1− ζ)
−1, and the proof completes.Q.E.D.
If we define the following matrices
Eα = diag(e
ξ(α1), . . . , eξ(αN )), C = diag(c1, . . . , cN), Vα = (α
j−1
i )i,j=1,... ,N .
then ΞN = EβVβ + CEαVα and hence we have
det ΞN = detEβ det Vβ det (1 +DΓ) , D
def
= CEαE
−1
β , Γ
def
= VαV
−1
β . (5.23)
For any matrix X = (xij)i,j=1,... ,N and any subset J of {1, 2, . . . , N}, we define the
principal submatrix XJ = (xjj′)j,j′∈J . We shall use the well-known formula
det(1 +X) =
∑
J⊂{1,2,... ,N}
detXJ , J runs over all the subsets of {1, 2, . . . , N}. (5.24)
Lemma 8 Let Γ
def
= VαV
−1
β = (γij)i,j∈I . Then we have
γij =
∏
k(6=j)(αi − βk)∏
k(6=j)(βj − βk)
and
det(ΓJ)∏
j∈J γjj
=
∏
j,j′∈J,j<j′
(αj − αj′)(βj − βj′)
(αj − βj′)(βj − αj′)
for ∀J ⊂ I.
Combining the formulas (5.23),(5.24), and the above lemma (cf. [25]), we have
τWN = e
∑N
i=1 ξmi (βi)∆(β)
∑
J⊂I
(∏
j∈J
cjγjj
) ∏
j,j′∈J
j<j′
(αj − αj′)(βj − βj′)
(αj − βj′)(βj − αj′)
e
∑
j∈J (ξmj (αj)−ξmj (βj)),
where ∆(β) denotes Vandermonde’s determinant det Vβ =
∏
i>j(βi − βj). Here we also
note that τSN does not depend on y
∗
nℓ from the construction. So if we set ai = cjγjj, we
can see that τWN is equal to τ
S
N times an irrelevant factor e
∑N
i=1 ξmi (βi)∆(β).
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6 Conclusion
Inspired by the work of Billig and Iohara et al., we have introduced the ℓ-Bogoyavlensky
hierarchy and clarified its group-theoretic properties, Lax formalism, and special solutions.
The group-theoretic characterization of the new hierarchy is based on the 2-toroidal Lie
algebra sltorℓ . We have constructed a representation of this Lie algebra, and derived a
system of Hirota bilinear equations for the τ function. The point of departure of the
Lax formalism is the observation that the lowest two members of the Hirota bilinear
equations of Billig and Iohara et al. are equivalent to Bogoyavlensky’s 2 + 1 dimensional
extension of the KdV equation. Bearing this in mind, we have constructed a system of
Lax equations, from which we have been able to reproduce the Hirota bilinear equations.
The Lax formalism has also turned out to be useful for understanding special solutions.
Several interesting problems remain open. Firstly, the present construction should
be extended to the toroidal Lie algebras associated with simple Lie algebras other than
slℓ. This will give an extension of the Drinfeld-Sokolov hierarchies [12] in the spirit
of Bogoyavlensky. The same problem can also be raised to another important family
of soliton equations, namely those represented by the nonlinear Schro¨dinger equation.
Strachan’s work [29] is remarkable in this respect. He presented a 2 + 1-dimensional
extension and an associated hierarchy of higher equations for soliton equations of this
type. Lastly, we would like to mention the problem of constructing special solutions of
the algebro-geometric (“finite-band”) type. A precursor of this problem is Cherednik’s
work [6], in which he presented a construction of algebro-geometric solutions to the self-
dual Yang-Mills equation. Since our hierarchy is closely related to the self-dual Yang-Mills
equation, a similar construction of special solutions will be possible.
7 Appendix
We give a list of the Hirota equation of low degree contained in the hierarchy for ℓ = 2.
Since we have P (D)f · f = 0 for any function f and polynomial P such that P (−D) =
−P (D), we shall list below only the even polynomials in D. We also drop the terms
including Dx2, Dx4 , . . . . We shall use the abbreviated notation Dn and Qn for Dxn and
Dyn respectively.
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degree 3 D31Q0 + 2D3Q0 − 6D1Q2
degree 4 D41 − 4D1D4
degree 5 (D51 + 20D
2
1D3 + 24D5)Q0 − 120D1Q4
(D51 + 20D
2
1D3 + 24D5)Q0 − (20D
3
1 + 40D3)Q2
(D51 − 10D
2
1D3 + 24D5)Q0 + (10D
3
1 − 40D3)Q2
degree 6 (D61 − 20D
2
3 + 10D
3
1D3 − 36D1D5)Q
2
0 − 30 (D
4
1 − 4D3D1)Q0Q2
D61 − 32D
2
3 + 4D
3
1D3
D61 − 80D
2
3 − 20D
3
1D3 + 144D1D5
degree 7 (D71 + 720D7 + 70D
4
1D3 + 280D
2
3D1 + 504D5D
2
1)Q0
− (420D21D3 + 21D
5
1 + 504D5)Q2 − (420D
3
1 + 840D3)Q4
(3D71 − 168D5D
2
1 + 480D7)Q0 − (1120D3 − 280D
3
1)Q4
(3D71 − 168D5D
2
1 + 480D7)Q0 + (280D
2
1D3 − 28D
5
1 − 672D5)Q2
(5D71 − 1440D7 − 70D
4
1D3 + 560D
2
3D1)Q0 − (126D
5
1 − 2016D5)Q2
(D71 + 720D7 + 70D
4
1D3 + 280D
2
3D1 + 504D5D
2
1)Q0
− (840D21D3 + 42D
5
1 + 1008D5)Q2
(D71 + 720D7 + 70D
4
1D3 + 280D
2
3D1 + 504D5D
2
1)Q0 − 5040D1Q6
(D71 + 720D7 + 70D
4
1D3 + 280D
2
3D1 + 504D5D
2
1)Q
3
0 − 5040D1Q
3
2
− (2520D21D3 + 126D
5
1 + 3024D5)Q
2
0Q2 + (2520D
3
1 + 5040D3)Q0Q
2
2
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