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Any telemetry data from a network that indicates an incorrect date and time is not 
usable for troubleshooting potential network issues.  Presented herein are different 
scenarios for detecting incorrect timestamps and leveraging Internet Protocol (IP) 
geolocation and swarming techniques to correlate with other devices sending telemetry 
information in order to autocorrect timestamps.  When it is possible to autocorrect 
timestamps, discrepancies can be resolved for both closed-loop (e.g., bidirectional) 




Live telemetry data, generated by a sensor with an out-of-sync clock is not usable 
for actionable decisions. Any Telemetry collected from a sensor that is not time 
synchronized is not useful or meaningful. This is a significant problem affecting many 
industries.  In one example, message logging data is useless if it shows an incorrect date 
and time.  In another example involving space flight, a meter being time synced with an 
incorrect time can result in the meter logging data with the wrong time for an unknown 
duration.  Although the effected data range could be identified by comparing data obtained 
directly from the meter with data log tables, irreparable database damage can occur. 
 This proposal provides various scenarios through which incorrect timestamps can 
be detected and leverages IP geolocation and swarming techniques to correlate with other 
devices sending telemetry information in order to autocorrect timestamps.  When it is 
possible to autocorrect timestamps, discrepancies can be resolved for both closed-loop (e.g., 
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bidirectional) communication scenarios and open-loop (e.g., one-way) communication 
scenarios, such as for edge collector scenarios. 
 Consider a real-life example illustrated via sample telemetry subscription 
information as shown below in Figure 1 in which, when configuring a telemetry feed, the 
feed correctly indicates: 1) the active state of subscription, 2) sensors being resolved, and 
3) an active destination group. 
 
 
Figure 1: Example Telemetry Subscription 
 
A sample packet generated based on the example telemetry subscription of Figure 






Figure 2: Sample Packet 
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 The timestamp, "timestamp":1607938162 illustrated for the sample packet shown 
in Figure 2 refers to an epoch representation and would translate to Monday, December 14, 
2020 at 9:29:22 AM.  However, in this example, if a query is performed in a data visualizer, 
no data will be shown because the date is incorrect, as illustrated by the clock configuration 
of the sample device, shown below in Figure 3, yet the collector didn't notice.  Even if the 




Figure 3: Device Clock Configuration 
  
As illustrated through techniques of this proposal, IP geolocation positioning can 
be very accurate, even to the street level.  Under an assumption that sensors from same 
geolocation have similar data transmission conditions, their data transmission delay, as can 
be represented by 'delay(t_d)', may have strong correlation.  If one sensor's time is incorrect, 
the 't_d' can be estimated from other sensors at the same geolocation.  Figure 4, below, 
illustrates an example IP geolocation (also referred to herein as 'GeoIP') telemetry 
architecture involving telemetry streams sent from various telemetry sensors/devices that 
can be obtained by a telemetry collector.  An example packet that may communicate via 
the architecture of Figure 4 is shown below in Figure 5 and can be used to facilitate a  
GeoIP lookup via an IPv4/IPv6 address of a device. 
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Figure 5: Example IP Packet 
 
 If real-time data communication cannot be assumed, the data transmission delay, 
't_d', is unknown but can be assumed as the average value of other devices from a same 
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geographical area. The estimated 't_d' should also be saved in an autocorrected message.  
Figure 6, below, illustrates example details for delay and offset calculations. 
 
 
Figure 6: Example Delay and Offset Calculation 
  
Techniques herein do not assume that data is collected in real-time; rather a 
timestamp handshake is proposed to calculate propagation delay, as illustrated above via 
Figure 6. 
Consider, as shown in Figure 6, that a source device sends data at 't1' with a 
timestamp = t1+t_o in which 't1' is real sending time and 't_o' is the time offset.  The data 
arrives at the collector at t2=t1+t_d (in which t2 is real arriving time).  In this example, 
't_d', the data propagation time delay and 't_o', the time offset are both unknown, so there 
needs a process to solve for 't_d'.  One example calculation can be performed as follows: 
 Estimate the time delay as 't_de' based on past data. If there is no past data, 
then set t_de = 0; 
 Compare t2 with (timestamp + t_de); and 
 If (t2 /= timestamp + t_de) use a timestamp handshake to solve for 't_de' 
and this 't_de' can be used for the next check. 
 The echo back response should also include the propagation delay. 
Any device obtaining an accurate time (e.g., via a power grid, an ultrasonic broadcast, a 
precision time protocol (PTP) 1588 server, etc.) can be used as a mid-collector to facilitate 
time convergence globally. 
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Consider two sets of scenarios through which techniques of this proposal can be 
illustrated, such as topology scenarios and correction scenarios. Various example topology 
scenarios are shown below in Figure 6. 
 
 
Figure 6: Example Topology Scenarios 
 
 As illustrated in Figure 6, in Scenario 1, consider that a telemetry emitter has a 
public IP address; therefore geolocation timing can be accurate.  For Scenario 2, consider 
that the telemetry emitter has a private IP address. In this scenario, since the telemetry 
emitter is connected through a gateway, a public IP address will be obtained from the 
gateway and the geolocation will belong to the gateway. Assuming that the telemetry 
emitter is directly connected to the gateway, the distance shouldn't be very long, at least 
not as long as to belong to different time zones.   
 Next, consider Scenario 3 in which the telemetry emitter and the collector may both 
have private IP addresses (e.g., as part of a local network).  In this scenario, geolocation 
correction won't be possible; however, since this is a private network, and there are no hops 
between the emitter and the collector, it can be assumed that the emitter and the collector 
are in the same time zone such that the collector can replace its own timestamp in a packet 
if the emitter timestamp is incorrect.  Finally, in Scenario 4, consider that the telemetry 
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emitter has a private IP address and is connected to the collector through a cloud (e.g., 
multiple hops may be present). In this scenario, the geolocation can be calculated using the 
first gateway with an available public IP address. 
 Under these various topology scenarios, consider various correction scenarios or 
use-cases, which may further consider various factors such as: 
 Telemetry system type:  
o Real-time/Not real-time, Bidirectional/One-way, With/without fog 
or edge processing, etc. 
 The mean and variance of estimated time in flight: 
o The mean is used as an estimated value and the variance describes 
the reliability of the estimated value. 
 The time jitter of the reference clock. 
 The number of hops in flight 
Consider various use cases that may be involved for real-time bidirectional 
communications between a collector and sensor generating telemetry data (e.g., routers in 
a network generating logging data) in which an operational flow for a first use case (Use-







Figure 7: Bidirectional Communication Use-Case 1 Operational Flow 
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For the Use-Case 1 operational flow, as shown in Figure 7, consider that the 
collector watches for incoming data and identifies an incorrect time.  The collector can 
update both the sensor and collector information.  This type of application is 
straightforward where a real or near real-time (RT/NRT) bidirectional communication 
between the collector and sensor exists. A good example of such a use case may include 
any controller talking over a secure internet connection to devices (e.g., wireless access 
points, switches, routers and security appliances). The controller processes and stores 
management data, such as application usage, configuration changes, event logs, etc. within 
the backend system. 
In such scenarios the collector will: 
 Lookup a geographical location and fetch the "correct time"; 
 Update the cache table with a device identifier (device_id), an IP address 
(IP addr), geographical location information, data transmission delay(t_d), 
and the time jitter of the recorded dataset to enable faster lookups for 
subsequent messages. The cache table will have a shorter span of telemetry 
data. For example, 3-6 months for 1-day granular datasets. An Extract- 
Transform-Load (ETL) process can be used continuously to monitor and 
correct any glitches over time; 
 Update the "correct time" into a message and save the old "incorrect" time; 
 Update this data in a telemetry database (DB) for end-user consumption; 
and 
 Perform a successful handshake with the sensor to correct the time if there 
is a discrepancy. 
 
A corrected packet that may be provided under Use-Case 1 is shown below in 
Figure 8. 
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Figure 8: Example Corrected Packet for Use-Case 1 
 
For a second use-case (Use-Case 2) involving real-time bidirectional 
communications in which the collector cannot modify the telemetry data (e.g., because it 








 Figure 9: Bidirectional Communication Use-Case 2 Operational Flow 
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For the second bidirectional communication use case, as shown in Figure 9, when 
the collector receives the data it knows the time is wrong and, as it writes to the database, 
the collector can change the time to the "correct time" in one instance.  In another instance, 
the collector can send a separate, out-of-band message to the database system with the 
information that it needs to fix the telemetry as it is receiving and writing it. 
For a third bidirectional communication use case (Use-Case 3), consider various 
instances in which incoming data is either received from a new IP address every time (e.g., 
from a proxy network/virtual private network (VPN)) or is received from a same IP address 
every time an emitter is behind a proxy network/VPN.   
For the first instance in which data is received from a new IP address every time, 
the ETL process on the cache table can scrub the device_id, IP address, and geolocation to 
identify device anomalies such that a timed batch of records can be processed and stored 
locally.  For example, the process can correlate timestamps (e.g., t1, t2, t3, . . ., tn) across 
multiple telemetry messages from the device to pinpoint the geographical area and 
reference the geographical area as the "correct time" and time zone under an assumption 
of near real-time data communication.  If no correlation to any geographical area is 
obtained (e.g., because the time is off by several days/weeks/months), the incoming 
telemetry package for the anomalous device can be massaged to be the current Coordinated 
Universal Time (UTC) timestamp and a successful handshake with the device can be 
initiated. If a successful handshake is not possible, the device can be flagged as an 
erroneous device. 
For the second instance in which incoming data is received from the same IP 
address every time but is behind a proxy network/VPN, erroneous timestamps may go 
undetected as the system may be unable to determine that the telemetry package is coming 
from behind a proxy network/VPN. 
Beyond bidirectional communications, further consider various use cases that may 
be involved for one-way communications in which the collector is only a telemetry data 
receiver (e.g., water level sensors sending one-way telemetry data in a wide area network).  
Figure 10, below, illustrates an example one-way telemetry communication architecture. 
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Figure 10: Example One-Way Telemetry Communication 
 
In one-way telemetry communications in which a collector is only a receiver, such 
as water level sensors, car sensors (e.g., engine revolutions per minute (RPM), temperature, 
throttle, etc.), low-power radio networks, etc., open-loop correction is to be utilized as there 
is no feedback to the sensor and time handshakes or time broadcasts cannot be performed.  
In such one-way communication scenarios, sensors from the same geolocation may have 
similar data transmission conditions, such that t_d can be estimated from other sensors.  
Figure 11, below, illustrates an example operational flow that may be utilized for 
scenarios involving one-way telemetry communications. 
"Enterprise1",
 
Figure 11: Operational Flow Involving One-Way Telemetry Communications 
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 For one-way communication instances involving an edge collector that has 
communication with various sensors and can perform fog/edge processing, the edge 
collector can send data to a cloud server (e.g., an edge collector on a factory floor can 
receive data from sensors, package the data, and forward it to a cloud service).  In such a 
scenario, the sensors can utilize geolocation to know where they are located and the 
information can be reflected by all the sensors linked to an asset. Using this existing geo-
location information, the time correction can be provided.   
Many times, such information is sent from a sensor to a gateway and not vice versa 
making the gateway a receiver only.  In these scenarios, the steps illustrated in Figure 11 
can be followed in which sensor correction can be performed every 'X' minutes depending 
on the digital sampling of the sensors and the deployment.  Such correction may not be 
possible if the sensors do not detect the gateway, however, when this happens an alert can 
be sent to a system administrator (e.g., through the sensor's user interface/dashboard). 
In summary, different scenarios for detecting incorrect timestamps and leveraging 
IP geolocation and swarming techniques to correlate with other devices sending telemetry 
information are described herein in order to autocorrect timestamps.  Although geolocation 
may not be accurate with regard to the finer granularity of a city, postal code, etc. the 
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