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Analizirajte sovrazˇne napade na perturbacijske metode razlage glede na razlicˇne
nacˇine generiranja perturbacij. Predlagajte mozˇne resˇitve z drugacˇnim nacˇinom
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Povzetek
Naslov: Obramba pred sovrazˇnimi napadi na perturbacijske razlage mode-
lov strojnega ucˇenja
Avtor: Domen Vresˇ
Modeli strojnega ucˇenja se uporabljajo na razlicˇnih podrocˇjih. Poleg tocˇnosti na-
povednih modelov je pomembna tudi njihova razumljivost, ki omogocˇa zaupanje
vanje. S pomocˇjo razumevanja napovednega modela ugotavljamo njegovo pri-
stranskost ter vzroke za napake. Kompleksni modeli, kot so nakljucˇni gozdovi,
nevronske mrezˇe in metoda podpornih vektorjev, niso enostavno razumljivi in de-
lujejo kot cˇrna sˇkatla, zato za njihovo razlago uporabljamo post-hoc razlagalne
metode, ki so neodvisne od modela in za razlago posameznega primera upora-
bljajo perturbacijsko vzorcˇenje. Robustnost perturbacijskih metod razlage je do
zdaj dokaj slabo raziskana. Nedavna raziskava Slacka in sod. je pokazala, da je
zaradi slabega perturbacijskega vzorcˇenja s temi metodami mogocˇe manipulirati
tako, da ne pokazˇejo pristranskosti klasifikatorja. V diplomskem delu predlagamo
uporabo boljˇsega vzorcˇenja, ki preprecˇi mozˇnost taksˇnih manipulacij z razlago
modelov strojnega ucˇenja. Namesto obicˇajnega perturbacijskega vzorcˇenja pre-
dlagamo vzorcˇenje, ki deluje s pomocˇjo modernih generatorjev podatkov, ki bolje
zajamejo distribucijo ucˇne mnozˇice. V eskperimentu pokazˇemo, da z izboljˇsanim
vzorcˇenjem povecˇamo robustnost razlagalnih metod LIME in SHAP ter pohitrimo
konvergenco razlagalne metode IME.
Kljucˇne besede: razlozˇljiva umetna inteligenca, sovrazˇni napadi, genera-
torji podatkov, perturbacije, LIME, SHAP, IME, MCD–VAE, RBF kot ge-
nerator, nakljucˇni gozd kot generator.

Abstract
Title: Protection against adversarial attacks on perturbation based expla-
nations of machine learning models
Author: Domen Vresˇ
Machine learning models are used in various areas. In addition to the accuracy of
predictive models, their comprehensibility is also important. Understanding the
machine learning model provides confidence in it. By understanding the predictive
model, we can determine its bias and causes of errors. Complex models such as
random forests, neural networks and support vector machines are not easy to
understand and act as black box models; therefore, for their explanations we use
post-hoc explanation methods that are model-independent and use perturbation
sampling to explain each instance. The robustness of perturbation explanation
methods has so far been poorly researched. Recent research has shown that due to
poor perturbation sampling, these methods can be manipulated so that they do not
recognize a biased classifier. In this work, we propose the use of better sampling,
which prevents such manipulations. The proposed sampling uses data generators
that better capture the training set distribution. We show that improved sampling
increases the robustness of the LIME and SHAP explanation methods and speeds
up the convergence of the IME explanation method.
Keywords: explainable AI, adversarial attacks, data generators, perturba-
tions, LIME, SHAP, IME, MCD–VAE, RBF as data generator, random forest
as data generator.

Poglavje 1
Uvod
Modeli strojnega ucˇenja se v vsakdanjem zˇivljenju uporabljajo na razlicˇnih
podrocˇjih, kot so zdravstvo, sodstvo, bancˇniˇstvo, zavarovalniˇstvo, industrija
in sˇe mnoga druga. Poleg zanesljivosti modela je pomembna tudi njegova
razumljivost, saj strokovnjaki na razlicˇnih podrocˇjih modelu strojnega ucˇenja
ne zaupajo, cˇe ne vedo, zakaj se je odlocˇil, kot se je. V zadnjem cˇasu tako
vse vecˇjo veljavo dobiva podrocˇje imenovano razlozˇljiva umetna inteligenca
(angl. explainable artificial inteligence, XAI), ki se ukvarja z razumljivostjo
modelov strojnega ucˇenja.
Nekateri modeli, kot so npr. odlocˇitvena drevesa, linearna regresija ter
naivni Bayes, so lazˇje razumljivi in zanje obstajajo specificˇne razlage. To pa
ne velja za kompleksne modele, ki se zaradi boljˇsega uspeha pri napovedih
pogosteje uporabljajo. Modeli, kot so nevronske mrezˇe, podporni vektorji ter
nakljucˇni gozdovi, uporabnikom delujejo kot cˇrne sˇkatle. Na teh modelih se
uporabljajo t.i. post-hoc razlagalne metode, ki so neodvisne od napovednega
modela in pripiˇsejo pomembnost posameznim atributom za primer, ki ga mo-
del napoveduje. Primeri taksˇnih metod so LIME [20], IME [32] in SHAP [9],
ki napoved primera razlozˇijo tako, da vrednostim atributov pripiˇsejo njihove
prispevke k napovedi.
Vse navedene metode za ugotavljanje pomembnosti atributov za napo-
ved uporabljajo perturbacijsko vzorcˇenje, ki pa se je pred kratkim pokazalo
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za ranljivo [28]. Manipulacije post-hoc razlagalnih metod, ki izkoriˇscˇajo po-
manjklivosti perturbacijskega vzorcˇenja, predstavljajo kriticˇen problem, saj
je zanesljivost in robustnost razlagalnih metod nujna. Te metode se upora-
bljajo za ugotavljanje napak in pristranskosti klasifikatorjev in so nujne za
to, da lahko zaupamo klasifikatorjem. Nerobustne razlagalne metode, ki se
jih da manipulirati, lahko pripeljejo do katastrofalnih posledic, saj ne mo-
rejo odkriti rasisticˇnega, seksisticˇnega ali na kaksˇen drug nacˇin pristranskega
modela, cˇe avtor ali uporabnik tega modela pristranskost zakrije s pomanklji-
vostmi perturbacijskega vzorcˇenja. Cˇe bi avtor napovednega modela prikril
pristranskosti ali napake napovednega modela na dolocˇenih primerih, bi to
lahko imelo hude posledice na podrocˇjih, kjer je zanesljivost napovednih mo-
delov nujna, npr. v zdravstvu ali bancˇniˇstvu. Vse navedeno lahko mocˇno
zamaja zaupanje uporabnikov v napovedne modele strojnega ucˇenja in zavre
tehnolosˇki napredek.
V tem delu predlagamo spremembo obstojecˇih perturbacijskih razlagalnih
metod, da te postanejo odpornejˇse proti poskusom manipulacij. V nasˇi resˇitvi
problematicˇno perturbacijsko vzorcˇenje zamenjamo z vzorcˇenjem s pomocˇjo
generatorjev podatkov, ki bolje zajamejo lastnosti podatkovne mnozˇice. Za
spremenjeni metodi LIME in SHAP pokazˇemo, da sta robustnejˇsi od osnov-
nih perturbacijskih. Pri metodi IME pokazˇemo, da z nasˇo resˇitvijo dosezˇemo
hitrejˇso konvergenco metode ter s tem zmanjˇsamo njeno dejansko cˇasovno
zahtevnost (ne pa tudi teoreticˇne).
Diploma v nadaljevanju sestoji sˇe iz sˇtirih poglavij. V drugem poglavju
opiˇsemo perturbacijske razlagalne metode LIME, SHAP in IME, napade na
njih ter generatorje podatkov, ki jih bomo uporabili v nasˇi resˇitvi. V tretjem
poglavju predstavimo idejo in implementacijo nasˇe obrambe pred sovrazˇnimi
napadi na perturbacijske razlagalne metode. V cˇetrtem poglavju prikazˇemo
evalvacijo resˇitve na nekaj podatkovnih mnozˇicah, kjer sovrazˇni napadi pred-
stavljajo kriticˇen problem. V petem poglavju predstavimo sklepne ugotovitve
in ideje za nadaljno delo.
Poglavje 2
Ozadje
V tem poglavju opiˇsemo metode razlage in generatorje podatkov, ki smo
jih uporabili v diplomskem delu. V razdelku 2.1 opiˇsemo razlagalne metode
LIME [20], IME [32] in SHAP [9], ki ponujajo razlago na nivoju primerov
in uporabljajo perturbacijsko vzorcˇenje. V razdelku 2.2 opiˇsemo generatorje
podatkov, ki smo jih uporabili z namenom odprave slabosti perturbacijskega
vzorcˇenja podatkov pri metodah, opisanih v razdelku 2.1. V razdelku 2.3
opiˇsemo napad na metode razlage, opisane v razdelku 2.1, ki izkoriˇscˇa slabosti
perturbacijskega vzorcˇenja podatkov.
2.1 Metode razlage
V tem razdelku opiˇsemo teoreticˇno ozadje uporabljenih razlagalnih modelov
za klasifikatorje. V prvem podrazdelku opiˇsemo razlagalni model, ki temelji
na lokalni aproksimaciji napovednega modela z linearnim modelom. V dru-
gem podrazdelku opiˇsemo modela, ki dajeta razlage na podlagi Shapleyevih
vrednosti iz koalicijske teorije iger.
2.1.1 Razlaga z lokalnim modelom – LIME
Ribeiro s sodelavci [20] kot zˇeljene lastnosti razlage primera izpostavi razu-
mljivost, lokalno verodostojnost (razlaga se mora vsaj v okolici primera, ki ga
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razlagamo obnasˇati kot napovedni model) ter neodvisnost od napovednega
modela (model zˇelimo obravnavati kot cˇrno sˇkatlo). V ta namen vpeljejo
razlagalno metodo LIME, ki zadosti tem lastnostim.
Pri definiciji razumljive predstavitve podatkov se je treba zavedati njene
subjektivnosti, saj je razumljivost odvisna npr. tudi od stroke posameznika.
Prav tako je treba uposˇtevati, da atributi, ki jih uporabimo za razlago mo-
dela, niso nujno razumljivi ljudem. Tak primer so vektorske vlozˇitve besed,
ki jih posredujemo nevronski mrezˇi; za razumljivo razlago bi namesto tega,
katera dimenzija vlozˇitve vpliva na odlocˇitev modela, zˇeleli poznati vpliv
posameznih besed v originalnem besedilu.
Ribeiro in sod. [20] vpeljejo binarni vektor razumljive predstavitve:
Definicija 2.1.1 Naj bo x ∈ Rm originalna predstavitev primera, ki ga raz-
lagamo. Z x′ ∈ {0, 1}m′ oznacˇimo binarni vektor razumljive predstavitve.
To omogocˇi vpeljavo naslednje definicije:
Definicija 2.1.2 Razlaga je model g ∈ G, kjer G predstavlja razred potenci-
alno razumljivih modelov, Dg = {0, 1}m′.
Primeri modelov iz G so recimo linearni modeli ali odlocˇitvena drevesa.
Ker vsak g ∈ G ni dovolj preprost (npr. razvejano odlocˇitveno drevo
ali linearni model s prevecˇ spremenljivkami lahko postaneta nepregledna),
je potrebno vpeljati sˇe mero kompleksnosti razlage. Primera taksˇne mere
sta globina drevesa pri odlocˇitvenih drevesih ter sˇtevilo nenicˇelnih utezˇi pri
linearnih modelih.
S tem poskrbimo za razumljivost razlage, poskrbeti pa je treba sˇe za lo-
kalno verodostojnost. Za to poskrbita mera blizˇine, ki poskrbi, da imajo
primeri blizu tistega, ki ga razlagamo, vecˇjo tezˇo, ter mera lokalne zaneslji-
vosti.
Definicija 2.1.3 Naj bo f : Rm → R napovedni model, ki ga razlagamo, ter
x ∈ Rm primer, ki ga razlagamo. Naj Ω(g), pix′(z′) ter L(f, g, pix′) zapore-
doma predstavljajo mero kompleksnosti razlage, mero bliˇzine med primeroma
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x′, z′ ∈ {0, 1}m′ ter mero lokalne zanesljivosti razlage na okolici, definirani s
pix′. Potem je razlaga dobljena z metodo LIME podana z naslednjo enacˇbo:
ξ(x) = arg min
g∈G
(L(f, g, pix′) + Ω(g)) (2.1)
Osredotocˇili se bomo na primere, ko je razlaga linearni model, okolica x′ pa je
dobljena s pomocˇjo perturbacij, saj je to implementacija, ki so jo predstavili
avtorji metode LIME in jo uporabljamo v diplomski nalogi.
Regularizirana linearna razlaga (Sparse Linear Explanations)
Naj bo G razred linearnih modelov. Za g ∈ G torej velja g(x′) = 〈wg, x′〉,
kjer je wg ∈ Rm′ vektor utezˇi (〈·, ·〉 oznacˇuje skalarni produkt vektorjev). Za
pix′ vzamemo eksponentno jedro sˇirine σ:
pix′(z
′) = e
d(x′,z′)
σ2 ,
kjer d(x′, z′) predstavlja mero razdalje med x′ in z′. Mera lokalne zanesljivosti
L je potem definirana s pomocˇjo utezˇenih najmanjˇsih kvadratov:
L(f, g, pix′) =
∑
z′∈Z
pix′(z
′)(f(z)− g(z′))2 (2.2)
Za nadzor kompleksnosti razlage lahko uporabimo regularizacijski metodi
Lasso [29] ali Ridge [6].
Implementacija, ki smo jo uporabili v diplomskem delu, se nahaja na git
repozituriju [21] avtorjev metode in je opisana v algoritmu 1, ki ga v nada-
ljevanju podrobneje razlozˇimo. V tem primeru x′ ni binarni vektor, ampak
je njegova i-ta komponenta normalizirana sˇtevilska vrednost, definirana kot:
x′i =
xi−µi
si
, kjer µi predstavlja povprecˇje i-te komponente v podani ucˇni
mnozˇici, si pa koren variance te komponente v ucˇni mnozˇici, cˇe je i-ti atribut
numericˇen. Cˇe je i-ti atribut kategoricˇen, nastavimo µi = 0 in si = 1.
Mnozˇico vzorcev Z dobimo tako, da perturbacijsko vzorcˇimo okrog x′.
Vsaki numericˇni komponenti priˇstejemo gaussovski sˇum: x′i 7→ x′i + i, kjer
so i neodvisne N (0, 1) porazdeljene slucˇajne spremenljivke za i = 1, 2, ...,m.
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Kategoricˇne atribute vzorcˇimo na nacˇin: x′i 7→ 1Xi=x′i , kjer je Xi diskre-
tna slucˇajna spremenljivka, ki je enakomerno porazdeljena na domeni i-tega
atributa (x′i torej preslikamo v 1, cˇe je vrednost Xi enaka x
′
i in v 0 sicer).
Vrednost tega atributa v originalnem prostoru (torej vrednost, ki jo podamo
napovednemu modelu) je potem enaka vrednosti Xi. V algoritmu 1 to pred-
stavlja funkcija perturbacijsko vzorcˇi okrog().
Za nadzor kompleksnosti smo lokalni model naucˇili samo na K najpo-
membnejˇsih atributih. Najpomembnejˇse atribute smo izbrali s pomocˇjo me-
tode Ridge. Najprej smo uporabili metodo Ridge na mnozˇici vzorcev Z z re-
gularizacijskim faktorjem λ = 0.01. Najpomembnejˇsih K atributov dolocˇimo
tako, da utezˇi, dobljene z Ridge, skalarno pomnozˇimo z x′ in vzamemo K
atributov, pri katerih na ta nacˇin dobimo najvecˇje absolutne vrednosti. Na
mnozˇici vzorcev nato pri vsakem z′ ∈ Z vzamemo samo teh K atributov. Na
tako spremenjeni mnozˇici ponovno uporabimo metodo Ridge, vendar sedaj z
regularizacijskim faktorjem λ = 1. Dobljene utezˇi so razlaga primera.
2.1.2 Razlage na podlagi teorije iger
V tem razdelku bomo razlago obravnavali na nivoju primera kot prispevek
posameznih atributov. Prispevek i-tega atributa oznacˇimo s φi. Sˇtrumbelj
in Kononenko [32, 30] na primeru izpostavita problem metod, ki prispevke
atributov racˇunajo tako, da
”
skrijejo“ po en atribut naenkrat. Predlagata
racˇunanje prispevkov posameznih atributov s pomocˇjo interakcij med vsemi
mozˇnimi podmnozˇicami atributov. Pred definicijo prispevka posameznih
podmnozˇic definirajmo sˇe nekaj oznak.
Atribute najprej normaliziramo na interval [0, 1]. Zaloga vrednosti nasˇega
napovednega modela je torej [0, 1]m
′
. Oznacˇimo S = {1, 2, ...,m′}; i-ti atribut
modeliramo s slucˇajno spremenljivko Xi za i = 1, 2, ...,m
′.
Definicija 2.1.4 Naj bo Q ⊆ S podmnozˇica atributov. Napoved napovednega
modela f , ko poznamo samo vrednosti atributov iz Q, definiramo z enacˇbo:
fQ(x) = E[f |Xi = xi,∀i ∈ Q]. (2.3)
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Algoritem 1: Linearni LIME
Input: Klasifikator f , sˇtevilo vzorcev N , primer x s predstavljivo
obliko x′, pix′ , dolzˇina razlage K
Output: vektor utezˇi phi
Z ← {} // Inicializiramo mnozˇico vzorcev
for i ∈ {1, 2, ..., N} do
z′i ← perturbacijsko vzorcˇi okrog(x′)
Z ← Z ∪ (z′i, f(zi), pix′(z′i)) // Shranimo s perturbacijami
dobljeno vrednost vzorca, rezultat napovednega
modela na sliki tega vzorca v originalnem prostoru
ter razdaljo vzorca do x′
end
w ← Ridge(Z, λ = 0.01)
w ← w · x′ // Skalarni produkt vektorjev w in x′
najpomembnejsˇi← indeksi(max(abs(w), K)) // Shranimo K
indeksov, pri katerih ima vektor w najvecˇje absolutne
vrednosti
for (z′, f(z), pix′(z′) ∈ Z do
Z ← Z \ (z′, f(z), pix′(z′) // Vzamemo vzorec iz mnozˇice, saj
ga bomo spremenili
z′ ← z′[najpomembnejsˇi] // Vzamemo samo K
najpomembnejsˇih atributov z′
Z ← Z ∪ (z′, f(z), pix′(z′) // Spremenjen vzorec vrnemo v
mnozˇico
end
φ← zeros(len(x′)) // Rezultat je vektor nicˇel enake dolzˇine
kot x′, nenicˇelne vrednosti bomo pripisali le
najpomembnejsˇim K atributom
φ[najpomembnejsˇi]← Ridge(Z, λ = 1) // Najpomembnejsˇim K
atributom pripisˇemo vrednosti
return φ
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Cˇe v enacˇbo 2.3 vstavimo prazno mnozˇico, dobimo: f∅ = E[f ]. To nam
omogocˇi definicijo prispevka podmnozˇice atributov:
Definicija 2.1.5 Naj bo Q ⊆ S podmnozˇica atributov. Prispevek Q je defi-
niran z enacˇbo:
∆Q(x) = fQ(x)− f∅(x) (2.4)
Sedaj lahko recˇemo, da je prispevek posamezne podmnozˇice atributov enak
vsoti prispevkov vseh mozˇnih interakcij atributov iz te mnozˇice.
Definicija 2.1.6 Naj bo Q ⊆ S podmnozˇica atributov ter naj IW oznacˇuje
prispevek interakcije atributov iz podmnozˇice W ⊆ Q. Potem je funkcija I
implicitno definirana z enacˇbo:
∆Q(x) =
∑
W⊆Q
IW (x) (2.5)
Cˇe preoblikujemo enacˇbo (2.5), lahko prispevke interakcij definiramo rekur-
zivno z enacˇbo:
IQ(x) = ∆Q(x)−
∑
W⊂Q
IW (x) (2.6)
Prispevek posameznega atributa dobimo tako, da prispevek vsake interakcije
razdelimo enakomerno med njene atribute. Prispevek posameznega atributa
po metodi interakcij atributov je torej dolocˇen z enacˇbo:
φi(x) =
∑
W⊆S\{i}
IW∪{i}
|W |+ 1 . (2.7)
Za resˇitev te enacˇbe si moramo najprej pogledati nekaj pojmov iz teorije iger.
Definicija 2.1.7 Koalicijska igra za n igralcev je par (N, v), kjer je N =
{1, 2, ..., n} koncˇna mnozˇica n igralcev in v : 2N → R karakteristicˇna funkcija,
za katero velja v(∅) = 0.
Karakteristicˇna funkcija v opisuje vrednost posamezne koalicije (pod-
mnozˇice N). Glavno vprasˇanje pri koalicijski igri je, kako med udelezˇence
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pravicˇno razdeliti vrednost igre, saj niso vsi prispevali enako. Resˇitev ko-
alicijske igre je torej operator φ, ki igri (N, v) pripiˇse vektor placˇil φ(v) =
(φ1, ..., φn) ∈ Rn. V splosˇnem za koalicijsko igro obstaja neskoncˇno mnogo
resˇitev, ki pa niso vse enako posˇtene. Nas bo zanimala resˇitev, ki zadosti
sledecˇim aksiomom:
Aksiom 1 (ucˇinkovitost)
∑n
i=1 φi(v) = v(N). Med igralce razdelimo celo-
tno nagrado.
Aksiom 2 (simetricˇnost) Cˇe za igralca i in j za vsak S velja v(S∪{i}) =
v(S ∪ {j}), kjer je S ⊂ N in i, j /∈ S, potem je φi(v) = φj(v).
Aksiom 3 (slamnati igralec) Cˇe za igralca i za vsak S ⊆ N \ {i} velja
v(S ∪ {i}) = v(S), potem je φi(v) = 0.
Aksiom 4 (aditivnost) Za poljuben par iger v, w velja φ(v + w) = φ(v) +
φ(w), kjer je (v + w)(S) = v(S) + w(S) za vsak S.
Izrek 2.1 Za koalicijsko igro (N, v) obstaja enolicˇna resˇitev φ, ki zadosti
aksiomom 1 do 4.
φi(v) = Shi(v) =
∑
S⊆N\{i},s=|S|
(n− s− 1)! · s!
n!
(v(S ∪ {i})− v(S)). (2.8)
Dokaz. Dokaz se nahaja v Shapleyevem cˇlanku iz leta 1953 [26]. 
Vrednost Sh imenujemo Shapleyeva vrednost. S pomocˇjo Shapleyeve vre-
dnosti lahko resˇimo enacˇbo (2.7).
Izrek 2.2 (S = {1, 2, ...,m′},∆) je koalicijska igra in φ(∆) = (φi, ..., φm′) je
enaka Shapleyevi vrednosti Sh(∆):
φi(x) =
∑
Q⊆S\{i}
|Q|! · (|Q| − |S| − 1)!
|S|! (∆Q∪{i}(x)−∆Q(x)). (2.9)
Dokaz. Dokaz se nahaja v [30, 31]. 
Poglejmo si sˇe nekaj lastnosti razlage s Shapleyevimi vrednostmi.
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Definicija 2.1.8 Metoda aditivnih prispevkov atributov je razlaga, ki je afina
funkcija:
g(x′) = φ0 +
m′∑
i=1
φi · x′i,
kjer x′ predstavlja binarni vektor razumljive predstavitve primera x ∈ Rm ter
velja φi ∈ R za i = 0, 1, ...,m′.
Za lazˇje oznake vpeljemo sˇe funkcijo, ki slika iz binarnega vektorja razumljive
predstavitve nazaj v originalen prostor:
Definicija 2.1.9 Naj bo x ∈ Rm in x′ ∈ Rm′ pripadajocˇi binarni vektor
razumljive predstavitve. S hx oznacˇimo funkcijo Rm
′ → Rm, za katero velja:
hx(x
′) = x.
Lundberg s sod. [9] predstavi tri zˇeljene lastnosti razlagalnih metod z
aditivnimi prispevki atributov.
Lastnost 1 (Lokalna tocˇnost)
f(x) = g(x′) = φ0 +
m′∑
i=1
φi · x′i (2.10)
Rezultat razlage g(x′) se ujema z rezultatom napovednega modela f(x), ko je
x = hx(x
′), kjer φ0 = f(hx(0)) predstavlja izhod napovednega modela, ko so
vse komponente poenostavljenega vektorja enake 0.
S to lastnostjo dosezˇemo, da se za dolocˇen primer x rezultat razlage ujema z
napovedjo napovednega modela.
Lastnost 2 (Mankajocˇa vrednost)
x′i = 0 =⇒ φi = 0 (2.11)
S tem zagotovimo, da nicˇelni atributi nimajo vpliva.
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Lastnost 3 (Konsistentnost) Naj x′ \ i oznacˇuje vektor x′, ki mu nasta-
vimo i-to komponento na 0. Cˇe za vsaka dva modela f in f ′ velja:
f(hx(x
′))− f(hx(x′ \ i)) ≥ f ′(hx(x′))− f ′(hx(x′ \ i)) (2.12)
za vse mozˇne vrednosti x′ ∈ {0, 1}m′, potem velja φi(f, x) ≥ φi(f ′, x).
S tem dosezˇemo, da se atributu pripiˇse vecˇja absolutna vrednost prispevka
pri tistem napovednem modelu, kjer ima
”
skrivanje“ tega atributa vecˇji vpliv
na rezultat.
Izrek 2.3 Natanko ena razlaga g z lastnostmi 1, 2 in 3 zadosti definiciji
2.1.8. Ta razlaga ustreza Shapleyevi vrednosti:
φi(f, x) =
∑
z′⊆x′
|z′| · (m′ − |z′| − 1)
m′!
(f(hx(z
′))− f(hx(z′ \ i)), (2.13)
kjer |z′| oznacˇuje sˇtevilo nenicˇelnih komponent vektorja z′, z′ ⊆ x′ pa oznacˇuje
vse vektorje, katerih nenicˇelne komponente so podmnozˇica nenicˇelnih kompo-
nent vektorja x′.
Dokaz. Pokazati je treba, da iz lastnosti 1 do 3 dobimo aksiome 1 do 4.
Aksiom 1 lahko v kontekstu metode aditivnih prispevkov atributov zapiˇsemo
v obliki: f(x) =
∑m′
i=0 φi. Iz lastnosti 1 dobimo:
f(x) = φ0 +
m′∑
i=1
φi · x′i = φ0 +
∑
i,x′i=1
φi · x′i +
∑
j,x′j=0
φj · x′j = φ0 +
∑
i,x′i=1
φi.
Cˇe uporabimo lastnost 2, dobimo:
φ0 +
∑
i,x′i=1
φi = φ0 +
∑
i,x′i=1
φi +
∑
j,x′j=0
φj =
m′∑
i=0
φi.
Iz lastnosti 1 in 2 torej dobimo aksiom 1. Young [33] je pokazal, da lahko
aksioma 3 in 4 nadomestimo z aksiomom monotonosti (uporabljamo enake
oznake kot pri prvih sˇtirih aksiomih).
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Aksiom 5 (monotonost) Cˇe za par iger v, w in igralca i velja v(S∪{i})−
v(S) ≥ w(S ∪ {i})− w(S) za vsak S ⊆ N \ {i}, potem je φi(v) ≥ φi(w).
Ta aksiom je v kontekstu metode aditivnih prispevkov atributov ekvivalenten
lastnosti 3. Lundberg in Lee [9] sta v dodatnem materialu predstavila dokaz,
da iz aksioma 5 lahko dobimo aksiom 2. 
Izrek 2.3 nam pove, da za metodo aditivnih prispevkov atributov obstaja
samo ena resˇitev z danimi lastnostmi in da posledicˇno metode, ki spadajo v
to druzˇino in niso osnovane na Shapleyevih vrednostih, krsˇijo vsaj eno zimed
zˇeljenih lastnosti. Opazimo, da to velja tudi za metodo linearni LIME, saj v
splosˇnem ne racˇuna Shapleyevih vrednosti. Pomanjkljivost metode linearni
LIME je, da v splosˇnem ne zadosti eni ali obema izmed lastnosti 1 ali 3,
saj vedno izpolni lastnost 2. Pomanjkljivost lahko popravimo s pravo izbiro
L, pix′ in Ω, kar opiˇsemo kasneje (glej metodo Kernel SHAP).
Tezˇava Shapleyevih vrednosti ticˇi v tem, da je njihovo racˇunanje iz vidika
cˇasovne zahtevnosti eksponentno, zato jih je potrebno oceniti. V nadaljeva-
nju opiˇsemo dve metodi razlage, ki ocenjujeta Shapleyeve vrednosti in smo
ju uporabili v diplomskem delu.
Razlaga primera z interakcijami podmnozˇic vrednosti atributov –
IME
Nadaljujemo iz enacˇbe (2.9). Oznacˇimo z X nasˇ prostor m′ atributov, norma-
liziranih na interval [0, 1]. Oceniti zˇelimo Shapleyevo vrednost, za kar obstaja
aproksimacijski algoritem, vendar se v nasˇem primeru eksponentna cˇasovna
zahtevnost pojavi tudi pri ∆. Sˇtrumbelj in Kononenko [32, 30] predlagata
naslednji aproksimacijski postopek.
Trditev 2.3.1 Enacˇba (2.9) je ekvivalentna enacˇbi
φi(x) =
1
m′!
∑
pi∈Sm′
(∆Prei(pi)∪{i}(x)−∆Prei(pi)(x)), (2.14)
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kjer S ′m oznacˇuje grupo permutacij na m
′ elementih, Prei(pi) pa oznacˇuje
mnozˇico sˇtevil, ki se v permutaciji pi pojavijo pred i: Prei(pi) = {n ∈
{1, 2, ...,m′}, pi(n) < pi(i)}.
Dokaz. Presˇtejmo, kolikokrat v enacˇbi (2.14) sˇtejemo mnozˇicoQ = {q1, ..., qk},
i /∈ Q za i = 1, 2, ...,m′. Q sˇtejemo pri vseh permutacijah, kjer je pi(i) = k+1,
na prvih k mestih permutiramo elemente iz Q, na zadnjih n− k − 1 mestih
pa elemente iz S \ (Q ∪ {i}). Takih permutacij je k! · (n − k − 1)!. Cˇe to
vstavimo v enacˇbo (2.14), dobimo enacˇbo (2.9). 
Za namene aproksimacije ∆ privzemimo, da so slucˇajne spremenljivke
Xi, ki modelirajo porazdelitve atributov iz X neodvisne na verjetnostnem
prostoru (X , 2X , P ). Za x ∈ X oznacˇimo s pW verjetnost, pogojeno z mnozˇico
W ⊆ S:
pW (x) := P (x|Xi = xi ∀i ∈ W ).
Opomba: p∅ je kar enaka P .
Trditev 2.3.2 Cˇe so slucˇajne spremenljivke Xi neodvisne na verjetnostnem
prostoru (X , 2X , P ) za i = 1, 2, ...,m′, potem za x ∈ X velja:
∆Q(x) =
∑
w∈X
p∅(w) · (f(w[wi=xi,i∈Q])− f(w)), (2.15)
kjer w[wi=xi,i∈Q] oznacˇuje vektor w, katerega komponente na mestih iz Q na-
stavimo na vrednosti vektorja x.
Dokaz.
∆Q(x) = fQ(x)− f∅(x) =
∑
w∈X ;∀i:(wi=xi∨i/∈Q)
pQ(w) · f(w)−
∑
w∈X
p∅(w) · f(w).
Sedaj uporabimo neodvisnost slucˇajnih spremenljivk Xi in da posledicˇno
velja P (x) = P (X1 = x1) · ... · P (Xm′ = xm′). Vrednost pQ(w) lahko torej
”
razdelimo“ med elemente 2Q. Tako dobimo enakost:∑
w∈X ;∀i:(wi=xi∨i/∈Q)
pQ(w)·f(w)−
∑
w∈X
p∅(w)·f(w) =
∑
w∈X
p∅(w)·(f(w[wi=xi,i∈Q])−f(w))
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
S pomocˇjo te trditve lahko preoblikujemo enacˇbo (2.14) v enacˇbo:
φi(x) =
1
m′
∑
pi∈Sm′
∑
w∈X
p∅(w) · (f(w[wi=xi,i∈Prei(pi)∪{i}])− f(w[wi=xi,i∈Prei(pi)]))
(2.16)
Sˇtrumbelj in Kononenko [32, 30] predlagata vzorcˇenje, ki je opisano v
algoritmu 2. Za populacijo vzamemo
Vpi,w = (f(w[wi=xi,i∈Prei(pi)∪{i}])− f(w[wi=xi,i∈Prei(pi)]))
za vse pare permutacija/primer. Naj bo (V1, ..., Vm) nakljucˇen vzorec s po-
navljanjem na populaciji Vpi,w. Definirajmo cenilko φˆi:
φˆi =
1
m
m∑
i=1
Vi.
Ker je φˆi vsota m neodvisnih enako porazdeljenih slucˇajnih spremenljivk, je
po centralnem limitnem izreku (v nadaljevanju CLI) normalna s povprecˇjem
φi in varianco
σ2i
m
, kjer σ2i oznacˇuje varianco populacije Vpi,w. φˆi je torej
nepristranska in dosledna cenilka za φi.
Za hitrejˇso konvergenco metode Sˇtrumbelj in Kononenko [32] predlagata
izboljˇsano vzorcˇenje, ki je opisano v algoritmu 3. Oceniti je potrebno utezˇi za
m′ atributov, vendar pa populacija pri vsakem atributu nima enake variance.
Sˇtevilo vzorcev je med atribute torej smiselno razdeliti glede na varianco
njihove populacije. To lahko dosezˇemo z minimizacijo absolutne (
∑m′
i=1 |φˆi−
φi|) ali pa kvadraticˇne aproksimacijske napake (
∑m′
i=1(φˆi−φi)2). V algoritmu
3 je navedena slednja. Po CLI velja: Zi := φˆi − φi ≈ N (0, σ
2
i
mi
). Posledicˇno
velja E[Z2i ] =
σ2i
mi
, iz cˇesar dobimo pricˇakovano vrednost kvadraticˇne napake:
E[
m′∑
i=1
Z2i ] =
m′∑
i=1
E[Z2i ] =
m′∑
i=1
σ2i
mi
.
To minimiziramo s pozˇresˇnim pristopom: vozrec dodelimo tistemu atributu
i, ki maksimizira
σ2i
mi
− σ2i
mi+1
. Na zacˇetku vsakemu atributu dodelimo mmin
vzorcev, da lahko ocenimo vrednosti σi.
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Algoritem 2: Ocena φi z m vzorci
Input: Klasifikator f , sˇtevilo vzorcev m, prostor atributov X ,
primer x ∈ X
Output: Ocena utezˇi φi(x)
φi(x)← 0
for 1 to m do
izberi nakljucˇno permutacijo pi ∈ Sm′ // Izberemo nakljucˇno
permutacijo na m′ elementih
izberi nakljucˇen w ∈ X
b1 ← w[wi=xi,i∈Prei(pi)∪{i}] // Vektor b1 ima na mestih, ki so
v permutaciji pi pred i ter na i-tem mestu vrednosti
vektorja x, na ostalih mestih ima vrednosti
vektorja w
b2 ← w[wi=xi,i∈Prei(pi)] // Vektor b2 ima na mestih, ki so v
permutaciji pi pred i vrednosti vektorja x, na
ostalih mestih ima vrednosti vektorja w
φi(x)← φi(x) + b1 − b2
end
φi(x)← φi(x)m
return φi(x)
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Algoritem 3: IME
Input: Klasifikator f , minimalno sˇtevilo vzorcev na atribut mmin,
skupno sˇtevilo vzorcev m ≥ m′ ·mmin, prostor atributov X ,
primer x ∈ X
Output: Vektor utezˇi φ(x) = (φ1(x), ..., φm′(x))
for i = 1 to m′ do
φi(x)← 0
mi ← 0
end
while
∑m′
i=1mi < mmax do
if ∀i : mi > mmin then
izberi j ∈ {1, 2, ...,m′}, ki maksimizira σ2j
mj
− σ2j
mj+1
end
else
izberi tak j ∈ {1, 2, ...,m′}, da je mj < mmin
end
φj(x)← φj(x)+ (rezultat algoritma 2 za j-ti atribut in m = 1)
posodobi oceno σj
mj ← mj + 1
end
for i = 1 to m′ do
φi(x)← φi(x)mi
end
return (φ1(x), ..., φm′(x))
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V diplomskem delu smo uporabili implementacijo, ki se nahaja na git re-
pozitoriju [8] avtorjev metode SHAP (datoteka
”
shap\explainers\sampling.py“).
Shapleyeva aditivna razlaga – SHAP
Lundberg s sod. [9] predstavi vecˇ mozˇnih implementacij metode SHAP, ki
ocenjuje Shapleyeve vrednosti. Osredotocˇili se bomo na metodo Kernel
SHAP, saj je med temi metodami, poleg metode IME, edina neodvisna od
tipa napovednega modela, zato smo jo uporabili v diplomskem delu. Pri raz-
lagi zopet uporabljamo binarne vektorje razumljive predstavitve ter funkcijo
hx.
Ideja metode Kernel SHAP je, da za oceno Shapleyevih vrednosti upora-
bimo linearni LIME, ki v splosˇnem ne zadosti lastnostim aditivne razlage 1
do 3, vendar pa lahko to dosezˇemo s pravo izbiro funkcij, ki ga definirajo.
Izrek 2.4 Naj bo G razred metod aditivnih prispevkov atributov. Funkcije
L, pix′ in Ω, pri katerih resˇitev enacˇbe (2.1) zadosti lastnostim 1 do 3 so:
Ω(g) = 0,
pix′(z
′) =
m′(
m′
|z′|
) · |z′| · (m′ − |z′|)
L(f, g, pix′) =
∑
z′∈Z
(f(hx(z
′))− g(z′))2 · pix′(z′),
kjer |z′| oznacˇuje sˇtevilo nenicˇelnih komponent vektorja z′.
Dokaz. Izrek je dokazan v dodatnem materialu [9]. 
Opazimo lahko, da je pix′(z
′) =∞, cˇe je |z′| ∈ {0,m′}, saj v tem primeru
v imenovalcu ulomka nastopi 0. To pomeni, da mora v tem primeru veljati
f(hx(z
′)) = g(z′), kar pripelje do tega, da je f(hx(0)) = φ0 in f(x) =
∑m′
i=0 φi.
Prednost ocenjevanja Shapleyevih vrednosti na ta nacˇin je, da jih lahko
izracˇunamo s pomocˇjo utezˇenih najmanjˇsih kvadratov. Postopek je opisan v
algoritmu 4.
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V diplomskem delu smo uporabili implementacijo, ki se nahaja na git re-
pozitoriju [8] avtorjev metode SHAP (datoteka
”
shap\explainers\kernel.py“).
Funkcija hx je v tem primeru definirana s pomocˇjo ”
skrivanja“ vrednosti atri-
butov x. Definirajmo najprej dve oznaki.
Definicija 2.1.10 Naj bo z′ ∈ {0, 1}m′ binarni vektor razumljive predstavi-
tve. Z ρ(z′) oznacˇimo mnozˇico nenicˇelnih komponenent vektorja z′.
ρ(z′) = {i ∈ {1, 2, ...,m′}, z′i = 1}
Definicija 2.1.11 Naj bo x ∈ Rm primer, ki ga razlagamo in naj bo njegova
razlaga vektor v prostoru Rm′. Naj bo Q ⊆ {1, 2, ...,m′}. Oznacˇimo s Qorig
mnozˇico atributov v Rm, ki jim pripadajo atributi iz Q. Z xQ oznacˇimo vektor
v Rm s komponentami definiranimi na sledecˇ nacˇin: cˇe je i ∈ Qorig, potem
je i-ta komponenta vektorja xQ enaka xi, sicer i-te komponento vektorja xQ
ne poznamo.
Funkcija hx je potem definirana z enacˇbo hx(z
′) = xρ(z′). Skrijemo torej tiste
komponente vektorja hx(z
′), ki pripadajo nicˇelnim vrednostim v z′, ostale pa
nastavimo na vrednosti vektorja x. Ker napovedni modeli ne znajo delati s
skritimi vrednostmi, izracˇunamo f(hx(z
′)) = f(xρ(z′)) s pomocˇjo enacˇbe:
f(hx(z
′)) = E[f(z)|zi = xi ∀i ∈ ρ(z′)orig] (2.17)
Matematicˇno upanje v enacˇbi (2.17) ocenimo s pomocˇjo distribucijske
mnozˇice D ter perturbacijskega vzorcˇenja, ki je predstavljeno v algoritmu
5. To vzorcˇenje se razlikuje od tistega, ki smo ga uporabili v algoritmu
1 (LIME), saj smo tam
”
umetne“ primere uporabili za simuliranje okolice
primera, v metodi Kernel SHAP pa vzorcˇenje potrebujemo za simuliranje
”
skritih“ atributov primera.
Ideja je v tem, da nadomestimo vrednosti
”
skritih“ atributov z vre-
dnostmi primerov iz distribucijske mnozˇice D. Recimo, da
”
skrijemo“ atri-
bute iz mnozˇice M ⊆ {1, 2, ...,m}. V tem primeru torej racˇunamo vrednost
E[f(z)|zi = xi ∀i ∈ M {], kjer mnozˇica M { predstavlja komplement mnozˇice
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M na mnozˇici {1, 2, ...,m}. Ocena tega upanja s perturbacijskim vzorcˇenjem
je podana z enacˇbo:
E[f(z)|zi = xi ∀i ∈M {] = 1|D|
∑
d∈D
f(x[xi=di,i∈M ]), (2.18)
kjer ima oznaka x[xi=di,i∈M ] isti pomen kot pri opisu metode IME. To nare-
dimo za vsak vzorec z′.
Za D bi zˇeleli mnozˇico, ki kar se da
”
posnema“ podano ucˇno mnozˇico
X, vendar zaradi cˇasovne zahtevnosti ocenjevanja upanja z enacˇbo (2.18)
mnozˇica D ne sme biti prevelika (avtorji metode odsvetujejo izbiro D z vecˇ
kot 100 elementi). Za D v vecˇini primerov torej zˇal ne moremo vzeti kar ucˇne
mnozˇice. Avtorji metode SHAP so resˇitev nasˇli v metodi k voditeljev [10].
Na ucˇni mnozˇici X izvedemo algoritem k voditeljev, s katerim razdelimo
mnozˇico X v n grucˇ. Za mnozˇico D vzamemo n srediˇscˇ grucˇ, h katerim
je algoritem skonvergiral. Pri diplomskem delu smo n dolocˇili s pomocˇjo
silhuetne ocene [25].
Mnozˇico vzorcev Z dobimo s postopnim izbiranjem podmnozˇic M ∈
2{1,2,...,m
′}, ki predstavljajo masko (komponente vektorja z′, ki jih nastavimo
na 1). Postopek je opisan v algoritmu 6. Izberemo mmax mnozˇic. Cˇe bi z
dodatkom vseh mnozˇic dolocˇene velikosti in njihovih komplementov presegli
mmax primerov, prenehamo s postopnim izbiranjem mnozˇic. Od tu naprej
mnozˇice izbiramo nakljucˇno med tistimi, ki jih sˇe nismo uporabili za doda-
janje primera v Z. Nakljucˇno izberemo toliko mnozˇic, da imamo v Z mmax
primerov.
V algoritmih 4 in 6 mnozˇico Z predstavimo z matriko X ′ ter vektorjema pi
in ef . Vrstice matrike X ′ so binarni vektorji z′. Vektor v i-ti vrstici ima enke
na mestih, ki so elementi podmnozˇice M ∈ 2{1,2,...,m′}, ki je bila izbrana kot
i-ta. i-ta komponenta vektorja pi je vrednost funkcije pix′(z
′), podane v izreku
2.4, kjer za z′ vzamemo i-to vrstico matrike X ′. i-ta komponenta vektorja
ef je vrednost f(hx(z
′)), dobljena z enacˇbo (2.18), kjer za z′ vzamemo i-to
vrstico matrike X ′.
Za izracˇun prispevkov φi po metodi utezˇenih najmanjˇsih kvadratov ube-
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remo naslednji pristop. V splosˇnem pri utezˇenih najmanjˇsih kvadratih iˇscˇemo
vektor θ, ki minimizira utezˇeno napako:
n∑
i=1
wi · (〈ai, θ〉 − bi)2, (2.19)
kjer wi ∈ R predstavlja utezˇ, ai ∈ Rm vektor enake dolzˇine kot θ ter bi ∈ R
ciljno vrednost za i = 1, 2, ..., n.
Predstavimo podatke v matricˇni obliki:
A =

a1
a2
...
an
 ,W =

w1 0 . . . 0
0 w2 . . . 0
...
...
...
0 0 . . . wn
 , b =

b1
b2
...
bn
 .
Resˇitev θ po metodi utezˇenih najmanjˇsih kvadratov dobimo z enacˇbo:
θ = (ATWA)−1ATWb (2.20)
Mero lokalne zanesljivosti L iz izreka 2.4 moramo preoblikovati v obliko,
ki bo zadosˇcˇala enacˇbi (2.19), iz tega bomo lahko dolocˇili matriki A in W
ter vektor b in izracˇunali vektor prispevkov φ po enacˇbi (2.20). Poglejmo
si prispevek enega binarnega vektorja z′ k napaki (oznaka f(z′) je samo
okrajˇsava za oznako f(hx(z
′))):
pix′(z
′) · (g(z′)− f(z′))2 = pix′(z′) · (φ0 +
m′∑
i=1
φi · z′i − f(z′))2
= pix′(z
′) · (
m′∑
i=1
φi · z′i − (f(z′)− φ0))2.
(2.21)
Uposˇtevati je potrebno sˇe, da velja f(x) =
∑m′
i=0 φi, iz tega pa lahko izrazimo:
φm′ = f(x)−
∑m′−1
i=0 φi. Cˇe to vstavimo v enacˇbo (2.21), dobimo:
pix′(z
′) · (
m′−1∑
i=1
φi · z′i + (f(x)−
m′−1∑
i=0
φi) · zm′ − (f(z′)− φ0))2 =
pix′(z
′) · (
m′−1∑
i=1
φi · (z′i − z′m′)− (f(z′)− φ0 − (f(x)− φ0) · z′m′))2
(2.22)
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Vidimo, da je enacˇba (2.22) enake oblike kot enacˇba (2.19). Iz tega lahko
dolocˇimo potrebne matrike:
A =

z′11 − z′1m′ z′12 − z′1m′ . . . z′1m′−1 − z′1m′
z′21 − z′2m′ z′22 − z′2m′ . . . z′2m′−1 − z′2m′
...
...
...
z′mmax1 − z′mmaxm′ z′mmax2 − z′mmaxm′ . . . z′mmaxm′−1 − z′mmaxm′

W =

pix′(z
′1) 0 . . . 0
0 pix′(z
′2) . . . 0
...
...
...
0 0 . . . pix′(z
′mmax)
 ,
b =

f(z′1)− φ0 − (f(x)− φ0) · z′1m′
f(z′2)− φ0 − (f(x)− φ0) · z′2m′
...
f(z′mmax)− φ0 − (f(x)− φ0) · z′mmaxm′
 .
2.2 Generatorji
Generatorji podatkov se na podrocˇju strojega ucˇenja uporabljajo npr. za
generiranje novih podatkov v domenah, kjer je podatkov malo in se tezˇko
zbirajo, kot so na primer podatki o redkih boleznih. Generatorji skusˇajo po-
datke generirati v skladu z distribucijo podane ucˇne mnozˇice, kar izkoristimo
za boljˇse vzorcˇenje pri uporabljenih razlagalnih metodah. V tem razdelku
na kratko opiˇsemo uporabljene generatorje.
2.2.1 Variacijski samokodirnik z Monte Carlo opusˇcˇanjem
nevronov
Moderne metode podatke generirajo s pomocˇjo distribucije, ki se je naucˇijo
iz obstojecˇih podatkov. Primer taksˇne metode je generiranje podatkov s
samokodirniki (angl. autoencoders) ali variacijskimi samokodirniki (angl.
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Algoritem 4: Kernel SHAP
Input: Klasifikator f , maksimalno sˇtevilo vzorcev mmax, velikost
distribucijske mnozˇice k, ucˇna mnozˇica X, primer x ∈ Rm
Output: Vektor utezˇi φ(x) = (φ1(x), ..., φm′(x))
D ← metoda k voditeljev(X, k) // Za D vzamemo sredisˇcˇa
grucˇ, ki jih dobimo z metodo k voditeljev
φ0 ← (rezultat za ex algoritma 5 za M = ∅, D, x)
X ′, ef, pi ← (rezultat algoritma 6 za f,mmax, D, x)
A← X ′[:, : m′ − 1]−X ′[:,m′ − 1] // Vzamemo vse stolpce
matrike X ′ razen zadnjega, od vsakega stolpca
odsˇtejemo zadnji stolpec
W ← diag(pi) // Diagonalna matrika, na diagonali je vektor
pi, na ostalih mestih so 0
b← ef − φ0 // Vektor ef, vsaki komponenti odsˇtejemo
vrednost φ0
b← b− (f(x)− φ0) ·X ′[:,m′ − 1] // Odsˇtejemo sˇe zadnji
stolpec matrike X ′, pomnozˇen s skalarjem f(x)− φ0
φ← zeros(m′) // Vektor prispevkov
φ[: m′ − 1]← (ATWA)−1ATWb // Prvih m′ − 1 prispevkov
izracˇunamo s formulo za utezˇene najmanjsˇe kvadrate
φ[m′ − 1]← f(x)− sum(φ)− φ0 // Zadnjo komponento dobimo s
formulo
∑m′
i=0 φi = f(x)
return φ
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Algoritem 5: Perturbacijsko SHAP vzorcˇenje
Input: Klasifikator f, maska M , distribucijska mnozˇica D, primer
x ∈ Rm
Output: Binarni vektor z′, ocena za E[f(z)|zi = xi ∀i ∈M ] ter
pix′(z
′)
z′ ← zeros(m′)
z′[M ]← 1 // Na mestih iz M nastavimo vrednosti z′ na 1
// Izracˇun povprecˇne vrednosti modela na dani mnozˇici
ex← 0 // Inicializacija povprecˇne vrednosti
for d ∈ D do
z ← d // Atributi, ki niso v M bodo skriti tako, da
bodo prevzeli vrednosti primera iz D
z[M ]← x[M ] // Atribute iz M nastavimo na pripadajocˇe
vrednosti vektorja x
ex← ex+ f(z)
end
ex← ex|D|
// Razdaljo izracˇunamo po formuli iz izreka 2.4
pix′(z
′)← m′
(m
′
|M|)·|M |·(m′−|M |)
return z′, ex, pix′(z′)
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Algoritem 6: Polnjenje mnozˇice Z pri metodi SHAP
Input: Klasifikator f , maksimalno sˇtevilo vzorcev mmax,
distribucijska mnozˇica D, primer x ∈ Rm
Output: Matrika binarnih vektorjev X ′, vektor napovedi modela ef
ter vektor razdalj pi
X ′ ← zeros(mmax,m′) // Matrika binarnih vektorjev
pi ← zeros(mmax) // Vektor utezˇi
ef ← zeros(nmax) // Vektor napovedi
n vzorcev ← 0 // Sˇtevec dodanih primerov
for i = 1 to m
′
2
do // Gremo cˇez velikosti mnozˇic
if n vzorcev + 2 · (m′
i
) ≤ mmax then
for M ∈ 2{1,2,...,m′}, |M | = i do
X ′[n vzorcev][:], ef [n vzorcev], pi[n vzorcev]← (rezultat
algoritma 5 za f,M,D, x)
n vzorcev ← n vzorcev + 1
X ′[n vzorcev][:], ef [n vzorcev], pi[n vzorcev]← (rezultat
algoritma 5 za f,M {, D, x) // Postopek ponovimo
sˇe za komplement od M
n vzorcev ← n vzorcev + 1
end
end
else
break
end
end
while n vzorcev < min{mmax, 2m′} do // Preostale primere
dodamo z nakljucˇnim izborom mnozˇic
izberi sˇe neuporabljeno mnozˇico M ∈ 2{1,2,...,m′} // Nakljucˇno
izberemo mnozˇico, ki je sˇe nismo dodali v Z
X ′[n vzorcev][:], ef [n vzorcev], pi[n vzorcev]← (rezultat
algoritma 5 za f,M,D, x)
n vzorcev ← n vzorcev + 1
end
return X ′, ef, pi
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Slika 2.1: Preprosta struktura samokodirnika. Kodirnik in dekodirnik imata
lahko poljubno sˇtevilo skritih plasti.
variational autoencoders). Miok s sod. [12] predstavi uporabo variacijskega
samokodirnika z Monte Carlo opusˇcˇanjem nevronov (angl. Monte Carlo dro-
pout) za generiranje podatkov.
Samokodirnik je nevronska mrezˇa sestavljena iz kodirnika in dekodirnika.
Osnovna arhitektura samokodirnika je prikazana na sliki 2.1. Kodirnik je
nevronska mrezˇa, ki kot vhod dobi n–dimenzionalen vektor, njen izhod pa
je p–dimenzionalen vektor, kjer velja p < n. Kodirnik torej nek primer
zakodira v vektor manjˇse dimenzije. Dekodirnik je nevronska mrezˇa, ki kot
vhod dobi p–dimenzionalen vektor, njen izhod pa je n dimenzionalen vektor.
Dekodirnik torej slika rezultat kodirnika nazaj v prvotni prostor. Zˇelimo,
da je izhod dekodirnika priblizˇno enak vhodu v kodirinik, zato kot funkcijo
izgube pri ucˇenju samokodirnika uporabimo mero razdalje med vhodom in
izhodom. Podrobneje so samokodirniki opisani v [1].
Variacijski samokodirnik ima podobno arhitekturo kot samokodirnik. Pri-
mer arhitekture VAE je prikazan na sliki 2.2. Oznacˇimo vhod v VAE z x.
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Slika 2.2: Preprosta struktura VAE. Latentno plast z1, z2 dobimo iz µ1, µ2
ter σ1, σ2.
Ozko grlo VAE oznacˇimo z vektorjem z = (z1, z2, ...zp). Prostor, v katerem
se nahaja z, imenujemo latentni prostor in predpostavimo, da je vektor z v
njem Gaussovo porazdeljen v odvisnosti od x. Kodirnik pri VAE ocenjuje
distribucijo p(z|x), kjer predpostavimo, da velja: p(z|x) ∼ N (µx,Σx), kjer je
µx =

µ1
µ2
...
µp
 in Σx =

σ1 0 . . . 0
0 σ2 . . . 0
...
...
...
0 0 . . . σp
.
Kodirnik ocenjuje porazdelitev p(x|z). Podrobneje je VAE opisan v [3].
Monte Carlo izpust nevronov je tehnika, ki jo predlagata Gal in Ghahra-
mani [5]. Avtorja pokazˇeta, da lahko izpust nevronov na nevronskih mrezˇah
interpretiramo kot bayesovsko aproksimacijo gaussovskega procesa [17]. Re-
cimo, da imamo nevronsko mrezˇo z L plastmi. Pri izpustu nevronov nevrone
vsake plasti (razen zadnje) nevronske mrezˇe modeliramo kot binarne spre-
menljivke. Binarnim spremenljivkam v i-ti plasti pripiˇsemo vrednost 1 z
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verjetnostjo pi. Tiste nevrone, katerih binarne spremenljivke imajo vrednost
0, pri prehodu skozi nevronsko mrezˇo izpustimo (njihovo vrednost nastavimo
na 0). Pri ucˇenju nevronske mrezˇe te vrednosti obdrzˇimo tudi pri prehodu
nazaj.
Miok s sod. [12] kot generator predlagajo VAE, ki na dekodirniku upo-
rablja MCD. S tem generatorjem lahko podatke generiramo na dva nacˇina.
Prvi nacˇin je, da skozi dekodirnik posˇljemo latentne vektorje, dobljene iz
N (µ,Σ) distribucije. V diplomskem delu smo uporabili drugi nacˇin, saj
omogocˇa generiranje novih primerov okoli podanega. Podani primer najprej
spustimo skozi kodirnik ter tako dobimo latentni vektor z. Cˇe zˇelimo t novih
primerov, z t-krat spustimo skozi MCD dekodirnik. Ker uporabljamo izpust
nevronov, bodo pri vsakem prehodu skozi dekodirnik izpusˇcˇeni drugi nevroni
in posledicˇno bomo dobili drugacˇne rezultate.
V diplomskem delu smo uporabili implementacijo, ki se nahaja na git
repozitoriju avtorja metode [13]. Kodirnik in dekodirnik imata tri plasti:
originalno, vmesno in latentno. Velikost vmesne plasti smo nastavili na 8
nevronov. Velikost latentne plasti smo nastavili na polovico sˇtevila atributov
podatkovne mnozˇice. Verjetnost, da nek nevron v dekodirniku izpustimo,
smo nastavili na 0.3.
2.2.2 Mrezˇe RBF
RBF (radial base function) mrezˇe [14] so posebna vrsta nevronskih mrezˇ, ki
kot nevrone uporabljajo gaussovska jedra. Tipicˇno jih sestavljajo tri plasti
nevronov: vhodna, izhodna in skrita plast, ki jo tvori k jeder. Vhodna
plast ima m nevronov, ki ustrezajo vhodnim atributom. Izhodna plast ima
v primeru regresije en nevron, v primeru klasifikacije pa je sˇtevilo nevronov
enako sˇtevilu razredov. Primer zgradbe RBF mrezˇe je prikazan na sliki 2.3.
V primeru klasifikacije nevroni v skriti plasti ocenjujejo verjetnosti po-
sameznih razredov. Recimo, da imamo klasifikacijski problem s c razredi.
Onzacˇimo z xi ∈ Rn vhodne primere ter z yi ∈ {1, 2, ..., c} pripadajocˇe ra-
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Slika 2.3: Primer strukture RBF mrezˇe.
zrede za i = 1, 2, ..., n. RBF mrezˇe za vsak razred yu ocenjujejo verjetnost:
p(yu|x) =
k∑
j=1
cj · hj(x), (2.23)
kjer funkcija hj predstavlja j-to jedro, cj pa utezˇ na povezavi j-tega jedra do
u-tega izhoda.
Za jedro ponavadi uporabimo Gaussovo jedro, ki je podano z enacˇbo:
hj(x) = exp(−‖x− µj‖
σ2j
), (2.24)
kjer vektor µj predstavlja srediˇscˇe j-tega jedra, matrika σj pa njegovo razprsˇenost.
Za ucˇenje RBF mrezˇe obstaja vecˇ algoritmov. Robnik-Sˇikonja [22] je
za ucˇenje RBF generatorja uporabil algoritem DDA (dynamic decay adjust-
ment) [15], ki za razliko od vecˇine ostalih algoritmov ne potrebuje vnaprej
podane strukture (sˇtevila jeder v skriti plasti). Algoritem DDA nova jedra
dodaja sproti. Vsako jedro kodira primere iz enega razreda.
Primer arhitekture RBF mrezˇe dobljene z algoritmom DDA je prikazan
na sliki 2.4. Vhodna in skrita plast sta polno povezani. Vsako jedro je pove-
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Slika 2.4: Struktura RBF mrezˇe dobljene z algoritmom DDA. Vhodni primeri
imajo 4 atribute, skrita plast ima 3 jedra, izhodna plast predstavlja 2 razreda.
Vir: [19]
.
zano z natanko izhodom (ker vsako jedro kodira primere iz enega razreda).
Jedra v skriti plasti so gaussovska (ucˇenje vsakemu jedru dolocˇi srediˇscˇe in
razprsˇenost). Pri klasifikaciji se primer klasificira v razred z najvecˇjo vredno-
stjo v izhodni plasti.
Nove podatke lahko generiramo iz dobljenih gaussovskih jeder. Pri ge-
neriranju podatkov iz vecˇdimenzionalne normalne porazdelitve si pomagamo
s standardno normalno porazdelitvijo. Pri tem si pomagamo z naslednjo
lastnostjo normalne porazdelitve:
X ∼ N (µ,Σ) =⇒ Y = AX + b ∼ (Aµ+ b, AΣAT ) (2.25)
Recimo sedaj, da imamo vzorec X ∼ N (0, I) in zˇelimo dobiti vzorec Y ∼
N (µ,Σ) iste dimenzije, kjer je Σ simetricˇna pozitivno definitna matrika. Ma-
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triko Σ lahko razcepimo v Σ = AAT . Cˇe uporabimo enacˇbo (2.25), dobimo:
AX + µ ∼ N (A · 0 + µ,A · I · AT ) = N (µ,Σ).
Podrobnejˇsa opisa algoritmov za ucˇenje generatorja in generiranje novih
primerov se nahajata v [22]. V diplomskem delu smo uporabili implementa-
cijo generatorja, ki se nahaja v R knjizˇnici semiArtificial [23]. V nadaljevanju
bomo za ta generator uporabljali ime rbfDataGen.
2.2.3 Nakljucˇni gozd kot generator
Robnik-Sˇikonja [24] kot generator predlaga nakljucˇni gozd, ki je znan kot
ena najbolj robustnih metod strojnega ucˇenja. Predlagani generator lahko
uporabimo tako na primerih nadzorovanega kot nenadzorovanega ucˇenja. Mi
smo generator uporabili na primerih nadzorovanega ucˇenja.
Ideja generatorja je, da za opis podatkov zgradimo mnozˇico nakljucˇnih
dreves (gozd). Ko pridemo od korena do listov nekega drevesa, smo s tem
zajeli odvisnosti atributov, ki smo jih pregledali na poti do tega lista. V listu
lahko te atribute generiramo vsakega posebej glede na njihovo distribucijo v
tem listu, saj se ne rabimo ozirati na ostale atribute. Pri vsakem generira-
nem primeru lahko vse atribute zgeneriramo v enem listu, lahko pa izberemo
neko drugo drevo in drug list ter tako zgeneriramo sˇe atribute na poti do lista
drugega drevesa. Z izbiro razlicˇnih dreves bomo dobili razlicˇne atribute, saj
pri gradnji dreves uporabljamo strmensko vzorcˇenje ucˇnih primerov (angl.
bootstrap sampling) in nakljucˇno vzorcˇenje atributov. Ker odlocˇitvena dre-
vesa veljajo za sˇibke klasifikatorje z visoko varianco, so drevesa medsebojno
razlicˇna.
Nakljcˇni gozd za generiranje podatkov se od obicˇajnega nakljucˇnega gozda
za klasifikacijo oz. regresijo razlikuje v tem, da v vsakem vozliˇscˇu shranimo
sˇe generatorje atributov, ki atribute generirajo skladno z distribucijo vre-
dnosti atributov v tem vozliˇscˇu v ucˇni mnozˇici. Numericˇne atribute lahko
generiramo z gaussovskim jedrom, logaritemskim zlepkom ali glede na kumu-
lativno gostoto. Diskretne atribute generiramo glede na njihovo kumulativno
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gostoto.
Generator vsebuje tudi algoritem za zavracˇanje zgeneriranih primerov, s
katerim zˇelimo izlocˇiti primere, pri katerih zgornji nivoji dreves ne zajamejo
dovolj pomembnih odvisnosti med podatki. Zavrnemo primere, ki so pre-
blizu tistim iz ucˇne mnozˇice ter primere, ki se od primerov iz ucˇne mnozˇice
razlikujejo prevecˇ. Pri tem uposˇtevamo povprecˇno razdaljo do k najblizˇjih
sosedov v ucˇni mnozˇici.
Algoritmi za ucˇenje generatorja, generiranje novih podatkov ter zavracˇanje
zgeneriranih primerov so podrobneje opisani v [24]. V diplomskem delu smo
uporabili implementacijo generatorja, ki se nahaja v R knjizˇnici semiArtifi-
cial [23]. V nadaljevanju bomo za ta generator uporabljali ime treeEnsemble.
2.3 Sovrazˇni napadi
Slack s sod. [28] predstavi kriticˇno ranljivost perturbacijskih razlagalnih me-
tod, kot so IME, LIME in SHAP. Vzrok za ranljivost teh metod se skriva v
perturbacijskem vzorcˇenju, ki ga metode uporabljajo. Pri perturbacijskem
vzorcˇenju atributom prirejamo nakljucˇne vrednosti, pri tem pa zanemarimo
odvisnosti do drugih atributov ter posledicˇno distribucijo podatkov. Zaradi
te lastnosti perturbacijskega vzorcˇenja lahko napadalec, ki kontrolira na-
povedni model, razlikuje med podatki, ki so pridobljeni s perturbacijskim
vzorcˇenjem in med dejanskimi podatki, ter tako zavede metode razlage, npr.
prikrije pristranskost napovednega modela.
Ideja napada je, da napadalec v resnici uporablja pristranski model (npr.
nek rasisticˇen model, ki temnopoltim ne odobri kredita), vendar njegovo pri-
stranskost zakrije, da je metode razlage ne morejo odkriti. V ta namen je
del napadalcˇevega sovrazˇnega modela tudi nepristranski model, ki npr. pri
svojih odlocˇitvah atributa, na katerem je prvi model pristranski (npr. rasa),
sploh ne uposˇteva. Sovrazˇni model skusˇa metode razlage prevarati tako, da
se na primerih, ki so pridobljeni s perturbacijami, obnasˇa kot nepristran-
ski model (uporablja izhod nepristranskega modela), na ostalih primerih, ki
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Slika 2.5: Shema ideje napada. Napadalcˇev sovrazˇni model vsebuje tako pri-
stranski kot nepristranski model. Sovrazˇni model vsebuje odlocˇitveno funk-
cijo, ki se odlocˇi, cˇe je primer, ki ga dobi na vhodu, pridobljen s perturbaci-
jami (je namenjen izkljucˇno razlagi), ali pa je dejanski primer (iz originalne
distribucije). Cˇe je primer iz distribucije, je rezultat sovrazˇnega modela enak
rezultatu pristranskega modela, sicer je enak rezultatu nepristranskega mo-
dela.
jih dejansko zˇelimo klasificirati, pa kot pristranski model (uporablja izhod
pristranskega modela). Za razlikovanje med dejanskimi in perturbacijsko
pridobljenimi podatki sovrazˇni model vsebuje odlocˇitveno funkcijo, ki pove
izhod katerega izmed obeh modelov bo sovrazˇni model uporabil kot svoj iz-
hod. Preprosta shema sovrazˇnega modela, ki ga da napadalec v uporabo kot
odlocˇitveni model, je prikazana na sliki 2.5.
Ta razdelek v nadaljevanju razdelimo na dva podrazdelka. V prvem po-
drazdelku na primeru pokazˇemo ranljivost perturbacijskega vzorcˇenja po-
datkov ter opiˇsemo algoritme za dolocˇanje ali gre za dejanski primer ali za
perturbacijski vzorec. V drugem podrazdelku formalno opiˇsemo napad s so-
vrazˇnim modelom.
Diplomska naloga 33
Ranljivost perturbacijskega vzorcˇenja
Primer razlike med distribucijo umetnih in resnicˇnih podatkov je prikazan na
sliki 2.6. Podatke smo dobili iz podatkovne mnozˇice COMPAS, ki jo podrob-
neje opiˇsemo v poglavju 4. Podatke smo razdelili v ucˇno in testno mnozˇico ter
predstavili kategoricˇne atribute v binarni obliki. Podatke na testni mnozˇici
smo normalizirali tako, da smo i-temu atributu odsˇteli µi ter rezultat delili s
si, kjer µi predstavlja povprecˇje i-tega atributa na ucˇni mnozˇici, si pa koren
variance tega atributa na ucˇni mnozˇici. Za vsak primer iz testne mnozˇice smo
ustvarili dva nova primera s perturbacijskem vzorcˇenjem, ki smo ga opisali
pri metodi LIME (atributom smo priˇsteli gaussovski sˇum). Primere iz testne
mnozˇice ter perturbacijsko generirane primere smo s pomocˇjo PCA [11] pre-
slikali v 2D prostor. PCA smo naredili sˇe na istih podatkih, ki smo jih najprej
denormalizirali. Vidimo, da so resnicˇni podatki zbrani v eni ali vecˇ grucˇah,
medtem ko so generirani podatki razprsˇeni. PCA torej uspesˇno locˇeno prikazˇe
distribucijo resnicˇnih podatkov ter distribucijo generiranih podatkov.
To nakazuje, da lahko za razlikovanje med zgeneriranimi in resnicˇnimi
podatki uporabimo algoritme strojnega ucˇenja. Primere, ki niso zgenerirani,
bomo v nadaljevanju imenovali primeri iz (originalne) distribucije, zgeneri-
rane pa primeri izven distribucije. Onzacˇimo z g klasifikator, ki pove, ali
je nek primer iz distribucije Za primer x ∈ Rn zˇelimo, da g vrne naslednji
rezultat:
g(x) =
1, x je iz distribucije0, x ni iz distribucije
Ucˇenje klasifikatorja g je odvisno od metode razlage, saj vsaka upora-
blja drugacˇno vzorcˇenje. V algoritmu 7 je opisano ucˇenje klasifikatorja g,
cˇe uporabljamo metodo LIME. Za vsak primer iz distribucije s perturba-
cijskim LIME vzorcˇenjem generiramo nVzorcev izven distribucije. Pri tem
zahtevamo, da so nasˇi podatki normalizirani tako, da je njihovo povprecˇje 0,
varianca pa 1 (cˇe bi podatki lahko bili poljubno veliki, se priˇstevanje sˇuma ne
bi prevecˇ poznalo). Primere izven distribucije dobimo tako, da vrednostim
atributov iz distribucije priˇstejemo N (0, std) porazdeljen sˇum, kjer std po-
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Slika 2.6: Rezultati PCA na delu podatkov iz podatkovne mnozˇice Compas
z dodanim perturbacijskim vzorcˇenjem, ki je uporabljeno pri metodi LIME.
Zgornji graf prikazuje rezultat metode PCA na normaliziranih podatkih, spo-
dnji pa na podatkih, ki smo jih po perturbacijskem vzorcˇenju preslikali nazaj
v prvotni prostor. Resnicˇni podatki so oznacˇeni z modro, generirani pa z
rdecˇo. Opazimo lahko razliko med distribucijo obeh skupin podatkov.
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damo algoritmu kot parameter. Ucˇno mnozˇico X dobimo z unijo primerov iz
distribucije, ki jim pripiˇsemo razred y = 1, in primerov izven distribucije, ki
jim pripiˇsemo razred y = 0. Na mnozˇici X izvedemo ucˇenje ucˇnega algoritma
UcniAlg, ki predstavlja nasˇ klasifikator g.
V algoritmu 8 je opisano ucˇenje modela g, cˇe uporabljamo metodo SHAP.
Od algoritma 7 se razlikuje v sestavi ucˇne mnozˇice X in v tem, da sedaj ne
potrebujemo normalizacije podatkov. Za simulacijo vzorcˇenja metode SHAP
potrebujemo distribucijsko mnozˇico D′. To mnozˇico, tako kot pri metodi
SHAP, dobimo tako, da na dani mnozˇici podatkov D izvedemo metodo k
voditeljev. Na ta nacˇin dobimo k grucˇ, katerih srediˇscˇa vzamemo za D′. Pri-
mere izven distribucije dobimo tako, da primerom iz D spremenimo vrednosti
nakljucˇnih atributov v vrednosti nakljucˇnega primera iz D′. V algoritmu 8
predstavlja x nakljucˇen primer iz D, ki mu bomo spremenili vrednosti atri-
butov, w predstavlja nakljucˇen primer iz distribucijske mnozˇice, katerega
vrednosti atributov bomo uporabili, M pa predstavlja nakljucˇno mnozˇico
atributov primera x.
Sami smo dodali sˇe algoritem za ucˇenje modela g, cˇe uporabljamo me-
todo IME, ki je predstavljen v algoritmu 9. Od prejˇsnjih dveh se razlikuje
le v sestavi ucˇne mnozˇice X. Za vsak primer iz dane mnozˇice D izberemo
nakljucˇnih nVzorcev na enak nacˇin kot pri metodi IME. Pri metodi IME
za vsak atribut i izberemo nakljucˇno permutacijo pi ter nakljucˇen primer w.
S pomocˇjo pi in w sestavimo vektorja b1 in b2. Vektor b1 dobimo tako, da
vzamemo vrednosti primera x, ki ga razlagamo, pri atributih, ki so pred i
v permutaciji pi, ter vrednosti vektorja w pri ostalih atributih. Vektor b2
dobimo tako kot b1, le da tudi pri i-tem atributu vzamemo vrednost primera
x. Na podoben nacˇin vzorce sestavimo pri ucˇenju modela g, le da tokrat
vsakicˇ nakljucˇno izberemo tudi atribut i, kar v algoritmu 9 predstavlja spre-
menljivka idx.
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Algoritem 7: Ucˇenje napovednega modela, ki locˇi med primeri iz di-
stribucije in primeri dobljenimi s perturbacijskim LIME vzorcˇenjem
Input: Mnozˇica D = {(xi)mi=1} s povprecˇjem 0 in varianco 1, sˇtevilo
perturbacijskih vzorcev nVzorcev za vsak primer iz D,
standardni odklon dodanega sˇuma std, metoda strojnega
ucˇenja UcniAlg
Output: Klasifikator g, ki pove ali je nek primer iz distribucije
mnozˇice D
X ← ∅ // Ucˇna mnozˇica za UcniAlg
for i = 1 to m do
X ← X ∪ (xi, 1) // Dodamo primer iz distribucije
for j = 1 to nVzorcev do // Dodamo nVzorcev primerov
izven distribucije
zj ← zeros(len(xi)) // Vektor nicˇel, v katerega bomo
shranili zgeneriran primer
for k = 1 to len(xi) do // Gremo cˇez vse atribute
zj[k]← xi[k] +N (0, std) // k-temu atributu
prisˇtejemo vrednost dobljeno iz vzorca
N (0, std)
end
X ← X ∪ (zj, 0) // Dodamo primer izven distribucije
end
end
g ← UcniAlg.fit(X) // V g shranimo model, ki ga dobimo, ko
ucˇni algoritem pozˇenemo na mnozˇici X
return g
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Algoritem 8: Ucˇenje napovednega modela, ki locˇi med primeri iz di-
stribucije in primeri dobljenimi s perturbacijskim SHAP vzorcˇenjem
Input: Mnozˇica D = {(xi)mi=1}, sˇtevilo vzorcev nVzorcev, sˇtevilo
grucˇ k, metoda strojnega ucˇenja UcniAlg
Output: Klasifikator g, ki pove ali je nek primer iz distribucije
mnozˇice D
D′ ← metoda k voditeljev(D, k) // Distribucijska mnozˇica, s
katero bomo generirali podatke
X ← ∅ // Ucˇna mnozˇica za UcniAlg
for i = 1 to nVzorcev do // Dodamo nVzorcev primerov izven
distribucije
x← izberi nakljucˇen primer iz D
w ← izberi nakljucˇen primer iz D′
M ← izberi nakljucˇno podmnozˇico {1, 2, ..., len(x)} // Izberemo
nakljucˇne atribute
x[M ]← w[M ] // Izbrane atribute v x zamenjamo z
vrednostmi primera iz distribucijske mnozˇice kot
pri metodi SHAP
X ← X ∪ (x, 0) // Dodamo primer izven distribucije
end
for i = 1 to m do // Dodamo primere iz distribucije
X ← X ∪ (xi, 1)
end
g ← UcniAlg.fit(X) // V g shranimo model, ki ga dobimo, ko
ucˇni algoritem pozˇenemo na mnozˇici X
return g
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Algoritem 9: Ucˇenje napovednega modela, ki locˇi med primeri iz
distribucije in primeri dobljenimi s perturbacijskim IME vzorcˇenjem
Input: Mnozˇica D = {(xi)mi=1}, sˇtevilo perturbacijskih vzorcev
nVzorcev za vsak primer iz D, metoda strojnega ucˇenja
UcniAlg
Output: Klasifikator g, ki pove ali je nek primer iz distribucije
mnozˇice D
X ← ∅ // Ucˇna mnozˇica za UcniAlg
for i = 1 to m do
X ← X ∪ (xi, 1) // Dodamo primer iz distribucije
for j = 1 to nVzorcev do // Dodamo nVzorcev primerov
izven distribucije
w ← izberi nakljucˇen primer iz D // Primer, s katerim
bomo menjali vrednosti atributov od xi
b1 ← w // Prvi primer izven distribucije
b2 ← w // Drugi primer izven distribucije
pi ← izberi nakljucˇno permutacijo iz Slen(xi) // Izberemo
nakljucˇno permutacijov atributov xi
idx← izberi nakljucˇno sˇtevilo iz {1, 2, ..., len(xi)}
// Izberemo nakljucˇen indeks atributa
M1 ← {k ∈ {1, 2, ..., len(xi)}, pi(k) < pi(idx)} // Atributi,
ki so v permutaciji pi pred idx
M2 ←M1 ∪ {idx}
b1 ← xi[M1] // Vektor b1 sestavimo kot v algoritmu 2
b2 ← xi[M2] // Vektor b2 sestavimo kot v algoritmu 2
X ← X ∪ {(b1, 0), (b2, 0)} // Dodamo primera izven
distribucije
end
end
g ← UcniAlg.fit(X) // V g shranimo model, ki ga dobimo, ko
ucˇni algoritem pozˇenemo na mnozˇici X
return g
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Formalen opis napada s sovrazˇim modelom
Slack s sod. [28] predstavi napad na metode razlage, ki izkoriˇscˇa opisano sla-
bost perturbacijskega vzorcˇenja. Predpostavimo, da imamo napadalca, ki zˇeli
spraviti v obtok pristranski klasifikator f za sprejemanje kriticˇnih odlocˇitev,
kot je recimo dodeljevanje kredita, dolocˇanje zaporne kazni, zaposlovanje,
odobritev pogojnega izpusta itd. Klasifikator f je lahko na primer rasisticˇen,
seksisticˇen ali na kak drug nacˇin pristranski v korist napadalca. Po direktivi
GDPR [2] mora napadalec dati dostop do modela f , ki je cˇrna sˇkatla, tako
stranki kot nadzorniku, ki lahko na f uporabi metode razlage, da ugotovi, cˇe
je f sprejemlljiv za uporabo. Cilj napadalca je prevarati razlagalne metode
in s tem prikriti pristranskost modela f .
Napadalec ima pristranski klasifikator f ter vzorec S iz distribucije Xdist
iz realnega sveta. Napadalec nima nobenih drugih podatkov o distribuciji
Xdist. Cilj napadalca je proizvesti sovrazˇni klasifikator e, ki se na podatkih iz
Xdist obnasˇa kot f , vendar pa razlagalnim modelom ne razkrije pristranskosti
f .
Kot smo videli, razlagalne metode LIME, SHAP in IME uporabljajo per-
turbacijsko vzorcˇenje, katerega rezultati se lahko razlikujejo od distribucije
podatkov, v tem primeru Xdist. Razlagalne metode lahko napadalec prevara
tako, da prilagaja obnasˇanje sovrazˇnega modela e v odvisnosti od tega, ali je
nek podatek dobljen iz realnega sveta ali s pomocˇjo perturbacij. Denimo, da
ima napadalec sˇe
”
lazˇen“ nepristranski model ψ, ki prikriva pristranskega.
Ta model lahko dobi recimo tako, da na mnozˇici S uporabi neko robustno me-
todo strojnega ucˇenja, pri cˇemer izpusti atribute, ki so odvisni od obcˇutljivih
(tistih, na katerih je f pristranski). Napadalec v tem primeru zˇeli sovrazˇni
model e, ki zadosti enacˇbi:
e(x) =
f(x), x ∈ Xdistψ(x), sicer (2.26)
Problem napadalca je, da ne pozna distribucije Xdist. Ta problem lahko resˇi
ob predpostavki, da vzorec S dovolj dobro povzame distribucijo Xdist. Na-
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padalec v tem primeru izkoristi slabost perturbacijskega vzorcˇenja tako, da s
pomocˇjo algoritma 7, 8 ali 9 ustvari klasifikator g (cˇe napadalec ne ve, katero
razlagalno metodo bo nadzornik uporabil, lahko uporabi kombinacijo klasifi-
katorjev naucˇenih s temi algoritmi in s tem zajame vse metode). Napadalec
ustvari klasifikator e, ki deluje po enacˇbi:
e(x) =
f(x), g(x) = 1ψ(x), g(x) = 0 (2.27)
Ucˇinkovitost takega modela e eksperimentalno preverimo v poglavju 4.
V diplomskem delu smo uporabili implementacijo, ki se nahaja na git
repozitoriju [27] avtorjev napada, ki za ucˇenje klasifikatorja g uporablja na-
kljucˇni gozd.
Poglavje 3
Obramba pred napadi na
metode razlage
V diplomskem delu predlagamo spremembo trenutnih perturbacijskih razla-
galnih metod, da te postanejo bolj zanesljive in odporne na napad predsta-
vljen v razdelku 2.3. Glavna ideja obrambe pred sovrazˇnimi napadi je, da
zamenjamo problematicˇno pertubracijsko vzorcˇenje z drugim nacˇinom ge-
neriranja podatkov. Podatke zˇelimo generirati tako, da napadalec ne more
ugotoviti, ali je nek primer zgeneriran ali dobljen iz dejanskih podatkov. Na
sliki 2.5 vidimo, da mora napadalec najprej dolocˇiti, kdaj je primer x na-
menjen izkljucˇno razlagi (je umetno pridobljen). Cilj obrambe je uporabiti
boljˇsi generator od perturbacij, ki bo napadalcu onemogocˇil prepoznavanje
primerov, ki so namenjeni izkljucˇno razlagi. Izboljˇsan generator je primere
sposoben generirati v skladu z distribucijo resnicˇnih primerov, da napadalec
ne more ugotoviti, ali so namenjeni izkljucˇno razlagi. Cˇe napadalec ne ve, ali
primer x prihaja iz distribucije, ki smo jo v razdelku 2.3 oznacˇili z Xdist, ne
more prilagajati izhoda sovrazˇnega modela v skladu z enacˇbo (2.26). Na ta
nacˇin dobimo razlagalno metodo, ki je odporna na napad, opisan v razdelku
2.3.
Z boljˇsimi generatorji, kot so perturbacije, lahko zadostimo lastnostim ge-
neriranih podatkov, ki so nujne za zanesljivo razlago. Za generirane podatke
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zˇelimo naslednje lastnosti:
1. Generator mora pri generiranju podatkov zajeti vse odvisnosti med
atributi. V nasprotnem primeru lahko napadalec ugotovi, da je nek
primer zgeneriran, ker so odnosi med atributi drugacˇni od tistih v ori-
ginalni distribuciji. Preprost primer: cˇe je cena hiˇse sorazmerna z njeno
velikostjo na dejanskih podatkih, mora biti tudi na zgeneriranih, sicer
lahko napadale z ustrezno analizo odkrije to pomankljivost.
2. Zgenerirani podatki morajo biti podobni dejanskim, vendar ne enaki.
Cˇe podatki niso dovolj podobni, lahko napadalec hitro ugotovi, da so
zgenerirani; prav tako zgenerirani podatki ne smejo biti enaki origi-
nalnim, saj bi v tem primeru napadalec tocˇno vedel, kateri primeri
bodo uporabljeni pri razlagalnih metodah in na podlagi tega prilagajal
obnasˇanje svojega sovrazˇnega modela.
3. Ucˇenje generatorja ter generiranje podatkov mora biti cˇasovno ucˇinkovito.
Razlagalne metode imajo zˇe brez generatorjev veliko cˇasovno zahtev-
nost, sploh na primerih z veliko atributi. Pri razlagi primera je po-
trebno generirati veliko novih vzorcev; cˇe generator ni hiter, bo posto-
pek cˇasovno prezahteven.
Omenjene lastnosti Robnik-Sˇikonja [24] navede kot zˇeljene lastnosti mo-
dernih generatorjev podatkov. V diplomski nalogi predlagamo uporabo gene-
ratorjev, predstavljenih v razdelku 2.2, saj naj bi izpolnjevali zˇeljene lastno-
sti. Zanesljivost razlagalnih metod z dodanimi generatorji eksperimentalno
preverimo v poglavju 4.
Poglavje v nadaljevanju razdelimo na sˇtiri razdelke. V prvih treh razdel-
kov predstavimo uporabo generatorjev na razlagalnih metodah LIME, IME
in SHAP. V cˇetrtem razdelku predstavimo izboljˇsano implementacijo razla-
galnih metod LIME, IME in SHAP.
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3.1 Uporaba generatorjev pri metodi LIME
Pri metodi LIME za vsak primer generiramo vzorce s podanim boljˇsim ge-
neratorjem namesto z gaussovskim sˇumom. Ker bo distribucija generiranih
podatkov podobna distribuciji obstojecˇih, saj generatorji skusˇajo posnemati
to distribucijo, bo za napadalca tezˇje dolocˇiti, kateri primeri predstavljajo
dejanske in kateri zgenerirane. Za vsak primer, ki ga razlagamo, generi-
ramo zahtevano sˇtevilo novih primerov z danim generatorjem. Z MCD–VAE
podatke generiramo na okolici podanega primera, saj metoda LIME gradi lo-
kalen model. S treeEnsemble in rbfDataGen podatkov ne moremo generirati
na okolici primera, a to ni tezˇava, saj mera blizˇine pix′ metode LIME poskrbi,
da dobijo primeri, ki so blizˇje razlaganemu primeru, vecˇjo tezˇo.
Uporabo generatorjev za boljˇso distribucijo generiranih podatkov moti-
viramo s primerom, prikazanim na sliki 3.1 Grafe smo dobili tako, da smo
na mnozˇici COMPAS uporabili generator MCD–VAE in podatke s pomocˇjo
PCA preslikali v 2D prostor. Podatke smo razdelili v ucˇno in testno mnozˇico
in jih normalizirali, kot to zahteva generator. Kategoricˇne atribute smo pred-
stavili v binarni obliki. Normalizacija i-tega atributa je preslikava xi 7→
xi−mini
maxi−mini , kjer maxi predstavlja maksimum, mini pa minimum i-tega atri-
buta na ucˇni mnozˇici. Za vsak primer iz testne mnozˇice smo v njegovi okolici
generirali dva primera. Grafa v levem stolpcu predstavljata normalizirane po-
datke, grafa v desnem stolpcu pa podatke, ki smo jih denormalizirali, preden
smo uporabili PCA. Na sliki vidimo, da je distribucija zgeneriranih podat-
kov veliko bolj podobna dejanski distribuciji, kot na sliki 2.6, ki prikazuje
perturbacijsko vzorcˇenje.
Preizkusili smo dve razlicˇni velikosti vmesne dimenzije generatorja. Grafa
v zgornji vrstici smo dobili tako, da smo podatke generirali z generatorjem s
512 nevroni v vmesni plasti, generator v spodnji vrstici pa je imel v vmesni
plasti 20 nevronov. V obeh primerih smo za velikost latentne plasti vzeli
polovico sˇtevila atributov. Na sliki 3.1 lahko opazimo, da je pomembna
pravilna izbira velikosti vmesne dimenzije. V zgornji vrstici so zgenerirani
primeri zelo blizu dejanskim. Za zgenerirane primere ne zˇelimo, da so preblizu
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dejanskim, saj bi to lahko pomenilo, da napovedni model, ki ga razlagamo, na
vseh vrne isti rezultat in posledicˇno razlagalna metoda atributom ne more
pripisati prispevkov. V spodnji vrstici vidimo, da zgenerirani primeri bolj
odstopajo od dejanskih. Na sliki spodaj desno opazimo problem preslabega
prilagajanja zgeneriranih primerov dejanskim, saj so vsi zgenerirani primeri
zgosˇcˇeni na istem obmocˇju. To napadalcu omogocˇi, da lahko locˇuje med
dejanskimi in zgeneriranimi primeri.
Tezˇava generatorja MCD–VAE je, da ni enostaven za uporabo, saj mora
uporabnik, ki zˇeli zanesljivo razlago, dobro izbrati velikost vmesne plasti.
Preostala parametra, s katerima lahko vpliva na blizˇino zgeneriranih podat-
kov dejanskim, sta velikost latentne plasti ter verjetnost izpusˇcˇanja nevronov.
V tem delu le pokazˇemo idejo uporabe generatorja v razlagalnih metodah, po-
drobnejˇso analizo optimalne izbire parametrov generatorjev pa prepusˇcˇamo
nadaljnim raziskavam.
3.2 Uporaba generatorjev pri metodi SHAP
Pri metodi SHAP generatorje uporabimo za generiranje distribucijske mnozˇice
D. Mnozˇico D potrebujemo za dolocˇitev pricˇakovanih vrednosti napovednega
modela na primerih, ki jim nekaj atributov
”
skrijemo“. Problem perturba-
cijskega vzorcˇenja pri metodi SHAP je, da razlaganemu primeru zamenjamo
vrednosti
”
skritih“ atributov z vrednostmi primerov v distribucijski mnozˇici
D, pri tem pa zanemarimo odvisnosti med atributi. Vzemimo preprost pri-
mer, kjer imamo atributa velikost hiˇse in cena hiˇse. Recimo, da
”
skrijemo“
ceno, velikosti pa ne. V osnovi med atributoma velja odvisnost, da cena hiˇse
narasˇcˇa z njeno velikostjo. Denimo, da razlagamo primer, ki predstavlja ve-
liko hiˇso. V mnozˇici D izberemo primer z majhno ceno, saj so v ucˇni mnozˇici
nastopali tudi taksˇni primeri. Veliki hiˇsi potem dodelimo majhno ceno, iz
cˇesar pa lahko napadalec hitro ugotovi, da je primer dobljen s perturbacij-
skim vzorcˇenjem in sluzˇi le razlagi.
Z generatorjem MCD–VAE lahko distribucijsko mnozˇico D zgeneriramo v
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Slika 3.1: Rezultati PCA na delu podatkov iz podatkovne mnozˇice Compas
z dodanimi primeri, zgeneriranimi z generatorjem MCD–VAE. Zgornja grafa
prikazujeta rezultat metode PCA pri generatorju s 512 nevroni v vmesni
plasti, spodnja pa pri generatorju z 20 nevroni v vmesni plasti. Leva grafa
prikazujeta rezultata metode PCA na normaliziranih podatkih, desna pa na
podatkih, ki smo jih po generiranju denormalizirali. Resnicˇni podatki so
oznacˇeni z modro, generirani pa z rdecˇo. Opazimo lahko, da izbira sˇtevila
nevronov v vmesni plasti vpliva na to, kako blizu modrim so rdecˇi primeri.
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okolici primera, ki ga razlagamo. Na ta nacˇin bodo vrednosti atributov pri-
merov iz distribucijske mnozˇice podobne vrednostim atributov primera, ki
ga razlagamo. Cˇe vrednosti nekaterih atributov razlagalnega primera, zame-
njamo z vrednostmi zgeneriranih primerov, ne bi smelo prihajati do anomalij,
ki jih opazimo pri navadnem perturbacijskem vzorcˇenju. Poglejmo si to na
prejˇsnjem primeru. Cˇe generiramo distribucijsko mnozˇico okoli primera, ki
predstavlja veliko hiˇso, bo vecˇina hiˇs v distribucijski mnozˇici velika. Po-
sledicˇno bodo hiˇse imele vecˇjo ceno, kar pomeni, da bo pri zamenjavi cene
nasˇega primera s ceno zgeneriranega primera napadalcu tezˇje odkriti, da je
primer pridobljen z vzorcˇenjem in namenjen razlagi.
Prednost generatorja MCD–VAE pred perturbacijami prikazˇemo na pri-
meru na sliki 3.2. Podatke iz mnozˇice COMPAS smo razdelili na ucˇno in
testno mnozˇico. Za vsak primer iz testne mnozˇice smo generirali en primer
s SHAP vzorcˇenjem. Pri vsakem primeru smo nakljucˇno izbrali en primer iz
distribucijske mnozˇice D ter nakljucˇno izbrali atribute, pri kateih smo vre-
dnosti primera iz testne mnozˇice zamenjali z vrednostmi izbranega primera
iz D. Na zgornjem grafu je prikaz rezultatov perturbacijskega vzorcˇenja,
kjer smo D ustvarili z metodo k voditeljev, kjer smo sˇtevilo grucˇ izbrali s
pomocˇjo silhuetne ocene. Na spodnjem grafu je prikaz rezultatov vzorcˇenja
s pomocˇjo generatorja MCD–VAE, kjer smo pri vsakem primeru iz testne
mnozˇice z MCD–VAE generirali 100 primerov okrog tega primera in zgene-
rirane primere vzeli za D. Na testni mnozˇici in na zgeneriranih podatkih
smo izvedli algoritem PCA, da jih lahko prikazˇemo v 2D prostoru. Vidimo,
da je distribucija podatkov, generiranih s pomocˇjo MCD–VAE, veliko blizˇje
distribuciji testne mnozˇice, kot distribucija podatkov dobljenih s perturba-
cijskim vzorcˇenjem. To nakazuje, da je pri uporabi generatorja MCD–VAE,
napadalcu tezˇje izvesti sovrazˇni napad, opisan v razdelku 2.3, kot pri uporabi
perturbacijskega vzorcˇenja.
Z rbfDataGen in treeEnsemble sicer ne moremo generirati novih primerov
v blizˇini podanega primera, a ne glede na to z uporabo teh generatorjev
pridobimo v primerjavi z navadnim perturbacijskim vzorcˇenjem. Omenjena
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Slika 3.2: Rezultati PCA na delu podatkov iz podatkovne mnozˇice Compas
z dodanimi primeri dobljenimi s SHAP vzorcˇenjem. Zgornji graf prikazuje
rezultat metode PCA na testni mnozˇici in vzorcih dobljenimi s perturba-
cijami. Spodnji graf prikazuje rezultat metode PCA na testni mnozˇici in
vzorcih dobljenimi z generatorjem MCD–VAE. Resnicˇni podatki so oznacˇeni
z modro, generirani pa z rdecˇo. Opazimo lahko, da je distribucija rdecˇih
tocˇk na spodnjem grafu veliko bolj podobna distribuciji modrih tocˇk kot na
zgornjem.
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generatorja v primerjavi z metodo k voditeljev omogocˇata:
• generiranje vecˇje mnozˇice D,
• generiranje mnozˇice D, ki bolje
”
povzema“ ucˇno mnozˇico,
• lazˇjo uporabo metode SHAP.
Pri velikosti mnozˇice D pridobimo, ker z metodo k voditeljev tezˇko dobimo
poljubno sˇtevilo grucˇ, ki bodo dobro locˇevale med podatki. Avtorji metode
SHAP ne priporocˇajo velikosti D vecˇje od 100, vendar ni nujno, da z metodo
k voditeljev ucˇno mnozˇico sploh lahko razdelimo v 100 grucˇ tako, da bi
grucˇe res dobro povzemale mnozˇico (recimo, da bi bila njihova povprecˇna
silhuetna ocena dobra). Ponavadi primeri v ucˇni mnozˇici ne tvorijo toliko
grucˇ. Cˇe zˇelimo ustvariti vecˇ grucˇ, kot jih v nasˇi mnozˇici dejansko je, s tem
dolocˇene meje med grucˇami
”
vsilimo“ (meje so dolocˇene tako, da bi lahko
primeri s podobnimi lastnostmi padli v vecˇ grucˇ, posledicˇno tako grucˇenje
slabo
”
povzema“ ucˇno mnozˇico). Prednost vecˇje mnozˇice D pri vzorcˇenju
je, da s tem dobimo vecˇ primerov, ki so podobni razlaganemu, in s tem
dobimo vecˇ primerov, na katerih napadalec tezˇko prilagaja obnasˇanje svojega
sovrazˇnega modela.
Mnozˇica D, ki jo pridobimo z rbfDataGen ali treeEnsemble, bolje
”
pov-
zema“ dano ucˇno mnozˇico kot metoda k voditeljev, ker bodo podatki generi-
rani v skladu z distribucijo podatkov v ucˇni mnozˇici. Istocˇasno pri metodi k
voditeljev srediˇscˇa grucˇ niso nujno veljavni primeri iz distribucije podatkov.
Denimo, da dobimo srediˇscˇe grucˇe tako, da so primeri v grucˇi zgosˇcˇeni na
krozˇnici okrog srediˇscˇa grucˇe, primer, ki ga predstavlja srediˇscˇe, pa se sploh
ne more zgoditi. Prav tako z metodo k voditeljev ne povzamemo dovolj do-
bro
”
gostote“ podatkov na posameznih obmocˇjih. Zgodi se lahko, da pade
veliko podatkov v obmocˇje, ki je pri metodi k voditeljev predstavljeno zgolj
z eno grucˇo. V distribucijski mnozˇici D bomo v tem primeru imeli samo
en primer, ki bo opisoval to obmocˇje, cˇeprav je lahko v tem obmocˇju vecˇina
podatkov iz ucˇne mnozˇice. To se pri uporabi kakovostnih generatorjev ne
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more zgoditi, saj cˇe je na nekem obmocˇju v ucˇni mnozˇici veliko podatkov, bo
tudi verjetnost, da zgenerirani primer pade v to obmocˇje, vecˇja.
Uporaba razlagalne metode SHAP z dodanimi generatorji je lazˇja kot pri
uporabi metode k voditeljev, ker uporabnikov izbor velikosti distribucijske
mnozˇice D ni vecˇ tako pomemben. Cˇe metoda SHAP uporablja metodo k
voditeljev, je zanesljivost razlage odvisna od sˇtevila grucˇ, ki ga izbere upo-
rabnik. Cˇe je grucˇenje slabo (meje med grucˇami niso ocˇitne, primeri bi lahko
spadali k vecˇ grucˇam), bo tudi pokritje ucˇne mnozˇice, ki ga predstavljajo
srediˇscˇa dobljenih grucˇ, slabo. Uporabnik mora biti zato previden pri iz-
boru sˇtevila grucˇ, pri tem si lahko pomaga s hevristikami, kot je silhuetna
ocena. Nasprotno pa lahko ob uporabi generatorja uporabnik dolocˇi za veli-
kost mnozˇice D kar sˇtevilo 100, ki predstavlja najvecˇjo velikost mnozˇice D,
ki jo avtorji metode SHAP sˇe priporocˇajo. Razlog te robustnosti je, ker ne
glede na to, koliko novih podatkov generator generira, bodo ti generirani v
skladu z distribucijo dane ucˇne mnozˇice.
Primerjava distribucijskih mnozˇic in testne mnozˇice je prikazana na sliki
3.3. Podatke iz mnozˇice COMPAS smo razdelili na ucˇno in testno mnozˇico.
Na zgornjem grafu je prikaz primerjave testne mnozˇice in distribucijske mnozˇice
D, dobljene z metodo k voditeljev. Za sˇtevilo grucˇ smo s pomocˇjo silhuetne
ocene izbrali sˇtevilo 8. Na spodnjem grafu je primerjava testne in distribu-
cijske mnozˇice D, dobljene s treeEnsemble. S treeEnsemble smo generirali
100 primerov in jih vzeli za mnozˇico D. Na podatkih smo izvedli algoritem
PCA, da jih lahko prikazˇemo v 2D prostoru. Na sliki lahko vidimo, da je D
dobljena s treeEnsebmle veliko bolj v skladu z distribucijo testne mnozˇice,
kot D dobljena z metodo k voditeljev.
Primerjava distribucije testne mnozˇice in distribucije podatkov generira-
nih z nakljucˇnim gozdom in perturbacijami je prikazana na sliki 3.4. Podatke
iz mnozˇice COMPAS smo razdelili na ucˇno in testno mnozˇico. Za vsak pri-
mer iz testne mnozˇice smo generirali en primer s SHAP vzorcˇenjem. Pri
vsakem primeru smo nakljucˇno izbrali en primer iz distribucijske mnozˇice
D ter nakljucˇno izbrali atribute, pri katerih smo vrednosti primera iz testne
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Slika 3.3: Rezultati PCA na delu podatkov iz podatkovne mnozˇice Compas z
dodano distribucijsko mnozˇico. Zgornji graf prikazuje rezultat metode PCA
na testni mnozˇici in distribucijski mnozˇici dobljeni z metodo k voditeljev, ki je
podatke organizirala v 8 grucˇ. Spodnji graf prikazuje rezultat metode PCA
na testni mnozˇici in distribucijski mnozˇici dobljeni z nakljucˇnim gozdom.
Testna mnozˇica je oznacˇena z modro, distribucijska pa z rdecˇo. Opazimo
lahko, da je distribucija rdecˇih tocˇk na spodnjem grafu veliko bolj podobna
distribuciji modrih tocˇk kot na zgornjem.
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mnozˇice zamenjali z vrednostmi izbranega primera iz D. Na zgornjem grafu
je prikaz rezultatov perturbacijskega vzorcˇenja. Na spodnjem grafu je prikaz
rezultatov vzorcˇenja s pomocˇjo treeEnsemble. Za D smo vzeli distribucijski
mnozˇici, ki sta prikazani na sliki 3.3. Na podatkih smo izvedli algoritem
PCA, da jih lahko prikazˇemo v 2D prostoru. Vidimo, da je distribucija po-
datkov, generiranih s treeEnsemble veliko blizˇje distribuciji testne mnozˇice,
kot distribucija podatkov dobljenih s perturbacijskim vzorcˇenjem. To naka-
zuje, da je pri uporabi nakljucˇnega gozda kot generatorja, napadalcu tezˇje
izvesti sovrazˇni napad, opisan v razdelku 2.3, kot pri uporabi perturbacij-
skega vzorcˇenja.
3.3 Uporaba generatorjev pri metodi IME
Glavni cilj uporabe generatorjev pri metodi IME je hitrejˇsa konvergenca me-
tode. Metoda IME je zˇe v osnovi bolj odporna na sovrazˇne napade, opisane
v razdelku 2.3, kot metodi LIME in SHAP, kar eksperimentalno preverimo
v poglavju 4. Odpornost metode IME se skriva v tem, da metoda vzorce je-
mlje iz celotne ucˇne mnozˇice, kar pomeni, da je verjetnost, da bo nek vzorec
skladen z dejansko distribucijo podatkov, vecˇja. Tezˇava metode IME je, da
predvsem na ucˇnih mnozˇicah z veliko atributi za zanesljivo razlago potrebuje
veliko vzorcev, zaradi cˇesar je lahko pocˇasna. Z uporabo generatorja zˇelimo
zmanjˇsati sˇtevilo potrebnih vzorcev, kar bi lahko dosegli z generiranjem bolj
realnih vzorcev in s tem hitrejˇso konvergenco metode IME.
Sˇtrumbelj in Kononenko [31] dolocˇita sˇtevilo potrebnih vzorcev za za-
nesljivo razlago s pomocˇjo variance populacije, iz katere jemljemo vzorce.
Oznacˇimo s σ2i varianco populacije pri i-tem atributu. σ
2
i torej predstavlja
varianco populacije Vpi,w = (f(w[wi=xi,i∈Prei(pi)∪{i}])− f(w[wi=xi,i∈Prei(pi)])). σ2i
dolocˇimo s pomocˇjo mmin vzorcev, ki jih na zacˇetku dodelimo vsakemu atri-
butu. Zˇeljeno natancˇnost metode IME podamo s parom (1−α, e), s katerima
omejimo velikost napake s pomocˇjo enacˇbe:
P (|φˆi − φi|) < e. (3.1)
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Slika 3.4: Rezultati PCA na delu podatkov iz podatkovne mnozˇice Compas
z dodanimi primeri dobljenimi s SHAP vzorcˇenjem. Zgornji graf prikazuje
rezultat metode PCA na testni mnozˇici in vzorcih dobljenimi s perturbaci-
jami. Spodnji graf prikazuje rezultat metode PCA na testni mnozˇici in vzor-
cih dobljenimi s treeEnsemble generatorjem. Resnicˇni podatki so oznacˇeni
z modro, generirani pa z rdecˇo. Opazimo lahko, da je distribucija rdecˇih
tocˇk na spodnjem grafu veliko bolj podobna distribuciji modrih tocˇk kot na
zgornjem.
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Oznacˇimo z mi(1− α, e) minimalno potrebno sˇtevilo vzorcev za i-ti atribut,
s katerim zadostimo enacˇbi (3.1). Velja:
mi(1− α, e) = z
2
1−α · σ2i
e2
, (3.2)
kjer z1−α predstavlja vrednost definirano z enacˇbo P (|X| > z1−α) < 1 − α,
kjer je X N (0, 1) porazdeljena slucˇajna spremenljivka.
Oznacˇimo zm(1−α, e) minimalno potrebno sˇtevilo vzorcev, da pri vsakem
atributu zadostimo enacˇbi (3.1). Sˇtevilo m(1 − α, e) lahko dolocˇimo s tem,
da sesˇtejemo enacˇbe (3.2) za vse atribute:
m(1− α, e) = n · z
2
1−α · σ2
e2
, (3.3)
kjer n oznacˇuje sˇtevilo atributov, σ2 pa vsoto 1
n
∑n
i=1 σ
2
i .
Z uporabo generatorjev zˇelimo zmanjˇsati varianco populacije pri posame-
znem atributu. To lahko dosezˇemo tako, da primer w, pri katerem vzamemo
vrednosti atributov, ki jih
”
skrijemo“ v razlaganem primeru x, namesto na-
kljucˇno iz ucˇne mnozˇice vzamemo iz okolice primera x. To dosezˇemo s tem,
da mnozˇico, iz katere jemljemo primere w, generiramo z generatorjem okrog
primera x. Pri tem racˇunamo, da se bo napovedni model, ki ga razlagamo
na okolici primera x obnasˇal podobno kot na x in bo na ta nacˇin varianca
populacije manjˇsa.
Pri metodi IME uporabimo samo generator MCD–VAE, saj treeEnsem-
ble in rbfDataGen ne omogocˇata generiranja primerov v okolici podanega
primera. Generator treeEnsemble bi sicer lahko prilagodili, da bi omogocˇal
generiranje v okolici podanega primera, vendar to prepusˇcˇamo nadaljnemu
delu. Vpliv uporabe gneratorja na varianco populacije in natancˇnost razlage
eksperimentalno preverimo v poglavju 4.
3.4 Implementacija
Za osnovo smo vzeli algoritme, opisane v razdelku 2.1, ki smo jim dodali
generatorje.
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Implementacija metode LIME z dodanim generatorjem je opisana v algo-
ritmu 10. Algoritem je skoraj enak kot algoritem 1 (LIME), spremenjeno je
le generiranje mnozˇice Z, ki jo sedaj namesto s perturbacijskim vzorcˇenjem
dobimo s pomocˇjo mnozˇice G. Mnozˇico G dobimo tako, da z generatorjem
gen generiramo N primerov. Pred generiranjem G izvedemo ucˇenje genera-
torja na ucˇni mnozˇici X, ki jo dobimo kot parameter. Za vsak primer iz G
shranimo rezultat napovednega mdoela f na tem primeru, njegovo predsta-
vljivo obliko, ki v nasˇi implementaciji predstavlja normalizacijo atributov,
opisano pri opisu metode LIME ter razdaljo predstavljive oblike primera iz
G do predstavljive oblike primera x, ki ga razlagamo. Razdaljo izracˇunamo
s pomocˇjo funkcije pix′ , opisane pri opisu metode LIME. Od tu naprej je al-
goritem 10 popolnoma enak algoritmu 1, ki smo ga opisali pri opisu metode
LIME.
Implementacije metode SHAP z dodanim generatorjem je opisana v algo-
ritmu 11. Implementacija je skoraj enaka kot v algoritmu 4 (Kernel SHAP),
spremenimo le nacˇin, na katerega dobimo distribucijsko mnozˇico D. D name-
sto z metodo k voditeljev dobimo s pomocˇjo generatorja. Najprej izvedemo
ucˇenje generatorja na ucˇni mnozˇici X, nato pa s tem generatorjem generi-
ramo k novih primerov, ki predstavljajo D. Za k obicˇajno vzamemo 100,
saj je to najvecˇja velikost distribucijske mnozˇice, ki jo avtorji metode SHAP
sˇe priporocˇajo. Od tu naprej je algoritem 11 enak algoritmu 4, prav tako
ostaneta nespremenjena algoritma 5 in 6, ki ju omenjena algoritma klicˇeta.
Algoritme 4, 5 in 6 smo opisali zˇe pri opisu metode SHAP.
Implementacija metode IME z dodanim generatorjem je opisana v algo-
ritmih 12 in 13. Algoritem 12 se od algoritma 2 (ocena prispevka i-tega
atributa z metodo IME) razlikuje le v tem, da sedaj w namesto iz mnozˇice
X izberemo iz mnozˇice W , ki jo dobimo kot parameter. Mnozˇico W zgene-
riramo v algoritmu 13. Najprej izvedemo ucˇenje generatorja gen na mnozˇici
X . S tem generatorjem generiramo mnozˇico W velikosti k, kjer k dobimo
kot parameter. Od tu naprej je algoritem 13 enak algoritmu 3 (IME), le za
ocene prispevkov posameznih atributov namesto algoritma 2 klicˇe algoritem
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Algoritem 10: Linearni LIME z dodanim generatorjem podatkov
Input: Klasifikator f , sˇtevilo vzorcev N , primer x s predstavljivo
obliko x′, pix′ , dolzˇina razlage K, generator gen, ucˇna
mnozˇica X
Output: vektor utezˇi phi
gen.fit(X) // Izvedemo ucˇenje generatorja na mnozˇici X
Z ← {} // Inicializiramo mnozˇico vzorcev
G← gen.newdata(N) // Z generatorjem generiramo N novih
primerov
for i ∈ {1, 2, ..., N} do
zi ← G[i] // Vzamemo i-ti primer iz zgenerirane mnozˇice
z′i ← predstavljiva oblika od zi
Z ← Z ∪ (z′i, f(zi), pix′(z′i)) // Shranimo predstavljivo
vrednost zgeneriranega primera, rezultat
napovednega modela na zgeneriranem primeru ter
razdaljo vzorca do x′
end
w ← Ridge(Z, λ = 0.01)
w ← w · x′ // Skalarni produkt vektorjev w in x′
najpomembnejsˇi← indeksi(max(abs(w), K)) // Shranimo K
indeksov, pri katerih ima vektor w najvecˇje absolutne
vrednosti
for (z′, f(z), pix′(z′) ∈ Z do
Z ← Z \ (z′, f(z), pix′(z′) // Vzamemo vzorec iz mnozˇice, saj
ga bomo spremenili
z′ ← z′[najpomembnejsˇi] // Vzamemo samo K
najpomembnejsˇih atributov z′
Z ← Z ∪ (z′, f(z), pix′(z′) // Spremenjen vzorec vrnemo v
mnozˇico
end
φ← zeros(len(x′)) // Rezultat je vektor nicˇel enake dolzˇine
kot x′, nenicˇelne vrednosti bomo pripisali le
najpomembnejsˇim K atributom
φ[najpomembnejsˇi]← Ridge(Z, λ = 1) // Najpomembnejsˇim K
atributom pripisˇemo vrednosti
return φ
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Algoritem 11: Kernel SHAP z dodanimm generatorjem
Input: Klasifikator f , maksimalno sˇtevilo vzorcev mmax, velikost
distribucijske mnozˇice k, ucˇna mnozˇica X, primer x ∈ Rm,
generator gen
Output: Vektor utezˇi φ(x) = (φ1(x), ..., φm′(x))
gen.fit(X) // Izvedemo ucˇenje generatorja na mnozˇici X
D ← gen.newdata(k) // Za D vzamemo k primerov, ki jih
generiramo z generatorjem, obicˇajno za k vzamemo kar
100
φ0 ← (rezultat za ex algoritma 5 za M = ∅, D, x)
X ′, ef, pi ← (rezultat algoritma 6 za f,mmax, D, x)
A← X ′[:, : m′ − 1]−X ′[:,m′ − 1] // Vzamemo vse stolpce
matrike X ′ razen zadnjega, od vsakega stolpca
odsˇtejemo zadnji stolpec
W ← diag(pi) // Diagonalna matrika, na diagonali je vektor
pi, na ostalih mestih so 0
b← ef − φ0 // Vektor ef, vsaki komponenti odsˇtejemo
vrednost φ0
b← b− (f(x)− φ0) ·X ′[:,m′ − 1] // Odsˇtejemo sˇe zadnji
stolpec matrike X ′, pomnozˇen s skalarjem f(x)− φ0
φ← zeros(m′) // Vektor prispevkov
φ[: m′ − 1]← (ATWA)−1ATWb // Prvih m′ − 1 prispevkov
izracˇunamo s formulo za utezˇene najmanjsˇe kvadrate
φ[m′ − 1]← f(x)− sum(φ)− φ0 // Zadnjo komponento dobimo s
formulo
∑m′
i=0 φi = f(x)
return φ
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12, ki mu podamo mnozˇico W . Algoritma 2 in 3 smo opisali pri opisu metode
IME.
Algoritem 12: Ocena φi z m vzorci na mnozˇici W dobljeni z gene-
ratorjem
Input: Klasifikator f , sˇtevilo vzorcev m, prostor atributov X ,
primer x ∈ X , mnozˇica zgeneriranih primerov W
Output: Ocena utezˇi φi(x)
φi(x)← 0
for 1 to m do
izberi nakljucˇno permutacijo pi ∈ Sm′ // Izberemo nakljucˇno
permutacijo na m′ elementih
izberi nakljucˇen w ∈ W
b1 ← w[wi=xi,i∈Prei(pi)∪{i}] // Vektor b1 ima na mestih, ki so
v permutaciji pi pred i ter na i-tem mestu vrednosti
vektorja x, na ostalih mestih ima vrednosti
vektorja w
b2 ← w[wi=xi,i∈Prei(pi)] // Vektor b2 ima na mestih, ki so v
permutaciji pi pred i vrednosti vektorja x, na
ostalih mestih ima vrednosti vektorja w
φi(x)← φi(x) + b1 − b2
end
φi(x)← φi(x)m
return φi(x)
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Algoritem 13: IME z dodanim generatorjem
Input: Klasifikator f , minimalno sˇtevilo vzorcev na atribut mmin,
skupno sˇtevilo vzorcev m ≥ m′ ·mmin, prostor atributov X ,
primer x ∈ X , generator gen, sˇtevilo zgeneriranih primerov k
Output: Vektor utezˇi φ(x) = (φ1(x), ..., φm′(x))
gen.fit(X ) // Izvedemo ucˇenje generatorja na mnozˇici X
W ← gen.newdata(k) // Za W vzamemo k novih primerov, ki
jih zgeneriramo z generatorjem gen
for i = 1 to m′ do
φi(x)← 0
mi ← 0
end
while
∑m′
i=1mi < mmax do
if ∀i : mi > mmin then
izberi j ∈ {1, 2, ...,m′}, ki maksimizira σ2j
mj
− σ2j
mj+1
end
else
izberi tak j ∈ {1, 2, ...,m′}, da je mj < mmin
end
φj(x)← φj(x)+ (rezultat algoritma 12 za j-ti atribut, m = 1 in
W )
posodobi oceno σj
mj ← mj + 1
end
for i = 1 to m′ do
φi(x)← φi(x)mi
end
return (φ1(x), ..., φm′(x))
Poglavje 4
Eksperimentalno ovrednotenje
Za ovrednotenje razlagalnih metod z dodanimi generatorji smo izvedli dve
vrsti eksperimentov. V prvem sklopu eksperimentov smo preverili odpornost
razlagalnih metod LIME, SHAP in IME z dodanimi generatorji s pomocˇjo
sovrazˇnih modelov, ki smo jih prav tako opremili z generatorji. Pri tem
eksperimentu nas je zanimalo, v koliko primerih so bile razlagalne metode
prevarane s strani sovrazˇnega modela. V drugem sklopu eksperimentov smo
preverili hitrost konvergence metode IME v odvisnosti od generatorja. Pri
tem eksperimentu nismo uporabili sovrazˇnih modelov, ampak smo preverili
zgolj vpliv generatorja na hitrost konvergence ter napako pri razlagi z metodo
IME na obicˇajnih modelih strojnega ucˇenja.
V nadaljevanju poglavje razdelimo na tri razdelke. V prvem razdelku
opiˇsemo podatkovne mnozˇice, na katerih smo izvedli oba sklopa eksperimen-
tov. V drugem razdelku opiˇsemo evalvacijski scenarij in rezultate ekspe-
rimentov o zanesljivosti razlagalnih metod v primeru napadov. V tretjem
razdelku opiˇsemo evalvacijski scenarij in rezultate eksperimentov o vplivu
generatorja na hitrost konvergence metode IME.
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4.1 Podatkovne mnozˇice
Za eksperimentalno ovrednotenje izboljˇsanih razlagalnih metod LIME, IME
in SHAP smo uporabili tri podatkovne mnozˇice, ki so jih pri ovrednotenju
sovrazˇnega napada uporabili Slack in sod. [28]. Te mnozˇice predstavljajo
domene, kjer bi pristranski klasifikator lahko predstavljal kriticˇen problem,
kot so dodeljevanje kredita, napoved tveganja ponovitve kaznivega dejanja
ter napoved stopnje kriminala. Nekaj osnovnih podatkov o podatkovnih
mnozˇicah je predstavljenih v tabeli 4.1. Dani podatki so zbrani po tem, ko
smo iz mnozˇic odstranili manjkajocˇe vrednosti, ter pred binarizacijo kate-
goricˇnih atributov.
Prva mnozˇica je COMPAS, ki so jo zbrali pri ProPublica [7]. V podat-
kovni mnozˇici so zbrani podatki, kot so kriminalna preteklost, cˇas v zaporu,
demografski podatki (starost, spol, rasa) ter COMPAS ocena tveganja za
posameznika. COMPAS (Correctional Offender Management Profiling for
Alternative Sanctions) ocena tveganja je ocena, s katero si pomagajo na
sodiˇscˇih v nekaterih ameriˇskih zveznih drzˇavah pri dolocˇanju tveganja po-
novitve kriminalnega dejanja obtozˇene osebe. Podatkovna mnozˇica COM-
PAS vsebuje podatke za 6172 obtozˇencev iz Broward Couty v zvezni drzˇavi
Florida. Obcˇutljiv atribut v tej podatkovni mnozˇici (tisti, na katerem bo
sovrazˇni model pristranski) je rasa. Afroamericˇani, ki jih pristranski mo-
del povezˇe z visoko stopnjo tveganja za ponovitev kaznivega dejanja, pred-
stavljajo 51, 4% primerov v mnozˇici. Ciljna spremenljivka v tej mnozˇici je
COMPAS stopnja tveganja, ki je razdeljena v dva razreda: visoko in nizko
tveganje. Vecˇinski razred predstavlja visoko tveganje, ki predstavlja 81, 4%
primerov iz podatkovne mnozˇice.
Druga podatkovna mnozˇica, ki smo jo uporabili, je mnozˇica German Cre-
dit (v nadaljevanju German) iz UCI repozitorija [4]. Podatkovna mnozˇica za-
jema financˇne (podatki o bancˇnem racˇunu, zgodovina posojil, podatki o zah-
tevanem posojilu itd.) in demografske (spol, poklic, zakonski stan itd.) po-
datke 1000 prosilcev za posojilo. Obcˇutljiv atribut v tej podatkovni mnozˇici
je spol. Mosˇki, ki jih pristranski model povezˇe z nizko stopnjo tveganja,
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Mnozˇica Sˇt. primerov Sˇt. atributov Sˇt. diskretnih atributov
COMPAS 6172 7 4
German 1000 25 3
CC 1994 100 0
Tabela 4.1: Prikaz osnovnih lastnosti podatkovnih mnozˇic. Ciljna spremen-
ljivka ni vsˇteta v sˇtevilo atributov in je v vseh primerih binarna.
predstavljajo 69% primerov iz podatkovne mnozˇice. Ciljna spremenljivka
je ocena tveganja posojila, ki je razdeljena v dva razreda: dobra in slaba
stranka. Vecˇinski razred predstavlja dobra stranka, ki predstavlja 70% pri-
merov iz podatkovne mnozˇice.
Tretja podatkovna mnozˇica, ki smo jo uporabili, je podatkovna mnozˇica
Communities and Crime (v nadaljevanju CC) [18], ki predstavlja podatke
o stopnji nasilnih zlocˇinov v ameriˇskih skupnostih leta 1994. Vsak primer
v podatkovni mnozˇici predstavlja eno skupnost. Podatki v mnozˇici so nu-
mericˇni in predstavljajo odstotek prebivalstva v skupnosti z neko lastnostjo
oz. povprecˇje prebivalstva v skupnosti. Atributi zajemajo socio-ekonomske
(npr. izobrazba, velikost hiˇs itd.) ter demografske (rasa, starost) podatke.
Obcˇutljiv atribut je odstotek bele rase, ki je numericˇni atribut. Pristranski
model povezˇe primere, kjer je odstotek bele rase nad povprecˇjem, z nizko
stopnjo nasilnega kriminala. Ciljna spremenljivka v tej mnozˇici je stopnja
nasilnega kriminala, ki je razdeljena v dva razreda: visoka in nizka. Oba
razreda sta v podatkovni mnozˇici enako zastopana.
4.2 Odpornost metod na sovrazˇne napade
Za evalvacijo odpornosti razlagalnih metod z dodanimi generatorji smo razde-
lili podatke v ucˇno in evalvacijsko mnozˇico v razmerju 90% : 10%. Za ucˇenje
sovrazˇnih in razlagalnih modelov smo uporabili isto ucˇno mnozˇico. Kate-
goricˇne atribute smo predstavili v obliki enicˇno kodiranih binarnih vektorjev
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(kategoricˇni atribut smo razbili na toliko novih atributov, kot je mozˇnih
vrednosti tega kategoricˇnega atributa, ter pripisali vrednost 1 tistemu novo-
nastalemu atributu, ki predstavlja vrednost, ki jo zavzame izbran kategoricˇni
atribut).
Poleg sovrazˇnih modelov, ki temeljijo na algoritmih 7, 8 in 9, smo upora-
bili tudi sovrazˇne modele z dodanimi generatorji (taksˇne, ki se ucˇijo, ali je bil
nek primer pridobljen z danim generatorjem, ali pa gre za originalen primer).
Na ta nacˇin smo preverili odpornost razlagalnih metod z dodanimi genera-
torji tudi za napade, ki so prilagojeni tem metodam. Ucˇenje klasifikatorjev,
ki dolocˇijo, ali je nek primer iz originalne distribucije ali pa pridobljen s po-
danim generatorjem, je opisano v algoritmih 14, 15 in 16. Algoritmi 14, 15
in 16 so popolnoma enaki kot algoritmi 7, 8 in 9, le perturbacisjko vzorcˇenje
smo zamenjali z generatorji na enak nacˇin kot v pripadajocˇih razlagalnih
metodah. Spremembe so v algoritmih oznacˇene z rumeno barvo.
Napad smo izvedli za vsako kombinacijo generatorjev pri sovrazˇnem mo-
delu in razlagalni metodi. Pri metodah LIME in SHAP smo preverili 16 kom-
binacij (4 mozˇnosti za izbiro razlagalne metode: perturbacije, MCD–VAE,
treeEnsemble in rbfDataGen; ter 4 mozˇnosti za izbiro sovrazˇnega modela),
pri metodi IME pa 8 kombinacij (mozˇnosti z generatorjema treeEnsemble in
rbfDataGen odpadejo, ker generatorja ne omogocˇata generiranje podatkov v
okolici primera).
Pristranski model f ter nepristranski model ψ smo pri vsaki mnozˇici
dolocˇili s pomocˇjo obcˇutljivih in neodvisnih atributov. Pristranski model f je
odvisen zgolj od obcˇutljivega atributa, nepristranski model ψ pa zgolj od ne-
odvisnih atributov. Obcˇutljivi in neodvisni atributi po mnozˇicah so prikazani
v tabeli 4.2. Oznaka random predstavlja diskreten atribut, ki je nakljucˇno
enakomerno porazdeljen med vrednostima 0 in 1. Pri mnozˇicah COMPAS in
CC smo uporabili dva neodvisna atributa. Na teh dveh mnozˇicah smo pre-
izkusili napad z enim neodvisnim atributom (uporabili smo samo neodvisni
atribut 1) ter napad z dvema neodvisnima atributoma.
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Algoritem 14: Ucˇenje napovednega modela, ki locˇi med primeri iz
distribucije in primeri dobljenimi z generatorjem pri metodi LIME
Input: Mnozˇica D = {(xi)mi=1}, sˇtevilo generiranih vzorcev nVzorcev
za vsak primer iz D, generator gen, metoda strojnega ucˇenja
UcniAlg
Output: Klasifikator g, ki pove ali je nek primer iz distribucije
mnozˇice D
X ← ∅ // Ucˇna mnozˇica za UcniAlg
gen.fit(D) // Izvedemo ucˇenje generatorja na mnozˇici D
for i = 1 to m do
X ← X ∪ (xi, 1) // Dodamo primer iz distribucije
G← gen.newdata(nV zorcev, xi) // Generiramo (okrog xi,
cˇe generator to dopusˇcˇa) nVzorcev novih primerov
for j = 1 to nVzorcev do // Dodamo nVzorcev primerov
izven distribucije
X ← X ∪ (G[j], 0) // Dodamo j-ti primer iz mnozˇice G
end
end
g ← UcniAlg.fit(X) // V g shranimo model, ki ga dobimo, ko
ucˇni algoritem pozˇenemo na mnozˇici X
return g
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Algoritem 15: Ucˇenje napovednega modela, ki locˇi med primeri iz
distribucije in primeri dobljenimi z generatorjem pri metodi SHAP
Input: Mnozˇica D = {(xi)mi=1}, sˇtevilo vzorcev nVzorcev, velikost
distribucijske mnozˇice k, generator gen, metoda strojnega
ucˇenja UcniAlg
Output: Klasifikator g, ki pove ali je nek primer iz distribucije
mnozˇice D
X ← ∅ // Ucˇna mnozˇica za UcniAlg
gen.fit(D) // Izvedemo ucˇenje generatorja na mnozˇici D
if gen == rbfDataGeb or gen == treeEnsemble then
D′ ← gen.newdata(k) // Cˇe generiramo nove primere s
treeEnsemble ali rbfDataGen, ustvarimo
distribucijsko mnozˇico
end
for i = 1 to nVzorcev do // Dodamo nVzorcev primerov izven
distribucije
x← izberi nakljucˇen primer iz D
if gen == MCD–VAE then
w ← gen.newdata(1, x) // Cˇe je generator MCD--VAE,
primer w generiramo v okolici x
end
else // treeEnsemble ali rbfDataGen
w ← izberi nakljucˇen primer iz D′
end
M ← izberi nakljucˇno podmnozˇico {1, 2, ..., len(x)} // Izberemo
nakljucˇne atribute
x[M ]← w[M ] // Izbrane atribute v x zamenjamo z
vrednostmi primera iz distribucijske mnozˇice kot
pri metodi SHAP
X ← X ∪ (x, 0) // Dodamo primer izven distribucije
end
for i = 1 to m do // Dodamo primere iz distribucije
X ← X ∪ (xi, 1)
end
g ← UcniAlg.fit(X) // V g shranimo model, ki ga dobimo, ko
ucˇni algoritem pozˇenemo na mnozˇici X
return g
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Algoritem 16: Ucˇenje napovednega modela, ki locˇi med primeri iz
distribucije in primeri dobljenimi z generatorjem pri metodi IME
Input: Mnozˇica D = {(xi)mi=1}, sˇtevilo generiranih vzorcev nVzorcev
za vsak primer iz D, generator gen, metoda strojnega ucˇenja
UcniAlg
Output: Klasifikator g, ki pove ali je nek primer iz distribucije
mnozˇice D
X ← ∅ // Ucˇna mnozˇica za UcniAlg
gen.fit(D) // Izvedemo ucˇenje generatorja na mnozˇici D
for i = 1 to m do
X ← X ∪ (xi, 1) // Dodamo primer iz distribucije
for j = 1 to nVzorcev do // Dodamo nVzorcev primerov
izven distribucije
w ← gen.newdata(1, xi) // Za w vzamemo primer, ki ga
generiramo v okolici xi
b1 ← w // Prvi primer izven distribucije
b2 ← w // Drugi primer izven distribucije
pi ← izberi nakljucˇno permutacijo iz Slen(xi) // Izberemo
nakljucˇno permutacijov atributov xi
idx← izberi nakljucˇno sˇtevilo iz {1, 2, ..., len(xi)}
// Izberemo nakljucˇen indeks atributa
M1 ← {k ∈ {1, 2, ..., len(xi)}, pi(k) < pi(idx)} // Atributi,
ki so v permutaciji pi pred idx
M2 ←M1 ∪ {idx}
b1 ← xi[M1] // Vektor b1 sestavimo kot v algoritmu 2
b2 ← xi[M2] // Vektor b2 sestavimo kot v algoritmu 2
X ← X ∪ {(b1, 0), (b2, 0)} // Dodamo primera izven
distribucije
end
end
g ← UcniAlg.fit(X) // V g shranimo model, ki ga dobimo, ko
ucˇni algoritem pozˇenemo na mnozˇici X
return g
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Mnozˇica Obcˇutljiv atribut Neodvisen atribut 1 Neodvisen atribut 2
COMPAS race random1 random2
German gender loanRateAsPercentOfIncome /
CC racePctWhite random1 random2
Tabela 4.2: Prikaz obcˇutljivih in neodvisnih atributov po mnozˇicah.
Obcˇutljive atribute smo uporabili za ucˇenje pristranskih modelov, neodvi-
sne pa za ucˇenje nepristranskih modelov. Na mnozˇicah COMPAS in CC smo
uporabili dva neodvisna atributa, na mnozˇici German pa enega.
Pristranski klasifikator na mnozˇici COMPAS smo definirali z enacˇbo:
fCOMPAS(x) =
0, cˇe x[race] = 11, cˇe x[race] = 0 , (4.1)
kjer x[race] predstavlja vrednost atributa race primera x.
Pristranski klasifikator na mnozˇici German smo definirali z enacˇbo:
fGerman(x) = x[gender], (4.2)
kjer x[gender] predstavlja vrednost atributa gender primera x.
Pristranski klasifikator na mnozˇici CC smo definirali z enacˇbo:
fCC(x) =
0, cˇe x[race] > avg1, sicer , (4.3)
kjer x[race] predstavlja vrednost atributa racePctwhite primera x, vrednost
avg pa povprecˇno vrednost tega atributa na ucˇni mnozˇici.
Nepristranski model ψ smo pri napadu z enim neodvisnim atributom na
mnozˇicah COMPAS in CC definirali z enacˇbo:
ψCOMPAS,CC 1(x) =
0, cˇe x[neodvisen1] = 11, cˇe x[neodvisen1] = 0 , (4.4)
kjer x[neodvisen1] predstavlja vrednost prvega neodvisnega atributa primera
x.
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Pri napadu z dvema neodvisnima atributoma smo ψ definirali z enacˇbo:
ψCOMPAS,CC 2(x) = x[neodvisen1]⊕ x[neodvisen2], (4.5)
kjer x[neodvisen1] predstavlja vrednost prvega, x[neodvisen2] pa vrednost
drugega neodvisnega atributa primera x. Oznaka ⊕ predstavlja ekskluzivni
ali.
Na mnozˇici German smo nepristranski model ψ definirali z enacˇbo:
ψGerman(x) =
0, cˇe x[neodvisen1] > avg1, sicer , (4.6)
kjer x[neodvisen1] predstavlja vrednost prvega neodvisnega atributa, vre-
dnost avg pa povprecˇno vrednost tega atributa na ucˇni mnozˇici.
Za sovrazˇni model g smo v vseh primerih vzeli nakljucˇni gozd s 100 dre-
vesi.
Za vsak primer iz ucˇne mnozˇice smo shranili najpomembnejˇsi atribut
(tisti, ki mu je razlagalna metoda pripisala najvecˇji prispevek po absolutni
vrednosti). V tabelah A.1, A.2 in A.3 iz dodatnega materiala so po podat-
kovnih mnozˇicah za vsako kombinacijo razlagalnega in sovrazˇnega modela
prikazani tisti atributi, ki so bili s strani razlagalne metode prepoznani kot
najpomembnejˇsi na najvecˇ primerih iz evalvacijske mnozˇice. Razlagalna me-
toda ni bila prevarana s strani sovrazˇnega modela, cˇe je v tabeli pri dani
mnozˇici naveden obcˇutljivi atribut, saj to pomeni, da je bil ta v vecˇini pri-
merov prepoznan kot najpomembnejˇsi. Na slikah 4.1, 4.2 in 4.3 so za vsako
razlagalno metodo prikazani toplotni diagrami, ki za vsako kombinacijo razla-
galne metode in sovrazˇnega modela prikazujejo delezˇ primerov v evalvacijski
mnozˇici, v katerih je bil obcˇutljiv atribut prepoznan kot najpomembnejˇsi.
Zelena barva pomeni, da razlagalna metoda ni bila prevarana s strani so-
vrazˇnega modela, saj je bil v vecˇini primerov obcˇutljivi atribut prepoznan
kot najpomembnejˇsi, rdecˇa barva pa predstavlja prevaro, saj pomeni, da je
bil obcˇutljiv atribut prepoznan kot najpomembnejˇsi v majhnem sˇtevilu pri-
merov. Na vseh slikah in tabelah je generator treeEnsemble oznacˇen kot
Forest, generator rbfDataGen pa kot RBF.
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V tabeli A.1 in na sliki 4.1 lahko vidimo, da je razlagalna metoda LIME
najrobustnejˇsa, cˇe ji dodamo kot generator treeEnsemble. Na mnozˇicah
COMPAS in German je ob uporabi generatorja treeEnsembe pri razlagi
obcˇutljivi atribut v skoraj vseh primerih prepoznan kot najpomembnejˇsi,
ne glede na generator, ki ga uporabimo za ucˇenje sovrazˇnega modela. Po-
dobno velja tudi za generator rbfDataGen, ki je bil prevaran zgolj s strani
sovrazˇnega modela, ki se ucˇi na tem generatorju, ter v enem primeru sˇe
s strani sovrazˇnega modela, ki se ucˇi s pomocˇjo generatorja treeEnsemble.
Izjema je le mnozˇica CC, kjer so bili redki primeri, v katerih je bila rasa
prepoznana kot najpomembnejˇsi atribut. Vendar iz tabele A.1 vidimo, da
tudi na tej mnozˇici treeEnsemble ni bil prevaran v celoti, saj se v nobenem
primeru kot najpomembnejˇsi atribut ne pojavi kateri izmed obeh neodvisnih
atributov. To pomeni, da se sovrazˇni model pri razlagi ni obnasˇal popolnoma
kot nepristranski klasifikator. To nakazuje na tezˇave sovrazˇnega modela pri
dolocˇanju ali je nek primer namenjen razlagi ali ne, kar pomeni, da ni nujno,
da se bo sovrazˇni model na dejanskih primerih obnasˇal rasisticˇno. Dodaten
razlog, zakaj je mnozˇica CC izjema, bi lahko bil v predstavitvi podatkov v
tej mnozˇici. Atributi so numericˇni, a so medsebojno mocˇno odvisni, saj ve-
liko atributov predstavlja isti atribut kot delezˇ neke vrednosti. Tako imamo
delezˇ belega prebivalstva, delezˇ azijskega prebivalstva itd. Ti atributi so
mocˇno soodvisni, saj se morajo sesˇteti v 1, cˇesar generatorji podatkov ver-
jetno ne zajamejo. Edini generator, ki se v nekaterih primerih odrezˇe slabsˇe
od perturbacij, je MCD–VAE. To kazˇe, da bi bilo potrebno za ta generator
izbrati boljˇse parametre.
Pri razlagalni metodi SHAP je situacija nekoliko drugacˇna, kar lahko
vidimo v tabeli A.2 in na sliki 4.2. Sˇe vedno sicer metoda SHAP deluje naj-
robustnejˇse ob uporabi generatorja treeEnsemble, vendar je manj robustna
od metode LIME. Metoda deluje najbolj robustno na mnozˇici COMPAS, tu
je znova dokaj blizu metoda, ki uporablja generator rbfDataGen. Na mnozˇici
COMPAS se od generatorjev najslabsˇe odrezˇe MCD–VAE, ki pa deluje ne-
koliko bolj robustno kot ostale na preostalih dveh mnozˇicah. V primerjavi z
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metodo LIME je metoda SHAP v situacijah, ko je prevarana, prevarana na
manjˇsem sˇtevilu primerov, vendar se v preostalih situacijah odrezˇe slabsˇe kot
metoda LIME. Prav tako je v primerih, ko obcˇutljivi atribut ni prepoznan
kot najpomembnejˇsi, kot tak prepoznan eden izmed neodvisnih atributov,
kar kazˇe na to, da se sovrazˇni model pri razlagi obnasˇa kot nepristranski
klasifikator, kar pomeni, da uspesˇno razlikuje med primeri iz in izven distri-
bucije.
Generalno deluje metoda LIME z dodanimi generatorji robustneje od me-
tode SHAP. Razlog za to bi lahko bil, da je metoda SHAP bolj obcˇutljiva
na to, da novih primerov ne generiramo v okolici opazovanega. Cˇe pri me-
todi SHAP zamenjamo nekatere vrednosti atributov opazovanega primera z
vrednostmi atributov primera, ki ni iz njegove okolice, je vecˇja verjetnost, da
bo tako dobljen vzorec izven distribucije. Metoda LIME da oddaljenim pri-
merim manjˇso tezˇo, saj vsak vzorec obtezˇi s funkcijo pix′ , ki racˇuna dejansko
razdaljo do opazovanega primera, medtem ko funkcija pix′ pri metodi SHAP
racˇuna zgolj sˇtevilo atributov, ki jih opazovanemu primeru spremenimo. Me-
toda SHAP bi lahko bila robustnejˇsa od metode LIME, cˇe bi z generatorji
podatkov nove primere lahko generirali v blizˇini opazovanega, kar nakazujejo
rezultati pri uporabi generatorja MCD–VAE, pri katerem metoda SHAP de-
luje robustneje. Drugi razlog za to bi lahko bil v vzorcˇenju, ki ga uporablja
metoda SHAP. Metoda SHAP zdruzˇi vrednosti atributov dveh primerov, pri
cˇemer je vecˇja verjetnost, da bo tako nastali vzorec izven distribucije kot pri
metodi LIME, ki generira celoten vzorec s pomocˇjo generatorja podatkov.
Kot vidimo v tabeli A.3 in na sliki 4.3 je metoda IME zˇe v osnovi dokaj
odporna na testirane sovrazˇne napade, saj je bilo perturbacijsko vzorcˇenje
prevarano samo v enem primeru. To kazˇe na to, da je metoda IME med vsemi
tremi preizkusˇenimi razlagalnimi metodami najbolj robustna. Veliko slabsˇi
so rezultati pri uporabi generatorja MCD–VAE. Razloge za to predstavimo
pri rezultatih eksperimenta, opisanega v razdelku 4.3.
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Slika 4.1: Prikaz delezˇa primerov v evalvacijski mnozˇici, kjer je bil z metodo
LIME obcˇutljivi atribut prepoznan kot najpomembnejˇsi. Vrstice predsta-
vljajo generatorje uporabljene pri razlagi. Oznake stolpcev so sestavljene iz
imena podatkovne mnozˇice, na kateri je bil izveden eksperiment, ter imena
generatorja, ki je bil uporabljen pri ucˇenju sovrazˇnega modela. Oznaki Com-
pas2 ter CC2 oznacˇujeta napad z dvema neodvisnima atributoma. Zelena
barva pomeni, da je bila razlagalna metoda prevarana v malem sˇtevilu pri-
merov (v manj kot 30% primerov), rdecˇa pa, da je bila prevarana v vecˇjem
sˇtevilu primerov (v vecˇ kot 70% primerov).
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Slika 4.2: Prikaz delezˇa primerov v evalvacijski mnozˇici, kjer je bil z metodo
SHAP obcˇutljivi atribut prepoznan kot najpomembnejˇsi. Vrstice predsta-
vljajo generatorje uporabljene pri razlagi. Oznake stolpcev so sestavljene iz
imena podatkovne mnozˇice, na kateri je bil izveden eksperiment, ter imena
generatorja, ki je bil uporabljen pri ucˇenju sovrazˇnega modela. Oznaki Com-
pas2 ter CC2 oznacˇujeta napad z dvema neodvisnima atributoma. Zelena
barva pomeni, da je bila razlagalna metoda prevarana v malem sˇtevilu pri-
merov (v manj kot 30% primerov), rdecˇa pa, da je bila prevarana v vecˇjem
sˇtevilu primerov (v vecˇ kot 70% primerov).
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Slika 4.3: Prikaz delezˇa primerov v evalvacijski mnozˇici, kjer je bil z metodo
IME obcˇutljivi atribut prepoznan kot najpomembnejˇsi. Vrstice predstavljajo
generatorje uporabljene pri razlagi. Oznake stolpcev so sestavljene iz imena
podatkovne mnozˇice, na kateri je bil izveden eksperiment, ter imena genera-
torja, ki je bil uporabljen pri ucˇenju sovrazˇnega modela. Oznaki Compas2
ter CC2 oznacˇujeta napad z dvema neodvisnima atributoma. Zelena barva
pomeni, da je bila razlagalna metoda prevarana v malem sˇtevilu primerov
(v manj kot 30% primerov), rdecˇa pa, da je bila prevarana v vecˇjem sˇtevilu
primerov (v vecˇ kot 70% primerov).
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4.3 Vpliv generatorja na hitrost konvergence
metode IME
Za oceno vpliva generatorjev na hitrost konvergence metode IME smo po-
datke znova razdelili v ucˇno in evalvacijsko mnozˇico v razmerju 90% : 10%.
Ucˇno mnozˇico smo uporabili za ucˇenje generatorja pri metodi IME z doda-
nim generatorjem MCD–VAE oz. za prostor atributov pri obicˇajni metodi
IME s perturbacijskim vzorcˇenjem. Razlagalno metodo smo uporabili na te-
stni mnozˇici, kjer smo sˇtevilo potrebnih vzorcev za razlago ocenili z enacˇbo
(3.3). Na vsakem primeru iz testne mnozˇice smo primerjali sˇtevilo vzor-
cev, povprecˇno varianco populacije po atributih, povprecˇno napako pri oceni
prispevkov atributov ter cˇas potreben za razlago obicˇajne metode IME ter
metode IME z dodanim generatorjem. Eksperiment locˇimo v dva dela. V pr-
vem delu smo testirali delovanje metode IME na pristranskih klasifikatorjih,
uporabljenih pri eksperimentu v razdelku 4.2, v drugem delu pa smo testi-
rali delovanje metode IME na modelih strojnega ucˇenja, ki smo jih najprej
ucˇili na isti ucˇni mnozˇici kot generator ter jih nato uporabili za napovedi na
testni mnozˇici. Vsi eksperimenti so bili izvedeni na obicˇajnem prenosnem
racˇunalniku z 8 GB RAM in dvojedrnim 2.7 GHz i7 procesorjem.
4.3.1 Pristranski klasifikatorji
Za testiranje konvergence metode IME smo najprej izbrali pristranski klasi-
fikator, ker je zanj enostavno izracˇunati dejanske Shapleyeve vrednosti, saj
je njegova napoved odvisna samo od enega atributa. Prispevki ostalih atri-
butov so po aksiomu 3 (slamnati igralec) na strani 9, ki definira Shapleyeve
vrednosti, enaki 0. Ker sta mozˇna rezultata pristranskega modela le 0 in 1,
je vrednost φ0 enaka kar delezˇu primerov iz ucˇne mnozˇice, kjer pristranski
model vrne 1. Zaradi aksioma 1 (ucˇinkovitost) pri definiciji Shapleyevih vre-
dnosti, je vsota vseh prispevkov atributov in φ0 enaka napovedi pristranskega
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modela. Prispevek obcˇutljivega atributa dolocˇimo z enacˇbo:
φobcˇutljivi(x) =
−φ0, cˇe f(x) = 01− φ0, cˇe f(x) = 1 . (4.7)
Pri eksperimentu smo na testni mnozˇici pognali razlagalno metodo IME
s perturbacijami ter metodo IME z dodanim generatorjem MCD–VAE. Pri
tem smo za vsak primer v testni mnozˇici merili povprecˇno varianco populacije
atributov, povprecˇno absolutno napako ocene Shapleyevih vrednosti, sˇtevilo
vzorcev, s katerimi so bile Shapleyeve vrednosti ocenjene, ter cˇas izvajanja.
V enacˇbi (3.3) smo tako pri perturbacijah kot pri MCD–VAE vzeli vrednosti
α = 0.99 in e = 0.01.
Rezultati so graficˇno predstavljeni na sliki 4.4 ter slikah A.1 in A.2 v
dodatnem materialu. Oznacˇimo sˇtevilo atributov v podatkovni mnozˇici z
m. Povprecˇna varianca populacije je dobljena po formuli σ2 = 1
m
∑m
i=1 σ
2
i ,
kjer σ2i predstavlja varianco populacije i-tega atributa. Povprecˇna absolutna
napaka primera je vrednost 1
m
∑m
i=1 |φˆi − φi|, kjer φˆi predstavlja ocenjeno
vrednost prispevka i-tega atributa, φi pa dejansko vrednost, ki je enaka 0 oz.
dobljena z enacˇbo (4.7).
Iz grafov je razvidno, da je varianca populacije manjˇsa pri uporabi gene-
ratorja MCD–VAE. Enako velja tudi za sˇtevilo vzorcev, potrebnih za konver-
genco ter cˇas izvajanja. To kazˇe na to, da uporaba generatorja MCD–VAE
pri metodi IME zmanjˇsa cˇas izvajanja.
Napaka je pri uporabi perturbacij ves cˇas prakticˇno nicˇelna, medtem ko jo
lahko pri uporabi generatorja MCD–VAE razdelimo v dve skupini: v primere
z nicˇelno napako ter primere z nezanemarljivo napako. Cˇe pazljivo pogledamo
grafa s povprecˇno varianco ter povprecˇno napako, opazimo, da nezanemar-
ljiva napaka nastopi v primerih, ko je varianca enaka 0. Iz nicˇelne variance
razberemo, da je bil na vseh vzorcˇenih primerih izhod pristranskega modela
enak, kar pomeni, da je bil povsod enak (oz. pade v isto skupino v primeru
numericˇnega atributa) tudi obcˇutljivi atribut. Posledicˇno so bili vsi dobljeni
prispevki atributov enaki 0 in je razlagalna metoda vrednost pristranskega
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modela enakomerno porazporedila med vse atribute, da je zadostila aksiomu
1 Shapleyevih vrednosti.
V nicˇelni varianci lahko najdemo tudi razloge za slabe rezultate genera-
torja MCD–VAE pri metodi IME ter tudi pri preostalih razlagalnih metodah
v eksperimentu 4.2. Tudi cˇe je sovrazˇni model nek primer prepoznal kot pri-
mer iz distribucije, ni nujno, da je razlagalna metoda temu primeru pripisala
pravilne prispevke atributov, saj je lahko padel v skupino primerov z nicˇelno
varianco. Vidimo, da je skupina primerov z nicˇelno varianco najmanjˇsa pri
mnozˇici CC, kjer je generator MCD–VAE dal boljˇse rezultate kot na preo-
stalih dveh mnozˇicah tudi pri sovrazˇnih napadih. Razlog za nicˇelno varianco
je, da je generator MCD–VAE podatke generiral preblizu obstojecˇim, saj so
imeli iste vrednosti obcˇutljivega atributa. To nakazuje na to, da bi bilo po-
trebno parametre generatorja MCD–VAE bolje prilagoditi ucˇnim mnozˇicam.
4.3.2 Hitrost konvergence metode IME z razlicˇnimi
modeli strojnega ucˇenja
Za izvedbo eksperimenta smo izbrali sˇtiri klasifikatorje: gaussovski naivni
Bayes, linearni SVM, nakljucˇni gozd ter nevronsko mrezˇo. Uporabili smo im-
plementacijo klasifikatorjev, ki se nahaja v Python knjizˇnici scikit-learn [16].
Povsod smo uporabili privzete vrednosti parametrov. Pri nevronski mrezˇi
smo uporabili arhitekturo z dvema skritima plastema zaporednih dimenzij
bm
2
c ter b bm2 c+1
2
c, kjer m oznacˇuje sˇtevilo atributov v podatkovni mnozˇici.
Na omenjenih klasifikatorjih smo izvedli enak eksperiment kot na pri-
stranskem klasifikatorju. Ponovno smo v enacˇbi (3.3), tako pri perturbacijah
kot pri MCD–VAE, vzeli vrednosti α = 0.99 in e = 0.01. Na evalvacijski
mnozˇici smo pri vseh primerih merili napako razlagalne metode, sˇtevilo po-
trebnih vzorcev ter cˇas izvajanja. Za napako smo vzeli povprecˇno absolutno
napako, le da smo tokrat za prave vrednosti prispevkov φi vzeli prispevke,
ki jih izracˇuna metoda IME s perturbacijami za α = 0.99 in e = 0.001. Pov-
precˇni rezultati na evalvacijski mnozˇici so prikazani v tabelah 4.3, 4.4 in 4.5.
Na slikah je pri vsakem klasifikatorju prikazana sˇe klasifikacijska tocˇnost na
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Varianca Napaka
Sˇtevilo vzorcev Cˇas
Slika 4.4: Primerjava perturbacij ter generatorja MCD–VAE pri metodi IME
na mnozˇici COMPAS. Grafi prikazujejo povprecˇno varianco populacije, pov-
precˇno napako metode, sˇtevilo uporabljenih vzorcev ter cˇas izvajanja za vsak
primer. Podatki za perturbacije so oznacˇeni zeleno, za MCD–VAE pa z mo-
dro.
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evalvacijski mnozˇici.
Vidimo, da so si rezultati po podatkovnih mnozˇicah podobni, izjema je le
pri nevronski mrezˇi v tabeli 4.4. Iz nicˇelne variance (ta se vidi v tem, da je
ocenjeno sˇtevilo potrebnih vzorcev enako 0) pri obeh razlicˇicah metode ter
tudi pri razlicˇici, ki smo jo uporabili za izracˇun dejanskih prispevkov, skle-
pamo, da se je na podatkovni mnozˇici German nevronska mrezˇa obnasˇala na
vseh primerih enako kot vecˇinski klasifikator. Na to nakazuje tudi klasifika-
cijska tocˇnost 69%, ki je priblizˇno enaka odstotku vecˇinskega razreda v tej
podatkovni mnozˇici (70%).
Pri ostalih primerih je napaka nekoliko vecˇja pri uporabi generatorja
MCD–VAE kot pri uporabi perturbacij, je pa nizˇje ocenjeno sˇtevilo potrebnih
vzorcev za konvergenco (torej je varianca populacije nizˇja). Cˇas izvajanja je
na primerih z majhnim sˇtevilom potrebnih vzorcev priblizˇno enak pri obeh
razlicˇicah metode IME, kljub manjˇsemu sˇtevilu vzorcev pri uporabi gene-
ratorja MCD–VAE. Razlog za to je, da se nekaj cˇasa porabi za generiranje
podatkov z MCD–VAE. Pridobitev na cˇasu pri uporabi generatorja MCD–
VAE se najbolj pozna na primerih z vecˇjim sˇtevilom potrebnih vzorcev, kar
je razvidno iz tabele 4.5.
Rezultati kazˇejo, da se z uporabo ustreznega generatorja podatkov da
zmanjˇsati varianco populacije vzorcev ter s tem pohitriti konvergenco metode
IME. Prav tako rezultati nakazujejo, da se pri uporabi ustreznega generatorja
podatkov, napaka ne bi smela prevecˇ povecˇati, saj je na mnozˇici CC, kjer
se MCD–VAE v primeru sovrazˇnih napadov med vsemi mnozˇicami odrezˇe
najbolje, napaka manjˇsa od 0.01, kar smo s podanima parametroma α in e
tudi zˇeleli dosecˇi.
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Tabela 4.3: Primerjava uporabe perturbacij in generatorja MCD–VAE pri
metodi IME na mnozˇici COMPAS. Rezultati v tabeli predstavljajo povprecˇne
rezultate na evalvacijski mnozˇici. Oznaka CA (classification accuracy) pred-
stavlja klasifikacijsko tocˇnost klasifikatorja na evalvacijski mnozˇici. Oznaka
Per. predstavlja perturbacije.
Tabela 4.4: Primerjava uporabe perturbacij in generatorja MCD–VAE pri
metodi IME na mnozˇici German. Rezultati v tabeli predstavljajo povprecˇne
rezultate na evalvacijski mnozˇici. Oznaka CA (classification accuracy) pred-
stavlja klasifikacijsko tocˇnost klasifikatorja na evalvacijski mnozˇici. Oznaka
Per. predstavlja perturbacije.
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Tabela 4.5: Primerjava uporabe perturbacij in generatorja MCD–VAE pri
metodi IME na mnozˇici CC. Rezultati v tabeli predstavljajo povprecˇne re-
zultate na evalvacijski mnozˇici. Oznaka CA (classification accuracy) pred-
stavlja klasifikacijsko tocˇnost klasifikatorja na evalvacijski mnozˇici. Oznaka
Per. predstavlja perturbacije.
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Poglavje 5
Sklepne ugotovitve
V delu smo predstavili obrambo pred sovrazˇnimi napadi, ki izkoriˇscˇajo po-
mankljivosti perturbacijskega vzorcˇenja v post-hoc razlagalnih metodah. Per-
turbacijsko vzorcˇenje smo zamenjali z generatorji podatkov, ki bolje povze-
majo distribucijo dane podatkovne mnozˇice. Pokazali smo, da sta razlagalni
metodi LIME in SHAP s pomocˇju uporabe ustreznih generatorjev podatkov
robustnejˇsi iz vidika sovrazˇnih napadov kot osnovni perturbacijski inacˇici.
Pokazali smo, da z uporabo ustreznega generatorja podatkov pospesˇimo kon-
vergenco razlagalne metode IME.
Tezˇava predlagane obrambe je, da je njena ucˇinkovitost odvisna od izbire
generatorja podatkov ter njegovih parametrov. Optimalna izbira genera-
torja in parametrov se spreminja pri razlicˇnih podatkovnih mnozˇicah, kar
pomeni, da je v praksi za robustno razlagalno metodo potrebno preveriti vecˇ
mozˇnosti. Dodatek generatorjev prav tako povecˇa cˇas generiranja razlage,
saj cˇas porabljen za generiranje podatkov ni zanemarljiv.
Delo predstavlja osnovno idejo, ki omogocˇa vrsto nadaljnih raziskav. Pre-
dlagano obrambo in napad bi bilo zanimivo preizkusiti sˇe na drugih podatkov-
nih mnozˇicah. Zanimivo bi bilo preizkusiti generator, ki je cˇasovno ucˇinkovit,
izbira njegovih parametrov ni prezahtevna ter omogocˇa generiranje primerov
v okolici podanega. To lahko ponudi zˇe generator treeEnsemble, ki bi se
ga dalo predelati, da bi generiral primere okoli podanega. Nasˇteto lahko
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omogocˇa tudi MCD–VAE, cˇe bi znali zanj avtomatsko izbrati parametre.
Zanimivo bi bilo preizkusiti tudi drugacˇno vzorcˇenje pri metodi SHAP. Tre-
nutno vzorcˇenje zdruzˇuje atribute opazovanega in generiranega primera, pri
cˇemer se lahko hitro zgodi, da je dobljen vzorec izven distribucije. Nasˇ pre-
dlog je, da bi tu izkoristili generator treeEnsemble, ki omogocˇa, da se ne
generirajo vsi atributi naenkrat. Pri opazovanem primeru bi najprej fiksirali
vrednosti atributov, ki jih zˇelimo obdrzˇati, vrednosti ostalih pa bi generirali
na podlagi fiksiranih vrednosti s pomocˇjo generatorja treeEnsemble.
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Dodatek A
Dodatne slike
A.1 Dodatek k rezultatom odpornosti mode-
lov na sovrazˇne napade
A.2 Dodatek k rezultatom vpliva generatorja
na konvergenco metode IME pri pristran-
skih klasifikatorjih
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COMPAS, napad z enim neodvisnim atributom
COMPAS, napad z dvema neodvisnima atributoma
German
CC, napad z enim neodvisnim atributom
CC, napad z dvema neodvisnima atributoma
Tabela A.1: Prikaz najpomembnejˇsih atributov dobljenih z metodo LIME
za vsako kombinacijo generatorjev pri sovrazˇnih in razlagalnih modelih. V
vsaki celici je prikazan atribut, ki je bil v evalvacijski mnozˇici najvecˇkrat
prepoznan kot najpomembnejˇsi. V oznako other so zdruzˇeni vsi atributi, ki
ne spadajo med obcˇutljive ali neodvisne atribute. Vrstice tabele predsta-
vljajo generatorje uporabljene za razlago, stolpci pa generatorje uporabljene
za ucˇenje sovrazˇnih modelov.
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COMPAS, napad z enim neodvisnim atributom
COMPAS, napad z dvema neodvisnima atributoma
German
CC, napad z enim neodvisnim atributom
CC, napad z dvema neodvisnima atributoma
Tabela A.2: Prikaz najpomembnejˇsih atributov dobljenih z metodo SHAP
za vsako kombinacijo generatorjev pri sovrazˇnih in razlagalnih modelih. V
vsaki celici je prikazan atribut, ki je bil v evalvacijski mnozˇici najvecˇkrat
prepoznan kot najpomembnejˇsi. V oznako other so zdruzˇeni vsi atributi, ki
ne spadajo med obcˇutljive ali neodvisne atribute. Vrstice tabele predsta-
vljajo generatorje uporabljene za razlago, stolpci pa generatorje uporabljene
za ucˇenje sovrazˇnih modelov.
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COMPAS, napad z enim neodvisnim atributom
COMPAS, napad z dvema neodvisnima atributoma
German
CC, napad z enim neodvisnim atributom
CC, napad z dvema neodvisnima atributoma
Tabela A.3: Prikaz najpomembnejˇsih atributov dobljenih z metodo IME za
vsako kombinacijo generatorjev pri sovrazˇnih in razlagalnih modelih. V vsaki
celici je prikazan atribut, ki je bil v evalvacijski mnozˇici najvecˇkrat prepoznan
kot najpomembnejˇsi. V oznako other so zdruzˇeni vsi atributi, ki ne spadajo
med obcˇutljive ali neodvisne atribute. Vrstice tabele predstavljajo genera-
torje uporabljene za razlago, stolpci pa generatorje uporabljene za ucˇenje
sovrazˇnih modelov.
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Varianca Napaka
Sˇtevilo vzorcev Cˇas
Slika A.1: Primerjava perturbacij ter generatorja MCD–VAE pri metodi IME
na mnozˇici German. Grafi prikazujejo povprecˇno varianco populacije, pov-
precˇno napako metode, sˇtevilo uporabljenih vzorcev ter cˇas izvajanja za vsak
primer. Podatki za perturbacije so oznacˇeni zeleno, za MCD–VAE pa z mo-
dro.
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Varianca Napaka
Sˇtevilo vzorcev Cˇas
Slika A.2: Primerjava perturbacij ter generatorja MCD–VAE pri metodi IME
na mnozˇici CC. Grafi prikazujejo povprecˇno varianco populacije, povprecˇno
napako metode, sˇtevilo uporabljenih vzorcev ter cˇas izvajanja za vsak primer.
Podatki za perturbacije so oznacˇeni zeleno, za MCD–VAE pa z modro.
