Abstract-We propose a decoding algorithm for a class of convolutional codes called skew Reed-Solomon convolutional codes. These are convolutional codes of designed Hamming distance endowed with a cyclic structure yielding a left ideal of a non-commutative ring (a quotient of a skew polynomial ring). In this setting, right and left division algorithms exist, so our algorithm follows the guidelines of the Sugiyama's procedure for finding the error locator and error evaluator polynomials for Goppa block codes.
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I. INTRODUCTION
T HE main reason why cyclic block codes are useful is that it is possible to exploit the ring structure of their word-ambient space to get a better control of the parameters of the code, and to design efficient decoding algorithms. A classical example is the procedure developed by Sugiyama, Kasahara, Hirasawa and Namekawa [22] for nearest neighbor decoding of BCH codes. Commonly known as Sugiyama Algorithm, it is a variation of the decoding scheme proposed by Peterson [16] and, Gorenstein and Zierler [8] , which computes the error positions of a received polynomial by a clever use of the extended Euclidean algorithm.
When dealing with convolutional codes, the Viterbi algorithm is, by far, the most often used for decoding convolutional codes over binary symmetric or additive white Gaussian noise channels. It makes use of the trellis structure of these codes in order to find the shortest path and return a maximum-likelihood estimation by means of hard and soft decision schemes. Tomás, Rosenthal and Smarandache [23] use large finite windows in the infinite sliding generating matrix associated to convolutional codes to design a decoding algorithm over the erasure channel. It is known that endowing convolutional codes with a cyclic structure requires of a non-commutative multiplication [17] . However, the different proposals of cyclic convolutional codes in the literature seem to have failed to take advantage of their algebraic structure for finding efficient and practical decoding algorithms, aiming to provide an alternative to the Viterbi algorithm. This is probably due to the fact that the non-commutative polynomial rings used in this classical approach [4] , [17] , [18] are more complicated than expected. In particular, no Euclidean division algorithm is available here. In [7] we proposed a simpler approach that follows the idea of Piret [17] and Roos [18] of using a non-commutative multiplication, but implements it with a different algebraic construction. Thus, a skew cyclic convolutional code (SCCC) becomes a left ideal, whose generator is expressed in a adequate way, of a suitable factor ring of a skew polynomial ring with coefficients in a rational function field. This paper is the natural continuation of [7] . We mainly attempt to show more solid evidences of the great potential of this notion, and provide a decoding algorithm for a class of SCCCs. Hopefully, this could lay the foundations of a practical alternative of the Viterbi algorithm. By analogy with Reed-Solomon (RS) codes, we call these codes skew RS convolutional codes. The similarities with the block case allow us to design a Sugiyama-like algorithm for decoding them.
The paper is organized as follows. Section II is devoted to fix the algebraic setting and notation we will use. We define skew RS convolutional codes making use of the construction developed in [7, Sec. IV] . Our presentation of the generators of these codes as least common left multiples of sets of linear skew polynomials allows us to prove that skew RS convolutional codes are MDS with respect to the Hamming distance and provide bounds for their free distance. In Section III we define the error locator and error evaluator polynomials, and we prove that they satisfy a non-commutative key equation. Since, in this setting, left and right division algorithms are available, we solve the key equation making use of the Right Extended Euclidean Algorithm (REEA). Unlike the classical block case, for less errors than the error-correcting capacity of the code, our method can fail solving the key equation. In Section IV we shall prove that the theoretical probability of a key equation failure is zero, or, in practice, that it tends to zero as the maximum degree of the coefficients goes towards to infinity. In spite of this, we shall also give a subsidiary procedure that can be executed whenever the REEA fails to solve the key equation, which outputs the error locator and error evaluator polynomials. Finally, in order to make the paper more self-contained and, for the sake of readers non-familiar with skew polynomial rings, we add an Appendix 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
containing basic information about them. We have also moved there some technical results for making the paper more readable. All along the paper, the theory is illustrated with examples. These have been implemented and computed with the aid of mathematical software SageMath [20] .
II. SKEW RS CONVOLUTIONAL CODES
Let us first fix the notation we shall use throughout the paper. Let F = F q be the field with q elements, where q is a power of a prime number, and F(t) denote the field of rational functions over F, i.e. the field of fractions of the polynomial ring F[t]. Consider an F-algebra automorphism σ of F(t) of (necessarily) finite order n. For brevity, we denote by R the (non-commutative) ring of skew polynomials F(t)[x; σ ], that is, the F(t)-vector space of standard (commutative) polynomials whose product is skewed by the rule xγ = σ (γ )x for any γ ∈ F(t), see the Appendix for details on this ring. The polynomial x n − 1 is central in R, and, therefore, the left ideal of R it generates is two-sided, so we may consider the quotient ring R = F(t)[x; σ ]/ x n − 1 , which is isomorphic, as an F(t) σ -algebra, to the matrix ring M n (F(t) σ ) over the field of invariants F(t) σ , see [7, Th. 1] . A skew cyclic convolutional code (SCCC) C is defined as a convolutional code whose preimage v −1 (C) via the coordinate map v : R → F(t) n is a left ideal of R. Here, we are taking coordinates with respect to the basis {1, x, . . . , x n−1 } (modulo x n − 1) of R considered as an F(t)-vector space. For simplicity, unless otherwise stated, we shall identify C with v −1 (C) and say that an SCCC is a left ideal of R. A method for constructing SCCCs of fixed dimension is given in [7, Sec. IV] . Concretely, by the Normal Basis Theorem, we may choose an element α ∈ F(t) such that {α, σ (α), . . . , σ n−1 (α)} is a basis of F(t) as an F(t) σ -vector space. We may set then β = α −1 σ (α), which satisfies the property
where [−] denotes the least common left multiple in R. Under these conditions, let {i 1 < . . . < i k } ⊂ {0, 1, . . . , n − 1} be a set of indices, the code C generated as a left ideal by f
is an SCCC of length n and dimension n−k. Of course, when we say that a left ideal of R is generated by some f ∈ R, this generator has to be understood as the equivalence class of f modulo x n −1 . We will keep this abuse of language all along the paper. 
Proof: We prove the statement by induction on t. The case t = 1 holds trivially. So assume that the lemma is satisfied for some t ≥ 1. We need to check that, for any (t + 1)
the determinant | | is non zero. Suppose, contrary to this, that | | = 0. By the induction hypothesis, the first t columns of are linearly independent, so there exist a 0 , . . .
That is, a 0 , . . . , a t −1 satisfy the linear system
For any j = 0, . . . , t −1, we subtract in (2) the equation j + 1 transformed by σ −1 from the equation j . This yields the homogeneous linear system
The coefficient matrix of (3) is non singular, by the induction hypothesis, so, for all j = 0, . . . , t − 1, a j − σ −1 (a j ) = 0, and hence a 0 , . . . , a t −1 ∈ K . Consequently, the first equation of (2) provides a linear dependence over K of the K -basis {α 0 , . . . , α n−1 }, a contradiction. Thus | | = 0 and the lemma is proved. We recall the reader, see for instance [12, pp. 310] , that, for any γ ∈ F(t), the j -th norm of γ is defined to be
By Lemma 25 in the Appendix, the remainder of the left division of a polynomial g = divides g, we shall say that γ is a right root of g. The notion of j -norm also admits a version for negative indices given by
Then, the remainder of the right division of a polynomial g = r i=0 g i x i by x − γ can be written as
This is a homogeneous linear system whose coefficient matrix is the transpose of the matrix M given by ⎛ 
Observe now that
Then, by Lemma 1, the system has a single solution
Proof: Let us denote by
since its columns give the right evaluations on the roots. We have to prove that any δ − 1-minor of H is non zero.
We proceed similarly to the proof of Lemma 2. Note that
Each rational function f (t) ∈ F(t) can be seen as a Laurent formal power series. Thus, every codeword v(t) ∈ F(t) n may be considered as a Laurent series with coefficients in F n , and we may thus define its weight, denoted by wt(v(t)), as the sum of the Hamming weights of all its coefficients. Given a convolutional code, that is, an F(t)-vector subspace C of F(t) n , its free distance d free (C) is the minimum the weights of the nonzero codewords v(t) ∈ C. Obviously, wt(v(t)) is finite if and only if v(t) is a Laurent polynomial. On the other hand, given 0 ≤ k ≤ n, the assignment C → C ∩ F[t] n establishes a bijective correspondence between the set of all k-dimensional F(t)-vector subspaces of F(t) n and the set of those F[t]-submodules of rank k of F[t] n which are direct summands. Therefore,
In this way, the free distance of C is equal to the free distance of C ∩ F[t] n in the sense of [19] . We may consider the convolutional code C = v(Rg), where
. A generator matrix of C can be obtained from g according to [7, §III] . From this matrix one may compute a full rank polynomial
n in the sense of [19] can be defined as the maximal degree of the full size minors of G, see also [21] .
Corollary 5: Let C be a skew RS convolutional code of length n and dimension k. Then
n − k + 1 ≤ d free (C) ≤ (n − k)( m/k + 1) + m + 1,
where m is its degree of
Proof: A skew RS convolutional code of length n and dimension k has designed Hamming distance δ = n − k + 1. By Theorem 4, the Hamming distance is n − k + 1. Now, the free distance of C is always greater than its Hamming distance, and lower than the generalized singleton bound (n − k)( m/k + 1) + m + 1, see for instance [19, Th. 2.2] .
In the following example we show that these bounds cannot be improved.
Example 6: Let F = F 8 be the field with eight elements, F(t) the field of rational functions over F and σ : F(t) → F(t) the automorphism defined by σ (t) = 1/t, whose order is clearly two. The quotient algebra is then R = F(t)[x; σ ]/ x 2 − 1 . Following the construction described in Definition 3, we consider the element α = t ∈ F(t). Since
Hence x − β = x + 1/t 2 gives a generator of an SCCC C of length n = 2 and dimension k = 1. Actually, it is a skew RS convolutional code of designed distance δ = 2. A basic (and minimal) generator matrix of C is given by M = (1 t 2 ), so the degree (or total memory) m of the encoder is 2. Now, following the procedure described in [11, Ths. 3.4 and 3.6], the three first terms of the sequence of column distances is 1,1,2; while the first terms of the sequence of row distances is 2,2,2. Therefore the free distance of C, d free (C) = 2 = n−k+1. Observe that the generalized singleton bound [21] with these parameters is 6. Let us now consider the automorphism of order two defined by σ (t) = 2t on F = F 3 . Set α = t + 1. In this case, β = (2t + 1)/(t + 1) and x −σ (β) is a generator of a skew RS convolutional code with δ = 2, n = 2 and k = 1. A minimal generator matrix is M = (t + 1 t + 2), so m = 1. For this SCCC, the 0th column distance and the 3rd row distance are 4,
, so it reaches the generalized singleton bound.
III. A SUGIYAMA-LIKE DECODING ALGORITHM
Throughout this section C will denote a skew RS convolutional code of designed distance δ generated, as a left ideal of R,
for some r ≥ 0, where β is chosen as in Definition 3. The Hamming distance of C is exactly δ (Theorem 4). Set τ = (δ − 1)/2 which is the maximum number of errors that the code can correct. For simplicity, we shall suppose that r = 0. This is not a restriction, because we may always write β = σ r (β). Then β = (α ) −1 σ (α ), where α = σ r (α), and α also provides a normal basis. Therefore,
Let c ∈ C be a codeword that is transmitted through a noisy channel and the polynomial y = c + e is received, where e = e 1 x k 1 + . . . + e ν x k ν with ν ≤ τ . We define the error locator polynomial as
We first show that λ determines the positions with a non-zero error.
Therefore, the polynomials of the statement left divide one to each other.
Therefore, once λ is known, the error positions can be located by following the rule: d ∈ {0, 1, . . . , n − 1} is an error position if and only if σ d−1 (β −1 ) is a left root of λ. Observe that λ may be replaced by any polynomial in R associated on the right to λ, that, is, any polynomial differing from λ by multiplication on the right by a nonzero element in F(t).
For
Once we know the error locator polynomial and the error evaluator polynomial, we may compute the values e 1 , e 2 , . . . , e ν by solving a linear system and determine completely the error e. Observe also that deg ω < ν.
Finally, for each 0 ≤ i ≤ n − 1, the i -th syndrome S i of the received polynomial y = n−1 j =0 y j x j is defined to be the remainder of the left division of y by x − σ i (β). Observe that S i is the right evaluation of y at σ i (β). Whenever 0 ≤ i ≤ 2τ − 1, the right evaluations on c are zero, and it follows that
Therefore 
We now proceed to solve the key equation. Concretely, we shall use a Sugiyama-like procedure for this task, i.e, we shall make use of the Right Euclidean Extended Algorithm (REEA), see Algorithm 5 in the Appendix. We recall that, for any f, g ∈ R, each step i of the REEA provides coefficients {u i , v i , r i } (the Bezout coefficients) such that f u i + gv i = r i , where ( f, g) = r h and deg r i+1 < deg r i for any 0 ≤ i ≤ h − 1.
Theorem 10: The non-commutative key equation
is a right multiple of the equation 
and
Hence, from (9) and (10) Observe that if (λ, ω) r = 1, then Theorem 10 gives an algorithmic procedure to compute both the error locator and the error evaluator polynomials. However, unlike the classical (commutative) block case, these non-commutative polynomials could have a non-trivial common right divisor, as Example 11 below shows. Nevertheless, we will show latter that in most cases (λ, ω) r = 1 (Remark 20). Therefore, Algorithm 1 will rarely fail to decode.
Example 11: Let F = F 8 be the field of eight elements generated over F 2 by a primitive element a with a 3 +a+1 = 0. For brevity, except for 0 and 1, we shall write the elements of F as powers of a. Let σ : F(t) → F(t) be the automorphism defined by σ (t) = (t + a)/t. The order of σ is 7, so, in this case, the sentence-ambient algebra is R = F(t)[x; σ ]/ x 7 −1 . The element α = t yields a normal basis {α, σ (α), . . . , σ 6 (α)}. Set β = α −1 σ (α) = (t + a)/t 2 . Let C be the skew RS convolutional code generated by g = {x − σ i (β)} i=0,1,2,3 , whose Hamming distance is, in virtue of Theorem 4, δ = 5, and it corrects up to τ = 2 errors. Suppose we receive a polynomial y such that the error to be removed is e = 1 + x, i.e. there are errors at positions k 1 = 0 and k 2 = 1, whose values are both e 1 = e 2 = 1. In such a case, the error locator polynomial is
2 + t 3 a 3 t 3 +a 3 t 2 +a 2 t +a 2 x + at 3 +a 4 t t 4 +at 3 +t 2 +a 2 t +a 4 , and the error evaluator polynomial is as follows:
Now, we may compute the greatest common right divisor (λ, ω) r = x + at 2 + a 4 t 3 + a 3 t 2 + at + a 4 = 1. Thus, in this case, only a left divisor of the error locator polynomial λ is computed by the REEA. In other words, we cannot deduce all positions of the error.
Remark 12: Algorithm 1 fails to decode when the condition of Line 12 in Algorithm 1 is fulfilled, as a consequence of Lemma 2. As we shall prove in Theorem 15, this condition is equivalent to deg v I < deg λ. Therefore, no further key equation failure can be expected. As discussed above, 16 : Solve the linear system r I = j ∈ pos e j σ j (α) p j 17: e ← j ∈ pos e j x j 18: return y − e this key equation failure will happen rarely. Nevertheless, we will discuss how to solve it in Section IV. In this way, Algorithm 1 will be completed to a full decoding algorithm.
Next example illustrates a successful application of Algorithm 1. We now apply REEA until we get a remainder of degree less than τ = 2, and Therefore, e = e 1 x + e 2 x 2 and the received polynomial is correctly decoded to y + e = g.
IV. KEY EQUATION FAILURES
In this section we focus on the problem of a key equation failure. Obviously, the main questions to answer is how often such a failure can occur and if, despite this, we still may recover the error locator polynomial. Firstly, we have to point out that a single error is always corrected. All along the section we follow the notation of Section III. 
by Lemma 2 and Lemma 7. 
On the other hand, λ = pg. Thus, for any j = 1, . . . , m, (1−σ k j (β)x) 
By Lemma 26 i v) in the Appendix, { p 1 , . . . , p ν } gives a basis of R/Rλ as an F(t)-vector space. Therefore, since e i σ k i (α) = 0 for every i ≤ ν, equation (11) implies that m = ν and, thus, deg g = 0.
Whenever, in Algorithm 1, a key equation failure occurs, we may execute Algorithm 2 in order to find a new error position.
Algorithm 2 Find-a-Position
Input: A non-constant polynomial p with λ = pg for some g ∈ R, pos = {i ≥ 0 with
else 8: e ← e + 1
Proposition 16: Algorithm 2 correctly finds a new error position.
Proof:
We prove first that the algorithm must return a position. Suppose that the sequence {deg f i } 0≤i≤r always grows. Hence deg f r = r + deg p > n − Cardinal( pos) + deg p > n. This is not possible, since f r | λ r = x n − 1. So there exists a minimal Therefore, by means of a recursive application of Algorithm 2, we may find all error positions, and both the error locator and the error evaluator polynomials, see Algorithm 3.
Example 17: Consider the code and received word of Example 11. As we have seen there, there is a key equation 
The error locator polynomial λ and the error evaluator polynomial ω.
pos ← pos ∪ {i } 8: g ← rquot( f, v I ) 9: return f , r I g failure since (λ, ω) r = 1. Actually, by applying REEA, the polynomials v I = x + t/(t + 1) and r I = (t 2 + t + a)/(t + 1), and the set of known error positions pos is the empty set. We follow Algorithm 3 and compute
The degree has grown so we continue and compute
Fortunately, in this case, the reader may check that the degree remains being two. By Algorithm 2, 1 is an unknown error position. Therefore,
is a left divisor of the error locator polynomial. Next, we must update the set of known error positions. One can see that v I . Now, the right quotient of λ over v I ,
so the error locator and the error evaluator polynomials are determined. We close this section analyzing how often a key equation failure occurs. Indeed, for a given set of error positions, we will show that the values of the errors must satisfy a non-trivial relation. Recall that such a failure is only possible if (λ, ω) r = 1. 
has full rank. Since σ k j (α) = 0 for every j = 1, . . . , ν, we get that the determinant of A is non-zero if and only if the determinant in (12) is not zero. Remark 20: Taking coordinates with respect to a fixed basis of F(t) as an (n-dimensional) vector space over K = F(t) σ , we deduce from Theorem 19 that the set of errors {e 1 , . . . , e ν } giving a key equation failure is contained in the determinantal algebraic sub-variety of K νn determined by the common zeroes of all ν × ν minors. The dimension of this variety is known to be at most n − ν + 1 (see, e.g., [3, Exercise 10.10]), which is strictly smaller than νn if ν > 1. Consequently, the theoretical probability that a key equation failure occurs is zero.
Remark 21: The complexity of Algorithm 1 is bounded by the execution of REEA in line 6, which also bounds Algorithms 2 and 3 (the key equation solver), and the linear system resolution in line 16 .
As a consequence of [6, Proposition 4.6] , the number of basic operations in F(t) (additions, multiplications and applications of the automorphism) needed to run the REEA in Algorithm 1 is bounded by O(τ 2 ), where τ is the error-correcting capacity of the code. The computation of the complexity with respect to the number of basic operations over F becomes more complicated. This also depends on another variable: the maximal degree r of the rational functions. A naive first worst-case estimation provides exponential complexity in r for this algorithm, since the degree of the coefficients of the sequence of remainders in Algorithm 4 increases exponentially. This happens as well when working over the commutative polynomial ring F(t) [x] , as pointed out in [24, pp. 141] . Nevertheless, following [24, Th. 6 .54 b)], by using the theory of subresultants, one may prove that the coefficients size of the (commutative) EEA remains, in reality, polynomially bounded. Actually, the algorithm is performed with O(m 3 1 m 3 2 r 2 l 2 ) operations in F, where m 1 and m 2 are the degrees of the polynomials, and l is the maximal degree difference between consecutive reminders. We think that the
Algorithm 4 Right Euclidean Division
theory of subresultants over skew polynomials developed by [13] could also help to provide a polynomial bound of the complexity of the REEA. This is beyond the scope of this paper.
On the other hand, the linear system in line 16 can be reduced to a linear system with coefficients in F[t] with O(τ 2 r 2 ) operations in F, where r is the maximal degree of the coefficients. The degree of the polynomials appearing in this equivalent system is bounded by t 2 r . Now, fraction-free Gaussian elimination solves the new system in polynomial time over τ and r , see [5, Sec. 9.3] for details.
With these two considerations in mind, the run-time of Algorithm 1 would grow polynomially with respect to the coefficients size of the received polynomials. Since the total memory of the code would depend, also polynomially, on the degree of the element β ∈ F(t), Algorithm 1 would present polynomial efficiency with respect to the total memory. Observe that, in comparison with the classical Viterbi algorithm, the execution of the latter grows exponentially.
The execution time of Algorithm 1 does not depend heavily on the size of F. For small/medium size, the basic operations over F can be stored in memory, so they belong to O (1) . For large finite fields, standard implementations of the arithmetic belong to O ∼ (μ 2 ), where p μ is the size of F for some prime integer p. See [6, Example 4.2] for concrete references.
It remains to consider the complexity of Algorithms 2 and 3. Both are dominated by the computation of least common right multiples of polynomials of degree less than n (Algorithm 2) or τ (Algorithm 3) and a polynomial of degree 1. The least common right multiples are computed nτ times, hence it is dominated by O(n 3 τ ) operations in F(t). The above-mentioned ideas about the coefficients size are also applicable. Anyway, these Algorithms are rarely executed as observed in Remark 20.
Remark 22: Skew block codes were defined in [1] and [2] as left ideals of a factor ring of a skew polynomial ring of the form F[x; σ ]. The results and algorithms of our paper will work almost verbatim in this setting, that is, if we consider an automorphism σ of the finite field F instead of an F-automorphism of F(t). This would then represent an alternative construction and decoding scheme for some of the skew cyclic block codes described in [1] and [2] . Obviously, in this case, the theoretical probability of a key equation failure is always positive.
V. CONCLUSIONS
The industry standard for decoding binary low memory convolutional codes is the Viterbi algorithm. For non binary codes or codes with large memory, the trellis of possible paths heavily increases, making difficult its practical application. Whenever the finite base field is large enough, we may explore the alternative cyclic-like structures of some convolutional codes, named skew cyclic convolutional codes (SCCCs), defined in [7] . In this paper, we have designed a decoding algorithm for an appropriate subclass of these codes, that we have called skew Reed-Solomon convolutional codes. Unlike the graph-theoretical approach of the Viterbi algorithm, we make use of their algebraic structure in order to implement a Sugiyama-like procedure for determining the positions and values of the errors, following a minimum distance decoding scheme. Thus, the error-correcting capacity is settled by the Hamming distance. In compensation for this loss with respect to the free distance, the time-complexity does not depend on the finite field size as long as the basic operations can be stored. Additionally, whenever the intermediate coefficients size in the REEA execution can be bounded polynomially, this algorithm has also polynomial growth with respect to the memory of the code. For a number of errors less than the error-correcting capacity of the code, the probability of a key equation failure tends to zero as the maximum degree of the coefficients goes towards to infinity. An auxiliary algorithm has been designed for resolving any key equation failure and, henceforth, compute an error locator polynomial even in this case.
APPENDIX
In this appendix, we prove some technical facts needed in the paper. We also collect some basic facts on the non-commutative polynomial ring F(t)[x; σ ] for the convenience of the reader non-familiar with the theory of Ore extensions (or skew polynomial rings). The general theory was systematized in [15] . A good introduction to its basics essentials is the first chapter of [10] . For our purposes, we only need to consider the particular case of a skew polynomial ring constructed from a field automorphism. So, let D be a field, and σ an automorphism of D. The elements of the skew polynomial ring R = D[x; σ ] are standard polynomials in the indeterminate x with coefficients in D written on the left. The sum of polynomials in R is defined as in the commuative case. The product is based on the rules x n x m = x n+m for n, m ∈ N, while xa = σ (a)x, for every a ∈ D.
The degree deg( f ) of a left polynomial f ∈ R, as well as its leading coefficient lc( f ) ∈ D, are defined in the usual way. Hence deg( f g) = deg( f ) + deg(g). The ring R is a non-commutative domain, and there exist both left and right Euclidean division algorithms, that work much as in the commutative case, with some adjustements coming from the non-commutativity. For intance, the right Euclidean division algorithm is described in Algorithm 4. The polynomials r and c obtained as the output of Algorithm 4 are called right remainder and right quotient, respectively, of the right division of f by g. We will use the notation r = rrem( f, g) and c = rquot( f, g). Analogous conventions and notations are used for the left division algorithm.
Remark 23: There is no universal agreement in the literature in the use of the adjetives "left" and "right" concerning the Euclidean division. For instance, what is called left Euclidean division algorithm in [10] is considered as the right one in [12] . We follow Jacobson's convention, i.e. the left division of f by g consists of finding c and r such that f = cg + r .
These division algorithms allow to prove, in the usual way, that every left and every right ideal of R is principal. The principal left ideal generated by a given f ∈ R is denoted by R f , while f R denotes the principal right ideal generated by f . The following result is a right-side version for Ore polynomials of [24, Lemma 3.8] . From now on, set R = F(t)[x; σ ]. The left evaluation of a non-commutative polynomial g ∈ R at α ∈ F(t) is the remainder of the left division of g by x − α, and similarly for the right evaluation. These evaluations allows to speak of left and right roots of non-commutative polynomials. Their properties in a general setting were studied in [12] .
Lemma 25: Let γ ∈ F(t) and g = But q is obviously a left common multiple of q 1 , . . . , q m , 
