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SECTION 
I. i b r a n 
Markov random f i e l d s and Markov chains on trees 
Stan Zachary 
Abstract 
We consider probability measures on a space S (where S and A are 
countable and the a - f i e l d i s the natural one) which are Markov random 
fields with respect to a given neighbour r e l a t i o n ~ on A. In p a r t i c u l a r , 
we study the set G(IT) of Markov random f i e l d s corresponding to a given 
Markov specification IT, i . e . to a consistent family of "Markov" 
conditional probability d i s t r i b u t i o n s associated with the f i n i t e subsets 
of A. 
F i r s t , we review the r e l a t i o n between IT and 6(11) . We consider also the 
representation of IT by a family of interaction functions associated with 
the simplices of the graph (A,~) , together with some related problems. 
The r e s t of the thesis i s concerned with the case where (A,~) i s a tree. 
We define Markov chains on S and consider t h e i r r e l a t i o n to the wider 
c l a s s of Markov random f i e l d s . We then derive a n a l y t i c a l methods for 
the study of the set M(H) of Markov chains i n G(IT) . These r e s u l t s are 
applied to homogeneous Markov s p e c i f i c a t i o n s on regular i n f i n i t e trees. 
F i n a l l y , we consider Markov s p e c i f i c a t i o n s which are either attractive 
or repulsive with respect to a t o t a l ordering on S. For these we obtain 
quite strong r e s u l t s , including an exact condition for G(II) to contain 
p r e c i s e l y one element. We thereby generalise r e s u l t s obtained by 
Preston and Spitzer for binary S. 
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0. INTRODUCTION 
Th i s t h e s i s i s concerned w i t h p r o b a b i l i t y measures 
(p.m.s) on a measurable space (S , F ) , where S and A are 
countable s e t s , S i s the corresponding product space, 
and F i s the n a t u r a l a - f i e l d generated by the f i n i t e -
dimensional c y l i n d e r s e t s . (Since A i s countable, F 
A 
simply c o n s i s t s of a l l subsets of S .) The p.m.s of 
i n t e r e s t are Markov random f i e l d s , d efined below, w i t h 
r e s p e c t to a given neighbour r e l a t i o n ~ on the elements 
of A. These l a t t e r may then be regarded as the v e r t i c e s 
of an (undirected) graph whose edges are defined by ~. 
We s h a l l simply r e f e r to A, taken together with ~, as the 
graph A. Our c h i e f , though not s o l e , concern i s with 
the s p e c i a l case where the graph A i s a tree, t h a t i s , a 
connected graph which becomes disconnected when any one 
of i t s edges i s removed. 
I n t u i t i v e l y , and perhaps w i t h regard to some p h y s i c a l 
a p p l i c a t i o n s i n s t a t i s t i c a l mechanics and elsewhere, the 
elements of A may be thought of as sites. . A s t a t e x_^  E s 
i s a s s o c i a t e d w ith each s i t e i £ A. Thus the g e n e r i c 
element x = {x. , i € A} of S A denotes the s t a t e of the 
A 1 
e n t i r e system. 
I t i s convenient to introduce the c o l l e c t i o n of coordinate 
random v a r i a b l e s {X. , i G A} where each random v a r i a b l e 
i A th X. maps x, £ S i n t o i t s i coordinate x.. Then a p.m. x A i c 
P on (S ,F) d e f i n e s a s t o c h a s t i c process which has P as 
i t s d i s t r i b u t i o n . For each subset B of A we denote by 
F(B) the a - f i e l d generated by the v e c t o r of random 
v a r i a b l e s X = {X. , i G B } . We a l s o w r i t e x f o r the A B B p r o j e c t i o n of x £ S i n t o S , i . e . x = X (x ) . A p.m. B B A 
on (S ,F) i s s a i d to be a Markov random field (M.r.f.) 
(with r e s p e c t to the neighbour r e l a t i o n ~ ) , i f f o r a l l 
f i n i t e subsets V of A 
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(1) P(F/F(A-V)) = P(F/F(3V)) P-a.s., f o r a l l F € F ( V ) , 
where 8V, the boundary of V, i s defined by 
dV = { i € A-V : there e x i s t s j e v with i ~ j } . 
More I n t u i t i v e l y , P i s a M.r.f. i f , f o r each f i n i t e subset 
V of A, the c o n d i t i o n a l d i s t r i b u t i o n of the random v a r i a b l e s 
X v a s s c i a t e d w i t h V, given the v a l u e s of the remaining 
random v a r i a b l e s X A _ v , depends i n f a c t only on the v a l u e s 
of the random v a r i a b l e s X^ v a s s o c i a t e d w i t h the s e t 3V of 
neighbours of V. The neighbour r e l a t i o n ~ may be thought 
of as d e f i n i n g those p a i r s of s i t e s between which some 
form of ' i n t e r a c t i o n ' o ccurs. 
I t i s well-known t h a t when a p.m. P on (S ,F) i s strictly 
positive, i . e . when i t s f i n i t e - d i m e n s i o n a l marginal or 
c y l i n d e r p.m.s have s t r i c t l y p o s i t i v e d e n s i t i e s , then f o r 
P to be a M.r.f. i t i s s u f f i c i e n t f o r the c o n d i t i o n (1) 
to hold f o r a l l subsets V of A c o n s i s t i n g of a s i n g l e 
element. Thus many authors take t h i s apparently weaker 
c o n d i t i o n (which we w i l l r e f e r to as the local Markov-
property) as d e f i n i n g a M.r.f., but then u s u a l l y a l s o 
r e q u i r e s t r i c t p o s i t i v i t y . We p r e f e r to take the e a r l i e r , 
s t r onger, d e f i n i t i o n of a M.r.f., as on occasions i t 
enables r e s u l t s to be c a r r i e d through i n the absence of 
the ' s t r i c t p o s i t i v i t y ' (or some s i m i l a r ) c o n d i t i o n . 
(See, f o r example, s e c t i o n 2.1.) 
The b a s i c problem which we c o n s i d e r i s a s p e c i a l case of 
one which was f i r s t s t u d i e d by Dobrushin (1968); i t was 
subsequently taken up by many ot h e r s , probably the most 
general (and most a b s t r a c t ) treatment being given by 
Preston (1976). I n the present context i t may be s t a t e d 
as f o l l o w s . For each member V of the c o l l e c t i o n 1/ of a l l 
f i n i t e subsets of A, we are given a s t o c h a s t i c k e r n e l 
TT : S x F(V) -»• R (where R i s the s e t of non-negative 
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r e a l numbers) . The k e r n e l IT e s s e n t i a l l y d e f i n e s a 
p r o b a b i l i t y d i s t r i b u t i o n on (S , F ( V ) ) , or i f we p r e f e r on 
( S V , F ( V ) ) , c o n d i t i o n a l on each p o s s i b l e element x f t_ v of 
A—V 
S (so t h a t we may a l t e r n a t i v e l y regard ir as a f u n c t i o n 
A—V 
S x F(V) + R +) . Thus TT v a s s i g n s p r o b a b i l i t i e s to the 
p o s s i b l e s t a t e s of the system ' i n s i d e ' V, c o n d i t i o n a l on 
each p o s s i b l e s t a t e of the system 'outside' V. The f a m i l y 
I = ( n v , V G 1/} of such k e r n e l s i s r e q u i r e d to s a t i s f y 
the obvious c o n s i s t e n c y c o n d i t i o n ; f o l l o w i n g Follmer (1975a 
such a f a m i l y w i l l be r e f e r r e d to as a speaifiaation. L e t 
G(II) be the s e t of p.m.s on (S , F) corresponding to the 
s p e c i f i c a t i o n II, so t h a t a p.m. P belongs to 6 (IT) i f and 
only i f f o r each V e \J, F € F(V) , 
(2) P ( F / F ( A - V ) ) = I T v ( . , F ) P-a.s. 
( I n f a c t i t i s convenient to extend the domain of each 
k e r n e l TT v , so t h a t i t becomes a f u n c t i o n S A x F -»• R + and 
has the property t h a t , i f P S G (IT) , the r e l a t i o n (2) 
holds f o r a l l F £ F.) We wish to say as much as p o s s i b l e 
about the s e t G (IT) . 
We remark t h a t i t i s obvious t h a t G(TI) i s a convex s e t so 
t h a t | G (IT) |, the number of elements i n G(IT), i s equal to 
0, 1 or oo. L e t E(II) be the s e t of extreme p o i n t s of 
G(IT). I t i s known t h a t these extreme p o i n t s ' e x i s t ' , and 
indeed t h a t every element of G (IT) i s a unique convex 
combination of them; t h a t i s , t h a t G(TI) may be put i n t o a 
one-to-one correspondence w i t h the s e t of p.m.s on E (IT) 
(with a s u i t a b l e c r - f i e l d ) ; (see Preston (1976) or 
Dynkin (1978) f o r d e t a i l s . ) Thus, i n a c e r t a i n sense, 
i t i s s u f f i c i e n t to study E (IT) . 
Given the neighbour r e l a t i o n ~ on A, we w i l l say t h a t a 
s p e c i f i c a t i o n IT i s Markov i f f o r each V E I/, F £ F(V) , 
the random v a r i a b l e TT ( - , F ) i s F (9V)-measurable. Thus 
the p.m.s corresponding to a Markov s p e c i f i c a t i o n are 
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M.r.f.s. I n t h i s t h e s i s we c o n s i d e r only Markov 
s p e c i f i c a t i o n s , and indeed (as p r e v i o u s l y remarked) most 
of our work i s concerned w i t h the case where the graph 
defined by ~ i s a t r e e . T h i s l a t t e r problem may be 
regarded as a somewhat s p e c i a l case, and one u n l i k e l y to 
have d i r e c t p h y s i c a l a p p l i c a t i o n s - except perhaps i n 
the important i n s t a n c e of the one-dimensional integer 
lattice, defined by t a k i n g A to be the s e t of i n t e g e r s 
and c o n s e c u t i v e p a i r s of these to be neighbours. 
Ne v e r t h e l e s s the ' t r e e ' problem i s of some i n t e r e s t ; f o r 
here a n a l y s i s i s very much si m p l e r than f o r more genera l 
graphs, so t h a t , given II, i t i s f r e q u e n t l y p o s s i b l e 
to make q u i t e d e t a i l e d s t u d i e s of the s t r u c t u r e of G (IT) 
and i t s v a r i o u s a s s o c i a t e d s u b s e t s ; f u r t h e r we may o f t e n 
make e x p l i c i t c o n s t r u c t i o n s of many of the elements of 
G(II). The methods of c o n s t r u c t i o n used are such as to 
provide some i n s i g h t i n t o the r e l a t i o n between a given 
Markov s p e c i f i c a t i o n and the s e t of a s s o c i a t e d M.r.f.s, 
and there i s perhaps a p o s s i b i l i t y t h a t some of these 
methods might be extended to more ge n e r a l graphs. L a s t l y , 
t h ere i s some hope,as y e t q u i t e u n f u l f i l l e d , t h a t r e s u l t s 
f o r Markov s p e c i f i c a t i o n s on t r e e s may provide bounds f o r 
r e s u l t s about r e l a t e d s p e c i f i c a t i o n s on more complex graphs. 
An example i s the q u e s t i o n of the number of elements of 
G(II ) . Because of i t s importance i n s t a t i s t i c a l mechanics, 
the d-dimensional i n t e g e r l a t t i c e (A = Z d w i t h the 
obvious 'nearest' neighbour r e l a t i o n ) i s of p a r t i c u l a r 
i n t e r e s t i n t h i s r e s p e c t . 
We c o n s i d e r b r i e f l y the p a r t i c u l a r case where the t r e e A 
i s the one-dimensional i n t e g e r l a t t i c e d e f i n e d above. 
Here, to show t h a t a p.m. P on (S ,F) i s a M.r.f., i t i s 
s u f f i c i e n t to v e r i f y the d e f i n i n g r e l a t i o n (1) f o r each 
subset V of A which c o n s i s t s of a ' s t r i n g ' of c o n s e c u t i v e 
i n t e g e r s ; (see s e c t i o n 2.1). For any such V the 'conditioning' 
i n v o l v e d i n (1) has a 'two-sided 1 nature; t h i s i s i n 
0-5 
c o n t r a s t to the 'one-sided' c o n d i t i o n i n g i n v o l v e d i n 
the u s u a l d e f i n i t i o n of a Markov ch a i n . I t i s easy to 
see t h a t Markov chains are M.r.f.s, though the converse 
i s not i n ge n e r a l t r u e . (For an example of a M.r.f. 
which i s not a Markov ch a i n , see Cox (19 77).) Now l e t 
n be a given s t r i c t l y p o s i t i v e , t r a n s l a t i o n - i n v a r i a n t , 
s p e c i f i c a t i o n . Many authors, e s p e c i a l l y Spitzer (1975a)3 
Kesten (19 76) and Cox (19 79), have s t u d i e d the general 
problem of c h a r a c t e r i s i n g G( I I ) . I t i s known (Spitzer 
(19 75a)) t h a t the elements of E (IT) are Markov c h a i n s . 
Thus a complete d e s c r i p t i o n of the s e t M(II) of Markov 
chains i n G(IT), were i t a v a i l a b l e , would provide an 
e s s e n t i a l l y complete d e s c r i p t i o n of G (IT) i t s e l f . One 
complexity i s t h a t , even though n i s t r a n s l a t i o n - i n v a r i a n t , 
the corresponding Markov chains need not be. Denote by 
G 0 (II) the t r a n s l a t i o n - i n v a r i a n t ( i . e . s t a t i o n a r y ) M.r.f.s 
i n G(II). Kesten (19 76) showed t h a t G 0 (IT) i s e i t h e r empty 
or e l s e c o n t a i n s j u s t one element which i s then a 
( s t a t i o n a r y ) Markov ch a i n . When Go (II) i s empty, G (IT) may 
be empty or may contain i n f i n i t e l y many elements; 
(obviously i t cannot c o n t a i n j u s t one) . When G 0 (II) 
c o n t a i n s one element, G (II) may be equal to G 0 (IT) or may 
c o n t a i n i n f i n i t e l y many elements. Spitzer (1975a) 
showed t h a t a l l these p o s s i b i l i t i e s can a c t u a l l y occur. 
However, when the s t a t e space S i s f i n i t e the s i t u a t i o n 
i s much s i m p l e r : i t i s known {Dobrushin (1968), Spitzer 
(1971)) t h a t G(II) always c o n s i s t s of a s i n g l e s t a t i o n a r y 
Markov c h a i n . For countably i n f i n i t e S a complete 
c h a r a c t e r i s a t i o n of G(II) i s not i n ge n e r a l known. 
We now allow the graph A to be a gener a l t r e e , and co n s i d e r 
a g e n e r a l Markov s p e c i f i c a t i o n n . There i s now a 
c o n s i d e r a b l e i n c r e a s e i n the v a r i e t y of s t o c h a s t i c 
phenomena which may be e x h i b i t e d by the M.r.f.s comprising 
G (IT) ; some examples are given below. A n a t u r a l 
g e n e r a l i s a t i o n of the concept of a Markov chain e x i s t s : 
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a p.m. P on (S ,F) i s a Markov chain (with r e s p e c t to 
the neighbour r e l a t i o n ~ which d e f i n e s the t r e e s t r u c t u r e ) 
i f , f o r every f i n i t e connected subset V of A, the 
a s s o c i a t e d marginal p.m. P v (induced by P on ( S V , F ( V ) ) ) i s 
a M.r.f. w i t h r e s p e c t to the r e s t r i c t i o n of ~ to V. (We 
w i l l see i n s e c t i o n 2.1 t h a t on the one-dimensional 
i n t e g e r l a t t i c e t h i s d e f i n i t i o n agrees w i t h the u s u a l one 
f o r a Markov chain.) As p r e v i o u s l y , every Markov chain 
i s a M.r.f., though the converse r e s u l t i s f a l s e ; but f o r 
the given Markov s p e c i f i c a t i o n n the s e t E (IT) of extreme 
p o i n t s of G (IT) i s contained, sometimes s t r i c t l y , i n the 
s e t M(II) of Markov chains i n G(TI). Hence the problem of 
d e s c r i b i n g G (IT) may again be reduced to t h a t of d e s c r i b i n g 
M(II) . 
Much of t h i s t h e s i s i s concerned with the development of 
a n a l y t i c a l methods f o r studying M (IT) - I t seems, however, 
t h a t the u s u a l approach to the study of Markov c h a i n s , 
which i s v i a t h e i r t r a n s i t i o n m a t r i c e s (so t h a t the 
chains are thought of as 'e v o l v i n g 1 s e q u e n t i a l l y ) , i s not 
e n t i r e l y n a t u r a l i n t h i s s i t u a t i o n ; f o r example d i f f e r e n t 
c h a i n s i n M (IT) may have d i f f e r e n t ( s e t s of) t r a n s i t i o n 
m a t r i c e s . The approach taken here i s based on the w e l l -
known r e p r e s e n t a t i o n of a Markov s p e c i f i c a t i o n II i n terms 
of a fam i l y $ = {<j>c , C € C} of interaction functions -
one such f u n c t i o n o) being a s s o c i a t e d w i t h each member C 
of the s e t C of cliques or simplices of the graph. I n 
t h i s case, where the graph A i s a t r e e , the c l i q u e s are 
simply i t s v e r t i c e s and edges. Now i f P G M (IT) , the 
marginal p.m. P v a s s o c i a t e d w i t h each f i n i t e connected 
subset V of A corresponds to a family $ V = {<j>^  , C € C , C C v } 
of i n t e r a c t i o n f u n c t i o n s a s s o c i a t e d w i t h the v e r t i c e s and 
edges of V. The r e l a t i o n s between the v a r i o u s f a m i l i e s 
$ V, as V v a r i e s , form the b a s i s of our study of M(IT) , and 
thus u l t i m a t e l y of G (IT) . 
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Spitzer (197Sb)* considered the r e g u l a r i n f i n i t e t r e e A 
wi t h d + 1 edges meeting a t each v e r t e x , the b i n a r y s t a t e 
space S = { 0 , 1 } , and a s t r i c t l y p o s i t i v e Markov s p e c i f i c a t i o n 
n which was homogeneous i n the sense of being i n v a r i a n t 
under graph isomorphisms of the t r e e . Here, i n s p i t e of 
the simple nature of S, we f i n d t h a t even M 0 ( I I ) - defined 
to be the s e t of Markov chains i n M(IT) which a r e themselves 
homogeneous i n the above sense - may c o n t a i n more than one 
element; ( i t must always c o n t a i n a t l e a s t one). We f u r t h e r 
f i n d t h a t there may e x i s t non-homogeneous Markov c h a i n s , 
and t h a t a s u i t a b l e mixture of these may r e s u l t i n an 
element of G ( I I ) which i s homogeneous but not a Markov 
ch a i n . I n a d d i t i o n to these and other r e s u l t s , S p i t z e r 
gave a p r e c i s e and computable c o n d i t i o n f o r G ( I I ) to 
co n t a i n e x a c t l y one element ( n e c e s s a r i l y a homogeneous 
Markov c h a i n ) . 
I n Chapters 3 and 4 of t h i s t h e s i s we a l s o c o n s i d e r the 
r e g u l a r i n f i n i t e t r e e A defined above; we take a gener a l 
countable s t a t e space S, and again seek to c h a r a c t e r i s e M ( I I ) , 
and hence G (II) , f o r a given homogeneous Markov s p e c i f i c a t i o n 
I I . S p i t z e r ' s approach f o r the b i n a r y s t a t e space, which 
was e s s e n t i a l l y based on c o n s i d e r a t i o n of the t r a n s i t i o n 
m a t r i c e s of the elements of M ( I I ) , seems d i f f i c u l t to 
extend to the g e n e r a l case; (see, however, s e c t i o n 3.3). 
We p r e f e r to take the a l t e r n a t i v e approach o u t l i n e d above. 
We a l s o manage to make some, though not a t o t a l , r e l a x a t i o n 
of the requirement t h a t II be s t r i c t l y p o s i t i v e . Many of 
the q u a l i t a t i v e f e a t u r e s of S p i t z e r ' s d e s c r i p t i o n of G ( I I ) 
i n the case where S i s b i n a r y are reproduced i n the more 
genera l case. 
We summarise b r i e f l y the contents of four remaining 
chapters of the t h e s i s . I n Chapter 1 we review some b a s i c 
r e s u l t s concerning, on the one hand, the r e l a t i o n between 
s p e c i f i c a t i o n s and t h e i r corresponding p r o b a b i l i t y measures 
* See the note at the end of t h i s chapter. 
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(or random fields), and on the other, the r e l a t i o n 
between f a m i l i e s of i n t e r a c t i o n f u n c t i o n s and t h e i r 
corresponding s p e c i f i c a t i o n s . We d i s c u s s the Markov 
property, f o r a f a i r l y g e n e r a l neighbour r e l a t i o n ~ on A, 
i n r e l a t i o n to a l l these o b j e c t s . F i n a l l y , we d e r i v e 
some simple r e s u l t s concerning the r e p r e s e n t a t i o n by 
i n t e r a c t i o n f u n c t i o n s of the marginal p.m.s P v , V E I/, 
of a given M.r.f. P on ( S A , F ) . 
Chapter 2 i s concerned w i t h the case where the neighbour 
r e l a t i o n ~ i s such t h a t the graph A i s a t r e e . We c o n s i d e r 
Markov c h a i n s and explore t h e i r p r o p e r t i e s , together 
w i t h t h e i r r e l a t i o n to the wider c l a s s of Markov random 
f i e l d s . I n p a r t i c u l a r we extend to our general t r e e 
S p i t z e r ' s r e s u l t f o r the one-dimensional i n t e g e r l a t t i c e , 
t h a t every M.r.f. with (almost) t r i v i a l t a i l a - f i e l d i s a 
Markov c h a i n . I n the second h a l f of the chapter we 
co n s i d e r a Markov s p e c i f i c a t i o n n and present the key 
theorem which enables us to study the corresponding c l a s s 
M (IT) of Markov c h a i n s . 
I n Chapter 3 we s p e c i a l i s e f u r t h e r to the c o n s i d e r a t i o n of 
a r e g u l a r i n f i n i t e t r e e and a homogeneous Markov 
s p e c i f i c a t i o n II. F i r s t , i n s e c t i o n 3.1, we use the 
r e s u l t s of Chapter 2 to e s t a b l i s h a one-to-one correspondence 
between the s e t M0 (II) of corresponding homogeneous Markov 
c h a i n s , and the s e t of f i x e d p o i n t s of a tr a n s f o r m a t i o n on 
(roughly speaking) the space of f u n c t i o n s S -»- R . T h i s 
correspondence e f f e c t i v e l y c h a r a c t e r i s e s Mo (II) and i n 
p a r t i c u l a r enables us - a t l e a s t i n p r i n c i p l e , and of t e n 
i n p r a c t i c e - to determine the number of i t s elements. 
We a l s o give a s i m i l a r r e s u l t f o r the wider s e t Mi (II) 
of Markov chains i n M (IT) which have the property of being 
i n v a r i a n t under those graph isomorphisms of the t r e e i n 
which each of the v e r t i c e s i s t r a n s l a t e d an even number of 
'steps'. 'Complementary' p a i r s of such Markov c h a i n s , 
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belonging to Mi (II) but not M0 (IT) , may a r i s e n a t u r a l l y 
when, as i n Chapter 4 , we consid e r repulsive s p e c i f i c a t i o n s . 
I n s e c t i o n 3 . 2 we take an i n c r e a s i n g sequence {V } of 
I I n 
f i n i t e subsets of A such t h a t A = 1 / V . For each n 
n> 0 n 
we take a p.m. P ( n ) on ( S A , F ) such t h a t the r e l a t i o n (2) 
i s s a t i s f i e d f o r a l l V C v , F G F(V) . We consi d e r 
n 
b r i e f l y c o n d i t i o n s f o r the weak convergence of the 
sequence {P ( n ) } to an element P of M0 (II) . T h i s l e a d s , 
r a t h e r i n f o r m a l l y , to the idea of i d e n t i f y i n g the 'domain 
of a t t r a c t i o n ' of each of the elements of M0 (II) . S e c t i o n 
3 . 3 i s concerned w i t h some connections between our approach 
to the study of M0 (II) and t h a t adopted by S p i t z e r f o r the 
bi n a r y s t a t e space. S e c t i o n 3 . 4 works out these connections 
f o r the b i n a r y s t a t e space i t s e l f . We thus obtain examples 
of a l l the p o s s i b l e phenomena considered i n the preceding 
s e c t i o n s of the chapter. I n s e c t i o n 3 . 5 we consid e r a 
f u r t h e r example w i t h | s [ = 3 . 
Chapter 4 i s a c o n t i n u a t i o n of Chapter 3 i n which we 
r e q u i r e the homogeneous Markov s p e c i f i c a t i o n n to be 
e i t h e r attractive or repulsive w i t h r e s p e c t to a given 
t o t a l ordering on the s t a t e space S. These concepts are 
n a t u r a l g e n e r a l i s a t i o n s of the f a m i l i a r ones f o r b i n a r y S 
(where every Markov s p e c i f i c a t i o n i s e i t h e r a t t r a c t i v e or 
r e p u l s i v e ) . (The concept of an a t t r a c t i v e s p e c i f i c a t i o n 
may be g e n e r a l i s e d f u r t h e r - see Preston (19 76).) I f n 
i s a t t r a c t i v e , and a d d i t i o n a l l y S has both a minimal and 
a maximal element, then we may i d e n t i f y two, not n e c e s s a r i l y 
d i s t i n c t , Markov chains i n Mo (II) . I f they are c o i n c i d e n t 
then they r e p r e s e n t the s o l e element, not only of M0 (IT) , 
but of G (IT) . Some s i m i l a r r e s u l t s are at l e a s t i m p l i c i t 
i n the work of Preston (1976), but the r e s u l t s here f o l l o w 
p a r t i c u l a r l y simply from the ideas developed e a r l i e r , and 
avoid r e c o u r s e to what i s now known as the Ho l l e y - P r e s t o n 
i n e q u a l i t y . I f IT i s r e p u l s i v e , and a d d i t i o n a l l y S has 
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either a minimal or a maximal element, then we may i d e n t i f y 
a 'complementary' p a i r of Markov chains i n M x (IT) - Again, 
i f these are c o i n c i d e n t they r e p r e s e n t the s o l e element 
of G (II) . 
We s h a l l f i n d i t convenient to r e - i n t r o d u c e a l l the above 
ideas and d e f i n i t i o n s a t the v a r i o u s p o i n t s where they 
n a t u r a l l y a r i s e . However, most of the n o t a t i o n introduced 
above w i l l be taken as standard throughout. I f B i s any 
subset of A, we s h a l l on o c c a s i o n s wish to regard S as a 
space i n i t s own r i g h t . Then x , defined above as the 
B A 
p r o j e c t i o n onto S of a g e n e r i c p o i n t x of S , w i l l 
simply denote a g e n e r i c p o i n t of S . S i m i l a r l y F(B) 
w i l l then denote the n a t u r a l a - f i e l d on S . We s h a l l 
a l s o make other such ' n a t u r a l ' i d e n t i f i c a t i o n s . The 
c o n d i t i o n a l p r o b a b i l i t y of an event F w i t h r e s p e c t to the 
a - f i e l d G C F w i l l be denoted i n the u s u a l way by 
P(F/G), except t h a t when we wish to regard P ( F / F ( B ) ) as 
a f u n c t i o n on S and c o n s i d e r i t s value at the p o i n t X Q , 
we s h a l l w r i t e P(F/X = x ) . We s h a l l o ften simply w r i t e 
B B 
i f o r the subset { i } of A, e.g. x . f o r x r., . 
A-x A-ixJ-
* Note added ' i n proof'. Some of the r e s u l t s f o r S = { o , l } and A 
a r e g u l a r i n f i n i t e t r e e , a t t r i b u t e d to Spitzer (1975b), were i n 
f a c t f i r s t proved by Preston (1974), as S p i t z e r ' s paper i t s e l f 
makes c l e a r . 
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1.1 S p e c i f i c a t i o n s 
R e c a l l t h a t 1/ i s the s e t of f i n i t e subsets of A. We now 
give a s l i g h t l y more formal d e f i n i t i o n of a specification 
{Follmev (1975b), Preston (1976)) a s s o c i a t e d w i t h the 
space ( S A , F ) , as a fa m i l y n = { ^ v / V € f } of fu n c t i o n s 
T T V : S A X F"* R +, such t h a t f o r each V € I/, 
( i ) IT i s a s t o c h a s t i c k e r n e l , i . e . f o r each 
(1) 
x £ S , IT (-X , •) i s a p.m. 
c\ V A 
( i i ) TT («,F) i s F (A-V)-measurable f o r a l l F G F 
( i i i ) T T v ( - , F ) = x F f o r a l l F e F(A-V) 
( i v ) TT TT = TT f o r a l l V, W e V such t h a t V C w. W V w 
Here Y i s the f u n c t i o n S R defined by Y ( X ) = 1 i f F + F A 
x f t £ F, and X p ( x A ) = 0 otherwise; ^ w T r v i s the s t o c h a s t i c 
k e r n e l d e f i n e d by: f o r each x f t € S A , F G F, 
Vv ( XA' F ) = UW(XA'DV\^A'F)' 
i . e . TT IT (x„,F) i s the e x p e c t a t i o n of the random v a r i a b l e W v A C 
TT (*,F) w i t h r e s p e c t to the p.m. TT (X , • ) , 
V W A 
I t i s only r e a l l y n e c e s s a r y to def i n e the p.m. 
T T v ( X a , - ) on (S , F ( V ) ) , but i t i s n a t u r a l to extend i t , 
by i n c l u d i n g the c o n d i t i o n ( i i i ) i n (1) above, to a 
p.m. on (S , F ) ; t h i s b r i n g s TT^ i n t o l i n e w i t h the gener a l 
notion of c o n d i t i o n a l p r o b a b i l i t y and makes more n a t u r a l 
the e x p r e s s i o n of other r e l a t i o n s , such as the c o n s i s t e n c y 
c o n d i t i o n ( i v ) . F u r t h e r , by co n d i t i o n ( i i ) we may a l s o 
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A—V 
regard each k e r n e l TT^ as a f u n c t i o n S xF -*• R + (or 
indeed S A - V x F ( V ) R +) , so t h a t we w i l l f r e q u e n t l y w r i t e 
T T v ( X A _ V , F ) f o r T T V ( X A , F ) . Thus i t i s seen t h a t TT^ i s 
uniquely determined by i t s corresponding oond-itional 
density function i r ^ i S A V x S V -*• R + given by 
( 2 ) VXA-V'V = %(XA-V'XV = V 
We s h a l l sometimes f i n d i t convenient to regard ff simply 
as a f u n c t i o n S -• R +. The s p e c i f i c a t i o n II w i l l be 
c a l l e d strictly positive i f , f o r each V G f, the c o n d i t i o n a l 
d e n s i t y f u n c t i o n TT v takes only s t r i c t l y p o s i t i v e v a l u e s . 
I n terms of the c o n d i t i o n a l d e n s i t y f u n c t i o n s the 
c o n s i s t e n c y c o n d i t i o n (1) ( i v ) becomes: 
(3) f o r a l l V, W e V such t h a t V C w, 
A — V f o r some f u n c t i o n h : S R . w, v + 
The f u n c t i o n h , „ may be determined, i n terms of ir , by 
' A v <T~ noting t h a t f o r each x, € s , > TT (x ,y ) = 1; ^ A-v ' Z v A-V av' 
t h u s h w,v(x AV = £ V VXA-W 'VV XV • W H E N 
h w v ( x A _ v ) > 0 (as i s the case when IT i s s t r i c t l y p o s i t i v e ) , 
the d e n s i t y if (x „ „, •) i s uniquely determined by ir . 
v A-v J w 
A p.m. P on (S ,F) i s s a i d to be a random field (or 
stochastic field or Gibbs state) corresponding to the 
s p e c i f i c a t i o n IT i f 
(4) P ( F / F ( A - V ) ) = T T V ( - , F ) P - a . s . , F 6 F, V e 1/ 
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(Thus c o n d i t i o n ( 1 ) ( i v ) simply corresponds to the r e l a t i o n 
P(F/F(A-W)) = E { P ( F / F ( A - V ) ) / F ( A - W ) } P-a.s 
F e F 
v a l i d f o r a l l V, W 6 \J such t h a t V C w.) 
I t i s not i n g e n e r a l known whether every p.m. P on ( S A , F ) 
corresponds to some s p e c i f i c a t i o n . C e r t a i n l y s i n c e (S ,F) 
i s a B o r e l space, P has a r e g u l a r c o n d i t i o n a l d i s t r i b u t i o n 
which i s almost a s p e c i f i c a t i o n - only 'almost' because 
c o n d i t i o n ( 1 ) ( i v ) i s only guaranteed to be s a t i s f i e d 
P-almost s u r e l y . T h i s dependence on P however i s a 
s e r i o u s weakness. Goldstein (1978) showed t h a t when S 
i s finite, every p.m. on (S ,F) does correspond to some 
s p e c i f i c a t i o n . I n t h i s t h e s i s we take a s p e c i f i c a t i o n 
as given, and study the s e t of corresponding p.m.s. 
When the s e t A i s f i n i t e , to each s p e c i f i c a t i o n II there 
corresponds p r e c i s e l y one p.m. P on (S , F ) , which may be 
i d e n t i f i e d w i t h the k e r n e l IT, . I f i n a d d i t i o n II i s 
A 
s t r i c t l y p o s i t i v e , then i t fo l l o w s from our e a r l i e r remarks 
t h a t II i s uniquely r e c o v e r a b l e from P. F u r t h e r every 
s t r i c t l y p o s i t i v e p.m. on (S ,F) corresponds to ( p r e c i s e l y 
one) s p e c i f i c a t i o n . Thus f o r f i n i t e A we may e f f e c t i v e l y 
i d e n t i f y s t r i c t l y p o s i t i v e s p e c i f i c a t i o n s and s t r i c t l y 
p o s i t i v e p.m.s on (S , F ) . 
Returning to the g e n e r a l case of countable A, l e t G {IT) 
denote the s e t of p.m.s on (S ,F) corresponding to a 
given s p e c i f i c a t i o n It. As remarked i n the I n t r o d u c t i o n , 
G(II) i s ob v i o u s l y a convex s e t ; thus j G (IT) |, the number 
of elements i n 6(11) i s equal to 0,1 or °°. I t i s w e l l -
known t h a t a l l of these p o s s i b i l i t i e s can occur. I t i s 
f u r t h e r known (see e.g. Preston (19 76)3 Theorem 2.1) t h a t 
the s e t E(II) of extreme elements of G (IT) i s p r e c i s e l y the 
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s e t of p.m.s i n G(H) w i t h r e s p e c t to which the t a i l 
a - f i e l d F = (~\ F(A-V) i s t r i v i a l , and t h a t d i s t i n c t 
vei/ 
elements of E(II) are mutually s i n g u l a r . Indeed s i n c e 
(S ,F) i s a B o r e l space we have the f o l l o w i n g i n t e g r a l 
r e p r e s e n t a t i o n (Preston (1976), Theorem 2.2), which w i l l 
g i v e us v a r i o u s r e s u l t s we s h a l l need. 
Theorem 1.1.1 (Preston) 
Suppose G(H) ^ 0. Then there e x i s t s a s t o c h a s t i c k e r n e l 
TT: S A x F R + such t h a t 
( i ) TT(«,F) i s F-measurable, f o r a l l F £ F 
( i i ) the p.m. TT(X ,•) e E (II) , f o r a l l x S s A 
A A 
( i i i ) P ( F / F ) = T T ( - , F ) P-a.s., f o r a l l F e F, P € G(II) 
( i v ) f o r each x e s A , i f A(x,) = { y a e S A : T r ( y . - ) = TT(X -•)}, 
A A A A A then TT (x, , A (x. )) = 1 A A 
(v) any p.m. P on (S , F) belongs to G(JJ) i f and only 
i f P = PTT (where P T T ( - , F ) i s the e x p e c t a t i o n of 
T T ( - , F ) w i t h r e s p e c t to P) . 
The deduction which we r e q u i r e at p r e s e n t from t h i s 
theorem i s simply t h a t (from (v) ) the p.m.s comprising 
G(II) are the mixtures of those of the form TT (x , •) , 
x A e S , these l a t t e r being extreme p o i n t s of G (IT) . 
Indeed, l e t t i n g X denote the the space of equivalence 
c l a s s e s of S d e f i n e d by c a l l i n g x f t and y f t equivalent 
i f TT(X ,•) = TT (y , °) t Preston (19 76 3 Proposition 2.4) 
A A 
a l s o showed how to make the more formal deduction t h a t 
G(IT) i s i n one-to-one correspondence w i t h the s e t of 
a l l p.m.s on ( X , F ) , where F i s the a - f i e l d i n X which 
corresponds n a t u r a l l y to the t a i l a - f i e l d F i n S . Here 
E (II) corresponds to the p o i n t masses on ( X , F ) . 
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Thus, f o r the s p e c i f i c a t i o n s IT to be considered l a t e r , 
we seek to d e s c r i b e the p.m.s i n E ( I T ) , these being 
most u s e f u l l y i d e n t i f i e d by the a l t e r n a t i v e c h a r a c t e r i s a t i o n 
given above - as the s e t of p.m.s i n 6 ( I T ) w i t h t r i v i a l 
t a i l a - f i e l d . A complete d e s c r i p t i o n of ECU), a t l e a s t 
when t h i s s e t i s countable, i s i n an obvious sense 
e q u i v a l e n t to a complete d e s c r i p t i o n of G ( I T ) - I n 
p a r t i c u l a r we always have t h a t | G ( I T ) | i s equal to 0,1, 
or °° according as | E ( I T ) | i s equal to 0,1, or i s g r e a t e r 
than 1. 
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1.2 I n t e r a c t i o n s 
We d e f i n e an interaction on (S,A) to be a family 
$ = (<!>v, V S V} of interaction functions <J>V : S V R + 
such t h a t 
( i ) f o r each i € A, there are only f i n i t e l y many 
W S 1/ such th 
equal to one, 
£ t h a t i £ W and <f> i s not i d e n t i c a l l y 
w 
(1) 
( i i ) f o r each V e I/, x f t _ y € S A _ V 
0 < H VXA-V 'V < °° 
where 6 v : S A - V * S V -»• R + i s defined by 
( 2 ) ev ( XA-vv = n *W<V' XA G SJ 
w e i/ 
w n v ^ 0 
Here we are i d e n t i f y i n g S A _ V x S V w i t h S A . Note t h a t 
s i n c e V i s f i n i t e , i t fo l l o w s from ( 1 ) ( i ) t h a t the 
above product i s taken over only a f i n i t e number of 
fu n c t i o n s $ not i d e n t i c a l l y equal to one, and so 8 v 
i s w e l l - d e f i n e d . 
I t i s easy to v e r i f y t h a t the i n t e r a c t i o n $ determines 
a corresponding s p e c i f i c a t i o n n^, each k e r n e l TT^ , 
V € 1/, being given by i t s e q u i v a l e n t c o n d i t i o n a l d e n s i t y 
f u n c t i o n 
( 3 ) **,V ( XA-V'V = V XA-V ) ev ( XA-V'V' X A e s A 
where the normalising f u n c t i o n k : S A - V -*• R i s chosen 
v + 
so t h a t 
1.7 
(4) 
V 
(X ,X ) = 1, ' v ,A-V A-V X A-V 
The i n t e r a c t i o n i s not, of course, uniquely r e c o v e r a b l e 
from the s p e c i f i c a t i o n , u n l e s s a d d i t i o n a l c o n d i t i o n s 
are imposed on the i n t e r a c t i o n f u n c t i o n s . With s u i t a b l e 
such c o n d i t i o n s an i n t e r a c t i o n i s j u s t the expo n e n t i a l 
v e r s i o n of an interaction potential (see e.g. Preston 
(1976)). The former i s more convenient here as we 
s h a l l not always r e q u i r e t h a t the i n t e r a c t i o n f u n c t i o n s 
be s t r i c t l y p o s i t i v e . 
I f P 6 G(II^) we s h a l l say simply t h a t P corresponds 
to the i n t e r a c t i o n <i>. I n p a r t i c u l a r i f A i s f i n i t e , P 
i s uniquely determined by 
(5) P(XA = V = k TT W ' 
wei/ 
where k i s the appropriate n o r m a l i s i n g constant; f u r t h e r 
to show t h a t P corresponds to $ i t i s s u f f i c i e n t to 
v e r i f y t h i s r e l a t i o n . 
1.8 
1.3 The Markov Property 
Henceforth we s h a l l assume t h a t the s e t A i s endowed w i t h 
a symmetric b i n a r y r e l a t i o n ~ on i t s elements. Elements 
i and j of A w i l l be c a l l e d neighbours i f i ~ j . We 
s h a l l a l s o w r i t e i / j i f i and j are not neighbours. 
We s h a l l f u r t h e r r e q u i r e t h a t the s e t of neighbours of 
each element i of A i s f i n i t e and does not c o n t a i n i 
i t s e l f . The s e t A, taken together w i t h ~ , may thus be 
regarded as a graph - we simply r e f e r to i t as the graph 
A. I t w i l l be convenient to d e f i n e , f o r each subset B 
of A, a l l the f o l l o w i n g a s s o c i a t e d s e t s : 
the boundary 3B = { j E A-B : 3 i e B w i t h i ~ j } 
the environment £B = B U 3B 
the internal boundary 3B = 9(A-B) 
the interior nB = B - 3B 
Note t h a t a l l of these s e t s are f i n i t e when B i s f i n i t e , 
t h a t C(nB) C B f o r a l l B, and t h a t B 1 C nB i f and only 
i f £B" C B. We w i l l i n g e n e r a l w r i t e 3 i , £i f o r 3 { i } , 
£{i} f o r any i E A. 
A subset of C of A w i l l be c a l l e d a clique (or simplex) 
i f | c | = 1 , or i f |c| > 2 and every p a i r of elements i 
and j of C are neighbours. We denote by C the s e t of a l l 
c l i q u e s , and by C(V) the s e t of a l l c l i q u e s which are 
subsets of the given s e t V i n 1/. Obviously we have 
e c u . 
A s p e c i f i c a t i o n n = {^ V,V E V} w i l l be c a l l e d Markov i f 
fo r each V E \J, 
(1) TT (-,F) i s F ( 3V)-measurable f o r a l l F E F (V) 
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As u s u a l t h i s r e l a t i o n then holds a u t o m a t i c a l l y f o r a l l 
F € F(£V). The k e r n e l s w i l l be r e f e r r e d to as Markov 
k e r n e l s . I t w i l l f r e q u e n t l y be convenient to regard 
t h e i r corresponding c o n d i t i o n a l d e n s i t y f u n c t i o n s as 
f u n c t i o n s TT : S 9 v x S V -»• R (or S^ V R ) . 
v + + 
The s p e c i f i c a t i o n IT w i l l be c a l l e d locally Markov i f 
we only r e q u i r e (1) to hold f o r V such t h a t |v| = 1. 
I t i s known (see Theorem 1.3.1 below) t h a t a s p e c i f i c a t i o n 
which i s both s t r i c t l y p o s i t i v e and l o c a l l y Markov i s 
i n f a c t Markov. Hence many authors take the former 
two p r o p e r t i e s as d e f i n i n g a Markov s p e c i f i c a t i o n . 
A p.m. P on (S ,F) w i l l be c a l l e d a Markov random field 
(M.r.f.) i f f o r each V e V, 
(2) P ( F/F(A-V)) = P ( F / F ( 3 V J ) P-a.s., f o r a l l F e F (V) 
I n p a r t i c u l a r p.m.s which correspond to Markov s p e c i f i c a t i o n s 
are M.r.f.s. Conversely, every s t r i c t l y p o s i t i v e M.r.f. 
P corresponds to the Markov s p e c i f i c a t i o n IT whose 
c o n d i t i o n a l d e n s i t y f u n c t i o n s are given by 
V X 3 v ' V = P(XV = V X 3 V = X 3 V ) ' V € " 
- f o r here i t i s easy to check t h a t the c o n s i s t e n c y 
c o n d i t i o n ( 1 ) ( i v ) of s e c t i o n 1.1 i s s a t i s f i e d . 
To v e r i f y t h a t a p.m. P on (S ,F) corresponds to a 
given Markov s p e c i f i c a t i o n II i t i s (necessary and) 
s u f f i c i e n t to show: 
(3) f o r some i n c r e a s i n g sequence {V } i n M such t h a t V /A, 
n n 
P ( F / F ( V n - V ) ) = T T v ( - , F ) P-a.s., 
f o r a l l V e V, F e F(V) and n such t h a t C V n . 
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For then, using ( f o r i n s t a n c e ) the m artingale convergence 
theorem, we have f o r each V e I/, F e F(V) , 
P ( F / F ( A - V ) ) = T T v ( . , F ) P-a.s. 
I f P i s known to be a M.r.f., then obviously i t i s 
s u f f i c i e n t to show t h a t f o r each V £ I/, F E F(V) 
(4) P(F/F(3V)) = T T v ( - , F ) P-a.s. 
An i n t e r a c t i o n $ = {<t>^,V e V} on (S,A) w i l l be c a l l e d 
Markov (sometimes r e f e r r e d to as nearest neighbour) 
i f each i n t e r a c t i o n f u n c t i o n <J> i s i d e n t i c a l l y equal 
to one whenever V does not belong to C. I t w i l l thus 
be convenient to denote a Markov i n t e r a c t i o n by 
$ = {<J>C/C G C}. Note t h a t the Markov requirement makes 
c o n d i t i o n ( 1 ) ( i ) of s e c t i o n 1.2 redundant. 
Various v e r s i o n s of the f o l l o w i n g theorem, u s u a l l y 
phrased i n terms of i n t e r a c t i o n p o t e n t i a l s , a r e w e l l -
known. (P a r t ( i ) of the theorem i s t r i v i a l . ) 
Theorem 1.3.1 
( i ) I f $ i s a Markov i n t e r a c t i o n on (S,A), II $ i s a 
Markov s p e c i f i c a t i o n - the corresponding c o n d i t i o n a l 
d e n s i t y f u n c t i o n s being given by 
( 5 ) ** FV ( X3v'V = kV(X3V) *C<XC>, V E 1/ 
3 V 
where as u s u a l each k v : S ->• R + i s the appropriate 
n o r m a l i s i n g f u n c t i o n . 
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( i i ) I f II i s a s t r i c t l y p o s i t i v e , l o c a l l y Markov 
s p e c i f i c a t i o n , then there e x i s t s a Markov i n t e r a c t i o n 
$ on (S,A) such t h a t n = II . 
A c o r o l l a r y i s t h a t a s t r i c t l y p o s i t i v e , l o c a l l y 
Markov s p e c i f i c a t i o n i s Markov. 
The importance of p a r t ( i i ) of the theorem l i e s i n the 
r e s u l t t h a t a t l e a s t a l l those Markov s p e c i f i c a t i o n s 
which are s t r i c t l y p o s i t i v e may be repr e s e n t e d - and 
thus they and t h e i r corresponding M.r.f.s s t u d i e d - i n 
terms of Markov i n t e r a c t i o n s . 
V e r s i o n s of p a r t ( i i ) of the theorem have been proved 
f o r f i n i t e A by v a r i o u s authors {Brook (1964), Grimmett 
(1973), and o t h e r s ) , and i n t h i s case i t has a l s o been 
shown t h a t , given some a r b i t r a r y base-point element 
s^ S s , the i n t e r a c t i o n f u n c t i o n s <J> , C £ C may be 
chosen so t h a t f o r each c l i q u e C, <J> C( X C) = 1 whenever 
x. = s. f o r some i € C; and f u r t h e r t h a t under t h i s i i 
c o n d i t i o n the i n t e r a c t i o n f u n c t i o n s are determined 
uniquely. When t h i s c o n d i t i o n i s s a t i s f i e d we s h a l l 
say t h a t both the i n t e r a c t i o n and the corresponding 
i n t e r a c t i o n f u n c t i o n s are adapted w i t h r e s p e c t to the 
basepoint s . These a d d i t i o n a l r e s u l t s are well-known A 
and may be found, f o r example, i n Grimmett (1973). 
For the more genera l case of countable A, the theorem 
has been proved by Spitzer (19 71) f o r the b i n a r y s t a t e 
space S = { 0 , 1 } , and by Preston (1976) f o r gener a l 
countable S but under the assumption ( i n p a r t ( i i ) ) 
t h a t the s p e c i f i c a t i o n n i s Markov, r a t h e r than simply 
l o c a l l y Markov. We show here how to prove p a r t ( i i ) of 
the theorem as s t a t e d , assuming i t s t r u t h , along with 
the a d d i t i o n a l r e s u l t s s t a t e d above, f o r f i n i t e A. 
The argument i s r e l a t e d to one used by Spitzer (1973) , 
again f o r the b i n a r y s t a t e space. 
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L e t s £ S be a basepoint. F i x C £ C, i E C. For 
any V G 1/ such t h a t £i C v (and hence C C V) , and f o r 
any x A _ v G S A - V , 7 T V ( X A _ V ' * ) i s a P- m- o n ( S V , F ( V ) ) which 
i s e a s i l y seen to be s t r i c t l y p o s i t i v e and l o c a l l y 
Markov with r e s p e c t to the r e s t r i c t i o n of the neighbour 
r e l a t i o n ~ to V. Hence, s i n c e V i s f i n i t e , TT^ (XA_V , • ) 
i s Markov on V w i t h a unique r e p r e s e n t a t i o n of the form 
(6) (x x ) = k Ft J (X ), x G S V 
v A v v C ' S C ( V ) 
where the f u n c t i o n s <j>c, (which, along w i t h k, may 
depend on V and x f t ) are adapted w i t h r e s p e c t to the 
basepoint s Now l e t x, , x' € S V be such t h a t A v v 
x v - c = s v - c ' x ' v - i = x v - i ' x i = s i * T h e n f r o m ( 6 ) w e 
have 
(7) rr 
C'C 
S . t . i G C 
4> c,( x c,) 
C ' C C TT (X , X1 ) 
V A-V V 
Tf . (X . ,X , ) x A - i l 
TT . (x . ,S . ) 1 A - i l 
S i n c e n i s l o c a l l y Markov, t h i s l a s t e x p r e s s i o n depends 
only on x ^ , and so the l e f t s i d e of (7) i s independent 
of a l l V such t h a t £i C V, and a l l x S S A _ V . The 
same argument may be a p p l i e d to a l l C C c with i £ C , 
and thus we deduce t h a t <)> i t s e l f i s independent of a l l 
V such t h a t £i C v and a l l x S S A ~ V . F u r t h e r by 
c o n s i d e r i n g those V such t h a t £C C v (so t h a t f o r a l l 
i E C we have £i C v ) , we see t h a t $ i s independent of 
A-V 
a l l V, x^ G S , such t h a t f o r some i G C we have 
£i C v. Thus fo r each C e C, we d e f i n e <j> = 4 where 
c c 
$ i s as c o n s t r u c t e d above. 
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I t remains to show t h a t the Markov i n t e r a c t i o n 
$ = {<I>V/C £ C},thus defined, determines the s p e c i f i c a t i o n 
II. Given W e I/, take V = £W, and f o r each x S S A 
c o n s i d e r the r e p r e s e n t a t i o n of fr (x ,•) given by ( 6 ) . 
v A-V 
I t f o l l o w s t h a t f o r the appropriate n o r m a l i s i n g f u n c t i o n 
k' : S A _ W -* R , 
( s i n c e C e C, C n w 0 and V = £W together imply t h a t 
there e x i s t s some i e C w i t h £i C v) . Thus IT = it * 
as r e q u i r e d , and the l o c a l l y Markov s p e c i f i c a t i o n IT i s 
seen to be Markov. 
We now d e f i n e a Markov i n t e r a c t i o n $ to be hereditary 
w i t h r e s p e c t to a given basepoint s f t £ S A , i f each 
i n t e r a c t i o n f u n c t i o n <j> c , C £ C, s a t i s f i e s < j > c ( x c ) > 0 
whenever x. = s. f o r some i £ C. We w i l l a l s o c a l l a 
( n e c e s s a r i l y Markov) s p e c i f i c a t i o n IT hereditary i f 
there e x i s t s a h e r e d i t a r y Markov i n t e r a c t i o n <J> such 
t h a t IT = n ^ . I f t h i s i s the case, then we have 
(8) TT.(X WS.) > 0 for a l l i e A and x~ . e S S l , 
and t h i s c o n d i t i o n i n turn i m p l i e s t h a t any Markov 
i n t e r a c t i o n to which TI corresponds i s h e r e d i t a r y . 
We s h a l l c h i e f l y be concerned with h e r e d i t a r y Markov 
s p e c i f i c a t i o n s , analysed i n terms of the corresponding 
i n t e r a c t i o n s . Theorem 1.3.1 ensures t h a t a t l e a s t 
every s t r i c t l y p o s i t i v e , ( l o c a l l y ) Markov s p e c i f i c a t i o n 
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i s h e r e d i t a r y (the i n t e r a c t i o n f u n c t i o n s here being 
s t r i c t l y p o s i t i v e ) . The h e r e d i t a r y c o n d i t i o n may 
t h e r e f o r e be seen as a s l i g h t - though on occasions 
d e s i r a b l e - r e l a x a t i o n of the s t r i c t p o s i t i v i t y 
c o n d i t i o n . 
F i n a l l y we remark t h a t i t would be of i n t e r e s t to 
i n v e s t i g a t e the extent to which the c o n d i t i o n (8) 
might be s u f f i c i e n t , or almost s u f f i c i e n t , to ensure 
t h a t a Markov s p e c i f i c a t i o n II i s h e r e d i t a r y . Consider 
the case where A i s f i n i t e , and l e t IT s a t i s f y (8) . 
Then the corresponding M.r.f. P on ( S A , F ) s a t i s f i e s 
the c o n d i t i o n t h a t i f x, G s A i s such t h a t P(X = x ) > 0, 
A A A . and i f x' i s such t h a t f o r a l l i S A, X! i s equal to A . i ^ 
e i t h e r x. or s . , then P(X = x') > 0. (This i s what l i A A 
i s usually r e f e r r e d to as the ' h e r e d i t a r y ' c o n d i t i o n . ) 
I t i s well-known t h a t t h i s c o n d i t i o n i s s u f f i c i e n t to 
ensure t h a t the M.r.f. P corresponds to some h e r e d i t a r y 
Markov i n t e r a c t i o n $. (See, f o r example, the proof of 
our Theorem 1.3.1 i n Grimmett (1973).) Then a t l e a s t 
the s p e c i f i c a t i o n Jl , which i s f o r a l l p r a c t i c a l purposes 
e q u i v a l e n t to n , i s h e r e d i t a r y . 
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1.4 Marginal d i s t r i b u t i o n s 
I f V € V, and P i s a p.m. on (S ,F) we s h a l l denote by 
P v the marginal (or c y l i n d e r ) p.m. induced by P on 
( S V , F ( V ) ) . 
Lemma 1.4.1 
L e t the p.m. P correspond to the Markov i n t e r a c t i o n 
* = ^ C ' c G o n (S,A) - so t h a t P i s a M.r.f.. Then 
P„ corresponds to an i n t e r a c t i o n $ V = {<bV,W C v } on v w 
(S,V) which s a t i s f i e s <b = <b f o r a l l W such t h a t 
w w 
W n nV 0, (where i f w £ C(V) , <(> i s taken to be 
i d e n t i c a l l y equal to one). 
Proof 
We have 
P ( X v = x v ) = P ( X ~ v = x § v ) P ( X = x /X3~v = x ? v ) 
= <(£ (x~ ) TT * r ( x r } ' X v G 3V av c e c 
c n nv 0 
f o r some f u n c t i o n V*,, : S 8 V R,. The second equation 
o V + 
f o l l o w s s i n c e P corresponds to the Markov i n t e r a c t i o n $, 
and 9(nV) C av. The r e q u i r e d r e s u l t i s now immediate 
from the remark f o l l o w i n g (5) of s e c t i o n 1.2. 
Under the c o n d i t i o n s of the lemma, i t fol l o w s i n p a r t i c u l a r 
t h a t f o r each V E V, P^ i s a M.r.f. w i t h r e s p e c t to the 
modified neighbour r e l a t i o n on V given by a d d i t i o n a l l y 
d e f i n i n g as neighbours a l l p a i r s of d i s t i n c t elements 
i n 9V. (P i s not i n genera l a M.r.f. with r e s p e c t to 
the r e s t r i c t i o n of the o r i g i n a l r e l a t i o n ~ to V.) 
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T h i s r e s u l t may a l s o be proved d i r e c t l y f o r any M.r.f. 
P on (S , F ) , as f o l l o w s . Define two subsets of any 
graph to be separate i f they are d i s j o i n t and i f no 
element of one i s a neighbour of any element of the other. 
I t f o l l o w s e a s i l y , from the d e f i n i n g r e l a t i o n s f o r a 
M.r.f., t h a t i f P i s a M.r.f. on ( S A , F ) , then f o r any 
separate U,W S V, F(U) and F(W) are c o n d i t i o n a l l y 
independent (under P) with r e s p e c t to F(A-(U U w ) ) . 
For f i n i t e A we a l s o have the converse r e s u l t t h a t i f 
t h i s c o n d i t i o n holds f o r a l l s e p a r a t e subsets U,W of A, 
then P i s a M.r.f. on ( S A , F ) . (Obviously, corresponding 
remarks a l s o hold f o r Markov s p e c i f i c a t i o n s . ) Now, 
f o r g e n e r a l countable A w i t h neighbour r e l a t i o n ~ , 
and given V & I/, i t i s easy to see t h a t i f any two 
subsets of V are separate with r e s p e c t to the graph V 
given by modifying ~ as d e s c r i b e d above, then they 
are separate w i t h r e s p e c t to the o r i g i n a l graph A. 
Thus, by the above remarks, i f P i s a M.r.f. on ( S A , F ) 
(with r e s p e c t to ~ ) , then P y i s a M.r.f. on ( S V , F ( V ) ) 
w i t h r e s p e c t to the modified neighbour r e l a t i o n . 
2.1 
2 TREES 
2.0 I n t r o d u c t i o n 
Throughout t h i s and subsequent chapters we assume t h a t 
the graph defined by the neighbour r e l a t i o n ~ on A i s 
a t r e e . 
I n s e c t i o n 2.1 we co n s i d e r the s p e c i a l c l a s s of those 
M.r.f.s on (S ,F) which may be c a l l e d Markov ch a i n s 
( f i r s t introduced f o r t r e e s by Preston (19 74) ) . We 
develop the r e l a t i o n of Markov chains to more g e n e r a l 
M.r.f.s, and i n p a r t i c u l a r we g e n e r a l i s e a r e s u l t of 
Spitzer (197 5a) to show t h a t i f n i s a Markov s p e c i f i c a t i o n , 
then the elements of the s e t E (IT) of extreme p o i n t s of 
G(TT) are Markov c h a i n s . 
I n s e c t i o n 2.2 we co n s i d e r the Markov chains which 
correspond to a given h e r e d i t a r y Markov s p e c i f i c a t i o n 
IT (and thus a l s o to a h e r e d i t a r y Markov i n t e r a c t i o n 
$ such t h a t I I = 11^) . We present a b a s i c theorem which 
provides the key to t h e i r a n a l y s i s . 
The c l a s s C of c l i q u e s i n the t r e e A simply c o n s i s t s 
of those subsets of A which c o n t a i n e i t h e r a s i n g l e 
element or e l s e a p a i r of neighbouring elements. We 
w i l l denote by M the subset of C c o n s i s t i n g of the 
(unordered) p a i r s of neighbouring elements, and by 
W(V) the s e t N n C (V) - those elements of W which are 
subsets of any given V E I/. We w i l l w r i t e a Markov 
i n t e r a c t i o n on (S,A) as $ = {p. , q ; i E A , { j , k } E W}, 
1 J K 
where f o r each i E A we have p. : S -*• R and f o r each 
{ j , k } £ W we have q,, : S x S R . We w i l l a l s o w r i t e jk
e i t h e r q (x x ) or q..(x x ) for q (x kj j j k V A { j,k} ) . 
We define two i n t e r a c t i o n s to be equivalent i f they 
generate the same s p e c i f i c a t i o n . Any Markov i n t e r a c t i o n 
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on (S,A) i s e q u i v a l e n t to another which has the property 
t h a t the single-site i n t e r a c t i o n f u n c t i o n s p i , i G A, 
are i d e n t i c a l l y equal to one. Therefore we could, 
without l o s s of g e n e r a l i t y , r e s t r i c t c o n s i d e r a t i o n to 
Markov i n t e r a c t i o n s c o n s i s t i n g e n t i r e l y of paivwise 
i n t e r a c t i o n f u n c t i o n s q , { j , k } € W. However the 
advantages of r e t a i n i n g both types of i n t e r a c t i o n 
f u n c t i o n ( f o r example i n the statement and proof of 
Theorem 2.2.1) outweigh the s l i g h t l y more cumbersome 
ex p r e s s i o n s i n v o l v e d . 
We a l s o introduce the f o l l o w i n g a d d i t i o n a l n o t a t i o n . 
Because A i s a t r e e , t h ere i s a unique path i n A 
connecting any two d i s t i n c t elements k, I, i . e . a unique 
sequence of elements k = k 0 , k i , k 2 k = £ 
n 
of A such t h a t k ~ k . , 1 < r < n. Now given 
r r-1 3 
d i s t i n c t elements, i , j of A, l e t 3..(i) denote the 
unique element k of 3i which belongs to the path 
connecting i to j - i n p a r t i c u l a r i f j e 3i we have 
3 . ( i ) = j . F u r t h e r l e t A. . = {k e A : 3. ( i ) = 3 . ( 1 ) } . 
Note t h a t f o r each i € A, the s e t s A. . , j E 3 i , taken 
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together w i t h { i } form a p a r t i t i o n of A. F i n a l l y l e t 
V* be the subset of V c o n s i s t i n g of the f i n i t e connected 
subsets of A. I n those arguments which depend on 
c o n s i d e r a t i o n of the marginal p.m.s p of a given p.m. 
P on (S , F ) , i t w i l l be s u f f i c i e n t - and much e a s i e r -
to c o n s i d e r those 1/ belonging to V* r a t h e r than to V. 
2.3 
2.1 Markov random f i e l d s and Markov chains 
We d e f i n e a p.m. P on (S ,F) t o be a Markov chain, i f 
f o r each V £ V* the marginal p.m. P Y i s a M.r.f. on 
(S V,F(V)) w i t h respect t o (the t r e e obtained by) the 
r e s t r i c t i o n of the neighbour r e l a t i o n ~ t o V. Note 
t h a t any Markov chain P i s i t s e l f a M.r.f. on (S ,F): 
i t i s s u f f i c i e n t t o observe t h a t i f {V } i s an 
n 
i n c r e a s i n g sequence i n I / * such t h a t V t A, then f o r 
n 
each V S I/ , F e F (V) , we have 
P(F/F(V-V)) =P(F/F(3V)) P-a.s. n 
f o r a l l n such t h a t £V C v~n . L e t t i n g n <*> we have 
P(F/F(A-V)) =P(F/F(3V)) P-a.s. 
Let M denote the class of a l l Markov chains on (S A,F). 
We r e q u i r e some p r o p e r t i e s of these and some a l t e r n a t i v e 
c h a r a c t e r i s a t i o n s of M. We s t a r t w i t h the f o l l o w i n g 
easy r e s u l t f o r f i n i t e A. 
Lemma 2.1.1. Suppose A i s f i n i t e . 
( i ) I f P i s a M.r.f. on (S A,F), then f o r each V e I / * , 
i £ V we have 
( i ) p ( x v = x v ) = p (x. = x.) rr P (X = x A = x 3 >, 
j e v J J i J i J 
j ^ i 
( i i ) Conversely, i f f o r any p.m. P on (S A , F ) , (1) 
holds w i t h V = A and f o r some i € A, then P i s a 
M.r.f. on (S A,F). 
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Proof, We prove ( i ) by i n d u c t i o n on |v|. Given V e I / * , 
i G V, choose j G V such t h a t j i and also 3j n v = {k} 
f o r some k. Then V = V - { j } belongs t o V* and 
contains i . Now Afc i s f i n i t e , and so by the Markov 
pr o p e r t y , P(F/F(V*)) = P(F/F(k)) P-a.s. f o r a l l F € F(A . ) . 
I n p a r t i c u l a r we may take F = {X^ = x..}. Thus, since 
k = 3 ( j ) , we have 
P(X v = x y ) = P(X v, = x v,)P(X = x /X3 = x ) 
i I 
and so i f (1) holds f o r V , i t also holds f o r V. Now 
i t o b viously holds f o r V such t h a t |v| = 1, and so the 
general r e s u l t f o l l o w s . The converse r e s u l t ( i i ) i s 
t r i v i a l . 
When A i s f i n i t e , and P i s a M.r.f. on ( S A , F ) , the 
r e p r e s e n t a t i o n (1) of P ( ^ A = x^) e f f e c t i v e l y supplies 
a Markov i n t e r a c t i o n t o which P corresponds. Note t h a t 
( i n c o n t r a s t t o the more general Theorem 1.3.1.), n e i t h e r 
s t r i c t p o s i t i v i t y nor the h e r e d i t a r y c o n d i t i o n i s r e q u i r e d 
t o o b t a i n t h i s r e s u l t , b u t t h a t i n the absence of such a 
c o n d i t i o n we do i n general r e q u i r e P t o be Markov, r a t h e r 
than simply l o c a l l y Markov. The f o l l o w i n g example, 
adapted from one given by Dobrushin (1968) i l l u s t r a t e s 
t h i s : l e t S = { 0 , 1 } , A = {1,2,3,4,5} and d e f i n e ~ on 
A by i ~ j i f and only i f | j - i | = 1; l e t P ( ^ A = x ) 
equal \ i f e i t h e r x = (0,0,0,0,0) or x = (1,1,0,1,1), 
and equal 0 otherwise. I t i s easy t o check t h a t P i s a 
l o c a l l y Markov, though not a Markov, random f i e l d - the 
d e f i n i n g r e l a t i o n (2) of s e c t i o n 1.3 f o r a M.r.f. f a i l s 
t o h old f o r the subsets {1,2} and {4,5} of A. Thus by 
p a r t ( i ) of Theorem 1.3.1, P cannot correspond t o any 
Markov i n t e r a c t i o n on (S,A). 
Lemma 2.1.1 has the f o l l o w i n g immediate c o r o l l a r y . 
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C o r o l l a r y . I f A i s f i n i t e , the classes of M.r.f.s and 
Markov chains on (S ,F) c o i n c i d e . 
(This f o l l o w s because, i f P i s a M.r.f. on (S A , F ) , then 
f o r every f i n i t e connected subset V of A, the marginal 
p.m. P v has a r e p r e s e n t a t i o n of the form (1) and i s thus 
also a M.r.f.) 
We now r e t u r n t o the general case where A i s countable. 
Then n e i t h e r the r e s u l t ( i ) of Lemma 2.1.1, nor the above 
c o r o l l a r y , i s i n general t r u e - as w i l l be seen. We do 
have the f o l l o w i n g lemma. 
Lemma 2.1.2. Let P be a p.m. on (S ,F) Then the 
re p r e s e n t a t i o n (1) of P v holds f o r each V G (/*, i G v 
i f and only i f P 6 I I . 
Proof. I f P G M, then f o r each V G I / * the marginal p.m. 
P v i s a M.r.f. on ( S V , F ( V ) ) , ( w i t h respect t o the 
r e s t r i c t i o n of ~ t o V). Hence by Lemma 2.1.1(i) we 
ob t a i n (1) f o r any i G v. Conversely i f (1) holds f o r 
each V G \J*, i G v, then by Lemma 2 . 1 . 1 ( i i ) each marginal 
p.m. P y / V G (/*, i s a M.r.f. and so P G M. 
Remark. The r e s u l t which we r e a l l y need i s t h a t a p.m. 
P on (S A,F) belongs t o M i f and only i f , f o r each V G V*, 
the marginal p.m. P v corresponds t o a Markov i n t e r a c t i o n 
on (S,V). When P i s s t r i c t l y p o s i t i v e then t h i s r e s u l t 
may be deduced d i r e c t l y from the general Theorem 1.3.1 
(arguing as i n the proof of Lemma 2.1.2) - f o r when A i s 
f i n i t e we may replace Markov s p e c i f i c a t i o n s by M.r.f.s 
i n the statement of t h a t theorem. 
The f o l l o w i n g c o r o l l a r y t o Lemma 2.1.2 i s of some i n t e r e s t , 
though i t i s not r e q u i r e d a t any l a t e r stage. 
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C o r o l l a r y . I f P € M, then there i s a Markov i n t e r a c t i o n 
® = ( p 4 f q-v' i e A / { j / k } £ W } on (S,A) (and hence a 
Markov s p e c i f i c a t i o n ) t o which P corresponds. 
Proof. Choose any i S A. Given P £ M de f i n e p i by 
p.(x.) =P(X. = x . ) , x . £ S ; f o r each j € A - { i } , l e t 1 1 i i i 
k = 3 i ( j ) / d e f i n e q j k by q j k(x. , x f c) = P(X. = x./X k = x^) , 
and also d e f i n e p. t o be i d e n t i c a l l y equal t o one. This 
gives a complete Markov i n t e r a c t i o n $ = {p ,q., ;h€A , { j , k } e w } 
on (S,A). To show t h a t P corresponds t o $ i s s t r a i g h t f o r w a r d : 
given W £ I/, choose V S I/* such t h a t both £W C v and 
also i £ V; then since P 6 M we have by Lemma 2.1.2 
P(X = x ) = TT p (x ) T 7 q (x , x ) 
V V h € V h h { j ,k} E W(v) J k 3 k 
w and so f o r a l l x E S w 
P(X w = x w/F(3W)) = T f ^ M ( X 3 W , x w ) P-a.s. 
( r e c a l l i n g t h a t fr. i s the c o n d i t i o n a l d e n s i t y f u n c t i o n 
$, w J 
associated w i t h W by $ - see s e c t i o n 1.2). Hence P 
corresponds t o $ as r e q u i r e d . 
Prompted by t h i s r e s u l t we conjecture t h a t when A i s a 
t r e e , every Markov s p e c i f i c a t i o n , whether h e r e d i t a r y or 
not, corresponds t o a Markov i n t e r a c t i o n . (The example 
f o l l o w i n g Lemma 2.1.1 can be mo d i f i e d t o show t h a t t h i s 
r e s u l t i s not i n general t r u e f o r non-hereditary 
s p e c i f i c a t i o n s which are simply l o c a l l y Markov.) 
We now provide a more conventional c h a r a c t e r i s a t i o n of 
n 
the Markov chains on (S ,F). 
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Lemma 2.1.3. I f P i s a p.m. on ( S A , F ) , then the f o l l o w i n g 
statements are e q u i v a l e n t . 
( i ) PGM. 
( i i ) For each i G A, the a - f i e l d s F ( A . . ) , j G 3 i , are 
c o n d i t i o n a l l y independent (under P) r e l a t i v e t o 
F ( i ) . 
( i i i ) For each j G A, i G 3 j , F G F ( j ) , 
P(F/F(A )) = P ( F / F ( i ) ) P-a.s. 
Proof. We show ( i ) =» ( i i ) => ( i i i ) =* ( i ) . 
( i ) =* ( i i ) : Given i G A, f o r each j G 3 i l e t V be 
any f i n i t e subset of A . . ; l e t V G (/* be such t h a t 
i G v and V. C v f o r a l l j e 3 i . Then i f P G M i t i s 
3 
immediate from the r e p r e s e n t a t i o n (1) of P(X V = x.^) 
t h a t the a - f i e l d s F(V.) are c o n d i t i o n a l l y independent 
3 
under P r e l a t i v e t o F ( i ) . Since each V i s an a r b i t r a r y 
subset of the corresponding A. . , the r e s u l t ( i i ) f o l l o w s 
i n the usual manner. 
( i i ) => ( i i i ) : Given j G A, i G 3 j , i f P i s such t h a t 
( i i ) holds then i t i s immediate t h a t F ( j ) and 
F(A_, ^ - { i } ) are c o n d i t i o n a l l y independent under P 
r e l a t i v e t o F ( i ) , and t h i s i s e q u i v a l e n t t o the r e s u l t 
( i i i ) . 
( i i i ) =* ( i ) : Consider any V G y*. Let i , i i , i 2 , .. . , i 
be any o r d e r i n g of the elements of V such t h a t f o r each r 
(1 < r < n) , the set V = { i , ix , i 2 , ... , i r > 
also belongs t o I / * . I t i s easy to see t h a t we then have 3 . ( i ) C v . C A . . f o r each r . Now i f P i s such x r r-1 I , i r 
t h a t ( i i i ) holds we have, 
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P(X v = x v ) = P(X. x.) T T x. /X P (X 
r-1 1 1 < r < n r-1 
= P(X. 
j e v - i 
x ./X p x = x 3. (j) 
Thus by Lemma 2.1.2, P S M. 
When A i s equal t o the set o f i n t e g e r s , and consecutive 
p a i r s of these are d e f i n e d t o be neighbours - the one-
dimensional i n t e g e r l a t t i c e , the c h a r a c t e r i s a t i o n ( i i i ) 
i n the above Lemma i s j u s t the d e f i n i n g r e l a t i o n f o r a 
Markov chain i n the usual sense; ( i i ) i s j u s t the w e l l -
known 'time-symmetric' a l t e r n a t i v e c h a r a c t e r i s a t i o n . 
Thus the concept of a Markov chain introduced here i s 
simply a n a t u r a l extension o f the f a m i l i a r one t o more 
general t r e e s . 
Spitzer (1975b)* introduced Markov chains on a t r e e , w i t h 
the b i n a r y s t a t e space S = {0 , 1 } . His m o t i v a t i o n also 
was the study of the more general class of M.r.f.s on 
the t r e e . I n a sense i t was the c h a r a c t e r i s a t i o n ( i i i ) 
of a Markov chain which was c e n t r a l t o S p i t z e r ' s approach -
thus any Markov chain whose d i s t r i b u t i o n was s t r i c t l y 
p o s i t i v e , and homogeneous i n the sense of being i n v a r i a n t 
under graph isomorphisms of the t r e e , could be represented 
by i t s t r a n s i t i o n m a t r i x . (See also s e c t i o n 3.3 of t h i s 
work). I n c o n t r a s t the approach here i s mostly based on 
our i n i t i a l d e f i n i t i o n of a Markov chain. This w i l l be 
developed i n the next s e c t i o n . 
Now l e t E be the class of a l l M.r.f.s on (S A,F) w i t h 
respect t o which the t a i l a - f i e l d F i s (almost) t r i v i a l . 
Then we have the f o l l o w i n g r e s u l t . 
* and Preston (19 74) . 
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Theorem 2.1.4. E C M. 
Proof. (The argument i s broadly analogous t o one given 
by Spitzer (1375a, Theorem 6) f o r the one-dimensional 
i n t e g e r l a t t i c e . ) Given P S E, we must show t h a t f o r 
each V € I / * , w C V, F € F(W) , 
(2) P(F/F(V-W)) = P(F/F(V H 3W)) P-a.s. 
Let (v" n} be any i n c r e a s i n g sequence i n V such t h a t 
V C v f o r a l l n, and V t A. Because P i s a M.r.f., 
n n 
f o r each V i n the given sequence, there i s a v e r s i o n 
of P(-/F(A-V )) which a t each p o i n t x £ S A i s a p.m. 
n v whose marginal d i s t r i b u t i o n on ( S n ,F(V )) i s a M.r.f. n 
w i t h respect t o the r e s t r i c t i o n of ~ t o V . Now V i s a 
n 
connected subset o f V"n and thus, by the c o r o l l a r y t o 
Lemma 2.1.1, the marginal d i s t r i b u t i o n on ( S V , F ( V ) ) of 
each of the above p.m.s i s also a M.r.f. ( w i t h respect 
t o the corresponding r e s t r i c t i o n of ~ t o V). Since 
F £ F(W) we o b t a i n 
(3) P(F/F(V-W) v F(A-V )) = P(F/F(V n 3W) v F(A-V )) P-a.s. 
n n 
As n -»• » # we have F(V-W) v F(A-V ) \ F(V-W) v F and 
n
 A F(V n aw) v F(A-V ) V F(V n 3W) v F. (These r e s u l t s 
n 
f o l l o w e a s i l y since F(V-W) and F ( V n 3w) are countable.) 
Thus by the (reversed) m a r t i n g a l e convergence theorem we 
o b t a i n (3) w i t h F(A-V ) replaced by F. Since P G E, 
n 
(2) f o l l o w s immediately. 
Now i f n i s a Markov s p e c i f i c a t i o n on (S , F ) , we denote 
by M(II) the class of corresponding Markov chains, i . e . 
M (n) = M n G (II) . We have already d e f i n e d E (II) t o be the 
set of extreme elements of G(1T), and noted t h a t i t i s 
eq u i v a l e n t t o the set of M.r.f.s i n G (IT) w i t h respect t o 
which the t a i l a - f i e l d F i s t r i v i a l , i . e . t h a t E(II) = E n G (IT) . 
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By the above theorem E (TI) C M (TT) . Thus G(3T) , which we 
noted i n s e c t i o n 1.1 t o be (roughly speaking) the set 
of convex combinations of elements of E(H), i s also the 
set of convex combinations of elements of M(H), so t h a t i t s 
study reduces, i n a sense, t o t h a t of M(IT) - a t l e a s t 
when the l a t t e r set t u r n s out t o be countable. The 
next s e c t i o n i s devoted t o the study of M (IT) f o r h e r e d i t a r y 
Markov s p e c i f i c a t i o n s I I . 
We remark t h a t i n general the converse t o Theorem 2.1.4 
i s f a l s e . Spitzer (19 75a) gave a counter-example w i t h S 
c o u n t a b l y - i n f i n i t e and A the one-dimensional i n t e g e r 
l a t t i c e . E s s e n t i a l l y t h i s c o n s i s t s of two d i s t i n c t (non-
s t a t i o n a r y ) Markov chains Pi , P 2 , say, which have the 
same s t a t i o n a r y t r a n s i t i o n m a t r i x , and so correspond t o 
the same Markov s p e c i f i c a t i o n n. Then, f o r example, 
^ ( P i + P 2) belongs t o M(TI) but not t o E ( I I ) , and hence 
not t o E. 
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2.2 I n t e r a c t i o n s f o r Markov chains 
I n t h i s s e c t i o n we present a basic theorem concerning the 
Markov chains which correspond t o a given Markov 
s p e c i f i c a t i o n I I , h e r e d i t a r y w i t h respect t o some basepoint 
s f t £ S . By d e f i n i t i o n II = JT^ f o r some h e r e d i t a r y 
Markov i n t e r a c t i o n $, i . e . f o r a Markov i n t e r a c t i o n 
* = (P H / q ; i £ A , { j ,k} E N} such t h a t 
X JK p. ( s j > 0 f o r each i S A, and q,, (x. , s, ) > 0, i i jk j k 
q., (s. , x,) > 0 f o r each { j , k } e N. (Recall t h a t 
jk j k J 
Theorem 1.3.1 ensures t h a t every s t r i c t l y p o s i t i v e ( l o c a l l y ) 
Markov s p e c i f i c a t i o n i s h e r e d i t a r y w i t h respect t o any 
basepoint.) Without loss of g e n e r a l i t y we may take 
p.(s.) = 1 f o r a l l i . I t i s e a s i e s t t o s t a t e the theorem i i 
i n terms of a given i n t e r a c t i o n , r a t h e r than a s p e c i f i c a t i o n . 
Theorem 2.2.1. Let $ = {p. , q ; i e A , { j , k } e M} 
i jk 
be a Markov i n t e r a c t i o n on (S,A), h e r e d i t a r y w i t h respect 
a 
t o the basepoint s f t £ S and ( f o r d e f i n i t e n e s s ) s a t i s f y i n g p.(s.) = 1 f o r a l l i e A . i i 
(a) Let P e W ( n $ ) . Then f o r each V € I / * , we have the 
f o l l o w i n g r e p r e s e n t a t i o n of the marginal p.m. P v on 
(S V,F(V) ) : 
( i ) p ( x v = x v ) = a v rr p ^ x . ) q ^ ( x ^ ' X k ) 
l G V { 3 , k } E W ( V ) J J 
where 
(2) p I ( s i ) = 1 f o r a 1 1 1 e V. 
The f u n c t i o n s pY , i €= V are uniquely determined by 
(1) and ( 2 ) , and the n o r m a l i s i n g constant a v i s then 
determined by the requirement: 
(3) r p ( x v = x v ) = i 
x v 
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For s i m p l i c i t y we w i l l w r i t e p^ f o r p^ 1'^ ^ f o r each 
i € v, j G 3 i . The c o l l e c t i o n of a l l the f u n c t i o n s 
{ p ^ , V G V* , i G v } then s a t i s f y 
(4) p V ( x ) = p V n ? i ( x ) = k V p. (x) T T (Q. .p 1) (x) , x G s, 
1 1 1 1 i G 3i-V 1 1 3 
( r e c a l l i n g t h a t £i = { i } U 3 i ) , where the f u n c t i o n 
(Q..P1) : S R i s defined by i ] ] + 
(5) ( Q l i P ^ ) ( x ) = H q ( x , y ) p } ( y ) , x G S , 
y G S D 
and where i s a ( s t r i c t l y p o s i t i v e ) constant 
determined by the requirement t h a t (2) be s a t i s f i e d . 
As s p e c i a l cases of (4) we have 
(6) P V = P. i f £i c V , V G v* 
i i 
and ( w r i t i n g k? f o r k; 
(7) pUx) = kjp±(x) 7~T (Q- kPk } ( X ) ' 1 6 A , j 6 3 i , x G S k G 3 i - j i k k 
Note also t h a t f o r each i G A, the f o l l o w i n g c o n d i t i o n 
i s s a t i s f i e d : 
(8) }_ p.(x) T7 (Q..p i)(x) < - . 
x G S 1 j G 3 i ^ ^ 
(b) Conversely, given a c o l l e c t i o n of f u n c t i o n s 
( p j : S ^ R+ , i £ A, j e 3 i } such t h a t 
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( i ) f o r each i E A, j E 3 i , p ( s j = l , 
( i i ) f o r each i E A, j E 3 i , the r e l a t i o n (7) i s 
s a t i s f i e d f o r some (n e c e s s a r i l y s t r i c t l y 
p o s i t i v e ) constant k^ , 
( i i i ) f o r each i E A, the c o n d i t i o n ( 8 ) i s s a t i s f i e d , 
then we may d e f i n e a p.m. P E M(IT^) , t o which the 
f u n c t i o n s p^ correspond as i n p a r t (a) of the theorem. 
The theorem thus establishes a one-to-one correspondence 
between M(n^) and the set of those collections of 
functions {p^ , i E A, j E 3 i } which satisfy ( 9 ) . 
Remark I n p a r t (a) of the theorem i t i s important t o note 
t h a t when the parameter space A i s f i n i t e , then the 
f u n c t i o n s p^ are (under ( 2 ) ) completely determined by 
the r e l a t i o n s (4) and ( 5 ) : f o r each i E A such t h a t 
3 i = { j } f o r some j E A ( i . e . f o r each end-vertex of 
the t r e e A ) , we have by (6) t h a t p^ = . We may 
t h e r e f o r e use (7) r e c u r s i v e l y t o determine a l l the f u n c t i o n s 
p^ , {k,£} E N, i n each case simply by d e l e t i n g end-
v e r t i c e s from the t r e e A u n t i l the set {k,£} i s obtained. 
We may then use (4) t o determine the more general f u n c t i o n s 
p^. (The r e a l a p p l i c a t i o n of t h i s remark i s t o the 
c o n s i d e r a t i o n of Markov chains on ( S V , F ( V ) ) , where V E [/* 
f o r some c o u n t a b l y - i n f i n i t e A - an example occurs i n 
the proof of p a r t (b) of the theorem.) 
Proof of Theorem 2.2.1. (a) We f i r s t e s t a b l i s h , f o r 
each V E i / * , the existence and uniqueness (under ( 2 ) ) 
of the r e p r e s e n t a t i o n (1) of the marginal p.m. P . 
Since V E V*, no two elements of 3V can be neighbours 
of each other and we also have 3 (£V) = 3V. Thus from 
Lemma 1.4.1, 
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(10) P(X =x r ) = <K„(x ) TT p.(x.) T T cr (x. , x.) 
8 v 
f o r some f u n c t i o n c J > _ T i i S -*• R . 
Now P(X v = s v) > 0, and we have 
p ( x
9v = x9v/ xv = V = c * 3 v ( x 3 v } TIL <h) ( x i ' V 
l S 9V J J 
where f o r each i £ 3V, j i s the unique element of 
3 i n v, and where c i s some s t r i c t l y p o s i t i v e constant. 
Since P i s a Markov chain and ?V € I / * , P r i s a M.r.f. 
on (S ,F(£V)), and so the random v a r i a b l e s X, , i £ 3V, 
are c o n d i t i o n a l l y independent (under P) r e l a t i v e t o F(V). 
Thus 
d2) P ( X a v = x 3 v / x v = s y) = I \ P(X. = x /Xv = s v) 
l 3V 
- n
I t f o l l o w s from (11) and (12) t h a t we may w r i t e 
* 3 v ( x 3 v ) = a£v . ^ 3 V pf^V' x 3 v 6 s 9 V > S u b s t i t u t i n g 
t h i s i n t o (10) we have the r e p r e s e n t a t i o n (1) f o r P_ 
3 v r a t h e r than P . By summing over x~ £ S , we o b t a i n v dV 
(1) f o r P v i t s e l f . Note t h a t the f u n c t i o n s p ± , i G V, 
may be chosen so as t o s a t i s f y ( 2 ) , and t h a t the s p e c i a l 
case of (4) given by the c o n d i t i o n (6) i s s a t i s f i e d . 
To see t h a t the f u n c t i o n s p^ are uniquely determined 
by (1) and ( 2 ) , we observe t h a t f o r each i £ V, (1) 
and (2) together give 
(13) P ( X i = X i / X v - i = s v - i ) 
P ( X i = S i / X V - i = 8 V - i ) 
v , x TT q . . (x . , s .) = P.(x.) I I ^ 1 J 1 j 
1 1 j€3iOv q..(s. , s.) 
f o r each x. e s. i 
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We now e s t a b l i s h the r e l a t i o n (4) (already e s t a b l i s h e d 
as (6) f o r V, i such t h a t £i C v) i n the general case. 
Given V S I / * , the r e p r e s e n t a t i o n (1) i m p l i e s t h a t P v 
corresponds t o the Markov i n t e r a c t i o n 
* V = ( P V / q .v ; i 6 V, { j , k } E W(v)} . For each 
1 JK 
i G v, we may t h e r e f o r e o b t a i n the r e p r e s e n t a t i o n (1) 
f o r P v n ^ by regarding the l a t t e r as the marginal 
p.m. induced by P y on (S V ^ ^ i,F(V n £i)) : using the 
r e s u l t s obtained so f a r w i t h V i n s t e a d of A, V n £i 
in s t e a d of V, we o b t a i n immediately (from ( 6 ) ) the 
f i r s t equation i n ( 4 ) . Now consider the r e p r e s e n t a t i o n 
(1) f o r P^ -' By (6) and the f i r s t p a r t of (4) we may 
w r i t e t h i s as 
(14) P(X-. = x r . ) = a r.p. (x. ) TT q. . (x. , x . ) p i ( x . ) 
Summing over a l l x_ €E s ^ i _ V , we o b t a i n an e x p l i c i t 
expression of the form (1) f o r P ~ _. , from which i t 
v I * t,i 
f o l l o w s immediately t h a t p^ ^ ^ i i s as given by the 
second equation i n ( 4 ) . 
L a s t l y the r e l a t i o n (8) f o l l o w s from the r e s u l t s so f a r 
obtained by n o t i n g t h a t f o r each i £ A, 
P(X. = x) = a,k. { i }p. (x) 1 f (Q. . p i ) ( x ) , x S S 
j e 3 i 1 3 3 
(b) Now suppose we are given a c o l l e c t i o n of f u n c t i o n s 
{ p 3 :S-*R, , i € A, j £ 3 i } s a t i s f y i n g the t h r e e 
c o n d i t i o n s contained i n ( 9 ) . We seek t o d e f i n e a p.m. 
P € M(n^) - t o which the above c o l l e c t i o n of f u n c t i o n s 
corresponds - v i a i t s marginal p.m.s P • We consider 
sets V G v* which s a t i s f y the c o n d i t i o n t h a t , i f 
i G 3V, then | 3 i n v| = 1 . Let V be the set of a l l 
such (connected) sets V. (Note t h a t i t contains a l l 
sets of the form £V, V e I/*.) 
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For each V S V d e f i n e the measure y v on (S V,F(V)) by 
(15) y (X =x ) = TT pj(x ) T~T p (x ) TT q (x ,x ) 
V V V iG9V 1 1 i € n V 1 1 {j,k}GW(V) ] k k 
where f o r each i G 3V i n the f i r s t product above, h i s 
the unique neighbour of i i n V. We have t o check ( i ) 
t h a t each measure y v , V S V, may be normalised t o a 
p.m. P v on ( S V , F ( V ) ) , ( i i ) t h a t the f a m i l y (P , V 6 V) 
o f such p.m.s i s c o n s i s t e n t , so t h a t they may be regarded 
as the marginals of a p.m. P on (S ,F), and ( i i i ) t h a t P 
thus d e f i n e d belongs t o M(n $) 
Given any V S I/ , then f o r any connected subset W of V, 
w 
the marginal measure y v induced by y y on (S ,F(W)) may 
be c a l c u l a t e d using the f i r s t p a r t of the theorem - f o r 
t h i s , w i t h V i n s t e a d of A, i s obviously a p p l i c a b l e t o any 
p o s i t i v e measure on (S V,F(V)) whose d e n s i t y i s given by a 
product of h e r e d i t a r y f u n c t i o n s on the v e r t i c e s and edges 
of V. ( I t i s only necessary t o allow t h a t the f u n c t i o n s 
w 
p i , W £ l / * , w C v, may t u r n out t o take i n f i n i t e values.) 
Arguing e x a c t l y as i n the remark which f o l l o w s the 
statement of the theorem we have, 
(16) y v ( X w = x ) = c TT pj(x ) TT q (x , x ) , v w w v,w ± e w i i {j fk>eW(W) 3 k 3 k 
where each f u n c t i o n p^ ( t a k i n g perhaps i n f i n i t e values) 
i s given by (4) w i t h W i n s t e a d of V and o m i t t i n g the 
w 
constant ^ , and where c v i s a s t r i c t l y p o s i t i v e 
( f i n i t e ) constant, which may be computed from the constants 
k j of (7) . 
I n p a r t i c u l a r f o r any i £ V we have, 
y v ( X = x ) = c p (x) FT (Q p^) (x) , x G S v i v , i i j e g i 1 3 3 
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Thus by c o n d i t i o n ( i i i ) of (9) , XT v M v ( x v = x y ) < 0 0 r 
xv E S 
and so y v may be normalised t o a p.m. P^ = a- vy v . ( I t 
w 
now f o l l o w s t h a t the f u n c t i o n s p^ ^ i n (16) are f i n i t e . ) 
Now suppose t h a t V, W G V and t h a t W C v. Then from 
(16) we have t h a t 
P V(X =x ) = a; TTpJ(x ) TT p (x ) T I q (x , x 
v w w w iS3w 1 1 i e n w 1 1 { j , k } e w ( w ) ^ v 
f o r some constant a' , where f o r each i G 3W, h i s the 
w 
unique element of 3 i n w. Comparing t h i s w i t h (15) 
( w i t h W ins t e a d of V) we see t h a t P„(X = x ) = P (X = x ) 
V W W W W w 
Thus the f a m i l y o f p.m.s (P v , V G V) i s c o n s i s t e n t and 
so defines a p.m. P on (S A,F). 
To show P G M ( I I $ ) , we f i r s t note t h a t , by c o n s t r u c t i o n , 
P v i s a M.r.f. f o r each V G V (and hence f o r each V G I/*) ; 
t h i s i m p l i e s t h a t P i s a Markov chain. Now i f W 6 I / , 
l e t V G V be such t h a t £W C v. We then have, using (15) 
P ( X w = VX3w = x3w> = VXw = VX3w = x3w> 
= kW ( X3w } n p. (x.) iew 1 1 n {j,k}GW 
{ j , k } n w * 0 
q .. (x . Dk j 
= "*,w < x3w ' xw> 
3w 
(where k w : S R+ i s the ap p r o p r i a t e n o r m a l i s i n g 
f u n c t i o n ) . Hence P G M(IK) . 
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Further remarks on Theorem 2.2.1 
1. I n e s t a b l i s h i n g the second p a r t of the theorem i t 
i s s u f f i c i e n t t h a t the c o n d i t i o n ( 9 ) ( i i i ) should 
h o l d f o r some i € A. For then i f V e If i s such 
t h a t i € V, the measure of the proof i s normalisable 
t o a p.m., and so the above c o n d i t i o n holds f o r a l l 
other j G V; obviously every j £ A belongs t o some 
such set V. 
2. When S i s f i n i t e the c o n d i t i o n 9 ( i i i ) ( i . e . the 
n o r m a l i s a b i l i t y c o n d i t i o n (8)) i s obviously unnecessary. 
When S i s i n f i n i t e we have the question of whether 
i t might s t i l l be unnecessary, i n the sense of being 
i m p l i e d by 9 ( i ) and 9 ( i i ) . An example w i l l s u f f i c e 
t o show t h a t t h i s i s not the case. Let the graph A 
be the one-dimensional i n t e g e r l a t t i c e ( a g a i n ) , and 
consider the t r a n s l a t i o n - i n v a r i a n t Markov i n t e r a c t i o n 
given by l e t t i n g the s i n g l e - s i t e i n t e r a c t i o n f u n c t i o n s 
, i £ A, be i d e n t i c a l l y equal t o one, and the 
pair w i s e i n t e r a c t i o n f u n c t i o n s q . . . , i € A, 
i , i + l 
be equal t o a h e r e d i t a r y f u n c t i o n q : S x S -*• R+ 
s a t i s f y i n g 
f o r a l l x G S. I t i s obvious t h a t t h i s does 
d e f i n e an i n t e r a c t i o n on (S,A), i . e . t h a t the 
c o n d i t i o n (1) of s e c t i o n 1.2 i s s a t i s f i e d . For 
each i £ A, j £ 3 i , d e fine p^ t o be i d e n t i c a l l y 
equal t o one. Then the c o l l e c t i o n of a l l such 
f u n c t i o n s p J s a t i s f i e s the f i r s t two c o n d i t i o n s of 
r q(x,y) q(y,x) = 1 y e S y e s 
( 9 ) , but not the t h i r d f o r i n f i n i t e S. 
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3. We postpone u n t i l s e c t i o n 3.4 a demonstration of 
the (perhaps s u r p r i s i n g ) n e c e s s i t y of the h e r e d i t a r y 
c o n d i t i o n i n the theorem. There we show by an 
example t h a t i n the absence of some such c o n d i t i o n 
the c o n c l u s i o n s of the theorem are f a l s e . 
4. Spitzer(1975a) has proved a r e s u l t s i m i l a r to p a r t 
(a) of the theorem f o r the s p e c i a l case where the 
graph A i s the one-dimensional i n t e g e r l a t t i c e , 
and the i n t e r a c t i o n $ i s s t r i c t l y p o s i t i v e and 
t r a n s l a t i o n i n v a r i a n t . 
I n the next chapter we show how the r e s u l t s of t h i s one -
i n p a r t i c u l a r the above theorem - may be used to study i n 
d e t a i l the c l a s s e s of Markov chains corresponding to 
homogeneous h e r e d i t a r y Markov i n t e r a c t i o n s on r e g u l a r 
i n f i n i t e t r e e s . 
3.1 
3 HOMOGENEOUS MARKOV SPECIFICATIONS ON REGULAR TREES 
3.0 I n t r o d u c t i o n 
Throughout t h i s and the subsequent chapter the graph A i s 
the r e g u l a r i n f i n i t e t r e e w i t h d + 1 edges meeting a t each 
v e r t e x . I n p a r t i c u l a r when d = 1 we have the one-
dimensional i n t e g e r l a t t i c e . 
A Markov s p e c i f i c a t i o n , Markov i n t e r a c t i o n , or p.m. w i l l 
be s a i d to be homogeneous i f i t i s i n v a r i a n t under graph 
isomorphisms of the t r e e onto i t s e l f . By the term 
hereditary we w i l l mean h e r e d i t a r y with r e s p e c t to a 
f i x e d basepoint s A G S , where f o r a l l i € A, s i = s f o r 
some f i x e d s £ S. Our aim i s to study v a r i o u s c l a s s e s 
of M.r.f.s, i n p a r t i c u l a r Markov c h a i n s , corresponding to 
homogeneous h e r e d i t a r y Markov (h.h.M.) s p e c i f i c a t i o n s . 
Any h.h.M.interaction on (S,A) may be represented by a 
p a i r of f u n c t i o n s - p : S R + a s s o c i a t e d w i t h the 
v e r t i c e s of the t r e e A, and q : S x S -*• R + a s s o c i a t e d 
w i t h i t s edges, i . e . with the elements of the s e t H 
introduced i n the previous chapter. The f u n c t i o n q i s 
symmetric i n i t s arguments, and the h e r e d i t a r y c o n d i t i o n 
g i v e s us t h a t p(s) > 0, q ( s , x ) > 0 f o r a l l x £ S. We 
w i l l a d d i t i o n a l l y assume, without l o s s of g e n e r a l i t y , 
t h a t p i s s t r i c t l y p o s i t i v e . ( I f t h i s c o n d i t i o n i s not 
s a t i s f i e d then the s t a t e space S may be reduced u n t i l 
i t i s . ) We w i l l w r i t e $(p,q) f o r such an i n t e r a c t i o n . 
I f <$(p,q) i s a h.h.M. i n t e r a c t i o n the corresponding 
s p e c i f i c a t i o n IK, - we w i l l w r i t e t h i s simply as 
<P(p,q) ^ J 
II(p,q) - i s a l s o h.h.M.. For any V £ 1/ the c o n d i t i o n a l 
d e n s i t y f u n c t i o n a s s o c i a t e d w i t h the k e r n e l T T v i s given 
by 
if (x v rr k..(x_) x.j 3v v V l e v P(x.) i { j , k } € N 
{ j , k } n v * 0 
rr q (x. , x. 
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where as usu a l : S -*• R + i s the appropriate n o r m a l i s i n g 
f u n c t i o n . Conversely, f o r any h.h.M. s p e c i f i c a t i o n H we 
can f i n d a h.h.M. i n t e r a c t i o n $(p,q) such t h a t n = I I ( p , q ) . 
To see t h i s , note t h a t any h e r e d i t a r y Markov s p e c i f i c a t i o n 
corresponds to a Markov i n t e r a c t i o n which i s adapted (see 
s e c t i o n 1.3) wi t h r e s p e c t to the basepoint s f t : l e t 
$ = {p- / q.,, > i e A , { j , k } €E hi} be any ( n e c e s s a r i l y 
h e r e d i t a r y ) Markov i n t e r a c t i o n to which the s p e c i f i c a t i o n 
corresponds; r e p l a c e each f u n c t i o n q_.k by q' where 
_ q j k ( s , s ) q j k ( x , y ) 
q j k ( x ' y ) " q j k ( x , s ) q j k ( s , y ) 
and make appropriate adjustments to the f u n c t i o n s p to 
obt a i n an e q u i v a l e n t adapted i n t e r a c t i o n . Now i t i s 
easy to see t h a t the adapted (Markov) i n t e r a c t i o n i s 
unique, and thus i f the s p e c i f i c a t i o n i s a d d i t i o n a l l y 
homogeneous, so too i s t h i s i n t e r a c t i o n . Our a d d i t i o n a l 
c o n s t r a i n t on an h.h.M. i n t e r a c t i o n $(p,q), t h a t the 
fun c t i o n p be s t r i c t l y p o s i t i v e , i s ensured by the 
corresponding a d d i t i o n a l c o n s t r a i n t on IT = H(p,q), t h a t 
the p.m. TT . (s „ . ,•) be s t r i c t l y p o s i t i v e f o r each i £ A. 
l A-x -1 c 
We note a l s o t h a t i t may be convenient f o r some a p p l i c a t i o n s 
to r e p r e s e n t an h.h.M. s p e c i f i c a t i o n by a h e r e d i t a r y Markov 
i n t e r a c t i o n which i s not i n gen e r a l homogeneous. I n 
s e c t i o n 3.3 we foll o w S p i t z e r and con s i d e r the r e p r e s e n t a t i o n 
of such a s p e c i f i c a t i o n by an i n t e r a c t i o n $ ( l , q ) where 1 
i s the f u n c t i o n S -»• R which i s i d e n t i c a l l y one, and 
q : S x S ->• R + i s a ' r e v e r s i b l e ' , though not i n general 
symmetric, s t o c h a s t i c matrix a s s o c i a t e d w i t h a given 
' d i r e c t i o n ' i n the t r e e . 
Given an h.h.M. s p e c i f i c a t i o n n, G(IT), E (IT) and M(IT) w i l l 
denote as usu a l the corresponding c l a s s e s of, r e s p e c t i v e l y , 
a l l M.r.f.s, extreme M.r.f.s (those with r e s p e c t to which 
the t a i l a - f i e l d F i s (almost) t r i v i a l ) , and Markov c h a i n s . 
3.3 
We have E (II) C M(II) C G(Jl). We w i l l denote by G0 (n) , 
E 0 ( I I ) and Mo (H) the r e s p e c t i v e s u b c l a s s e s of G ( I I ) , 
E(II) and M(JI) whose elements have the a d d i t i o n a l property 
of being themselves homogeneous. I n s e c t i o n 3.1 we w i l l 
d e f i n e a f u t h e r c l a s s Mi (II) l y i n g between M0 (II) and M(IT) -
Note t h a t Bo (II) i s a (perhaps proper) subset of the s e t 
of extreme elements of G0 (II) - see the c o r o l l a r y to the 
c o r o l l a r y to Theorem 3.1.3. 
R e c a l l from Chapter 2 t h a t I/* i s the s e t of f i n i t e 
connected subsets of A, and t h a t V i s defined by 
V = {V € I / * : f o r a l l i e 3V , | 3 i n v| = 1 } . 
Most of t h i s chapter i s concerned with v a r i o u s a p p l i c a t i o n s 
of Theorem 2.2.1. The f u n c t i o n s p^ , V £ I/* , i G v, 
introduced i n t h a t theorem were forced to be unique by the 
c o n d i t i o n t h a t they took the value one on the corresponding 
component of the basepoint. I f we drop t h i s c o n d i t i o n -
which i t w i l l now be convenient to do - then these f u n c t i o n s 
remain uniquely determined up to an a r b i t r a r y , s t r i c t l y 
p o s i t i v e , m u l t i p l i c a t i v e c o n s t a n t . We t h e r e f o r e introduce 
the space ¥ of equivalence c l a s s e s of f u n c t i o n s S R + -
omitting the f u n c t i o n which i s i d e n t i c a l l y zero - where 
two such f u n c t i o n s pi , p 2 are s a i d to be e q u i v a l e n t i f 
P i ( x ) = Ap 2(x) f o r a l l x S s and some s t r i c t l y p o s i t i v e 
constant X. We w i l l denote a given element of f by any 
f u n c t i o n i n the corresponding equivalence c l a s s , and where 
i n consequence an equation i n v o l v e s an indeterminacy we 
w i l l use the p r o p o r t i o n a l i t y symbol ( r a t h e r than =) to 
denote e q u a l i t y up to a s t r i c t l y p o s i t i v e m u l t i p l i c a t i v e 
constant. The reason f o r t h i s change i s t h a t V i s the 
n a t u r a l space i n which the f u n c t i o n s p^ are d e f i n e d , and 
on o c c a s i o n s i t w i l l be convenient to r e p r e s e n t a member 
p, say, of V other than by the convention p(s) = 1. 
Indeed we now d e f i n e f o r each x £ S, the p a r t i c u l a r 
element 6 of f given by: 5 (x) > 0, 6 (y) = 0 f o r a l l 
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other y S s. Where these f u n c t i o n s are used, our 
former convention could only be accommodated by an 
otherwise unnecessary m o d i f i c a t i o n of the basepoint. 
I n s e c t i o n 3.1 we con s i d e r the c l a s s Mo (IT) of homogeneous 
Markov chains corresponding to a given h.h.M. s p e c i f i c a t i o n 
IT, as w e l l as the (sometimes s t r i c t l y ) wider c l a s s 
Mi (II) C M(II) to be introduced t h e r e . I n s e c t i o n 3.2 
we look ( b r i e f l y ) a t the c h a r a c t e r i s a t i o n of any given 
Markov c h a i n P i n M0 (II) , as the l i m i t of a sequence 
of p.m.s a s s o c i a t e d w ith a sequence (V^} i n V* such 
t h a t t A. I n s e c t i o n 3.3 we consider the r e p r e s e n t a t i o n 
of h.h.M. s p e c i f i c a t i o n s by ' r e v e r s i b l e ' s t o c h a s t i c 
m a t r i c e s i n the manner mentioned b r i e f l y above, and 
prove some analogues to the r e s u l t s of the f i r s t two 
s e c t i o n s . I n p a r t i c u l a r t h i s enables us to r e l a t e , i n 
s e c t i o n 3.4, our r e s u l t s to those derived by Spitser 
(197 5b) f o r the b i n a r y s t a t e space S = { 0 , 1 } . F i n a l l y 
we consi d e r i n s e c t i o n 3.5, as a f u r t h e r example, the 
s t a t e space S = {0,1,2} and those h.h.M. s p e c i f i c a t i o n s 
which are i n v a r i a n t under interchange of any two of the 
s t a t e s i n S. Even under such r e s t r i c t e d circumstances 
an i n t e r e s t i n g v a r i e t y of behaviour may be observed. 
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3.1 The c l a s s e s M 0 (II) and Mi (II) 
Throughout t h i s s e c t i o n II i s a given h.h.M. s p e c i f i c a t i o n . 
We c o n s i d e r f i r s t the problem of i d e n t i f y i n g the elements 
of M 0 ( H ) . For d = 1, so t h a t our r e g u l a r t r e e becomes 
the one-dimensional i n t e g e r l a t t i c e , and under the weaker 
(and i n t h i s case more n a t u r a l ) c o n d i t i o n t h a t n i s 
simply t r a n s l a t i o n i n v a r i a n t , the problem has been w e l l -
s t u d i e d ; some of the known r e s u l t s are summarised i n the 
i n t r o d u c t o r y chapter, but see a l s o Preston (1976, Chapter 5). 
I n p a r t i c u l a r when d = 1 and s i s f i n i t e , Mo (II ) always 
c o n t a i n s p r e c i s e l y one element, which i s a l s o the s o l e 
element of G (IT) - For d > 1, only the case where 
|s| = 2 has been s t u d i e d i n any d e t a i l - see s e c t i o n 3.4 
f o r a d i s c u s s i o n . 
For g e n e r a l d > 1 and f i n i t e s t a t e space S, we have the 
r e s u l t , e s s e n t i a l l y due to Dobrushin (1968), t h a t Mo (II) 
c o n t a i n s at least one element. Dobrushin a c t u a l l y 
considered the more important case of the d-dimensional 
i n t e g e r l a t t i c e : he f i r s t used a simple compactness 
argument to c o n s t r u c t a random f i e l d corresponding to 
any given s p e c i f i c a t i o n s a t i s f y i n g c e r t a i n c o n d i t i o n s -
a u t o m a t i c a l l y s a t i s f i e d by any Markov s p e c i f i c a t i o n ; 
he then showed how, i f the s p e c i f i c a t i o n were homogeneous, 
the corresponding random f i e l d could be used to c o n s t r u c t 
another which had the property of being i t s e l f homogeneous. 
A l l t h i s i s f a i r l y r e a d i l y adapted to s p e c i f i c a t i o n s on 
t r e e s , but we may a l s o use the theory developed so f a r 
( e x p l i c i t l y f o r t r e e s ) to give a quick, e s s e n t i a l l y 
t o p o l o g i c a l , proof of the r e s u l t . T h i s we do i n the 
c o r o l l a r y to Theorem 3.1.1 below. 
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Now l e t <Mp,q) be a f i x e d h.h.M. i n t e r a c t i o n to which n 
corresponds. We wish to consider v a r i o u s a p p l i c a t i o n s 
of Theorem 2.2.1, and i n order to s i m p l i f y the e x p r e s s i o n 
of the r e l a t i o n s i n v o l v e d i n t h a t theorem, we make the 
f o l l o w i n g d e f i n i t i o n s : 
f o r any f u n c t i o n p* : S -*• R + d e f i n e Qp* : S -*• R + (where 
i t e x i s t s ) by 
(1) (Qp*)(x) = £ q ( x , y ) p * ( y ) , x S S ; 
y € S 
f o r any i n t e g e r t = 0, 1, d + 1 , and f o r any 
Pi , P t G ^ / de f i n e T (p! , p f c) e ¥ (where 
i t e x i s t s ) by 
(2) [T ( P l , , p J ] (x) « p ( x ) TT (Qp ) ( X ) 
t fc 1 < r < t r 
(with T 0 = p) 
and f o r any i n t e g e r t as above, and any p* G yf d e f i n e 
T^(p*) e f (where i t e x i s t s ) by 
(3) Tj.(p*) = T t ( p * , , p*) 
Note t h a t when S i s f i n i t e there are no problems of 
e x i s t e n c e i n these d e f i n i t i o n s . I t a l s o turns out t h a t 
f o r c o u n t a b l y - i n f i n i t e S we have e x i s t e n c e wherever i t 
might reasonably be hoped f o r . Note a l s o t h a t whenever 
T f c ( p i , p r ) and T^_(p*) e x i s t , they are s t r i c t l y 
p o s i t i v e a t s £ S. 
Theorem 2.2.1 e s t a b l i s h e s a one-to-one correspondence 
between M (IT) and the s e t of those c o l l e c t i o n s of f u n c t i o n s 
{p^ , i £ A , j € 3 i } i n T which s a t i s f y the c o n d i t i o n s 
(9) of s e c t i o n 2.2. I t i s immediate from the theorem 
t h a t a Markov chain belongs to M0 (IT) i f and only i f the 
corresponding f u n c t i o n s p^ are the same f o r a l l i G A 
and j € 3 i . we thus have the f o l l o w i n g r e s u l t . 
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Theorem 3.1.1. There i s a one-to-one correspondence 
between M 0(TO and the s e t of f u n c t i o n s p € f which 
s a t i s f y 
( i ) p = T' (p) 
p (x) q (x,y) p (y) < <» . 
x e s y e s 
Given p G y s a t i s f y i n g ( i ) and ( i i ) , the corresponding 
homogeneous Markov ch a i n P i s given through i t s marginal 
d e n s i t i e s a s s o c i a t e d with the s e t s V 6 I/* by 
P ( X w = x j - TT p V ( x ) TT q(x. , x J 
v v i 6 V 1 { j , k } e N(V) : k 
where p j = T| 9 i _ v | (p) • I n p a r t i c u l a r i f V e V 
v _ Jp , i S 3V 
P i \p , i 6 nV . 
(The marginal d e n s i t i e s a s s o c i a t e d w i t h the s e t s V G 1/ 
are s u f f i c i e n t of course to determine P.) Note t h a t 
given the c o n d i t i o n ( i ) above, the c o n d i t i o n ( i i ) corresponds 
to (8) of s e c t i o n 2.2. I t i s redundant when S i s f i n i t e . 
Note a l s o t h a t f u n c t i o n s p £ V s a t i s f y i n g ( i ) are 
n e c e s s a r i l y s t r i c t l y p o s i t i v e . 
A p a r t i c u l a r consequence of the theorem i s t h a t i t enables 
us i n p r i n c i p l e , and i n p r a c t i c e when |s| i s s m a l l , to 
determine | M 0 ( I I ) |. (This i s as y e t f a r from completely 
determining | M < IT) | and hence | 6 ( I I ) |.) For some examples 
of the a p p l i c a t i o n of the theorem see s e c t i o n s 3.4 and 
3.5. 
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C o r o l l a r y . When S i s f i n i t e , |M0(IT) | > 1. 
Proof. 'Normalise' V by the requirement t h a t f o r a l l 
P* e yr p*(x) = 1, and then regard i t as a subset x G S 
of the Banach space of a l l r e a l - v a l u e d f u n c t i o n s on S 
I s I ( e f f e c t i v e l y R' ') w i t h , say, the norm II f II = sup |f(x) | 
x € s 
(f : S R) . The subset ¥ i s then convex and compact. 
The mapping T^ : ¥ -*• V i s given by 
(4) [ T ' ( p * ) ] (x) = P ( X ) [ ( Q P * ) ^ ) ^ , p* E T , X 
L- p ( y ) l (QP*) D 
y e s 
f o r a l l p* £ ¥, the denominator of the right-hand s i d e of 
(4) i s s t r i c t l y p o s i t i v e ( c o n s i d e r y = s ) , and so the 
mapping T^ i s seen to be continuous. Thus by, f o r example, 
the Leray-Schauder-Tychonoff theorem {Reed and Simon (1972)3 
p 151) T^ has a f i x e d p o i n t . 
We have al r e a d y e s t a b l i s h e d t h a t E 0 (II) C M 0 ( I I ) . I t would 
be of i n t e r e s t to know whether these two s e t s i n f a c t 
c o i n c i d e , i . e . whether the t a i l a - f i e l d F i s t r i v i a l 
w i t h r e s p e c t to every homogeneous Markov c h a i n corresponding 
to H. We c o n j e c t u r e , though cannot prove, t h a t t h i s i s i n 
g e n e r a l the case. For d = 1, the c o n j e c t u r e i s of course 
t r u e : f o r then any P £ M0 (II) i s a s t a t i o n a r y (and r e v e r s i b l e ) 
Markov chain i n the u s u a l one-dimensional sense, and s i n c e 
a l l s t a t e s of S 'intercommunicate' with the s t a t e s, P 
i s a d d i t i o n a l l y i r r e d u c i b l e , so t h a t the r e s u l t f o l l o w s . 
For d > 1, Spitzer (19 7 5b) c l a i m s to prove the r e s u l t 
when |s| = 2 . His proof, however, seems u n c l e a r - i f 
c o r r e c t i t ought to be e q u a l l y a p p l i c a b l e to any countable 
s t a t e space S. What we can say i s t h a t the elements of 
M 0(II) are mutually s i n g u l a r (so t h a t none i s a mixture 
of any of the o t h e r s ) : f o r l e t B be any subgraph of A 
which i s isomorphic (as a graph) to the one-dimensional 
3.9 
i n t e g e r l a t t i c e ; the marginal p.m.s on (S ,F(B)) of 
the Markov chains comprising M0 (II) form a s e t of 
s t a t i o n a r y ergodic Markov c h a i n s i n the one-dimensional 
sense, so t h a t these and hence the o r i g i n a l Markov 
chains of M0 (II) are mutually s i n g u l a r . I t f o l l o w s from 
t h i s r e s u l t t h a t i f |M 0(n) | > 1 (as i s sometimes the case -
see s e c t i o n s 3.4 and 3.5 f o r examples), then Go (II) c o n t a i n s 
M.r.f.s which are not Markov c h a i n s , e.g. a l l those 
s t r i c t l y convex combinations of any two d i s t i n c t elements 
of M0 (II) . The c o r o l l a r y to Theorem 3.1.3, taken w i t h the 
examples of s e c t i o n 3.4 , shows t h a t t h i s can a l s o happen 
when | Mo ( I I ) | < 1. 
We now tur n our a t t e n t i o n to a (sometimes) wider c l a s s of 
Markov chains corresponding to the s p e c i f i c a t i o n n. 
L a b e l the v e r t i c e s of our r e g u l a r t r e e A a l t e r n a t e l y 'even' 
and 'odd', denoting by E and 0 the r e s p e c t i v e s e t s of even 
and odd v e r t i c e s - so t h a t every p a i r of neighbours 
c o n t a i n s one member of each s e t . Define Mi (II) to be the 
s e t of those Markov chains i n M(H) which are i n v a r i a n t 
under those graph isomorphisms of the t r e e mapping E onto 
E (and hence 0 onto 0) . We have M0 (II) C Mx (II) C M(II) . 
Markov chains belonging to Mi (II) but not M0 (H) a r i s e 
n a t u r a l l y when we co n s i d e r the repulsive s p e c i f i c a t i o n s 
(Spitzer (1975b)) d i s c u s s e d i n s e c t i o n 3.4, and defined 
more g e n e r a l l y i n Chapter 4. I f P e Mi ( I I ) , d e f i n e the 
complement of P to be i t s image under those graph 
isomorphisms of the t r e e mapping E onto 0. Oviously t h i s 
complement a l s o belongs to Mi (II) , so t h a t we may t h i n k of 
the Markov chains i n Mi (II) as coming i n sy m m e t r i c a l l y 
r e l a t e d p a i r s ; the two chains of such a p a i r are i d e n t i c a l 
i f and only i f e i t h e r belongs to M0 (II) . Now r e c a l l i n g 
our h.h.M. i n t e r a c t i o n $(p,q) such t h a t II = H(p,q), we 
have the f o l l o w i n g obvious analogue to Theorem 3.1.1. 
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Theorem 3.1.2. There i s a one-to-one correspondence 
between Mx (IT) and the s e t of ordered p a i r s of f u n c t i o n s 
(p e,p°) i n y which s a t i s f y 
( i ) p° = T ^ ( p e ) ; p e = T^(p°) 
( i i ) H £ Z p e (x)q (x,y) p° (y) < °° 
x e S y e s 
Given (p e,p°) s a t i s f y i n g ( i ) and ( i i ) , the corresponding 
Markov ch a i n P i n Mi(H) i s given through i t s marginal 
d e n s i t i e s a s s o c i a t e d with the s e t s V £ V* by 
P ( X V = x v> « rr 
i e v 
T7 pY(x ) 1 1 q(x , x ) 
1 1 { j , k } G W(V) 3 k 
where 
v 
P i = 1 
3i-v (P ) , i e E 
T | 3 i - v | ( P } ' 1 G 0 
I n p a r t i c u l a r , i f V 6 V we have 
v 
= 1 
p i f i S 3V n E 
p° i f i e i v n o 
P i f i e nv 
Notes. ( i ) The complement of P above i s given by 
interchanging p e and p°, and these two chains c o i n c i d e 
i f and only i f p e = p°. 
( i i ) When S i s f i n i t e , c o n d i t i o n ( i i ) i n the above 
theorem i s redundant. 
( i i i ) The f u n c t i o n s p e , p° above are n e c e s s a r i l y s t r i c t l y 
p o s i t i v e . 
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( i v ) We may of course r e - e x p r e s s the above theorem by 
sayi n g simply t h a t there i s a one-to-one correspondence 
between Mi (IT) and f u n c t i o n s p e E ^ s a t i s f y i n g 
p e = T ^ ( T ^ ( p e ) ) together w i t h the amended ' n o r m a l i s a b i l i t y ' 
c o n d i t i o n ( i i ) , though t h i s d e stroys the 'even-odd' 
symmetry of the statement of the r e s u l t . 
We a l s o have the f o l l o w i n g r e s u l t (the proof of which 
w i l l f o l l o w i t s c o r o l l a r i e s ) . 
Theorem 3.1.3. Suppose Pi , P 2 E Mi (II) and Pl P 2. 
Then i f 0 < A < 1, the p.m. P 0 = APi + (1-A)P 2 belongs to 
6 (II) but not to M(H) . 
I n the next s e c t i o n we r e f e r to some r e s u l t s of S p i t z e r 
sometimes 
which show t h a t there d o / e x i s t complementary p a i r s of 
d i s t i n c t Markov c h a i n s i n Mi (IT), so t h a t the f o l l o w i n g 
c o r o l l a r y i s of some i n t e r e s t . 
C o r o l l a r y . I f P , P' form a complementary p a i r of 
d i s t i n c t Markov chains i n Mi (IT), then ^(P+P 1) belongs to 
G0 (II) but not M0 (II) . 
A c o r o l l a r y to the c o r o l l a r y i s t h a t i f the above Markov 
chains P , P 1 belong to £(11), then E 0 (IT) i s a proper 
subset of the s e t of extreme p o i n t s of G0 (II) . 
Proof of the Theorem 3.1.3. I t i s s u f f i c i e n t to prove 
t h a t P 0 i s not a Markov chai n . Suppose the c o n t r a r y 
r e u s l t t h a t P 0 is a Markov c h a i n . Then P 0 n e c e s s a r i l y 
belongs to Mi (II) . Thus, f o r I = 0, 1, 2, we have from 
Theorem 3.1.2 t h a t there i s a f u n c t i o n p^ : S -*• R + with 
(f o r d e f i n i t e n e s s ) P^(s) = 1, and a s t r i c t l y p o s i t i v e 
constant a^ such t h a t f o r a l l i E o, 
P £ ( X 3 i = x 3 i ) = a i ? ^ — p ( x i } ^ ^ P o ( X i ) < Z ( x i ' x i } % d l d l * x. E s j £ 3 i ^ 3 1 
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We thus o b t a i n 
a 1 T p (x.) = aiA T I P l ( x . ) +a 2 (1-X) n P 2 (X . ) ° j G 3i ° 3 j e 3 i ^ j G 3 i ^ 
v a l i d f o r a l l x^ i G s 1 . T h i s can only be the case i f 
p 0 = pi = p2 , implying, by Theorem 3.1.2, t h a t P 0 = Pi = P 2 
i n c o n t r a d i c t i o n to our h y p o t h e s i s . 
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3.2 Convergence to Markov chains 
I n t h i s s e c t i o n we continue c o n s i d e r a t i o n of our h.h.M. 
s p e c i f i c a t i o n IT, and consid e r b r i e f l y a t o p i c capable 
of much more e x t e n s i v e i n v e s t i g a t i o n . 
L e t {V } be an i n c r e a s i n g sequence i n V such t h a t V ? A. 
For each n l e t P t n J be a p.m. on (S^ n , F (£V )) w i t h d e n s i t y 
of the form 
( 1 ) = x 3 v > \ ( x 9 v ' x v > ' 
n n n n n 
t h a t i s , the d i s t r i b u t i o n of the random v a r i a b l e s 
n 
c o n d i t i o n a l on the ( a - f i e l d generated by) the random 
v a r i a b l e s X^ v i s i n accordance with the s p e c i f i c a t i o n IT. 
n 
We w i l l say t h a t the sequence of p.m.s {P^ n'} converges 
to a p.m. P on ( S A , F ) , and w i l l w r i t e P ( n ) =>• P, i f f o r 
each V e 1/ , the a s s o c i a t e d sequence of marginal p.m.s 
P^n) on ( S V , F ( V ) ) (defined f o r a l l s u f f i c i e n t l y l a r g e n) 
converges to the marginal p.m. P v i n the sense of 
pointwise convergence of the corresponding d e n s i t i e s . 
(n) 
( I f we are prepared to extend each p.m. P , i n any way 
we l i k e , to a p.m. on (S , F ) , then t h i s convergence i s 
simply weak convergence i n the u s u a l sense.) I t i s easy 
to see t h a t i f P ( n ) =* p, then P 6 G(H). Of p a r t i c u l a r 
i n t e r e s t are those sequences {P^ n )} where each member P ( n ) 
a s s i g n s p r o b a b i l i t y one to a given x^ v £ S V n . I t i s a 
n 
s t r a i g h t f o r w a r d e x e r c i s e to check t h a t the l i m i t s of such 
sequences (where they e x i s t ) belong to M(IT). 
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T r i v i a l l y , i f P G 6(11) then P i s the l i m i t of a t l e a s t 
one sequence {P^ n )} w i t h d e n s i t i e s of the form 
(1) , namely t h a t given by P ( n ) = P f o r a l l n; of more 
n 
i n t e r e s t would be the problem of i d e n t i f y i n g a l l such 
sequences which converge to P. Note t h a t i f S i s f i n i t e 
and P i s the sole element of 6(11) (so t h a t n e c e s s a r i l y 
P E Mo (IT)) , then the u s u a l form of argument based on 
compactness and the s e l e c t i o n of subsequences shows 
t h a t every such sequence {P } converges to P. 
We consider i n d e t a i l only a s p e c i a l case: we take the 
s t a t e space S to be f i n i t e and c o n s i d e r the convergence 
of sequences of a p a r t i c u l a r k i n d to homogeneous Markov 
ch a i n s . 
L e t i 0 be a given element of A, and define the sequence 
{V } by n J 
(2) V0 = U 0 } , V n = ?V n_ 1 , n > 1 . 
As i n s e c t i o n 3.1, l e t $(p,q) be a f i x e d h.h.M. i n t e r a c t i o n 
such t h a t II = II(p,q) . F i x elements of ¥ by the convention 
(3) 1^  P*(x) = 1 , p* e y . 
x e s 
For any p* E Y and f o r any n > 0, d e f i n e the (unnormalised) 
d e n s i t y f „. on S V n + 1 by p*,n 2 
= rr p * ( x . ) i f p(x.) i r - p. n ( x )= ! J p * ( x ) I I p ( x ) I | q ( x , x ) 
P n+l i E 3V 1 i E V A { j , k } E N(V , ) : k 
n n J ' n+l 
Define the p.m. P ( p*' n ) on ( S V n + 1 , F ( V , )) by 
n+l 
p ( P * ' n ^ ( x = x ) = a f ( x ) V l Vn+1 P * ' n P * ' n Vn+1 
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where a p * n i s the a p propriate n o r m a l i s i n g constant. 
The sequence of p.m.s { P ^ p } i s of the form introduced 
a t the beginning of t h i s s e c t i o n . I n p a r t i c u l a r i f 
x e S/and 6 e ¥ i s as defined i n s e c t i o n 3.0, then 
P ( 6 x , n ) i s j u s t the r e s t r i c t i o n to ( S V n + 1 , F ( V ,)) of the J n+l 
p.m. IT (x~ , • ) / where x. = x f o r a l l i £ 3V . V dV i n n n 
Now suppose po € Define the sequence ( P n ) i n 4* by 
(4) p n = ^ ( p ^ ) , n > 1. 
For any m > 0 c o n s i d e r the d e n s i t y of p ( P ° ' m + 1 ) ( o n S V m + 2 ) . 
By summing over x 9 V m + 1 £ S 9 V m + 1 , and r e c a l l i n g the 
d e f i n i t i o n of T^ we o b t a i n the i d e n t i t y 
p ( p o ,m+l) _ ( p i ,m) 
V V 
v a l i d f o r any V C v , (where as u s u a l the s u f f i x V 
m+l 
denotes the marginal p.m. a s s o c i a t e d with the s e t V ) . 
I t e r a t e t h i s r e l a t i o n to obtain 
(5) p(Po,m+n) (Pn,m) n , m > 0 , V C V , . 
V V m+l 
For any p £ ¥, de f i n e the subset D (p) of V to be the 
p-q 
s e t of those p 0 G ¥ such t h a t the sequence { p n l d efined 
by (4) converges pointwise to p (under our convention (3)) 
D (p) may be regarded as a kind of 'domain of a t t r a c t i o n P r q 
i n ! of p w i t h r e s p e c t to the i n t e r a c t i o n $(p,q)• The 
f o l l o w i n g theorem i s now almost obvious. 
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Theorem 3.2.1. Given p,p 0 e the f o l l o w i n g two 
statements are e q u i v a l e n t . 
( i ) p.fl e D (p) 
( i i ) There e x i s t s P S M 0 ( H ) corresponding to p i n the 
sense of Theorem 3.1.1, and p (P°' n ) =* p. 
Proof. Suppose f i r s t t h a t p 0 £ D ( p ) . Under our 
P1<3 
convention (3) the mapping T^ : f + f i s as given by 
(4) of s e c t i o n 3.1. R e c a l l t h a t the denominator of the 
right-hand s i d e of t h i s equation i s s t r i c t l y p o s i t i v e . 
I t f o l l o w s e a s i l y t h a t because p n converges to p, 
T^ ( p n ) converges to T ^ ( p ) ; hence p = T^(p) and there 
e x i s t s P £ M 0 ( I I ) corresponding to p. For any V S [/, 
choose m such t h a t V C v As n + », f converges 
m+l p ,m 
pointwise to f ~ ^  on S V m + 1 . Summing over x y G gvm+l 
P ' m+l 
we obtain a l s o t h a t a -> a~ , and so deduce t h a t 
Pn,m p, m 
p0?n' m) converges to P y (as n -»•<») . Using (5), p ^ P o , n ) 
converges to P y , and s i n c e V i s a r b i t r a r y i t f o l l o w s t h a t 
p(Po,n) ^  p^ 
Now suppose t h a t p (P°' n ) =*• p where P € M 0 ( I T ) corresponds to 
p. I n p a r t i c u l a r p ( p o , n ) converges to P , and so by (5) 
" i v i 
P v ^ n ' ° ^ converges to P y . I t f o l l o w s t h a t f o r any 
X 8Vo 6 S 
3v0 
P„( xJ 1—-r P< XJ 
i e 9V0 P_(s) i G 3V0 p(s] 
and so p 0 ^ D (p) 
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Remarks. 1. The above theorem may be regarded as 
i d e n t i f y i n g those sequences of the form { p ( p o , n ) } which 
converge to a given P e Mo ( I I ) . I f we regard n as 
fundamental, then the statement of the theorem s u f f e r s 
from the same weakness as t h a t of Theorem 3.1.1, t h a t 
of being dependent on the cho i c e of i n t e r a c t i o n $(p,q) 
such t h a t n = n ( p , q ) . 
2. I t i s not d i f f i c u l t to extend the theorem to the 
more g e n e r a l case of countable S. Given p 0 e i t i s 
ne c e s s a r y to re-e x p r e s s the d e f i n i t i o n of the convergence 
to p of the sequence (p } i n f given by ( 4 ) , by s a y i n g 
n 
t h a t i t occurs i f 
P n ( x ) p(x) 
+ 
P n ( s ) p(s) 
i t i s a l s o n e c e s s a r y to c o n s i d e r only those p 0 such t h a t 
the sequence {p n> a c t u a l l y e x i s t s , and s a t i s f i e s the 
c o n d i t i o n t h a t f o r a l l n and a l l x G s, 
P n ( x ) 
< p(x) 
P n ( s ) 
fo r some f u n c t i o n p : S ->- R such t h a t 
+ 
22 H P (x)q(x,y) p(y) < °° . 
x y 
The theorem then goes through much as before, though there 
are tedious d e t a i l s concerned with v e r i f y i n g the e x i s t e n c e 
of v a r i o u s q u a n t i t i e s . 
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3.3 Markov s p e c i f i c a t i o n s r epresented by s t o c h a s t i c m a t r i c e s 
I n t h i s s e c t i o n we co n s i d e r the r e p r e s e n t a t i o n of an 
h.h.M. s p e c i f i c a t i o n by a s t o c h a s t i c matrix a s s o c i a t e d 
with a given ' d i r e c t i o n ' i n our r e g u l a r t r e e A. T h i s i s 
n a t u r a l when we s t a r t w ith a homogeneous Markov ch a i n with 
known ' t r a n s i t i o n matrix", and wish to co n s i d e r the 
a s s o c i a t e d s p e c i f i c a t i o n . The r e s u l t s obtained w i l l a l s o 
enable us to t i e up more e a s i l y the theory developed so 
f a r with t h a t of S p i t z e r * f o r the b i n a r y s t a t e space. 
L e t < be a p a r t i a l o r d e r ing on the elements of A such 
t h a t 
( i ) f o r each i , j S A wi t h i ~ j , e i t h e r i < j or 
j < i but not both, 
(1M ( i i ) f o r each i £ A, there i s p r e c i s e l y one neighbour 
j of i such t h a t j < i - denote t h i s neighbour by a . 
I f i s thought of as the 'predecessor' of each i , then 
the t r e e A may be thought of as 'evolving' s e q u e n t i a l l y , 
w i t h d 'branches' a t each step. For each i G A, de f i n e 
a l s o A* to be the s e t of those elements j of A such t h a t 
or belongs to the path i n the t r e e connecting j to i , 
i . e . A* = A. i n the no t a t i o n introduced i n s e c t i o n 2.0. 
1 1,01 
The f o l l o w i n g lemma i s l i t t l e more than a restatement of 
p a r t of Lemma 2.1.3. 
Lemma 3.3.1. A p.m. P on (S , F) i s a Markov ch a i n i f and 
only i f 
(2) f o r each i <= A, F G F ( i ) , P ( F / F ( A * ) ) = P ( F / F ( a )) 
* and Preston 
3.19 
Proof. I f P i s a Markov c h a i n , then (2) i s immediate 
from Lemma 2.1.3. Conversely, i f P s a t i s f i e s (2) then 
we proceed e s s e n t i a l l y as i n the proof of the i m p l i c a t i o n 
( i i i ) =*• ( i ) of t h a t lemma: f o r any V G I/* , l e t i , i i , i 2 / . . . 
be any ordering of the elements of V such t h a t f o r each r , 
1 < r < n, a. belongs to the s e t { i , i i , . . . , i }. The 
r 
element i i s obviously uniquely determined; f o r each 
remaining j G V, a = 3 ± ( j ) (where 3 i ( j ) i s as defined i n 
s e c t i o n 2.0). Using (2) we deduce t h a t 
p ( x v = x v ) = p (x. = x.) rr p(x = x / x a = x ) 
J G V-X j j 
I t f o l l o w s from Lemma 2.1.2 t h a t P i s a Markov c h a i n . 
A Markov ch a i n on (S , F) w i l l be c a l l e d stationary (with 
r e s p e c t to <) i f i t i s i n v a r i a n t under those graph 
isomorphisms of the t r e e (onto i t s e l f ) which p r e s e r v e the 
p a r t i a l ordering <. Homogeneous Markov ch a i n s are 
s t a t i o n a r y , though the converse i s not g e n e r a l l y t r u e . 
Now l e t q : S x S ^ R + be a stochastic matrix, i . e . 
s a t i s f y the c o n d i t i o n t h a t f o r a l l x G S, £Z. q(x,y) = 1 
y e s 
A Markov chain P w i l l be s a i d to have q as i t s transition 
matrix (with r e s p e c t to the p a r t i a l o r d e ring <) i f for 
a l l i G A, x G s, 
P(X = x / F ( a J ) = q ( X a , x) P-a.s. 
i 
I t f o l l o w s , i n an obvious g e n e r a l i s a t i o n of f a m i l i a r 
one-dimensional Markov chain theory, t h a t a Markov chain 
P with t r a n s i t i o n matrix q i s s t a t i o n a r y i f and only i f 
ther e e x i s t s p' : S + R (with JZ p'(x) = 1) such t h a t 
+ x e s 
f o r a l l i e A, x e S, P(X = x) = p 1 ( x ) ; t h a t p' then 
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s a t i s f i e s p 1 (x) = £T P ' ( y ) q ( y / X ) , x S S; and i f q 
y e s 
i s a d d i t i o n a l l y i r r e d u c i b l e , t h a t such a s t a t i o n a r y 
Markov c h a i n P e x i s t s i f and only i f q i s p o s i t i v e -
r e c u r r e n t , P then being unique. 
L e t $ ( l , q ) denote the Markov i n t e r a c t i o n on (S,A) whose 
s i n g l e - s i t e i n t e r a c t i o n f u n c t i o n s are i d e n t i c a l l y one, 
and whose p a i r w i s e i n t e r a c t i o n f u n c t i o n s are given by 
q = q f o r each i £ A. L e t n ( l , q ) denote the 
1 
corresponding Markov s p e c i f i c a t i o n . I f a Markov c h a i n 
has t r a n s i t i o n matrix q, then i t i s easy to see t h a t 
P € M ( n ( l , q ) ) , though the converse need not be the case. 
(See the examples of s e c t i o n s 3.4 and 3.5.) 
Henceforth we suppose t h a t the s t o c h a s t i c matrix q 
a d d i t i o n a l l y s a t i s f i e s : 
( i ) q (x,s) > 0, q(s,x) > 0 f o r a l l x e S (where 
s £ S d e f i n e s the b a s e p o i n t ) ; t h i s i m p l i e s t h a t q 
i s i r r e d u c i b l e , and t h a t $ ( l , q ) , 11(1,q) are h e r e d i t a r y ; 
(3) < 
( i i ) q i s p o s i t i v e - r e c u r r e n t and reversible, i n the 
sense t h a t the corresponding one-dimensional 
s t a t i o n a r y Markov c h a i n i s r e v e r s i b l e . 
The s t a t i o n a r y Markov c h a i n P on ( S A , F ) with t r a n s i t i o n 
matrix q i s then n e c e s s a r i l y homogeneous. (Indeed a 
homogeneous Markov c h a i n a s s o c i a t e d w i t h the t r e e A i s 
simply the n a t u r a l g e n e r a l i s a t i o n of a one-dimensional 
reversible Markov chain.) We may show d i r e c t l y t h a t the 
corresponding h e r e d i t a r y Markov s p e c i f i c a t i o n I I ( l , q ) i s 
a l s o homogeneous: s i n c e q i s r e v e r s i b l e there e x i s t s a 
symmetric f u n c t i o n q* : S x S + R +, and a f u n c t i o n p : S ->• R + 
such t h a t 
(4) q(x,y) = q*(x,y)p(y) , x,y 6 S. 
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(The f u n c t i o n s p and q* are each uniquely determined 
up to a s t r i c t l y p o s i t i v e m u l t i p l i c a t i v e constant, so 
th a t p i s unique when regarded as an element of ¥.) 
The Markov i n t e r a c t i o n <Ml,q) i s t h e r e f o r e e q u i v a l e n t 
to the h.h.M. i n t e r a c t i o n $(p,q*) , and thus IT (1,q) i s 
h. h.M.. 
The homogeneous Markov chains corresponding to I I ( l , q ) 
may be determined - a t l e a s t i n p r i n c i p l e - v i a Theorem 
3.1.1., though we must f i r s t f i n d a h.h.M. i n t e r a c t i o n 
(e.g. <Mp,q*) ) e q u i v a l e n t to $ ( l , q ) . I t i s u s e f u l i n 
a p p l i c a t i o n s , and perhaps provides some a d d i t i o n a l i n s i g h t , 
to have an analogous statement d i r e c t l y i n terms of $ ( l , q ) , 
i . e. i n terms of our r e v e r s i b l e s t o c h a s t i c matrix q. 
We give t h i s below, f i r s t i n t r o d u c i n g some a d d i t i o n a l 
n o t a t i o n . Given any f u n c t i o n p* : S R + d e f i n e (as i n 
s e c t i o n 3.1) the f u n c t i o n Qp* : S R (where i t e x i s t s ) 
by 
(Qp*) (x) = Y. q ( x , y ) p * ( y ) , 
y £ S 
and the f u n c t i o n p*Q : S ->• R + (where i t e x i s t s ) by 
(p*Q) (x) = H p* (y)q(y,x) . 
y € S 
Theorem 3.3.2. Suppose the s t o c h a s t i c matrix q s a t i s f i e s 
the c o n d i t i o n s ( 3 ) . L e t p £ f be as uniquely determined 
by the decomposition (4) of q. Then t h e r e i s a one-to-one 
correspondence between M 0 ( I I ( l , q ) ) and the s e t of f u n c t i o n s 
p e <y s a t i s f y i n g 
( i ) P ( X ) - [ (Qp) ( X ) ] d 
' 5 ) 1 r • • i V / * ^ 1+ V d 
d x ) £_ p (x) p (x) < co 
x G S 
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Given p s a t i s f y i n g ( 5 ) , the corresponding homogeneous 
Markov c h a i n P i s (uniquely) determined by i t s t r a n s i t i o n 
matrix q (with r e s p e c t to the p a r t i a l o r d e r i n g <, ox, 
s i n c e P i s homogeneous, wi t h r e s p e c t to any other p a r t i a l 
o r d e r i n g s a t i s f y i n g the c o n d i t i o n s (1)) given by 
(6) q(x,y) = 
q(x,y) p(y) 
Yi q ( x , z ) p ( z ) 
z e s 
and the corresponding ' s t a t i o n a r y ' d i s t r i b u t i o n i s given 
by 
(7) P(X. = x) cc p ( x ) p ( x ) 1 + 1 / d , i G A. 
Proof. The correspondence a s s e r t e d i n the f i r s t p a r t 
of the theorem may be deduced by a c a r e f u l t r a n s l a t i o n 
of the statement of Theorem 3.1.1 - simply note t h a t the 
i n t e r a c t i o n $ ( l , q ) i s e q u i v a l e n t to the i n t e r a c t i o n 
$(p,q*) where p and q* a r e as given by ( 4 ) . The f u n c t i o n 
p of t h i s theorem corresponds to the f u n c t i o n p of 
Theorem 3.1.1 v i a the r e l a t i o n 
(8) p(x) cc p ( x ) p ( x ) . 
However, i t i s of some i n t e r e s t to deduce the correspondence 
d i r e c t l y , though i n two d i s t i n c t s t a g e s , from our b a s i c 
Theorem 2.2.1. 
1. Suppose f i r s t t h a t P G M ( I I ( l , q ) ) i s s t a t i o n a r y . 
Consider the r e p r e s e n t a t i o n of the marginal p.m.s 
P , V G l / * , given by Theorem 2.2.1 w i t h the i n t e r a c t i o n 
$ ( l , q ) . The f u n c t i o n s p^ defined there s a t i s f y 
P / i < J 
P / j < i 
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f o r some f u n c t i o n s p,p S y, and we have 
( i ) P(x) - [ (Qp)(x) ] d 
( i i ) P(x) (pQ)(x) [ (Qp)(x) ] d-l cc (9) { 
L_ p(x)(Qp)(x) < ( i i i 00 
Conversely, given p,p £ ¥ s a t i s f y i n g these c o n d i t i o n s , 
t h e r e e x i s t s a unique s t a t i o n a r y Markov chain P G M ( I T ( l , q ) ) 
to which p,p correspond. 
2. Now l e t q(x,y) = q * ( x , y ) p ( y ) as i n ( 4 ) . By c o n s i d e r i n g 
the s e t s V £ I/, we see t h a t a s t a t i o n a r y Markov ch a i n P 
i n M ( T I ( l , q ) ) i s homogeneous i f and only i f the corresponding 
f u n c t i o n s p,p s a t i s f y ( 8 ) , Therefore i f P is homogeneous, 
(8) and (9) together give the r e s u l t t h a t p s a t i s f i e s ( 5 ) . 
Conversely i f p s a t i s f i e s ( 5 ) , d e f i n e p £ ¥ v i a ( 8 ) ; again 
using the decomposition (4) of q, we see t h a t p,p together 
s a t i s f y ( 9 ) , and so there i s a unique P € M 0 ( n ( l , q ) ) to 
which p corresponds. 
3. We complete the proof by c o n s i d e r i n g P € M 0(H(l,q)) 
and p,p corresponding to P as above. L e t i , j 6 A be such 
t h a t i = a.. Then by Theorem 2.2.1, 
Thus the t r a n s i t i o n matrix of P i s as given by ( 6 ) , and 
we a l s o have 
P(X± = x, X. = y) « p ( x ) q ( x , y ) p ( y ) 
P ( X ± = x) <* p(x) (Qp)(x) 
cc p (x) p ( X ) 1 + 1/d 
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Remarks.* 1. I t may be seen from the proof of the above 
theorem t h a t M(II(l,q)) c o n t a i n s a s t a t i o n a r y , non-homogeneous 
Markov chain i f and only i f there e x i s t p,p S y s a t i s f y i n g 
(9) but not ( 8 ) . I t i s not immediately obvious whether 
t h i s can ever happen. I f i t can then M(II(l,q)) must 
con t a i n uncountably-inf i n i t e l y many such Markov chains -
one (or more) f o r each p a r t i a l o r d e r ing < s a t i s f y i n g the 
c o n d i t i o n s ( 1 ) . 
2. I t i s now c l e a r t h a t f o r any h.h.M. s p e c i f i c a t i o n n , 
Mo (IT) i s i n a one-to-one correspondence w i t h the s t o c h a s t i c 
m a t r i c e s q s a t i s f y i n g (3) and II = 11(1,q). I n p r i n c i p l e , 
t h i s should l e a d to a l t e r n a t i v e d e r i v a t i o n s of Theorems 
3.1.1 and 3.1.2, and indeed t h i s is the b a s i s of S p i t z e r ' s 
corresponding r e s u l t s f o r the b i n a r y case. 
3. There i s an obvious analogue of Theorem 3.2.2 f o r 
Mi (II (1 ,q) ) ; t h i s may be s i m i l a r l y d e r i v e d from Theorem 
2.2.1, or by a t r a n s l a t i o n e x e r c i s e on the statement of 
Theorem 3.1.2. We do not s t a t e the r e s u l t here, though 
we do use i t i n the next s e c t i o n . 
Now suppose S i s f i n i t e . Given our s t o c h a s t i c matrix 
q s a t i s f y i n g (3) and any p S V, d e f i n e D (p) to be the 
s e t of p 0 £ f such t h a t the sequence { p R } given by 
p^(x) <* [ (Qp n 1 ) ( x ) ] d , n > 1, converges to p i n the sense 
introduced i n the previous s e c t i o n . Then Theorem 3.2.1 
may be t r a n s l a t e d i n t o the r e s u l t t h a t p 0 £ D ( p ) i f and 
i / g ^ 
only i f t h e r e e x i s t s P £ Mo (11(1,q) ) corresponding to p 
i n the sense of Theorem 3.3.2 and a s u i t a b l y defined 
sequence of p.m.s { p ( p o , n ) } converges to P. 
* We should additionally remark that the function p £ f determined by 
(4) i s j u s t the 'stationary' d i s t r i b u t i o n corresponding to the r e v e r s i b l e 
stochastic matrix q. One solution of (5) i s given by p(x) = 1 for a l l 
x, yielding the stationary (homogeneous) Markov chain with t r a n s i t i o n 
matrix q. 
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3.4 The b i n a r y s t a t e space 
We take the s t a t e space S = { 0 , 1 } , and con s i d e r h.h.M. 
s p e c i f i c a t i o n s , where the basepoint s f t £ S i s given 
by s. = 0 f o r a l l i G A. The s t a t e space S i s f i n i t e , 
and so we may take the approach of the preceding s e c t i o n 
and r e p r e s e n t any such s p e c i f i c a t i o n n by the t r a n s i t i o n 
matrix 
(1) q = q(a,T) = 
a 1-al 
1-T T 
of any one of i t s corresponding homogeneous Markov c h a i n s . 
(By the c o r o l l a r y to Theorem 3.1.1 there i s a t l e a s t one 
such Markov chain.) The h e r e d i t a r y c o n d i t i o n g i v e s 
(2) 0 < a < l , 0 < x < 1 
Conversely, any such h e r e d i t a r y s t o c h a s t i c matrix q i s 
n e c e s s a r i l y r e v e r s i b l e and so d e f i n e s an h.h.M. s p e c i f i c a t i o n 
11(1,q) . (Note t h a t we may a l s o c o n s i d e r those s t o c h a s t i c 
m a t r i c e s q(a,x) defined by a = 0, 0 < T < 1 - these are 
h e r e d i t a r y w i t h r e s p e c t to the basepoint s f t defined by 
s ± = 1 f o r a l l i S A.) The s t a t i o n a r y Markov ch a i n P 
corresponding to q i s homogeneous. Therefore, f o r a 
given h.h.M. s p e c i f i c a t i o n n we may c h a r a c t e r i s e 
M0 (II) simply by i d e n t i f y i n g a l l h e r e d i t a r y s t o c h a s t i c 
m a t r i c e s q such t h a t II = I I ( l , q ) . 
Now fo r any such q = q(a,x) we have n = H ( l , q ) i f and 
only i f , f o r a l l i e A 
(3) 
( x 3 i ,D T r ( l - r ) d - r 
V x 3 i ' 0 ) (l-o)r-1 a d + 1 " r 
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where r , O < r < d+1, i s the number of neighbours j of i 
such t h a t x_. = 1. ( I f II = H(l,q) then (3) f o l l o w s as an 
easy c a l c u l a t i o n , and the converse r e s u l t i s t r u e because 
any h e r e d i t a r y Markov s p e c i f i c a t i o n 11' i s uniquely 
determined by the k e r n e l s TI\ , i £ A.) Therefore the 
Markov chains i n M0 (II) are i d e n t i f i e d by those p a i r s 
(a,x) s a t i s f y i n g (2) and ( 3 ) . T h i s i s the approach of 
Spitzer (1975b)*. Our i n t e n t i o n here i s simply to show 
t h a t S p i t z e r ' s r e s u l t s f o l l o w as an easy a p p l i c a t i o n of 
the theorems presented i n the preceding s e c t i o n s of t h i s 
chapter, and provide examples of a l l the v a r i o u s p o s s i b l e 
phenomena d i s c u s s e d t h e r e . 
The right-hand s i d e of (3) i s an i n c r e a s i n g f u n c t i o n of r 
i f a + x > 1 - i n which case the s p e c i f i c a t i o n II i s 
attractive, and a d e c r e a s i n g f u n c t i o n of r i f o + T < 1 -
i n which case II i s repulsive. 
We now regard the h e r e d i t a r y t r a n s i t i o n m atrix q = q(a,x) 
as f i x e d , and look a t the Markov chains corresponding to 
I I ( l , q ) . F i x any element p of f by our o r i g i n a l convention 
p(0) = 1, and then w r i t e simply p f o r p ( l ) . (We allow 
p = co to cover the case p(0) = 0, p ( l ) > 0.) Define the 
f u n c t i o n g : [0,°°] (0, 0 0) by 
(4) g(p) = 
1 - T + x p 
a + ( 1 - a ) p 
with g(°°) = 
T 
By Theorem 3.3.2 the elements of M Q ( I I ( l , q ) ) a re i n a 
one-to-one correspondence w i t h the ( n e c e s s a r i l y s t r i c t l y 
p o s i t i v e ) s o l u t i o n s p of 
(5) p = g(p) 
* and Preston (1974) : see the note at the end of Chapter 0. 
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(T h i s i s S p i t z e r ' s r e s u l t . ) For each such p, the 
t r a n s i t i o n matrix of the corresponding homogeneous 
Markov ch a i n P i s given by q(a,x) where 
° . TP a = , T = 
o + ( l - a ) p 1-T+xp 
and f o r a l l i € A, 
P(X. = 1) 
P(X = 0) 
One s o l u t i o n of (5) i s of course p = 1, g i v i n g the Markov 
ch a i n w i t h t r a n s i t i o n m a trix q. 
P 
1-T 
From the obvious analogue of Theorem 3.3.2 f o r M i ( I I ( l , q ) ) , 
(or by Theorem 3.1.2 p l u s a l i t t l e work), the elements of 
t h i s s e t are i n a one-to-one correspondence with the 
ordered p a i r s fcpe,p°) of s o l u t i o n s of 
(6) p = g(p ) / P = g(p ) 
For each such p a i r (p e,p°), the corresponding Markov 
ch a i n P has a t r a n s i t i o n m a trix from a to any i € E 
( r e c a l l i n g t h a t E i s the s e t of 'even' v e r t i c e s i n A, and 
t h a t a i s the 'predeccesor' of i ) , given by q ( a e , x e ) 
where 
e a ip e _ e c a = , T = 
a + ( l - a ) p e l - T + x p 8 
and we have 
P(X. = 1) i 1-a , , .. 
— ( P e ) 1 + 1 / d P(X. = 0) 1-T i 
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Corresponding r e s u l t s f o r any s i t e i 6 o are given 
, e e e , o o o ... o _e by r e p l a c i n g p , a , T by p , a , T . When p = p 
we have a homogeneous Markov chain . The s o l u t i o n s of 
(6) w i t h p p come i n complementary p a i r s . 
We may make the f o l l o w i n g deductions from these r e s u l t s . 
(See S p i t z e r ' s paper f o r d e t a i l s . ) 
( i ) When the s p e c i f i c a t i o n 11(1,q) i s a t t r a c t i v e (a + T > 1) 
the equation (5) has 1, 2, or 3 s o l u t i o n s , and so there 
are 1, 2 or 3 corresponding homogeneous Markov ch a i n s . 
For d > 2, a l l of these p o s s i b i l i t i e s may occur. F u r t h e r 
s i n c e g i s i n c r e a s i n g , the only s o l u t i o n s of (6) s a t i s f y 
p° = p e , and so M i ( n ( l , q ) ) = M 0 ( H ( l , q ) ) . 
( i i ) When the s p e c i f i c a t i o n n ( l , q ) i s r e p u l s i v e (a + T < 1) 
g i s de c r e a s i n g and so (5) has e x a c t l y one s o l u t i o n , 
implying t h a t t h e r e i s p r e c i s e l y one corresponding 
homogeneous Markov chain . For any d > 2, and s u i t a b l e 
a, T , the equation (6) has a t l e a s t one unordered s o l u t i o n 
p a i r (p e,p°) with p° p e , so t h a t Mi (11(1,q)) i s s t r i c t l y 
l a r g e r than M 0 ( n ( l , q ) ) . 
Spitzer (1975b) g i v e s a complete c l a s s i f i c a t i o n of r e s u l t s 
f o r the case d = 2 and a l l v a l u e s of a and T , 0 < a < 1 , 
0 < T < 1. He a l s o shows t h a t f o r gener a l d and i n both 
the a t t r a c t i v e and r e p u l s i v e c a s e s , | G ( I I ( l , q ) ) | = 1 i f 
and only i f | M i ( I T ( l , q ) ) | = 1, i . e . i f and only i f the 
equation g { g ( p ) } = p has e x a c t l y one s o l u t i o n . His work 
r e l i e s on some r e s u l t s of Preston (19 74) f o r a t t r a c t i v e 
s p e c i f i c a t i o n s w i t h S = {0,1} and a g e n e r a l neighbour 
r e l a t i o n on A. (The r e p u l s i v e case i s d e a l t with by the 
interchange of the l a b e l s 0 and 1 i n S a t the v e r t i c e s 
i n the subset 0 of A; t h i s g i v e s a transformed s p e c i f i c a t i o n 
which i s a t t r a c t i v e , though not homogeneous.) I n Chapter 4 
we give a r e l a t i v e l y quick d e r i v a t i o n of these r e s u l t s , 
a p p l i c a b l e to more genera l s t a t e spaces, but r e l y i n g on 
our t r e e s t r u c t u r e . 
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We now con s i d e r b r i e f l y , and without any formal proofs, 
the s e t s D, (p) (see s e c t i o n 3.3) i n ¥ a s s o c i a t e d w i t h 
those p £ *F which correspond to the elements of M 0 ( I I ( l , q ) ) . 
R e c a l l t h a t under our c u r r e n t convention Y i s simply the 
space [0,°°] ; hence, given p, D (p) i s simply the s e t of 
po e [0,°°] such t h a t the sequence {p } f given by p R = g ( P n ^) r 
n > 1, converges to p. We again c o n s i d e r s e p a r a t e l y the 
a t t r a c t i v e and r e p u l s i v e c a s e s . 
( i ) When the s p e c i f i c a t i o n I I ( l , q ) i s a t t r a c t i v e and the 
equation (5) has e x a c t l y one s o l u t i o n p, then i t i s not 
d i f f i c u l t to show t h a t D (p) = [0,°°] . Thus a l l the 
sequences of p.m.s of the gen e r a l form considered i n 
Theorem 3.2.1 converge to the homogeneous Markov chain P 
corresponding to p. (From S p i t z e r ' s r e s u l t s , P i s the 
s o l e element of G ( I T ( l , q ) ) . ) I n an obvious sense the 
Markov chain P may be d e s c r i b e d as ' s t a b l e 1 . When the 
equation (5) has three s o l u t i o n s , pi < p 2 < ? 3 , i t i s 
again easy to show t h a t 
D. „(Pi) = [ 0 , p 2 ) , 5 (p 2) = [ p 2 ] , 5 ( p 3 ) = ( P 2 , 0 0 ] . 
i , q •l/cd •l/<3 
We thus have one 'unstable' and two ' s t a b l e ' Markov c h a i n s . 
The case where (5) has two s o l u t i o n s corresponds to the 
coincidence of e i t h e r pi and p 2 or p 2 and p 3 i n the t h r e e -
.solution case. 
( i i ) When the s p e c i f i c a t i o n I I ( l , q ) i s r e p u l s i v e , so t h a t 
(5) always has e x a c t l y one s o l u t i o n p, then D (p) = [0,°°] 
i f and only i f the equation (6) has no a d d i t i o n a l ' s o l u t i o n 
p a i r s ' . Then again the corresponding Markov ch a i n i s 
' s t a b l e ' . For the case d = 2 we may check t h a t when such 
an a d d i t i o n a l , unordered, s o l u t i o n p a i r (p e,p°) e x i s t s 
(p° ^ p e ) , then f o r any p 0 other than p the sequence ( p n ) 
defined above converges to the c y c l e p e,p°,p e,p°,.... 
Thus the homogeneous Markov chain i s 'unstable', and the 
remaining p a i r of chains i n Mi(IT(l,q)) are i n a sense 
j o i n t l y s t a b l e . 
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We conclude t h i s s e c t i o n by c o n s i d e r i n g the 'extremely 
r e p u l s i v e ' homogeneous non-hereditary s p e c i f i c a t i o n 
II = I I ( l , q ) d e f i n e d by the non-hereditary t r a n s i t i o n matrix 
q = 
0 
1 
1 
0 
T h i s i s not s t r i c t l y a ' s p e c i f i c a t i o n ' , as f o r each V £ f 
the corresponding p.m. TT (x ,•) i s not d e f i n e d f o r a l l 
9v v d v X g v S S . The corresponding c l a s s of p.m.s G (IT) i s , 
however, w e l l - d e f i n e d , and c o n s i s t s of a l l convex 
combinations of the two elements P e,P°, say, of E (IT) , 
where p e a s s i g n s p r o b a b i l i t y one to the s i n g l e element 
x R S S A defined by 
x. = i x 
1 , i e E 
o , i e o 
and where p ° i s the complement of P e. A l l elements of 
G(II) are Markov c h a i n s , so t h a t G(II) = Mi (II) . We attempt 
to apply the preceding r e s u l t s to II. Note t h a t the 
equation (5) c o r r e c t l y i d e n t i f i e s the s i n g l e element.of 
M 0 ( I I ) . However, i f d > 2, equation (6) only i d e n t i f i e s t h i s and 
the extreme p a i r of chains P e,P°. I t s f a i l u r e to i d e n t i f y 
the remaining elements of Mx (IT) seems to stem, not so much 
from the t e c h n i c a l d i f f i c u l t i e s i n d e f i n i n g an i n t e r a c t i o n 
or s p e c i f i c a t i o n i n t h i s case, as from the f a i l u r e of the 
key Theorem 2.2.1 i n the absence of the h e r e d i t a r y 
c o n d i t i o n . 
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3 . 5 An example w i t h |s| = 3 
We con s i d e r as a f u r t h e r example the s t a t e space S = { 0 , 1 , 2 } , 
and the h.h.M. i n t e r a c t i o n $ ( l , q ) defined by the s i n g l e -
s i t e i n t e r a c t i o n f u n c t i o n which i s i d e n t i c a l l y one, and 
the p a i r w i s e i n t e r a c t i o n f u n c t i o n q : S x S -*• R +, where 
q(x,y) = 
a , x = y 
6 , x * y 
w i t h a + 2B = 1 and 0 < a < 1. We w r i t e II f o r the 
corresponding h.h.M. s p e c i f i c a t i o n 1 1 ( 1 , q ) . S i n c e q i s 
a l s o a s t o c h a s t i c matrix, we may use any of the r e s u l t s 
of s e c t i o n s 3 . 1 , 3 . 2 , and 3 . 3 to study the Markov chains 
corresponding to I I . (We w i l l a l s o c o n t r i v e to use some 
of the r e s u l t s of s e c t i o n 3.4.) 
Theorem 3 . 1 . 2 i m p l i e s t h a t Mi (II) i s i n a one-to-one 
correspondence w i t h the s e t of ordered p a i r s of (equivalence 
c l a s s e s of) f u n c t i o n s (p e,p°) i n 4* s a t i s f y i n g 
(1) P° = T ^ ( p e ) , p e = T^(p°) 
where T^ : V V, i s the mapping introduced i n s e c t i o n 
3 . 1 . For each such p a i r the corresponding Markov chain 
i s as co n s t r u c t e d i n t h a t theorem. The s o l u t i o n s of (1) 
w i t h p = p = p, say, i . e . the s o l u t i o n s of 
(2) • P = T^(p) 
correspond to the homogeneous Markov chains i n Mi (II) 
i . e . to the elements of Mo (IT) . For each such p the 
corresponding Markov ch a i n may be c o n s t r u c t e d e i t h e r as 
i n Theorem 3 . 1 . 1 or Theorem 3 . 3 . 2 . 
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We w i l l r e p r e s e n t any element p o f ¥ by (p<j/Pi#P2)/ 
where f o r x = 0,1,2, p^ = p ( x ) . Here we a r e as u s u a l 
i d e n t i f y i n g p w i t h any member o f t h e e q u i v a l e n c e c l a s s 
o f f u n c t i o n s i t r e p r e s e n t s , so t h a t (P0/P1/P2) = (A.p0 / Api , Ap 2) 
f o r any s t r i c t l y p o s i t i v e c o n s t a n t X. S i n c e q i s s t o c h a s t i c , 
one s o l u t i o n o f (2) i s always g i v e n by p = ( 1 , 1 , 1 ) . The 
c o r r e s p o n d i n g homogeneous Markov c h a i n , w h i c h we denote 
by P, i s t h a t w i t h t r a n s i t i o n m a t r i x q. 
For each x € S d e f i n e M? (II) t o be t h e s e t o f Markov c h a i n s 
i n M1 (IT) w h i c h a r e i n v a r i a n t under i n t e r c h a n g e o f t h e 
r e m a i n i n g two elements o f S. S i m i l a r l y d e f i n e 
Mo ( n ) = Mi ( n ) n M0 ( m . 
The elements o f M° (II) c o r r e s p o n d t o t h e s o l u t i o n s o f (1) 
w i t h p e = (l,Pi,p®) and p° = (l,p°,p°). These are g i v e n 
by t h e s o l u t i o n s o f 
(3) p? = g(Pt> e , o. Pi = g ( p x ) 
where t h e f u n c t i o n g [0,°°] -»• (0,°°) i s d e f i n e d by 
j ( l - a ) + i (1+cOp d 
(4) g (p) = 
a + ( 1 - a ) p 
and, o f c o u r s e , t h e elements o f (IT) c o r r e s p o n d t o t h e 
f u n c t i o n s p = ( l , p i , p i ) i n T where 
(5) Pi = g ( P i ) 
Now n o t e t h a t (4) i s j u s t t h e e q u a t i o n (4) o f t h e 
p r e c e d i n g s e c t i o n w i t h a = a, T = ^ ( l + a ) . We may 
t h e r e f o r e use S p i t z e r ' s r e s u l t s f o r t h e b i n a r y s t a t e 
space t o make t h e f o l l o w i n g d e d u c t i o n s . 
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( i ) When a < ^ ( c o r r e s p o n d i n g t o a + T < 1) , M° (II) 
has P as i t s s o l e element. However M° (II) may o r may 
n o t c o n t a i n a d d i t i o n a l e l e m e n t s , depending on d and t h e 
p r e c i s e v a l u e o f a. (For example, i f d = 3 and a = 0.1 
t h e n n u m e r i c a l i n v e s t i g a t i o n shows t h a t M° (H) c o n s i s t s 
o f P, t o g e t h e r w i t h t h e non-homogeneous Markov c h a i n 
d e f i n e d by p® - 2.4871, p° - 0.469 8, and t h e complement 
o f t h i s c h a i n - g i v e n by i n t e r c h a n g i n g p^ and p°.) Note 
t h a t when a = * t h e s p e c i f i c a t i o n n i s t r i v i a l , G(IT) 
c o n s i s t i n g s o l e l y o f P, w h i c h i n t h i s case i s such t h a t 
t h e random v a r i a b l e s XL , i £ A, a r e independent w i t h 
P(X. = x) = 1 f o r a l l i G A, x e S. 
( i i ) When a > \ , Mj (II) i s e q u a l t o Mj (II) and may 
c o n t a i n 1, 2 o r 3 elements a c c o r d i n g t o d and t h e p r e c i s e 
v a l u e o f a. 
Note a l s o t h a t t o each element o f Mj (II) o t h e r t h a n P, 
t h e r e c o r r e s p o n d two f u r t h e r d i s t i n c t elements o f Mi (II) -
one i n Mj (I I) and t h e o t h e r i n M* (II) . Thus i f | M j ( n ) | = 2 
( r e s p e c t i v e l y 3 ) , t h e n | M i ( I I ) | > 4 ( r e s p e c t i v e l y 7 ) . 
We now c o n s i d e r i n more d e t a i l t h e case where d = 2. 
Here we may compare ( 3 ) , (4) and (5) w i t h S p i t z e r ' s 
d e t a i l e d r e s u l t s f o r d = 2 and b i n a r y s t a t e space, t o 
o b t a i n t h e f o l l o w i n g r e s u l t s f o r t h e p r e s e n t example. For 
a l l v a l u e s o f a t h e o n l y s o l u t i o n s o f (3) a r e g i v e n by 
P° = P! = Pi? t h u s M ° ( I I ) = M ° ( I I ) . An a n a l y s i s o f (5) 
shows t h a t when a < 4/2" - 5 (- 0. 6569) t h i s e q u a t i o n has 
o n l y one s o l u t i o n p x = 1; t h u s P i s t h e s o l e element o f 
Mj (n ) . ( f o r M0 ( I I ) we can o n l y say t h a t | M 0 ( H ) | > 1 ) . 
When 4 / 2 - 5 < o t < l and a =?*= | t h e e q u a t i o n (5) 
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has 3 s o l u t i o n s , p x = 1, p j and p" ; t h u s | M° (IT) | = 3 
and | M 0 ( n ) | > 7. When a = 4/2 - 5 t h e two s o l u t i o n s 
p j , p" above a r e c o i n c i d e n t a t t h e v a l u e A , and when 
a = 4 we have p' = i . , p" = 1: hence i n b o t h t h e s e cases 
| M ° ( n ) | = 2 and | M 0 ( n ) | > 4. 
F i g u r e 1 shows f o r d = 2 and a = 0.50, 0.66 and 0.70, t h e 
computer-produced ' t r a j e c t o r i e s ' i n ¥ o f t h e sequences 
{ p n } d e f i n e d by p n = T ^ ( p n )^ a n <3 v a r i o u s s t a r t i n g v a l u e s 
p°. For symmetry between t h e 3 s t a t e s o f S we have chosen 
t h e ' n o r m a l i s a t i o n ' 
(6) p 0 + Pi + p 2 = 1 , P G f . 
Thus 4* i s n a t u r a l l y r e p r e s e n t e d by t h e e q u i l a t e r a l 
t r i a n g l e w h i c h forms t h e s u r f a c e i n d e f i n e d by ( 6 ) . 
We i n d i c a t e by crosses t h e f i x e d p o i n t s o f t h e mapping 
T^, d e f i n i n g t h e elements o f M0 (II) . For each o f t h e s e 
v a l u e s o f a we may t h e r e f o r e i d e n t i f y ( a p p r o x i m a t e l y f o r 
a = 0.66) t h e s u b s e t s D (p) o f ¥ w h i c h f o r m t h e 'domains 
o f a t t r a c t i o n ' o f t h e f i x e d p o i n t s p o f T^. ( I t seems, 
i n p a r t i c u l a r , t h a t f o r a = 0.50, D. (p) = ¥ f o r t h e 
l , q 
s i n g l e - f i x e d p o i n t p = (| , I , A).) There a r e c o n s i d e r a b l e 
q u a l i t a t i v e d i f f e r e n c e s between t h e 3 cases, i n p a r t i c u l a r 
as r e g a r d s t h e ' s t a b i l i t y ' o f t h e homogeneous Markov c h a i n s . 
Note a l s o t h a t f o r b o t h a = 0.66 and a = 0.70, i t appears 
t h a t | M0 (II) | i s p r e c i s e l y 7. We suppose t h a t f o r a l l 
v a l u e s o f a our e a r l i e r i n e q u a l i t i e s f o r |M 0 ( H )| ( w i t h 
d = 2) a r e i n f a c t equalities„ 
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4 ATTRACTI1/E AMP REPULSIVE SPECIFICATIONS 
4.0 I n t r o d u c t i o n 
I n t h i s c h a p t e r we c o n t i n u e c o n s i d e r a t i o n o f t h e s i t u a t i o n 
where A i s t h e r e g u l a r i n f i n i t e t r e e w i t h d + 1 edges 
m e e t i n g a t each v e r t e x . The d e f i n i t i o n s , n o t a t i o n , and 
c o n v e n t i o n s g i v e n i n s e c t i o n 3.0 c o n t i n u e t o a p p l y . 
I n s e c t i o n 4.1 we c o n s i d e r a g i v e n h.h.M. s p e c i f i c a t i o n n 
w h i c h has t h e p r o p e r t y o f b e i n g e i t h e r attractive o r 
repulsive w i t h r e s p e c t t o a g i v e n t o t a l o r d e r i n g < on t h e 
s t a t e space S. We show t h a t i f (S,<) s a t i s f i e s t h e 
a d d i t i o n a l c o n d i t i o n s mentioned i n t h e i n t r o d u c t o r y 
c h a p t e r , t h e n i t i s f r e q u e n t l y p o s s i b l e t o draw much 
s t r o n g e r c o n c l u s i o n s - i n p a r t i c u l a r about t h e s e t s M (IT) 
and G(II) - t h a n t h o s e o f Chapter 3; and f u r t h e r t h a t i n 
t h e i m p o r t a n t s p e c i a l case d = 1, p r o v i d e d n i s s t r i c t l y 
p o s i t i v e t h e s e t G (FT) c o n t a i n s p r e c i s e l y one element, 
n e c e s s a r i l y a homogeneous Markov c h a i n . 
I n s e c t i o n 4.2 we g i v e an example i n w h i c h t h e s t a t e space 
S i s t h e s e t o f n o n - n e g a t i v e i n t e g e r s . The h.h.M. 
s p e c i f i c a t i o n c o n s i d e r e d i s such t h a t t h e c o n d i t i o n a l 
d i s t r i b u t i o n a t each s i n g l e s i t e ( o r v e r t e x ) o f A i s 
Po i s s o n ; t h e s p e c i f i c a t i o n i s r e p u l s i v e w i t h r e s p e c t t o t h e 
n a t u r a l o r d e r i n g on S. We c o n s i d e r b r i e f l y t h e a p p l i c a t i o n 
o f t h e r e s u l t s o f s e c t i o n 4.1. 
4.2 
4.1 D e f i n i t i o n s and Theorems 
We w i l l say t h a t an h.h.M. i n t e r a c t i o n $(p,q) on (S,A) i s 
attractive ( w i t h r e s p e c t t o t h e g i v e n t o t a l o r d e r i n g < on 
S) , i f f o r a l l X i , x 2 , y i , y 2 € S w i t h x i < x 2 , y i < y 2 
(1) q ( x 1 , y i ) q ( x 2 , y 2 ) > q ( x x , y 2 ) q ( x 2 , y x ) 
We w i l l say t h a t $(p,q) i s repulsive i f we have '<' i n s t e a d 
o f i n (1) above. 
L e t IT be a g i v e n h.h.M. s p e c i f i c a t i o n . We d e f i n e II t o be 
attractive [repulsive] ( v / i t h r e s p e c t t o <) i f t h e r e e x i s t s 
an a t t r a c t i v e [ r e s p e c t i v e l y r e p u l s i v e ] h.h.M. i n t e r a c t i o n 
<J>(p,q) such t h a t I I = I I ( p , q ) . 
Remarks. 1. For any x,y £ S d e f i n e 7r*(x,y) t o be t h e 
common v a l u e o f ft,(x„. , y) where x. = x f o r a l l j € 3 i . 
Then n i s a t t r a c t i v e [ r e p u l s i v e ] i f and o n l y i f f o r a l l 
x i < x 2 , y i < y 2 
T T * ( x i ,y i ) I T * ( x 2 , y 2 ) > T T * ( x i , y 2 ) T T * ( x 2 ,y i ) 
. [ < ] 
Thus i f I I i s a t t r a c t i v e [ r e p u l s i v e ] every h.h.M. i n t e r a c t i o n 
<Mp,q) such t h a t I I = I I(p,q) i s a t t r a c t i v e [ r e p u l s i v e ] . 
2. F u r t h e r , i f q 1 i s a r e v e r s i b l e s t o c h a s t i c m a t r i x such 
t h a t II = H ( l , q ' ) i n t h e sense o f s e c t i o n 3.3, by u s i n g 
t h e d e c o m p o s i t i o n o f q 1 g i v e n by (4) o f t h a t s e c t i o n , we 
see t h a t IT i s a t t r a c t i v e o r r e p u l s i v e i f and o n l y i f t h e 
a p p r o p r i a t e v e r s i o n o f (1) h o l d s ( w i t h q 1 r e p l a c i n g q ) . 
We have a t once t h a t when t h e s t a t e space S i s b i n a r y , t h e 
d e f i n i t i o n s o f a t t r a c t i v e n e s s and r e p u l s i v e n e s s g i v e n h e r e 
c o i n c i d e w i t h t h e we l l - k n o w n ones g i v e n ( i n terms o f a 
and T) i n s e c t i o n 3.4, 
4.3 
t h e d e f i n i t i o n s t h e n b e i n g i n d ependent o f t h e two p o s s i b l e 
o r d e r i n g s o f t h e elements o f S. I n t h i s case e v e r y h.h.M. 
s p e c i f i c a t i o n i s e i t h e r a t t r a c t i v e o r r e p u l s i v e , b u t f o r 
g e n e r a l S t h i s i s n o t t r u e ; ( t h e h.h.M. s p e c i f i c a t i o n o f 
s e c t i o n 3.5 - where jS| = 3 - i s n e i t h e r a t t r a c t i v e nor 
r e p u l s i v e w i t h r e s p e c t t o any o r d e r i n g o f t h e elements o f 
S, e x c e p t i n t h e u n i n t e r e s t i n g case where a = 3 ) • 
3. I n a c o n s i d e r a b l y more g e n e r a l s e t t i n g Preston (19763 
Chapter 9) g i v e s a somewhat d i f f e r e n t d e f i n i t i o n o f an 
a t t r a c t i v e s p e c i f i c a t i o n ; i n t h e p r e s e n t s i t u a t i o n 
s p e c i f i c a t i o n s w h i c h are a t t r a c t i v e i n our sense a l s o 
s a t i s f y h i s d e f i n i t i o n : see h i s Theorem 9.5, w h i c h i s 
e s s e n t i a l l y a g e n e r a l i s a t i o n o f Eolley's inequality 
{Preston (1974)). Of o u r two main theorems below, t h e 
f i r s t ( f o r a t t r a c t i v e s p e c i f i c a t i o n s ) i s more o r l e s s 
i m p l i c i t i n t h e work o f Preston (1976); we g i v e a s h o r t e r 
and c o n s i d e r a b l y more d i r e c t p r o o f , w h i c h i s dependent, 
however, on t h e e x i s t e n c e o f our t r e e s t r u c t u r e . The 
second theorem below ( f o r r e p u l s i v e s p e c i f i c a t i o n s ) t h e n 
has a s i m i l a r p r o o f t o t h e f i r s t . 
I f S has a minimal element x~, say, (one such t h a t x~ < x 
f o r a l l x G S) , f o r each V E [I we d e f i n e IT (-,-) t o be 
t h e p.m. IT (x~ T ,•) where x. = x" f o r a l l i E 3V; i f S 
V o V ^ X 
has a maximal element x , say, we s i m i l a r l y d e f i n e t h e 
p.m. IT ( + , • ) • 
Now l e t i 0 be a f i x e d r e f e r e n c e element o f A, and d e f i n e 
t h e sequence { V n } i n V* as i n s e c t i o n 3.2, i . e . by 
V 0 = { i 0 } , V = ?V . , n > 1 . 
n n-1 
Observe t h a t V n / A. We now s t a t e b o t h t h e p r i n c i p a l 
theorems o f t h i s c h a p t e r , b e f o r e embarking on t h e i r 
( c o n s i d e r a b l y o v e r l a p p i n g ) p r o o f s . 
4.4 
Theorem 4 . 1 . 1 . Suppose t h a t S has b o t h a m i n i m a l element 
x~ and a maximal element x + , and t h a t t h e g i v e n h.h.M. 
s p e c i f i c a t i o n n i s a t t r a c t i v e . Then t h e r e e x i s t Markov 
c h a i n s P~,P+ ( n o t n e c e s s a r i l y d i s t i n c t ) i n M0 ( I I ) such 
t h a t , as n -»• °°, 
TT v ( - , • ) = * P" , T T V ( + , •) => P + 
n n 
(where denotes weak convergence) . I f P" = P + t h e n 
| G ( n ) | = 1, (and c o n v e r s e l y ) . A s u f f i c i e n t c o n d i t i o n f o r 
t h i s t o happen i s t h a t P~ = P* f o r some (and hence a l l ) 
i € A. 
Remarks. 1. The p.m.s P~,P+ are o b v i o u s l y independent o f 
t h e r e f e r e n c e element i 0 o f A. 
2. The r e s u l t s o f s e c t i o n 3.4 ( f o r t h e b i n a r y s t a t e space) 
show t h a t b o t h P~ = P + and P~ P + can o c c u r . 
3. A consequence o f t h e theorem i s t h a t , under i t s 
h y p o t h e s e s , M 0 ( I I ) always c o n t a i n s a t l e a s t one element. 
I n t h e most i m p o r t a n t s p e c i a l case o f t h e theorem, t h a t 
where S i s f i n i t e , we know t h i s a l r e a d y ( f r o m t h e c o r o l l a r y 
t o Theorem 3 . 1 . 1 ) . 
Theorem 4 . 1 . 2 . Suppose t h a t S has a m i n i m a l element x~ 
( o r e q u i v a l e n t l y a maximal element x + ) , and t h a t t h e g i v e n 
h.h.M. s p e c i f i c a t i o n n i s r e p u l s i v e . Then t h e r e e x i s t s a 
complementary p a i r o f Markov c h a i n s P,P' ( n o t n e c e s s a r i l y 
d i s t i n c t ) i n Mi (H) such t h a t , as n •*• °°, 
TT ( - , • ) * " P , TT ( - , * ) = * P * V V 2n 2n+l 
I f P = P' t h e n | G (IT) | = 1. A s u f f i c i e n t c o n d i t i o n f o r t h i s 
t o happen i s t h a t P^^ = P' f o r some (and hence a l l ) i S A. 
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Remarks. 1. The p.m.s P,P' change p l a c e s i f t h e r e f e r e n c e 
element i 0 i s t r a n s l a t e d an odd number o f s t e p s i n t h e 
t r e e , b u t are o t h e r w i s e i n d e p e n d e n t o f i 0 . 
2. The r e s u l t s o f s e c t i o n 3.4 show t h a t b o t h P = P1 and 
P P* can o c c u r . 
3. A g a i n , a consequence o f t h e theorem i s t h a t , under i t s 
h y p o t h e s e s , Mi ( I I ) always c o n t a i n s a t l e a s t one element; 
when P = P 1 t h i s one element belongs t o M o d i ) , i . e . i s a 
homogeneous Markov c h a i n . I t i s o f i n t e r e s t t o s p e c u l a t e 
w h e t h e r , when P P', M 0 (H) s t i l l c o n t a i n s a t l e a s t one 
(perhaps ' u n s t a b l e ' ) element; (we know, o f c o u r s e , t h a t 
M 0 ( I I ) i s non-empty when S i s f i n i t e ) . 
We now s e t up t h e appar a t u s common t o t h e p r o o f s o f b o t h 
theorems, b e f o r e c o n s i d e r i n g each s e p a r a t e l y . The most 
i m p o r t a n t i t e m i s a p a r t i a l o r d e r i n g < on t h e space ¥: 
g i v e n Pi,P2 e ^ we w i l l say t h a t Pi < p 2 ( o r e q u i v a l e n t l y 
Pi > Pi) i f / f o r a l l x i , x 2 € S w i t h Xi < x 2 , 
(2) P i ( x i ) p 2 ( x 2 ) > P 2 ( X l ) ?! ( x 2 ) , 
n o t i n g t h a t t h i s r e l a t i o n i s independent o f t h e p a r t i c u l a r 
member o f t h e e q u i v a l e n c e c l a s s o f f u n c t i o n s S R + chosen 
t o r e p r e s e n t each o f P i , p 2 . The r e l a t i o n < i s t r i v i a l l y 
r e f l e x i v e . I t i s necessary t o v e r i f y i t s t r a n s i t i v i t y : 
suppose P i , P 2 , P 3 £ V s a t i s f y p x < P 2 and P 2 < P 3; f o r 
any x l f x 2 £ S such t h a t x i < x 2 
P i ( x i ) p 2 ( x 2 ) > P 2 ( X i ) Pi ( x 2 ) , P 2 ( X ! ) P 3 ( X 2 ) > P 3 (Xi ) p 2 ( x 2 ) 
i t i s s t r a i g h t f o r w a r d t h a t t h i s i m p l i e s 
P i ( x i ) p 3 ( x 2 ) > P 3 ( x x ) P i ( x 2 ) e x c e p t where we have 
(3) p 2 ( x i ) = p 2 ( x 2 ) = 0 , p 3 ( X i ) 0 , P i ( x 2 ) 0 
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b u t (3) i m p l i e s t h a t p 2 ( x ) = 0 f o r a l l x > xx ( s i n c e 
P2 •< P3)/ a n d t h a t p 2 ( x ) = 0 f o r a l l x < x 2 ( s i n c e p! < p 2 ) , so 
p 2 i s i d e n t i c a l l y z e r o i n c o n t r a d i c t i o n t o t h e h y p o t h e s i s 
p 2 S th u s t h e c o n d i t i o n (3) cannot occur and 
t r a n s i t i v i t y i s e s t a b l i s h e d . F i n a l l y , we n o t e t h a t i f 
Pi < p 2 and p 2 < p i t h e n p i = p 2 . 
Now l e t $(p,q) be a f i x e d h.h.M. i n t e r a c t i o n such t h a t 
II = I T ( p , q ) . D e f i n e Q, T, , T' as i n s e c t i o n 3.1. We 
a d 
w i l l r e q u i r e t h e f o l l o w i n g lemma w h i c h says ( r o u g h l y 
s peaking) t h a t when IT i s a t t r a c t i v e [ r e p u l s i v e ] t h e p a r t i a l 
o r d e r i n g < i s p r e s e r v e d [ r e v e r s e d ] by (and t h u s i n 
p a r t i c u l a r by IV ) . 
Lemma 4.1.3. Suppose t h a t f o r each t , 1 < t < d, p f c , p't € V 
a r e such t h a t Qpfc , Qp^ _ e x i s t and t h a t P t < p^- Then i f 
H (and hence $ ( p , q ) ) i s a t t r a c t i v e , 
(4) T d ( P l , ,p d) < T d ( p J , ,p') , 
and i f n i s r e p u l s i v e , (4) h o l d s w i t h >» r e p l a c i n g < . 
P r o o f . I t i s s u f f i c i e n t t o show t h a t i f p i , p j £ ¥ a r e 
such t h a t Qpi , QpJ e x i s t and Pi < p| , t h e n when $(p,q) 
i s a t t r a c t i v e Qpx < QpJ , and when $(p,q) i s r e p u l s i v e 
QPi ^ Qp|- The r e s u l t s t h e n f o l l o w e a s i l y f r o m c o n s i d e r a t i o n 
o f t h e d e f i n i t i o n o f < . Thus i f Pi , p' are as above and 
Xi < x 2 , 
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(Qpi) ( x j ) (Qpp ( X 2 ) - (Qpp ( X l ) ( Q P l ) ( x 2 ) 
ZI {[ q ( x i ,y!) q ( x 2 , y 2 ) ~ q ( x i , y 2 ) q ( x 2 ,y i ) ] P i (y i ) p J ( y 2 ) } 
y i i Y 2 e sxs 
ZZ {[ q ( x x ,y!) q ( x 2 , y 2 )-q (xx , y 2 ) q ( x 2 ,y i ) ] 
Y l
y f < € y f s t p i ( y i ) p ' 1 ( y 2 ) - p , 1 ( y i ) P i ( y z ) ] > 
> 0 , i f $(p,q) i s a t t r a c t i v e 
< 0 , i f $(p,q) i s r e p u l s i v e . 
I t f o l l o w s f r o m t h e lemma t h a t a s i m i l a r , b u t s i m p l e r , 
r e s u l t h o l d s f o r T'. 
d 
I t i s now c o n v e n i e n t t o d e f i n e , f o r any V E V, t h e f u n c t i o n 
y v : S C v - R + by 
= n p,x., r r M T 7(x r„)  I I ( x . ) f I q(x_. , x j 
i 
{ j , k } n v * 0 
v ^ v  e v " 1 { j , k } e N ^ k > 
When S has a m i n i m a l element x , d e f i n e t h e sequence { 6 ^ } 
i n Y by 
5o = <5x_ ( i . e . 6o(x") > 0 ; 6o(x) = 0 i f x * x~) 
5" = T' (6~ ) , n > 1. 
n d n-1 
We may argue as i n s e c t i o n 3.2 ( o r a p p l y Theorem 2.2.1 
w i t h A = V ) t o deduce t h a t f o r any m,n > 0 
4.8 
(5> % <-,x = x i . u v ( x i n r j x j 
m+n m+1 m+1 m m+1 l e dV 
m 
When S has a maximal element x + , d e f i n e s i m i l a r l y t h e 
sequence { 5 + } i n V. A g a i n , f o r any m,n > 0 
rr (6) TT ( + ,X = x ) - u (x ) l | 6*(x.) V V , . V . V V , . „ T T n i m+n m+1 m+1 m m+1 l dv m 
Note t h a t (5) and (6) i n c l u d e t h e a s s e r t i o n s t h a t t h e f u n c t i o n s 
6 , 6 + , n > 0, e x i s t ; n o t e a l s o t h a t t h e s e f u n c t i o n s a r e n n 
s t r i c t l y p o s i t i v e f o r a t l e a s t a l l n > 2. We must now 
c o n s i d e r s e p a r a t e l y t h e p r o o f s o f Theorems 4.1.1 and 4.1.2. 
P r o o f o f Theorem 4.1.1. We break t h e p r o o f i n t o t h r e e s e c t i o n s , 
1. We f i r s t show how t o c o n s t r u c t P~,P+. For a l l p 0 £ f 
we have 
<5 o Po <$ o" 
s i n c e II i s a t t r a c t i v e , i t e r a t i v e a p p l i c a t i o n o f Lemma 4.1.3 
( w i t h T' i n s t e a d o f T J t o t h i s r e s u l t g i v e s : f o r a l l n > 0 
d d 
6" < 6" . n n+1 
6 + > 6 + , n n+1 
6 n * P n * 6 n ' f o r a 1 1 P° S *' 
where t h e sequence {p } i n f i s d e f i n e d by p = T'(p J ,n > 1. 
n J ^ n d r n - l 
F u r t h e r t h e t r a n s i t i v i t y o f < i m p l i e s t h a t f o r a l l m,n > 0 
6" < 6 + . n m 
Thus under t h e c o n v e n t i o n 
(7) p ' ( x ) = 1 f o r a l l p' e V such t h a t p ' ( x ) > 0 , 
4.9 
f o r each x E S t h e sequence {6 ( x ) } i s i n c r e a s i n g i n n 
and i s bounded above by 5 2 ( x ) , say. Hence t h e r e e x i s t s 
a s t r i c t l y p o s i t i v e 6~ £ ¥ such t h a t , under ( 7 ) , 
6 (x) -»• 6~(x) , as n -> °°. F u r t h e r , under (7) , n 
p ( x ) [ (Q6~) ( x ) ] d 
6" (x) = 
n+1 , 
p ( x ) [ ( Q 6 n ( x ~ ) ] ° 
and so by dominated convergence 5 ~ + 1 ( x ) -»• [ T ^ ( 6 ~ ) ] (x) as n •> 0 0. 
We deduce t h a t 6~ = T^(<S~). F u r t h e r , under ( 7 ) , 
H IZ 6 ~ ( x ) q ( x , y ) 6 ~ ( y ) < 2T 21 6 2 (x) q ( x , y ) 6 2 (y) 
x G S y G S x ^ S y ^ s 
< 00 
( c o n s i d e r t h e d e n s i t y o f TT ( + ,•) where V = £(£{i,j}) f o r 
any { i , j } £ N). Thus, by Theorem 3.1.1, t h e r e e x i s t s a 
Markov c h a i n P E M0 (II) c o r r e s p o n d i n g t o 6~ as i n t h a t 
theorem. 
Now, s t i l l under t h e c o n v e n t i o n ( 7 ) , l e t a" , a + be t h e 
m,n m,n 
n o r m a l i s i n g c o n s t a n t s r e q u i r e d i n (5) and ( 6 ) . We a l s o 
have: f o r any f i x e d m > 0, 
P~(X = x ) = a" u (x ) FT 6~(x.) ; 
m+1 m+1 m m+1 l c 3V 
m 
i t f o l l o w s f r o m our r e s u l t s above t h a t 
(8) u (x ) TT 6 (x. ) -»• u (x„ ) n o (x . ) ; 
Vm Vm+1 i e 9V n 1 Vm Vm+1 i G 3V 
m m 
t h e l e f t - h a n d s i d e o f (8) i s dominated by 
rr 5 2 ( x . ) , whose sum over a l l x £ S V m + 1 
m m+1 i e 3V 1 Vm+1 ni 
i s ( a * 2 ) 1 ; t h u s , a g a i n by dominated convergence, 
a a . P u t t i n g t h e s e r e s u l t s t o g e t h e r , and r e c a l l i n g m,n m 3 ' 3 
t h a t m i s a r b i t r a r y , we deduce t h a t as n <=°, 
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TT ( - , - ) = * P 
V 
S i m i l a r l y t h e r e e x i s t s a s t r i c t l y p o s i t i v e 5 + G y such 
t h a t t h e sequence converges p o i n t w i s e t o 6 + (under 
t h e c o n v e n t i o n (7) w i t h , o r w i t h o u t , + r e p l a c i n g - ) ; 
t h a t <5+ d e f i n e s , v i a Theorem 3.1.1, a Markov c h a i n 
P + G M0 (II) ; and t h a t as n -*• °°, TT^ ( + ,•) =*• P +. Note a l s o 
m 
t h a t i f p' G y s a t i s f i e s p 1 > 6" f o r a l l n, t h e n p 1 > 6~; 
s i m i l a r l y i f p 1 •< 6* f o r a l l n, t h e n p' < 6 + . We use 
t h i s r e s u l t i n 2 below; (an immediate consequence i s t h a t 
6" < 6 + ) . 
2. We now show t h a t i f P~ = P +, t h e n |G(II) | = 1. Since 
E (IT) C M(TI), i t i s s u f f i c i e n t t o show t h a t i f P~ = P +, 
t h e n IM (IT) | = 1. T h e r e f o r e c o n s i d e r P E M(IT); l e t 
{ p ^ , i G A, j G 3 i } be t h e (unique) c o l l e c t i o n o f f u n c t i o n s 
i n f d e f i n e d by Theorem 2.2.1 ( r e l a t i v e t o t h e i n t e r a c t i o n 
$ ( p , q ) ) . For a l l n > 0 we have t h e r e s u l t : 
(9) 6" < p j < 6 + , f o r a l l i e A, j G 3 i . 
n 1 n 
( T h i s f o l l o w s by i n d u c t i o n , n o t i n g f i r s t t h a t i t i s 
t r i v i a l l y t r u e f o r n = 0: by Theorem 2.2.1, p^ = T d(p£:k £ 9 i - j ) 
and so i f (9) i s t r u e f o r a g i v e n n, by Lemma 4.1.3 i t 
i s a l s o t r u e f o r n + 1.) Thus, 
6" < p j < 6 + , f o r a l l i G A, j S 9 i . 
T h e r e f o r e , i f P" = P + t h e n 6" = 6 + and so p j = 6" f o r a l l 
i G A, j G 9 i , i m p l y i n g ( a g a i n by Theorem 2.2.1) t h a t 
P = P~. 
4.11 
3. F i n a l l y , we show t h a t i f P. = P + f o r some i £ A, t h e n 
_ 1 1 P = P . From Theorem 3.1.1, 
P (X. = x) - [ T' (6 ) ] (x) i a+1 
6 " ( x ) 1 + 1 / d 
p ( x ) 
w i t h a s i m i l a r r e s u l t f o r P +. Thus PT = P + i m p l i e s t h a t 
i i 
6 = <5 , and so P~ = P . 
Remark. I n t h e above p r o o f t h a t i f P~ = P + t h e n | G (IT) | = 1, 
we a c t u a l l y show |E(II) | = 1; t h a t t h i s i m p l i e s t h e r e q u i r e d 
r e s u l t comes f r o m ( t h e q u i t e deep) Theorem 1.1.1 (Preston 
(1976)), w h i c h , a l t h o u g h c o n v e n i e n t l y a v a i l a b l e , i s more 
t h a n we r e a l l y need h e r e . We may, i f we w i s h , proceed 
i n s t e a d as f o l l o w s . F i x m > 0; a r g u i n g as i n t h e above 
p r o o f , f o r any f i x e d y f t G S A, and f o r a l l n > 0, 
ir (y. , X.. = x.. ) <= u (x._ ) rr p « x . , . 
m+n m+1 m+1 m m+1 1 S 3 V 
m 
where, f o r each n, p^ E y depends on y f t and s a t i s f i e s 
6~ < p < 6 + 
n n n 
Now i f P~ = P +, so t h a t 6~ = 6 + , and i f P E G (IT) , we have 
f r o m (4) o f s e c t i o n 1.1 and t h e ( r e v e r s e d ) m a r t i n g a l e 
convergence theorem, 
P ( X v = x v /F) = l i m T T V ( - ' X V = X V ) P-a.s. , 
m+1 m+1 n -*• 0 0 m+n m+1 m+1 
m+1 m+1 
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( r e c a l l i n g t h a t F i s t h e t a i l a - f i e l d ) . T a k i n g e x p e c t a t i o n s 
w i t h r e s p e c t t o P, and n o t i n g as u s u a l t h a t m i s a r b i t r a r y , 
we o b t a i n P = P . 
P r o o f o f Theorem 4.1.2. T h i s i s a v a r i a t i o n on t h e p r o o f 
o f Theorem 4.1.1; we t h e r e f o r e c o n c e n t r a t e on t h e d i f f e r e n c e s . 
For any p 0 E V, So < p 0 . Since n i s r e p u l s i v e i t e r a t i v e 
a p p l i c a t i o n o f Lemma 4.1.3 now g i v e s t h a t f o r a l l n > 0, 
62n < 52n+2 ' 6 2 n + l > 62n+3 
6
2"n < P 2 n + 1 < 62n+l ' 5 2 n + l > P 2n +2 > 6 2 n + 2 ' f ° r a 1 1 ?° E * ' 
where t h e sequence { p } i n T i s d e f i n e d by p = T' (p ,) , n > 1. ^ cn n d r n - 1 
F u r t h e r f o r a l l m,n > 0, we have 6~ •< 6~ ,. Thus, t h e 
2n 2m+l 
sequences {<5~ n} ^nd ^ (S~ n + 1} p l a y e s s e n t i a l l y t h e same r o l e s 
as t h e sequences and { < 5 n l i n t h e p r o o f o f Theorem 
4.1.1. A r g u i n g as i n t h a t p r o o f , we deduce t h a t t h e r e 
e x i s t f u n c t i o n s 6 e,5° e y ( w i t h 6 e < 6°) such t h a t (under 
t h e c o n v e n t i o n ( 7 ) ) t h e sequences { ^ n ^ ' ^ 2 n + l ^ c o n v e r , ? e 
p o i n t w i s e t o 6 e , 6° r e s p e c t i v e l y ; t h a t 
6° = T' ( 6 e ) , 6 e = T'(6°) ; a a 
and t h a t 21 2T 6 e (x) q (x,y) 6° (y) < °°. Now l e t E be 
x e S y € s 
t h e s e t o f 'even', and 0 t h e s e t o f 'odd' v e r t i c e s ( o r 
s i t e s ) o f t h e t r e e A, t a k i n g 0 t o i n c l u d e t h e r e f e r e n c e 
element i 0 . D e f i n e P E Mi (II) v i a Theorem 3.1.2 by a s s o c i a t i n g 
6 e,6° w i t h t h e v e r t i c e s o f E,0 r e s p e c t i v e l y ( i . e . by l e t t i n g 
t h e a s s o c i a t e d f u n c t i o n s p | £ f be e q u a l t o 6 e o r 6° 
a c c o r d i n g as i belongs t o E o r 0) . D e f i n e P' G Mi (II) t o 
be t h e complementary Markov c h a i n , g i v e n by i n t e r c h a n g i n g 
t h e r o l e s o f 6 e and 6°. Thus, c o n t i n u i n g t o argue as i n 
t h e p r o o f o f Theorem 4.1.1, we o b t a i n t h a t as n °°, 
IT ( " , • ) = * P , TT ( - , ' ) = * P' . 
2n 2n+l 
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Now suppose P = P' (which i s e q u i v a l e n t to 6 e = 6°). 
For any Markov chain P* i n M(II) l e t {p^ , i G A, j e 3 i } 
be the corresponding c o l l e c t i o n of f u n c t i o n s i n *F defined 
by Theorem 2.2.1; we may show by i n d u c t i o n t h a t f o r a l l 
n > 0, 
6 2 n < P i ' p i < 62n+l ' f o r a l l i €= A , j G 3 i ; 
thus p^ = 6 e f o r a l l I S A , j e 3 i , and so P* = P. We 
deduce t h a t |M(II) | = 1 and so \ G ( J l ) | = 1 . (We may 
a l t e r n a t i v e l y show t h i s by mimicking the argument given i n 
the remark which f o l l o w s the proof of Theorem 4.1.1.) 
F i n a l l y , i f f o r any i G A, P. = P! , a v a r i a t i o n of the 
argument f o r the corresponding r e s u l t i n Theorem 4.1.1 
shows t h a t P = P 1. 
Under the c o n d i t i o n s of Theorem 4.1.1 we deduce t h a t 
| G (IT) | = 1 i f (and only i f ) |M 0(II) | = 1; s i m i l a r l y under 
the c o n d i t i o n s of e i t h e r Theorem 4.1.1 or Theorem 4.1.2, 
| G {IT) | = 1 i f and only i f j Mx (IT) | = 1. Consider again 
the case where the s t a t e space S i s bina r y ; we have a l r e a d y 
remarked t h a t here every h.h.M. s p e c i f i c a t i o n i s e i t h e r 
a t t r a c t i v e or r e p u l s i v e (independently of the two p o s s i b l e 
orderings of S ) ; we thus obtain S p i t z e r ' s r e s u l t , mentioned 
i n s e c t i o n 3.4, t h a t |Mi(II)| = 1 i s always a s u f f i c i e n t 
c o n d i t i o n f o r |G(1T)| = 1 . 
The f o l l o w i n g c o r o l l a r y to the above theorems i s of some 
i n t e r e s t . 
C o r o l l a r y . For d = 1 (the one-dimensional i n t e g e r l a t t i c e ) , 
under the c o n d i t i o n s of e i t h e r Theorem 4.1.1 or Theorem 
4.1.2 and provided t h a t IT i s s t r i c t l y p o s i t i v e , G (IT) 
c o n s i s t s of a s i n g l e element, n e c e s s a r i l y a homogenenous 
Markov chain . 
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Proof. Kesten (1976) shows t h a t f o r d = 1 and a given 
s t r i c t l y p o s i t i v e t r a n s l a t i o n - i n v a r i a n t Markov s p e c i f i c a t i o n 
I T , G 0 ( I I ) c o n s i s t s of a t most one element, n e c e s s a r i l y a 
s t a t i o n a r y Markov c h a i n . Suppose I I s a t i s f i e s the c o n d i t i o n s 
of Theorem 4.1.1; we must then have e q u a l i t y of the Markov 
cha i n s P~,P + defined t h e r e ( s i n c e they belong to G 0 ( I I ) ) , 
and so the r e s u l t f o l l o w s by t h a t theorem. Suppose i n s t e a d 
II s a t i s f i e s the c o n d i t i o n s of Theorem 4.1.2; i f P,P' are as 
defined t h e r e , the p.m. j(T? + P 1) belongs to G 0 (II) and 
hence, by Kesten's r e s u l t , to M 0 (II) ; thus, by the c o r o l l a r y 
to Theorem 3.1.3, P = P 1 and again the r e s u l t f o l l o w s . 
Remark. The s t r i c t p o s i t i v i t y c o n d i t i o n of Kesten's 
r e s u l t can presumably be r e l a x e d to the h e r e d i t a r y c o n d i t i o n 
used i n t h i s work; i f t h i s i s so, then the p r o v i s o i n the 
above c o r o l l a r y i s redundant. 
Now suppose again t h a t the c o n d i t i o n s of Theorem 4.1.1 are 
s a t i s f i e d . Considering the method of c o n s t r u c t i o n of the 
p.m.s P ,P + defined i n t h a t theorem, we would most c e r t a i n l y 
expect them to belong to the s e t E (TT) of extreme points of 
G ( n ) . T h i s r e s u l t would follow t r i v i a l l y i f our c o n j e c t u r e 
of s e c t i o n 3.1 ( t h a t M 0 (II) = E 0 ( I T ) ) were t r u e . We o f f e r 
i n s t e a d the proof below, based on the i n t e g r a l r e p r e s e n t a t i o n 
of Theorem 1.1.1. I t does a t l e a s t have the v i r t u e t h a t 
i t r e q u i r e s only s l i g h t and obvious m o d i f i c a t i o n s to 
e s t a b l i s h the corresponding r e s u l t f o r r e p u l s i v e s p e c i f i c a t i o n s . 
Theorem 4.1.4. ( i ) Under the c o n d i t i o n s of Theorem 4.1.1, 
P~,P + G E(H) . 
( i i ) Under the c o n d i t i o n s of Theorem 4.1.2, 
P,P' e E ( n ) . 
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Proof of ( i ) . Consider the s t o c h a s t i c k e r n e l TT defined 
by Theorem 1.1.1. For each y e S , TT (y, , •) belongs to 
E(H) and hence (Theorem 2.1.4) to M (IT) ; f o r each i G A, 
j £ 3 i , l e t p^(y , •) S y be the corresponding f u n c t i o n 
defined by Theorem 2.2.1; as i n p a r t 2 of the proof of 
Theorem 4.1.1 we have 
(10) 6" < p j ( y A ,•) < 6 + ; 
and f o r each such p a i r of neighbours i , j i n A, 
(11) u ( y A ;X ±=x i ,X =x ) oc p j ( y A , x i ) q ( x . ,x ) p * ( y A 
Consider P : f o r each i , j as above, 
(12) P~(X. = x . , X. = x . ) « 6~(x.)q(x. , x . ) 6 ~ ( x . ) 
i i D : i i : : 
i t f o llows from (10) , ( 1 1 ) , (12) and the r e s u l t P~ = P ~ T T of 
Theorem 1.1.1 t h a t 
P ~ ( p J ( y A ,•) = 6") = 1 
( t h i s i s e a s i e s t to see i f we make use of the convention 
(7) to f i x elements of ¥). Thus, 
p ~ ( p j ( y a ,') = &~ f o r a l l i e A, j e Si) = 1 
which (as i n the proof of Theorem 4.1.1) i s e q u i v a l e n t to 
P ~ ( i T ( y A ,•) = P") = 1 
We may now complete the proof i n v a r i o u s ways, of which 
the s i m p l e s t i s to observe t h a t t h i s l a s t r e s u l t i m p l i e s 
— A 
t h a t P = TT ( y A ,') f o r some y f t G S , so t h a t , by Theorem 
1.1.1, P~ e E ( I I ) . S i m i l a r l y , P + e E (II) . 
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Examples of a t t r a c t i v e and r e p u l s i v e h.h.M. s p e c i f i c a t i o n s 
are afforded by v a r i o u s of the auto-models of Besag (19 74). 
( I n v e s t i g a t i o n of some of these was the s t a r t i n g p oint f o r 
the c u r r e n t work.) The s p e c i f i c a t i o n s considered by 
S p i t z e r f o r | s | = 2 (and d i s c u s s e d f u r t h e r i n s e c t i o n 3.4) 
are i n f a c t examples of what Besag c a l l s the auto-logistia 
model; on the d-dimensional i n t e g e r l a t t i c e t h i s corresponds 
to the I s i n g model of c l a s s i c a l s t a t i s t i c a l mechanics. I n 
the next s e c t i o n we con s i d e r as a f u r t h e r example the auto-
Poisson model. 
We conclude t h i s s e c t i o n by remarking, tentatively, t h a t 
both i t s r e s u l t s (with Markov chains r e p l a c e d by M.r.f.s 
of a more genera l nature) and the methods used to obtain 
them, should not be too d i f f i c u l t to modify to cover the 
study of a t t r a c t i v e and r e p u l s i v e h.h.M. s p e c i f i c a t i o n s 
( s i m i l a r l y defined) on the d-dimensional i n t e g e r l a t t i c e 
Z ; ( f o r a t t r a c t i v e s p e c i f i c a t i o n s the results would be 
s i m i l a r to those of Preston (1976, Chapter 9)). For each 
member V n of a s u i t a b l e i n c r e a s i n g sequence of subsets of A 
i t would be ne c e s s a r y to consid e r simultaneously a l l the 
s i t e s comprising i t s boundary 9V n ; thus we would have to 
re p l a c e the space ¥ by spaces of p o s i t i v e r e a l - v a l u e d 
f u n c t i o n s (modulo a m u l t i p l i c a t i v e constant) on f i n i t e 
products of the s t a t e space S, and e i t h e r correspondingly 
modify the d e f i n i t i o n of the p a r t i a l o r d e ring < , or e l s e 
r e p l a c e i t by a s u i t a b l e m e t r i c on these spaces or on the 
space of p.m.s on (S , F ) . We have not attempted to check 
the d e t a i l s of a l l t h i s . 
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4.2 The auto-Poisson s p e c i f i c a t i o n 
We co n s i d e r a f u r t h e r example of a r e p u l s i v e s p e c i f i c a t i o n . 
L e t the s t a t e space S be the s e t of non-negative i n t e g e r s , 
w i t h the u s u a l t o t a l ordering; take the minimal element 0 
of S to d e f i n e the basepoint i n the us u a l way, and consid e r 
the h.h.M. i n t e r a c t i o n <Mp,q) on (S,A) (where A remains our 
r e g u l a r i n f i n i t e t r e e ) d e f i n e d by 
x 
a 
p (x) = — , 0 < <* < °° 
x! 
q(x,y) = 6 x y , 0 < B < 1 . 
The c o n d i t i o n 0 < 8 < 1 i s necessary i n order t h a t $(p,q) 
should be an i n t e r a c t i o n , i . e . i n order t h a t the 
' n o r m a l i s a b i l i t y ' c o n d i t i o n ( 1 ) ( i i ) of s e c t i o n 1.2 should 
be s a t i s f i e d ; (see Besag (1974)} section 4.2.4); the 
i n t e r a c t i o n <Mp,q) i s then e a s i l y seen to be r e p u l s i v e . 
L e t II = n(p,q) be the corresponding ( r e p u l s i v e ) s p e c i f i c a t i o n . 
For each i £ A, x ^ £ S^ 1 
t. ( a 6 t : L ) x i 
(1) TT. (x ,x.) = exp(-aB 1 ) l o l l I x. ! i 
where t . = x. ; the s p e c i f i c a t i o n provides an 
1 j € 9 i 3 
example of an auto-model and, i n view of ( 1 ) , i s c a l l e d the 
auto-Poisson s p e c i f i c a t i o n {Besag (1974)). ( N a t u r a l l y i t 
may be s i m i l a r l y defined with r e s p e c t to any other neighbour 
r e l a t i o n ~ on A.) 
We may apply Theorem 4.1.2 to i n f e r the e x i s t e n c e of a 
complementary p a i r of (not n e c e s s a r i l y d i s t i n c t ) Markov 
chains i n M i ( I T ) ; i f they are c o i n c i d e n t they form a 
s i n g l e homogeneous Markov chain and | G ( I I ) | = 1. Thus i n 
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p a r t i c u l a r M(IT), and hence G(IT), are non-empty. 
By Theorem 3.1.2 the elements of Mi (II) correspond to the 
ordered p a i r s of f u n c t i o n s p e,p° i n ¥ s a t i s f y i n g 
(2) 
a ( i ) p (x) <* — 
x! y e s 
p e ( x ) cc ^ _ 
X J 
' IT B ^ p ^ y ) " 
y e s 
: i i ) H H P° x e S y € S p"(x) 6
x y p e ( y ) < 
F u l l s o l u t i o n s of the equations (2) seems a n a l y t i c a l l y 
q u i t e i n t r a c t a b l e ; although we c o n j e c t u r e t h a t i t might 
not be too d i f f i c u l t to obtain bounds on the s e t of (ct,$) 
such t h a t (2) had e x a c t l y one s o l u t i o n . However, f o r the 
important case d = 1, the c o r o l l a r y to the theorems of 
the previous s e c t i o n enables us to deduce d i r e c t l y t h a t 
G(II) i t s e l f c o n t a i n s p r e c i s e l y one element, t h i s being a 
homogeneous Markov ch a i n . 
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