A mathematical model describing the flow of two-phase fluids in a bounded container Ω is considered under the assumption that the phase transition process is influenced by inertial effects. The model couples a variant of the Navier-Stokes system for the velocity u with an Allen-Cahntype equation for the order parameter ϕ relaxed in time in order to introduce inertia. The resulting model is characterized by second-order material derivatives which constitute the main difficulty in the mathematical analysis. Actually, in order to obtain a tractable problem, a viscous relaxation term is included in the phase equation. The mathematical results consist in existence of weak solutions in 3D and, under additional assumptions, existence and uniqueness of strong solutions in 2D. A partial characterization of the long-time behavior of solutions is also given and in particular some issues related to dissipation of energy are discussed.
Introduction
In this paper we are concerned with the mathematical analysis of the following PDE system describing the evolution of a phase-changing fluid through the variables u (macroscopic velocity of the flow) and ϕ (order parameter, normalized in such a way that the values ϕ = ±1 represent the pure states):
2)
3) π t + π + δu · ∇π − ∆ϕ + f (ϕ) = 0, (1.4) with parameters δ ≥ 0, σ ≥ 0 and ǫ > 0 whose role will be clarified in the sequel. The evolution is assumed to take place in a bounded domain Ω ⊂ R d , d ∈ {2, 3}, over a bounded but otherwise arbitrary time reference interval (0, T ). More precisely, in order to avoid complications related with the interaction with the boundary, we will assume that Ω is the unitary flat torus Ω ∼ [0, 1] d . Correspondingly, we will take periodic boundary conditions for all variables. This may be seen as the simplest situation where one can attempt a mathematical analysis of the system; we however remark that at least a part of our results could be extended to other types of conditions at the price of some additional technicality in the proofs.
Relation (1.1), with the incompressibility constraint (1.2) , is the standard Navier-Stokes system where the right hand side of (1.1) accounts for the extra-stress due to the effects of phase transition. On the other hand, the change of phase is governed by a proper version of the Allen-Cahn equation, where inertial effects are taken into account. Indeed, from a mechanical point of view, the phase transition phenomenon may be thought to be driven by the microscopic motion of molecules (we refer to the monograph [15] for a general discussion), which motivates the occurrence of an inertial term leading to a finite propagation speed of the phase transition front. The function f in (1.4) represents the derivative of a configuration potential F of double-well type whose minima are attained in correspondance of the pure phases of the material. Mathematically speaking, F will be assumed to have a polynomial growth at infinity (of arbitrary order) and to be λ-convex (cf. (2.5) below). It is worth remarking that, even in dimension d = 2, the polynomial behavior at infinity seems to be necessary in order for our arguments to work; in particular, our results do not extend to more general potentials.
In the above formulation, the Allen-Cahn equation for the phase parameter has been split into the coupled relations (1.3), (1.4) . Indeed, this choice seems more natural because it gives a better description of the transport effects in terms of the auxiliary variable π, which will play an important role from the mathematical viewpoint. Actually, on the one hand, it is easy to rewrite relations (1.3)-(1.4) eliminating π: ϕ tt + (1 + σ)ϕ t + σϕ + u t · ∇ϕ + u · ∇ (1 + δ)ϕ t + (1 + δσ)ϕ + δu · ∇ϕ − δǫ∆ϕ − ǫ∆ϕ t − (1 + ǫ)∆ϕ + f (ϕ) = 0, (1.5) but, on the other hand, the equivalence between (1.3)-(1.4) and (1.5) holds just at a formal level. Indeed, at least in the framework of weak solutions (here and below this terminology is borrowed from the standard one for Navier-Stokes), one can effectively provide a control of the variable π, whereas in (1.5) there appear a number of "bad" quantities, like the second order "inertial" term ϕ tt , the cubic terms coming from the combination of the transport terms in (1.3), (1.4) , and the term u t · ∇ϕ (depending on the macroscopic acceleration u t ), for which a very poor regularity is available in the setting of weak solutions. Instead, in the decoupled formulation (1.3)-(1.4) most of the "bad" contributions are absorbed into the terms π t and δu · ∇π which can be controlled much more easily. It is also worth commenting a bit the presence of the term −ǫ∆ϕ in (1.3), which reflects into the corresponding summand −ǫ∆ϕ t in the combined equation (1.5) and in fact acts as a viscous regularization of the phase variable. This type of effect may be experimentally observed at least as far as ǫ > 0 is very small, and corresponds to a strong damping in the phase transition. In the present setting, however, that contribution is included mainly for mathematical reasons; indeed, omitting it (i.e., taking ǫ = 0), the resulting system seems to present, even in 2D, insurmountable mathematical difficulties, especially related to the control of the right hand side of (1.1) (see also Remark 4.3 below for additional comments).
Second order in time relaxations of the Allen-Cahn and Cahn-Hilliard equations have been considered in several different contexts and under various mathematical assumptions. We may mention, without any claim of completeness, the papers [6, 17, 18] (see also the references therein). In these contributions, thermal effects have also been considered, leading to the so-called phase-field models with inertia. Inertial effects at the microscopic level have been observed also in (nematic) liquid crystals (see, e.g., [14, 16] ). On the other hand, at least up to our knowledge, phase transition models with inertia have not been studied so far in the case of two-phase fluids, i.e., when the process is influenced by a macroscopic velocity satisfying some version of the Navier-Stokes system. Generally, the mathematical description of two-phase (or two-component) fluid flows is a very important and actual research topic and the related literature is extremely vast. Just to give an idea, we may mention the works [1, 2, 4, 7, 12, 13, 21] and the references quoted there. In spite of the fact that a large number of physically significant situations are addressed in the quoted works, the problem considered here does not seem to have been previously studied elsewhere.
Coming to a description of our results, we start observing that the only a priori information that is always guaranteed for solutions to our system is the energy estimate, which is a direct consequence of the variational structure of the model (cf. Subsec. 4.1 below for more details). On the other hand, this bound is sufficient only for proving existence of weak solutions. Note that it is thanks to the viscosity term (the last summand in (1.3)) that we can obtain some information on the second space derivatives of ϕ. Actually, for ǫ = 0 taking the limit of the right-hand side of (1.1) would be probably hopeless due to lack of compactness. Indeed, here it does not seem possible to obtain the strong L 2 -convergence of ∇ϕ via contractive arguments (as is usually done for the decoupled semilinear wave equation with subcritical nonlinearity), due to the presence of the transport terms.
Once we have obtained existence of weak solutions (which we can do both in 2D and in 3D) looking for additional properties is more difficult, even in the 2D case, and we can only prove a number of partial results holding under additional regularity assumptions on coefficients and data. Entering details, in 2D we can try to construct strong solutions (such a classification is mutuated by the standard terminology used for Navier-Stokes) and, indeed, we can prove their existence, but only in the case when the second order transport term is neglected, i.e., one has δ = 0 in (1.4). In the class of strong solutions one can also prove uniqueness. This result holds, with a conditional nature, also in 3D (where existence of strong solutions is not known, of course), or for δ > 0.
A further question we address is related to energy dissipation. Actually, due to the absence of external sources and to the choice of periodic boundary conditions, one expects that at least a part of the kinetic and chemical energy of the body is gradually converted into heat. On the other hand, we can explicitly prove this fact only in two cases, i.e. when either σ > 0 in (1.3) or δ = 1 in (1.4). As will be clear from the proofs, when σ > 0 (and apparently only in that case) one can control, uniformly in time, the contribution coming from the combination of the additional viscosity term −ǫ∆ϕ with the non-monotone semilinear term f (ϕ). It may also be worth observing that, in place of σϕ, one could consider a more general semilinear contribution σ(ϕ) in (1.3), which (under suitable conditions on the function σ) would provide a nonlinear damping effect (see, e.g., [3, 5, 8, 10, 11, 19, 20, 24] for related models); the resulting mathematical problem will be possibly addressed in a forthcoming paper. On the other hand, in the case δ = 1, corresponding to the situation when transport effects with the same transport speed occur both for ϕ and for π, we can prove dissipation of energy even for σ = 0 thanks to a cancellation property. It is worth noting that, in the language of dynamical systems, this leads to existence of an absorbing set in the "energy space", a fact that may serve as a starting poing for studying the long-time behavior of solution trajectories (this may be also the object of future work). On the other hand, in the case when σ = 0 and δ = 1 the dissipativity of the physical energy remains as an open question.
We conclude here with the plan of the paper. The next section is devoted to presenting our precise mathematical assumptions on coefficients and data and a number of preliminary considerations. Then, our main results will be stated in the subsequent Section 3. The core of the proofs, including the basic a priori estimates and the arguments used for passing to the limit in the approximation, will be then presented in Section 4. Finally, a possible construction of regularized solutions by means of a Faedo-Galerkin scheme will be given in Section 5.
Preliminaries

Notation and functional setup
We will note as Ω the unit flat torus [0, 1] d , with d = 2 or d = 3. As is customary, all functions defined on Ω will be implicitly assumed to satisfy periodic boundary conditions in a suitable sense. This will not be emphasized in the notation, for the sake of simplicity. For instance, we will set H := L 2 (Ω) and V := H 1 (Ω) implicitly assuming Ω-periodicity. These spaces will be used as function spaces for the phase variable; the same symbols H and V will be used also for denoting vector-or tensor-valued functions (we may write, for instance, ∇ϕ ∈ H). The standard scalar product in H will be noted as (·, ·). Since the immersion V ⊂ H is continuous and dense, identifying H with H ′ through the above scalar product we obtain the Hilbert triplet (V, H, V ′ ) for the phase variable. Concerning the velocity function u, we set
where, again, Ω-periodicity is still implicitly subsumed everywhere. The spaces H div and V div are seen as (closed) subspaces of H and V (more precisely, of H d and V d ), respectively, and in particular they are endowed with the corresponding norms. Then, the embedding V div ⊂ H div is continuous and dense, which permits us to identify V div with its topological dual V ′ div by means of the scalar product of H div , still denoted by (·, ·), and to construct the "velocity Hilbert triplet" V div , H div , V ′ div . We recall that V div is endowed with the bilinear form ((u, v)) := (∇u, ∇v) for all u, v ∈ V div . Moreover, given a generic Banach spaces X (and particularly in the cases X = V , X = V div ), we will denote by ·, · the duality between X ′ and X. As is customary, we define the trilinear V div -continuous form
and the bilinear form B :
Using Ladyzhenskaya's inequality (see, e.g. [23, Chap. 5]), it turns out that the following properties hold for every u, v and w ∈ V div :
Assumptions on the potential
We let F ∈ C 2 (R; R) and setting f := F ′ we assume that
for some K, k, p > 0, λ ≥ 0 and every s ∈ R. Namely, f grows at infinity as a power-like function of exponent p + 1 > 1 (i.e., it is strictly superlinear). Note that the above implies in particular that F is (at least) λ-convex, i.e., F ′′ = f ′ is everywhere greater than −λ, with true convexity holding in the case λ = 0.
A practical and common example of a phase potential satisfying the above is the standard double well potential having the expression F (s) = (s 2 − 1) 2 for which (2.5) holds of course for p = 2. The above relation has several useful consequences, some of which are listed below. First, by integration one can easily deduce 6) and, integrating again,
where
′′ ≥ 0 are computable constants depending only on K, k, p, λ. Moreover, combining (2.6) and (2.7), it is not difficult to deduce that
where the constants κ p , C p > 0 and c p ≥ 0 depend only on the given values of the parameters in (2.5). Moreover, thanks to p + 2 > 2, we also observe that for any (large) M > 0 and (small) ε > 0 there
Initial data and conservation properties
In the sequel we will note the spatial mean of a generic function v defined over Ω as
the second equality holding because Ω is the unit torus. We also recall the Poincaré-Wirtinger inequality
holding for any v ∈ V and for some c > 0. In particular, thanks to periodic boundary conditions, the above holds with v Ω = 0 when v = D xi z for some z ∈ H 2 (Ω) and i ∈ {1, . . . , d}. We observe that, due to the choice of periodic boundary conditions, any hypothetic solution to our problem satisfies some conservation properties. First of all, integrating (1.1) over Ω, we actually have
i.e., the mean value of the velocity is conserved in time. Such a property corresponds to the conservation of (total) momentum in absence of external forces. Then, in order to reduce technical complications we shall always assume that
Indeed the case when (u 0 ) Ω = 0 could be reduced to the present one by rewriting the system in terms of the translated variable u − u Ω . Next, integrating (1.3) and (1.4), we deduce, respectively,
whence, combining the above relations, we obtain (here primes denote derivation in time)
This relation rules the evolution of the total mass of either component of the binary fluid. Note, however, that in itself it does not suffice in order to prove that ϕ Ω remains bounded uniformly in time.
Main Results
Basically we can distinguish our results into two classes. The first one refers to the regularity setting of weak solutions (this essentially means that the initial data have the sole regularity corresponding to the finiteness of the physical energy). In such a framework, we can prove existence both in 2D and in 3D (Theorem 1) for δ ≥ 0. Moreover, in all cases except when σ = 0 and δ = 1, we can also prove an energy dissipation principle (Prop. 2), i.e. the fact that, whatever is the magnitude of the energy at the initial time, solution trajectories (or, at least those solution trajectories that arise as cluster points of approximating families; indeed, uniqueness is not known at this level) tend to have an energy configuration that is below some computable threshold depending only on the parameters of the system (and not on the magnitude of the initial data). In the language of dynamical systems this corresponds to the existence of a uniformly absorbing set. Though this property is very natural in our setting (periodic boundary conditions and no external source), in the sense that one expects that energy is progressively converted into heat as the sytem evolves, surprisingly we cannot prove it under the most general assumptions. The second family of results refer to the class of strong solutions, hence requiring some more smoothness of initial data. Unfortunately, even in 2D, we can prove existence of such solutions (Theorem 3) only in the case when δ = 0, i.e. the second-order transport effect is neglected. In this case, we can also prove uniqueness of strong solutions (Theorem 4). The result holds both in 2D and in 3D, having of course a conditional nature in the latter case.
Remark. When σ = 0, the lack of a dissipative estimate in the general case is tied to the occurrence of the viscosity term −ǫ∆ϕ in (1.3). Indeed, at least in the physical case when F is nonconvex, the energy inequality (cf. (4.7) below) may contain a nonpositive term on the left hand side and also the information (2.16) on the spatial means seems not sufficient to control it uniformly in time. Hence an estimate of the energy can be obtained only using Gronwall's inequality, which may lead to an exponential growth in time. On the other hand, in order to avoid this (unexpected) behavior, we may try to adapt the argument standardly used to prove dissipativity of solutions to the semilinear wave equation. However, we then face the occurrence of the transport terms, which apparently cannot be controlled in the general case, whereas they vanish thanks to incompressibility if δ = 1 (and only in that case).
We are now ready to state our first result devoted to existence of weak solutions:
Theorem 1 (Existence of weak solutions, d = 2, 3). Let d ∈ {2, 3}, let ǫ > 0, σ ≥ 0 and δ ≥ 0. Let also Assumption (2.5) hold. Let T > 0 and let the initial data satisfy
Then there exists at least one triple (u, ϕ, π) belonging to the regularity class
satisfying system (1.1)-(1.4) in the following weak sense
for almost every t ∈ (0, T ), every v ∈ V div and every v ∈ W 1,3 (Ω), and complying with the initial conditions
almost everywhere in Ω. The triple (u, ϕ, π) will be noted as a weak solution in the sequel.
Remark. It is worth observing that condition (3.1) corresponds exactly to the finiteness of the physical energy (cf. (4.7) below) at the initial time.
Since T > 0 is arbitrary, we can assume that the weak solutions provided by Theorem 1 could be extended to be defined for any time t ∈ [0, ∞). In this perspective we can prove the following Proposition 2 (Dissipativity). Let the hypotheses of Theorem 1 hold and let us additionally assume that, either σ > 0, or σ = 0 and δ = 1. Then there exists a constant C 0 independent of the initial data (but depending on the other parameters of the system) and a time T 0 depending only on the "energy" of the initial datum, i.e. on the quantity 12) such that any weak solution provided by Theorem 1 emanating from this initial datum satisfies
13)
Remark. In the terminology of dynamical systems, the constant C 0 in estimate (3.13) may be interpreted as the "radius" of an absorbing set with respect to the norms specified there (which in turn somehow quantify the magnitude of the energy).
Remark. Since the uniqueness of weak solutions is not known at this level, the dissipativity property in (3.13) has to be carefully interpreted. Indeed, its proof is obtained by passing to the limit in an analogue relation holding at the approximate level (i.e., for some regularized solution that has better properties). Hence, any weak solution that is a limit point of a sequence of approximate solutions turns out to satisfy it. On the other hand, we cannot exclude that there might exist "bad" weak solutions, unrelated to the approximation scheme, that do not satisfy (3.13).
Theorem 3 (Existence of strong solutions). Let d = 2, ǫ > 0, δ = 0, σ ≥ 0 and let Assumption (2.5) hold. Let also T > 0 and let the initial data satisfy
Then there exists almost one strong solution, namely a triple (u, ϕ, π) with
satisfying system (1.1)-(1.4) in the following sense:
20)
and the initial conditions as in (3.11). 
Remark. The uniqueness result is conditional in two aspects. First of all, existence of strong solutions clearly cannot be obtained for d = 3. Moreover, for δ > 0 (a case which is also not covered by Theorem 3), we can prove that two hypotethical strong solutions emanating from the same initial datum coincide only in the case when either of the two satisfies the additional regularity (3.22).
Proofs
In this section we will prove Theorems 1, 3, 4 as well as Proposition 2. We start presenting a number of basic a-priori estimates by working directly, though formally, on system (1.1)-(1.4) without referring explicitly to any regularization or approximation. Actually, the variational structure underlying system (1.1)-(1.4) is rather simple and for this reason it seems to be worth starting with the computations leading to the energy inequality. This actually constitutes the main a priori information that any (reasonably defined) solution should satisfy. Then, a possible approach via a Faedo-Galerkin regularization compatible with the a priori estimates will be outlined in Section 5 below. In what follows we will note as c, κ some generic positive constants depending only on the given data of the problem but independent of the final time T , with κ being used in estimates from below. The values of c, κ will be allowed to vary on occurrence, and will be assumed to be independent of any hypothetic regularization or approximation parameter. Specific values of κ, c will be noted as κ i , c i , i ≥ 1.
Energy estimate
We start testing (1.1) with u to obtain
where we also used the incompressibility constraint (1.2) and the periodic boundary conditions. Next, we test (1.4) with π. Using again periodicity and incompressibility we deduce
Now we exploit the expression of π (1.3) in order to compute the last two integrals in (4.2). Firstly we have
whereas the second term, thanks also to incompressibility, gives
We now notice that, by standard integrations by parts, 6) and the second summand on the right hand side vanishes by incompressibility. Then, summing (4.1) together with (4.5) and taking (4.6) into account, we arrive at the energy estimate
Now, since F is just assumed to be λ-convex, in general the last term on the left hand side may be nonpositive. In order to control it, we need to exploit the Gronwall inequality, which may lead to an exponential growth of the energy with time. Indeed, recalling (2.8) and Assumption (2.5) (and using in particular the λ-convexity of F ), taking a generic C > 0 we deduce
and the coefficient 2(σ − λǫ) may be actually nonpositive (and it is always nonpositive when σ = 0 and λ > 0). Let us then note as G the sum of the terms in square brackets in (4.8). Now, recalling that u has zero spatial mean by (3.1) and (2.12), the Poincaré-Wirtinger inequality implies
for some κ > 0. Hence, rearranging terms, (4.8) gives
Now, using (2.7) and (2.9), it is clear that C can be chosen in such a way that
Hence, (4.10) implies the differential inequality
for some computable constants κ, c > 0 depending on the various parameters of the problem. Now, when σ = 0 the right hand side needs to be estimated by using Gronwall. Indeed, in that case (4.12), using (4.11), may be rewritten as
for some constants c 1 , c 2 > 0, whence Gronwall's inequality entails
as well as
On the other hand, when σ > 0 it is clear that we can avoid exponential growth of the energy. Indeed, in that case the right hand side of (4.12) can be controlled in the following way: 16) where in the last computation we have used (2.9). As a consequence, in place of (4.13) we get from (4.12) the better relation
whence we immediately deduce
and, integrating (4.17) over the generic interval (t, t + 1), t ≥ 0,
4.2 Dissipative estimate for σ = 0 and δ = 1
We start with testing (1.3) by π to obtain
Next, assuming δ = 1, we test (1.4) by ϕ. Integrating by parts in time, we obtain
Combining the above relations, we deduce
Now, we observe that, due to δ = 1 and incompressibility, the transport terms actually vanish:
Hence relation (4.22) reduces to
Let us now multiply the above relation by η > 0 and sum the result to (4.8). We get
and we need to control the terms on the right hand side. First of all, we observe that
On the other hand,
Replacing (4.25)-(4.26) into (4.24) we then deduce
Then, let us first fix η such that 0 < η ≤ min{ǫ −1 , 1/2}. As a consequence, using also (2.9), we have
for some c > 0. Hence, for such choice of η, noting as D the sum of the terms in square brackets in (4.27), we may choose C > 0 so that
We also observe that, thanks to (2.8) and (2.9), the right hand side of (4.27) can be estimated as follows
and the nonconstant term can be absorbed by the corresponding one on the left hand side. Moreover, the term depending on f on the left hand side can be estimated from below by means of (2.8). Hence, using once more (4.9), we see that (4.27) implies the differential inequality
with the constants κ 2 , c 4 > 0 depending on ǫ, λ also through the choice of η. As a consequence, we deduce
Proof of Theorem 1: existence of weak solutions
In the sequel we consider a sequence {(u n , ϕ n , π n )}, n ∈ N, of triplets satisfying system (1.1)-(1.4) in a suitable sense and complying, uniformly with respect to n, with the energy principle. More precisely, we assume that relation (4.12) is satisfied with constants κ, c independent of n. Hence, either (4.14)-(4.15) or (4.18)-(4.19) also hold with constants independent of n. As a consequence, we can prove that any limit point (in a suitable sense) of a generic (nonrelabelled) subsequence of {(u n , ϕ n , π n )} is a weak solution in the sense of Theorem 1. In Section 5 we will see how the present argument can be adapted to a Galerkin approximation scheme. That said, we first observe that, from (4.14)-(4.15) (or from (4.18)-(4.19)), using the definition of G (cf. (4.8)) and the structure property (4.11), we may deduce the following relations:
Here and below all the convergence properties will be intended to hold up to the extraction of (nonrelabelled) subsequences of n ր ∞. We now deduce some further consequence of the energy estimate that will be needed in order to take the limit of the product terms in the system. We start dealing with the velocity. We then observe that for any v ∈ V div ,
(4.37)
Now, for d = 2, thanks to Ladyzhenskaya's inequality, (4.34) implies
whence from (4.37) we obtain
On the other hand, for d = 3, Sobolev's embeddings and interpolation only give
whence from (4.37) we deduce
Analogously, from (4.35) we have
(4.45) Now, testing (1.1) (written for u n , ϕ n ) by v ∈ V div and rearranging, we have
whence, using (4.39), (4.41) and (4.44)-(4.45), we easily infer 
We now move to considering the behavior of ϕ n . To this aim, we first notice that, using (4.38) and (4.42) in 2D, and using the first (4.34), the last (4.35) and Sobolev's embeddings in 3D, there follows 
with s as above. Hence, applying once more the Aubin-Lions lemma, we infer
As a consequence, we obtain that
This allows us to take the limit n ր ∞ in relation (4.46) to get back (3.8). Moreover, it is clear that, from (4.48) and (4.51), we also obtain
Actually, relations (4.52) and (4.53) could be improved, anyway they suffice for the sequel. Indeed, we can now write (1.3) at the n-level, take the limit n ր ∞, and get back (3.9). Finally, we need to pass to the limit in (1.4). Then, let us notice that (4.35) and (2.6) entail
Combining this fact with the pointwise convergence resulting from (4.51) we then deduce
Finally, if δ > 0, we need to take care of the convection term in (1.4). Combining (4.34) with (4.36) and using interpolation with the 2D embedding
where r = 3/2 for d = 3 and r ∈ [1, 2) for d = 2. Then, using the second of (4.48), we infer
Hence, for any v ∈ W 1,3 (Ω), using incompressibility and periodic boundary conditions, we deduce
and in particular the distributional divergence div(πu) lies in the dual space L 2 (0, T ; (W 1,3 ) ′ (Ω)). Using (4.34)-(4.36) together with (4.54) and (4.56), comparing terms in the n-version of (1.4), and using continuity of the embedding
This fact, by the Aubin-Lions lemma and (4.36), also yields the strong convergence
The above relations permit us to pass to the limit in (1.4), which may be reinterpreted as an equality in L 2 (0, T ; (W 1,3 ) ′ (Ω)) (or also as an equality in (W 1,3 ) ′ (Ω), almost everywhere in time). Namely, in the limit we get back exactly (3.10) . Note also that the regularity conditions (3.2)-(3.6) in the statement of Theorem 1 are a direct consequence of (4.34)-(4.36), (4.47) (4.50) and (4.59).
Finally, we observe that the strong convergence relations (4.48), (4.51), (4.60) imply
Hence, assuming that the triplet (u n , ϕ n , π n ) satisfies an initial condition of the form
where (u 0,n , ϕ 0,n , π 0,n ) tends to (u 0 , ϕ 0 , π 0 ) in a suitable way, letting n ր ∞, we obtain (3.11) in the limit, which concludes the proof of Theorem 1.
Remark. It is worth discussing a bit more the occurrence of the viscous regularization term in (1.3) at the light of the a priori estimates. Actually, if that term is omitted (i.e., if ǫ = 0), the latter convergence in (4.35) would be lacking and we would not have any L p -information on second space derivatives of ϕ. Hence, the L 2 (0, T ; V )-convergence in (4.51) would also be missing and we could not take the limit of the right hand side of (1.1) as specified in (4.52).
Proof of Proposition 2: dissipativity
In the case σ > 0 we can take advantage of estimate (4.18), whereas for σ = 0 and δ = 1 we have relation (4.33). Of course, these bounds hold a priori for the approximating solutions (u n , ϕ n , π n ). On the other hand, they pass to the limit n ր ∞ because the quantities on the right hand sides are independent of n and we can use semicontinuity of norms with respect to weak or weak star convergence when we take the limit. Hence we obtain that (4.18), or (4.33), also holds for limit solution(s) (u, ϕ, π). Noting that the functionals G (cf. (4.8) ) and D (cf. (4.27)) control both from above and from below the norms specified in the statement, it is then apparent that (4.18) (or (4.33)) implies the desired bound (3.13) for every t ≥ T 0 , with T 0 depending only on the magnitude of the initial energy, i.e., on the norms in (3.12).
Remark. One may wonder if the dissipative estimate (3.13) (possibly combined with the regularity estimates obtained in the proof of existence of strong solutions) could be used to prove existence of the global attractor at least in the 2D case. We do not address this interesting issue here, but we limit ourselves to observe that the problem seems nontrivial and its resolution may require the use of some careful decomposition method. Indeed, while the variables u and ϕ enjoy some regularization property (if they are, respectively, in H div and in V at the initial time, then they are in V div and in H 2 (Ω) for some small t > 0), i.e., they have a parabolic behavior, on the other hand the variable π has a hyperbolic behavior, i.e. it does not seem to regularize in time (compare (3.5) for π with (3.2) and (3.3) for u and ϕ).
Proof of Theorem 3: existence of strong solutions
The proof is based on some additional regularity estimates. As before, we work directly on system (1.1)-(1.4). We pospone to the next section the justification of this argument at the light of the approximation scheme.
where α and c α are as above (of course their value can vary on occurrence) and we have repeatedly
Proof of Theorem 4: uniqueness
Let us given a pair of strong solutions (u 1 , ϕ 1 , π 1 ) and (u 2 , ϕ 2 , π 2 ) of (1.1)-(1.4) emanating from the same initial datum (u 0 , ϕ 0 , π 0 ) satisfying (3.14). We will show that the two solutions do coincide. We perform the proof in the more difficult case d = 3 (as said, in this situation the result is conditional because strong solutions are not known to exist); of course the argument extends to d = 2 where we actually have better embeddings. That said, we put u := u 1 − u 2 , ϕ := ϕ 1 − ϕ 2 , π := π 1 − π 2 and p := p 1 − p 2 . Then, writing (1.1) for the two solutions, and taking the difference, we get
Proceeding in the same way for (1.3) and (1.4) we obtain
(4.79)
Galerkin approximation
In this section we present a possible construction of an approximate solution (u n , ϕ n , π n ) by means of a Faedo-Galerkin scheme. Since the procedure is rather standard and follows an approach already used for similar models (see, e.g., [22, p. 284] or [9] ), we will only give some highlights leaving the remaining details to the reader. That said, we let H div,0 and V div,0 denote the subspaces, respectively, of H div and of V div , consisting of the functions having zero spatial mean. Then we can define the Stokes operator as an unbounded linear operator on H div,0 by setting A = −P ∆, D(A) = H 2 (Ω)∩V div,0 , where P : L 2 (Ω) → H div is the Leray projector [25] . Notice that
Moreover, the operator A is positive and self-adjoint on H div,0 . Hence, we can take as a Galerkin base of H div,0 the family {w i } i∈N of the (properly normalized and linearly independent) eigenfunctions of A. Next, noting as I the identity operator of H, we consider the unbounded linear operator B of H defined as B := I − ∆ with domain D(B) = H 2 (Ω) (note that Ω-periodicity is still implicitly assumed also at this level). Hence, B is also positive and self-adjoint and we can take as a Galerkin base of H the family {τ i } i∈N of the (normalized and linearly independent) eigenfunctions of B. For any m ∈ N, we can then define the m-dimensional subspaces W m := span{w 1 , . . . , w m } ⊂ H div,0 and T m := span{τ 1 , . . . , τ m } ⊂ H. We also denote as P m : H div,0 → W m and Π m : H → T m the orthogonal projectors onto W m and T m , respectively.
Finally, it is convenient to replace f with a suitable regularization f n depending on a further approximation parameter n. More precisely, we assume that f n ∈ C 1 (R) with
with the constants C n > 0 of course going to infinity as n ր ∞. An explicit expression of f n can be easily constructed by suitably truncating f outside some bounded interval I n increasing with respect to n, for example I n = [−n, n]. Then we obtain as a byproduct that f n converges to f uniformly on compact sets of R as n ր ∞. Since all nonlinear terms in the above system have at least a locally Lipschitz dependence on their arguments, it then turns out that existence of a local in time solution to (5.2)-(5.4) with the initial conditions (5.5) can be obtained by means of the classical Cauchy theorem for ODE's. It is also worth stressing that the above constructed approximate solution, despite being identified by the sole subscript m, depends in fact on both approximation parameters n and m. For any fixed n ∈ N, we will now let m tend to infinity so to obtain a solution (u n , ϕ n , π n ) depending only on n. To this aim, we just reproduce the a priori bounds obtained in the previous section working now on the Faedo-Galerkin scheme. Indeed, all the computations can be repeated just with some small technical difference mainly related to the presence of a regularized nonlinear function f n in place of the original f . The only point we would like to remark refers to the use of (5. where we also used incompressibility and condition (5.1). Note that the additional contribution on the right hand side, at fixed n ∈ N, can be controlled using Gronwall (giving rise to an additional quantity in the approximate energy inequality). On the other hand, as we take m ր ∞, the projection operators disappear and we do no longer face any additional term when repeating the estimates on (u n , ϕ n , π n ). It is also worth observing that, as we take m ր ∞, we can rely on a set of a priori estimates that are uniform with respect to the time variable. Hence, as a consequence of standard extension arguments it will turn out that, despite Galerkin solutions (u m , ϕ m , π m ) might be defined only on small time intervals, the solutions (u n , ϕ n , π n ) obtained in the limit can be thought to be defined for every t ∈ (0, ∞). As a consequence, we can take (u n , ϕ n , π n ) as a regularized solution to our system depending on the sole parameter n. Moreover, the a-priori estimates obtained before are also uniform with respect to n ∈ N. Hence, to let n ր ∞, we can proceed as described in Subsection 4.3, with the sole differences related to the occurrence of the regularized nonlinearity f n . Nevertheless, even here, the needed modifications are almost straighforward. Indeed, using the strong (hence a.e. pointwise) convergence of ϕ n (cf. (4.51)) and the fact that f n → f uniformly on compact subsets of R, it is easy to realize that, in place of (4.55), there holds Then, the rest of the argument works up to minor adaptations.
