The implementation of the circular economy is increasingly supported by many governments. It is performed by integrating the activities of reverse supply chain into those of forward supply chain. However, many companies that traditionally focus on the activities of forward supply chain have decided to collaborate with third-party reverse logistics providers to manage the reverse supply chain. This collaboration motivates the work presented in this paper to propose better decisions for decision makers in the providers under the fact that integrating decisions of the collection of End-of-Life products and their disassembly process proposes a reverse supply chain with better performance. In this paper, an integrated problem concerning those decisions is presented and formalised. It also deals with the uncertainty of the quality and the quantity of products as well as the demands of the associated components. Two approximate methods are developed to provide the solutions.
Introduction
Nowadays, the evolution of the economic framework employed by the companies from the linear economy towards the circular economy is increasingly supported by many governments. The linear economy is characterised by "take-make-dispose" pattern where the raw materials are transformed into the final products in order to fulfil the demands of the clients and are disposed once they reach the end of life cycle. Based on the report of World Economic Forum (Forum 2014) , the linear economy is arriving its limits in due to (i) the growth of resource prices and supply disruptions, (ii) the price volatility of metals, foods and non-agriculture outputs, (iii) the difficulty of creating sufficient competitive advantage or differentiation, (iv) the unpredicted consequences of the improvement of energy and resource efficiency, (v) the deceleration of agriculture productivity followed, (vi) the increasing risk of global supply chain's supply security and safety and (vii) the difficulties of getting virgin resources (water, land and atmosphere). Therefore, the implementation of the circular economy is encouraged due to its advantages in terms of financial, social and environmental factors. This implementation is carried out by incorporating the activities of reverse supply chain (RSC) dealing with End-of-Life (EOL) products i.e. reusing, repairing, refurbishing and recycling, to those of forward supply chain in order to form a closed-loop (circular) supply chain. Xerox, Hewlett-Packard and Phillips are among success story regarding such implementation (Kumar and Putnam 2008; Pishvaee, Farahani, and Dullaert 2010; Alumur et al. 2012; Forum 2014) .
However, many companies that traditionally focus on the activities of forward supply chain have decided to collaborate with other specialised companies to manage RSC such as La Fédération ENVIE (France) since it requires new facilities and activities that are typically costly and manual labour intensive. This fact motivates this work to propose better decisions for decision makers in such third-party reverse logistics providers (3PRLPs). In detail, this work has been put in place in the particular interest of the management of EOL products from the points of collection until the point of re-manufacturers and/or recyclers. Habibi et al. (2017a,b) proved that integrating the decisions of the collection and disassembly processes of RSC leads to optimise and enhance the performance of the RSC in terms of total cost and the demand satisfaction. However, this work focuses on the deterministic case in which that the quality and the quantity of the EOL products as well as the demands of their components are well defined and only single vehicle is considered. Habibi et al. (2017a,b) and this paper CHARACTERISTIC Habibi et al. (2017a,b) This Reverse Supply Chain (RSC) needs to consider the uncertainty notably when it deals with Endof-Life (EOL) products. Based on McGovern and Gupta (2011) , such products are often returned with imperfect or modified condition such as missing parts, components are replaced with higher quality ones etc. The quantity returned and the demand of component to sell are also highly uncertain.
Employing stochastic programming is an effective way to deal with such uncertainties. Managers of an RSC dealing with EOL products may refer to our work. They are able to optimize the performance of an RSC by minimizing the total cost containing the expected cost emerged from the uncertainties.
In this paper, we extend the works of Habibi et al. (2017a,b) in order to approach the field reality by taking into account the uncertainty of the quality and the quality of EOL products as well as the demands of their components. The quality of product is assumed equivalent to the quantity of its components after it is returned to collection centres. We also take into account the case of multi-vehicle since 3PRLPs often posses more than one vehicle. Figure 1 depicts the contribution of this paper compared to the previous work.
Literature Review
The problem in Habibi et al. (2017a,b) , called Collection-Disassembly Problem (CDP), is a version of Production-Distribution Problem (PDP) or Production-Routing Problem (PRP) in RSC. It integrates decisions of two well-known and hard combinatorial problems i.e. vehicle routing and lot-sizing, to deal with the collection of EOL products and their disassembly process, respectively. PDP differs from Newsvendor Problem. In their basic formulations, PDP concerns with multipleperiod plan whilst Newsvendor Problem considers single period. However, we are aware that Newsvendor Problem is advanced in multi-period. Newsvendor Problem considers no vehicle routing whilst it is an important part of PDP. Compared to routing problems, PDP takes into account decisions on production process. As an adaptation of PDP into RSC, the routing part of CDP concerns about the collection of End-of-Life products and the lot-sizing part lies in their disassembly process. In this work, we assume that some parameters are under uncertainty and more than one vehicle are available to use.
To well position our work in the existing literature, relevant papers in PDP are reviewed. The papers propose models and approximate methods particularly in dealing with large size instances when the commercial solver is not able to provide optimal solutions in acceptable CPU times.
The majority of PDP works focuses on both production and distribution aspects by incorporating the decisions of production and routing aspects in tactical level decision. Based on the existing literature of PDP that mostly deals with continuous products, the objective function minimises the total cost of production, inventory and routing, simultaneously, by respecting the demands of retailers, their inventory limits, the production facility's capacity and its inventory limit. As CDP, PDP is also a combination of two well-known and hard combinatorial problems i.e. lot-sizing problem and VRP, to deal with forward supply chain.
Based on Boudia, Louly, and Prins (2007) ; Bard and Nananukul (2009, 2010) ; Armentano, a.L. Shiguemoto, and Lø kketangen (2011) , the decisions of PDP throughout the planning horizon consist of:
(1) when and how much products to produce (2) when to visit and how much to deliver to retailers as well as the routing (3) inventory level for each retailer and the depot There are four existing models as the main references of PDP with multi-vehicle under Maximum Level policy. First, the formulation of Boudia, Louly, and Prins (2007) which is completed with vehicle index. Second, the formulation proposed in Bard and Nananukul (2009, 2010) has no index regarding the vehicle. Third, the formulation of Armentano, a.L. Shiguemoto, and Lø kketangen (2011) deals with the case of multi-products where the available vehicles are indexed. Fourth, the formulation of Adulyasak, Cordeau, and Jans (2015b) deals with PDP under the uncertainty of demands of retailers. Adulyasak, Cordeau, and Jans (2015a) and Díaz-Madroñero, Peidro, and Mula (2015) provide extensive reviews on PDP. Table 2 contains works on PDP highlighting on its variants as well as solving methods proposed. To the best of our knowledge, there is no work attempting to formalise the integration of decisions regarding the collection of EOL products and their disassembly process by taking into account the uncertainty of their quality and the quantity as well as the demands of their components. Also, there is no work proposing the case of multi-vehicle in such a problem. Therefore, a formulation filling this research gap is presented. Two methods are developed to provide the solutions to this problem.
Problem Formulation
This problem considers that a single site performs a disassembly process for treating a single type of EOL products available at dispersed collection centres. Some homogeneous vehicles with fixed capacity are available for collecting the EOL products.
The products' nomenclature is known and identical. Each product has several components where each component has uncertain quantity. The collected products are disassembled in the site in order to release the components requested. The site has a fixed capacity corresponding to its cycle time. A penalty cost is occured once the component demand is unmet. The demand of component is uncertain and assumed following some known distribution. The problem contains multi-period due to the presence of an inventory to store the collected EOL products. There is no salvage value or disposal cost for any leftover components. Following its characteristics, the problem is called as Stochastic Multi-Vehicle Collection-Disassembly Problem and abbreviated as SMCDP. In this work, the quality of product is assumed equivalent to the quantity of its components after it is returned to collection centers. We denote the quantity of each component a of the product at period t under scenario ω as n ω at .
Parameters:
A set of component: a = {1, 2, · · · , |A|} N set of nodes: i, j = {1, 2, · · · , |N |} where 1 is the depot N c set of collection centres: i, j = {2, · · · , |N |} Ω set of finite scenario: ω = {1, 2, · · · , |Ω|} T planning horizon: t = {1, 2, · · · , |T |} K set of vehicles: k = 1, 2, ·|K| ρ ω probability of scenario ω n ω at quantity of component a in the product at period t under scenario ω S ω it quantity of products available at collection centre i at period t under scenario ω q ω at demand of component a at period t under scenarion ω Q vehicle capacity InvCap inventory capacity DisCap disassembly line capacity imposed from its cycle time CF fixed vehicle dispatch cost c ij mileage cost from node i to j CD unit disassembly cost CH unit holding cost CP a unit penalty cost of component a.
Figure 2.: Two-Stage Stochastic Problem
The problem is formalised as a two-stage stochastic programming. In this problem, a scenario ω in period t is a realisation of S ω it , n ω at and q ω at into a fixed value coming after the planning stage as depicted in Figure 2 .
The first-stage decisions correspond to the planning of the routing of vehicle k, ∈ K for each period as follows: z t number of vehicles dispatched at period t x k ijt 1 if node j visited immediately after i by vehicle k at period t. 0 otherwise. Consequently, the second-stage decisions correspond to the load of vehicles and the disassembly decisions. These decisions will be taken after the realisation of the parameter under uncertainty. The decisions are:
y kω it load of vehicle k after visiting node i at period t in scenario ω I ω t inventory level of EOL products at period t in scenario ω P ω t quantity of EOL products disassembled at period t in scenario ω SO ω at unmet demands of component a at period t in scenario ω Stochastic Integer Linear Programming of SMCDP :
subject to:
The objective function (1) minimises the total cost of the first-stage decision and the expected cost corresponding to the second-stage decisions. The first and second terms correspond to the dispatch and mileage vehicle costs. The latter terms consist of the expected costs of inventory, disassembly and penalty.
Constraints (2) state that a collection centre is visited at most once by any vehicle at period t. Constraints (3) ensure that vehicle k is dispatched at most once at period t. Constraints (4) determine number of vehicles dispatched at period t. The flows of visiting and leaving a node are conserved by constraints (5). The load of vehicle k after visiting a collection centre i in which it is the first node visited is ensured by constraints (6). Constraint (7) eliminate any subtour. Constraints (8) are the inventory balance of disassembly site. Constraints (9) impose the demand fulfilment. Constraints (10), (11), (12) and (13) are the limitation of load of vehicle, inventory level, disassembly and maximum number of vehicles, respectively. Constraints (14) and (15) define the decision variables.
Solution Methods
As far as our knowledge, Two-Phase Iterative Heuristics (Absi et al. 2014 ) provides high quality solutions in PDP. We also experience that this method with the type of Iterative Method with Multi-Travelling Salesman Problem (IM-MultiTSP) performs very good in CDP and is also flexible enough to be adapted. Therefore, it is implemented in SMCDP in the hope that it also proposes good performance. Apart from that, we also propose an enhanced version of this method since this enhancements lead to better performance than the original one.
An algorithmic framework is implemented combined with both methods to provide statistical lower and upper bounds since the proposed formulation is stochastic discrete optimisation problem with finite number of scenario.
Two-Phase Iterative Heuristic
In this part, the implementation of this method is demonstrated into PDP and SMCDP, consecutively.
In PDP
This method is originally proposed in Absi et al. (2014) for dealing with PDP with multi-vehicle and single type of product. It decomposes the problem into two subproblems and solved them iteratively. The two subproblems are the lot-sizing subproblem with approximate visiting costs and the routing subproblem.
The lot-sizing subproblem with approximate visiting costs, also called as the first phase, deals with the decisions of when and how much products to produce, when to visit retailers and how much products to retailers. Consecutively, this phase provides the set of retailers served in each period. Also, the vehicle capacity is already taken into account in this subproblem. Accordingly, the second phase (the routing subproblem) aims to construct the route of vehicle dispatched for each period corresponding to the set of retailers served.
The approximate visiting costs of a retailer are initialised by multiplying the go-return running costs and the distance between the retailer and the production facility. For those who are served in a particular period, a particular procedure is used to update their corresponding approximate visiting costs (see next part).
A diversification mechanism of the approximate visiting costs are required to permit the method exploring the unvisited solution space. It is simply done by multiplying the current value of the costs by the number of retailers visited throughout the planning horizon plus one. One is to avoid zero multiplication when no retailer is visited. The method is provided in Algorithm 1. 
In SMCDP
This part consist of the adaptation of Two-Phase Iterative Heuristic for solving SMCDP. Some modifications are required due to the uncertainty of several parameters.
The problem is decomposed into two subproblems: (i) Stochastic Multi-Vehicle Reverse LotSizing Problem with Approximate Visiting Costs (SMRLP-AVC) and (ii) Routing Problem. 4.1.2.1 SMRLP-AVC. This problem is a simplification of SMCDP by replacing the travelling cost with so-called approximated visiting cost. It determines how many vehicles to use z t , which collection centre to visit, how many EOL products to store into the inventory I ω t , how many EOL products to disassemble P ω t and how many penalty occurred SO ω at . Instead of using c ij , it uses the approximate visiting costs denoted as SC k it . These costs are initialised using c 0i + c i0 and updated throughout the method.
The decision variables of SMRLP-AVC are described as follows:
1 if node i is visited by vehicle k at period t 0 otherwise β k t 1 if vehicle k visits any collection centre at period t 0 otherwise r kω it quantity of EOL products collected from node i by vehicle k at period t under scenario ω 4.1.2.2 Formulation of SMRLP-AVC.
Subject to:
(9), (11), (12)
The objective function (16) is to minimise the total cost consisting of total fixed cost of vehicles deployed, total approximate cost and the expected cost of second-stage decisions of inventory, quantity of EOL products disassembled and unmet demand. Constraints (17) impose the inventory balance of EOL products. Constraints (18) state all EOL products belong to collection centre i have to be picked up once it is visited by any vehicle. Constraints (19) is the maximum limit of r kω it . Constraints (20) guarantee that a collection centre is visited at most once by any vehicle for each period. Constraints (21) state that β k t is equal to 1 if vehicle k visited at least one collection centre in period t. Otherwise, β k t is equal to 0 as imposed by constraints (22). Constraints (23) and (24) state that number of vehicles used in each period is limited to the number of available vehicles. The nature of the decision variables on both stages are imposed in constraints (25) and (26).
Based on the values of γ k it obtained by solving SMRLP-AVC, the route of each vehicle is constructed. If necessary, the decision values and SC k it are updated based on the objective value. Apart from its initial values, the diversification mechanism of SC k it is employed in order to move to the other solution space. The algorithm 2 provides the implementation of the method to SMCDP.
Algorithm 2: Two-Phase Iterative Heuristic for SMCDP solution ← ∅ ; Initialise SC k it , ∀i ∈ N c , k ∈ K, t ∈ T while a stopping criteria is not met do while a stopping criteria is not met do while a stopping criteria is not met do Solve SMRLP-AVC and get γ k it , ∀i ∈ N c , ∀k ∈ K, ∀t ∈ T Solve Routing Problem Update solution (if necessary) and
Algorithm 3: Update of approximate visiting costs
4.1.2.3 Routing Problem. The first phase provides the set of nodes served in each period. Thus, the routing problem becomes multi-TSP. To construct the route, we use the Lin-Kernighan Heuristic Lin and Kernighan (1973) as the the state-of-the-art heuristic of solving TSP.
Adaptive Two-Phase Iterative Heuristic
In this part, the enhancement of Two-Phase Iterative Heuristic for SMCDP is described. It is proposed since it leads to faster computational time with good solutions for CDP.
In Algorithm 2, one notes that the problem is decomposed into SMRLP-AVC and routing problem. The solutions and SC k it are updated if the corresponding fitness value is better than previous one. In this enhancement, this step is denoted as the first step. The enhancement expands the method by putting the second and third additional steps in order to propose a better solution.
The second step introduces SMRLP-AVC II in order to provide the solution of SMRLP-AVC serving less periods by introducing the parameter Z indicating number of periods served in SMRLP-AVC. The variable α t is equal to 1 if period t is served. Otherwise, it is 0. In this step, the approximate visiting costs SC k it of the second step are identical to the first step. SMRLP-AVC II is formalised as follows:
4.1.3.1 SMRLP-AVC II.
Min 16
(9), (11), (12), (17) 
Based on our experiences in the deterministic CDP, the second step of enhancements indeed provides better optimality gaps but longer CPU times than Two-Phase Iterative Heuristic. Therefore, an adaptive procedure is required to deal with this issue as follows.
This procedure is carried out by introducing the probability of using the second step denoted as prob. These value is halved once the step has no contribution to the solution by comparing it with a random values rand. This method is depicted in Algorithm 4.
The Algorithm 4 provides this enhancement as well as the adaptive procedure. The Algorithm 3 is also used in this enhanced method to update SC k it .
Sample Average Approximation
Since SMCDP is stochastic discrete optimization problem, we adapt the Sample Average Approximation (SAA). This Monte Carlo-based sampling method is to tackle a problem having very large number of scenario denoted as Ω , which is intractable, by solving the problem with a set of smaller and tractable scenario Ω where |Ω| |Ω | (Adulyasak, Cordeau, and Jans 2015b; Kleywegt, Shapiro, and Homem-de Mello 2002; Ghilas, Demir, and Woensel 2016).
The following is the procedure of SAA applied to our SMCDP:
1. Set replication M and generate scenario Ω as well as very large scenario Ω independently. 
the variance of the objective value after s replication denoted as v s Ω and σ s Ω 2 are obtained as follows: 
where,
Note thatĨ ω t ,P ω t and SO ω at correspond to the second stage solution for scenario ω ∈ Ω . 2.3. Calculate the SAA gap ε and its variance σ 2 ε as follows:
s Ω as the best solution.
Numerical Experiments

Experimental Setup
All formulations and algorithms were implemented in Java using Concert Technology and were solved by IBM CPLEX 12.6 on a PC with processor Intel R Core TM i7 CPU 2.9 GHz and 4 Gb RAM under Windows 7 Professional. The Monte Carlo simulation was used for scenario generation of the parameters associated with uncertainty (S ω it , n ω at and q ω at ). They were generated independently by multiplying the corresponding values of deterministic CDP with random value following uniform distribution from 0 to 1.5. The number of vehicles were set to 1, 3 and 5 while the large scenario Ω were set to 1000. To avoid memory issues, the maximum number of branch nodes of CPLEX for both two SMRLP-AVCs and large scenario problem of SAA is limited to 75000. The methods were tested using instances 49, 61, 73, 85 and 97 of Data Sets of Random 1, Random 2, Cluster 1 and Cluster 2 presented in Habibi et al. (2017b) . Their characteristic is provided in Table 3 . The three stopping criteria in Algorithms 2 and 4 are as follows:
(1) standard deviation of last ten fitness values, maximum iteration and CPU time are less than 5 %, 100 and 7200 seconds, respectively (2) maximum number of diversification mechanism is 5 (3) maximum number of multi-start procedure is 5.
Results
For the sake of simplicity, H and H * refer to Two-Phase Iterative Heuristic and Adaptive TwoPhase Iterative Heuristic, respectively. The summary of all solutions obtained is provided in Table  4 . The details of all solutions are provided in Tables 7 -9. According to Table 4 , both methods provide solutions with no significant difference in terms of average and standard deviation. In terms of CPU times, H requires longer time in solving the data set of Random 1 rather than H * as shown by Figures 3 and 4 .
Based on Figure 3 , one notes that both methods are stable to solve the instances although there is a variation of scenario M. However, the increase of the number of available vehicles K causes longer CPU times for both methods.
In order to further elaborate the results obtained, we conducted a sensitivity analysis on instance 61 of Random 2 data set. The analysis was conducted by varying the distribution of parameters under uncertainty and the multiplier value of increasing the penalty cost CP a . We tested three types of distribution (Normal, Poisson and Uniform) and three values of penalty multiplication (3, 5 and 10). For normal distribution, the mean and standard deviation of each parameter under uncertainty were set to the corresponding deterministic value in CDP and 50 % of that value, respectively. For Poisson distribution, the only parameter was set to the corresponding deterministic value in CDP. For uniform distribution, it was set equally as mentioned in the previous section. We also define the small and large scenarios of SAA, Ω and Ω , as 100 and 1100, respectively.
In this regard, we add information regarding the two means for evaluating the stochastic solutions proposed by both solving methods called the Expected Value of Perfect Information (EVPI) and the Value of Stochastic Solutions (VSS). According to Birge and Louveaux (2011) , EVPI and VSS measure the amount paid by a decision maker in return for a perfect information and is the cost incurred for ignoring the uncertainty, respectively. In practice, EVPI is the difference between the average objective value of solutions obtained for each scenario solved independently and the objective value of stochastic solution. Meanwhile, VSS is the difference between the objective value of stochastic solution and the objective value obtained using the average values of parameters under uncertainty. In our work, we obtain the two values based on SAA's very large set of scenarios Ω . Tables 5 and 6 depict the results obtained. EVPI and VSS are provided in % against their corresponding objective function for SAA's very large set of scenario. One can see that the increase of penalty multiplier follows to the increase of SAA's average and standard deviation. It is also noticed that the value of EVPI (in %) is following the increase of the penalty multiplier. Concerning the variation on the distribution type, the Poisson distribution proposes the lowest SAA's average and the Uniform distribution has the lowest EVPI (in %). Figure 3 .: Average CPU Times (in seconds) for All M Figure 4 .: Average CPU Times (in seconds) for All K
Conclusions and Future Works
In this paper, the Stochastic Multi-Vehicle Collection-Disassembly Problem is formalised. It deals with the uncertainty of the quality and the quantity of EOL product as well as the demands of the associated components. The uncertain parameters are the number of components in each EOL product collected, the availability of EOL products at collection centres and their demands. The problem is formalised as two-stage stochastic programming model in which the first-stage decisions have to be taken during the planning stage before any realisation of the uncertain parameters. The second-stage decisions are taken consecutively.
The first-stage decisions correspond to the number of vehicles dispatched and their routing decisions. Whilst, the second-stage decisions correspond to the inventory level, the number of disassembled and the unmet demands.
Accordingly, two approximate methods are developed to deal with i.e. Two-Phase Iterative Heuristic (H) and Adaptive Two-Phase Iterative Heuristic (H * ). H decomposes the problem into two subproblems: the stochastic reverse lot-sizing problem with approximate visiting costs and the routing problem. Then, the two subproblems are solved iteratively. H * is an enhanced version of H through additional steps and an adaptive procedure to improve the solution provided by both subproblems. In deterministic problem, H * outperforms H.
Both methods are combined with the algorithmic framework of Sample Average Approximation (SAA). This framework allow to solve a problem having very large scenario, which is intractable, by solving the problem with smaller and tractable scenario. Also, the scenario generation of each uncertain parameter is carried out using a Monte Carlo-based simulation.
Four data sets were tested in order to demonstrate the applicability of the methods to provide feasible solutions. A sensitivity analysis was conducted to evaluate the performance of both methods for different penalty costs and for various distribution types of parameters under uncertainty.
The realisation of the parameters under uncertainty in a such problem comes right after the planning stage. It is also possible that such realisation related to the second-stage decision variables might also occurs in each period following the multi-stage stochastic programming. To formalise the problem, the formulation of SMCDP can be extended with additional constraints related to the second-stage decisions e.g. the inventory level, products disassembled and unmet demands. These constraints ensure the consistency of the decisions between scenarios.
Furthermore, companies commonly deals with more than one type of products. It indicates that extending SMCDP by dealing with multi-products is highly possible. Consequently, additional index related to EOL products needs to be incorporated in term of formulation. Due to its flexibility and performance, the Two-Phase Iterative Heuristic of (Absi et al. 2014 ) combined with the rollout algorithm of Bertsekas, Tsitsiklis, and Wu (1997) may also be implemented to tackle such problem.
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