Abstract. In this paper, we give a criterion on the semisimplicity of quantized walled Brauer algebras Br,s and classify its simple modules over an arbitrary field κ.
Introduction
Schur-Weyl reciprocities set up close relationship between polynomial representations of general linear groups GL n over C and representations of symmetric groups S r [10] . Such results have been generalized in various cases. In [11] , Kosuda and Murakami studied mixed Schur-Weyl duality between quantum general linear group U q (gl n ) and quantized walled Brauer algebras B r,s with single parameter over C. Since then, quantized walled Brauer algebras have been studied extensively in [3, 4, 8, 12] etc.
A quantized walled Brauer algebra B r,s with two parameters was defined by Leduc in [12] . This is a cellular algebra [8] over a commutative ring R containing 1. In fact, Enyang has shown that any cellular basis of the Hecke algebras associated to symmetric groups can be lifted to a cellular basis of B r,s . In particular, using anti-symmetrizers of Hecke algebras instead of symmetrizers yields a cellular basis of B r,s in Theorem 3.7. Our motivation for using this cellular basis is that bases of the corresponding cell modules can be used to classify singular vectors or highest vectors appearing in the mixed tensor product of the natural module and its dual over U q (gl n ). Such results can be used to determine decomposition matrices of B r,s . Details will be given in [15] .
The aim of this paper is to study the representations of over an arbitrary field κ via the representation theory of cellular algebras in [9] . In section 2, we recall the definition of B r,s and list some of its properties. A cellular basis of B r,s will be given in section 3. We use certain idempotents of B r,s to construct Schur functors in section 4. We also prove branching rule for cell modules of B r,s . In section 5, we classify irreducible B r,s -modules over κ. Finally, we give a criterion on the semisimplicity of B r,s over κ. Such a result, which generalizes [11, 6.7] , can be considered as a counterpart of [1, Theorem 6.3] for walled Brauer algebras.
The quantized walled Brauer algebra
Throughout, we assume that R is the localization of Z[q, q −1 , ρ, ρ −1 ] at q − q −1 , which contains δ = (ρ − ρ −1 )(q − q −1 ) −1 . [12] Fix r, s ∈ Z >0 . The quantized walled Brauer algebra B r,s is the associative R-algebra with generators e 1 , g i , g * j , 1 ≤ i ≤ r − 1 and 1 ≤ j ≤ s − 1 subject to the following relations a) (g i − q)(g i + q −1 ) = 0, 1 ≤ i < r, b) g i g j = g j g i , |i − j| > 1, c) g i g i+1 g i = g i+1 g i g i+1 , 1 ≤ i < r − 1, d ) g i e 1 = e 1 g i , i = 1, e) e 1 g 1 e 1 = ρe 1 , f ) e If we allow s = 0, then B r,s is the usual Hecke algebra H r associated to the symmetric group S r . More explicitly, it is generated by g i , 1 ≤ i ≤ r − 1, subject to the defining relations (a)-(c) in Definition 2.1. In general, B r,s contains two subalgebras which are isomorphic to H r and H s , respectively.
Lemma 2.3. [8]
There is an R-linear anti-involution σ on B r,s which fixes all generators e 1 , g i and g * j , 1 ≤ i ≤ r − 1 and 1 ≤ j ≤ s − 1.
For convenience, we write g i,j = g i−1 g i−2 · · · g j , i > j, g i,i = 1 and g i,j = g i g i+1 · · · g j−1 , i < j. Similarly, we have the notation g * i,j . Given two positive integers i, j with i ≤ r and j ≤ s, let e i,j = g Lemma 2. 4 . Let e i = e i,i , i ≤ min{r, s}. Then a) e i g k = g k e i , i < k < r, and e i g * l = g * l e i , i < l < s, b) e 2 i = δe i , 1 ≤ i ≤ min{r, s}, c) e i g i ε e i = e i (g * i ) ε e i = ρ ε e i , 1 ≤ i < min{r, s}, ε ∈ {1, −1}, d) e i g i (g * i ) −1 e i = e i g * i g −1 i e i = e i e i+1 = e i+1 e i , 1 ≤ i < min{r, s}, e) e i e i+1 g i = e i+1 e i g * i , 1 ≤ i < min{r, s}, f ) g i e i e i+1 = g * i e i+1 e i , 1 ≤ i < min{r, s}, g) e i e j = e j e i , 1 ≤ i, j ≤ min{r, s}. where the second equality follows from induction assumption on i − 1. This proves (b). By Definition 2.1(g), braid relations, (a), and induction assumption on i − 1, we have e i g i e i = g
Using induction assumption on i − 1 together with (a) and braid relations, we have
By similar arguments, we have
So, e i g * i g −1 i e i = e i e i+1 = e i+1 e i . Further, via these equalities together with (b)-(c) and Definition 2.1(a)(h), we have e i (g * i ) −1 g i e i = e i e i+1 . This proves (d). (e)-(f) follow from (d) and (2.2)-(2.3). Finally, we can assume i < j without loss of any generality. By (a), (d), (e) and (2.1),
This proves (g).
Then c r,s is central in B r,s .
Proof. If r + s = 2, then r = s = 1 and c 1,1 = e 1 , which is central in B 1,1 . In the remaining part of the proof, we assume r + s ≥ 3. We claim that e 1 commutes with c r,s by induction on r + s. As mentioned in Remark 2.2, we assume r ≥ s. So, r ≥ 2 and
By induction assumption on B r−1,s , it suffices to prove e 1 (c r,s − c r−1,s ) = (c r,s − c r−1,s )e 1 . In fact, by Lemma 2.4(a),(d),(e), e r,j e 1 = e 1 e r,j , ∀j > 1. By Definition 2.1(d)-(e) and Lemma 2.4(c), e r,1 e 1 − e 1 e r,1 = ρ
r,2 ). Finally, using Definition 2.1(d) yields
So, e 1 (c r,s − c r−1,s ) = (c r,s − c r−1,s )e 1 , proving our claim. Now, we prove c r,s g k = g k c r,s for all k, 1 ≤ k ≤ r − 1. In fact, by Definition 2.1(b)(c)(i)(j), e k,j g i = g i e k,j for k ∈ {i, i + 1}. Since (e i+1,j + e i,j )g i = g i (e i+1,j + e i,j ), we have
If we use g k instead of g
, then x is the summation of the Murphy elements of H r , which is central in H r (see e.g. [13] ). However, from Definition 2.1(a)-(c), one can see easily that H r can be defined via g
It is known that S r is generated by s i , the basic transposition (i, i + 1), 1 ≤ i ≤ r − 1. Let S r × S s be the product of S r and S s . We use s * i to denote the basic transposition (i, i + 1) in S s .
For convenience, we write s i,j = s i−1 s i−1,j , i > j, s i,i = 1 and s i,j = s i s i+1,j , i < j. Similarly, we have the notation s * i,j . The following result gives the explicit description on D f r,s in [8] .
Lemma 2.6. Fix r, s ∈ Z >0 and f ∈ N with f ≤ min{r, s}. Let G f be the subgroup of
Proof. We denote byD If f = 0, there is nothing to be proven. Assume f ≥ 1. For any element in (2.5), we have i f ≥ f . For each fixed i := i f , there are s − f + 1 choices of j f with j f ≥ f , and further, conditions for other indices are simply conditions for D
where the second equality follows from induction assumption on f , and the last follows from the well-known combinatorics formula
Lemma 2.7. Fix r, s, f ∈ Z >0 with f ≤ min{r, s}. Let B r,s (f ) be the subalgebra of B r,s generated by e f +1 , g i and g * j , f + 1 ≤ i < r and f + 1 ≤ j < s. Then B r,s (f ) ∼ = B r−f,s−f .
Proof. The required isomorphism sends e f +1 , g f +i , g * f +j to e 1 , g i , g * j , respectively. One can compare the defining relations in Definition 2.1 and the equalities in Lemma 2.4.
We denote B r,s (f ) by R if r = s = f . Lemma 2.8. Given a positive integer f with f ≤ min{r, s}, we have σ(e f ) = e f where e f = e 1 e 2 · · · e f and σ is given in Lemma 2.3.
Proof. By Lemma 2.3, σ(e f ) = e f if f = 1. In general, by induction on f , we have σ(e f ) = σ(e f )e f −1 . So, we need to prove σ(e f )e f −1 = e f . In fact,
We remark that the second, third and forth equalities follow from Lemma 2.4(a) and (d), and the last equality follows from Lemma 2.4(f)-(g).
We define
with j k ≥ k and i ℓ < i ℓ+1 . The following result is motivated by Yu's work on cyclotomic Birman-Murakami-Wenzl algebras in [16] . (2.6) . Then N f is a right B r,s -module.
Proof. We claim M f is a right B r,s -module, where M f is the left B r,s (f )-module generated by . In any case, M 1 is stable under the action of e 1 . By Definition 2.1, it is easy to verify that M 1 is stable under the actions of g i 's and g * j 's. So, M 1 is a right B r,s -module, proving our result for f = 1. Using the result for f = 1 repeatedly yields the result for general f .
By definition, N f ⊆ M f . So, our result follows if M f ⊆ N f . We prove it by induction on f . The case f = 1 is trivial since M 1 = N 1 . In general, by induction assumptions on both f − 1 and f = 1, we have
, there is nothing to be proved. So, we assume i f ≤ i f −1 . By Lemma 2.4(e) and Definition 2.1, we have
and
Applying the previous arguments repeatedly yields
r,s . The following result can be considered as the left version of Proposition 2.9.
Proof. Straightforward verification.
A cellular basis of B r,s
The aim of this section is to give a cellular basis of B r,s in Theorem 3.7. We remark that Enyang [8] has shown that arbitrary cellular bases for Hecke algebras associated to symmetric groups can be lifted to cellular bases of the quantized walled Brauer algebras. In this sense, the cellular basis of B r,s given in Theorem 3.7 can be obtained from [8, Theorem 6.13 ].
Definition 3.1. [9] Let A be an R-algebra, where R is a commutative ring containing the multiplicative identity 1. Fix a partially ordered set Λ = (Λ, ) and for each λ ∈ Λ let T (λ) be a finite set. Finally, fix C st ∈ A for all λ ∈ Λ and s, t ∈ T (λ).
Then the triple (Λ, T, C) is a cell datum for A if: a) { C st | λ ∈ Λ and s, t ∈ T (λ) } is an R-basis for A; b) the R-linear map * : A −→ A determined by (C st ) * = C ts , for all λ ∈ Λ and all s, t ∈ T (λ) is an anti-involution of A; c) for all λ ∈ Λ, s ∈ T (λ) and a ∈ A there exist scalars r tu (a) ∈ R such that
where
Unless otherwise stated, we always consider right A-modules. Via anti-involution in Definition 3.1, all right A-modules can be considered as left modules. For each λ ∈ Λ fix t ∈ T (λ) and let C s = C ts + A ⊲λ . The right cell module C(λ) of A with respect to λ ∈ Λ can be considered as the free R-modules with basis { C s | s ∈ T (λ) }. Further, for any a ∈ A,
where the scalars r su (a) are determined by Definition 3.1(c). Similarly, we have the left cell modules of A.
Before we construct a cellular basis of B r,s , we need the Murphy basis for H n , which is a cellular basis in the sense of [9] . First, we recall some combinatorics.
A composition λ of n with at most d parts is a sequence of non-negative integers λ = (
be the set of all compositions (resp. partitions) of n with at most d parts. We also use Λ + (n) to denote the set of all partitions of n. It is known that Λ + (d, n) is the poset with dominance order as the partial order on it. More explicitly, λ µ for
is a collection of boxes (or nodes) arranged in left-justified rows with λ i boxes in the i-th row of [λ] . We use (i, j) to denote the box p if p is in i-th row and j-th column. A box (i, λ i ) (resp., (i,
. Let R(λ) (resp., A (λ)) be the set of all removable (resp., addable ) boxes of λ.
A λ-tableau s is obtained by inserting i, 1 ≤ i ≤ n into [λ] without repetition. A λ-tableau s is said to be standard if the entries in s are increasing both from left to right in each row and from top to bottom in each column. Let T std (λ) be the set of all standard λ-tableaux.
The symmetric group S n acts on a λ-tableau s by permuting its entries. Let t λ (resp. t λ ) be the λ-tableau obtained from the Young diagram [λ] by adding 1, 2, · · · , n from left to right along the rows (resp. from top to bottom along the columns). For example, if λ = (4, 3, 1), then
, and t λ = 1 4 6 8 2 5 7 3
with minimal k which is called the length of w. Such an expression is called a reduced expression of w. Further, it is well known that g w is independent of a reduced expression of w.
Given a λ ∈ Λ + (n), let S λ be the row stabilizer of t λ . Then S λ is the Young subgroup of S n with respect to λ. Let
where ℓ(w) is the length of w. It is well known that
For any λ ∈ Λ + (n), the classical Specht module S λ is m λ g d(t λ ) n λ ′ H n where λ ′ is the conjugate of λ. The following result is well known.
In [14] , Murphy constructed a Z-basis of H n , called Murphy basis. It is a cellular basis of H n over Z. In the current paper, we use n λ instead of m λ in his construction. The following result follows from Murphy's work in [14] .
For each λ ∈ Λ + (n), let C(λ) be the cell module of H n with respect to this cellular basis. The following result is well known.
We begin to construct a cellular basis of B r,s . Fix r, s ∈ Z >0 . Let
) where t λ (1) and t λ (2) are defined similarly as (3.1). The only difference is that we have to use f + i instead of i in (3.1). Similarly, we have t λ . Example 3.5. Suppose (r, s) = (2, 7), f = 1 and (λ (1) , λ (2) ) = ((1), (3, 2, 1)). We have For each λ ∈ Λ f r,s , let T std (λ (i) ) be the set of standard λ (i) -tableaux which are obtained from usual standard tableaux by using f + j instead of j. Let T std (λ) = T std (λ (1) ) × T std (λ (2) ). If s, t ∈ T std (λ) with s = (s 1 , s 2 ) and t = (t 1 , t 2 ), we define
where σ is the one given in Lemma 2.3. Let B f r,s be the two-sided ideal of B r,s generated by e f . Let B (f,λ) r,s be the two sided ideal of B r,s generated by B f +1 r,s and all e f n st with s, t ∈ T std (µ) and (f, µ) (f, λ). Define
The following result follows from Proposition 2.9 and Lemma 2.11, immediately.
As we explained before, the following result can be obtained from [8, Theorem 6.13].
Theorem 3.7. Let B r,s be the quantized wall Brauer algebra over R. Then C is a cellular R-basis of B r,s over the poset Λ r,s , where
The required anti-involution σ is the one given in Lemma 2.3.
r,s , for all (s, e), (t, d) ∈ I(f, λ) and λ ∈ Λ f r,s . So, B r,s is spanned by C. Counting the dimension of the walled Brauer algebra B r,s in [1] yields the equality #C = (r + s)!. So, C is R-linear independence. Finally, by Proposition 3.6 and Lemma 2.3, C is a cellular basis in the sense of [9] .
For each (f, λ), we use C(f, λ) to denote the right cell module of B r,s with respect to the cellular basis in Theorem 3.7. We denote λ ′ by (µ (1) , µ (2) ) where
r,s ). Now, required isomorphism follows from Proposition 3.4, immediately.
Inductions and Restrictions
In this section, unless otherwise stated, we always consider B r,s over a field κ. We will describe certain restrictions and inductions of the cell modules of B r,s . This is motivated by Doran, Wales Hanlon's work on Brauer algebras over C in [6] .
Proof. If r + s = 2, then r = s = 1 and B 1,1 (1) = κ. In this case, we have (a) by e 2 1 = δe 1 . Suppose r + s ≥ 3. By Remark 2.2, we can assume r ≥ 2. Then e 1 = ρ −1 e 1 g 1 e 1 . We have B r,s (1)e 1 = e 1 B r,s (1)g 1 e 1 ⊆ e 1 B r,s e 1 . By Proposition 2.9 for f = 1, each element in e 1 B r,s e 1 can be written as a linear combination of elements in B r,s (1)e 1 g d e 1 with d ∈ D 1 r,s . Note that g d = g 1,i g * 1,j for some positive integers i, j. By Definition 2.1(d)(k), we need only to deal with the case i, j ∈ {1, 2}.
If {i, j} ∩ {1} = ∅, by Definition 2.1(e) or (f) or (l), e 1 g d e 1 ∈ B r,s (1)e 1 . Otherwise, by Definition 2.1(a)(l) and Lemma 2.4(d), we have
So, B r,s (1)e 1 ⊇ e 1 B r,s e 1 , and (a) follows. (b)-(c) follow from (a), immediately. Proof We remark that the right (resp. left) action of B r,s (1) on B r,s e r,s (resp. e r,s M ) is given by (B r,s e r,s ) • h = B r,s e r,s he r,s = B r,s he r,s (resp. h • e r,s M = e r,s he r,s M = he r,s M ) for any h ∈ B r,s (1) .
For the simplification of notation, we use F, G and e instead of F r,s , G r,s and e r,s . We also use Hom instead of Hom Br,s if there is no confusion. By Lemma 2.7, B r+1,s+1 (1) ∼ = B r,s . By abuse of notation, we will use the same notation to denote the cellular basis, cell modules et al. for B r+1,s+1 (1) .
Unlike what we did before, we consider the left cell modules in the remaining part of this section. As we mentioned before, left B r,s -modules can also be considered as right B r,s -modules. We remark that Lemma 4.3 for walled Brauer algebras has been given in [1] .
Proof. r,s in Lemma 2.6. So, the required isomorphism between eC(f, λ) and
This proves (b). By general result for rings and idempotents, we have (d)
, forcing ψ to be injective. This completes the proof of (c).
Lemma 4.4. Suppose r ≥ 2 (resp. s ≥ 2). LetB r−1,s (resp.B r,s−1 ) be the subalgebra of B r,s generated by g
Proof. It is easy to check the required isomorphism fromB r−1,s (resp.B r,s−1 ) to B r−1,s (resp. B r,s−1 ) sends g Proof. We compute the dimension B r,s e 1 via the cellular basis of B r,s (1), which is obtained from that of B r−1,s−1 by using g i , g * j and e 2 instead of g i−1 , g * j−1 and e 1 , respectively. By Corollary 2.10, each element in B r,s e 1 can be written as a linear combination of σ(g d 1 g d )e 1 e 2 · · · e f n st g d 2 where σ(g d 1 )e 2 · · · e f n st g d 2 ranges over all cellular basis elements of B r,s (1) and d ∈ D 1 r,s . So,
We remark that the previous e 2 · · · e f is 1 if f = 1. We claim that each σ(g d 1 g d )e f can be written as a linear combination of σ(g a )e f , a ∈ D f r,s . In fact, we prove the similar result for e f g d 1 g d and use anti-involution to get our claim. We prove it by induction on f as follows.
If f = 1, there is nothing to be proved. In this case, d 1 = 1. If f = 2, we write
for some i 2 , j 2 ≥ 2. Since we are assuming (4.1), there is nothing to be proved if i 2 > i 1 . In this case,
r,s . So, we assume i 2 ≤ i 1 . By Lemma 2.4(e) and Definition 2.1(g), we have
So, our claim for f = 2 follows from the special case of (2.8). Using the result for f = 2 repeatedly yields the result for general f . Now, we count the dimension of B r,s e 1 . In fact, if we use walled Brauer algebra B r,s (see, e.g. in [1] ), the classical limit of B r,s instead of it, and if we use s i and s * j instead of g i and g * j in a basis of B r,s e 1 , by our previous arguments, we will get a corresponding basis for B r,s e 1 . So, both B r,s e 1 and B r,s e 1 have the same dimension. By [1, Prop. 2.10], the dimension of B r,s e 1 is (r + s − 1)!. So is B r,s e 1 . By Lemma 4.5(a), φ :B r−1,s → B r,s e, which sends h to he, h ∈B r−1,s is an epimorphism as leftB r−1,s -modules. Comparing the dimensions ofB r−1,s and B r,s e yields the required isomorphism as leftB r−1,s -modules.
Note thatB r−1,s ⊃ B r,s (1). So,B r−1,s is a right B r,s (1)-module. By Corollary 4.2, it is a right B r,s (1)e-module. More explicitly, if h ∈B r−1,s and xe ∈ B r,s (1)e with x ∈ B r,s (1), then the right action of xe on h is hx. Since exe = xe for any x ∈ B r,s (1), it is routine to check that φ is a homomorphism as right B r,s (1)e-modules. This completes the proof of (a). We remark that (b) can be proved similarly.
We identifyB r−1,s (resp.B r,s−1 ) with B r−1,s (resp. B r,s−1 ) in the remaining part of this section. The following result follows from Proposition 4.6.
Given an (f, λ) ∈ Λ r,s with f > 0 and λ = (λ (1) , λ (2) ),
In the remaining part of this section, we always use
. In other words, α (i) is the bipartition obtained from λ by removing the node p i . Similarly, β (j) is the bipartition obtained from λ by adding the node q j . We arrange p i 's and q j 's such that
On the other hand, we have he
r,s ) for any h ∈ B r−1,s (f ), where ψ f : B r−1,s (f ) → H r−1−f ⊗ H s−f is the epimorphism with kernel e f +1 , the twosided ideal of B r−1,s (f ) generated by e f +1 . Using the branching rule for the cell module C(λ (1) ) for the Hecke algebra H r−f (see, e.g. [13] ), we have that
We need some combinatorial preparations before we prove the result on the branching rule for B r,s . This is motivated by Enyang's work on Birman-Murakami-Wenzl algebras in [7] Recall that a composition µ of n is a sequence of non-negative integers (µ 1 , µ 2 , . . .) with i µ i = n. Given a partition λ and a composition µ of n, a λ-tableau S of content (or type) µ is the tableau obtained from Y (λ) by inserting each box with numbers i, 1 ≤ i ≤ n, such that the number i occurring in S is µ i . If the entries in S are weakly increasing in each row and strictly increasing in each column, S is called a semi-standard λ-tableau of content µ. Let T ss (λ, µ) be the set of all semi-standard λ-tableaux of content µ. If T ss (λ, µ) = ∅, then λ µ.
Let s be a λ-tableau and let µ be a composition. Then µ(s) is the λ-tableau of type µ which is obtained from s by replacing each entry i in s by j if i appears in row j of t µ .
Suppose s ∈ T std (λ) and λ ∈ Λ + (n). Let s ↓ i be obtained from s by removing all entries which are strictly bigger than i. Then s ↓ i is a standard µ-tableau for some partition µ ∈ Λ + (i). In this case, we use s i instead of µ.
The following result, which has already been used in the proof of [7, Coro. 5.4] , can be verified, easily. 
Proof. By definition,
It is routine to check z
Proof. For any s ∈ ν −1 (S) let u = s↓ s−1 . By Lemma 4.9, s s−1 ⊲ λ (2) . For the simplification of notation, we denote s s−1 by τ . We write
if we assume that s is in the kth row of s. So,
where u is obtained by using i instead of i − 1 in u for all possible i's. Now, the result follows from τ ⊲ λ (2) . 
with f ≤ i, i 1 ≤ r − 1, f ≤ j, j 1 ≤ s and h ∈ B r−1,s (f ). We denote b by one of elements in (4.5). Note that
where n λ ∈ B r,s (f ) and n β (b) ∈ B r−1,s (f − 1) (see (4.2) ). In order to prove (4.4), by (4.5), it suffices to prove
We have C(λ (1) ), where C(λ (1) ) is the cell module of H r−f (f ) with respect to λ (1) in section 3. So, (4.7) follows from branching rule for cell module C(λ (1) ) of Hecke algebra H r−f in [13] .
Suppose s is a standard tableau with entries in f + 1, f + 2, · · · , r. In the following, lets be the standard tableau obtained from s by using i − 1 instead of i in s, for all i, f + 1 ≤ i ≤ r.
where c k and d k are defined in Lemma 4.10. So, M b is generated by z β (b) and N a . Note that
Applying Corollary 2.10 to B r−1,s e f −1 , we have that B r−1,s z β (b) is spanned by
Write
can be written as a linear combination of elements e f −1 nsṽn tu g r,f (g * f,s )
then there is a unique S ∈ T ss (γ (i) , γ (b) ) such that the type of T is λ (2) where T is obtained from S by removing the node containing the unique largest entry. Further, there is a unique
is spanned by the elements, as required.
The following result can be proved similarly.
is a filtration of B r−1,s -modules such that
Proof. We prove our result under the assumption f > 0. Otherwise, since C(0, λ) ∼ = S α ⊗S β where α and β are conjugates of λ (1) and λ (2) , respectively, the result follows from the corresponding result for Hecke algebra. See, e.g [13] .
We have constructed a filtration of M b such that there is an epimorphism from
In fact, by definition of M b , we have M b ⊆ C(f, λ). Note that any element in C(f, λ) can be expressed as a linear combination of elements
. We remark that the inclusion follows from (4.3). If i f < r, then
where the last equality follows from branching rule for cell modules for walled Brauer
, for all possible i and j.
The irreducible B r,s -modules
In this section, we classify the irreducible B r,s -modules over an arbitrary field κ. First, we briefly recall the representation theory of cellular algebras [9] . At moment, we keep the notations in Definition 3.1. So, A is a cellular algebra over a commutative ring R containing 1 with a cellular basis { C st | s, t ∈ T (λ), λ ∈ Λ }. Unlike what we have done in section 4, we consider the right A-module in this section. As we mentioned before, each left A-module can be considered as as a right A-module. The motivation for using right B r,s -module is that bases of right cell modules of B r,s can be used to classify singular vectors in the mixed tensor product of natural module and its dual over U q (gl n ). Details will be given in [15] .
Recall that each cell module C(λ) of A is the free R-module with basis {C s | s ∈ T (λ)}. In [9] , Graham and Lehrer have proved that every irreducible A-module arises in a unique way as the simple head of some cell module. More explicitly, each C(λ) comes equipped with the invariant form φ λ which is determined by the equation
Consequently,
is an A-submodule of C(λ) and D λ = C(λ)/ Rad C(λ) is either zero or absolutely irreducible. Graham and Lehrer [9] have proved the following result in [9] .
Theorem 5.1. We remark that we will use Theorem 5.1 frequently in sections 5-6. Via Theorem 3.7, we have the notion of cell modules for B r,s . We use Theorem 5.1 to classify the irreducible B r,s -module over κ. Let φ f,λ be the corresponding invariant form on C(f, λ), (f, λ) ∈ Λ r,s .
By abuse of notations, we use H r−f (resp. H s−f ) to denote the subalgebra of B r,s (f ) in Lemma 2.11. Then {n st |s, t ∈ T std (λ), λ ∈ Λ f r,s } is a cellular basis of H r−f ⊗ H s−f . Let φ λ be the invariant form on the cell module C(λ) of H r−f ⊗ H s−f with respect to λ ∈ Λ f r,s . In the following, we denote H r−f ⊗ H s−f by H(f ) and use n t to denote n t λ t + H(f ) ⊲λ Lemma 5.2. Let B r,s be defined over κ. Suppose (f, λ) ∈ Λ r,s . a) If either r = s or r = s and f < r, then
Proof. If φ λ = 0, then φ λ (n s , n t ) = 0 for some s, t ∈ T std (λ). We have φ f,λ = 0 since
).
If φ f,λ = 0, then φ f,λ (e f n s g d , e f n t g e ) = 0 for some (s, d), (t, e) ∈ I(f, λ). We have φ λ = 0. Otherwise, n t λ s hn tt λ ≡ 0 (mod H(f ) ⊲λ ), for all h ∈ H(f ). Since
r,s ), we have φ f,λ (e f n s g d , e f n t g e ) = 0 , a contradiction. This completes the proof of (a).
Suppose r = s = f and δ = 0. Using Lemma 4.1(a) repeatedly yields the following inclusion: e f g d g * e e f ⊆ e f −1 e f B f,f (f − 1)e f . Therefore, we need to verify e f B f,f (f − 1)e f = 0, which is equivalent to the equality e 1 B 1,1 e 1 = 0. In fact, this follows since B 1,1 = {1, e 1 } and δ = 0. Conversely, the result follows from the equalities e f e f = δ f e f = 0.
Let e be the least positive integer such that 1 + q 2 + · · · + q 2(e−1) = 0 in κ. If there is no such an e, we set e = ∞.
Suppose λ = (λ 1 , λ 2 , · · · ) is a partition. Recall that λ is e-restricted if λ i − λ i+1 < e for all possible i. If λ = (λ (1) , λ (2) ), then λ is said to be e-restricted if both λ (1) and λ (2) are e-restricted. The following result follows from Lemma 5.2, immediately. Remark 5.4. Enyang [8] classified the irreducible B r,s -modules by using the conditions D f,λ = 0. However, there is no further information about (f, λ) in [8] .
The following result follows from Theorem 5.3 and [9, 3.10].
Corollary 5.5. Let B r,s be the quantized walled Brauer algebra over the field κ. Then B r,s is quasi-hereditary in the sense of [2] if and only if e > max{r, s} and either δ = 0, or δ = 0 and r = s.
6.
A criterion on the semi-simplicity of B r,s
In this section, we give a necessary and sufficient condition for B r,s being semisimple over an arbitrary field κ. We start by recalling Kosuda and Murakami's result as follows.
Lemma 6.1. [11, 6.7 ] Let B r,s be defined over C with ρ = q n and e = ∞. Then B r,s is semisimple if n ≥ r + s.
Let c r,s ∈ B r,s be defined in Proposition 2.5. We want to compute the action of c r,s on each cell module of C(f, λ) for all (f, λ) ∈ Λ r,s . We remark that all cell modules in this sections are left cell modules. Via anti-involution σ in Lemma 2.3, they can be considered as right modules. 
Proof. For any (f, λ) ∈ Λ r,s , by Lemma 6.1, det G f,λ = 0 under some specialization of R. This implies that det G f,λ = 0 over the field F of the fractions of R. So, B r,s over F is semisimple and C(f, λ) is irreducible. Since c r,s is central, it acts on C(f, λ) as scalar over F . Since both C(f, λ) and c r,s are defined over R, c r,s acts on C(f, λ) as scalar over R, too. So, we need only prove
. It is easy to see that e i,i e f = δe f for 1 ≤ i ≤ f and e i,j e f ∈ B f +1 r,s , if f < i, j. Further,
where w ij = (i, j), the transposition which switches i and j. Now, the result follows from the arguments similar to those for Hecke algebras in [13, 3.32 ].
In the remaining part of this section, unless otherwise stated, we assume that e > max{r, s}. Otherwise, H r ⊗ H s is not semisimple over κ. So is B r,s .
Let λ and µ be two partitions. We write λ ⊇ µ if 
Proof. We prove our result by induction on r + s. The case r + s = 2 is trivial. In this case, λ = ( (1), (1)) and µ = (∅, ∅). In general, we assume r ≥ 2. Otherwise, we switch the role between r and s in the following arguments.
Since we are assuming e > max{r, s}, we have C(0, λ) = D 0,λ for any λ ∈ Λ 0 r,s . We consider the restriction of C(0, λ) to B r−1,s . Note that any composition factor of C(0, λ) is of form C(0, (λ (1) \{p}, λ (2) )) for some p ∈ R(λ (1) ). By Theorem 4.15, there is a p ∈ R(λ (1) ) such that either
In the first case, by induction assumption, λ (1) \ {p} ⊃ µ (1) \ {p} and λ (2) ⊃ µ (2) . Using Lemma 6.3 yields c(p) = c(p). Since we are assuming e > max{r, s}, we have p =p. So,
In the second case, since
Finally, using Lemma 6.3 yields ρ 2 = q 2k with k = res(p 1 ) + res(p 2 ), as required.
Lemma 6.5. Suppose λ = ((r − 1), ∅) with r ≥ 2. We have det G 1,λ = 0 if and only if ρ 2 ∈ {q −2 , q 2r−2 }.
Proof. We consider κ-space M spanned by v = n λ e 1 n µ + B ⊲(1,µ) r,s ∈ C(1, µ). Since we are assuming that e > max{r, s}, v = 0, forcing M ∼ = C(0, λ) as left H r ⊗ H s -modules. It is routine to check that e 1 v = (δ − ρ 1 − q −2(r+s−2) q − q −1 )e 1 n µ + B ⊲(1,µ) r,s , which is zero if ρ 2 = q 2(r+s−2) . So, M ∼ = C(0, λ) as B r,s -submodules.
The following result can be proved similarly. The only difference is that we have to use m λ ′ instead of n λ in the proof of Lemma 6.7.
In fact, ρ 2 = q ±2 . Otherwise, B r−1,s−1 is not semisimple. So, B r,s is not semisimple, either. If ρ 2 = q ±2(r+s−2) , by Lemmas 6.7-6.8, B r,s is not semisimple.
Suppose ρ 2 = q 2(r+s−3) . We can assume r + s > 4. Otherwise, ρ 2 = q 2 , which has already been discussed. By Remark 2.2, we can assume r ≥ 3.
By . Finally, we remark that we can prove ρ 2 = q −2(r+s−3) by arguments similar to those as above. The only difference is that we have to use conjugates of γ instead of bipartition γ in the previous arguments. We leave the details to the reader. Proof. Since H r ⊗ H s ∼ = B r,s / e 1 , where e 1 is the two-sided ideal of B r,s generated by e 1 , B r,s is not semisimple if e ≤ max{r, s}. So, we can assume e > max{r, s} when we discuss the semisimplicity of B r,s . We remark that the result for δ = 0 follows from Theorem 5.1(b), Lemmas 6.5-6.6 and Proposition 6.9. Suppose δ = 0. By Theorem 5.3, B r,r is not semisimple for all r ∈ Z >0 . In the remaining part of the proof, we assume r > s since B r,s ∼ = B s,r .
When r + s < 5, either r = 2, s = 1 or r = 3 and s = 1. By Lemmas 6.5-6.6, det G 1,λ = 0 for λ ∈ {((1), ∅), ((2), ∅), ((1 2 ), ∅)}. So, both B 2,1 and B 3,1 is semisimple over κ. Now, we assume r + s ≥ 5.
It is easy to see that the Gram matrix G 1,λ for λ ∈ {((2), (1)), ((2, 1), ∅), ((1 3 ), (1))} is a × a matrix with a ∈ {6, 8}. We use MATLAB software to check det G 1,λ = 0. So, B r,s is not semisimple if r + s = 5. Further, Rad C(1, λ) contains a non-zero irreducible module, say D ℓ,µ , such that (ℓ, µ) < (1, λ). We claim ℓ = 0. Otherwise, Applying the functor F to both C(1, λ) and C(1, µ) yields a non-zero homomorphism from C(0, µ) to C(0, λ). Since we are assuming o(q 2 ) > max{r, s}, both C(0, µ) and C(0, λ) are irreducible. Therefore, λ = µ, a contradiction. So, ℓ = 0. Applying the functor G to both C(0, µ) and C(1, λ), repeatedly yields a non-zero homomorphism from C(k, µ) to C(1 + k, λ) with 2k + |µ| = r + s. Since (k, µ) < (1 + k, λ) , det G 1+k,λ = 0. By Theorem 5.1(b), B r,s is not semisimple if r + s ≥ 5 and r = s + ℓ with ℓ ∈ {1, 2, 3}.
Finally, we assume r = s + (k + 2) with k ≥ 2 and r + s > 5. We claim det G 1,λ = 0 if λ = ((2, 1 k ) , ∅) for k ≥ 1. If so, standard arguments on the functor G shows that det G s,λ = 0 and hence, by By induction assumption, we have det G 1,µ = 0. So, Rad C(1, µ) contains an irreducible B r−1,s -module D f,ν with (f, ν) < (1, µ). We have f = 1. Otherwise, applying the functor F to both C(1, µ) and C(1, ν) yields ν = µ, a contradiction. So, f = 0. Since we are assuming ρ 2 = 1, by Lemma 6.4, ν = ((2 2 , 1 k−2 ), (1)). By Frobenius reciprocity, Hom(Ind L C(0, ν), C(1, λ) = 0. Using Proposition 4.7 yields Ind L C(0, ν) = Res R C(1, ν).
By Theorem 4.15, this module has a filtration of cell modules such that each section is of form either C(1, ((2 2 , 1 k−2 ), ∅)) or C(0, γ)'s for some γ, where each γ can be obtained from (2 2 , 1 k−2 ) by adding an addable node. So, C(1, λ) = D 1,λ has to be a composition factor of either C(1, ((2 2 , 1 k−2 ), ∅)) or C(0, γ), forcing λ = ((2 2 , 1 k−2 ), ∅), a contradiction. So, our claim follows.
