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I. INTRODUCTION 
The central theme of this dissertation is the view that 
the primary role of statistics is to make sense of data. 
Kempthorne (19 66) for example, contrasts this line of 
development, in which progress has been slow, with the theory 
of decision making, in which there have been great advances 
in the past thirty years. The research in this study is 
directed toward the former problem, although some comments 
are made about the latter, and about some interrelationships 
between the two. 
Another aim of this research is to give some demonstra­
tion of the potential of the computer in data evaluation. 
With each technological advance in computer design come more 
and more powerful tools for the scientist. It is not diffi­
cult to envisage the day when reliance on asymptotic results, 
some even based on assumptions which are repugnant to the 
user, will be greatly diminished. The role of the computer 
as a tool to enable swift access to exact results on the 
distribution and other properties of test statistics, to 
encourage the consideration of a multitude of possible models 
for a set of data, and to simply broaden the capabilities 
of the data analyst is virtually without limit. The hardware 
is becoming more sophisticated and orders of magnitude more 
versatile and efficient with each new generation of computers. 
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and the software, the programs and techniques, must be 
developed apace. The research reported in this dissertation 
is an advance in this direction. 
The inferential problem considered in detail is the 
problem of choice and evaluation of tests of significance, 
with particular reference to goodness of fit. For the present 
work a test of significance is defined to be a procedure which 
operates on a set of data, D, and a class of models, M, 
perhaps containing only one element, and results in a number 
between 0 and 1. This number, a realization of a random 
variable, is called the level of significance, a, of the 
data D with reference to M. It can be considered a measure 
of the distance of the data from the hypothesized class of 
models M. Small values of a indicate large distances, and 
large values indicate that the data are close to the class 
of models. Tests of significance are defined so that the 
distribution of a is uniform on the interval (0,1) when the 
data D are actually a random sample from a hypothesized model 
in M. This property assumes that the distribution of the 
test statistic involved in the procedure is continuous. In 
the case of statistics having discrete distributions the 
distribution of a when the null hypothesis is true is pseu-
do uniform on the points a determined by the possible 
values of the test statistic. 
If the data D lead to a value X for the test statistic 
3 
in use, and if the null distribution of X is specified by 
its cumulative distribution function F(x), then 
a = l-F(X) 
is the observed significance level. Different tests may be 
compared by evaluating the distributions of the significance 
levels they produce under various alternatives. That 
statistic (procedure) is preferred which tends to give the 
smallest values of a when the null hypothesis is not true.^ 
Chaper II is devoted to a discussion of the subject of 
tests of significance and the related area of tests of 
hypotheses. The extent of the relationship between these 
two areas is indicated by the overlapping and consequent 
misuse of terminology which persists in the literature. 
An attempt is made to point out the conceptual bases of the 
two lines of thought and to delineate the realms of appli­
cability of the two theories. In addition an example is 
given to illustrate that tests of hypotheses having optimum 
properties do not necessarily lead to tests of significance 
having even minimal desired properties. 
Perhaps the earliest generally used test of significance 
was introduced by Karl Pearson (1900) and given the name 
Chi-square Goodness of Fit Test. Since that time there has 
been a very large amount of discussion in the scientific 
^This point of view with regard to testing significance 
was recently stated most succinctly by Kempthorne and Doerfler 
(1969). 
I 
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literature about the chi-square test and related matters. 
Questions which have been studied include: 
2 1. What is the distribution of X , the test statistic, 
both when the null hypothesis is true and when it is 
not true? 
2. In the light of the answers to 1., how is the test 
to be applied in practice? 
3. How does the test compare to other possibly competi­
tive tests? How does one measure relative merit 
of tests of significance? 
4. How can the test be modified to reduce defects with 
2 
regard to the distribution of X ? 
The present research is concerned with the operating 
2 properties of the X test especially for small and moderate 
sample sizes. The only situations studied in detail are the 
ones which are conceptually least complicated so that the 
more important questions are not obscured. The situation 
assumed is a simple null hypothesis that the observed 
vector n = (n^,n2».••/n^) has the multinomial distribution 
with vector parameter P = (P^,P2/.../P^) so that 
fr(n|£) = ^  , 
where n. > 0, N = En., P. > 0, SP. = 1, and all subscripts 
X  —  1 1  1  
range from 1 to k. The Pearson statistic for testing this 
hypothesis is 
The relevant parts of the vast literature are discussed in 
some detail in the succeeding chapters. 
2 Chapter III considers the null distribution of the X 
test statistic for a completely specified null multinomial 
model, describes the asymptotic results available and re­
views some of the recommendations regarding sample sizes and 
minimum expectations for the cells of the multinomial model. 
The results of Mann and Wald (1942), Gumbel (1943) , Williams 
(1950) and Kempthorne (1966) with regard to the choice of 
the number of cells to be used are not relevant in the 
present case where the dimensionality of the multinomial 
distribution is assumed fixed. These results do apply in 
testing goodness of fit to a continuous frequency distri­
bution when the data must be grouped into suitably chosen 
classes, but this situation is outside the scope of this 
research. It is conjectured, however, that the results ob­
tained herein can be applied to the more general situation. 
The work of Yarnold (1968) regarding various approxi-
2 
mations for the null distribution of X is discussed in 
Chapter III. The main thrust of Chapter III is to evaluate 
the exact null distribution of the discrete-valued test 
2 
statistic X for a number of small sample cases. The exact 
values obtained are needed for subsequent power studies, and 
6 
the evaluations yield more information on the adequacy of 
the asymptotic results in small samples. The results of 
Vora (1951) and others on attempts to derive bounds on the 
2 quantity Pr(X £ C), are also described in Chapter III. 
2 Question 4 above regarding the modification of X to remove 
the defects caused by approximating a discrete distribution 
2 
with a continuous (namely x ) function is touched on and 
it is concluded that except in the situations already out­
lined by Cochran (1942) there seems little hope for a con­
tinuity correction which would improve the approximation. 
Wise (1963) suggests modification of the X statistic by 
the addition of a constant, namely •j, to the denominator 
of each term in the summation defining the statistic, and 
makes a small comparison of the modified and original 
statistics. The purpose of the modification is to cause the 
test statistic to order samples more nearly in the same 
order as their multinomial probabilities. The results of 
two small examples are inconclusive except in the case of 
equiprobable cells where the modified statistic appears 
slightly better. 
2 Chapter IV is concerned with the properties of the X 
test when the null hypothesis is not true. The standard 
asymptotic results are discussed and their basic irrelevance 
in the situation at hand is pointed out. Various approxi-
mations for the non-null distribution of X are detailed. 
7 
including the work of Haldane (1937) and Patnaik (1949), 
and a new approximation is suggested. The exact power of 
2 the X test against a wide variety of alternatives is com­
puted and the various approximations are compared to the 
true values. Some results are proven with regard to the 
magnitude of the relative errors incurred in using approxi­
mate rather than true moments of the statistic, in the case 
of equiprobable classes. It is concluded that the non-
null distribution of X is very poorly approximated by the 
noncentral chi-square distribution and that the newly 
suggested approximation yields much more accurate estimates 
of the power of the tests. 
Chapter V is devoted to a study of the relative merits 
2 
of X and L, the log likelihood ratio test statistic, for 
the purpose of testing goodness of fit in the multinomial 
distribution. The L statistic, when used to test a simple 
null hypothesis against an unspecified alternative, is defined 
as 
L = -2Znu In + 2En^ In n^ - 2N In N 
The general problem of comparing tests of significance is 
discussed in Chapter II, but Chapter V deals specifically 
2 
with X and L in the case of small samples. The asymptotic 
results of Hoeffding (1965) are discussed, and the need for 
detailed exact comparisons in the small sample case is 
8 
pointed out. An heuristic procedure is devised which uses 
elements of the Neyman-Pearson power concept and modern 
computational and graphical techniques to permit the evalua­
tion of the relative merits of the two tests. The procedure 
is exemplified for the case of 2, 3, and 4 classes, and 
sample sizes of N=10 and 20, for various null models. It is 
demonstrated that the procedure is of value in pointing out 
regions of the parameter space in which each test performs 
2 better than the other. In general the X test seems to 
stand up well with respect to the L test in spite of the 
fact that the L test is, in a certain sense, asymptotically 
optimal (Hoeffding 1965). 
The results of Cochran (1954) on methods for strengthen-
2 ing the common X tests, although not germane to the present 
research, do indicate other approaches to the problems in­
volved in the use of small expectations, the partitioning 
2 
of X into single degrees of freedom or interesting groups 
of degrees of freedom, and the use of alternative tests. 
A Bayesian approach has been used by Good (1967), and Watson 
(1965) to devise test procedures. Good uses, as a prior, 
a symmetric Dirichlet distribution with parameter y, making 
the joint density of the components of the null probability 
vector P, 
9 
r(Yk)/{r(Y)}^ 
and also assumes that y has a certain density, whereas 
Watson assumed an initial uniform joint prior distribution 
for the P^. This research is not relevant to the present 
2 
study, but is discussed for completeness. Other work on X 
includes Watson (1959) which discusses the effect of esti-
2 
mation of parameters on the distribution of X and the 
2 
relation of X to Neyman's (1937) smooth goodness of fit 
tests. In addition there are a number of papers which 
survey the whole area of goodness of fit and provide refer­
ence to many of the topics discussed above. Cochran (1952), 
Shapiro and Wilk (1964) and David (1968) are three studies 
in this group. 
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II. SOME COMMENTS ON TESTING SIGNIFICANCE 
AND TESTING HYPOTHESES 
A. Introduction 
The purpose of this chapter is to present a discussion 
of the role of tests of significance in data evaluation, and 
to defend the statement that the utility of the Neyman-
Pearson theory of tests of hypotheses is very limited in 
the problem of data evaluation. Working definitions are 
given for tests of significance and tests of hypotheses, 
and some comments are made regarding the philosophical bases 
of the two theories. Finally, the relationship between the 
two theories is explored. A critical difference is that 
tests of significance always lead to tests of hypotheses but 
that tests of hypotheses cannot always be reinterpreted as 
tests of significance. This is exhibited by a simple 
example. The material of this chapter is motivated by the 
development given by Kempthorne and Folks (1971) which 
attempts to bring the difficulties into focus. 
B. Working Definitions 
The basic paper giving the specification of tests of 
hypotheses is Neyman and Pearson (1928a) in which the authors 
present a precise exposition of the basic theory of testing 
based on the likelihood ratio criterion. Pearson, E. S. 
(1966) gives a detailed and very interesting description of 
11 
his collaboration with Neyman during the period 1926-1934 
when the elements of their theory were being formulated. 
This paper also discusses, incidentally, some of the 
personalities and events associated with the Biométrie and 
Galton laboratories at University College, London, in the 
first 30 years of the twentieth century, a period of great 
importance in the development of principles of experimen­
tation and inference. Neyman and Pearson sought some means 
of choosing a system of contours in the sample space such 
that "the hypothesis tested became 'less likely', and al­
ternatives 'more likely' as a sample point moved outward 
across them". (Pearson, E.S. 1966, p. 8). They explored 
several possible criteria for the establishment of contours 
and finally settled on Fisher's (1922) likelihood concept 
as having intuitive appeal and because some preliminary re­
sults achieved were straightforward and usable. Early re­
sults of using the likelihood ratio criterion for the estab­
lishment of contours led to many established tests, among 
them "Student"'s t, and this added some weight to the 
development. 
The Neyman-Pearson theory, if applied exactly as 
specified by the authors, requires the choice of some number 
a between 0 and 1, usually small, such as 0.05 or 0.01, 
which describes the user's acceptable long run frequency of 
rejection of true null hypotheses. This number is called the 
12 
level of significance in much of the literature on testing 
hypotheses (e.g., Lehmann 1959). This terminology has led 
to confusion with the concept of tests of significance, in 
which the level of significance is a random variable 
distributed on the interval (0,1). After a has been chosen, 
the sample space is partitioned into two complementary 
regions SQ and and the null hypothesis is rejected if 
the observed sample point X falls into S^. The critical 
region, S^, is chosen so that, under the null hypothesis, the 
probability of observing a sample point X in is less than 
or equal to a for all possible models comprising the null 
hypothesis. There are, of course, many ways in which to 
choose the sample points comprising S^, each leading to a 
different test. In order to compare tests Neyman and Pearson 
introduced the concept of power of a test. The power of a 
test is defined as the probability that the hypothesis will 
be rejected, or that the sample point will lie in It 
seems desirable to choose a test, from among the possible 
candidates, which has maximum power when the hypothesis is 
not true. The Neyman-Pearson fundamental lemma states 
that, in the case of a simple null and a simple alternative 
hypothesis, there exists a test based on the likelihood 
ratio criterion which is most powerful, and that any test 
which is most powerful must depend on the likelihood ratio 
criterion. The useful domain of this lemma is strongly 
13 
delimited, however, by the fact that with discrete models, 
only certain sizes of test are achievable. To overcome this, 
the device of test randomization is used, but this seems 
totally unreasonable if the purpose is the determination of 
evidential content of data. (See for example, Kempthorne 
and Doerfler 1969). 
In case the alternative is composite, a test is said to 
be uniformly most powerful if it maximizes the power for all 
alternative hypotheses under test. Other terminology and 
other criteria of goodness of a test have been introduced 
because uniformly most powerful tests do not in general exist. 
Some of these concepts, which will not be discussed herein, 
are unbiasedness, invariance and similarity. The size of a 
test is defined as the supremum over the null hypothesis of 
the probability that XeS^ so it is seen that attention is 
restricted to those tests whose size does not exceed the 
prechosen level of significance. This Neyman-Pearson size/ 
power method of specifying test procedures leads to tests 
which are optimum accept-reject rules. However, their 
utility in data evaluation seems limited. The aim in data 
analysis is not to accept or to reject an hypothesized model 
or class of models, but rather to, in some way, measure the 
tenability of a model in the light of observed data. A 
theory whose main thrust is the making of decisions according 
to rigorous rules does have the nice property of totally 
14 
predictable long run behavior in some population of repe­
titions, but adds little to the sense which can be made of 
an unique set of data. 
In contrast to tests of hypotheses, the development of 
tests of significance has come about in a haphazard manner. 
Little of the formalism built into the Neyman-Pearson 
theory is present in the discussion of significance testing. 
Fisher (1959), who accepts the need for accept-reject rules 
in some contexts such as inspection of manufactured lots, 
states however that, "this operation (accepting or rejecting 
an hypothesis) differs from that by which improved theoreti­
cal knowledge is sought in experimental research" (p. 77-78). 
Fisher discusses the problem of significance testing but 
never gives a definitive statement of a test of significance, 
seeming to rely upon example to point out the elements of 
the procedure. As examples he describes K. Pearson's % 
(Pearson, K. 1900), "Student"'s t-test ("Student"1908) and 
the F-test of the analysis of variance, all of which have 
been also employed as tests of hypotheses. Fisher seems 
to make the same confusing use of the term level of sig­
nificance as other writers, letting it at one time represent 
a fixed prechosen constant, and at other times a realization 
of a random variable. Kempthorne and Doerfier (1969) give 
a discussion of significance testing and point out the logical 
differences between this theory and the Neyman-Pearson theory. 
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Kempthorne and Folks (1971) present the view adopted in 
this research. For the present work a test of significance 
is defined as a procedure which operates on a set of data D 
and a class of models M and results in a number between 0 
and 1, called the level of significance, a. Because it is 
a function of observed data, a is clearly a random variable 
whose actual realization depends on the class of models, 
the procedure (in the form of a test statistic) and the 
observed data D. If the data D are a random sample from 
a model in M, then the distribution of a is uniform on the 
interval (0,1). This assumes that the distribution of the 
test statistic involved is continuous. For discrete- valued 
test statistics, a can take only a certain number of 
possible values, and these values, called achievable levels 
have the pseudo uniform distribution property that, under 
the null model, Pr (significance level £ a) = a for each 
achievable a. Tests of significance are devised so that, 
if D is not a sample from a model in M, small values of a 
are more likely to occur. Thus the observed level of sig­
nificance provides a measure of the 'distance' of the data 
from the class of models, with small values of a indicating 
large distances. If the distribution of the test statistic 
is specified by the cumulative distribution function F(x) 
and X is the observed sample point, 
16 
a = l-F(x) 
is the observed significance level. In contrast to the 
requirement in tests of hypotheses, there is no formal con­
sideration of alternatives in formulating a test of sig­
nificance, although tests of significance can be compared 
and evaluated only with reference to alternatives. If a 
user has some knowledge or opinions of alternative models 
which might be close to the data, in case the data are not 
from a model in M, then this information can be used by 
choosing a test of significance which is sensitive in the 
desired direction in the parameter space. The sensitivity 
of a test of significance with respect to a particular 
alternative is determined by the distribution of a under the 
alternative, so that comparisons of tests of significance 
requires the comparison of families of curves. The Neyman-
Pearson method requires essentially the comparison of these 
curves at the same point, namely the prechosen value of the 
size of test, so that the problem is much simpler. Anscombe 
(1963) gives a general discussion of tests of significance and 
concludes that there is no compelling way in which to compare 
tests of significance. Cox and Kempthorne (1963) allude to, 
and Anscombe states specifically the phenomenon that, al­
though significance tests are constructed without explicit 
reference to alternatives, the mere choice of a criterion may 
specify a class of models M' such that the criterion is 
17 
equivalent to the likelihood ratio criterion for dis­
criminating between M and M'. The question of whether M" is 
vacuous is left open. There are, however, situations in which 
any concept of likelihood without a prior distribution is invi-
able because the probability of the sample does not depend 
on the parameter of interest. This is the case in inference 
to a finite population from a sample and in the making of 
judgements of significance in randomized experiments. 
C. Choosing among Tests of 
Significance 
There has been very little theoretical development of 
means for comparing tests of significance and, as a result, 
little is known about the relative merit of many procedures 
used as tests of significance. Dempster and Schatzoff 
(196 5) give one approach to the problem. Letting H(a) 
denote the distribution of the significance level under an 
alternative, they point out that the Neyman-Pearson 
approach is to look at H (.05) or H(.01) and to choose that 
test for which H(size) is largest. They comment on the 
desirability of taking account of the entire function H 
rather than only its value at some prechosen point. The 
complications present in this view are, of course, enormous 
and Dempster and Schatzoff suggest making a condensation of 
the information provided by H. Their suggestion is to 
18 
evaluate tests of significance on the basis of expected 
significance level (ESL) defined as 
1 1 
ESL = a dH(a) = 1-
0 
H(a)da (2.1) 
0 
Clearly if the null hypothesis is true, ESL = j, and other­
wise ESL < Y' so that one test is preferable over another 
with respect to a specific alternative, if it has a smaller 
ESL. Dempster and Schatzoff also give some discussion of 
means of estimating ESL for various cases, and note that, 
in some cases, ESL and power give very similar results for 
2 
comparing % -like tests. There is also some work in the 
literature on comparing sequences of tests of hypotheses 
using the concept of asymptotic relative efficiency (Quade 
1959, Gelzer and Pyke 1965) but this concept, which relates 
to sequences of tests of the same fixed size, seems to have 
little relevance to tests of significance. 
D. Tests of Significance as 
Accept-Reject Rules 
It is a straightforward matter to show that a test of 
significance may always be reformulated as a valid test of 
hypothesis. We consider a test of significance having as 
achievable levels the set of numbers A. Now A may have an 
infinity of elements, in the case of a continuous test 
statistic, or a finite number of elements in the case of a 
19 
discrete-valued test statistic taking on only a finite number 
of values. For any aeA it is possible to devise a test of 
hypothesis of size a by constructing a critical region com­
posed of those outcomes of the test statistic whose associated 
level of significance is less than or equal to a. The 
property being used here is the obvious one that 
Pr(SL £ a) = a (2.2) 
when the null hypothesis is true and a is an achievable level. 
The procedure, then, is to simply reject the null hypothesis 
whenever the observed significance level is £ a. Equation 
2.2 ensures that the test will have size a. This test will 
also have a containment property which seems desirable in 
data evaluation, but which is not a requirement in the Neyman-
Pearson theory. This property requires that if a certain 
sample point is significant at the level a, then it must 
also be significant at level a'>a. In the terminology of 
tests of hypotheses this requires that the critical region 
for a test of size a be contained in the critical region for 
a test of size a'>a. This property, it should be noted, does 
not hold in general for tests of hypothesis in the Neyman-
Pearson theory. Some examples are given in Lehmann (1950), 
Lehmann (1959), and Kendall and Stuart (1961) illustrating 
what are called by Hacking (1965) 'absurd' likelihood ratio 
tests of hypothesis. The next section details an example 
20 
showing that a test of hypothesis which is optimal in a 
certain sense does not yield a test of significance having 
the containment property. 
E. An Example 
Mount (1969) considered some properties of likelihood 
ratio tests of hypothesis and, using a power-slope criterion, 
showed that certain Neyman-Pearson procedures are minimax 
when the risk function is the probability of type II error. 
Specifically he considers the hypothesis testing situation: 
Ho: fo(x) 
(l-e^-Gg) fgfx) + 0^f^(x) + Ggfgfx), 
01,02 10, 0 < 0^ + @2 1 1 
where f^, f^ and f2 are three distinct densities. Writing 
the power of a test 6(x) as 5[(l-0i-02)fQ+82fi+82^2^ 
he used as a criterion the probability of Type II error. 
6[(1-01-02)fg+0ifi+02f2^• Mount (1969) then 
exhibited the two slopes of this function, which is linear 
in 0^, and as 
Bj^(0,0) = 
"o-
ôf^, i=l,2 
and suggested as a conservative approach that one choose 
that test 6 which minimizes the maximum of these two slopes. 
21 
Mount then reformulated the problem in game theoretic termin­
ology and showed that the game has a saddle point and thus 
a value. The solution turns out to be the Neyman-Pearson 
level a test function for testing : f^ vs. f^ or HQ VS. 
±2 or the generalized Neyman-Pearson solution to the 
problem of maximizing ^(f^+fg) subject to Sf^ = a and 
6f^ = Gfg, depending on the probability attached to the 
choice of f, or f_ in the game. Mount next generalized ' 
^ ^ k 
the alternative to (1- Z G^^fg + 8^f^ + ... + 0^f^, 
i=l 
0 .  > 0 ,  O < Z 0 .  < 1  a n d  r e a c h e d  t h e  s a m e  s o r t  o f  1 — — 1 — 
solution in the general case as in the case k=2, i.e. the 
Neyman-Pearson (simple or generalized) lemma is used to 
\ 
find the minimax test function. 
To the statistician concerned with the evidential 
content of an experiment, a test of significance is of more 
interest than a simple accept-reject rule as defined above. 
We now discuss the test of significance problem in a context 
similar to that of Mount, and show that, in fact no test 
of significance exists which has certain desirable properties. 
This example is related to the material of Mount (1969) 
only in the sense that a similar point of view is adopted. 
The aim is to develop a procedure which, in terms of accept-
reject rules, is minimax in a sense to be described, but 
which lacks utility in data analysis. The Neyman-Pearson 
theory requires the specification of critical regions or 
22 
critical sets which have required long-run properties, and 
the null hypothesis is rejected if an observation is found 
to lie in the critical region. It is shown that critical 
regions chosen in a reasonable way, in the case of a 
composite alternative, are of no value in data evaluation 
because of a crucial defect. We consider a sample space, 
S, of possible outcomes of a random variable, such as, 
for example, in the multinomial case, S={s=(n^,n2,...,n^); 
n^ ^  0, En^=N}, the open k-simplex. Denoting the elements 
of S as Sj we envisage grouping them into regions in a 
particular way. For a given region , we define the 
content, as Pr(s), where Pr(£) depends on the 
parameters of the hypothesis under evaluation. In the multi­
nomial case 
Pr(s|P) = (2.3) 
where S = (n^,n2,...,n^) and P = (P^,P2,...,P^) is the 
vector of multinomial probabilities. Now, for a given a, 
0 < a < 1, there are I^ possible regions such that < a 
when the hypothesized vector P is used in (2.3). The 
quantity I^ may be zero, if a is smaller than the smallest 
achievable value of (2.3). In application we shall consider 
only those values of a which lead to values of I^ exceeding 
zero. A small example will illustrate the procedure. 
Consider the binomial distributions with parameter (p, 1-p) 
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and N=5, say. The sample space S is clearly the set {(0,5), 
(1,4), (2,3), (3,2), (4,1), (5,0)}. Under the hypothesis 
p=l/4, the probabilities of these six outcomes are ^^24 ' q24 ' 
270 90 15 , 1 „ ^ ÎÏÏ24' ÎÔ24' TÔ2Â' ÎÔT4 • simplicity we may denote the 
elements of S by their first component, alone so that S={0,1,2, 
3,4,5}. Suppose °^=]^q2'4'^ then there are several regions with 
content at most a under p=l/4. These regions, with their con­
tents , are : 
^1 ^  (1024) ' ^ 2 ^  {0,5} (1Q24) ' ^3 ^  (1024) ' 
R4 = {3'4}(2024)' ^5 ~ {3,5}(2024)' ^6 ~ {3,4,5} (^024)• 
R = {4}(^Q24^' ^8 f4,5}(io24)' and Rg ^^^^1024^* 
As will become obvious later, R^, R^, R^, R^, R^, Rg, and 
Rg may be eliminated because they are 'dominated' by other 
regions. Using obvious notation ^2' ^ 3—^6 We 
renumber the remaining regions R^ = {0,5} and 
R« = {3,4,5} and see that, in this case I =2. It is clear 
^ ot 
that if a < YoIt' ~ two regions chosen are now 
candidates for critical regions of a test of hypothesis of 
size a = 244/1024. The choice between these two will depend 
on the nature of the alternatives and the criterion used. 
The criterion considered here is to choose that region having 
largest content under alternatives. This concept is analogous 
to power of a test. 
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The next step is to consider a class of alternative 
hypotheses, say = {Q: subject to some constraints}, 
e.g. in the above case we might have = {Q = (q,l-q) : 
q ^  g-}. For each choice of q, it is possible to compute 
the content of 1,2,...,!^, and, as motivated above, 
define the 'best' region, R^, as that one which is maximin, 
e.g. , 
max min C^(q) = Cfq^) 
R^ q 
under the constraint described above, namely C\(p) _< a. 
For this procedure to give a meaningful result, it seems 
clear that the regions R^ must have a containment property. 
Namely, for a'<a it must be the case that R^'CR^ for all 
choices of a' and a. We shall demonstrate that this is not 
the case, and hence that this maximin procedure has no 
value in data evaluation. A counterexample, using the 
binomial distribution, will illustrate that the containment 
property cannot be expected to hold. In this example we 
1 3 
consider the vector P = (j, as used above, with alterna-
. . _ _ . , , 3 19 , 15 90 243 
tives Q (q, 1 q), q 8' 2' 10 ^ ^ 1024' 1024' 1024' 
ÎÏÏÏÏÏ' 1024 • These sizes are chosen arbitrarily, with the 
desire to have at least one non-achievable size, 
the set. For each a we indicate the set of regions R^ 
having content at most a under P and, in this set, we select 
the 'best' region using the maximin procedure. For each a 
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the results are summarized in a small tableau. 
= ï if = -2929G 
Admissible regions: 
Content under P: 
Content under Q: 
9 = 2 
^ = ÎÔ 
Min Content 
q 
Maximin region is 
(0,4,5) 
.25292 
.1645 
.2187 
.91855 
.1645 
(2,4,5) 
(2,4,5) (3,4,5) 
.27929 .10351 
4125 
50 
.4125 
.2752 
.50 
,92664 .99144 
.2752 
2- " = 1557= -2G4G4 
Admissible regions: 
Content under P; 
Content Q: 
9 = i 
q = i 
q = 
10 
Min Content 
q 
Maximin region is 
(2,5) 
.26464 
.34970 
.34375 
.59859 
(0,4,5) (3,4,5) 
.25292 .10351 
,1645 
,2187 
.34375 .1645 
(2,5) 
.2752 
.50 
,91855 .99144 
.2752 
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3- « = if# = -2373° 
Admissible regions: (0) 
Content under P: .2373 
Content under Q: 
q = -g .09536 
(3,4,5) 
.10351 
.2752 
q = J .03125 
q = .00001 
Min Content .00001 
q 
Maximin region is (3,4,5) 
.50 
.99144 
.2752 
4. a = 90 
1024 = .08789 
Admissible regions 
Content under P; 
Content under Q: 
q = i 
q = I 
q = 
10 
Min Content 
q 
(3) 
.08789 
.2059 
. 3125 
.0729 
.0729 
(4,5) 
.01562 
.0692 
.1875 
.91854 
.0692 
Maximin region is (3) 
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a = 15 
1024 = .01464 
Admissible regions : 
Content under P: 
Content under Q: 
9 = 8  
q = I 
q = 
10 
Min Content 
q 
Maximin region is 
(4) 
.01464 
.06179 
.15625 
.32805 
.06179 
(4) 
(5) 
.00097 
.00741 
.03125 
.59049 
.00741 
Thus for this set of values of q, and these a's, the 'best' 
regions, in order of decreasing value of a are: (2,4,5), 
(2,5), (3,4,5), (3), (4), and the containment, or nesting 
property does not hold. We also note in passing, what 
9 0 
might be called bias in this context. Namely, for a = ^0^4' 
the maximin region, (3), has larger content under P than 
under q = .9. Those regions would serve the purposes of 
an accept-reject rule because they have fully defined 
optimum properties, but their utility in data evaluation is 
clearly limited. It is also presumably well known, though 
not stated explicitly that for this simple situation, no 
unbiased test exists. 
This example simply illustrates that procedures which 
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may be optimum in terms of accept-reject rules are not 
necessarily relevant to the problem of data dissection or 
data evaluation. A model which is not acceptable when 
judged by a weak test certainly cannot be judged acceptable 
by a strong test. 
F. Conclusion 
This mainly expository chapter has discussed tests of 
hypotheses and tests of significance to elucidate in what 
contexts each is applicable. Some of the history behind 
the development of the two lines of statistical reasoning 
has been described. The much developed Neyman-Pearson 
theory is mathematically rigorous and cohesive but seems to 
be appliccible in its full generality only to very special 
inference problems. The well established long run properties 
of the accept-reject rules, while very relevant to situations 
in which an hypothesis must be either accepted or rejected, 
are of very limited value in data dissection situations. This 
fact has not been generally admitted in the literature of 
uses of statistical tests. In contrast, tests of signifi­
cance, although much less rigorously defined and used, 
possess properties of value in data analysis. The concept 
of an achieved significance level calculated from an observed 
set of data, without necessary reference to repetitions of some 
experiment in some conceptual population of repetitions has 
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great utility as a measure of distance of the data from a 
model. Significance tests, as described herein, and as 
generally used, have the important containment property that 
data significant at some level a are also significant at all 
levels a'>a. The problem of comparing tests of significance 
has been discussed and a recently devised method due to 
Dempster and Schatzoff (1965) was described in some detail. It 
was shown that tests of significance can always be used to 
test hypotheses, but that the converse is not true. An 
example illustrating this latter point was presented. It 
was shown that a procedure for testing hypotheses which is 
maximin in a certain sense, leads to a failure of the con­
tainment property when used as a test of significance. 
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2 
III. THE X TEST. NOTATION, BACKGROUND 
AND THE NULL DISTRIBUTION 
A. Introduction 
This chapter, and the succeeding one, will present the 
results of a detailed examination of one of the most basic 
tools used by data analysis, the chi-square goodness of fit 
test. The widespread interest in the chi-square test is 
evidenced by the extensive literature on the subject. Savage 
(1953) lists more than sixty papers totally devoted to the 
test, and over 50 have appeared in the statistical literature 
since that time. Cochran's (1952) survey paper traces the 
historical development of the test beginning with Pearson's 
(1900) paper, discusses research bearing on the practical 
application of the test, comments on the utility of the test, 
and then describes several tests which he considers compe­
titive to the chi-square test. This very influential paper 
raises many points which are not ygt fully developed. We 
shall attempt to clarify the record on some of these points. 
This chapter will consist of a preliminary discussion of 
the test giving the notation and conventions to be used later, 
an evaluation of some of the relevant literature on the test, 
and an examination of some properties of the test when the 
null hypothesis under test is true. 
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B. Notation and Background 
The problem of goodness of fit for the multinomial 
distribution is a very basic one because samples from any 
discrete distribution can be looked upon as multinomial 
samples, and because the oldest general purpose goodness of 
fit test, the chi-square test, is based on grouped, and hence 
multinomial, data. Also, any sample may, because of the in­
evitable grouping caused by measurement limitations, be 
looked upon as discrete data. It thus seems reasonable to 
focus attention on the problem of fit of data to a multinomial 
model. 
We assume that there are k multinomial classes and that 
of a total of N observations in the data, n^, i=l,2,...,k 
fall into the i^^ class. Clearly Zn^=N, where we adopt the 
convention of suppressing indices of summation when they are 
obvious. We will denote by M(P) the multinomial model in 
which P= (P2^/P2 ' • • is a vector giving the probabilities 
for each of the k classes. In general we will let P denote 
the null, or hypothesized, probabilities, and Q, the alterna­
tive probabilities so that the test of fit can be written 
as HQ: M(P) VS. : M(Q). Clearly, because an observation 
must fall into one of the k mutually exclusive and exhaustive 
classes, or cells, EP^=EQ^=1. 
The chi-square goodness of fit test consists of the 
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calculation of 
n (n.-NP.)^ 
X = Z-
NP^ 
2 denoted here by X , as in Cochran (1952) , rather than the 
2 
customary, but perhaps confusing, x • The classical test 
2 
rejects the null hypothesis when X exceeds an appropriate 
2 
upper percent point of the theoretical x distribution with 
k-1 degrees of freedom. In other words, the observed 
significance level, or P-value (the true upper tail 
probability Pr(X > C)) is approximated by the corresponding 
2 
upper tail probability of the x distribution. This 
2 
approximation, termed the x approximation, is the subject 
of part of this chapter. We will also need some notation in 
discussing the multinomial distribution. Let n= (n^,n2 ,... ,nj^) 
represent the vector of observed cell frequencies, and let 
n, 
Pr(n|g) = ÏFTT (3-1) 
denote the probability of the outcome n when P is the true 
vector of probabilities in the multinomial model. 
C. The Null Distribution of X^ 
1. Theoretical results and discussion 
For any given N and k there are only a finite number of 
possible outcomes n, and with each is associated a probability 
of occurrence Pr(n|P) under M(P). It is thus possible, by 
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summing the appropriate terms of the multinomial, to obtain 
2 the exact distribution of X and hence to calculate the 
2 
exact P-value corresponding to an observed value of X . 
However, the number of possible samples n, which is clearly 
N+k-1 (N+k-l)i 
^ k-1 (k-1)1(N)1 
can be very large, even for k=3. Table 1 indicates the 
magnitude of the problem involved for some small values of 
N and k. 
Table 1. Number of possible multinomial samples 
VN 
kX 10 20 30 40 50 
2 11 21 31 41 51 
3 66 231 496 861 1326 
4 286 1771 5456 12341 23426 
When it is realized that to specify the null distribu-
2 tion of X it is necessary to compute the value of the 
statistic and the value of PrCnjP) for each of the possible 
2 
samples, order the values of X from smallest to largest, 
and then cumulate the probabilities, one is motivated to 
search for approximations. The above procedure must be 
repeated for each different vector P of interest, so the 
problem is further complicated. It was thus very desirable 
2 to develop approximations to the null distribution of X 
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which are computationally simpler to handle and which are 
independent of the vector P. Karl Pearson (1900) showed, in 
a complicated argument employing polar transformations and 
assuming that the n^ may be considered asymptotically 
2 
normally distributed, that, for k and P fixed as X 
2 has asymptotically the x distribution with k-1 degrees of 
freedom. A more rigorous proof using moment generating 
functions is given, for example, by Cramer (1946). The proof 
by Cramer also demonstrates that the quantities 
n.-NP. 
Xi = 4- .J- ^ i=l,2,...,k 
/NPT 
X 
are jointly asymptotically normal with mean vector zero and 
variance-covariance matrix A = where ^  = (/pT,. ../pT") '. 
— - — 1 K 
This is the basic assumption made, but not justified, by 
Pearson in his proof. For later reference we record in 
Table 2 the mean and variance of the multinomial frequencies 
2 
and of the X test statistic when M(P) is the true model, 
2 
as well as the mean and variance of the x distribution. In 
addition the n. are correlated with Cov(n., n.) = -NP.P., i^g 
The following table gives some indication of the crudeness 
2 
of the X approximation for small N. 
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Table 2. Moments of some relevant random variables 
Random 
variable Mean Variance 
n^ NP^ NP^(l-P^) 
k-1 2(k-l)+N ^ (EP^~^-k^-2k+2) 
x\_i k-1 2 (k-1) 
Several authors have suggested setting arbitrary lower limits 
on the permissible values of NPthe cell expected frequencies, 
2 to ensure that the inferences made using the % approximations 
are valid. The most common recommendations are that all NPj^ 
should exceed 10, or 5, this being achieved, if necessary, 
by pooling some of the original classes in the data. Cochran 
(1954) discussed the problem, and, using an arbitrary but 
reasonable definition of the disturbance caused by small 
expectations, arrived at some general rules which are much 
less conservative than the two stated above. 
(a) Goodness of fit tests of unimodal distribu­
tions (such as the normal or Poisson). Here the expec­
tations will be small only at one or both tails. Group 
so that the minimum expectation at each tail is at 
least 1. 
(b) The 2x2 table. Use Fisher's exact test (i) 
if the total N of the table < 20, (ii) if 20<N<40 and 
the smallest expectation is less than 5. Mainland 
has given useful tables of the exact test for these 
cases. If N > 40 use , corrected for continuity. 
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(c) Contingency tables with more than 1 d.f. 
(i) If relatively few expectations are less than 5 
(say in 1 cell out of 5 or more, or 2 cells out of 10 
or more), a minimum expectation of 1 is allowable in 
computing X^. (ii) Contingency tables with most or 
all expectations below 5 are harder to prescribe for. 
With very small expectations, the exact methods have 
been given by Freeman and Halton. If has less 
than 30 degrees of freedom and the minimum expectation 
is 2 or more, use of the ordinary tables is usually 
adequate. If X^ has more than 30 degrees of freedom, 
it tends to become normally distributed, but when the 
expectations are low, the mean and variance are dif­
ferent from those of the tabular X^. Expressions for 
the exact mean and variance have been given by Haldane. 
Compute the exact mean and variance, and treat x2 as 
normally distributed with that mean and variance 
(p. 418). 
2 In addition to the x approximation, several other 
approximations for the P-value have been suggested. The 
amount of concern about this problem is an indication of its 
fundamental nature, and excellent motivation for detailed 
study. Cochran (1942) considered the case in which r of 
the expected numbers are small and the remaining k-r 
expected numbers are large, and developed the C(m) approxi-
2 
mation for the Pr(X ^ C). The C(m) distribution function 
is defined as the convolution of the distribution functions 
r 2 
of the independent random variables W and Z = Z (U.-m.) /m., 
i_l XI 1 
where W has a chi-square distribution with k-l-r degrees 
of freedom and U^,U2,...,U^ are independent random variables 
having Poisson distributions with means 
Obviously, for the case r=0, the C(m) distribution is that of 
2 
X%_2f and for r=k it is the discrete distribution of Z. For 
0<r<k the distribution is continuous but has a very 
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intractable form. The notation C(m) is due to Yarnold 
(1968), who studied the properties of the approximation and 
compared it to several others. The theoretical basis of 
the C(m) approximation, developed by Yarnold (1968), is 
quite complicated. Rather than making the usual assumption 
that the , i=l,2,...,k remain fixed as N+™, causing 
NP^->-o°, Yarnold makes the more general assumption that, for 
each fixed value of N, the mathematical distribution of n 
has probabilities (N), which depend on N. As usual, 
P^(N)>0, ZE\(N)=1, In addition he assumes that 
lim P.(N) = P. > 0 for i=l,...,k; 
N^oo 1 1 
lim NP.(N) = m. for i=l,...,r; 
N->oo ^ 1 
P^ > 0 for i=r+l,...,k; 
and that {U^} is a sequence of random vectors in 
such that the i^^ component of is 
U^(N) = n^ for i=l,...,r 
n.-NP.(N) 
U- (W) = ^•— for i=r+l,...,k . 
/NP^(N) 
Yarnold proves that converges in distribution to 
U= (U^,... ,Uj^) as N-^oo, for r=0 ,..., k-1 where 
1. U^,...,U^ are independent random variables having 
Poisson distributions with means m^,...,m^; 
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2. ^r+l'"''''^k 3. singular normal distribution of 
rank k-r-1 in the hyperplane I U./pT=0, with zero means 
i=r+l ^ ^ 
and covariance matrix A = I-èè', where = (/P ,/p7); 
— — — r+1 K 
3. (U^,...,U^) and . . . ,Uj^) are independent random 
vectors. 
2 Yarnold next proves that, under the given assumptions, X con­
verges in distribution to the C(m) distribution. For r=0 
the C(m) distribution is the % distribution but the hypo­
thesis has been slightly generalized to P^(N)^P^. For r>0, 
he claims, and later shows, that the C(m) distribution 
provides an accurate approximation for Pr(X ^  c) when r 
expected numbers are small. Yarnold also proposed two 
other approximations which he denotes as A and B, by adding 
2 terms to the usual x approximations, these terms being 
suggested by a consideration of an approximation proposed 
by Hoel (1938). The Hoel approximation is derived by, 
in his words, "expressing successively in expanded (Edge-
worth) form the generating function of the multinomial, the 
distribution function of the multinomial, the generating 
2 2 function of x and the distribution function of x •" 
Approximations A and B both arise out of a study by 
Yarnold (1968) of Pr(X^eB), X%=N 2\z^+...+z^) where {Z^} 
is a sequence of independent identically distributed random 
vectors in R^_^, with mean vector zero and nonsingular 
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covariance matrix $. Both approximations are based on re­
finements of the normal approximation 
Pr(X^EB) = I d«I>(x) . 
R 
2 Yarnold's general expansion is shown to apply to the X 
statistic, and approximations A and B amount to using 
successive terms of the general expansion. The terms 
N(Nc) and V(Nc) involved in the evaluation of A and B are 
respectively the number of integer vectors m in the ellipsoid 
_1 (m+Na)'$ (m+Na)<Nc having center at -Na, and the volume 
of this ellipsoid. It is also assumed that B is an 
ellipsoid of the form B = ^x<c}. 
Vessereau (1958), and Nass (1959) have suggested using 
the gamma distribution, matching the variance as 
2 2 
well as the mean of X , as an improvement over the x 
approximation which matches only the mean. This approxima­
tion is of interest here because the same technique will be 
discussed in the non-null case described in Chapter IV. 
Yarnold (1968) carried out a very intensive numerical 
2 
comparison of the accuracy of the x t C(m), A,B, Hoel and F 
approximations and the correction for continuity for the true 
2 2 
value of the quantity Pr(X >_c) over the whole range of X . 
The limitations of his study are twofold: 
a) Most of the results are confined to cases where N 
is large and only a few of the k NP^ are small, and 
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b) The small NP^ have a common value. 
The second requirement probably serves to make his con­
clusions conservative because it, in effect, reduces the 
2 
number of different possible values of X (because of the 
2 
symmetry of X with respect to the P^), and hence makes the 
true distribution "more discrete", but his first requirement, 
namely that N be of moderate size (greater than 30 or 40 
in most of his cases) mitigates some of the import of the 
conclusions. Yarnold's conclusions are: 
(a) Never use the T or Hoel approximations. 
(b) Approximations A, B, , and the continuity 
correction are all very inaccurate when there are too 
many small expected numbers. In such cases the only 
reasonable approximation available is the C(m) 
approximation. 
The C(m) approximation can be calculated readily 
on a computer, if r is not too large. However a simple 
approximation for the C(m) distribution function would 
be a very useful subject for further research. Until 
such an approximation is available, it is possible 
to provide tables of the upper one and five per cent 
points of the C(m) distribution. Cochran (1942) has 
published such tables for r=l,2. 
(c) Approximations A and B are very much more 
accurate than the yZ approximation and the continuity 
correction, when the latter two approximations are only 
fair (or better). The accuracy of A and B increases 
as Q = (Z-^)/s decreases, and B is more accurate than 
mi 
A when Q is sufficiently small. Both A and B are better 
at reducing maximum error over the whole range than in 
the upper ten per cent, but A and B are also more 
accurate than the approximation and the continuity 
correction in the upper ten per cent (when Q is 
sufficiently small). 
(d) The continuity correction is a substantial 
improvement upon the x^ approximation in reducing 
maximum errors over the whole range. However it does 
not reduce maximum errors in the upper ten per cent 
(in the general case of arbitrary expected numbers)— 
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the region of greatest interest in statistical 
applications. Also there is no simple way to calcu­
late the continuity correction (in the general case), 
so that its utility in practical applications of the 
chi-square test is questionable. For theoretical 
purposes, approximations A and B are much more accurate 
than the continuity correction (p. 103). 
Yarnold (1968) also gives a rule for guiding the use 
of the approximation at its upper one and five percent points. 
This rule specifies the minimum expected number as a multiple 
of the proportion r/k of "small" expected numbers in the k 
classes, namely 
min NP. > b ? 1 — k 
where r of the NP^ do not exceed b. He states, "Rule 2: 
b=5 for the one percent point, b=5 for the five percent 
point," (p. 4), and conjectures that the true upper tail 
probabilities will lie, respectively, in the intervals 
.0060-.0162, and .0406-.0594. His computations do not in­
clude the case when all the NP^ are less than 5. This rule 
is, however, less conservative than most of the rules in 
wide use, and hence its use will in general increase the 
power of the test (Cochran 1954, p. 418). 
There have also been some attempts to derive bounds on 
2 ' the quantity Pr(X _< c) which are reasonably tight. Vora 
(1951) discusses the problem in some detail, cites the re­
sults of Esseen (1945) on an upper bound for the maximum 
absolute difference |F(x)-G(x)| of two cumulative distribution 
42 
functions in terms of their characteristic functions, and 
then derives new bounds on the probability of interest 
Esseen's result can be restated as follows: There exists 
a function A(P^,...,P^) of only such that 
lPr(X^ < c)-F^_^(c)I < AN"(k-l)/k 
2 
where denotes the cumulative distribution function. 
A function A satisfying the inequality is not given 
explicitly. Vora's result is; There exist Xg'' ^l'' ^ 2' 
such that 
Xg', Cg f are very complex functions of N, P, k, 
1/2 
and c. Vora claims that his bounds are of order (c/N) ' and 
hence they are closer the smaller c/N. He also gives closer 
bounds in terms of a noncentral chi-square distribution. 
Until a function A which satisfies Esseen's inequality has 
been determined it is not possible to compare the two bounds 
for given values of c, N, k, and P. 
2 When c-E(X ) = c-k+1, and N are both large, bounds may 
be derived using the general Tchebychev and Cantelli in­
equalities , which are valid for any non-negative random 
variable with finite mean and variance. In our case they 
are : 
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Pr(X^<o) > 1 - 5i5_l, E(X^) < c < E(X^) + 
" ~ ~ E(x2) 
and 
Pr(x2<c) > 1 , Vx') , ,, o > E(X2) + 
V(x ) + [c-E(X^)]^ E(X^) 
with E(X^) and V(X^) as given in Table 2. 
2. A compromise procedure 
The author feels that there is still a gap in the pub-
lished literature on the use of the X test, especially in 
the light of modern high speed computing devices. If the 
only generally workable approximation to the distribution 
2 
of X is not adequate for small values of N and k then there 
seems little choice but to develop efficient computational 
algorithms to carry out the exact test and to strongly 
recommend their usage. It is not unreasonable to conjecture 
that the large bulk of X tests carried out in the future 
will be handled on computers. The computer will be used to 
perform the test, so it might as well be used to perform the 
test exactly1 The cost of the analysis of experimental 
data is usually so small relative to the overall cost of the 
experiment that it seems false economy to employ crude 
approximations simply because they were easier to use 
twenty or thirty years ago. 
The aim of this part of the research was, therefore, 
2 to examine the adequacy of the x approximation for the 
cases when N and k are small, say N=10, 20 and k=3,4. 
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for various choices of P. It seems a reasonable procedure 
to compare graphically and in tables the exact and approxi­
mate c.d.f.s in the range of P-values from 0.0 to 0.1, i.e. 
in the upper tail. This choice is motivated by the considera­
tion that little harm is done by reporting a P-value of 
0.4 when it is actually 0.6, but it is crucial to report 
accurate P-values in the range commonly used to make deci­
sions about the null hypothesis. The author regards the 
test of goodness of fit as an informative rather than 
decision-directed procedure, but is aware that there are 
many situations where terminal decisions must be made. Also, 
a knowledge of the exact strength of evidence for or against 
the null hypothesis is much more crucial when the P-value 
is small. We feel that a very reasonable and compelling 
2 
algorithm would consist of, for an observed value of X , 
computing the approximate P-value and then if this value is 
less than, say 0.10, computing the exact significance level 
2 if the situation under examination is one for which the x 
distribution does not give a good approximation to the true 
upper tail probability. This procedure seems a good compro­
mise between always using the easily computed approximation, 
and always computing the exact significance level, a time 
consuming operation. A further economy is the fact that it 
is only necessary to compute multinomial probabilities for 
those samples n which yield values of X as large as or larger 
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than the observed value. These samples will, naturally, 
be only a small subset of the large number of possible samples. 
Subsection 3 of this section describes the procedure 
employed and results obtained for the comparison of the exact 
2 2 
and X -approximate upper tail probabilities of the X 
statistic. 
2 3. Some comparisons of the true and Y -approximate upper 
tail probabilities of X^ 
It was considered desirable to examine in some detail the 
2 
relationship between the exact distribution of X under M(P) 
2 
and the x%_2 approximation commonly used, especially for the 
cases N=10, 20 and k=3,4. The specific question to be answered 
is : Can one rely upon the approximation in making in­
ferences about the tenability of M(P) in the extreme situa­
tions represented by the small sample sizes considered? If 
the conclusion is in the negative, effort should be concen­
trated on developing efficient computational algorithms for 
computing the exact significance levels. Attention is focused 
on the upper 10% of the distribution of X because it is in 
this range that decisions must be made in a test of hypothesis 
setup, and in which there is strong evidence against the 
tenability of M(P). 
For each k, several vectors P_ were selected, the choice 
being based on a desire to explore the whole parameter space 
with as few trials as possible, and for each P, the exact 
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2 distribution of X was computed. Because of the interest 
in only the upper tail of the distribution it was possible 
to economize on the computations. It was necessary to 
2 generate all the possible samples n, and compute X for 
2 
each of these samples. The values of X were then ordered 
from largest to smallest. The next step was to compute, 
for each value of X^, the Pr(n|P) defined in 3.1 and cumulate 
these probabilities until the total exceeded 0.10. By 
working 'from the top down' it was necessary to carry out 
the time consuming calculation of Pr(n|P) only until the 
upper tail had been explored. The cumulative probabilities 
were stored in a doubly-dimensioned array containing the 
2 (discrete) values of X and their associated significance 
2 levels. The x approximate significance levels were also 
2 
calculated for each of the distinct values of X . For the 
case k=3 the approximate level is given by 
_ xl 
e , and for k=4 an IBM supplied Scientific Subroutine CDTR 
was used. This routine, described in IBM Programmer's Manual 
H20-0205-3 (1968), uses the Euler-McLaurin formula for 
expressing the integral of a function in terms of its deri­
vatives and the Bernoulli numbers. This subroutine may have 
-9 
a maximum error of about 10 , insignificant in the present 
context. It was decided to present the results in tabular 
and graphical form, making full use of the computer to set up 
tables and generate plots. A primary objective was to permit 
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easy comparison of the exact and approximate significance 
levels and a secondary objective was to point up the power 
of the computer in allowing one to 'look at' rather complex 
things in a very clear way. The author feels that the com­
puter, used to its full capacity, rather than as a very fast 
desk calculator, can increase by orders of magnitude, the 
options open to data analysts. A third objective was to 
provide critical points in the distribution of X for use in 
later work. 
D. Numerical Results 
For ease of reference and presentation of results certain 
notational conventions were observed. Throughout this section 
Ag(r) denotes the probability that a random variable having 
2 the X distribution with f degrees of freedom exceeds r; 
T^^(r) denotes the probability that the X^ test statistic for 
sample size N and f+1 cells exceeds r; and Rg^(r) denotes 
the percent relative error in using A^(r) in place of T^^(r) 
specifically 
R^(r) = 100[TgM(r)-Ag(r)]/TgN(r) . 
Here the symbols A and T have been used to denote approximate 
2 
and true significance levels of the X test. Presented in 
Tables 3-6 are selected points in the tail of the distribu-
2 
tion of X , with three points chosen for each N, k and P. 
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2 
Table 3. Comparison of true and % -approximate upper tail 
behavior of test, k=3, N=10 
P M X^ AGFX^) TGOFX^) 
05, .10, .85 54 
,05, .30, .65 52 
05, .45, .50 48 
,10, .20, .70 45 
,10, .35, .55 43 
,10, .40, .50 40 
20, .20, .60 18 
20, .30, .50 31 
,25, .35, .40 
33, .33, .33 
32 
13. 7647 0, .0010 0 .0096 89. 30 
6. 2353 0 .0443 0 .0389 -13, .67 
4. 7647 0, .0923 0 .1239 25, .48 
13. 1975 0 .0014 0 .0120 88 .52 
5. 7949 0 .0552 0 .0555 0 .56 
4. 8718 0 .0875 0 .0987 11 .35 
13. 2000 0 .0014 0 .0115 88 .17 
6. 0889 0 .0476 0 .0525 9 .31 
5. 0000 0 .0821 0 .1118 26 .59 
10. 2857 0 .0058 0 .0153 61 . 88 
6. 0000 0 .0498 0 .0481 -3 .58 
4. 3714 0 .1017 0 .1025 0 .80 
10. 2078 0 .0061 0 .0100 39 .16 
5. 7273 0 .0571 0 .0479 -19 .05 
5. 0130 0 .0816 0 .0982 16 .92 
10. 2000 0 .0061 0 .0113 46 .09 
6. 4500 0 .0398 0 .0486 18 .27 
4. 4500 0 .1081 0 .0979 -10 .35 
10. 6667 0 .0048 0 .0089 45 .72 
6. 0000 0 .0498 0 .0536 7 .13 
4. 0000 0 .1353 0 .1103 -22 .65 
10. 0000 0 .0067 0 .0096 29 .72 
6. 0333 0 .0490 0 .0502 2 .46 
4. 3000 0 .1165 0 .1056 -10 .29 
8. 9357 0 .0115 0 .0108 -6 .48 
6. ,2500 0 .0439 0 .0483 9 .06 
4. ,2857 0 .1173 0 .1065 -10 .14 
9. ,8000 0 .0074 0 .0102 27 .00 
6. 2000 0 .0450 0 .0589 23 .55 
3. 8000 0 .1496 0 .1073 -39 .46 
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2 Table 4. Comparison of true and % -approximate upper tail 
behavior of x2 test; k=3, N=20 
P M AgfX^) TgOfX^) 
.05, .30, .65 189 
.05, .45, .50 177 
.10, .20, .70 158 
.10, .35, .55 166 
.20, .20, .60 60 
.20, .30, .50 116 
.25, .35, .40 127 
.33, .33, .33 31 
10. 3974 0 .0055 
5. 8974 0 .0524 
4. 6667 0 .0970 
10. 0444 0 .0066 
5. 3778 0 .0680 
5. 0111 0 .0816 
9. 3214 0 .0095 
6. 0357 0 .0489 
5. 0357 0 .0806 
9. 4545 0 .0089 
5. 7857 0 .0554 
4. 6493 0 .0978 
8. 8333 0 .0121 
6. 3333 0 .0421 
5. 0000 0 .0821 
9. 0167 0 .0110 
6. 0167 0 .0494 
5. 0000 0 .0821 
8. 8428 0 .0120 
5. 7714 0 .0558 
4. 6107 0 .0997 
9. 7000 0 .0078 
6. 4000 0 .0408 
4. 9000 0 .0863 
0 .0104 46. 72 
0 .0507 -3. 32 
0 .0966 -0. 41 
0 .0094 29. 79 
0 .0560 -21. 44 
0 .0931 12. 30 
0 .0100 4. 96 
0 .0484 -1. 00 
0 .0929 13. 16 
0 .0097 8. 72 
0 .0503 -10. 08 
0 .1012 3. 35 
0 .0109 -10. 99 
0 .0442 4. 66 
0 .1028 20. 16 
0 .0096 -15. 18 
0 .0475 -3. 92 
0 .1004 18. 25 
0 .0098 -22. 39 
0 .0506 -10. 39 
0 .0939 — 6. 17 
0 .0072 -9. 41 
0 .0451 9. 53 
0 .1019 15. 30 
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2 Table 5. Comparison of true and % -approximate upper tail 
behavior of test; k=4, N=10 
P M X^ AgfX^) TgOfX^) RgOfX^) 
13 .9524 0 .0030 0. 0105 71. 43 
6 .2381 0 .1006 0. 0513 -96. 10 
5 .2381 0 .1552 0. 1027 -51. 10 
14 .1270 0 .0027 0. 0100 73. 00 
7 .1429 0 .0675 0. 0502 -34. 46 
5 .3651 0 .1469 0. 1053 -39. 51 
10 .9167 0 .0122 0. 0100 -22. 00 
7 .0000 0 .0719 0. 0506 -42. 09 
5 .4167 0 .1437 0. 1015 -41. 58 
11 .0000 0 .0117 0. 0102 -14. 71 
7 .0000 0 .0719 0. 0529 -35. 92 
5 .0000 0 .1718 0. 1013 -69. 60 
11 .6000 0 .0089 0. 0095 6. 32 
7 .6000 0 .0550 0. 0418 -31. 58 
5 .2000 0 .1577 0. 1019 -54. 76 
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2 
Table 6. Comparison of true and x -appropriate upper tail 
behavior of test; k=4, N=20 
P M X^ TgOfX^) RgOfX^) 
11. 9762 0. 0075 0. 0101 25. 74 
6. 7857 0. 0790 0. 0502 -57. 37 
5. 1428 0. 1616 0. 1020 -58. 24 
11. 7778 0. 0082 0. 0100 18. 00 
7. 3333 0. 0620 0. 0502 —2 3. 51 
5. 3968 0. 1449 0. 1014 -42. 90 
10. 6583 0. 0137 0. 0100 -37. 00 
6 • 9083 0. 0749 0. 0499 -50. 10 
5. 3833 0. 1458 0. 1000 -45. 80 
10. 8750 0. 0124 0. 0105 -18. 10 
7. 3750 0. 0686 0. 0508 -35. 04 
5. 5000 0. 1386 0. 1003 -38. 19 
10. 8000 0. 0129 0. 0116 -11. 21 
7. 6000 0. 0550 0. 0505 — 8. 91 
5. 2000 0. 1577 0. 1006 -56. 76 
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These points were chosen as close as possible to the conven­
tional significance levels of 0.01, 0.05 and 0.10, the dif­
ferences from these exact values occurring because the 
2 discrete distribution of X permits only certain achievable 
levels. For each N, k and P we also indicate the number 
2 
of distinct values of X , here denoted as M, occurring in 
the upper tail to show the extent of the discreteness of 
the distribution of X^. 
Figures 1 through 10 are computer-generated plots of the 
2 
upper tail of the distribution of X . In all plots the 
2 
solid line is the curve and the points plotted are some 
2 
actual values of X together with their associated P-values. 
E. Discussion of Numerical Results 
The purpose of this section is to make some general 
comments about the numerical results summarized in Tables 
3,4,5 and 6, the graphical results in Figures 1 through 10, 
and the much more extensive results not tabulated for lack 
of space. The aim is to answer the question posed earlier, 
2 
namely; can one rely upon the x approximation to the true 
significance level in making inferences about the tenability 
of M(P) in the extreme data situations represented by the 
small sample sizes considered? 
The first comment concerns the number M, which represents 
the exact number of achievable significance levels in the upper 
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2 tail of the ,distribution of X . For given values of k and 
N there is a wide variation in the values of M. In the 
choices of P represented, for example, when k=3, N=10 the 
value of M ranges from a low of 9 to a maximum of 54. As is 
intuitively obvious, fewer levels may be achieved when two 
or more of the components of P are the same. This occurs be-
2 
cause of the symmetry of X with respect to the P^, and it leads 
to the conclusion that perhaps the oft-stated rule about using 
equiprobable cells is ill-advised because of its extreme 
effect on the levels which may be achieved by the test. 
Specifically, in the case k=3, N=10, P= (1/3,1/3,1/3) the 
2 distinct values of X and the associated levels of signifi­
cance are: 20.0 (.508 x lO"'^) , 14.6 (.00107), 10.4 (.00506), 
9.8(.01020), 7.4(.02238), 6.2(.05893), 5.6(.08025), 
5.0 (.09304), and 3.8 (.10725). The user who is not cognizant 
2 
of the discontinuous nature of the distribution of X may 
be quite misled in thinking his test is of the desired size. 
Of course, in the simple multinomial case, the choice of P 
is not generally open to the researcher. However, in the more 
common case of testing goodness of fit to continuous distri­
butions this choice must usually be made, and it seems 
advisable, from the point of view of having more achievable 
significance levels, to choose cells which are not equi­
probable. 
Another general conclusion is that the 95% point of the 
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true distribution seems to be reasonably well approximated 
2 by the 95% point of even for small N. The extreme tail 
probabilities do not seem to possess this nice property. 
2 
Indeed, the x%._i approximation seems to be very poor beyond 
the 95% point. It therefore seems a workable recommendation 
that, if the cost of computations is a serious consideration 
2 in the use of the X test, one is reasonably safe in using 
2 
the tabular X]^_2 values up to the 95% point. In any case, 
2 it seems quite misleading to use the tabulated points 
when the size of test desired is less than 5%, if one has a 
small sample. In these situations the only workable alterna­
tive seems to be the computation of the exact significance 
2 level of the observed value of X . We do feel however, that, 
when N does not exceed 20, there is little reason not to per-
2 form the X test exactly. On the basis of many computations 
it is estimated that the time consumed in computing the exact 
2 2 test whenever the observed value of X exceeds the tabu­
lar 90% point would not exceed two seconds of central proces­
sing unit time on a computer equivalent to the IBM 360/65. The 
cost of this much time is of the order of twenty-five cents! 
Figures 1 through 10 indicate that the pattern of dif-
2 2 ferences between x^.^ and X cumulative distribution func­
tions is not systematic so that it seems unlikely that the 
2 
approximation using x%_2 can be improved through the use of a 
continuity correction. 
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IV. THE TEST. MOMENTS AND DISTRIBUTION 
UNDER ALTERNATIVES 
A. Introduction 
2 In the previous chapter the null distribution of the X 
test statistic was examined for a variety of vectors P with 
k=3,4 and N=10,20 with a view to making recommendations about 
2 the use of the tabulated x%_2 approximation in the deter­
mination of significance levels. The obvious next step is 
to consider the distribution of the statistic when M(P) is 
not the true model, namely under the alternative M{Q). This 
is the subject of this chapter. 
In contrast with the material of the previous chapter, 
this area has been explored only in a very limited fashion. 
Such forays as have been attempted have usually been in the 
form of minor parts of other studies. It thus seems essential, 
if one is to promote the use of the X test, to present some 
2 
results concerning the distribution of X when M(Q) holds. 
The most interesting aspect is, of course, the power of the 
2 
X test against some reasonable choices of Q, and this aspect 
has been studied here. 
Cochran (1952) passed over the matter of power very 
lightly, saying, "There has been little demand for this 
(discussion of the power function of the X test) from 
applications, because the test is most commonly used when we 
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do not have a clear-cut alternative in mind, and are not 
in a position to make comparisons" (p. 32 3). He then pre­
sented an argument purporting to demonstrate that under 
2 2 M(Q), X has the noncentral % distribution with k-1 degrees 
2 
of freedom and noncentrality parameter X = NZQ^ /P^-N. 
2 Henceforth, this distribution will be denoted 
' 2 
or simply when X is obvious. The argument reproduced 
by Cochran is almost analogous to the argument used in the 
null case with the addition of the crucial assumption that, 
as N increases without limit, the quantities 
6^ = /N (Qu-P^) remain constant. This artifice of having 
the test become more difficult by moving Q towards P as N 
increases serves to ensure that the power of the test does 
not increase to unity as N increases. This method, and 
another one in which the size of the test is allowed to 
decrease toward zero as N increases, is of use in considering 
2 the asymptotic behavior of statistics, but the user of the X 
test is concerned with the properties of the test for specific 
N and P, and perhaps specific Q if he has an alternative in 
mind. 
Section B of this chapter will discuss some approxi­
mations which have been suggested for the non-null distribu-
2 
tion of X , and will suggest a new approximation. In section 
C some of the moments of the various approximating distribu-
2 tions will be compared with the true moments of X when M(Q) 
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holds. Section D will contain some power computations com­
paring the various approximations, and section E will sum­
marize the results of the numerical studies of the chapter. 
B. Some Approximations for the Non-Null 
Distribution of 
Patnaik (1949) , in a long paper concerned largely with 
some other distributional problems, discussed the problem of 
2 
approximating the distribution of X when M(Q) is the true 
model. Following the detailed computations of Haldane 
(1937) he exhibited the first two exact moments of X as: 
= (N-l)ZQ^2/p^ + ZQ^/P^-N (4.1) 
and 
^2 = { (N-1) (6-4N) [EQ^VP^]^ + 4(N-l)(N-2)Z0^3/p^2 
- 4 (N-1)SQ^^/P^EQ^/P^+6(N-l)ZQ^2/p^2 (4.2) 
[EQ^/P^]^ + ZQi/Pi^}/N . 
2 
The approximate moments, given by the x' distribution are 
= k-1 + NCEQ^^/p^-i] , (4.3) 
and 
Pg = 2 (k-1) + 4N[EQ^VPj^-1] • (4.4) 
For ease of reference we shall henceforth refer to the x 2 
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approximation as A^. 
In the same paper Patnaik derives an improved approxi-
2 
mation for the non-null distribution of X using only the 
assumption that the quantities (n^-NQ^)//NO^ are asymptoti­
cally distributed N(0,1) when M(Q) is the true model, and a 
result be derived regarding the characteristic function of 
a certain class of statistics. His technique is to write 
2 
X in the form 
o Q. n.-NQ. NQ.-NP. , 
X = [— + — -] , 
i /NQ^ /NQ7 
and assume that the quantities (n^-NQ^)//NQ^ are distributed 
N(0,1) subject to the constraint Zn^=N. X^ is thus ex­
pressed as the weighted sum of k normal deviates having dif­
ferent expectations and satisfying the condition Sn^=N. The 
result on the distribution of statistics such as 
EVj(Xj+aj) subject to ECjCXj+a^) = p is that the charac­
teristic function is 
_1 _1 
= <ï<r:2ïfe7" ^ na-2itv.) 2 
2 
xtv.a. , c.a. , 
exp{ £ " 2  ' l-21tVj" 
.2 (p-£ c.a.)2 
3 ] Ï c. 
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Making the appropriate substitution he gives the approximate 
2 
characteristic function of X and the first three moments, 
namely, 
]i[ = (N-DEQ^VP^ + ZQi/Pi-N, (4.5) 
1^2 = 4(N-l)ZQ^VPi^-2(2N-l) (EQ^^/P^]^+2ZQ^^/P^^, (4.6) 
and 
Wg = 24(N-1)20^4/2^3-24(2N-l)ZQi2/p^EQ^3/p^2 
+ 8(3N-1) [ZQ^^/P^]^ + SEQ^VP^^. (4.7) 
This approximation has the disadvantage that it is very 
complicated in foirm, and is thus very difficult to apply in 
specific cases when more than a knowledge of the moments is 
required. For this reason Patnaik suggests fitting a 
Pearson type III (two parameter Gamma) curve using and 
as given by 4.5 and 4.6, respectively, and conjectures that 
this approximation, which we shall denote Ag, is closer to 
2  
the true distribution of X than A^. 
It seems a reasonable next step to consider as a third 
approximation the distribution which results when a Pearson 
type III curve is fitted using the first two true moments, 
given by 4.1 and 4.2. We shall denote this approximation as 
A^. Section C will consist of a comparison of the moments 
2 
of A^, Ag, A^, and the true moments of X . 
70 
2 C. Comparison of True Moments of X under M(Q) 
with Moments of Various Approximations 
1. Procedure 
For easy reference we reproduce in Table 7 the notation 
defining the approximations being studied. As indicated in 
the table, only has a different mean than T, whereas A^ and 
Table 7. Notation for approximations studied 
Distribution Symbol Mean Variance 
True T 4.1 4.2 
X ' 2 A^ 4.3 4.4 
Gamma (Patnaik) A2 4.1 4.6 
Gamma (Exact Moments) A, 4.1 4.2 
Ag both have variances which differ from the true variance 
2 2 
of X . A^, having the same mean and variance as X , is not 
considered in this section. It was decided to examine the 
case k=3 in detail for various values of N, P and Q. The 
range of values of N considered was 2(2)20, and two vectors 
P were chosen, specifically P=(.l, .2, .7), and P = (1/3, 
1/3, 1/3). For each value of N and P, the vector Q was 
allowed to take on a fine grid of values from (0,0,1) through 
(0,1,0) to (1,0,0) with each of the three components being 
incremented in steps of 0.05. For each Q the value of X was 
also computed. Tables 8 and 9 present a representative 
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selection of the results of comparing with T, and Tables 
10 and 11 the results of comparing the variance of A^ with 
2 the true variance of X . As in previous tables, the percent 
relative error, denoted R, in using the approximate value 
in lieu of the true value, is defined as 
„ _ (true value - approximate value) 
R true value ^ 
2. Discussion of results 
For the case of equiprobable cells under H the 
conclusions to be drawn from Tables 8-11 are quite uniform. 
They are: 
1. The mean and the variance of A^ always exceed the 
true mean and variance of T. 
2. The relative error in the mean has a maximum 
absolute value of 100/N%, this maximum error 
occurring when one of the components of Q is unity. 
This fact is easily demonstrated mathematically by 
a consideration of 4.1 and 4.3 in the special case 
P = (1/k,...,1/k). 
3. The maximum absolute relative error in the variance, 
using A^, is infinite. This occurs because, for 
the case when one component of Q is unity, the true 
variance is zero. This fact will also be demon­
strated mathematically. 
Table 8. Comparison of mean and variance of T and A^; k=3, P=(1/3,1/3,1/3) 
N Q X 
Mean Variance 
Al T R Al T R 
6 0, .1, .9 8.76 10.76 9.30 -15.70 39.04 9.13 -327.80 
. 1 ; .8, .1 5.88 7.88 6.90 -14.20 27.52 12.77 -115.44 
.2, 0, . 8 6.24 8.24 7.20 -14.44 28.96 10.18 -184.59 
.3, .3, .4 0.12 2.12 2.10 -0.95 4.48 3.65 -22.61 
.7, .2, .1 3.72 5.72 5.10 -12.16 18. 88 10.97 -72.04 
10 0, .1, .9 14.60 16.60 15.14 -9.64 62.40 17.32 -260.26 
.1, .8, .1 9.80 11, 80 10. 82 -9.06 43.20 23.96 -80.33 
.2, 0, .8 10.40 12.40 11.36 -9.15 45.60 18.46 -147.09 
.3, .3, .4 0.20 2.20 2.18 -0.92 4. 80 4.26 -12.75 
.7, .2, .1 6.20 8.20 7.58 -8.18 28. 80 19.68 -46.34 
18 0, .1, .9 26.28 28.28 26.82 -5.44 109.12 33.84 -222.42 
.1, .8, .1 17.64 19.64 18.66 -5.25 74.56 46.46 -60.47 
.2, 0, . 8 18.72 20.72 19.68 -5.28 78.88 35.03 -125.16 
.3, .3, .4 0.36 2.36 2.34 -0.85 5.44 5.12 -6.24 
.7, .2, .1 11.16 13.16 12.54 -4.94 48.64 37.08 -31.17 
Table 9. Comparison of mean and variance of T and ; k=3, P=(.l,.2,.7) 
N Q X 
Mean Variance 
Al T R ^1 
T R 
6 0, .1, .9 1.24 3.24 1.82 -78.04 8.97 0.83 -976.46 
.1, .8, .1 13.89 15.89 15.71 -1.09 59.54 36.17 -64.61 
.2, 0, .8 1.89 3.89 3.71 -4.62 11.54 13.41 13.92 
.3, .3, .4 3.47 5.47 6.96 21.44 17.89 42.66 58.07 
.1, .2, .7 0.00 2.00 2.00 0.00 4.00 4.57 12.50 
. 1 ,  0, .3 24.17 26.17 26.57 1.51 100.69 202.74 50.34 
10 0 ,  .1, .9 2.07 4.07 2.65 -53.64 12.29 1.61 -663.87 
.1, .8, .1 23.14 25.14 24.97 -0.69 96.57 66. 38 -45.49 
.2, 0, . 8 3.14 5.14 4.97 -3.49 16.57 15.24 -8.78 
.3/ .3, .4 5.79 7.79 9.28 16.09 27.14 59.66 54.51 
.1. .2, .7 0.00 2.00 2.00 0.00 4.00 4.34 7.90 
.7, 0, . 3 40.29 42.29 42 .69 0.94 165.14 348.32 52.59 
18 0, .1, .9 3.73 5.73 4. 31 -33.00 18.91 3.31 -471.39 
.1, .8, .1 41.66 43.66 43.49 -0.39 170.63 127.42 -33.91 
.2, 0, . 8 5.66 7.66 7.49 -2.29 26.63 18.96 -40.45 
.3, .3, . 4 10.41 12.41 13.91 10.73 45.66 92.62 50.71 
.1, .2, .7 0.00 2.00 2 .00 0.00 4.00 4.19 4.55 
.7, 0, . 3 72.51 74.51 74.91 0.53 294.06 638.83 53.97 
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Table 10. Comparison of variance of A, and T; k=3, 
P=(1/3,1/3,1/3) 
Variance 
N Q X 
^2 T R 
6 0, .1,.9 8.76 13.02 9.13 -42.72 
.l,.8/.l 5.88 18.15 12.77 -42.09 
.2, 0,.8 6.24 14.28 10.18 -40.38 
.3,«3,.4 0.12 4.47 3.65 -22.36 
•7,.2,.l 3.72 15.34 10.97 -39.81 
10 0,.1,.9 14.60 21.32 17.32 -23.08 
.1,.8,.1 9.80 29.44 23.96 -22.89 
.2, 0,.8 10.40 22.58 18.46 -22.35 
«3,.3,*4 0.20 4.82 4.26 -13.14 
.7,.2,.l 6.20 24.04 19.68 -22.16 
18 0,.1,.9 26.28 37.91 33.84 -12.01 
.1/.8,.1 17.64 52.02 46.46 -11.96 
• 2 , 0 , . 8 18.72 39.17 35.03 -11.80 
.3,.3,.4 0.36 5.51 5.12 -7.57 
.7,.2,.l 11.16 41.44 37.08 -11.75 
Table 11. Comparison of variance of A« and T; k=3, 
P=(.l,.2,.7) 
Variance 
N Q X A^ T R 
0, .1, .9 1.24 2.00 0.83 -140.33 
1, .8, .1 13.89 50.42 36.17 -39.40 
2, .0, . 8 1.89 9.51 13.41 29.09 
3, .3, .4 3.47 38.44 42.66 9.88 
1, .2, .7 0.00 4.00 4.57 12.50 
7, 0, .3 24.17 229.17 202.74 -13.03 
0, .1. .9 2.07 2.89 1.61 -79.81 
1, .8, .1 23.14 81.10 66.38 -22.19 
2, 0, . 8 3.14 11.39 15.24 25.24 
3, .3, .4 5.79 54.66 59.66 8.38 
1, .2, .7 0.00 4.00 4.34 7.89 
7, 0, .3 40.29 374.26 348.32 -7.45 
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Table 11 (Continued) 
Variance 
N Q X 
^2 T R 
18 0, .1, .9 3.73 4.67 3.31 -41.07 
.1/ .8, .1 41.66 142.47 127.42 -11.81 
.2, 0, .8 5.66 15.15 18.96 20.09 
• 3, .3, .4 10.41 87.10 92.62 5.96 
.1/ .2, .7 0.00 4.00 4.19 4.55 
.7, 0, . 3 72.51 664.46 638.83 -4.01 
4. The use of greatly reduces the relative error 
in the variance in all cases studied. As with 
A^, for equal P^, the approximate variances seem 
to always overestimate the true variance. 
When P=(.l,.2,.7) the conclusions are not as easily 
stated. The computations carried out indicate that: 
1. The relative error in the Aj^ approximate mean and 
variance may be very large and may be positive or 
negative. 
2. The errors in A^ and A^ seem to be largest when X 
is small in most cases. 
3. The error in using A^ is generally much smaller 
than the error in using A^. 
4. In all cases the relative errors diminish as N 
increases. 
The general conclusion to be drawn from the results tabulated. 
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and others computed but not tabulated, seems to be that 
the use of can cause large relative errors in both mean 
and variance, and that the use of , which has the correct 
mean, reduces the error in the variance to a large extent. 
3. Exact relative errors for the case of equiprobable 
classes under M(P) 
The main result of this section is a theorem regarding 
the magnitude of the relative errors possible in using the 
approximate (A^) mean and variance rather than the true mean 
2 
and variance of X . It is shown that, when all components of 
P are equal to 1/k, the absolute relative error in the 
approximate mean cannot exceed (100/N)%, whereas the absolute 
relative error in the approximate variance has no bound. 
When P = (1/k,...,1/k), 4.1 reduces to 
= (N-l)kEQ^^+k-N , (4.8) 
and 4.3 becomes 
= k-l+N[kEQ^^-l] . (4.9) 
The relative error, R, in the mean becomes 
R=(l-kEQ^^)/[(N-l)ki:Q^^+k-N] . (4.10) 
It is easily seen that, because of the conditions on the 
2 
components of Q, the quantity EQ^ cannot exceed 1 or be 
2 
smaller than 1/k. In fact, is exactly equal to unity 
if and only if one of the is unity and all the others are 
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2 
zero, and = 1/k if and only if = 1/k, i=l,2,...,k. 
2 For simplicity, we write S = and use the fact that 
1/k <  S  <  1 . 0  
in the succeeding argument. It is clear that R, as defined 
in 4.10, is less than or equal to zero for all permissible 
values of S. To show this we observe that 
Min[(N-l)kS+k-N]=(N-l)k(l/k)+k-N=k-l 
S 
which is strictly positive except for the trivial case of 
k=l. It thus suffices to study the quantity 1-kS in the 
numerator of 4.10. It is apparent that 
1-k < 1-kS < 0 
because of the restriction on S. This completes the proof 
that R £ 0 for all permissible S. To determine the magnitude 
of the possible relative error in the mean we examine the 
minimum value of R. This minimum value is the maximum 
possible absolute relative error in the mean. R is the 
ratio of two linear functions in S ; the numerator with slope 
-k and the denominator with slope k(N-l). R is a continuous 
function of S in the interval (1/k, 1) and hence has a 
maximum and a minimum in the same interval. In the interval, 
the derivative of R(S) with respect to S is 
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R'(S) = (k-k^)/[(N-l)kS+k-N]^ 
which, because we assume k > 1, is never zero. Hence, 
the maximum and minimum must occur at the extreme points of 
the interval (l/k,l). By simple evaluation of R, we see 
that R(l/k)=0, R(l)= -1/N and reach the conclusion that the 
minimum value of R in (l/k,l) is -1/N. Considering now the 
relative error in the variance it is seen that 4.2 becomes 
1^2 = { (N-1) (6-4N)k^S^+4 (N-1) (N-2)k^EQ^^ 
+ 2(N-l)k^S}/N, (4.11) 
and 4.4 becomes 
U2 = 2(k-l)+4N(kS-l) . (4.12) 
The function clearly has maximum value unity, occurring 
when one is unity while the remaining are zero, and 
2 
minimum value 1/k occurring when Q=(l/k,...,1/k). Because 
2 (4.11) is the expression for the variance of X in a special 
case, its value must be no less than zero. It is readily 
2 3 
seen that, when ZQ^ =ZOu =1, the value is exactly zero. 
Simultaneously, the value of 4.12 is (4N+2)•(k-1) so that 
the numerator of R is negative while the denominator is 
zero, and hence R may take on arbitrarily large negative 
values. We have thus proven the following: 
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Theorem 4.1 For the case P=(1/k,...,1/k), k > 1, the 
2 2 
approximate mean of X given by the noncentral x âis-
2 tribution is always less than the true mean of X . 
The absolute value of the relative error in the mean 
may be as large as (100/N)%, while the absolute value 
of the relative error in the variance may be arbi­
trarily large. 
It should be noted that the numerical results indicate that 
the variance is also always overestimated in this case, but 
we have not succeeded in demonstrating this fact mathematical­
ly. 
2 D. Comparison of the Exact Power of the X Test 
with Various Approximations 
1. Introduction and notation 
The purpose of this section is to compare the exact 
2 power of the X test with the approximate power computed 
using approximations A^, and A^ as defined earlier. The 
power will be computed for two choices of P and several choices 
of Q, for k=3,4 and N=10/20. The sizes of test used and the 
exact critical values will be as computed in Chapter III. 
These choices permit the use of previously computed values of 
2 
X and also permit some comparisons with the results of 
Chapter III and with the results in section C of this chapter. 
The notation used is as simple as possible; 6,j, denotes the 
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2 true power of the X test, and ' ^3 denote the approxi­
mate power computed using approximations and A^. 
' 2 
The computation of involves the evaluation of the x 
integral for various values of A, and 2 and 3 degrees of 
freedom. This integral is not tabulated, but Tiku (1965) 
gives a series expansion for it in terms of Laguerre poly­
nomials and the Gamma density function with mean m=(k-l)/2. 
A subroutine implementing Tiku's formulae was used, and 
several checks were made by comparing the results with some 
published values obtained through other approximations. 
The results seemed to be satisfactory to at least three 
decimal places in all cases. The computation of Bg 
was carried out using the IBM subroutine CDTR for the 
2 
central x integral by the obvious transformation of the 
integrand. If T^{r,y) denotes that random variable y has 
the two-parameter gamma distribution with parameters r and y 
then; 
E(y)=r/Y, V(y)=r/Y^, 
and 
Pr(y 2 c) = 
The density can be written as 
ry(r,Y)dy . 
c 
ry(r,Y, = (Yy,r-le-^y , 
and the change of variable w=Yy, dw=Ydy yields 
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Pr(y > c) = 
.00 r-1 -w 
^ rfÎA dw . (4.13) 
yc 
2 Now the upper tail area is 
Pr(Z > D) = 
00 g(m-2)/2 g-Z/2 
D 2™/^ r(j) 
which, by the change of variable w=Z/2, v=m/2, dw=dz/2 
becomes 
Pr(Z > D) = 
V —1 —w 
w G a. 
D/2 r(v) 
and the identity to 4.13 is seen. Thus, to evaluate 
Pr(y 2 c) where y ~ (r,Y ) it suffices to evaluate the 
2 
upper tail of the central x distribution for 2r degrees of 
freedom, from 2yc to 
2. Procedure 
To permit comparisons with the results in Tables 3 to 
6 and 8 to 11, it was decided to use P=(.l,.2,.7) and 
P=(1/3,1/3,1/3) for the power comparisons in the case k=3, 
and P(.25,.25,.25,.25) and P=(.05,.15,.35,.45) for the case 
k=4, all with N=10,20. A variety of values was chosen for 
Q in each case. The values of Q were chosen to give a 
range of values of X indicating alternatives close to 
(small X) and far from (large X) the null P. The procedure 
was to select the critical values from Tables 3-6 correspond­
ing to tests of approximate size .01, .05 and .10, and to 
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compute the exact power, 6,^,/ of the test for the P in use 
against various Q by summing the multinomial probabilities 
Pr(nlQ) for all values of X as large as or larger than 
the particular critical value. As a partial check on the 
computations, the additional value Q=P was used. As 
expected, the resulting exact power was equal to the size 
of the test, to at least four significant digits in all 
cases tried. The approximations 3^, ^3 were computed 
using the techniques discussed earlier. The parameters r 
and Y were fitted as Y=U^/p2 r=Yii^ using the relevant 
values of and Hg from Table 7. Certain major economies were 
2 possible because all the values of X in the upper tail used 
to calculate the entries in Tables 3-6 had been saved, 
together with their associated vectors n. These saved values 
were stored in descending order so that the exact power could 
be calculated in precisely the same manner as were the null 
upper tail probabilities, the only change being to compute 
Q-probabilities rather than P-probabilities. Because the 
2 
values of X were ordered it was a relatively simple 
operation to descend the list until the relevant critical 
value was reached. The power of the three different sized 
tests was, of course computed in the order 0.01, 0.05, 0.10 
so that previous cumulated probabilities could be used in 
succeeding computations. The results are presented in 
Tables 12 through 19. The results are tabulated in descending 
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2 Table 12. Comparison of exact and approximate power of X 
tes t; k=3, N=10, P= (.1,.2,.7) 
Critical Exact Power 
V Value Size X Bl ^2 ^3 
.10, . 80, .10 10.286 
6.000 
4.571 
.0153 
.0481 
.1025 
23.143 
23.143 
23.143 
.9828 
.9936 
.9979 
.9583 
.9939 
.9977 
.9781 
.9989 
.9998 
.9879 
.9997 
.9999 
.45, .15, .40 10.286 
6.000 
4.571 
.0153 
.0481 
.1025 
13.661 
13.661 
13.661 
.6587 
.7710 
.9051 
.7377 
.9215 
.9599 
.6418 
.8213 
.8793 
.6437 
.8235 
.8813 
.35, .25, .40 10.286 
6.000 
4.571 
.0153 
.0481 
.1025 
7.661 
7.661 
7.661 
.4736 
.5973 
. 7864 
.3942 
.6969 
.7999 
.4325 
.6604 
.7499 
.4289 
.6518 
.7404 
. 30, .30, .40 10.286 
6.000 
4.571 
.0153 
.0481 
.1025 
5.786 
5.786 
5.786 
.3916 
.5286 
.7211 
.2682 
.5668 
.6900 
.3454 
.5924 
.6965 
.3430 
.5791 
.6801 
to
 
o
 
.30, .50 10.286 
6.000 
4.571 
.0153 
.0481 
.1025 
2.071 
2.071 
2.071 
.1613 
.2715 
.4547 
.0626 
.2318 
. 3457 
.1189 
.3124 
.4261 
.1293 
.3083 
.4209 
.05, .10, . 85 10.286 
6.000 
4.571 
.0153 
.0481 
.1025 
1.071 
1.071 
1.071 
.0008 
.0008 
.0131 
.0289 
.0289 
.2288 
.0050 
.0050 
.1105 
.0003 
.0003 
.0638 
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2 Table 13. Comparison of exact and approximate power of X 
test; k=3, N=20, P=(.l,.2,.7) 
Critical Exact Power 
Value Size X 
^2 B3 
.10, . 80, .10 9.321 
6.036 
5.036 
.0100 
.0484 
.0929 
46.286 
46.286 
46.286 
.9999 
.9999 
.9999 
1 
1 
1 
.0000 
.0000 
.0000 
1 
1 
1 
.0000 
.0000 
.0000 
1.0000 
1.0000 
1.0000 
.45, .15, .40 9.321 
6.036 
5.036 
.0100 
.0484 
.0929 
27.321 
27.321 
27.321 
.9033 
.9561 
.9832 
.9888 
.9995 
.9996 
.9362 
.9783 
.9865 
.9366 
.9785 
.9866 
. 35, .25, .40 9.321 
6.036 
5.036 
.0100 
.0484 
.0929 
15.321 
15.321 
15.321 
.7604 
.8693 
.9279 
. 8432 
.9474 
.9671 
.7714 
.8931 
.9243 
.7657 
.8881 
.9200 
. 30, . 30, .40 9.321 
6.036 
5.036 
.0100 
.0484 
.0929 
11.571 
11.571 
11.571 
.6836 
.8257 
.8885 
.6937 
.8686 
.9102 
.6777 
.8403 
.8848 
.6684 
.8301 
.8755 
.20, .30, .50 9.321 
6.036 
5.036 
.0100 
.0484 
.0929 
4.143 
4.143 
4.143 
.2878 
.4781 
.5919 
.2081 
.4247 
.5140 
.2701 
.4775 
.5607 
.2717 
.4652 
.5432 
.05, .10, . 85 9.321 
6.036 
5.036 
.0100 
.0484 
.0929 
2.143 
2.143 
2.143 
.0020 
.1796 
.2153 
.0887 
.2362 
.3121 
.0306 
.1287 
.1954 
.0140 
.0991 
.1716 
2 Table 14. Comparison of exact and approximate power of X 
test; k=3, N=10, P=(1/3,1/3,1/3) 
Critical Exact Power 
u Value Size X 1—
1 CÉ
l 
*2 ^3 
.05, .10, .85 9.80 
6.20 
3.80 
.0102 
.0589 
.1073 
12.05 
12.05 
12.05 
.8202 
.9500 
.9796 
.6897 
.8758 
.9570 
.6881 
.9248 
.9899 
.7667 
.9480 
.9954 
.10, .80, .10 9.80 
6.20 
3.80 
.0102 
.0589 
.1073 
9.80 
9.80 
9.80 
.6778 
.8792 
.9361 
.5646 
.7949 
.9174 
.5099 
.7999 
.9451 
.5250 
.8337 
.9648 
.70, .20, .10 9.80 
6.20 
3.80 
.0102 
.0589 
.1073 
6.20 
6.20 
6.20 
.3829 
.6505 
.8105 
.3235 
.5819 
.7812 
.2651 
.5319 
.7674 
.2576 
.5528 
.8031 
.50, .05, .45 9.80 
6.20 
3.80 
.0102 
.0589 
.1073 
3.65 
3.65 
3.65 
.0821 
.2739 
.7674 
.1558 
.3662 
.5926 
.0674 
.3126 
.6657 
.0561 
.3083 
.6874 
.20, . 30, .50 9.80 
6.20 
3.80 
.0102 
.0589 
.1073 
1.40 
1.40 
1.40 
.0564 
.1833 
.3707 
.0459 
.1578 
.3410 
.0425 
.1427 
.3156 
.0340 
.1333 
.3194 
.30, .30, .40 9.80 
6.20 
3.80 
.0102 
.0589 
.1073 
0.20 
0.20 
0.20 
.0155 
.0760 
.2067 
.0114 
.0594 
.1779 
.0115 
.0589 
.1755 
.0086 
.0521 
.1706 
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Table 15. Comparison of exact and approximate power of 
test; k=3, N=20, P=(1/3,1/3,1/3) 
Q Critical Exact Power 
Value Value X Gl ^2 ^3 
.05, .10, .85 9.70 
6.40 
4.90 
.0072 
.0451 
.1019 
24.10 
24.10 
24.10 
.9881 
.9988 
.9994 
.9727 
.9940 
.9978 
.9958 
.9998 
1.0000 
.9973 
.9999 
1.0000 
.10, .80, .10 9.70 
6.40 
4.90 
.0072 
.0451 
.1019 
19.60 
19.60 
19.60 
.9382 
.9903 
.9940 
.9262 
.9797 
.9912 
.9545 
.9943 
.9987 
.9634 
.9963 
.9993 
.70, .20, .10 9.70 
6.40 
4.90 
.0072 
.0451 
.1019 
12.40 
12.40 
12.40 
.7161 
.9005 
.9450 
.7123 
.8773 
.9318 
.6938 
. 8873 
.9476 
.7087 
.9018 
.9576 
.50, .05, .45 9.70 
6.40 
4.90 
.0072 
.0451 
.1019 
7.30 
7.30 
7.30 
.4464 
.7932 
.9462 
.4064 
.6437 
.7577 
.3637 
.7687 
.9129 
.3619 
.7811 
.9231 
.20, .30, .50 9.70 
6.40 
4.90 
.0072 
.0451 
.1019 
2.80 
2.80 
2. 80 
.1025 
.2844 
.4189 
.1115 
.2727 
.3945 
.1026 
.2494 
.3672 
.0962 
.2474 
.3708 
.30, .30, .40 9.70 
6.40 
4.90 
.0072 
.0451 
.1019 
.040 
0.40 
0.40 
.0156 
.0753 
.1467 
.0165 
.0683 
.1294 
.0171 
.0681 
.1278 
.0150 
.0643 
.1242 
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2 Table 16. Comparison of exact and approximate power of X 
test; k=4, N=10, P= (.05,.15 ,.35,.45) 
Critical Exact Power 
Value Size X Gl ^2 83 
.15, .35 ,.20, . 30 14.1270 
7.1429 
5.3651 
.0100 
.0502 
.1053 
5. 
5. 
5. 
810 
810 
810 
.2885 
.5811 
.7391 
.1555 
.5565 
.7022 
.2649 
.6150 
.7335 
.2686 
.5886 
.7007 
.20, .10 ,.25, .45 14.1270 
7.1429 
5.3651 
.0100 
.0502 
.1053 
4. 
4. 
4. 
952 
952 
952 
.2663 
.4147 
.5848 
.1180 
.4896 
.6423 
.2370 
.4953 
.5953 
.2385 
.4684 
.5588 
.15, .10 ,.25, . 30 14.1270 
7.1429 
5.3651 
.0100 
.0502 
.1053 
2. 
2. 
2. 
508 
508 
508 
.1459 
.2771 
.4560 
.0384 
.2773 
.4244 
.1160 
.3536 
.4662 
.1311 
. 3385 
.4340 
.10, .20 ,.30, .40 14.1270 
7.1429 
5.3651 
.0100 
.0502 
.1053 
0. 
0. 
0. 
794 
794 
794 
.0619 
.1786 
. 3146 
.0094 
.1284 
.2372 
.0362 
.2182 
.3372 
.0549 
.2260 
.3248 
.05, .10 , . 45, .40 14.1270 
7.1429 
5.3651 
.0100 
.0502 
.1053 
0. 
0. 
0. 
508 
508 
508 
.0094 
.0384 
.0789 
.0066 
.1056 
.2047 
.0052 
.0909 
.1816 
.0054 
.0916 
.1822 
.05,.15,.30,.50 14.1270 .0100 0.127 .0099 .0035 .0033 .0046 
7.1429 .0502 0.127 .0572 .0767 .0733 .0804 
5.3651 .1053 0.127 .1542 .1613 .1562 .1622 
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Table 17. Comparison of exact and approximate power of X' 
test; k=4f N=20, P=(.05,.15/.35,.45) 
Q Critical Exact Power 
Value Size X 
^2 ^3 
11. 7778 . 0100 11. 620 .6182 .6077 .6332 .6179 
7. 3333 .0502 11. 620 .8151 .8498 .8406 .8210 
5. 3968 .1014 11. 620 . 8885 .9261 .9156 .8993 
11. 7778 .0100 9. 904 .4537 .5079 .4912 .4771 
7. 3333 .0502 9. 904 .6507 .7848 .6774 .6534 
5. 3968 .1014 9 . 904 .7403 .8829 .7701 .7439 
11. 7778 .0100 5. 016 .2547 .2041 .2822 .2815 
7. 3333 .0502 5. 016 .4588 .4794 .4873 .4664 
5. 3968 .1014 5. 016 .5897 .6442 .6098 .5783 
11. 7778 .0100 1. 587 .1013 .0449 .1003 .1167 
7. 3333 .0502 1. 587 .2375 .1847 .2689 .2697 
5. 3968 .1014 1. 587 .3444 .3234 .4044 .3867 
11. 7778 .0100 1. 016 .0135 .0286 .0245 .0224 
7. 3333 .0502 1. 016 .0460 .1376 .1209 .1176 
5. 3968 .1014 1. 016 .0836 .2598 .2345 .2330 
.05,.15,.30,.50 11.7778 .0100 
7.3333 .0502 
5.3968 .1014 
0.254 .0121 .0123 .0115 .0123 
0.254 .0736 .0796 .0761 .0782 
0.254 .1707 .1736 .1681 .1698 
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Table 18. Comparison of exact 
test; k=4, N=10, P= 
and approximate power of 
(.25,.25,.25 ,.25) 
X 
Q Critical Exact 
Value Size 
Power 
.05, .10, .45, .40 11.60 
7.60 
5.20 
.0095 
.0418 
.1019 
5.00 
5.00 
5.00 
.1388 
.3984 
.6182 
.2116 
.4571 
.6606 
.1485 
.4184 
.6739 
.1346 
.4233 
.6991 
.05, .15, . 30, .50 11.60 
7.60 
5.20 
.0095 
.0418 
.1019 
4.60 
4.60 
4.60 
.1680 
.3872 
.6257 
.1876 
.4245 
.6804 
.1491 
. 3780 
.6031 
.1354 
.3814 
.6272 
.15, .10, . 35, .50 11.60 
7.60 
5.20 
.0095 
.0418 
.1019 
3.80 
3. 80 
3.80 
.1536 
.3250 
.5369 
.1435 
. 3574 
.5641 
.1296 
.3155 
.5107 
.1164 
.3152 
.5301 
.20, .10, .25, .45 11.60 
7,60 
5.20 
.0095 
.0418 
.1019 
2.60 
2.60 
2.60 
.0917 
.2253 
.4240 
.0860 
.2548 
.4499 
.0791 
.2290 
.4125 
.0673 
.2219 
.4220 
.10, .20, . 30, .40 11.60 
7.60 
5.20 
.0095 
.0418 
.1019 
2.00 
2.00 
2.00 
.0552 
.1638 
.3400 
.0620 
.2042 
.3869 
.0513 
.1803 
.3608 
.0418 
.1707 
.3645 
.15, .35, .20, .30 11.60 
7.60 
5.20 
.0095 
.0418 
.1019 
1.00 
1.00 
1.00 
.0312 
.1077 
.2591 
.0301 
.1245 
.2747 
.0279 
.1159 
.2606 
.0217 
.1060 
.2574 
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Table 19. Comparison of exact and approximate power of x' 
test; k=4, N=20, P=(.25,.25,.25,.25) 
Critical Exact 
Value Size 
Power 
T 
.05, .10, .45, .40 10. 
7. 
5. 
80 
60 
20 
.0116 
.0505 
.1006 
10.00 
10.00 
10.00 
.6393 
. 8656 
.9471 
.5759 
.7736 
.8966 
.5821 
.8347 
.9567 
.5906 
. 8486 
.9645 
.05, .15, .30, .50 10. 
7. 
5. 
80 
60 
20 
.0116 
.0505 
.1006 
9.20 
9.20 
9.20 
.5370 
.7876 
.9200 
.5275 
.7355 
.8733 
.4983 
.7381 
.8956 
.5045 
.7531 
.9089 
.15, .10, .25, .50 10. 
7. 
5. 
80 
60 
20 
.0116 
.0505 
.1016 
7.60 
7.60 
7.60 
.4162 
.6433 
. 8172 
.4240 
.6447 
.8123 
.3839 
.6002 
.7830 
. 3859 
.6126 
.8000 
.20, .10, .25, .45 10. 
7. 
5. 
80 
60 
20 
.0116 
.0505 
.1016 
5.20 
5.20 
5.20 
.2529 
.4758 
.6923 
.2627 
.4731 
.6749 
.2389 
.4387 
.6472 
.2348 
.4439 
.6613 
.10, .20, .30, .40 10. 
7. 
5. 
80 
60 
20 
.0116 
.0505 
.1016 
4.00 
4.00 
4.00 
.1699 
. 3843 
.6051 
.1864 
. 3744 
.5814 
.1610 
.3482 
.5726 
.1548 
.3487 
.5831 
.15, .35, .20, . 30 10. 
7. 
5. 
80 
60 
20 
.0116 
.0505 
.1016 
2.00 
2.00 
2.00 
.0748 
.2100 
.4059 
.0795 
.2042 
.3869 
.0724 
.1898 
.3709 
.0670 
.1854 
.3734 
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order of the values of X. 
3. Discussion of results 
The first general observation from Tables 12 through 19 
2 is that the x' approximation, giving rise to the power 
approximation is unreliable, especially when the size of the 
test is small. In almost all cases the two gamma approxi­
mations, 02 a^nd 6^ are closer to the exact power than 3^. 
The 6^ approximation does not appear to improve greatly 
when N increases from 10 to 20 in the case of P= (.1, .2, .7). 
However, for P^= (1/3,1/3,1/3) there is some improvement as N 
increases. In general the approximation is not recommended 
2 for use in studying the power of the X test. Usable tables 
' 2 
of the X integral are not available and the computation of 
the integral using Tiku's (1965) technique is time consuming 
relative to the computation of the and 6^ integrals. 
The accuracy of the Tiku expansion decreases as X, the non-
centrality, increases, and, in fact, for large X, it is 
wholly unreliable. These computational considerations, to­
gether with the available data on the relative accuracy 
of the $2 approximation, prompt the suggestion that the 
approximation is practically worthless and should never be 
used. 
The $2 and approximations seem to behave in a 
similar fashion in most of the cases presented. It appears 
that the 3^ approximation, using the true mean and variance 
92 
2 
of X to compute the gamma integral, may be slightly better 
than $2' which uses the true mean and the Patnaik (1949) 
approximate variance. As N increases from 10 to 20 both 
^2 and seem to improve relative to 6^. The computation 
of both 32 and 6^ requires essentially the same operations, 
namely the fitting of the two parameters r and y using 
^2 and ^2' and then the evaluation of the gamma integral. 
There seems no reason to prefer gg over indeed is 
appealing because it uses the true moments of X . Previous 
arguments about the difficulty of computing y2 are now 
completely irrelevant if one has access to a computer. 
It is recommended that the 3^ approximation to the exact 
2 power of the X test be generally used. At any IBM supported 
installation the software makes the evaluation of the 83 
integral almost a trivial task, and the algorithm used can 
be implemented with ease on any computer. 
Some further general comments are suggested by the compu­
tations carried out. The first comment is that X, the non-
centrality parameter, seems to be a fairly reliable indicator 
2 
of the relative power of the X test. Of two alternatives, the 
test will generally have higher power against that alterna­
tive which yields the larger value of X. This rule is not 
infallible, as is evidenced for example, in Table 16 by the 
last two vectors Q. The choice Q= (.05,.10,.45 ,.40) gives 
A=0.508 and the power of a test of size 0.0100 is 0.0094 
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whereas the power of the same test against Q=(.05,.15,.30, 
.50) is 0.0099 and A=0.127. The same phenomenon occurs in 
Table 18 for Q= (.05,.15,.45,.40) with X=5.00 and 8^=0.1388 
and Q=(.05,.15,.30,.50) with X=4.60 and 8^=0.1680, all for 
a test of size 0.0095. 
The final observation is that the computations have 
2 
shown that, for other than equiprobable null cells, the X 
test may be biased. The test has been shown by Mann and 
Wald (1942) to be locally unbiased when P^=l/k, and Neyman 
(1949) shows that the test is asymptotically unbiased for 
all choices of P. The entry in Table 13 for P=(.05,.10,.85) 
shows that the power of a test of size 0.0100 is 0.0008. The 
few examples of bias appear, as might be expected, for small 
values of X indicating alternatives close to the null 
hypothesis. It is granted, however, that bias in this con­
text does not seem to be a real criticism of the test. 
E. Summary and Conclusions 
This chapter has described an investigation of the be-
2 havior of the X test statistic when M(P) is the hypothesized 
multinomial model and M(Q) is the true model. In section B 
2 
various approximations for the non-null distribution of X 
were defined and discussed in general terms. In section C we 
presented some numerical comparisons of the first two moments 
of the two approximations having moments different from those 
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2 2 
of X . These two approximations are the traditional x 
approximation which we denote as and a gamma approximation 
2 having the same mean as X , but having variance derived by 
Patnaik (1949). This approximation is denoted as . It 
was seen that the mean and variance of A^ may be very dif-
2 ferent from the true mean and variance of X , and that the 
variance of A^, although different from the true variance of 
2 
X is an order of magnitude better than the A^ variance. 
A theorem was proved which gives bounds on the relative 
error which may be incurred in the use of moments of A^ and 
2 A^ rather than the correct moments of X . Section D pre­
sented a comparison of the expressions for the power of the 
2 
X test as derived from the three approximations, A^ being 
defined as a gamma distribution with the same mean and variance 
2 2 
as X . It was found that A^, the x' approximation is wholly 
unreliable in indicating the power, and that A2 and A^ appear 
to behave moderately well, and in a similar manner. The most 
compelling conclusion seems to be that, because the great 
bulk of data analysis is carried out on digital computers, 
and because the current generation of computers can carry out 
very complex operations at very little cost, there seems to 
be little reason, for small values of N and k, to ever use 
any approximation in the goodness of fit problem. The exact 
null distribution of the statistic and the power of the test 
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against any number of possible alternatives can be computed 
at a very small cost relative to the usual cost of data 
collection. 
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V. A COMPARISON OF THE AND LIKELIHOOD 
RATIO TESTS FOR COMPOSITE ALTERNATIVES 
A. Introduction 
There has been a long and sometimes heated discussion of 
2 the relative merits of the X and likelihood ratio test 
statistics for the classical goodness of fit problem. In 
the case of a simple null and simple alternative model, it 
is well known that the test of hypothesis based on the like­
lihood ratio statistic is most powerful. The extension of 
this result to the case of a composite alternative is not 
possible except in special cases. The comparison of these 
two statistics is the subject of this chapter. As in earlier 
chapters, only the simplest cases are considered so that the 
more basic inferential problems may be examined. The null 
model is assumed to be multinomial with k classes and vector 
of probabilities P= (P^,... ,Pj^) and is denoted M(P) , and the 
alternative is composed of all multinomial models with k 
classes and vector of probabilities not equal to P. T'.ie 
typical alternative model is denoted M(Q), where 
Q= (Q^ ,Q2 F• FQJ^)?^P- The vector of observed frequencies in 
2 the k classes is denoted as n=(n^,n2,...,n^) and the X test 
statistic is defined, as before, as 
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The likelihood ratio statistic is given by 
P. n. 
t = Pr(n|-P)/e-r(n|Q) = n (—) ^  (5.1) 
Gi 
but, because the are not known, they are replaced by 
their maximum likelihood estimates, namely Qu=n^/N, 
i=l,2,...,k. Making this substitution and taking natural 
logarithms, the statistic used is found to be 
-21n t= L = -2En^(ln P^-ln Q^) 
= -2Sn. In P. + 2Zn. In n. - 2N In N, 1 1 1 1  
with 0 In 0 defined to be zero. 
2 It is well known e.g. Lancaster (1969) that X and L are 
2 both asymptotically distributed in the x distribution with 
k-1 degrees of freedom, but little is known about their 
relationship in small sample cases. Neyman and Pearson 
(1930), and El Shanawany (1936) considered in some detail 
the case k=3, P=(.3,.5,.2) and N=10, comparing the true c.d.f. 
2 
of X and of L and commenting on the fact that the two criteria 
seem to order the 66 possible vectors n= (n^^ ,n2 ,n2) in almost 
the same order. Both authors conclude that there is, in 
this case, little difference between the X and L ordering 
of sample points and hence they conclude that there is 
little reason to choose between the two criteria. Cochran, 
while discussing Watson (1965), says: 
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My second question involves the relative merits 
of x2 and log L.R. as test criteria in small samples. 
With computers we will be able to rely much more on 
tabulation of exact significance levels rather than 
on asymptotic approximations, and we might as well 
tabulate the log L.R. if it has advantages. However, 
the work that I have seen thus far, from the Neyman-
Pearson approach in small samples, still leaves the 
issue open as to which criterion has more power, 
(p. 75). 
It is the purpose of this chapter to shed some light on the 
2 
relative merits of X and L as criteria for tests of sig­
nificance. It is clear that the same computational steps 
are involved with both statistics, so that Cochran's point 
that we might as well tabulate the exact significance levels 
of the better of the two statistics is well taken. There 
seems little reason to choose between the two statistics on 
any other basis than performance in significance testing. 
Both statistics have useful partitioning properties, 
namely both can be decomposed into meaningful additive com­
ponents (Good 1967). Additionally, however, the statistic 
L has been shown to be asymptotically optimal in a certain 
sense. Specifically, Hoeffding (1965), using the theory of 
probabilities of large deviations, has shown that, if a given 
test of size is 'sufficiently different' from a likeli­
hood ratio test, then there exists a likelihood ratio test 
of size which is considerably more powerful than the 
given test at 'most points' in the set of alternatives when 
N is large enough, provided that at a suitable rate. 
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Hoeffding considers in general the problem of testing a 
composite null hypothesis against a composite alternative 
and bases the likelihood ratio test on the function 
I(x,A) = inf{l(x,P)IPeA} 
where 
I (x,P) = log(x^/P^), 
PeA is the composite null hypothesis, and x and P are 
points in the simplex 
n = {(x^fXg,...,x^)|x^ ^  0, x^ + — + x^ = 1} 
By 'sufficiently different* Hoeffding requires that the 
critical regions of the two tests under comparison have only 
finitely many boundary points in common, and 'most points' 
means that the likelihood ratio test is considerably more 
powerful than another test at all alternatives except those 
points P which lie on certain curves in the (k-1) dimension­
al simplex Q and those at which both tests have zero error 
probabilities. By 'considerably more powerful' he means 
that the ratio of error probabilities at P of the two tests 
tends to 0 more rapidly than any power of N. 
2 
In particular, Hoeffding shows that the X tests of 
simple and some composite hypotheses are inferior, in the 
sense described, to the corresponding likelihood ratio tests. 
Also, Watson (1965) claims that the statistic L is the only 
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2 
one (of the class containing L, X and some modifications 
2 
of X ) that delivers the correct Bayesian confidence interval. 
2 He claims that X gives regions of approximately the right 
size, but not exactly Bayesian confidence regions. Watson 
assumes the prior probability density of (P,,P-,... ) is 
m. 
proportional to IIP^ ^ and lets mu=0, so that the prior 
density is uniform. 
Mathematical nicety notwithstanding, these, and other, 
asymptotic results are of little solace to the data analyst 
faced with a real, finite, perhaps even small, set of data 
to examine. In the absence of any other recommendations he 
may rely on the asymptotic results, but must, in doing so, 
feel a certain uneasiness, especially because most of the 
2 
current textbooks advocate the use of X as a general purpose 
test. There thus seems to be ample motivation for providing 
2 
some insight into the relative merits of X and L in small 
samples. It is generally agreed that the computer is an 
ideal aid in the evaluation of the properties of statistics 
2 like X and L, which have discrete distributions, and an 
aim of this chapter is to discuss one approach to this problem. 
The number of cases studied in detail is limited to those 
needed to elucidate the method and to give some indications 
of the relative merits of the 2 criteria. 
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B. Computational Procedure 
The procedure to be described is a totally intuitive 
approach to the problem of comparison of two test criteria. 
The aim was to develop techniques which were conceptually 
simple yet which would be likely to produce results permit-
ting a reasonably objective evaluation of the X and L 
test criteria in the small sample case. The procedure 
which evolved has some basis in the traditional Neyman-
Pearson power/size concepts of test comparison but in addi­
tion has some broader appeal in the test of significance 
outlook. The conceptual differences between tests of 
hypothesis (or accept-reject rules) and tests of significance 
have been discussed previously. This section will describe 
the procedure used, giving some justification of it, and 
the next section will present the results of applying it to 
some cases of interest. The final section will contain 
general comments and conclusions. 
Consider the test of hypothesis setup, testing M(P) vs 
M(Q) for completely specified M(P) and unspecified Q and 
consider the totality of vectors n= (n^ ,n2 ,... ,nj^) with 
nu ^ 0, i=l,2,...,k and Znu=N, a fixed value. There are a 
finite number of vectors n, in fact, as described in 
Chapter II, that number is say. Each of the 
criteria, X and L, orders these vectors in a unique way for 
each null P. This order, in the case of a composite. 
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unspecified alternative under discussion, does not in any 
way depend on Q. The null distributions of the two cri­
teria are thus totally determined by P, k, and N. It is 
worthy of mention here that, in the case of a simple 
2 
alternative Q, fully specified, the statistic X is un­
changed, whereas the log likelihood ratio statistic is 
calculated using the additional information provided by the 
specification of the alternative. It is thus not surprising 
that, in the simple vs. simple setup, the likelihood ratio 
2 test is superior to the X test. A very short section is 
included to illustrate the order of magnitude of the loss 
2 in power due to using the X test when the simple alternative 
is fully specified. 
To carry out a test of hypothesis of given size, a, it 
is only necessary to determine the correct critical value by 
« I ri • 
summing the quantities Pr(n|P) - , tt (P^ ), the multi-
nomial probabilities of the ordered vectors n, working down' 
the list, from the vector n which gives the largest value of 
2 
X (or L). The summation is terminated as soon as the cumu­
lative summed probabilities equals a, and the critical value 
for the test is that value which results when the test 
statistic is computed using the last vector, n, which entered 
into the sum. The null hypothesis is rejected if the observed 
value of the test statistic exceeds the critical value. This 
discussion assumes that a is an achievable size for the test 
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under consideration. There are at most M achievable sizes 
for the two tests, and this number is diminished when some 
vectors, n, give the same value for the test criteria. 
In this case, these vectors are tied in the ordered list 
so that if one of them is included in the cumulative sum, 
2 
all must be included. The two criteria X and L will, in 
general, have different sets of achievable sizes because 
they order the vectors n in different ways. It should be 
noted that, in the case of equiprobable classes, P\=l/k, 
there will be the fewest number of achievable sizes because 
all permutations of a given vector n will give the same value 
to the test criterion. 
After the values of the test criteria have been used to 
compute the order of the vectors n, the ordered vectors carry 
all the relevant information about the test and the actual 
values of the statistics are of no use in the procedure to 
be followed. In addition, if the M vectors are given a 
standard order, labelled 1,2,...,M, then the null distribu­
tion of the statistics is simply defined by a permutation 
2 
of the numbers (1,2,...,M). If both X and L lead to the 
same permutation for some P, N, and k, then, in that case, 
2 they are exactly equivalent. The null distribution of X 
has been discussed in detail in Chapter III, and precisely 
the same computations could be carried out for L. The point 
of interest is not how well x approximates the null distri­
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bution of L, but rather how the 2 tests compare when exact 
computations are carried. It is conjectured that the null 
2 distribution of L is no better approximated by x than 
2 is the null distribution of X (Lancaster 1969, p. 165-166). 
After the null distributions of the two test criteria 
have been obtained the next step is to compare the per­
formance of the statistics. In the Neyman-Pearson theory 
of hypothesis testing, two tests of the same size are com­
pared by determining their powers against relevant alterna­
tives. If one of the two has greater power against all 
alternatives it is said to be uniformly most powerful but 
if this rare condition does not hold there is no absolute 
order of preference between the two. In addition, the Neyman-
Pearson theory permits test randomization to obtain 
exactly the same size for both criteria. In the present con­
text this is equivalent to 'splitting' the probability 
associated with one of the vectors, n, so that the cumulative 
sum reaches some specified value. It is obvious that this 
device has no utility in a test of significance context. 
However, the concept of power of a test is a generally 
accepted measure of the merit of a test and it will be used 
in the present procedure. 
2 
In order to identify the nature of the behavior of X 
and L as test statistics it seems reasonable to determine, 
in the space ^ of vectors Q= ,. .. ,Qj^) , + ... + Q^=l, 
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Q^>0, the contours of constant power of the two tests, 
for various choices of size a. The values of a are chosen 
in the range 0.01 to 0.10, to conform with commonly used 
values. The procedure used is to consider a fine grid of 
points Q in the space fî, and for each a, each Q, and both 
criteria, compute the exact power of the test of size a 
of M(P) vs. M(Q). This power is computed by summing the 
quantities Pr(n|Q) for the vectors, n, in the order given 
by the relevant permutation of (1,2,...,M) for the criterion 
under study. The summation continues as far down the list 
as necessary to have the correct size of test. The result 
of these operations is a large number of values for the power 
of the tests against a large number of alternatives. The 
only cases of interest are, of course, those in which the 
2 permutation vectors for X and L differ. These vectors 
may be identical down to a certain point and in that case, 
the first values of a used should occur past that point, 
otherwise both criteria will have exactly the same power. 
Values of a are chosen as nearly the same as possible for the 
two criteria to make comparisons more meaningful. The next 
step is to choose a number of values of power, for example, 
.95, .70, .40, .15, and to search the array of available 
values close to these numbers. A reasonable tolerance, + .01, 
is used so that those vectors Q which make up the .95 power 
2 2 
contour for X , say, all have the property that Power (X 
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test of M(P) vs. M(Q)) = .95 + .01. This procedure will 
lead to the isolation of sets of vectors Q, which are, in a 
certain sense, equidistant from the null P, in terms of 
the power of the test having the chosen size. What remains 
is to compare these sets of vectors for the two criteria. 
In some cases, namely k=2, k=3, it is possible to plot 
the contours and make a visual evaluation of the two cri­
teria. The resulting plots will also suggest the nature of 
the directions in which the two criteria are most sensitive. 
For k>3, there seems to be no meaningful way in which to 
graphically present the complete results. Certain notation 
is necessary to describe another method of comparison. For 
definiteness, let denote those vectors Q making up a 
2 
contour of constant power (=B) for the X test of size a, 
2 i.e., C^={Q:power of the X test of size a of M(P) vs. M(Q) 
= B + .01} and let a^, < a < ag be those two achievable 
sizes of the L test closest to a. For each vector Q in 
C^, compute the powers of the L test of sizes and , 
denoting these arrays of values of power as and « In 
addition, compute a vector by interpolating between 
corresponding values of 3^, and to give a value which may 
be compared to g. If is small linear interpolation 
should suffice so that 
107 
(a_-a) 
^3i " ^2i ~ (ag-a^) ^^2i~^li^ 
If the assumption of linearity of the power curve of the L 
test between a^, and is unacceptable, one can define 
say, such that < a < Og < a^, compute 
^3' 6^, and use higher order interpolation formulae. 
It will be assumed in the sequel that linear interpolation 
is sufficient. 
It is now possible to compare the vectors 6^, Gg' ^3 
elementwise to 3 or to compute, for each vector the average 
2 power of the L test on the X contour. These comparisons will 
indicate whether, for the particular null P in use, there 
are directions in which one of the two criteria is preferable 
over the other. This procedure can be repeated for each 
choice of a and $, and conversely for the L test contours. 
Specific examples in the next section will make the 
procedure clear. 
C. Examples of the Procedure 
In this section the procedure developed previously is 
applied to a few cases to illustrate the various aspects 
of the procedure, to indicate some computational considera­
tions, and to evaluate the relative merits of the two test 
criteria as used in testing goodness of fit. The examples 
present some typical results for the cases k=2 (binomial), 
k=3 and k=4. The examples for k=3 are presented in detail 
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to fully illustrate the procedure, whereas k=2 and k=4 are 
included to make the results a little more general. To 
indicate the dependence of the results on N, some cases 
are repeated for N=10 and N=20. 
1. Examples for k=2 
2 The null distributions of X and L for the cases k=2, 
P=(p, 1-p), N=10, 20 were computed for values of p equal 
to 0.05(0.10)0.45 and for p=0.50. There are N+1 possible 
vectors n^^n^fng) and hence at most N+1 possible achievable 
levels for each test. It was observed in general that, for 
N=10 and N=20: 
1. When p=0.50 the two test criteria yield identical 
ordering of samples, and hence are identical. Both 
tests have N/2+1 possible levels for N even. 
2. For all values of p and N the number of achievable 
levels for L is never smaller than the number of 
2 
achievable levels for X . Only when p=0.50 does 
2 
L have fewer than N+1 achievable levels, but X 
has, for most values of p, fewer than N+1 achievable 
levels. 
3. Except in very rare instances, any achievable level 
2 for X is also an achievable level for L. 
Table 20 shows the situation for p=0.35, N=10, illus-
trating that the only level of X which is not achievable by 
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Table 20. Achievable significance levels of 2 X and L tests 
P=( .35, .65), N=10, n=(n I'N-Gll 
Ordered Significance Ordered Significance 
Vector Level Vector Level 
n n L 
(10 ,0) 0.0000276 (10,0) 0.0000276 
(9, 1) 0.0005399 (9,1) 0.0005399 
(8, 2) 0.0048213^ (0,10) 0.0140026^ 
(8,2) 0.0182840^ 
(7,3) (0,10) 0.0394871 (7,3) 0.0394871 
(1,9) 0.1119788^ 
(6,4) (1,9) 0.1808887 (0,4) 0.1808887 
(2,8) 0.3565418^ 
(5,5) (2,8) 0.5101125 (5,5) 0.5101125 
(3,7) 0.762 3312^ 
(4,0) (3,7) 1.0 (4,6) 1.0 
^Not achievable by L. 
^Not achievable by X^. 
L is 0.0048213, whereas the L test has five levels which are 
2 
not achievable by X . 
When k=2 it is possible to make a complete plot of the 
power of the tests for any achievable size. The alternative 
models M(Q) are determined by the vector Q=(q,l-q) with q^p, 
and power can be computed for each q. The above example, 
p=0.35, is considered in more detail. Figure 11 shows plots 
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Figure 11. Exact power of and L tests 
Null P-(.35,.65), N=10, Size (X^)=.0048213, 
Size TL)=.0140026 
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2 
of the power functions of X and L, where the size of the 
2 
X test is 0.0048213 and the size of the L test is 0.0140026. 
These small sizes are chosen because 0.0048213 is the only 
2 
achievable size for X which is not also achievable for L. 
2 For all other sizes achieved by X the two tests are identical. 
The following remarks seem relevant: 
2 1. For q < p = 0.35 the X test is biased, having power 
less than the size. 
2. For 0.35 < g < 0.50 the L test is biased. 
2 3. For all q > 0.39 the power of the X test exceeds 
the power of the L test. 
The general conclusion is that the L test is preferable when 
possible alternatives are values of q < 0.35 and the X test 
is much better when there is reason to believe that q > 0.35, 
in spite of the fact that the size of the X test is much 
smaller than the size of the L test. Figure 12 shows, in 
more detail, the bias of the L test for q in the interval 
(0.35, 0.50). Table 21 shows the numerical values of the 
power, tabulated in increments of 0.02 in q. The sizes of the 
two tests are given, of course, by the line q=0.35. 
Similar computations were carried out for N=20. For 
2 p=0.35, X has three achievable levels which are not achievable 
for L, and L has 10 achievable levels which are not achieved 
2 
by X . These results are presented in Table 22. The sizes 
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Figure 12. Exact power of and L tests for small q 
Null P=(.35, .65), N=10, size (X^)=..0048213, 
size(L)=.0140026 
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Table 21. Comparison of power of X and L tests, null 
£=(.35,.65), N=10 
Alternative . Power Power 
q L 
0.01 O.OOOOC 0.90438 
0.03 0.00000 0.73742 
0.05 0.00000 0.59874 
0.07 0.00000 0.48398 
0.09 0.00000 0.38942 
0.11 0.00000 0.31182 
0.13 0.00000 0.24842 
0.15 0.00001 0.19687 
0.17 0.00002 0.15516 
0.19 0.00005 0.12158 
0.21 0.00011 0.09469 
0.23 0.00022 0.07328 
0.25 0.00042 0.05634 
0.27 0.00073 0.04303 
0.29 0.00124 0.03266 
0.31 0.00202 0.02465 
0.33 0.00317, 0.01855, 
0.35^ 0.00482^ 0.01400 
0.37 0.00714 0.01072 
0.39 0.01032 0.00849 
0.41 0.01457 0.00718 
0.43 0.02017 0.00570 
0.45 0.02739 0.00704 
0.47 0.03656 0.00821 
0.49 0.04800 0.01029 
0.51 0.06208 0.01343 
0.53 0.07915 0.01778 
0.55 0.09956 0.02360 
0.57 0.12365 0.03115 
0.59 0.15170 0.04076 
0.61 0.18395 0.05282 
0.63 0.22057 0.06774 
0.65 0.26161 0.08598 
0.67 0.30700 0.10802 
0.69 0.35655 0.13437 
0.71 0.40990 0.16552 
0.73 0.46649 0.20193 
0.75 0.52559 0.24402 
0.77 0.58628 0.29211 
^Null probability. 
^Size of test. 
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Table 21 (Continued) 
Alternative Power Power 
q x2 L 
0.79 0.64744 0.34637 
0. 81 0.70778 0.40675 
0. 83 0.76587 0.47296 
0.85 0.82019 0.54430 
0. 87 0.86923 0.61963 
0.89 0.91155 0.69721 
0.91 0.94596 0.77455 
0.93 0.97166 0.84827 
0.95 0.98850 0.91386 
0.97 0.99723 0.96549 
0.99 0.99989 0.99573 
2 
Table 22. Achievable significance levels of X and L tests, 
P=(.35,.65), N=20, n=(n^,N-n^) 
Ordered Significance Ordered Significance 
Vector Level Vector Level 
n ^2 n L 
— A — 
(20,0) 0. 0000000 (20,0) 0.0000000 
(19,1) 0. 0000000 (19,1) 0.0000000 
(18,2) 0. 0000005 (18,2) 0.0000005 
(17,3) 0. 0000061 (17,3) 0.0000061 
(16,4) 0. 0000499* (0,20) 0.0001873^ 
(15,5) 0. 0003106* (16,4) 0.0002312^ 
(15,5) 0.0004918^ 
6) (0,20) 0. 0017019^ (1,19) 0.0024437^ 
(14,6) 0.0036538^ 
^Not achievable by L. 
^Not achievable by X^. 
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Table 22 (Continued) 
Ordered 
Vector 
n 
Significance 
Level 
Ordered 
Vector 
n 
Significance 
Level 
L 
(13,7) (1,19) 0.0081483 (13,7) 0.0081483 
(2,18) 0.0181330^ 
(12,8) (2,18) 0.0310970 (12,8) 0.0316970 
(3,17) 0.0639550^ 
(11,9) (3,17) 0.0975420 (11, 9) 0.0975420 
(4, 10) 0.1713632^ 
(10,10) (4,10) 0.2399768 (10,10) 0.2399768 
(5,15) 0.3671762^ 
(9,11) (5,15) 0.4830175 (9,11) 0.4830175 
(6,14) 0.6542473^ 
(8,12) (6,14) 0.8155979 (8,12) 0.8155979 
(7,13) 1.0 (7,13) 1.0 
.0017019 for X^, and .0024437 for L were chosen for plotting 
and numerical tabulation of the power of the two tests. 
The power curves are in Figure 13, and Table 23 has the 
numerical values of the power. The general conclusions 
are : 
2 1. Both tests show only slight bias, X for values 
of q slightly less than .35, and L for values of 
q slightly larger than .35. 
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Figure 13. Exact power of and L tests 
Null p = ( . 3 5 , . 6 5 ) ,  N= 2 0 ,  size ( x ^ )  =  .  0 0 1 7 . 0 1 9 ,  
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Table 23. Comparison of power of X and L tests, null 
P=(.35, .65) , N=20 
Alternative Power Power 
0.01 0.817906 0.983140 
0.03 0.543794 0.880162 
0.05 0.358486 0.735839 
0.07 0.234239 0.586857 
0.09 0.151645 0.451602 
0.11 0.097230 0.337574 
0.13 0.061714 0.246147 
0.15 0.038760 0.175558 
0.17 0.024075 0.122694 
0.19 0.014782 0.084124 
0.21 0.008968 0.056626 
0.23 0.005379 0.037438 
0.25 0.003201 0.024317 
0.27 0.001922 0.015520 
0.29 0.001235 0.009744 
0.31 0.000981 0.006041 
0.33_ 0.001116, 0.003753. 
0.35% 0.001702° 0.002444 
0. 37 0.002903 0.001858 
0.39 0.004998 0.001888 
0.41 0.008394 0.002556 
0.43 0.013638 0.004014 
0.45 0.021421 0.006545 
0.47 0.032567 0.010572 
0.49 0.048014 0.016669 
0.51 0.068754 0.025562 
0.53 0.095770 0.038122 
0.55 0.129933 0.055337 
0.57 0.171893 0.078259 
0.59 0.221959 0.107932 
0.61 0.279990 0.145284 
0.63 0.345300 0.191002 
0.65 0.416622 0.245394 
0.67 0.492117 0.308247 
0.69 0.569463 0.378724 
0.71 0.646001 0.455285 
0.73 0.718973 0.535706 
0.75 0.785778 0.617169 
^Null probability, 
^"size of test. 
Table 2 3 (Continued) 
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Alternative Power Power 
q x2 L 
0.77 0.844246 0.696464 
0.79 0.892895 0.770298 
0.81 0.931093 0.835660 
0.83 0.959114 0.890221 
0.85 0.978063 0.932689 
0.87 0.989651 0.963023 
0. 89 0.995884 0.982450 
0.91 0.998710 0.993209 
0.93 0.999717 0.998066 
0.95 0.999965 0.999670 
0.97 0.999998 0.999980 
0.99 1.000000 1.000000 
2. The L test appears to be preferable for q < .35, 
although the comparison is not totally valid 
2 because the size of X is less than the size of L. 
2 3. The X test is clearly preferable for q > 0.35. 
The general effect of increasing N from 10 to 20 has 
2 been to improve greatly the performance of X for alterna­
tives q < 0.35 and to diminish the bias of both tests. It 
also appears, from a visual comparison of Figures 11 and 13, 
that the differences between the two test criteria, in terms 
of power, are diminished as N increases. An additional conclu­
sion is that prior knowledge of possible alternatives can 
prove valuable in the choice of which test statistic to 
employ, because knowledge that alternatives have q > .35 
2 
would force the use of X , for example. 
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2. Examples for k=3 
In this section are presented examples for the cases 
k=3, N=10, P=(.l,.2,.7), P=(.45,.45,.1), and P=(1/3,1/3, 
1/3) and k=3, N=20, P=(1/3,1/3,1/3). The value k=3 is the 
largest for which the graphical procedure is fully applicable 
and illustrates that procedure. P=(.l,.2,.7) is used to 
ensure small expectations in two of the three cells, and 
P= (1/3,1/3,1/3) because equiprobable cells are often 
2 
recommended in the application of the X test. P=(.45, 
.45,.1) is included to complete the spectrum of possible 
P's, ranging from one with all components different to one 
with all components the same. For the case k=3, N=10, 
there are M=66 vectors, n, and these are presented, in 
standard order in Table 24. In subsequent tables the vectors 
2 
will be referred to by order number only. For X and L the 
null distributions were computed as described above. The 
66 vectors n were generated and used to compute values of 
2 
X and L. These values were ordered from largest to smallest 
carrying along with each value its corresponding vector 
n(represented by an order number). The resulting permutation 
vectors are saved and are used in all subsequent computations. 
The next step is to compute the upper tail areas of the null 
distributions of the two statistics. Table 25 for 
P= (.1,.2,.7), and Table 26 for P=(1/3,1/3,1/3) present the per­
mutation vectors and the cumulative tail areas for the two 
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Table 24. Standard order of multinomial vectors, k=3, N=10 
Order Vector Order Vector 
Number n Number n 
1 0,0,10 34 3,3,4 
2 0,1,9 35 3,4,3 
3 0,2,8 36 3,5,2 
4 0 , 3 , 7  37 3,6,1 
5 0,4,6 38 3,7,0 
6 0,5,5 39 4,0,6 
7 0,6,4 40 4,1,5 
8 0,7,3 41 4,2,4 
9 0,8,2 42 4,3,3 
10 0,9,1 43 4,4,2 
11 0,10,0 44 4,5,1 
12 1 , 0 , 9  45 4,6,0 
13 1,1,8 46 5,0,5 
14 1,2,7 47 5,1,4 
15 1,3,6 48 5,2,3 
16 1,4,5 49 5 , 3 , 2  
17 1,5,4 50 5,4,1 
18 1,6,3 51 5,5,0 
19 1,7,2 52 6,0,4 
20 1,8,1 53 6,1,3 
21 1 , 9 , 0  54 6,2,2 
22 2,0,8 55 6,3,1 
23 2,1,7 56 6,4,0 
24 2,2,6 57 7,0,3 
25 2,3,5 58 7,1,2 
26 2,4,4 59 7 , 2 , 1  
27 2,5,3 60 7,3,0 
28 2,6,2 61 8,0,2 
29 2,7,1 62 8,1,1 
30 2,8,0 63 8,2,0 
31 3,0,7 64 9,0,1 
32 3,1,6 65 9,1,0 
33 3,2,5 66 10,0,0 
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Table 25. Null distribution of and L test criteria, 
P= (.1,.2,.7), N=10 
O r d e r  - — O r d e r  ^  
Number Tail Area Number Tail Area 
66 - 66 -
65 - 65 -
64 - 64 -
63 - 63 -
62 - 11 -
61 - 60 -
60 .0000005 61 -
59 .0000015 62 .0000001 
57 .0000056 21 .0000011 
58 .0000091 56 .0000014 
11 .0000092 51 .0000022 
56 .0000096 30 .0000034 
21 .0000101 45 .0000047 
10,55 .0000184 38 .0000063 
59 .0000073 
54 .0000431 10 .0000109 
52 .0000935 57 .0000150 
53 .0001511 58 .0000185 
51 .0001519 55 .0000232 
30 .0001531 20 .0000373 
45 .0001544 50 .0000534 
38 .0001559 9 .0001099 
20,50 .0001862 52 .0001603 
54 .0001850 
9 .0002426 29 .0002173 
49 .0003414 44 .0002455 
29,44 .0004019 37 .0002831 
53 .0003407 
46 .0008254 49 .0004395 
48 .0011712 46 .0008631 
47 .0017762 19 .0010889 
37 .0018139 8 .0016158 
19 .0020397 43 .0018627 
8 .0025665 48 .0022085 
43 .0028335 28 .0026036 
28 .0032086 36 .0029987 
36 .0036038 47 .0036038 
^See Table 20. 
= less than IxlO"^. 
122 
Table 25 (Continued) 
Order. 
Number' 
X Test 
Tail Area 
Order. 
Number' 
L Test 
Tail Area 
42 .0047563 39 .0060744 
39 .0072269 7 .0093014 
7,18,41 .0153231 42 .0104538 
18 .0122978 
1 .0405453 
40 .0195584 35 .0428503 
35 .0218634 27 .0456162 
27 .0246293 41 .0486415 
6 .0381825 31 .0585247 
31 .0408656 40. .0627600 
17,34 .0561330 6 .0763131 
22 .1022546 
32 .0855788 17 .1119354 
33 .1025202 34 .1200027 
1,26 .1428687 12 .1603563 
26 .1724573 
5,22 .2083402 5 .2119874 
32 .2317524 
12,16 .2825767 33 .2486938 
2 .3294009 
2,25 .3971666 4 .4084663 
16 .4423491 
4,23 .5355307 3 .5461149 
25 .5799977 
3,24 .6985915 23 .6392965 
24 .6985915 
13,15 .8814172 13 .8023570 
15 .8814172 
14 1.0000000 14 1.0000000 
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Table 26. Null distribution of X and L test criteria. 
P=(l/3, 1/3,1/3), N=10 
X^ Test L Test 
Permutation Permutation 
Vector Tail Area Vector^ Tail Area 
1,11,66 .0000508 1,11,66 .0000508 
2,10,12,21,64,65 .0010669 2, 10,12,21,64,65 .0010669 
3,9,22,30,61,63 .0056394 3, 9,22,30,61,63 .0056394 
13,20,62 .0102119 4, 8,31,38,57,60 .0178335 
4,8,31,38,57,60 .0224060 13,20,62 .0224060 
14,19,23,29,58,59 .0589883 5, 7,39,45,52,56 .0437444 
5,7,39,45,52,56 .0803267 6,46,51 .0565474 
6,46,51 .0931297 14 ,19,23,29 ,58,59 .0931297 
15,18,32,37,53,55 .1784832 15 ,18,32,37,53,55 .1784832 
24,28,54 .2424978 16 ,17,40,44,47,50 .3065131 
16,17,40,44,47,50 .3705277 24,28,54 .3705277 
25,27,33,36,48,49 .6265867 25 ,27,33,36,48,49 .6265867 
26,41,43 .7866239 26,41,43 .7866239 
34,35,42 1.0000000 34,35,42 1.0000000 
^From Table 20. 
statistics. In the order number columns when there is more 
than one order number on a line this indicates that all those 
vectors represented together yield the same value of the 
test statistic. These two tables contain some interesting 
information about the two statistics. Table 25 shows that 
there are a very large number of achievable levels for each 
2 
of the tests, in fact 53 for X and 66 for L, and that some of 
these are shared by both tests. It should be noted that both 
tests can have a common achievable size, at least to the 
accuracy available in the computations, and still not have the 
same behavior under alternatives. Two different sets of 
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vectors, n, may give the same cumulative probability under 
M(P) but would not, in general, yield the same probability 
under an alternative M(Q). The tests are identical, for a 
certain size, if and only if they are comprised of the same 
set of vectors, n, albeit in different orders. Table 26 
reflects the symmetry of the two criteria with respect to 
permutations of the components of vectors, n, when all 
are the same. The result is a greatly reduced number of 
achievable levels from a possible 66 down to 14 for both 
tests. Of these levels, 10 are common to both tests, and in 
fact, tests using any of these 10 common sizes are identical 
for the two criteria. The situation for P= (.45,.45,.1) is 
2 
midway between the two tabulated, giving 30 levels for X 
and 36 for L. There are fewer achievable levels than in 
the case P=(.l,.2,.7) because of the equality of P^ and P^. 
2 Of the many achievable levels for the X and L tests specified 
in Table 21 for the case P= (.1,.2,.7), three were chosen for 
each test, specifically, for the X^ test, 0.0153231, .056133 
and .1025202, and for the L test 0.0104538, 0.0585247, and 
0.1022546. The next step was to generate a grid of Q 
vectors, points in at which to compute the power of the 
six tests, three X and three L, having the specified sizes. 
The components 0^ and of Q were chosen in increments 
of .01, namely, 0^=.01(.01).98, Q2=.01{.01).98-Q^, 
02=1-0^-02' giving 4851 points in all. At each of these points 
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the power of the six tests was computed by summing the multi­
nomial probabilities Pr(n|Q) for those n specified by the 
permutation vectors. Powers were computed in increasing 
order of sizes for each test to make use of previous compu­
tations. Each of the six arrays of 4851 values of power was 
then searched to isolate those vectors Q against which the 
power was equal, respectively to 0.95 + .010, 0.70 + .010, 
0.40 + .010, and 0.15 + .010. Thè groups of vectors Q so 
isolated comprise the contours of approximately constant 
power. These form the basis for the comparison of the two 
test statistics. 
To enable a visual comparison of the tests the con­
tours of constant power can be plotted using modern computer 
hardware. For the case k=3 an appealing method is to plot 
in trilihear coordinates. The plotting area is composed of 
an equilateral triangle having vertices Q=(0,0,1), Q=(0,1,0) 
and Q=(1,0,0). Because plotters typically operate in rec­
tangular coordinates it is necessary to transform the points 
to {X,Y) where X= (Q2-Qj^)//3, and 7=0^ prior to 
plotting. The resulting plots can, in practical applications 
be compared by simply overlaying them and visually noting the 
differences in the shape and position of the contours. 
Figures 14 and 15 show two of the many plots generated and 
2 Figure 16 shows the overlay. Figure 14 for the X test of 
size 0.056133, and Figure 15, for the L test of size 0.0585247, 
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Figure 16. Overlay of Figure 14 and Figure 15 
P=(.l,.2,.7), N=10 
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both for P=(.1,.2,.7), N=10, are typical of the plots re­
sulting in this part of the study. In both Figures the 
null P appears as a single point, surrounded by the four 
constant power contours, in order .15,.40,.70, and .95. 
2 Because the size of the X test is less than the size of the 
2 L test, one would expect to find that the X test has smaller 
power. For any contour, that test which has the contour 
'closer' to P can be said to be better in terms of power 
because it has the power specified by that contour against 
alternatives closer to the null. It was thus anticipated 
that, if the tests are of equal merit in the situation 
studied, the contour for the L test would be closer to P 
2 than would the contours for the X test. This is not the 
case in the situation plotted. For all but half of the 0.15 
2 
contour and a small part of the 0.40 contour, the X con­
tours are inside the L contours. By any reasonable metric 
2 
on points in 0, the X test, even though it has smaller 
size, has higher power against alternatives which are closer 
to P than does the L test. In this case it seems there is 
2 
ample evidence to prefer X over L. The L test does have 
higher power against alternatives having large values for Q^, 
greater than .7, and this illustrates another virtue of 
this graphical technique. The technique clearly points out 
those regions in which one test is preferable over the other, 
and the user who has some feeling about possible alternative 
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models can make a better informed choice of test statistic, 
similar results, indicating that X is preferable to L in 
large regions of fî, were obtained for the other sizes of 
test compared. The full procedure, for a given P, three 
different sizes for each statistic, and four choices of con­
tour values, including computation of the grid of values of 
power, selection of contours, and generation of all instruc­
tions for plotting occupied approximately 250 seconds of 
central processor time on the IBM 360/65 computer. Assuming 
the current cost of less than $7.00 per CPU minute, the full 
procedure was carried out for less than $30.00. It is esti­
mated that further optimization can cut this cost by 50%, 
making the procedure very economical in terms of the infor­
mation garnered from the operation. 
As a supplement to the graphical procedure in the case 
of k=2 or k=3, and as the only general procedure for k 
greater than 3, further comparisons are possible. The com­
putations are carried out using the sets of Q values deter­
mining the contours described previously. Consider one of 
2 the tests, say X , one size of test, say a, and one contour 
of constant power (=3). If the L test has the same achievable 
2 
size as the X test, and is not formally identical, the two 
may be compared by computing the power of the L test of that 
same size against those Q's on the X contour. Call the 
resulting vector of power values 8^ and find f the mean 
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value of the power of the L test on the contour of constant 
2 X power. If then, in one sense, the L test is prefer­
able when there is absolutely no knowledge of the likely al­
ternatives, and conversely if Other alternatives are 
to determine various percentiles of the 6^ array and to com­
pare these with 8. This will indicate the relative merits 
more effectively than simply using 6^. A third possibility 
is to isolate those vectors Q on the contour into three sets ; 
those for which B^^>3+e, those for which 62^<B-E, and the 
remaining ones, for some small e, say 0.01. These three 
sets may be called respectively; those for which L is pre-
2 2 ferred over X , those for which X is preferred over L, and 
2 
those for which neither X nor L is preferred. A further 
analysis of these sets may yield insight into the nature of 
the regions in which one test is preferred over the other. 
The more usual situation occurs when the L test does 
not have a as an achievable size. In this case the 
recommended procedure is to determine and both achiev­
able sizes of the L test, such that a^<a<a2 and there does 
not exist any other number, say a*, which is an achievable 
size for L and such that a^<a*<a or a<a*<a2' Thus and «2 
are the two achievable sizes for the L test which are closest 
above and below a. For each vector Q on the contour of 
2 
constant power for X , the power of the L tests of size 
and «2 is computed. Call the resulting arrays of power 
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values 6^ and 6^- The array of interpolated values is called 
Tables 2 7 shows the results for ?= {.1,.2,.7), N=10, 
a=.0561330, aj^=. 0486415 , 0^=.0585247, with 6=0.40. As was 
2 indicated by the plots, the X test seems superior to the L 
test in the situation studied. 
Similar procedures were carried out for the null model 
P=(1/3,1/3,1/3), N=10. Figures 17, 18, and 19 show the case 
2 
when the size of X is .0589883 and when the size of L is 
.0565474. Of particular note is the shape of the contours. 
2 
The X test seems to have more power than L against alterna­
tives for which one component of Q is relatively large, 
whereas the L test appear better against those alternatives 
where one component is relatively small and the other 
components are both of moderate size. Table 24 presents the 
interpolated power results for P=(1/3,1/3,1/3), N=10, 
a=.0589883, . 0565474 , a2=.0931297, with 8=0.95. The con­
clusions with regard to preference between the two tests 
are not in any way forcing. The most compelling result is 
that there are definite regions in which each of the tests 
is preferable, and the procedure used has pointed these out. 
Figures 20, 21, and 22 show some results for P= (.45,.45,.1). 
2 
The size of the X test is .06294 and the size of the L test 
2 is .074475. It is seen again that the X test, although 
of smaller size appears to have greater power against many 
alternatives. As previously, the L test seems better against 
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Table 27. Power of L test on , contour of constant power of 
test , P=(.1, .2, .7), a=0. 056133, 6=0. 40 + .01, 
N=10 
Power of L Test 
Alternative Q 
a i =  .0486415 
^2' 
=.0585247 Interpolate 
0.010 0.420 0.570 0.2059 0.2059 0.2059 
0.030 0.430 0.540 0.2291 0.2291 0.2291 
0.050 0.440 0.510 0.2605 0.2607 0.2606 
0.060 0.440 0.500 0.2687 0.2689 0.2688 
0.070 0.440 0.490 0.2784 0.2787 0.2786 
0.080 0.440 0.480 0.2897 0.2901 0.2900 
0.100 0.430 0.470 0.2942 0.2948 0.2947 
0.120 0.420 0.460 0.3037 0.3046 0.3043 
0.150 0.400 0.450 0.3150 0.3165 0.3162 
0.160 0.390 0.450 0.3134 0.3153 0.3148 
0.170 0.380 0.450 0.3130 0.3152 0.3147 
0.200 0.340 0.460 0.2979 0.3021 0.3011 
0.210 0.330 0.450 0.3021 0.3070 0.3058 
0.220 0.310 0.470 0.2890 0.2955 0 . 2 9 3 9  
0.2 30 0.010 0.760 0.2348 0.4486 0.3968 
0.240 0.020 0.740 0.2319 0.4335 0.3847 
0.240 0.280 0.480 0.2868 0.2966 0.2942 
0.250 0.040 0.710 0.2212 0.3918 0.3505 
0.250 0.260 0.490 0.2810 0.2937 0.2906 
0.260 0.050 0.690 0.2275 0.3846 0. 3466 
0.260 0.060 0.680 0.2192 0.3610 0.3267 
0.260 0.230 0.510 0.2657 0.2846 0.2800 
0.260 0.240 0.500 0.2780 0.2945 0.2905 
0.270 0,080 0.650 0.2251 0.3409 0.3129 
0.270 0.200 0.530 0.2573 0.2853 0.2786 
0.270 0.210 0.520 0.2673 0.2916 0.2857 
0. 280 0.110 0.610 0.2375 0.3203 0.3002 
0.280 0.120 0.600 0 . 2 3 7 8  0.3116 0.2937 
0.280 0.130 0.590 0.2 39 3 0.3049 0.2890 
0.280 0.140 0.580 0.2420 0.3002 0.2861 
0.280 0.150 0.570 0.2458 0.2973 0.2849 
0.280 0.160 0.560 0.2507 0.2962 0.2852 
0.280 0.170 0.550 0.2567 0.2969 0.2871 
M 
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Figure 17. Contours of constant power of test 
Size (X^)=.0589883 
135 
HI 
& 
m 
X fW 
m 
V 
w 
m 
O M 
? 
W 
6> 
w 
O 
S 
X) 
5 
.'j 
a 
c 
S 
tw 
û 
% 
k 
3 
0 
1 
'W 
r-
"V? i.n 
ys 
lA 
o 
!i 
3 
« 
N 
ta 
i i h i i i i  
•+mm nïTm--
Figure 19. Overlay of Figures 17 and 18 
P= (1/3,1/3,1/3), N=10 
P=(.45,.45,.1), N=10 
11111III 
\ â 
Q.ZQ —0. EQ -Q.UO o.yo 
Figure-20. Contours of constant power of test 
Size (X^)=.06294 
o . g q  
H to 
••J 
P={.45,.45,.1), N=10 
I 
M 
W 
00 
-0.60 
Figure 21 
-0.40 -O.ZO o.zo o.yo Q.eo 
Contours of constant power of L test 
Size (L)=.074475 
o 
00 
-•.en 
+ X Test contours 
d L Test contours 
HMIIIIIIIIIf 
Il 111,1.1 II I.IJ 
I Mil III 
\ 
-D.UO -0.2Q 0.00 o.zo O.IJO 
Figure 22. Overlay of Figures 20 and 21 
P=(.45,.45,.1); N=10 
M 
U) lO 
o . g o  
140 
alternatives for which one component is very small. 
For the case k=3, N=20 computations were carried out 
using P=(1/3,1/3,1/3), a prime purpose being to observe the 
effect of doubling N on the relative merits of the two test 
criteria in the context under study. For k=3, N=20 there are 
231 different possible vectors n and hence at most 2 31 possible 
levels for the two tests. When the cells are equiprobable 
the symmetry involved greatly reduces the number of distinct 
values of the test criteria. Table 29 showing all achievable 
levels for the two tests demonstrates this fact. There are, 
2 including 0.0 and 1.0, 38 levels for X and 40 for the L 
test. Of these, 16 are levels which both tests achieve and 
for which the two tests are identical. 
2 
To compare the two tests the levels 0.069863 for X 
and 0.070225 for L were chosen for graphical presentation. 
Figures 23,24 and 25 show the contours of constant power for 
values of power equal to 0.15, 0.40, 0.70, and 0.95 for the 
two tests. Visual comparison of the two figures shows very 
little difference between the two tests. There is perhaps a 
very slight indication that the power = 0.15 contour for the 
2 L test is outside the contour for X in the corners of the 
triangle, but it seems there is no reason to prefer either 
test on the basis of the evidence presented in this example. 
The effect of increasing N from 10 to 20 has been to make the 
performance of the two test criteria more nearly identical. 
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Table 28. Power of L test on contour of constant power of X 
test, £=(1/3,1/3,1/3), a=.0589883, 6=0.95 + .01, 
N=10 
Alternative Q Power of L Test 
a^=.056547 0^=.0931297 Interpolate 
0.010 0.140 0.850 0.9631 0.9874 0.9648 
0.010 0.850 0.140 0.9631 0.9874 0.9648 
0.020 0.130 0.850 0.9324 0.9774 0.9354 
0.020 0.850 0.130 0.9324 0.9774 0.9354 
0.030 0.120 0.850 0.9073 0.9697 0.9115 
0.030 0.850 0.120 0.9073 0.9697 0.9115 
0.040 0.110 0.850 0.8877 0.9639 0.8928 
0.040 0.850 0.110 0.8877 0.9639 0.8928 
0.050 0.100 0.850 0.8732 0.9597 0.8789 
0.050 0.850 0 .100 0.8732 0.9597 0.8789 
0.060 0.090 0.850 0.8636 0.9571 0.8698 
0.060 0.850 0.090 0.8636 0.9571 0.8698 
0.070 0.080 0.850 0.8588 0.9558 0.8653 
0.070 0.850 0.080 0.8588 0.9558 0.8653 
0.080 0.070 0.850 0.8588 0.9558 0.8653 
0.080 0.850 0.070 0.8588 0.9558 0.8653 
0.090 0.060 0.850 0.8635 0.9571 0.8698 
0.090 0.850 0.060 0.8635 0.9571 0.8698 
0.100 0.050 0.850 0.8732 0.9597 0.8789 
0.100 0.850 0.050 0.8732 0.9597 0.8789 
0.100 0.040 0.850 0.8877 0.9639 0.8928 
0.110 0.850 0.040 0.8877 0.9639 0.8928 
0.120 0.030 0.850 0.9073 0.9697 0.9115 
0.120 0.850 0.030 0.9073 0.9697 0.9115 
0.130 0.020 0.850 0.9324 0.9774 0.9354 
0.130 0.850 0.020 0.9324 0.9774 0.9354 
0.140 0.010 0.850 0.9631 0.9874 0.9648 
0.140 0.850 0.010 0.9631 0.9874 0.9648 
0. 850 0.010 0.140 0.9631 0.9874 0.9648 
0. 850 0.020 0.130 0.9324 0.9774 0.9354 
0.850 0.030 0.120 0.9073 0.9697 0.9115 
0.850 0.040 0.110 0.8877 0.9639 0.8928 
0.850 0.050 0.100 0.8732 0.9597 0.8789 
0. 850 0.060 0.090 0.8636 0.9571 0.8698 
0.850 0.070 0.080 0.8588 0.9558 0.8653 
0.850 0. 800 0.070 0.8588 0.9558 0.8653 
0.850 0.090 0.060 0.8636 0.9571 0.8698 
0.850 0.100 0.050 0.8732 0.9597 0.8789 
0.850 0.110 0.040 0.8877 0.9639 0.8928 
0.850 0.120 0.030 0.9073 0.9697 0.9115 
0.850 0.130 0.020 0.9324 0.9774 0.9354 
0.850 0.140 0.010 0.9631 0.9874 0.9648 
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2 Table 29. Achievable significance levels of X and L tests 
P=(1/3,1/3,1/3), N=20 
2 X Significance Level L Significance Level 
0.0^ 0.0^ 
0.000009 0.0000-1 
0.000017 0.000017 
0.000050 0.000044 
0.000075 0.000110 
0.000102 0.000144 
0.000235 0.000169 
0.000502 0.000302 
0.000569 0.000519 
0.000959 0.000652 
0.001102 0.000941 
0.002103 0.001100 
0.002770 0.001367 
0.002987 0.001767 
0.003921 0.002701 
0.004210 0.003702 
0.004369^ 0.004369^ 
0.007170 0.006103 
0.013573 0.008704 
0.016175 0.011883 
0.022244 0.014685 
0.025428r 0.019354 
0.037563 0.025428^ 
0.045150 0.035829 
0.055556 0.047969 
0.069863 0.062276 
0.102091^ 0.070225 
0.138509J 0.077812 
0.176662^ 0.102091 
O.224354J 0.138509^ 
0.291122^ 0.176662^ 
0.331183^ 0.224354^ 
0.426566^ 0.291122^ 
0.480219 0.331183? 
0.613756 0.426566^ 
0.785445^ 0.480219? 
0.885598& 0.613756^ 
l.oa 0.785445? 
0.885598^ 
l.oa 
^Level achieved by both tests. 
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3. An example for k=4 
A final example, using k=4, N=10, P=(.25,.25,.25,.25) was 
computed to give further information about the relative merits 
of the two test criteria in various situations, and also to 
illustrate a possible graphical procedure for cases when K 
exceeds 3. There are at most 286 possible values of each of 
the test criteria and Table 30 shows the actual levels 
which can be achieved in the case of equiprobable cells. 
As in previous examples, there are a quite small number of 
2 
achievable levels. The X test has 18 in all, and the L 
test has 23, and of these, the tests have, including 0.0 and 
1.0, ten levels in common. 
The levels 0.016426 for and 0.015121 for L were 
chosen for use in a power comparison of the two test cri­
teria. In consideration of possible alternatives to the null 
P=(.25,.25,.25 ,.25) it is clear that the same graphical tech­
nique used in the case k=3 is not applicable. The contours 
of constant power become four dimensional and even using the 
constraint that the components of Q must sum to unity only 
reduces the dimensionality to three. Plotting techniques in 
three dimensions exist, but the interpretation of the re­
sulting plots is difficult. An alternative approach is to 
further reduce the dimensionality by considering those al­
ternatives Q having one component fixed at some value, or to 
consider alternatives constrained to have two or more 
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2 Table 30. Achievable significance levels of X and L tests, 
P={.25,.25,.25,.25), N=10 
2 
X Significance Level L Significance Level 
O.OOOOO4J 
o . o o o i i s r  
0.000633 
0.001663 
0.003036 
0.011276 
0.016426 
0.017868 
0.037094^ 
0.051514 
0.109192 
0.166870 
0.260597. 
0.431228^ 
0.719619J 
0.855804^ 
l.Oa 
O.OOOOO4J 
o . o o o i i s j  
0.000633 
0.002007 
0.003036 
0.005440 
0.006882 
0.015121 
0.034348 
0.037094 
0.065933 
0.080353 
0.138031 
0.174080 
0.250984 
0.308662 
0.344711 
0.431228^ 
0.719619^ 
0.783706 
0.855804 
l.oa 
^Level achieved by both tests. 
components always equal. The former approach was tried, 
with fixed at 0.25 but it yielded little information. The 
reason is that the power of both tests against alternatives 
with Q^=.25, is low for all choices of Q^t Q3 and and 
there is little difference between the two tests. The second 
suggestion was tried and the results appear in Figures 26 and 
27. Figure 26 shows the case where the alternative is of 
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Figure 26. Power of X and L against alternatives 
Q=(q,q,q,l-3q) 
Size (X^) = .016426, size (L) = .015121 
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Figure 27. Power of X and L against alternatives 
Q=(q.q.^^, 
size (X^)=.016426, size (L)=.015121 
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the form Q=(q,q,q, l-3q), q=.01(.01).33, and Figure 27 the 
case where alternatives are of the form Q=(q,q, ' ^~2^), 
q=.01(.01).49. The constraints on q are obviously necessary 
to ensure that Q is a probability vector. 
Figure 26 shows that, in the space of vectors Q=(q,q,q, 
2 l-3q), the X test seems preferable when q < 0.25, and the 
L test is slightly preferable for q > .25. Figure 27, whose 
symmetry reflects the symmetry of alternatives Q=(q,q, 
^~2^r ^2^) indicates that in this space of vectors Q, 
the L test seems uniformly preferable. All conclusions, 
of course, apply only when the null probability vector is 
P=(.25,.25,.25,.25) , and N=10. 
D. The Log Likelihood Ratio Test when 
the Alternative is Simple 
and Specified 
2 The previous computations have shown that the X and L 
tests, both used to test a simple null against unspecified 
2 
alternatives, perform in similar fashions. The X test seems 
preferable against some alternatives, and the L test against 
others. If, however, the alternative is simple, and fully 
specified so that the problem becomes one of evaluating M(P) 
when the only competitor is M(Q), the situation is different. 
The chi-square test uses the same statistic and does not 
consider the nature of the alternative, but the log likelihood 
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ratio statistic does change. The statistic derived from 5.1 
when Q is known is 
L* = -In t 
Oi 
= Zn. In =— , 
^ ^i 
and this statistic makes use of the knowledge of the alterna­
tive. It is not surprising that the test based on L* is 
2 better than the one based on X . In fact, the L* test, 
being the likelihood ratio test, is most powerful, as was 
proven by Neyman and Pearson (1928a). It seems interesting 
2 to compare X and L* to determine what losses accrue through 
failure to make use of the knowledge about Q in this case. 
There are some serious problems inherent in applying 
techniques similar to those used for L earlier in this 
chapter. Because L* depends on both P and Q it has a dif­
ferent null distribution for each choice of P and Q whereas 
2 the null distributions of X and L depend only on P. The 
ramification of this is that, for any given P, it is not 
possible to compute contours of constant power for a fixed 
size, because the null distribution, and hence the possible 
sizes of tests changes as Q is varied. In order to make 
meaningful comparisons this difficulty had to be circumvented. 
The method used was to approximate the distribution of L* by 
a continuous distribution function. In this way all sizes 
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are achievable and hence, for each Q it is possible to per­
form a test of the desired, prechosen size. For each P and 
Q, L* is a linear combination of the n^, random variables 
which are, asymptotically, multivariate normal with mean 
vector and covariance matrix depending on the true model. 
Under M (P) , n is MVN(vi,$), where y=NP=N (P^ ,. . . ,Pi ) , and 
t = 
Pid-P,) 
sym 
-P1P2 " 
Pgfl-Pg) . 
Under M(Q) the parameters are 
U = NQ, 
-Pl^k 
-P2Pk 
Pk(l-Pk) 
and 
t = 
Ql(l-Ql) 
sym 
-O1O2 
QzCl-Q,) 
-OlOk 
QkCi-Qk) 
A possible asymptotic approximation is to assume that, under 
M(P), L* ^  N(NyQ,NaQ) and under M(Q), L* ~ N(Np^,Na^), where 
the parameters, derived from the parameters of the limiting 
normal distribution of n are; 
153 
Pi = ZQ. In pi 
i 
and 
i 
2 2 )  - ( Z O i  I n  
i 
The adequacy of this approximation was examined for a variety 
of values of P, Q, and N and was seen to be remarkably 
accurate even for N=10. Now, to compute the power of any 
size test, it suffices to use the fact that, under M(P), 
and, under M{Q), 
L*-Nii . 
~ N(0,1) . 
If denotes the normal deviate such that l-a=$(Z^), the 
power of a test of size a will be, approximately 
1 - #(w). 
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where 
^ ^ 'WQ-Vl' , 
and this can be readily computed without reference to the 
2 
multinomial vectors n. In order to compare L* with X , 
the cases P^= (1/3,1/3,1/3), N=10, P= ( .1,. 2 ,. 7) , N=10, and 
P=(.45,.45,.1), N=10 were computed. The approximate power 
l-$(w) was computed for the vectors Q in the set 
5 = {Q= ,Q2 *03) 1 , ZQu=l}, and the contours of constant 
power were selected. Figures 28, 29 and 30 show the contours 
of approximately constant power for the three cases studied. 
In most cases the contours are similar in shape to those 
obtained previously, giving some support to the adequacy of 
the approximation. There are some apparent anomalies but 
these all occur for alternatives very close to the null and 
2 they do not affect the overall results. To compare the X 
and L* tests in this context it is necessary to compare 
Figures 28, 29, and 30 respectively with Figures 14, 17 and 20. 
These comparisons are facilitated by overlaid Figures 31, 32 
and 33, in which for clarity, only three contours are plotted 
for each test. 
The most general conclusion is that the L* test is 
clearly superior. There seem to be no directions in ÎÎ 
2 in which X outperforms L* on the basis of the criterion of 
comparison used. 
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E. Concluding Remarks 
The research described in this chapter has been directed 
towards answering a rather thorny question, namely, how does 
one compare two significance tests directed against un­
specified and composite alternatives? A procedure has been 
developed and illustrated, which uses efficient computational 
procedures and modern computer software and hardware to­
gether with generally known statistical theory to display a 
great deal of information about the situation under study. 
For rather moderate expenditure of time and money an experi­
menter or data analyst can obtain precise and detailed 
information, both graphical and numerical about the test 
he is using or contemplating, the specific examples studied 
have illustrated the power and flexibility of the procedure 
devised and have shown that there are definite and regular 
differences between the behavior of the two tests when N is 
2 
small. It has been seen that X seems definitely preferable 
in large regions of the space of alternatives, when 
P=(.l,.2,.7) or P= (.45, .45,.1) , N=10, and that as N increases 
from 10 to 20, the differences in power of the two tests tend 
to diminish. In the case of equiprobable null classes the 
differences between the two criteria are small, but in some 
cases regular patterns of differences exist. Finally it has 
2 been seen that, although the L* test is best, the X test 
performs remarkably well by comparison. 
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VI. SUMMARY, CONCLUSIONS AND 
RECOMMENDATIONS 
This dissertation has been concerned with the discussion 
and exploration of some methods of data evaluation and with 
some examination of ways in which modern computing equipment 
can play a large role in the problem of making sense of data. 
Testing significance in general, and the chi-square and like­
lihood ratio tests of goodness of fit in particular, are the 
specific topics in data evaluation studied. A working 
definition of a test of significance has been given, and some 
interesting properties were described. Tests of signifi­
cance have been contrasted with the Neyman-Pearson formu­
lation of tests of hypotheses. A test of significance can al­
ways be restated as an accept-reject rule for testing hy­
potheses. It was also shown by a simple example that tests of 
hypotheses do not always yield tests of significance which 
have any utility in data evaluation. The main shortcoming 
of Neyman-Pearson accept-reject rules is that they do not 
always have a desirable containment property, a fact which 
does not harm their performance in the situation for which 
they are designed, but which makes them of little value in 
gauging tenability of models or classes of models in the light 
of observed data. It seems essential from the viewpoint of 
evaluating the evidential content of an observed set of 
data, that significance at some level a must imply signifi­
164 
cance at all levels a' such that a*>a. The corresponding 
property in tests of hypotheses would require that the 
best critical region for a test of size a must contain the 
b6st critical regions for all tests of sizes less than a. 
That this property does not hold in general has been demon­
strated in the literature. When a uniformly most powerful 
test exists the property does hold, and the test of hy­
pothesis can be restated as a test of significance. This is 
not the case in general. A further example is added to the 
literature, illustrating that a minimax procedure for test­
ing hypotheses in a Neyman-Pearson setup, leads to a 
virtually useless test of significance. 
2 
The Pearson X test of goodness of fit was examined in 
great detail for the case of testing fit to a fully specified 
null multinomial model. The main thrust was a study of the 
behavior of the test for small samples, where the asymptotic 
results are of questionable value. The exact null distribu­
tion was computed for a number of different multinomial models 
and exact achievable levels were determined for use in power 
studies. It was observed that, in general, the upper 95% 
point of the exact distribution of X was approximated quite 
2 
well by the % distribution, but that the approximation is 
poor for the extreme upper tail. A computational procedure 
2 
was suggested as a compromise between using the tabulated x 
value and always computing the exact distribution of the 
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criterion. For small levels of significance it seems 
desirable to compute the exact level and computational 
efficiencies were pointed out for this case. 
2 Using the exact null distribution of the X statistic, 
the power of the test was studied. Various approximations for 
the power were compared with the exact values. It was con­
cluded that a new approximation, computed by fitting a two 
parameter gamma distribution using the true mean and variance 
2 
of X under alternatives, gave decidedly more reliable indi­
cations of the power of the test than was given by the 
asymptotic result involving the non-central chi-square dis­
tribution. 
The final part of the research consisted of a comparison 
2 
of the X and log-likelihood ratio tests of goodness of fit. 
The two tests were compared for a variety of null multinomial 
models, using as a measure of merit their powers against 
various alternatives. In a number of cases, contours of 
constant power were computed and plotted for both tests. This 
plotting technique permits rapid visual comparison of the 
performance of the two tests, and yields information about 
the directions in the parameter space in which one test out­
performs another. In cases where full graphical representa­
tion is not possible, two techniques were suggested and illus­
trated. One approach is to compute the exact power of one of 
the tests for those alternatives which compose a contour of 
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constant power for the other test, adjustment being made for 
the fact that the two tests may not have the same achievable 
sizes. The other approach is to consider alternatives con­
strained in such a way that the dimensionality of the 
parameter space is reduced to permit use of plotting methods. 
The information yielded in this case is, of course, not com­
plete, but it does illustrate how prior information on the 
nature of possible alternatives can be incorporated into the 
evaluation procedure. The results of this section were mildly 
surprising. It has been shown in the literature that the log 
likelihood ratio test L is, in a certain mathematical sense, 
2 
asymptotically optimal, and better than the X test, and yet 
2 it was seen that, on the basis of the cases studied, the X 
2 test performed very well. In some cases the X test was 
clearly superior to the L test, and in almost all cases it 
was possible to isolate regions in the parameter space 
2 
where the X test was preferable. The relative differences 
between the two tests were seen to diminish as the sample 
size, N, increased. 
This research has demonstrated the utility of the com­
puter as a powerful tool in the application and study of some 
statistical techniques. Procedures have been developed for 
the determination of the exact distribution and properties' 
of discrete-valued test statistics. An heuristic approach 
to the comparison of tests of significance has been developed 
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2 
and used to compare the X and log likelihood ratio test 
procedures. The computer has been used extensively in the 
preparation of tables and plots useful for the evaluation of 
the two procedures. 
Future research in this direction should consider the 
integration of the procedures described herein for the deter­
mination of the exact properties of test statistics into a 
general purpose data evaluation package. Other elements of 
the program package might include other tests for goodness 
of fit, plotting of likelihood functions, transformations of 
the data, and examination of residuals from fitted models. 
2 The research on the X and L tests could be extended to cases 
in which the null hypothesis is composite, cases in which the 
statistics are being used to test fit to continuous distribu­
tions, and to more cases of the type studied. 
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