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Abstract. This paper contains some estimates for the integral-uniform norm and
the uniform norm of a wide class of random polynomials. The family of integral-
uniform norms introduced in [6] is a natural generalization of the maximum norm
taken over a net. We prove some properties of the integral-uniform norms. The given
application of the established estimates demonstrates that the integral-uniform norms
may be useful whenever one is interested in the properties of a function distribution.
Key words: integral-uniform norm; random polynomials with respect to a general
function system; trigonometric polynomials with random coefficients.
1. Introduction
In this paper some estimates for mathematical expectation of norms of random
polynomials of the type
(1)
n∑
j=1
ajξj(ω)fj(x)
are presented. Here {ξi}n1 is a set of independent random values defined on (Ω,P)
and {fi}n1 is a set of functions on another probability space (X, µ). The norms here are
taken in a space of functions, which depend only on the space variable x with fixed ω.
Similar estimates for various systems of functions {fi}n1 and random variables {ξi}n1
have been widely applied in analysis since 1930s. In 1954 Salem and Zygmund [14]
established a number of estimates for the uniform norm of random trigonometric poly-
nomials. In particular in [14], it was shown that
E‖
n∑
k=−n
rk(ω)e
ikt‖∞ ≍ (n logn)1/2,
where rk(ω) are the Rademacher functions, here and further the expression An ≍ Bn
stands for cAn ≤ Bn ≤ CAn with some constants c, C. This estimate along with
Khinchin’s inequality reflects subtle differences between a finite dimensional subspace
of L∞ and its natural embeddings in Lp spaces with 1 ≤ p <∞.
By now various methods for estimating the uniform norm of random polynomials (1)
have been developed (e.g. see [5], [8], [9]). A first lower estimate for the uniform norm
Almost the same text was published in East J. Approximation 2001 v. 7 no. 4 pp. 445–469.
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of a random polynomial (1) with respect to a general function system was established
by Kashin and Tzafriri in [5]–[7], this result will be formulated in Section 2.
In [6] Kashin and Tzafriri introduced the following norm
(2) ‖f‖m,∞ :=
∫
X
...
∫
X
max
{|f(x1)|, ..., |f(xm)|}dµ(x1)...dµ(xm),
where f is a function defined on a measure space (X, µ), µ(X) = 1. This norm
is a natural generalization of ‖ · ‖∞–norm taken over a net, we call it the integral-
uniform norm. One can easily see that for every integrable function f ∈ L1(X) we get
‖f‖1 = ‖f‖1,∞ and
(3) ‖f‖m,∞ =
∫ ∞
0
(
1− (1− λf(t))m
)
dt,
where
λf(t) := µ{τ : |f(τ)| > t}.
It is also easy to notice, that for f ∈ L∞(X) the following inequalities take place
‖f‖1 ≤ ‖f‖m,∞ ≤ ‖f‖∞ and ‖f‖m,∞ → ‖f‖∞ as m → ∞. Using a trivial inequality
max(|a|, |b|) ≤ |a|+ |b| and the definition of the integral-uniform norm (2), we get
(4) ‖f‖n,∞ ≤
( n
m
+ 1
)‖f‖m,∞, m < n
for all f ∈ L1(X). For the integral-uniform norm of an indicator χ∆ of a set ∆ ⊂ X
the identity (3) implies
(5) ‖χ∆‖m,∞ = 1− (1− µ∆)m,
Thus, if we take m of order 1/µ∆ then ‖χ∆‖m,∞ is of order one.
The technique used in [5], [7] for estimating the uniform norm of random polynomials
turned out to be applicable for estimating the integral-uniform norm (2). In fact, an
estimate for the integral-uniform norm of random polynomials (1) for a special case of
parameter m was implicitly obtained in [5]–[7].
In Section 2 we present some generalizations of the results from [5]–[7] for both the
case of the ‖ · ‖m,∞–norm with an arbitrary parameter m and a wider class of function
systems {fi}n1 . The generalizations are obtained by the same method as in [5]–[7],
which relies on a multidimensional version of the central limit theorem with precise
estimate of the error term. In Section 3 we shall show that under some additional
constraints on {ξi}n1 and m the established estimate is precise in sense of order. In
Section 4 we mention some properties of the integral-uniform norm, in particular,
its properties are illustrated on some inequalities for the integral-uniform norms of
trigonometric polynomials. In addition, in Section 4 we present an application of the
established estimates. This application uses a simple geometrical lemma which could
be of independent interest. Most of the results have presented here been announced
by the author in [3].
I would like to express my special thanks to B.S. Kashin for his numerous useful
comments and advices, also I am very grateful to E.M. Semenov for interesting discus-
sions.
ESTIMATES FOR NORMS OF RANDOM POLYNOMIALS 3
2. The lower estimates for the integral-uniform norms of random
polynomials.
In [6], [7] Kashin and Tzafrifi proved that whenever systems of functions {fi}ni=1
and {ξi}ni=1, defined on probability spaces (X, µ) and (Ω,P) respectively, satisfy the
following conditions
(a) ‖fi‖2 = 1 and ‖fi‖3 ≤ M for every i;
(b) ‖∑ni=1 cifi‖2 ≤M(∑ni=1 |ci|2)1/2 for all sets of coefficients {ci}n1 ;
(c) {ξi}n1 are independent variables, such that Eξi = 0, E|ξi|2 = 1 and (E|ξi|3) ≤M3.
Then there exist positive constants q = q(M), Cj = Cj(M), j = 1, 2, 3 such that
(6) P
{
ω ∈ Ω : ‖
n∑
i=1
aiξi(ω)fi‖L∞(X) ≤ C1
( n∑
i=1
|ai|2
) 1
2
(1 + logR)
1
2
}
≤ C2
Rq
,
where
(7) R :=
(
∑n
i=1 |ai|2)2∑n
i=1 |ai|4
,
and hence
(8) E‖
n∑
i=1
aiξifi‖L∞(X) ≥ C3
( n∑
i=1
|ai|2
)1/2
(1 + logR)1/2.
The proof of these estimates practically involved the estimate of ‖∑n1 aiξifi‖m,∞ for a
special value of parameter m, precisely m ≍ (1 + logR)2R1/2+ε.
In this paper a generalization of the inequalities (6), (8) for both the case of integral-
uniform norm and a wider class of random polynomials is established. In particular, it
is shown that if R({ai}n1 ) ≍ n then the estimates (6), (8) stay true whenever functions
{fi}n1 satisfy instead of (b) the following condition
(b′) ‖∑ni=1 cifi‖2 ≤ Mnp(∑ni=1 |ci|2)1/2 for all sets of coefficients {ci}n1 with some
constants M > 0 and p ∈ [0, 1/2).
Theorem 1. Let {fi}ni=1 and {ξi}ni=1 be sets of functions defined on probability spaces
(X, µ) and (Ω,P) respectively, which satisfy (a) and (c). Let also {ai}n1 be a fixed set
of coefficients and for all sets of coefficients {ci}n1 the following inequality hold
‖
n∑
i=1
cifi‖2 ≤M
[
R({ai})
]p( n∑
i=1
|ci|2
)1/2
,
where R = R({ai}) defined by (7); M > 0 and p ∈ [0, 1/2) are some constants.
Then there exist positive constants q′ = q′(p), C ′j = C
′
j(p,M), j = 1, 2, 3 such that the
following estimates take place
(9) P
{
ω ∈ Ω : ‖
n∑
i=1
aiξi(ω)fi‖m,∞ ≤ C ′1
( n∑
i=1
|ai|2 logP
)1/2}
≤ C
′
2
P q′
,
(10) E‖
n∑
i=1
aiξifi‖m,∞ ≥ C ′3
( n∑
i=1
|ai|2 logP
)1/2
,
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where P := min(m,R) + 1.
Corollary 1. Let the coefficients {ai}n1 satisfy R({ai}n1 ) ≍ n and functions {fi}n1 and
{ξi}n1 satisfy (a) and (c) respectively. Let also {fi}n1 satisfy
‖
n∑
i=1
εifi‖2 ≤ Mn 12+p
for all signs εi = ±1 with some constants p ∈ [0, 1/2), M > 0. Then the estimates (9),
(10) hold for the random polynomial (1).
To prove the Corollary it suffices to notice that Lemma from Sec. 4 implies the
condition (b′) (with another p ∈ [0, 1
2
)) for the functions {fi}n1 .
The proof of Theorem 1 essentially follows the pattern of the proof of (6), (8) from [7].
In Section 3 it is shown that under some additional constraints on ξk and m the
estimate (10) is precise in sense of order.
Proof of Theorem 1.
Step 1. We can re-scale the coefficients {ai}ni=1 so that
∑n
1 |ai|2 = 1. Let ε = ε(M) =
1
4
( 3
4M2
)3. Consider the set
E1 :=
{
x :
n∑
i=1
|ai|3|fi(x)|3 < M
3
ε
n∑
i=1
|ai|3
}
.
Then assumption (a) and Chebyshev’s inequality imply
µ(Ec1)
M3
ε
n∑
i=1
|ai|3 ≤
∫
Ω
n∑
i=1
|ai|3|fi(x)|3dµ(x) ≤M3
n∑
i=1
|ai|3,
so it follows that µE1 ≥ 1− ε.
Next consider the function
f(x) :=
n∑
i=1
|ai|2|fi(x)|2,
which satisfies ‖f‖1 = 1 and
‖f‖3/2 ≤
n∑
i=1
|ai|2‖f 2i ‖3/2 =
n∑
i=1
|ai|2‖fi‖23 ≤M2.
Consider also the set E2 :=
{
x : f(x) > 1
4
}
. Since
∫
Ec2
f ≤ 1
4
it follows
3
4
≤
∫
E2
f ≤ ‖f‖3/2µ(E2)1/3 ≤M2µ(E2)1/3
and therefore µE2 ≥ ( 34M2 )3. Now consider the set
E3 :=
{
x ∈ E2 : f(x) < 2
(4M2
3
)3}
.
For measure µ(E2 \ E3) we have the estimate
2
(4M2
3
)3
(µE2 − µE3) ≤
∫
E2\E3
f(x)dµ(x) ≤ ‖f‖1 = 1
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so that
µE3 ≥ 1
2
( 3
4M2
)3
= 2ε.
Finally note that the set E := E1 ∩ E3 has the following properties
(i) µE ≥ ε(M) = 1
4
( 3
4M2
)3;
(ii)
∑n
i=1 |ai|3|fi(x)|3 < 25627 M9
∑n
i=1 |ai|3 for all x ∈ E;
(iii) For x ∈ E the function f(x) =∑ni=1 |ai|2|fi(x)|2 satisfies
1
4
< f(x) < 2
(4M2
3
)
=: γ(M).
Step 2. Define a new measure ν on X by
dν(x) =
{
dµ(x), x ∈ Ec
f(x)µ(E)∫
E
f(y)dµ
dµ(x), x ∈ E.
One can easily see that ν is a probability measure on X . Define also functions gi(x),
1 ≤ i ≤ n by
gi(x) :=
{
fi(x), x ∈ Ec
fi(x)
( ∫
E f(y)dµ
f(x)µ(E)
)1/2
, x ∈ E.
The functions gi have the following properties:
(i) ‖gi‖L2(ν) = 1 for 1 ≤ i ≤ n;
(ii) ‖∑ni=1 cigi‖L2(ν) = ‖∑ni=1 cifi‖L2(µ) ≤MRp(∑ni=1 |ci|2)1/2 for all sets of coeffi-
cients {ci}ni=1;
(iii) For all x ∈ E the following identity takes place
g(x) :=
n∑
i=1
|ai|2|gi(x)|2 = 1
µE
∫
E
f(y)dµ(y) =: K2,
and 1
4
≤ K2 < γ(M);
(iv)
n∑
i=1
|ai|3|gi(x)|3 ≤ β(M)
n∑
i=1
|ai|3
for all x ∈ E, where β(M) = 105M18;
(v) Finally note that for x ∈ E and ω ∈ Ω a.s.
|
n∑
i=1
aiξi(ω)gi(x)| ≤ 5M3|
n∑
i=1
aiξi(ω)fi(x)|.
Step 3. Note that if there exists a set F ⊂ Em such that νm(F ) ≥ (νE)m/2 and for
some ω0 ∈ Ω
max
1≤j≤m
(| n∑
i=1
aiξi(ω0)gi(xj)|
) ≥ ρ for (x1, . . . , xm) ∈ F,
then for the set
F0 =
{
x ∈ E : ∣∣ n∑
i=1
aiξi(ω0)gi(x)
∣∣ ≥ ρ}
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we have (νE − νF0)m ≤ (νE)m/2 so that
µF0 ≥ C(M)νF0 ≥ C(M)
[
1−
(1
2
)1/m]
νE.
Taking into account (v) and (iii) from step 2 (see also (5)), we get
‖
n∑
i=1
aiξi(ω0)fi(x)‖µ,m,∞ ≥ ‖χF0(x) ·
n∑
i=1
aiξi(ω0)fi(x)‖µ,m,∞
≥ ρ
5M3
‖χF0‖µ,m,∞ =
ρ
5M3
(
1− (1− µF0)m
)
≥ ρ
5M3
(
1−
(
1− C(M)
[
1−
(1
2
) 1
m
]
νE
)m)
.
Using the inequality 1− (1
2
) 1
m ≥ 1
2m
and (i) from step 1 we get
‖
n∑
i=1
aiξi(ω0)fi(x)‖µ,m,∞ ≥ ρ
5M3
(
1−
(
1− C(M)νE
2m
)m)
≥ C ′(M)ρ.
Thus, to prove (9) for {fi}n1 on (X, µ) it suffices to prove it for {gi}n1 on (X, ν).
Define F ⊂ Em by
F :=
{
(xj)
m
j=1 ∈ Em :
1
m2
m∑
j,k=1
j 6=k
|
n∑
i=1
|ai|2|gi(xj)gi(xk)|2 ≤ 2
(MRp
ε(M)
)2 n∑
i=1
|ai|4
}
.
To estimate νF notice that
1
ν(E)m
∫
E
. . .
∫
E
1
m2
m∑
j,k=1
j 6=k
∣∣∣ n∑
i=1
|ai|2gi(xj)gi(xk)
∣∣∣2dν(x1) . . . dν(xm)
≤ 1
(ν(E)m)2
m∑
j,k=1
j 6=k
∫
E
∫
E
∣∣∣ n∑
i=1
|ai|2gi(xj)gi(xk)
∣∣∣2dν(xj)dν(xk)
≤
[ MRp
ν(E)m
]2 m∑
j,k=1
j 6=k
∫
E
n∑
i=1
|ai|4|gi(xj)|2dν(xj) ≤
[MRp
ε(M)
]2 n∑
i=1
|ai|4.
From Chebyshev’s inequality we have νm(F ) ≥ ν(E)m/2.
Step 4. For x ∈ E and ρ > 0 define
Eρ(x) :=
{
ω ∈ Ω :
n∑
i=1
aiξi(ω)gi(x) > ρ
}
.
As we have seen in step 3 in order to prove the theorem it suffices to show that there
exist some constants α(M, p) ∈ (0, 1), q′ = q′(p) > 0 and K0(M) such that for every
(xj)
m
j=1 ∈ F and ρ := αK(2 logP )1/2 the following estimate takes place
(∗) P
{
Ω \
m⋃
j=1
Eρ(xj)
}
≤ K0P−q′.
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For fixed (xj)
m
j=1 ∈ F set
η(ω) :=
m∑
j=1
χEρ(xj)(ω).
Note that if P
(⋃m
j=1Eρ(xj)
)
< κ for some κ, then by Cauchy-Schwartz inequality we
get
E|η| ≤ (E|η|2)1/2P( m⋃
j=1
Eρ(xj)
)1/2
< κ1/2(E|η|2)1/2.
Thus, the inequality
(∗∗) E|η| ≥ (1−K0P−q′)(E|η|2)1/2
implies (*) and therefore (9). The aim of the remaining steps is to prove (**).
Step 5. In order to prove (**) we shall use a sharper version of the central limit theorem
with an estimate for the error term. We use the following result due to Rotar’ [13] (or
see Corollary 17.2 in [1]).
Proposition 1. Let {Xi}hi=1 be a set of random vectors in Rd such that EXi = 0,
1 ≤ i ≤ h then
sup
A∈C
|Qh(A)− Φ0,V (A)| ≤ K1(d)h−1/2ρ3λ−3/2,
where K1(d) <∞ is a constant, C denotes the class of all Borel convex subsets of Rd,
ρ3 := h
−1
h∑
i=1
E|Xi|3,
λ is the smallest eigenvalue of the matrix V = h−1
∑h
1 cov(Xi) ( recall that the co-
variance matrix of a random vector Y = (y1, . . . , yd) such that EY = 0 defined by
cov(Y ) :=
{
E(yjyk)
}d
j,k=1
), Q(A) is the probability that h−1/2
∑h
i=1Xi belongs to a
convex set A and, finally, Φ0,V denotes the normal distribution with the density
φ0,V (Y ) := (2pi)
−d/2(det V )−1/2 exp
{− 1
2
(Y, V −1Y )
}
, Y ∈ Rd.
We shall apply Proposition 1 twice: for one- and two-dimensional cases.
For fixed x ∈ E let
Xi(ω) := aiξi(ω)gi(x) 1 ≤ i ≤ n.
Then
ρ3 =
1
n
n∑
i=1
E|Xi|3 = 1
n
n∑
i=1
|ai|3E|ξi|3|gi(x)|3 ≤
≤ M
3
n
n∑
i=1
|ai|3|gi(x)|3 ≤ M
3β(M)
n
n∑
i=1
|ai|3,
λ = V =
1
n
n∑
i=1
cov(Xi) =
1
n
n∑
i=1
|ai|2E|ξi|2|gi(x)|2 = K
2
n
.
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So Preposition 1 implies∣∣P(Eρ(x))− 1
K
( n
2pi
)1/2 ∫ ∞
ρ√
n
e−
y2n
2K2 dy
∣∣ ≤ K1M3β(M)
K3
n∑
i=1
|ai|3.
By a change of variable in the integral we get∣∣P(Eρ(x))− 1
(2pi)1/2K
∫ ∞
ρ
e−
y2
2K2 dy
∣∣ ≤ K2(M) n∑
i=1
|ai|3 ≤ K2
( n∑
i=1
|ai|4
) 1
2 =
K2
R1/2
.
It is well-known that ∫ ∞
z
e−t
2/2dt ≍ 1
z
e−z
2/2, z > 1.
Therefore, when α(M, p) satisfies 0 < α2 < 1/2 and R > R0(M) we can neglect the
error term in the application of the central limit theorem, so we have
P(Eρ(x)) ≍ Kρ−1e−
ρ2
2K2
which implies
E|η| :=
m∑
j=1
P(Eρ(xj)) ≍ mKρ−1e−
ρ2
2K2 .
Note here, that by taking if necessary K0(M) large enough we can neglect the
case R < R0(M).
Note that
E|η|2 =
m∑
j=1
P(Eρ(xj)) +
m∑
j,k=1
j 6=k
P(Eρ(xj) ∩ Eρ(xk)) =
= E|η|+
m∑
j,k=1
j 6=k
P(Eρ(xj) ∩ Eρ(xk))
and E|η| ≤ K3m−1/2(E|η|)2 ≤ K3P−1/2(E|η|)2, where K3 = K3(M) > 0. So to
prove (**) it is enough to show that
(∗ ∗ ∗)
m∑
j,k=1
j 6=k
P
(
Eρ(xj) ∩ Eρ(xk)
) ≤ (1 +K4P−q′)(E|η|)2
for some constants K4 = K4(M, p) > 0, q
′ = q′(M) > 0, α(M, p) > 0.
Step 6. Let us split the index set
{
(i, j) : 1 ≤ i 6= j ≤ n} into two sets. Let
σ1 =
{
(j, k) : 1 ≤ j 6= k ≤ m, |
n∑
i=1
|ai|2gi(xj)gi(xk)| < 1
8
}
.
Since (xj)
n
j=1 ∈ F (see Step 3) it follows that
|σc1| ≤ 82
m∑
j,k=1
j 6=k
|
n∑
i=1
|ai|2gi(xj)gi(xk)|2 ≤ 128
(mMRp
ε(M)
)2 n∑
i=1
|ai|4 = 128
R
(mMRp
ε(M)
)2
.
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Thus, whenever α2(M, p) < 1/2− p we have∑
(j,k)∈σc1
P
(
Eρ(xj) ∩ Eρ(xk)
) ≤ 128
R
(mMRp
ε(M)
)2
ρ−1e−
ρ2
2K2 <
K4(M)
R1/2−p
(E|η|)2.
Step 7. For fixed pair s = (j, k) ∈ σ1 consider a set of 2-dimensional random vectors
defined by
Xsi (ω) := (aiξi(ω)gi(xj), aiξi(ω)gi(xk)); 1 ≤ i ≤ n.
To estimate the error term in the central limit theorem for these random vectors, notice
that
ρs3 :=
1
n
n∑
i=1
|ai|3E|ξi|3
(|gi(xj)|2 + |gi(xk)|2)3/2 ≤ 8M3β(M)
n
n∑
i=1
|ai|3,
V s =
1
n
 ∑ni=1 |ai|2|gi(xj)|2 ∑ni=1 |ai|2gi(xj)gi(xk)∑n
i=1 |ai|2gi(xj)gi(xk)
∑n
i=1 |ai|2|gi(xk)|2

=
1
n
 K2 ∑ni=1 |ai|2gi(xj)gi(xk)∑n
i=1 |ai|2gi(xj)gi(xk) K2
 .
Hence,
det V s =
1
n2
(
K4 − ∣∣ n∑
i=1
|ai|2gi(xj)gi(xk)
∣∣2) > 1
n2
(
1
16
− 1
64
) =
3
64n2
,
and
trace V s =
2K2
n
.
Note that the matrix V s is positive so both its eigenvalues are positive. Let λ2 ≥ λ1 > 0
be the eigenvalues, taking into account that λ1 + λ2 = trace V
s = 2K2/n, we get
3
64n2
< det V s = λ2λ1 <
2K2
n
λ1,
hence,
λ1 >
3
128nK2
.
So the central limit theorem (Proposition 1) for Xsi gives∣∣∣P(Eρ(xj) ∩ Eρ(xk))− 1
2pi(detV s)1/2
∫ ∞
ρ√
n
∫ ∞
ρ√
n
e−
1
2
(Y,(V s)−1Y )dy1dy2
∣∣∣ ≤
≤ K1(2)n−1/2ρs3λ−3/21 < K5
n∑
i=1
|ai|3,
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for a constant K5 = K5(M) <∞. Taking into account
∑n
i=1 |ai|3 ≤ R−1/2, we get∑
s=(j,k)∈σ1
P(Eρ(xj) ∩ Eρ(xk)) <
< K5
m2
R1/2
+
∫ ∞
ρ
∫ ∞
ρ
∑
s∈σ1
1
2pi(detnV s)1/2
e−
1
2
(Y,(nV s)−1Y )dy1dy2.
If we choose α(M) < 1/5 the error term K5m
2R−1/2 ≤ K6(M)R−1/4(E|η|)2, thus, to
prove (***) it remains to estimate the integral term∫ ∞
ρ
∫ ∞
ρ
∑
s∈σ1
1
2pi(detnV s)1/2
e−
1
2
(Y,(nV s)−1Y )dy1dy2.
We shall compare it with the expression∑
(j,k)∈σ1
P(Eρ(xj)) · P(Eρ(xk)) =
∫ ∞
ρ
∫ ∞
ρ
∑
s∈σ1
1
2piK2
e−
1
2K2
(y21+y
2
2)dy1dy2 + w
=
|σ1|
2piK2
∫ ∞
ρ
∫ ∞
ρ
e−
1
2K2
(y21+y
2
2)dy1dy2 + w,
where w ≤ 2K2m2R−1/2 (see Step 5), as before we can ensure that w = o(R−1/4)(E|η|)2.
In order to compare the two integral expressions, notice that
(nV s)−1 =
1
det(nV s)
 K2 −∑ni=1 |ai|2gi(xj)gi(xk)
−∑ni=1 |ai|2gi(xj)gi(xk) K2
 .
Let
cs :=
n∑
i=1
|ai|2gi(xj)gi(xk) for s = (i, j) ∈ σ1,
then
(nV s)−1 =
 K
2
K4−|cs|2
− cs
K4−|cs|2
− cs
K4−|cs|2
K2
K4−|cs|2
 .
Now we have∫ ∞
ρ
∫ ∞
ρ
∑
s∈σ1
1
2pi(detnV s)1/2
e−
1
2
(Y,(nV s)−1Y )dy1dy2 =
=
∫ ∞
ρ
∫ ∞
ρ
∑
s∈σ1
1
2pi(K4 − |cs|2)1/2 exp
(
− K
2(y21 + y
2
2)
2(K4 − |cs|2) +
csy1y2
K4 − |cs|2
)
dy1dy2.
Let also
as :=
K2
K4 − |cs|2 ; bs :=
cs
K4 − |cs|2 , s ∈ σ1.
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Notice, that for any L > 1 the following inequality holds∫ ∞
Lρ
∫ ∞
ρ
∑
s∈σ1
1
2pi(K4 − |cs|2)1/2 e
{− as
2
(y21+y
2
2)+bsy1y2}dy1dy2 ≤
≤ 4
∫ ∞
Lρ
∫ ∞
ρ
∑
s∈σ1
e−
as−bs
2
(y21+y
2
2)dy1dy2 ≍ 1
Lρ2
∑
s∈σ1
e−
as−bs
2
(L2+1)ρ2 .
Since for all s ∈ σ1 we have
as − bs = K
2 − cs
K4 − |cs|2 =
1
K2 + cs
≥ 1
γ(M) + 1
8
=: γ′(M) > 0,
it follows that∫ ∞
Lρ
∫ ∞
ρ
∑
s∈σ1
1
2pi(det(nV s))1/2
e{−
as
2
(y21+y
2
2)+bsy1y2}dy1dy2 ≤ K7m
2
Lρ2
e−
1
2
γ′(L2+1)ρ2 .
Set L2 + 1 := 4
γ′(M)K2 and get
K7m
2
Lρ2
e−
1
2
γ′(M)(L2+1)ρ2 ≤ K8(M) (E|η|)
2
P α2(M,p)
with a constant K8(M) < ∞. Therefore, there exists a constant K9(M) < ∞ such
that whenever α2(M, p) < 1/5 the following inequality holds∑
(j,k)∈σ1
P(Eρ(xj)) ∩ P(Eρ(xk)) ≤ K9(M)(E|η|)
2
P α2
+
+
∫ Lρ
ρ
∫ Lρ
ρ
∑
s∈σ1
exp
{− as
2
(y21 + y
2
2) + bsy1y2
}
2pi(det(nV s))1/2
dy1dy2.
Step 8. To finish the proof of the Theorem it remains to compare the expression
A :=
∑
s∈σ1
1
2pi(det(nV s))1/2
e{−
as
2
(y21+y
2
2)+bsy1y2}
with the expression
B :=
1
2piK2
|σ1|e−
1
2K2
(y21+y
2
2)
in the range ρ ≤ y1, y2 ≤ Lρ. We are going to show that A ≤ B(1+K10R−q′) pointwise
in that range with some constants K10(M) <∞, q′(p) > 0. In fact, assume for a mo-
ment we have shown it, then integrate this inequality over the domain ρ ≤ y1, y2 ≤ Lρ
and get∫ Lρ
ρ
∫ Lρ
ρ
∑
s∈σ1
1
2pi(det(nV s))1/2
e{−
as
2
(y21+y
2
2)+bsy1y2}dy1dy2 <
< (1 +
K10
Rq′
)
∫ ∞
ρ
∫ ∞
ρ
|σ1|
2piK2
e−
y21+y
2
2
2K2 dy1dy2 ≤ (1 + K10
Rq′
)
(
(E|η|)2 + w),
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where the error term w = o(R−1/4)(E|η|)2 (see step 7). This finally implies (***) and,
thus, the theorem statement.
To prove this inequality split the index set σ1 into subsets
σr :=
{
s ∈ σ1 : 2−r ≤ |cs| < 2−r+1
}
, r = 4, 5, . . . .
Clearly, σ1 =
⋃
r≥4 σr. We can estimate |σr| as follows (see Step 3)
|σr|
22r
≤
∑
s∈σ1
|cs|2 ≤ 2m2
(MRp
ε(M)
)2 n∑
i=1
|ai|4
so that
|σr| ≤ min
(
m2, 22r+1
(MRp
ε(M)
)2m2
R
)
.
For s ∈ σr and ρ ≤ y1, y2 ≤ Lρ we have∣∣(as − 1
K2
)(y21 + y
2
2)− 2bsy1y2
∣∣ = ∣∣(cs/K)2(y21 + y22)− 2csy1y2
K4 − c2s
∣∣ ≤
≤ 25(2−2r+2(y21 + y22) + 2−r+2y1y2) ≤ 200 · 2−rL2ρ2.
Moreover, if s ∈ σr with r ≥ 4, then
det(nV s) = K4 − c2s ≥ K4 − 2−2r+2 ≥
K4
(1 +K112−r)2
,
where K11 is an absolute constant. Now we can say that
A ≤ B · S|σ1| ,
where
S :=
∞∑
r=4
|σr|(1 +K112−r)e 2002r L2ρ2 =
[ 1−2p
4
log2 R]∑
r=4
+
∞∑
[ 1−2p
4
log2 R]+1
= S1 + S2.
We can estimate S1 as follows
S1 ≤ 1− 2p
4
log2R · 2R
1−2p
2
(MRp
ε(M)
)2m2
R
(
1 +
K11
16
)
e
200
16
L2ρ2.
Notice, that e
200
16
L2ρ2 = P
200
8
α2K2L2 . Choose α(M, p) such that
200
8
α2K2L2 <
1− 2p
20
.
This condition on α(M, p) is compatible with the previously imposed ones
(α2 < min{1
2
− p, 1
25
}). So we get
S1 ≤ K12|σ1|R−
1−2p
3
with a constant K12 = K12(M, p) <∞. Further,
S2 ≤
∑
r>[ 1−2p
4
log2 R]
|σr|(1 +K11R
−(1−2p)
4 )(1 +K13R
−(1−2p)
5 ) ≤ |σ1|(1 +K14R
−(1−2p)
5 )
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with some constants K13 = K13(M, p) and K14 = K14(M, p) <∞. Thus, we have
|S| ≤ (1 + (K12 +K14)R−(1−2p)/5)|σ1|
which implies A ≤ B(1 +K10R−(1−2p)/5) and completes the proof of Theorem 1.
3. The upper estimate.
Let us show now that with some restrictions on {ξk}n1 and m ≤ n the estimate (10)
is precise in sense of order. The following theorem states this explicitly.
Theorem 2. Let ξk be independent variables for which the following exponential esti-
mate takes place
(11) P
{∣∣ n∑
k=1
ckξk
∣∣ > t( n∑
k=1
c2k
)1/2} ≤ C4e−t2C5
for all sets of coefficients {ck}n1 with some absolute positive constants C4, C5. Then
(12) E‖
n∑
k=1
ξkfk‖m,∞ ≤ C6
∥∥( n∑
k=1
|fk|2
)1/2∥∥
m,∞
·
√
1 + logm
for all function systems {fk}n1 ⊂ L1(X) and allm ≥ 1 with an absolute constant C6 > 0.
And since for all bounded functions f ∈ L∞ the integral-uniform norm ‖f‖m,∞ ≤ ‖f‖∞
for bounded functions (12) implies
E‖
n∑
k=1
ξkfk‖m,∞ ≤ C6
( n∑
k=1
‖fk‖2∞
)1/2
·
√
1 + logm.
Proof. For x ∈ X define
ηx(ω) :=
n∑
k=1
fk(x)ξk(ω);
µt(x1, . . . , xm) := P
{
max
1≤h≤m
(|ηxh|) > t max
1≤h≤m
( n∑
k=1
|fk(xh)|2
)1/2}
.
Using the exponential estimate (11), we get that
µt(x1, . . . , xm) ≤
m∑
h=1
P
{
|ηxh| > t max
1≤h≤m
( n∑
k=1
|fk(xh)|2
)1/2}
≤ mC4e−C5t2 .
Note that for t0 =
(
3
C5
logm
)1/2
we have µt0(x1, . . . , xm) ≤ C4m−2. Now we can
estimate
E max
1≤h≤m
|ηxh| ≤
(
max
1≤h≤m
n∑
k=1
|fk(xh)|2
)1/2(√ 3
C5
logm+
∞∑
t=t0
(t+ 1)µt(x1, . . . , xm)
)
≤
(
max
1≤h≤m
n∑
k=1
|fk(xh)|2
)1/2(√ 3
C5
logm+ C4m
∞∑
t=t0
(t + 1)e−C5t
2
)
≤ C max
1≤h≤m
( n∑
k=1
|fk(xh)|2
)1/2√
1 + logm.
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Integrating the last inequality with respect to x1, . . . , xm, we get (see (2))
E
∥∥ n∑
k=1
ξkfk
∥∥
m,∞
≤
∫
X
. . .
∫
X
E max
1≤h≤m
|ηxh|dµ(x1) . . . dµ(xm)
≤ C
∥∥∥( n∑
k=1
|fk|2(1 + logm)
)1/2∥∥∥
m,∞
.
This completes the proof.
Corollary 2. For uniformly bounded functions {fk}n1 ⊂ L∞(X) with ‖fk‖∞ ≤ M
and independent random variables {ξk}n1 , satisfying the exponential estimate (11),
Theorem 2 implies
E‖
n∑
k=1
akξkfk‖m,∞ ≤MC6
( n∑
k=1
|ak|2
)1/2
·
√
1 + logm.
Hence, whenever m ≤ n and m = O(R({ak}n1)) (see (7)), then the inequality (10) from
Theorem 1 is precise in sense of order for all uniformly bounded function systems {fk}n1
and independent random variables {ξk}n1 , satisfying the exponential estimate (11). In
particular, it is true for trigonometric polynomials with random coefficients.
Remark. If we take a sequence of (multivariate) trigonometric polynomials of order at
most n as the functions {fk}n1 and apply Theorem 2 with the parameter m = n then,
taking into account (14) (see below), we get the well-known upper estimate for the
expectation of the uniform norm of a random trigonometric polynomial, e.g. exposed
in J.-P. Kahane’s book (see Th. 3 Ch. 6 [4]).
4. Some properties of the integral-uniform norms and application.
The following Theorem compares the integral-uniform norm of an integrable func-
tion f ∈ L1(X) with its average over an arbitrary subset of X .
Theorem 3. For each f ∈ L1(X) ((X, µ) is a probability space) and arbitrary mea-
surable ∆ ⊂ X (µ∆ ≡ |∆| > 0) the following inequality holds
(13) ‖f‖m,∞ ≥
(
1− (1− |∆|)m) · 1|∆|
∫
∆
|f |.
Proof. Clearly, it suffices to prove (13) for the case when suppf ⊂ ∆. Using the
formula (3) we get
‖f‖k+1,∞ − ‖f‖k,∞ =
∫ ∞
0
(
1− (1− λf(t))k+1
)
dt−
∫ ∞
0
(
1− (1− λf (t))k
)
dt
=
∫ ∞
0
λf(t)
(
1− λf(t)
)k
dt
≥ (1− |∆|)k
∫ ∞
0
λf (t)dt = (1− |∆|)k‖f‖1.
Sum this inequality up from k = 1 to k = m− 1 and get
‖f‖m,∞ − ‖f‖1 ≥ ‖f‖1
m−1∑
k=1
(1− |∆|)k,
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which implies
‖f‖m,∞ ≥ ‖f‖11− (1− |∆|)
m
|∆| .
To complete the proof notice that ‖f‖1 =
∫
∆
|f | since suppf ⊂ ∆.
For trigonometric polynomials of order at most n the identity (5) implies
(14) ‖Pn‖n,∞ ≍ ‖Pn‖∞.
In fact, for a set E := {x ∈ [0, 2pi] : |Pn(x)| ≥ ‖Pn‖∞/2} the Bernstein inequality
implies µE ≥ 1/n, evaluating ‖χE‖n,∞ from (5), we get (14). If n ≥ m then (4)
and (14) for trigonometric polynomials of order at most n imply
‖Pn‖∞ ≤ C n
m
‖Pn‖m,∞,
where C > 0 is an absolute constant. For the Feje´r kernels this inequality is precise in
sense of order, in fact, when n ≥ m one can prove that
‖Kn‖m,∞ ≍ m;
‖Dn‖m,∞ ≍ m(1 + log n
m
),
where Kn is the Feje´r kernel and Dn is the Dirichlet kernel.
For the integral-uniform norm as for any shift invariant norm (e.g. see [2]) the
following analog of the Bernstein inequality takes place.
Proposition 2.1 For the integral-uniform norm of the derivative of trigonometric
polynomial Pn of order at most n the following inequality holds
(15) ‖P (r)n ‖m,∞ ≤ nr‖Pn‖m,∞, r = 1, 2, . . . .
The idea of the proof. Use the M. Riesz Interpolation Formula [12] (or
see Ch. 2.4 [11]) for derivative of a trigonometric polynomial of order at most n:
P ′n(x) =
2n∑
k=1
(−1)k+1λkPn(x+ xk),
where λk :=
1
4n sin2(xn/2)
; xn :=
2k − 1
2n
pi.
And notice that
∑2n
k=1 λk = n.✷
It is well-known that L∞-norm of trigonometric polynomials of order at most n is
equivalent to its L∞-norm taken over the uniform net { s4n2pi}4ns=1, precisely
(16) ‖Pn‖∞ ≍ max
1≤s≤4n
(|Pn( s
4n
2pi)|).
This fact easily follows from the classical Bernstein inequality for the uniform norm.
Using Proposition 2 one can prove an analog of (16) for the integral-uniform norm. For
1See [2] for more general cases of Bernstein-type inequalities.
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a vector x = (xk)
N
k=1 ∈ RN define ‖x‖m,∞ by
‖x‖m,∞ := 1
Nm
N∑
k1=1
· · ·
N∑
km=1
max
1≤j≤m
|xkj |.
For trigonometric polynomials we have the following
Theorem 4. There exist positive constants C9, C10 such that for all trigonometric
polynomials Pn of order at most n the following inequalities hold
(17) C9‖pn‖m,∞ ≤ ‖Pn‖m,∞ ≤ C10‖pn‖m,∞,
where p
n
:=
(
Pn(tk)
)8n
k=1
, tk :=
k−1
8n
2pi.
Proof. Let ∆k := [tk, tk+1), and δ := 2pi/(8n). The family of semi-intervals {∆k}8nk=1
splits the circle [0, 2pi], so for each x ∈ [0, 2pi) there exists a unique k(x) such that
x ∈ ∆k(x). Thus, for any net x1, . . . , xm we have∣∣ max
1≤j≤m
(|Pn(xj)|)− max
1≤j≤m
(|Pn(tk(xj))|)∣∣ ≤ max
1≤j≤m
(|Pn(xj)− Pn(tk(xj))|)
≤ max
1≤j≤m
( ∫
∆k(xj)
|P ′n|
)
.
Integrating this inequality over x1, . . . , xm we get
(2pi)m
∣∣‖Pn‖m,∞ − ‖pn‖m,∞∣∣ ≤ δm ∑
j1,...,jm
max
1≤s≤m
∫
∆js
|P ′n| ≤
≤ δ
∑
j1,...,jm
∫
∆1
. . .
∫
∆m
max
1≤s≤m
|P ′n(xs)|dx1 . . . dxm = δ(2pi)m‖P ′n‖m,∞.
Applying (15) to estimate the righthand-side we get∣∣‖Pn‖m,∞ − ‖pn‖m,∞∣∣ ≤ δn‖Pn‖m,∞ < 2pi
8
‖Pn‖m,∞.
Since pi/4 < 1, it implies (17) and completes the proof.
Now we give an application of Theorem 1 demonstrating the potential utility of the
family of integral-uniform norms. In [10] S. Montgomery-Smith and E.M. Semenov
reduced a certain problem from functional analysis to the following
Problem. Let {fi}ni=1 be a system of functions defined on a measure space (X, µ),
µX = 1 and ‖fi‖1 = 1. The question is if there exists a sequence of signs {θi}ni=1,
θi = ±1 such that for every k = 1, . . . , n the following estimate takes place
(18) sup
e⊂X
µe=2−k
2k
∫
e
|
n∑
i=1
θifi(x)|dµ(x) ≥ c0
√
nk,
where c0 is an absolute positive constant.
Using Theorem 1 we prove the following theorem, which partially solves the Problem.
Theorem 5. For a set of functions {fi}ni=1 on (X, µ), µX = 1 such that ‖fi‖1 = 1
and ‖fi‖3 ≤ M , there exists a sequence of signs {θi}ni=1, θi = ±1, such that for every
k = 1, . . . , logn the inequality (18) takes place with an absolute constant c0 > 0.
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Proof. Fix some δ ∈ (0, 1/2). Assume first that for the function system {fi}ni=1 there
exists a set of signs {θi}ni=1, θi = ±1 such that
‖
n∑
i=1
θifi‖1 ≥ n 12+δ.
Then it obviously implies the assertion of the Theorem. In fact, let k < nδ then
sup
e⊂X
µe=2−k
2k
∫
e
|
n∑
i=1
θifi(x)|dµ(x) ≥ ‖
n∑
i=1
θifi‖1 ≥ n1/2+δ.
Now assume the opposite, i.e. that
(19) ‖
n∑
i=1
θifi‖1 ≤ n 12+δ.
for all sets of signs {θi}ni=1, θi = ±1. We are going to show that (19) and the boundness
of functions fi in L3 imply (b’) from Section 2 with some p < 1/2. We need the
following geometrical
Lemma. Let {wi}ni=1 be a set of vectors in a linear space with a norm ‖ · ‖ (or a
seminorm) such that ‖wi‖ = 1 and
(20) ‖
n∑
i=1
θiwi‖ ≤ C11n 12+β
for all sets of signs {θi}ni=1, θi = ±1 with some constants β ∈ [0, 1/2), C11 > 0. Then
(20′) ‖
n∑
i=1
aiwi‖ ≤ C12(β, C11)n 14+
β
2
( n∑
i=1
a2i
) 1
2
for all sets of coefficients {ai}n1 . One cannot improve this estimate in the sense that
there exist a norm ‖ · ‖, vectors {wi}n1 and coefficients {ai}n1 such that (20) holds
and (20′) is precise in sense of order.2
Let us first finish the proof of the theorem. Notice that (19), Ho¨lder’s inequality and
the triangle inequality for ‖ · ‖3-norm imply for the function F θ :=
∑n
1 θifi
‖F θ‖2 ≤ ‖F θ‖
1
4
1 ‖F θ‖
3
4
3 ≤ n
1
4
( 1
2
+δ)(Mn)
3
4 =M
3
4n
7
8
+ δ
4 .
Thus, we can apply the Lemma for a set of functions {fi/‖fi‖2}ni=1 in L2 with β =
3/8 + δ/4 and get
‖
n∑
i=1
aifi‖2 ≤ C(M)n 7+2δ16
( n∑
i=1
a2i
) 1
2 .
Therefore, the function system {fi/‖fi‖2}ni=1 satisfies the conditions (a), (b) (with
another M) and p = (7 + 2δ)/16 < 1/2. Let {ξi}n1 be the Rademacher functions and
2Geometrically the Lemma implies that the convex hull of the setBd
∞
∪(n1/2+β ·Bd1 ) has an inscribed
sphere with radius of order n1/4+β/2, here Bd
∞
denotes the d-dimensional cube whose vertices have
coordinates ±1, and Bd1 = {v ∈ Rd :
∑d
1
|vk| ≤ 1} (generalized octahedron).
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m = 2k ≤ n, now we can apply Theorem 1 (see (9) and the Remark to Theorem 1) to
the random polynomial F ξ =
∑n
1 ξifi and get
P
{
ω ∈ Ω : ‖F ξ‖2k,∞ ≤ C ′1(nk)
1
2
} ≤ C ′22−qk.
Summing these inequalities up from k = k0 to logn we get
P
logn⋃
k=k0
{
ω ∈ Ω : ‖F ξ‖2k ,∞ ≤ C ′1(nk)
1
2
}
≤ C2−qk0.
Thus, there exists a set of signs {θi}ni=1 such that
(21) ‖F θ‖2k,∞ = ‖
n∑
i=1
θifi‖2k,∞ ≥ C(M, δ)
√
nk
for each k = k0, . . . , logn. Moreover, we can take the constant C(M, δ) large enough
in order to make the inequality (21) hold for all k = 1, . . . , log n.
Let us show now that (21) implies (18). Consider the set e∗k ⊂ X , µe∗k = 2−k such
that
(22)
∫
e∗k
|F θ(x)|dµ = sup
e⊂X
µe=2−k
∫
e
|
n∑
i=1
θifi(x)|dµ,
and let χe∗k be its characteristic function. Using the triangle inequality for the integral-
uniform norm and the fact that ‖g‖m,∞ ≤ m‖g‖1 for each g (see (4)), obtain
‖F θ‖2k,∞ ≤ ‖F θ · χe∗k‖2k,∞ + ‖F θ · (1− χe∗k)‖2k,∞ ≤
≤ 2k
∫
e∗k
|F θ(x)|dµ+ sup
x/∈e∗k
|F θ(x)| ≤ 2 · 2k
∫
e∗k
|F θ(x)|dµ.
This inequality along with (21) and (22) implies (18) for all k = 1, . . . , log n. To
complete the proof of the Theorem it remains to prove the Lemma.
Proof of the Lemma. Consider a set of coefficients {ai}n1 such that
∑n
1 a
2
i = n and
|ai| <
√
n. Define the following index sets
σk =
{
j : 2−k
√
n ≤ |ai| < 2−k+1
√
n
}
k ≥ 1.
From Chebyshev’s inequality it follows that |σk| ≤ 22k. Define
w(k) :=
∑
j∈σk
wj.
From the triangle inequality it follows that ‖w(k)‖ ≤ |σk|2−k+1
√
n ≤ 2k+1√n. In order
to estimate
W :=
n∑
i=1
aiwi = w˜
(K) +
K∑
k=1
w(k)
notice that the residual term w˜(K) belongs to the convex hull of the vectors
2−K
√
n
∑n
1 ±wi. So we get
‖w˜(K)‖ ≤ 2−K√n · C11n 12+β.
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Assembling all the facts we get
‖W‖ ≤
K∑
k=1
‖w(k)‖+ ‖w˜(K)‖ ≤ √n
K∑
k=1
2k+1 +C112
−Kn1+β <
√
n(2K+2+C112
−Kn
1
2
+β).
Choose K ≍ (1/4 + β/2) logn to obtain
‖W‖ ≤ C12(C11)n 34+
β
2 ,
which completes the proof of (20′) and Theorem 5.
To show that (20′) is precise consider a linear space with a basis {wk}n1 and the norm
‖
n∑
k=1
akwk‖ := max
( [n1/2+β ]∑
k=1
|ak|, max
k>n1/2+β
|ak|
)
.
Obviously, ‖wk‖ = 1 and ‖
∑n
1 ±wk‖ ≤ n1/2+β . Consider a vector W :=
[n1/2+β ]∑
k=1
wk, for
which ‖W‖ = [n1/2+β ]. Clearly, the inequality (20′) is precise for W .
References
[1] R.N. Bhattacharya and R. Ranga Rao, Normal Approximation and Asymptotic Expantions, J. Wi-
ley (1976)
[2] R. DeVore and G. Lorentz, Constructive Approximation, Springer Verlag, 1993
[3] P.G. Grigoriev, Estimates for norms of random polynomials and their application, Math. Notes
v. 69, N 6 (2001)
[4] J.-P. Kahane, Some Random Series of Functions. Heath mathematical monographs. Lexington,
Mass., 1968.
[5] B. Kashin and L. Tzafriri, Lower estimates for the supremum of some random processes, East J.
on Approx. v. 1, N 1 (1995), 125–139.
[6] B. Kashin and L. Tzafriri, Lower estimates for the supremum of some random processes, II, East
J. on Approx. v. 1, N 3 (1995), 373–377.
[7] B. Kashin and L. Tzafriri, Lower estimates for the supremum of some random processes, II,
Preprint, Max–Plank Institut fu¨r Mathematik, Bonn/95-85
[8] M. Ledoux and M. Talagrand, Probability in Banach Spaces, Springer Verlag, 1991.
[9] M. Marcus and G. Pisier, Random Fourier Series with Applications to Harmonic Analysis,
Princeton Univ. Press, 1981.
[10] S. Montgomery-Smith and E.M. Semenov, Embeddings of rearrangement invariant spaces that
are not strictly singular, Positivity v. 4, (2000), 397–402.
[11] S.M. Nikolskii, Approximation of the Multivariate Functions and Embedding Theorems, Nauka,
Moscow, 1969 (in Russian)
[12] M. Riesz, Formule d’interpolation pour la de´rive´e d’un polynome trigonome´trique, C. R. Acad. Sci.
Paris 158 (1914), 1152–1154.
[13] V.I. Rotar’, Nonuniform estimate of the rate of convergence in multidimensional central limit
theorem, Theory of Probab. and Appl. v. 15 (1970), 647–665
[14] R. Salem, A. Zygmund, Some properties of trigonometric series whose terms have random signs,
Acta Math. 91(1954) 245–301.
