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We develop an effective extended Hubbard model to describe the low-energy electronic properties
of the twisted bilayer graphene. By using the Bloch states in the effective continuum model and
with the aid of the maximally localized algorithm, we construct the Wannier orbitals and obtain
an effective tight-binding model on the emergent honeycomb lattice. We found the Wannier state
takes a peculiar three-peak form in which the amplitude maxima are located at the triangle corners
surrounding the center. We estimate the direct Coulomb interaction and the exchange interaction
between the Wannier states. At the filling of two electrons per super cell, in particular, we find
an unexpected coincidence in the direct Coulomb energy between a charge-ordered state and a
homogeneous state, which would possibly lead to an unconventional many-body state.
I. INTRODUCTION
The recent discovery of the superconductivity and
strongly correlated insulating state in the twisted bilayer
graphene (TBG)1,2 attracts enormous attention and trig-
gered a surge of theoretical works on this subject.3–16
TBG is a bilayer system in which two graphene layers
are rotationally stacked to each other,17–22where the elec-
tronic band structure sensitively depends on the twist an-
gle θ. In a small θ, in particular, a slight difference in the
lattice orientation gives rise to a long-period moire´ in-
terference pattern, causing a substantial modification of
the Dirac dispersion.23–34. Theoretically it was predicted
that the Fermi velocity vanishes at certain θ’s called the
magic angles, around which nearly-flat bands with ex-
tremely narrow band width emerge at low energy.28,33
The superconductivity was actually observed around a
magic angle of 1.05◦, where the insulating phase and the
superconducting phase occur around the filling of two
electrons per super cell.
It is a challenging problem to theoretically describe
the many-body physics in TBG. At θ = 1.05◦, the spa-
tial period of the moire´ pattern is more than 10 nm and
the number of carbon atoms in a unit cell exceeds 10,000.
The electronic property of such a huge and complex sys-
tem can be calculated efficiently by the effective contin-
uum model which captures the long-wavelength physics
associated with the moire´ period.23,28,29,31,34–36 However,
the effective continuum energy spectrum still contains a
number of energy bands in the low-energy region, and we
need one more step to simplify the model so as to exclu-
sively describe the nearly-flat bands at lowest energy.
Actually the nearly-flat bands are separated by the
energy gaps from other bands,1,37,38 making it possible
to construct an effective lattice model with well-localized
Wannier orbitals purely consisting of the flat band states.
Such an effective model was actually predicted by the
symmetry analysis,4 which concludes that the Wannier
orbitals should be centered at non-equivalent AB spot
and BA spot in the moire´ pattern, to form an emergent
honeycomb lattice. Arguments and calculations suggest-
ing a honeycomb lattice description have also been put
forward in an independent work.5 To obtain a concrete
model with specific parameters, we need to construct the
actual Wannier orbitals from the realistic model of TBG.
In this paper, we develop an extended Hubbard model
of TBG at the magic-angle (θ = 1.05◦), based on the
effective continuum model. By taking an appropriate
linear combination of the Bloch states in the nearly flat
bands, we build the Wannier orbitals centered at AB and
BA spots, and obtain the effective tight-binding model on
the emergent honeycomb lattice. Here we adopted the
maximally localized algorithm39 to minimize the spread
of the wave functions. From the obtained Wannier or-
bitals, we estimate the direct Coulomb energy and the
exchange energy between electrons residing at different
orbitals. The obtained Wannier state is centered at AB
or BA spot, while its maximum amplitude is found to be
not at the center, but at three AA spots surrounding the
center, as also noticed in Ref. 5. Importantly, the pair
of Wannier orbitals that we constructed explicitly has
(px, py) on-site symmetry, hence forms a doublet under
three-fold rotation around their centers, consistent with
the symmetry analysis.4
Due to this peculiar three-peak form, the electron-
electron interaction between the neighboring sites is as
important as the on-site interaction term. At the fill-
ing of two electrons per super cell, in particular, we
find an unexpected coincidence in the direct Coulomb
energy between two different many-body states: a homo-
geneous state where an electron enters every sublattice
of the effective honeycomb lattice, and a charge-ordered
state where two electrons reside at every two sublattices
[Fig. 7(a) and (b)]. We expect that such competing na-
ture would possibly give rise to a nontrivial many-body
ground state.
This paper is organized as follows: In Sec. II, we ex-
plain the atomic structure of TBG, and in Sec. III, we
introduce the effective continuum model and argue the
structure of the nearly-flat bands at the magic angle
2θ = 1.05◦. In Sec. IV, we construct the Wannier orbitals
using the maximally localizing method, and obtain the
tight-binding model in Sec. V. We consider the electron-
electron interaction between the Wannier states in Sec.
VI. A brief conclusion is presented in Sec. VII.
II. ATOMIC STRUCTURE
We define the atomic structure of TBG by starting
from AA-stacked bilayer graphene (i.e. perfectly overlap-
ping honeycomb lattices) and rotating the layer 1 and 2
around a pair of registered B-sites by −θ/2 and +θ/2, re-
spectively. We define a1 = a(1, 0) and a2 = a(1/2,
√
3/2)
as the lattice vectors of the initial AA-stacked bilayer
before the rotation, where a ≈ 0.246 nm is the lat-
tice constant of graphene. The corresponding recip-
rocal lattice vectors are a∗1 = (2π/a)(1,−1/
√
3) and
a∗2 = (2π/a)(0, 2/
√
3). After the rotation, the lattice
vectors of layer l are given by a
(l)
i = R(∓θ/2)ai with ∓
for l = 1, 2, respectively, where R(θ) represents the rota-
tion by θ. Likewise, the reciprocal lattice vectors become
a
∗(l)
i = R(∓θ/2)a∗i . With respect to the registered B-
sites, TBG has point group D3 generated by a three-fold
in-plane rotation C3z along z-axis and a two-fold rotation
C2y along y-axis.
In a small angle TBG, the slight mismatch of the lattice
periods of two layers gives rise to a long- period moire´ in-
terference pattern. The reciprocal lattice vectors for the
moire´ pattern is given by GMi = a
∗(1)
i − a∗(2)i (i = 1, 2).
The real-space lattice vectors LMj can then be obtained
from GMi · LMj = 2πδij . A moire´ unit cell is spanned by
LM1 and L
M
2 . The lattice constant LM = |LM1 | = |LM2 | is
LM = a/[2 sin(θ/2)]. Figure 1(a) illustrates the atomic
structure of TBG with θ = 3.89◦. The lattice struc-
ture locally resembles the regular stacking such as AA,
AB or BA depending on the position, where AA repre-
sents the perfect overlapping of hexagons, and AB (BA)
is the shifted configuration in which A1(B1) sublattice
is right above B2(A2). In Fig. 1(a), AA spots are lo-
cated at the crossing points of the grid lines, and AB
and BA spots are at the centers of triangles indicated
by dots. Figure 1(b) shows the corresponding folding
of the Brillouin zone, where two large hexagons repre-
sent the first Brillouin zones of layer 1 and 2, and the
small hexagon is the moire´ Brillouin zone of TBG. The
graphene’s Dirac points (the band touching points) are
located at K
(l)
ξ = −ξ[2a(l)∗1 + a(l)∗2 ]/3 for layer l, where
ξ = ±1 is the valley index. We label the symmetric points
of the reduced Brillouin zone as Γ¯, M¯ , K¯ and K¯ ′ as in
Fig. 1(b).
We can construct the TBG in alternative manners, for
example, by rotating around the hexagon centers instead
of the B site. In that case, we have the different super-
lattice structure with point group D6. For completeness,
we leave the discussion of D6 structure and other super-
lattice structures in the Supplementary Material.40
FIG. 1. (a) Atomic structure of TBG with θ = 3.89◦ and D3
symmetry. AA spots are located at the crossing points of the
grid lines, and AB and BA spots are at the centers of triangles
indicated by dots. (b) Brillouin zone folding in TBG with
θ = 3.89◦. Two large hexagons represent the first Brillouin
zones of graphene layer 1 and 2, and the small hexagon is the
moire´ Brillouin zone of TBG.
III. EFFECTIVE CONTINUUM MODEL
When the moire´ period is much longer than the atomic
scale, the electronic structure can be described by an ef-
fective continuum model.23,28,29,31,34–36 There the inter-
valley mixing between ξ = ± can be safely neglected and
the total Hamiltonian is block-diagonalized into the two
independent valleys. The effective Hamiltonian of contin-
uum model for the valley ξ is written in a 4 × 4 matrix
3FIG. 2. (a) Energy band and the density of states of TBG
at θ = 1.05◦, where the lower panel is the enlarged plot of the
zero-energy region. The black solid line and red dashed line
represent the energy bands of ξ = ± valleys, respectively. (b)
Contour plots of E1(k) and E2(k) for the valley ξ = +. The
dashed contour corresponds to the filling of two electrons /
holes per super cell (n/n0 = ±2).
for the basis of (A1, B1, A2, B2) as
H(ξ) =
(
H1 U
†
U H2
)
. (1)
Here Hl(l = 1, 2) is the intralayer Hamiltonian of layer
l, which is given by the two-dimensional Weyl equation
centered at K
(l)
ξ point,
Hl = −~v[R(±θ/2)(k−K(l)ξ )] · (ξσx, σy), (2)
where ± is for l = 1 and 2, respectively. We take ~v/a =
2.1354 eV.34 U is the effective interlayer coupling given
by34–36
U =
(
UA2A1 UA2B1
UB2A1 UB2B1
)
=
(
u u′
u′ u
)
+
(
u u′ω−ξ
u′ωξ u
)
eiξG
M
1 ·r
+
(
u u′ωξ
u′ω−ξ u
)
eiξ(G
M
1 +G
M
2 )·r, (3)
where ω = e2pii/3. Here u and u′ describe the amplitudes
of diagonal and off-diagonal terms, respectively, in the
sublattice space. The effective models in the previous
studies34–36 assume u = u′, which corresponds to a flat
TBG in which the interlayer spacing d is constant ev-
erywhere. On the other hand, several theoretical studies
predicted that the optimized lattice structure of TBG is
actually corrugated in the out-of-plane direction, in such
a way that d is the widest in AA stacking region and
the narrowest AB / BA stacking region.41–44 Here we in-
corporate the corrugation effect as a difference between
u = 0.0797eV and u′ = 0.0975eV in the effective model,
of which detailed derivation is presented in the Appendix
A. As we show in the following, the difference between u
and u′ introduces energy gaps between the lowest bands
and the excited bands, in a qualitative agreement with
the experimental observation.1,2,37 It was found that the
energy gaps isolating the lowest nearly-flat bands are also
caused by the in-plane distortion.38
The calculation of the energy bands and the eigenstates
is done in the k-space picture. For a single Bloch vector
k in the moire´ Brillouin zone, the moire´ interlayer cou-
pling hybridizes the graphene’s eigenstates at q = k+G,
where G = m1G
M
1 +m2G
M
2 and m1 and m2 are integers.
Therefore the eigenstate is written as
ψXnk(r) =
∑
G
CXnk(G)e
i(k+G)·r, (4)
where X = A1, B1, A2, B2 is the sublattice index, n is
the band index and k is the Bloch wave vector in the
moire´ Brillouin zone. As the low-energy states are ex-
pected to be dominated by the individual graphenes’
eigenstates near the original Dirac points, we pick up
q’s inside the cut-off circle |q − q0| < qc, where q0 is
taken as the midpoint between K
(1)
ξ and K
(2)
ξ , and qc is
set to 4GM (GM = |GM1 | = |GM2 |). Since the intervalley
coupling can be neglected, the calculation is done inde-
pendently for each of ξ = ± as we discussed previously.
We then numerically diagonalize the Hamiltonian within
the limited wave space inside the cut-off circle and obtain
the eigenenergies and eigenstates.
Figure 2(a) shows the energy band and the density of
states of TBG at the magic angle θ = 1.05◦, calculated
by this approach. Here in the following, the origin of
band energy axis is set to the charge neutral point. The
lower panel is the enlarged plot of the zero-energy region
4where the near-flat bands are located. The black solid
line and red dashed line represent the energy bands of
ξ = ± valleys, respectively. They are the time-reversal
partners to each other, and the energy bands of ξ = −
are obtained just by inverting k to −k. The flat band
cluster consists of two bands per spin and valley, which
are denoted as E1(k) and E2(k) for the hole side and
the electron side, respectively. The overall structure is
about 7.5 meV wide in energy axis, and separated from
the excited bands by the energy gap of about 14 meV
in each of the electron side and the hole side. Figure
2(b) shows the contour plots of E1(k) and E2(k) for the
valley ξ = +. E1(k) and E2(k) are trigonally warped
in the opposite directions, so that E1(k) 6= E1(−k)
and E2(k) 6= E2(−k). The particle-hole symmetry is
absent and the E1 band is wider than the E2 band.
The van-Hove singularity is located at E ≈ −0.11 meV
and 0.16 meV, which correspond to the carrier density
n/n0 ≈ −0.78 and 0.63, respectively, with spin and val-
ley included. Here n0 = 1/SM, SM = (
√
3/2)L2M is the
moire´ unit area (the band gap is n/n0 = ±4) and LM is
13.4nm at θ = 1.05◦. The filling of two electrons / holes
per super cell (n/n0 = ±2) corresponds to E ≈ 0.289
meV and −0.286 meV, respectively, which are indicated
by dashed contours in Fig. 2(b).
IV. WANNIER ORBITALS
We construct the localized Wannier orbitals from the
Bloch wave functions of the effective model. Since the
nearly flat bands are energetically isolated from other
bands, we expect that well-localized orbits can be made
purely from the flat band states with all other bands
neglected. The number of the independent Wannier or-
bitals in a unit cell coincides with the number of the en-
ergy bands taken into account, so we have two Wannier
orbitals per spin and valley. According to the symmetry
analysis4, the two orbitals should be centered at AB and
BA spots to form a honeycomb lattice. Our strategy is to
first prepare certain initial orbitals centered at AB and
BA, and then apply the maximally localized algorithm.39
The following process is applied to ξ = ± valleys sepa-
rately, and we omit the valley index ξ hereafter.
The initial wave functions can be prepared as follows.
First we fix the global phase factor of the Bloch states in
two different ways: In gauge 1, we fix the phase so that
ψB1nk(rBA) is real, and in gauge 2, we fix the phase so
that ψA1nk(rAB) is real. Here rBA = (1/2,
√
3/2)(LM/
√
3)
and rAB = (−1/2,
√
3/2)(LM/
√
3) are the positions of
BA and AB spots, respectively, measured from the AA
spot (0, 0) [Fig. 1(a)]. We write the Bloch function in
the gauge 1 as ψnk, and that in the gauge 2 as e
iφnkψnk,
where eiφnk is the relative phase factor between gauge 1
and 2. We construct the initial Wannier orbitals 1 and 2
by summing the Bloch states of the bands ψ1k and ψ2k
(corresponding to E1(k) and E2(k), respectively) as,
|R, 1〉0 = 1√
N
∑
k
e−ik·R
1√
2
(|ψ1k〉+ |ψ2k〉)
|R, 2〉0 = 1√
N
∑
k
e−ik·R
1√
2
eiφ1k(|ψ1k〉 − |ψ2k〉), (5)
Here R = n1L
M
1 + n2L
M
2 is the moire´ lattice vector, and
the summation in k is taken over N discrete points in
the moire´ Brillouin zone. We take N = 18 × 18 in this
study. It is straightforward to check the orthonormality,
0〈R′, n′|R, n〉0 = δR,R′δn,n′ .
While |R, 1〉0 and |R, 2〉0 are already well localized
around the center positionsR+rBA andR+rAB, respec-
tively, we can even reduce the spread of the wave function
by maximally localizing method39. The final expression
for the orbital n(= 1, 2) is given by
|R, n〉 = 1√
N
∑
k
e−ik·R
∑
m=1,2
U (k)mn|ψmk〉, (6)
where U
(k)
mn is a 2× 2 unitary matrix. The algorithm op-
timizes U
(k)
mn to minimize the spread functional. We put
Eq. (5) as the initial value of U
(k)
mn, and iterate the mini-
mization process until the convergence. In each step, we
impose the symmetry constraint to U
(k)
mn. The optimized
Wannier orbitals for the valley ξ = + are illustrated in
Fig. 3. Those for the opposite valley ξ = − are given by
the complex conjugate. For each of orbital 1 and 2, the
top five panels show the contour maps for the squared
amplitudes of the total wave function and of the four
sublattice components. We actually see that the orbital
1 and 2 are centered at BA and AB positions, respec-
tively, while the maximum of the wave amplitudes are
located not at the center, but near three AA spots sur-
rounding the center. This reflects the fact that the Bloch
wave functions of the nearly-flat bands are mostly local-
ized AA spot of the moire´ pattern.25,41
The lower panels illustrate the phase of the envelope
function FXl(r) (X = A,B and l = 1, 2) on some sam-
ple points, where the total wave function is ψXl(r) =
eiK
(l)
ξ
·rFXl(r). Here the absolute value of FXl(r) is in-
dicated by the radius of a circle, and its phase factor
is by the direction of a bar and also by color. Now
we see that the envelope functions on different sublat-
tices have different eigenvalues of C′3z, in-plane rotation
with respect to its own center. However, noting that the
Bloch factor eiKξ·r also carries a non-zero eigenvalue of
C′3z, the total wave function ψ = (ψ
A1 , ψB1 , ψA2 , ψB2)
is found to be an eigenstate of C′3z with a single eigen-
value. In orbital 1, for example, the C′3z eigenvalue of
FXl is (ω, 1, 1, ω∗) for (A1, B1, A2, B2), so that the an-
gular momentum of the envelope function is written as
L
(env)
z = (−1, 0, 0, 1). On the other hand, the C′3z eigen-
value for the Bloch factor eiKξ·r can be found by noting
that BA spot (the orbital center) coincides with A1 site
and the center of hexagon of layer 2 [Fig. 1(a)], and then
5FIG. 3. Maximally localized Wannier orbitals of the valley ξ = +, in the low-energy flat band of TBG with θ = 1.05◦. For
each of orbital 1 and 2, the top five panels show the contour maps for the squared amplitudes of the total wave function and of
the four sublattice components. The lower panels illustrate the phase of the envelope function on some sample points, where
the amplitude is indicated by the radius of a circle, and its phase factor is by the direction of a bar and also by color.
we obtain L
(Bloch)
z = (0,−1,−1, 1). Therefore, the total
angular momentum Lz = L
(env)
z + L
(Bloch)
z is −1 for all
the sublattices. Similarly, we can show Lz = −1 also for
orbital 2. Since the Wannier functions at the opposite
valleys are related by the complex conjugate, we finally
conclude that the eigenvalue of C′3z is ω
ξ = eξ2pii/3 for
both orbital 1 and 2. Namely orbital 1 and 2 from the
same valley ξ have the same nonzero angular momentum
Lz = −ξ, in accordance with the symmetry analysis.4
The initial guess of the Wannier orbital in Eq. (5) is
closely related to the angular momentum of the envelope
function. For the orbital 1, the envelope function of B1
has zero angular momentum, so that it has a finite am-
plitude at the orbital center rBA as seen in Fig. 3. It
does not contradict with the nonzero total angular mo-
mentum Lz = −1, because BA spot coincides with the
hexagon center of layer 1, but not B1 site. The finite
amplitude at rBA is actually linked to the gauge choice
for |R, 1〉0, which requires that ψB1nk(rBA) is real. There
all the wave functions add up in the same phase at rBA,
so that we have an orbital localized at rBA with finite
amplitude. The same is true for the orbital 2, of which
6envelope angular momentum vanishes at A1. The wrong
gauge choices (e.g., ψA1nk(rBA) is real) do not make a well
localized orbital, because the angular momentum of the
Wannier function is forced by the symmetry. Also, the
hybridized form of |ψ1k〉 ± |ψ2k〉 in Eq. (5) better local-
izes the wave function than just using |ψ1k〉, |ψ2k〉. This
is similar to monolayer graphene having the same hon-
eycomb lattice structure, where the superposition of the
positive and negative energy states is required to have
A-site or B-site localized orbital.
V. EFFECTIVE TIGHT-BINDING MODEL
From the Wannier orbitals and the energy bands, we
can derive the effective tight-binding model to exactly
reproduce the dispersion of the nearly-flat bands. In a
straightforward calculation, the hopping integral between
the Wannier orbitals is written as
〈R′, n′|H |R, n〉
=
1
N
∑
k
eik·(R
′−R)
[
Uˆ (k)†
(
E1(k) 0
0 E2(k)
)
Uˆ (k)
]
n′n
,
(7)
where Uˆ (k) represents the matrix U
(k)
mn, and we used
〈ψn′k′ |H |ψnk〉 = δnn′δkk′En(k). In Fig. 4(a) and (b), we
plot the hopping integrals from orbital 1 and 2, respec-
tively, for the valley ξ = +. Here the honeycomb lattice
represents the network of BA spots (orbital 1) and AB
spots (orbital 2). The radius of the circle at each lattice
point indicates the absolute value of the hopping integral
from the origin (green circle at the center) to that point,
and the direction of the bar represents the phase in the
complex plane. The effective tight-binding model for the
valley ξ = − is just given by taking the complex con-
jugate. The list of the hopping integrals for the valley
ξ = + is included in Supplementary Material.45
To understand this effective tight-binding model, we
need to analyze the symmetry properties of Wannier or-
bitals under point group D3, as in Ref. 4. Recall that or-
bitals 1 and 2 have nonzero angular momentum Lz = −ξ
at the valley ξ. Furthermore, under two-fold rotation C2y
which interchanges two graphene layers, we find orbital
1 from valley ξ is mapped to orbital 2 from valley −ξ
and vice versa as shown in Fig. 3. Hence we can regard
orbitals 1 and 2 from valley ξ as the p-wave-like orbitals
pξ ≡ px+ iξpy residing on BA and AB spots respectively.
The angular momentum of pξ orbital is Lz = −ξ whether
its center is at BA or AB spot, which is consistent with
Lz of orbital 1 and 2. Under C2y the two graphene lay-
ers and hence BA and AB spots are interchanged, and
(px, py)→ (−px, py) or pξ → −p−ξ. In other words, C2y
interchanges pξ orbital at BA spot and p−ξ orbital at AB
spot, which reproduces the symmetry transformation of
orbital 1 and 2 under C2y.
Once we identify the symmetries of orbital 1 and 2,
the tight-binding model then describes hopping among
(a) From orbital 1
(b) From orbital 2
x [LM]
y 
[L M
]
x [LM]
y 
[L M
]
t1
t5
t4
t2
t3
t1
t5t4
t2
t3
AB (orbital 2) BA (orbital 1)
FIG. 4. Hopping integrals in the effective tight-binding
model for the low-energy flat band of TBG at θ = 1.05◦.
The panel (a) and (b) present the hopping parameters from
the Wannier orbital 1 and 2, respectively, where the radius
of the circle at each lattice point indicates the absolute value
of the hopping integral from the origin to that point, and the
direction of the bar represents the phase in the complex plane.
(px, py) orbitals on the honeycomb lattice formed by BA
and AB spots, which reads
H =
∑
ξ=±
∑
ij
t(rij)e
iξφ(rij)c†iξcjξ, (8)
where ciξ annihilates a pξ-orbital electron at site i, rij is
the vector from site i to j, and t(r), φ(r) are as shown in
Fig. 4 (a) and (b).
The symmetry group of the tight-binding model of Eq.
7(8) is G = D3×U(1)×SU(2)×T , where D3 is the point
group of TBG, which acts jointly on lattice sites and
(px, py) orbitals, U(1) acts in orbital space, SU(2) acts
in spin space and T is the time-reversal symmetry. As
discussed in Ref. 4, the microscopic origin of this orbital
U(1) symmetry is that at small twist angles the interval-
ley coupling is strongly suppressed, leading to this ap-
proximate valley conservation that exists independent of
crystal symmetries.
The hopping integral t(r) roughly decays with increas-
ing r = |r|. To include dominant contributions, we con-
sider the nearest five hopping integrals t1 to t5 shown in
Fig. 4 (a) and (b), which are within the range r 6
√
3LM.
Notice that the subscript are not labeled according to
r. In the present model, we have t1 ≈ 0.331 meV,
t2 ≈ (−0.010± 0.097i) meV, t3 ≈ 0.016 meV, t4 ≈ 0.036
meV, and t5 ≈ 0.119 meV. Figure 5 presents the band
structure in the effective tight-binding models with (a)
t1 and t2, (b) t1, t2 and t5 and (c) all the hopping pa-
rameters within the distance r < 9LM. Dashed line indi-
cates the original energy band of the effective continuum
model.
With hopping terms t1 and t2 only, tight-binding
model (8) becomes the minimum model introduced in
Ref. 4,
H0 = −µ
∑
i
c
†
i · ci +
∑
〈ij〉
t1c
†
i · cj + h.c. (9)
+
∑
〈ij〉′
t˜2c
†
i · cj + t′2(c†i × cj)z + h.c.
where ci = (ci,x, ci,y)
T with ci,x(y) annihilating an elec-
tron with px(y)-orbital at site i, cjξ = (cjx+iξcjy)/
√
2. µ
is the on-site chemical potential, t˜2 = Re(t2), t
′
2 = Im(t2),
and the sum over 〈ij〉′ includes bonds with length √3LM
along three directions xˆ, C3zxˆ and C
2
3zxˆ. The minimum
tight-binding model (9) gives rise to a spectrum with
Dirac nodes at K¯, K¯ ′ points. Notice that t1 denotes hop-
ping between two sublattices and we can always make
t1 real by properly choosing the relative phase between
sublattices. The t′2 term describes the hexagonal warp-
ing effect in orbital space, which is responsible for band
splittings along Γ¯M¯ lines as shown in Fig. 5.
The symmetry group G allows finite gaps at K¯, K¯ ′
points.4 However, due to the approximate sublattice sym-
metry at small twist angles,31 we can introduce an addi-
tional Z2 symmetry g : cRξ → c−R,−ξ, which combines
twofold rotation in real space and chirality flip in orbital
space. In the presence of g and original symmetry group
G, the gapless Dirac nodes at K¯, K¯ ′ points are guaran-
teed. The minimum model (9) satisfies both G and g.
With this additional Z2 symmetry g, we then consider
additional hopping terms t3, t4 and t5. As finite Im(t3)
obeys G while violates g, we find Im(t3) =0 from our nu-
merical calculation of hopping integrals. The nonzero
t˜3 ≡ Re(t3), t4, t5 terms preserve both G and g, and
quantitatively modify the band structure of the mini-
mum model (9). In fact including t1 to t5 we havem
−1
e,h =
FIG. 5. Band structure in the effective tight-binding model
for θ = 1.05◦, with (a) t1 and t2, (b) t1, t2 and t5 and (c) all
the hopping parameters within the distance r < 9LM. Dashed
line indicates the original energy band of the effective contin-
uum model. Right panels show the corresponding contour
plots of E1(k) for the valley ξ = +.
3(t˜3 − 3t˜2)∓
∣∣ 1
2 t1 + 2t4 + 7t5
∣∣ and v = √32 |t1 − 2t4 − t5|
whereme,h denote effective masses at Γ¯ point on electron
and hole sides respectively, and v is the Fermi velocity at
K¯, K¯ ′ points.
We can also incorporate the effect of intervalley cou-
pling in the effective tight-binding model by introduc-
ing U(1)-breaking hopping terms such as those in Ref. 4,
which may explain Landau level degeneracy lifting in ex-
periments. A detailed analysis of Dirac nodes and mass
generation will be presented in a forthcoming work.
VI. ELECTRON-ELECTRON INTERACTION
We can calculate the electron-electron interaction pa-
rameters between the Wannier orbitals directly from the
wave functions obtained above. The direct Coulomb
interaction V and the exchange interaction J between
8(b)
(a)
V0 V1
V2 V3
V0
V1
V2
V3
V5 V4
x 
y 
LM
LM
x 
y 
AB (orbital 2) BA (orbital 1)
FIG. 6. (a) Labeling of the direct Coulomb interaction at
different distances. V0, V1, V2 · · · represent the potential am-
plitudes between the origin and the indicated lattice points.
(b) Overlapping of two Wannier orbitals in the configuration
V0, V1, V2, V3. The three circles of the same line type represent
the three peaks of a single Wannier state [Fig. 3].
|R,m〉 and |R′,m′〉 are defined by
VR′m′,Rm =
∑
XX′
∫∫
drdr′|ψX′R′m′(r′)|2
e2
ǫ|r− r′| |ψ
X
Rm(r)|2,
(10)
JR′m′,Rm =
∑
XX′
∫∫
drdr′×
ψX
′∗
R′m′(r
′)ψX∗Rm(r)
e2
ǫ|r− r′|ψ
X
R′m′(r)ψ
X′
Rm(r
′),
(11)
where ǫ is the dielectric constant induced by the elec-
trons in other bands and by the external environment
(e.g., the substrate). The direct term is the classical
=
(a)
(b)
−e/3
−e/3
−e/3
−2e
−2e
(c)
−2e
−   e53 −   e
7
3
FIG. 7. Several conceivable many-body states illustrated in
the honeycomb lattice picture (left) and the fractional charge
picture (right). (a) The homogeneous state where an elec-
tron resides at every sublattice. (b) The charge-ordered state
where two electrons enter every two sublattice. Opposite ar-
rows in a single site represent two electrons with different
spins or valley pseudospins. (c) An excitated state from the
state (a) where an electron is transferred from a single site to
another.
Coulomb interaction and it works for any combinations
of spin and valley. On the other hand, the exchange inter-
action works only for the same spin and the same valley.
Rigorously speaking, the exchange term between differ-
ent valleys (and the same spin) is not exactly zero, but
there the integral of ei(K+−K−)·(r−r
′)/|r− r′| in Eq. (11)
becomes much smaller than that for the same valley, so
we neglect it.
We label the direct interaction terms at different dis-
tances as V0, V1, V2 · · · as in Fig. 6(a), where V0 is the
on-site interaction, V1 is the nearest neighbor interaction
9TABLE I. Direct interaction Vn and the exchange interac-
tion Jn for the Wannier orbitals in units of e
2/(ǫLM). The
definition of V0, V1 · · · is presented in Fig. 6(a). V (approx)n is
the direct interaction terms estimated by the point-charge ap-
proximation (see the text).
n 0 1 2 3 4 5
Vn 1.857 1.533 1.145 1.068 0.697 0.614
V
(approx)
n 1.857 1.524 1.136 1.081 0.679 0.610
Jn N/A 0.376 0.0645 0.010 0.014 0.001
and so forth. Similarly the exchange terms can be la-
beled as J1, J2 · · · , where J0 does not exist due to the
Pauli principle. The calculated interaction parameters
are listed in Table I. Here we notice that the on-site in-
teraction V0 is not much greater than others, but it is in
a similar magnitude to the nearest-neighbor interaction
V1. The further interactions V2 and V3 are more than half
of V0. This is quite different from usual Hubbard-type
models where V0 dominates the interaction effect. The
peculiar distance dependence of Coulomb interaction in
this model is closely related to the three-peak structure of
the Wannier orbital. For a single electron, each of three
peaks accommodates the electric charge of −e/3, and
thus the interacting potential between two electrons can
be written as a summation over the nine combinations of
those fractional charges. The direct Coulomb potential
between two fractional charges located at the same peak
(i.e., the ”on-site interaction” for the fractional charges)
is u0 ≈ (e/3)2/ǫ/(0.28LM), while the potential between
different peaks is well approximated by that for the point
charges, i.e., (e/3)2/ǫ/r, where r is the distance between
the peak centers. The direct interaction terms estimated
by this approximation are presented as V
(approx)
n in Table
I, where the error is found to be 1% or less.
Obviously the dominant contribution to Vn comes from
the on-site part u0. As shown in Fig. 6(b), the elec-
trons located at the same orbital (V0) share all the three
peaks, the nearest neighbor configuration (V1) the two
peaks, and the next nearest ones (V2, V3) a single peak.
Therefore, the on-site interaction of the fractional charges
included in V0, V1, V2, V3 is 3u0, 2u0, u0, u0, respectively,
and this explains the dominant part of the relative am-
plitudes of Vn’s. These relatively long-range electron-
electron interactions can potentially modify the hopping
parameters and hence renormalize the low-energy band
structure.
At the filling of two electrons per super cell, in par-
ticular, the triangular charge distribution results in an
unexpected coincidence in the direct Coulomb energy be-
tween two different many-body states shown in Fig. 7,
with (a) a homogeneous state where an electron resides
at every sublattice of the honeycomb lattice, and (b) a
charge-ordered state where two electrons enter every two
sublattice. It may seem that the direct Coulomb energy
in (b) is greater than in (a) because of the double occu-
pancy. However, since an electron at the honeycomb site
is actually composed of three 1/3 charges at the trian-
gle corners, the states (a) and (b) have nearly identical
charge distribution as shown in the right panels, where
the charge of −2e is registered to every AA spots. Con-
sidering that the direct Coulomb interaction is very well
approximated by the simple point-charge model as ar-
gued above, the total direct energies of (a) and (b) must
be nearly equal. The competing nature of the two com-
pletely different states may suggest a nontrivial many-
body ground state. For further consideration, we need to
include the exchange interaction and also the kinetic en-
ergy. Lastly, Fig. 7(c) illustrates an excitation from the
state (a), where an electron is transferred from a single
honeycomb site to another. This actually corresponds to
a pair creation of the fractional charges (±1/3)e as shown
in the right panel. This is another intriguing property at
this filling factor.
VII. CONCLUSION
An extended Hubbard model is obtained for the nearly
flat band in the low-angle TBG by starting from the
Bloch states in a realistic continuum model. The ob-
tained Wannier localized state is centered at AB or BA
spot to form a honeycomb lattice. The wave function of
the Wannier orbital takes a triangular form which peaks
at three AA spots surrounding the center, and it leads
to a competition between the on-site interaction and the
neighboring interaction. At the filling of two electrons
per super cell, in particular, we have an unusual degen-
eracy of the a charge-ordered state and a homogeneous
state, which implies an nontrivial nature of the ground
state. The detailed studies for the many-body ground
states in this model will be left for future works.
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Appendix A: Derivation of the effective continuum
model under corrugation
We derive the effective interlayer interaction of a cor-
rugated TBG in Eq. (3) following the method in Ref. 34.
We start from the single-orbital tight-binding model for
pz orbital of carbon atoms. We assume that the transfer
integral between any two orbitals is written in terms of
the Slater-Koster form as,
−t(R) = Vpppi
[
1−
(
R · ez
R
)2]
+ Vppσ
(
R · ez
R
)2
,
Vpppi = V
0
pppie
−(R−a0)/r0 , Vppσ = V 0ppσe
−(R−d0)/r0 .(A1)
Here ez is the unit vector perpendicular to the graphene
plane, a0 = a/
√
3 ≈ 0.142 nm is the distance of neigh-
boring A and B sites on graphene, and d0 ≈ 0.335 nm
is the interlayer spacing of graphite. The parameter
V 0pppi is the transfer integral between the nearest-neighbor
atoms on graphene, and V 0ppσ is the transfer integral be-
tween vertically located atoms on the neighboring layers
of graphite. We take V 0pppi ≈ −2.7 eV, V 0ppσ ≈ 0.48 eV,
to fit the dispersions of monolayer graphene.34 Here r0
is the decay length of the transfer integral, and is cho-
sen as 0.184a so that the next nearest intralayer coupling
becomes 0.1V 0pppi.
To construct the Hamiltonian matrix, we define the
Bloch wave bases as
|k, Al〉 = 1√
N
∑
RAl
eik·RAl |RAl〉,
|k, Bl〉 = 1√
N
∑
RBl
eik·RBl |RBl〉, (A2)
where the position RAl(RBl) runs over all A(B) sites
on the layer l(= 1, 2), N is the number of monolayer’s
unit cell in the whole system, and k is two-dimensional
Bloch wave vector defined in the first Brillouin zone of
monolayer on the layer l.
For the interlayer coupling, we first consider a non-
rotated bilayer graphene with θ = 0 and a constant in-
plane displacement δ from AA stacking. The unit cell
is spanned by monolayer’s lattice vectors, a1 = a(1, 0)
and a2 = a(1/2,
√
3/2), which are now shared by both
layers. Then the lattice points of the sublattice X(=
A1, B1, A2, B2) are given by
RA1 = n1a1 + n2a2 + τA1 ,
RB1 = n1a1 + n2a2 + τB1 ,
RA2 = n1a1 + n2a2 + τA2 + δ + d(δ) ez,
RB2 = n1a1 + n2a2 + τB2 + δ + d(δ) ez . (A3)
Here τA1 = τA2 = 0, τB1 = τB2 = −τ 1 with τ 1 =
(2a2 − a1)/3 = (0, a/
√
3), and d(δ) is the optimized in-
terlayer distance which generally depends on δ. Note
that d(δ) is a periodic function of δ with periods of a1
and a2, because the interlayer shift by a lattice vector
just gives the equivalent structure. It is known that the
interlayer spacing takes the maximum value dAA at AA
stacking (δ = 0), and the minimum at dAB at AB stack-
ing (δ = τ 1)
47. Here we adopt dAA = 0.360 nm and
dAB = 0.335 nm.
41,47 The distance at intermediate δ can
be interpolated by
d(δ) = d0 + 2d1
3∑
j=1
cosa∗i δ, (A4)
with
d0 =
1
3
(dAA + 2dAB), (A5)
d1 =
1
9
(dAA − dAB). (A6)
The interlayer matrix element between from X =
A1, B1 toX
′ = A2, B2 is obtained by taking all the trans-
fer integrals between atoms of layer 1 and layer 2. It is
explicitly written as
UX′X(k, δ) ≡ 〈k, X ′|H |k, X〉
=
∑
n1,n2
−t[n1a1 + n2a2 + τX′X + δ + d(δ) ez]
× exp [−ik · (n1a1 + n2a2 + τX′X + δ)] , (A7)
where τX′X = τX′ − τX . UX′X(k, δ) is also a periodic
function of δ with periods a1 and a2, and therefore it can
be written as a Fourier expansion,
UX′X(k, δ) ≡ 〈k, X ′|H |k, X〉
=
∑
m1,m2
U˜X′X(m1a
∗
1 +m2a
∗
2 + k)
× exp [i(m1a∗1 +m2a∗2) · (δ + τX′X)] . (A8)
Here we defined
U˜X′X(q) = − 1
S0
∫
t[R + d(R− τX′X) ez]e−iq·R d2R,
(A9)
where S0 = (
√
3/2)a2 is the unit area of monolayer
graphene, and the integral in R is over the infinite two-
dimensional space. U˜X′X(q) is circular symmetric and
only depends on |q|. Since t(R) exponentially decays
in R ∼ r0, the Fourier transform U˜X′X(q) decays in
q ∼ 1/r0.
When we rotate one graphene layer to another by a
small twist angle θ, the local lattice structure in the moire´
pattern is approximately viewed as a non-rotated bilayer
graphene, where the displacement δ slowly depends on
the position r in accordance with38
δ(r) = [R(θ/2)−R(−θ/2)]r. (A10)
The interlayer matrix element for valley ξ is then approx-
imately written by UX′X [Kξ, δ(r)].
34 Using Eqs. (A8)
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and (A10), we obtain
UX′X [Kξ, δ(r)]
=
∑
m1,m2
U˜X′X(m1a
∗
1 +m2a
∗
2 +Kξ)
× exp [i(m1a∗1 +m2a∗2) · τX′X ] .
× exp [i(m1GM1 +m2GM2 ) · r] , (A11)
where we used the relationship a∗i · δ(r) = GMi · r. Now
we see that Eq. (A11) is periodic in r with the moire´
reciprocal vectors GMi . Since U˜X′X(q) rapidly decays in
q, we only need a few Fourier components in Eq. (A11).
By taking the largest three terms given by (m1,m2) =
(0, 0), ξ(1, 0), ξ(1, 1), we have the Hamiltonian in Eq. (3),
where
u = − 1
S0
∫
t[R+ d(R) ez]e
−iKξ·R d2R,
u′ = − 1
S0
∫
t[R+ d(R − τ 1) ez]e−iKξ·R d2R. (A12)
We obtain u = 0.0797eV and u′ = 0.0975eV for the
present parameters. In a flat TBG, the interlayer dis-
tance d(δ) is constant and therefore we have u = u′.34
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