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Abstract. In this work, we present continued fractions for the arithmetic, geo-
metric, harmonic and cotangent means of [a0, a1, . . . , ak] and [a0, a1, . . . , ak, ak+1],
and some of their applications.
1. Introduction
In this work continued fractions will be denoted by
[a0, a1, a2, . . . , aj , . . . ] := a0 +
1
a1 +
1
a2 +
1
· · ·+ 1
aj + . . .
.
Two finite continued fractions are said to be near if one of them has one more term
than the other. A pair of near continued fractions is represented by [a0, a1, . . . , ak]
and [a0, a1, . . . , ak, ak+1]. In particular, two consecutive convergents of an irrational
number are near continued fractions.
Our main theorem gives formulas for the arithmetic, geometric, harmonic and
cotangent means of near continued fractions.
Theorem 1. (Means of Near Continued Fractions) Given a0, a1, . . . , ak+1 positive
real numbers, it holds that
[a0, a1, . . . , ak] + [a0, a1, . . . , ak, ak+1]
2
= [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1],
√
[a0, a1, . . . , ak] · [a0, a1, . . . , ak, ak+1] = [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, 2a0],
2
1
[a0, a1, . . . , ak]
+
1
[a0, a1, . . . , ak, ak+1]
= [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0],
cot
(
cot−1[a0, a1, . . . , ak] + cot
−1[a0, a1, . . . , ak, ak+1]
2
)
=
= [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0].
A complex version of Theorem 1 is also available:
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Theorem 2. (Means of Near Complex Continued Fractions) Given a0, a1, . . . , ak+1
positive real numbers, it holds that
[a0, a1, . . . , ak, ak+1 − i] + [a0, a1, . . . , ak, ak+1 + i]
2
=
= [a0, a1, . . . , ak, ak+1, ak+1, ak, . . . , a1],
√
[a0, a1, . . . , ak, ak+1 − i] · [a0, a1, . . . , ak, ak+1 + i] =
= [a0, a1, . . . , ak, ak+1, ak+1, ak, . . . , a1, 2a0],
2
1
[a0, a1, . . . , ak, ak+1 − i] +
1
[a0, a1, . . . , ak, ak+1 + i]
=
= [a0, a1, . . . , ak, ak+1, ak+1, ak, . . . , a1, a0],
cot
(
cot−1[a0, a1, . . . , ak, ak+1 − i] + cot−1[a0, a1, . . . , ak, ak+1 + i]
2
)
=
= [a0, a1, . . . , ak, ak+1, ak+1, ak, . . . , a1, a0].
Both theorems are proved using only algebraic manipulations of continuant poly-
nomials, which are numerators and denominators of continued fractions. The ex-
pressions of Theorems 1 and 2 also hold for a generalization of continued fractions
for rooted graphs, as defined in [9]. This will be further studied in [11] and [10].
The condition of positive real numbers in both statements is to ensure that the
infinite continued fractions converge. But as the formulas are formally valid, the
theorem can be applied with other types of continued fraction entries and notions
of convergence.
The geometric mean of near continued fractions in Theorem 1 is essentially con-
tained in the articles [13] and [6]. The equations of Theorem 1 can be compared to
the formulas of paper folding for continued fractions in [12, 14].
In the next section we define the continuant polynomials, show some of their
properties, and use them to prove Theorems 1 and 2. In section 3, we present some
applications of both theorems.
2. Continuant Polynomials
We begin by recalling Euler’s continuant polynomials [3]. Define recursively,
K[ ] = 1, K[a0] = a0, K[a0, a1] = a0a1 + 1
and
K[a0, . . . , an] = an ·K[a0, . . . , an−1] + K[a0, . . . , an−2], ∀n ≥ 2.
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For example,
K[a0, a1, a2] = a0a1a2 + a2 + a0,
K[a0, a1, a2, a3] = a0a1a2a3 + a2a3 + a0a3 + a0a1 + 1,
K[a0, a1, a2, a3, a4] = a0a1a2a3a4+a2a3a4+a0a3a4+a0a1a4+a0a1a2+a4+a2+a0, etc.
These polynomials are the numerators and denominators of continued fractions:
[a0, a1, . . . , an] =
K[a0, a1, . . . , an]
K[a1, . . . , an]
, ∀n ∈ N .
The next two lemmas present the main properties of continuants that will be
needed later.
Lemma 3. (Properties of continuants)
• a) K[a0, a1, . . . , an−1, an] = K[an, an−1, . . . , a1, a0];
• b) K[a0, . . . , aj−1, 0, aj+1, . . . , an] =
= K[a0, . . . , aj−2] ·K[aj+1, . . . , an] + K[a0, . . . , aj−1] ·K[aj+2, . . . , an];
• c) K[a0, . . . , aj−1, aj, aj+1, . . . , an] =
= aj ·K[a0, . . . , aj−1] ·K[aj+1, . . . , an] + K[a0, . . . , aj−1, 0, aj+1, . . . , an];
• d) K[a0, . . . , aj , aj+1, . . . , an] =
= K[a0, . . . , aj] ·K[aj+1, . . . , an] + K[a0, . . . , aj−1] ·K[aj+2, . . . , an];
• e) K[a0, a1, . . . , an−1, an + x] =
= x ·K[a0, a1, . . . , an−1] + K[a0, a1, . . . , an−1, an];
• f) K[a0, . . . , an] ·K[a1, . . . , an+1]−K[a1, . . . , an] ·K[a0, . . . , an+1] = (−1)n+1.
Proof. All the items can be proved by induction on the number of entries in the
continuant polynomials. 
Lemma 4. (Properties of symmetric continuants)
• a) K[a0, . . . , ak, 2ak+1, ak, . . . , a0] = 2 ·K[a0, . . . , ak] ·K[a0, . . . , ak, ak+1];
• b) K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1] =
= K[a0, . . . , ak] ·K[a1, . . . , ak+1] + K[a0, . . . , ak+1] ·K[a1, . . . , ak];
• c) K[a0, . . . , ak+1, ak+1, . . . , a0] =
= K[a0, . . . , ak+1]
2 + K[a0, . . . , ak]
2 =
= K[a0, . . . , ak, ak+1 − i] ·K[a0, . . . , ak, ak+1 + i];
• d) K[a0, a1, . . . , ak+1, ak+1, . . . , a1] =
= K[a0, . . . , ak+1] ·K[a1, . . . , ak+1] + K[a0, . . . , ak] ·K[a1, . . . , ak].
Proof. The proof uses the properties of continuants presented in Lemma 3.
a) K[a0, . . . , ak, 2ak+1, ak, . . . , a0] =
= 2ak+1 ·K[a0, . . . , ak]2 + K[a0, . . . , ak, 0, ak, . . . , a0] =
= 2ak+1 ·K[a0, . . . , ak]2 + 2 ·K[a0, . . . , ak−1] ·K[a0, . . . , ak] =
= 2 ·K[a0, . . . , ak] · (ak+1 ·K[a0, . . . , ak] + K[a0, . . . , ak−1]) =
= 2 ·K[a0, . . . , ak] ·K[a0, . . . , an, ak+1].
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b) K[a0, . . . , ak, 2ak+1, ak, . . . , a1] =
= 2ak+1 ·K[a0, . . . , ak] ·K[a1, . . . , ak] + K[a0, . . . , ak, 0, ak, . . . , a1] =
= 2ak+1 ·K[a0, . . . , ak] ·K[a1, . . . , ak] + K[a0, . . . , ak−1] ·K[a1, . . . , ak]+
K[a0, . . . , ak] ·K[a1, . . . , ak−1] =
= K[a0, . . . , ak] · (ak+1 ·K[a1, . . . , ak] + K[a1, . . . , ak−1])+
K[a1, . . . , ak] · (ak+1 ·K[a0, . . . , ak] + K[a0, . . . , ak−1]) =
= K[a0, . . . , ak] ·K[a1, . . . , ak+1] + K[a0, . . . , ak+1] ·K[a1, . . . , ak].
Similarly, items c) and d) follow from items a), d) and e) of Lemma 3. 
Theorems 1 and 2 are immediate consequences of Lemmas 3 and 4.
Proof of Theorems 1 and 2. We prove the formulas for all the means in Theorem 1.
The proof of Theorem 2 is analogous and uses other properties of continuants listed
in Lemma 4.
Arithmetic Mean:
[a0, a1, . . . , ak] + [a0, a1, . . . , ak, ak+1]
2
=
K[a0, a1, . . . , ak]
K[a1, . . . , ak]
+
K[a0, a1, . . . , ak+1]
K[a1, . . . , ak+1]
2
=
=
K[a0, a1, . . . , ak] ·K[a1, . . . , ak+1] + K[a0, a1, . . . , ak+1] ·K[a1, . . . , ak]
2 ·K[a1, . . . , ak] ·K[a1, . . . , ak+1] =
=
K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1]
= [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1].
Geometric Mean:
Consider x = [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, 2a0], we need to prove that
x =
√
[a0, a1, . . . , ak] · [a0, a1, . . . , ak, ak+1].
Note that,
x = [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0 + x] =
=
K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0 + x]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1, a0 + x]
=
=
K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1] · x + K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1] · x + K[a1, . . . , ak, 2ak+1, ak, . . . , a1, a0] =⇒
K[a1, . . . , ak, 2ak+1, ak, . . . , a1]x
2 = K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0] ⇐⇒
x =
√√√√K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1]
=
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=
√√√√2 ·K[a0, a1 . . . , ak] ·K[a0, a1, . . . , ak, ak+1]
2 ·K[a1, . . . , ak] ·K[a1, . . . , ak, ak+1] =
=
√
[a0, a1, . . . , ak] · [a0, a1, . . . , ak, ak+1].
Harmonic Mean: Observe that,
2
1
[a0, a1, . . . , ak]
+
1
[a0, a1, . . . , ak, ak+1]
= [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0] ⇐⇒
[0, a0, a1, . . . , ak] + [0, a0, a1, . . . , ak, ak+1]
2
= [0, a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0],
which is true by the formula for the Arithmetic Mean.
Cotangent Mean:
Consider x := [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0], we need to prove that
x = cot
(
cot−1[a0, a1, . . . , ak] + cot
−1[a0, a1, . . . , ak, ak+1]
2
)
.
Note that,
x = [a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0, x] =
=
K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0, x]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1, a0, x]
=
=
K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0] · x + K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1, a0] · x + K[a1, . . . , ak, 2ak+1, ak, . . . , a1] =⇒
x2 − 1
2x
=
K[a0, a1, . . . , ak, 2ak+1, ak, . . . , a1, a0]−K[a1, . . . , ak, 2ak+1, ak, . . . , a1]
2 ·K[a1, . . . , ak, 2ak+1, ak, . . . , a1, a0] =
=
K[a0, a1, . . . , ak] ·K[a0, a1, . . . , ak, ak+1]−K[a1, . . . , ak] ·K[a1, . . . , ak, ak+1]
K[a1, . . . , ak, 2ak+1, ak, . . . , a1, a0]
=
=
K[a0, a1, . . . , ak] ·K[a0, a1, . . . , ak, ak+1]−K[a1, . . . , ak] ·K[a1, . . . , ak, ak+1]
K[a0, a1, . . . , ak] ·K[a1, . . . , ak, ak+1] + K[a0, a1, . . . , ak, ak+1] ·K[a1, . . . , ak] =
=
[a0, a1, . . . , ak] · [a0, a1, . . . , ak, ak+1]− 1
[a0, a1, . . . , ak] + [a0, a1, . . . , ak, ak+1]
=⇒
x2 − 1
2x
=
[a0, a1, . . . , ak] · [a0, a1, . . . , ak, ak+1]− 1
[a0, a1, . . . , ak] + [a0, a1, . . . , ak, ak+1]
.
Using this last equation and the formula for the cotangent of the sum:
cot(y + z) =
cot y · cot z − 1
cot y + cot z
,
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we obtain,
2 cot−1 x = cot−1[a0, a1, . . . , ak] + cot
−1[a0, a1, . . . , ak, ak+1] ⇐⇒
x = cot
(
cot−1[a0, a1, . . . , ak] + cot
−1[a0, a1, . . . , ak, ak+1]
2
)
.

3. Applications
3.1. Pell Equation and Factorization. For p/q ∈ Q>1 not a square in Q, it is
well known that
√
p
q
= [a0/2, a1, a2, . . . , a2, a1, a0],
1 +
√
p/q
2
= [(1 + b0)/2, b1, b2, . . . , b2, b1, b0],
with aj and bj natural numbers for every j, a0 even and b0 odd, where the central
words, (a1, a2, . . . , a2, a1) and (b1, b2, . . . , b2, b1), are palindromes. Assume from now
on that the periods of these continued fractions are minimal. For natural numbers
these continued fraction expansions are of particular interest, as they give rise to
the fundamental solutions of the Pell equation. If p/q = n is a natural number,
then
K[a0/2, a1, a2, . . . , a2, a1]
2 − n ·K[a1, a2, . . . , a2, a1]2 = (−1)l,
(2 ·K[b0/2, b1, b2, . . . , b2, b1])2 − n ·K[b1, b2, . . . , b2, b1]2 = 4(−1)m,
where l and m are the lengths of the periods of the continued fractions expansions
of
√
n and (1 +
√
n)/2, respectively.
In this case, l is odd if, and only if, the equation x2 − ny2 = −1 is solvable.
If n is divisible by a prime p congruent to 3 modulo 4, then this last equation is
unsolvable, because −1 is not an square modulo p. It follows that l is even whenever
n is divisible by a prime congruent to 3 modulo 4. A similar reasoning applies for
the parity of m.
Observe that,
√
n = [a0/2, a1, a2, . . . , ak, ak, . . . , a2, a1, a0],
if l = 2k + 1 is odd, and
√
n = [a0/2, a1, a2, . . . , ak, ak+1, ak, . . . , a2, a1, a0],
if l = 2k + 2 is even.
In this second case, one can apply the formula for the geometric mean of near
continued fractions in Theorem 1 to obtain
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√
n =
√
[a0/2, a1, . . . , ak] · [a0/2, a1, . . . , ak, ak+1/2] ⇐⇒
n = [a0/2, a1, . . . , ak] · [a0/2, a1, . . . , ak, ak+1/2].
If ak+1 is even, then n can be factored as the product of two near continued
fractions with natural numbers as entries. This procedure is clearly reversible, as
one can go from such a factorization to the continued fraction expansion of
√
n
using Theorem 1.
Since both K[a0/2, a1, . . . , ak] and K[a1, . . . , ak], and K[a0/2, a1, . . . , ak, ak+1/2]
and K[a1, . . . , ak, ak+1/2] are pairs of co-prime naturals, it follows that n can be
factored as the product of two natural numbers as
n =
K[a0/2, a1, . . . , ak]
K[a1, . . . , ak, ak+1/2]
· K[a0/2, a1, . . . , ak, ak+1/2]
K[a1, . . . , ak]
.
This factorization must be nontrivial. Indeed, if this was not the case, then
K[a0/2, a1, . . . , ak] = K[a1, . . . , ak, ak+1/2],
and from item f) in Lemma 3,
K[a0/2, a1, . . . , ak] ·K[a1, . . . , ak, ak+1/2]−
K[a1, . . . , ak] ·K[a0/2, a1, . . . , ak, ak+1/2] = (−1)k+1.
This implies that
K[a0/2, a1, . . . , ak]
2 − n ·K[a1, . . . , ak]2 = (−1)k+1,
is a nontrivial solution for the Pell equation of n that is smaller than the funda-
mental solution, which is impossible.
In conclusion, the computation of the continued fraction of
√
n sometimes leads
to a nontrivial factorization of n. The next example shows this in practice.
Example 5.
√
741 = [27, 4, 1, 1, 13, 18, 13, 1, 1, 4, 54] =
√
[27, 4, 1, 1, 13] · [27, 4, 1, 1, 13, 9] =
=
√
3321
122
· 30134
1107
=
√
3321
1107
· 30134
122
=
√
3 · 247 =⇒ 741 = 3 · 247.
This type of factorization procedure was also observed in [2], [13] and [7]. In [2]
this was further extended using the theory of quadratic forms. The factorization
obtained through this method is connected to the Lagrange equation. More infor-
mation about the theory of this equation can be found in [5]. This will be studied
in more detail in [11].
If the length of the period of the continued fraction of
√
n is odd, then it was
already known by Legendre [4] that one can obtain a primitive sum of squares
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representation of n. This fact can also be proved using the geometric mean formula
in Theorem 2.
3.2. Mordell conjecture.
Conjecture 6. (Mordell [8]) Let x2−py2 = 1 be a fundamental solution of the Pell
equation of p, where p is a prime congruent to 3 modulo 4, then p does not divide
y.
By the theory presented in section 3.1 this can be rewritten in the language of
continued fractions. Since p is congruent to 3 modulo 4 we know that the contin-
ued fraction
√
p has even period. Write
√
p = [a0/2, a1, . . . , ak, ak+1, ak, . . . , a1, a0],
where a0 = 2⌊√p⌋ is even, and the period is minimal. Conjecture 6 can be readily
seen to be equivalent to p 6 |K[a1, . . . , ak, ak+1, ak, . . . , a1]. In the article [1] it was
proved that Conjecture 6 can also be restated as p 6 |K[a1, . . . , ak]. This fact can be
proved with the geometric mean of near continued fractions.
First, note that ak+1 must be odd, otherwise by the procedure of section 3.1 one
can obtain a nontrivial factorization of the prime number p, which is impossible.
Define
s0,k+1 := 2 ·K[a0/2, a1, . . . , ak, ak+1/2], s0 := K[a0/2, a1, . . . , ak],
sk+1 := 2 ·K[a1, . . . , ak, ak+1/2], s := K[a1, . . . , ak],
and observe that s0,k+1, s0, sk+1, s are natural numbers. Using the definition of
continuant, we have
s0,k+1 = ak+1 · s0 + 2 ·K[a0/2, a1, . . . , ak−1], sk+1 = ak+1 · s + 2 ·K[a1, . . . , ak−1],
which implies, since ak+1 is odd, that s0,k+1 ≡ s0 mod 2 and sk+1 ≡ s mod 2.
By the geometric mean in Theorem 1 and Lemma 3 item f), it holds that
p =
s0 · s0,k+1
s · sk+1 =
s0
sk+1
· s0,k+1
s
, s0 · sk+1 − s · s0,k+1 = 2(−1)k+1.
Note that gcd(s0, s) = 1, and gcd(s0,k+1, sk+1), gcd(s0,k+1, s0) ∈ {1, 2}. One also
has s0,k+1 > s0, sk+1 ≥ s from which follows s0,k+1/s > s0/sk+1. Putting it all
together, since p is a prime we must have
s0
sk+1
= 1,
s0,k+1
s
= p.
In particular, p divides s0,k+1 and all of s0,k+1, s0, sk+1, s are odd. By the geometric
mean of near continued fractions this also implies
√
p =
√
sk+1
s0
· s0,k+1
s
=
√
sk+1
s
· s0,k+1
s0
=
= 2
√
[ak+1/2, ak, . . . , a1] · [ak+1/2, ak, . . . , a1, a0/2] =
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= 2 · [ak+1/2, ak, . . . , a1, a0, a1, . . . , ak, ak+1] =⇒
√
p
2
= [ak+1/2, ak, . . . , a1, a0, a1, . . . , ak, ak+1] ⇐⇒
1 +
√
p
2
= [(1 + ak+1)/2, ak, . . . , a1, a0, a1, . . . , ak, ak+1].
This implies ak+1 is the odd number in {⌊√p⌋, ⌊√p⌋ − 1}.
Observe that by Lemma 4 item a) we have K[a1, . . . , ak, ak+1, ak, . . . , a1] = sk+1·s.
Finally, since gcd(sk+1, s) = 1 = gcd(sk+1, s0,k+1) and p|s0,k+1, we have the equiv-
alent statement of Conjecture 6:
p 6 |K[a1, . . . , ak, ak+1, ak, . . . , a1] ⇐⇒ p 6 |s = K[a1, . . . , ak].
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