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1. Why solid state quantum bits?
Solid state quantum bit circuits are a new type of electronic circuit that aim to
implement the building blocks of quantum computing processors, namely the
quantum bits or qubits. Quantum computing [1] is a breakthrough in the field
of information processing because quantum algorithms could solve some math-
ematical tasks presently considered as intractable, such as the factorisation of
large numbers, exponentially faster than classical algorithms operated on sequen-
tial Von Neumann computers. Among the various implementations envisioned,
solid state circuits have attracted a large interest because they are considered as
more versatile and more easily scalable than qubits based on atoms or ions, de-
spite worse quantumness. The 2003 Les Houches School devoted to Quantum
Coherence and Information Processing [2] has covered many aspects of quan-
tum computing [3], including solid state qubits [4–7]. Superconducting circuits
were in particular thoroughly discussed. Our aim is to provide in this course a
rational presentation of all solid state qubits. The course is organised as follows:
we first introduce the basic concepts underlying quantum bit circuits. We clas-
sify the solid state systems considered for implementing quantum bits, starting
with semiconductor circuits, in which a qubit is encoded in the quantum state
of a single particle. We then discuss superconducting circuits, in which a qubit
is encoded in the quantum state of the whole circuit. We detail the case of the
quantronium circuit that exemplifies the quest for quantum coherence.
1.1. From quantum mechanics to quantum machines
Quantum Computing opened a new field in quantum mechanics, that of quan-
tum machines, and a little bit of history is useful at this point. In his seminal
work, Max Planck proved that the quantisation of energy exchanges between
matter and the radiation field yields a black-body radiation law free from the di-
vergence previously found in classical treatments, and in good agreement with
experiment. This success led to a complete revision of the concepts of physics.
It took nevertheless about fifty years to tie together the new rules of physics in
what is now called quantum mechanics. The most widely accepted interpretation
of quantum mechanics was elaborated by a group physicists around Niels Bohr
in Copenhagen. Whereas classical physics is based on Newtonian mechanics for
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the dynamics of any system, and on fields, such as the electromagnetic field de-
scribed by Maxwell’s equations, quantum mechanics is based on the evolution
of a system inside a Hilbert space associated to all its physically possible states.
For example, localised states at all points in a box form a natural basis for the
Hilbert space of a particle confined in this box. Any superposition of the basis
states is a possible physical state. The evolution inside this Hilbert space follows
a unitary operator determined by the Hamiltonian of the system. Finally, when a
measurement is performed on a system, an eigenvalue of the measured variable
(operator) is found, and the state is projected on the corresponding eigenspace.
Although these concepts seem at odds with physical laws at our scale, the quan-
tum rules do lead to the classical behavior for a system coupled to a sufficiently
complex environment. More precisely, the theory of decoherence in quantum
mechanics predicts that the entanglement between the system and its environ-
ment suppresses coherence between system states (interferences are no longer
possible), and yields probabilities for the states that can result from the evolu-
tion. Classical physics does not derive from quantum mechanics in the sense that
the state emerging from the evolution of the system coupled to its environment
is predicted only statistically. As a result, quantum physics has been mainly
considered as relevant for the description of the microscopic world, although no
distinction exists in principle between various kinds of degrees of freedom: their
underlying complexity does not come into play within the standard framework of
quantum mechanics.
This blindness explains the fifty years delay between the establishment of
quantum mechanics, and the first proposals of quantum machines in the nineteen-
eighties. On the experimental side, the investigation of quantum effects in elec-
tronic circuits carried out during the last thirty years paved the way to this concep-
tual revolution. The question of the quantumness of a collective variable involv-
ing a large number of microscopic particles, such as the current in a supercon-
ducting circuit, was raised. The quantitative observation of quantum effects such
as macroscopic quantum tunneling [8] contributed to establishing the confidence
that quantum mechanics can be brought in the realm of macroscopic objects.
Before embarking on the description of qubits, it is worth noticing that quan-
tum machines offer a new direction to probe quantum mechanics. Recently, the
emphasis has been put on the entanglement degree rather than on the mere size of
a quantum system. Probing entanglement between states of macroscopic circuits,
or reaching quantum states with a high degree of entanglement are now major
issues in quantum physics. This is the new border, whose exploration started
by the demonstration of the violation of Bell’s inequalities for entangled pairs
of photons [9]. This research direction, confined for a long time in Byzantine
discussions about the EPR and Schrödinger cat paradoxes, is now accesible to
experimental tests [10].
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First proposals of quantum machines Commonly accepted quantum machines
such as the laser only involve quantum mechanics at the microscopic level, atom-
field interactions in this case. A true quantum machine is a system in which
machine-state variables are ruled by quantum mechanics. One might think that
quantum machines more complex than molecules could not exist because the
interactions between any complex system and the numerous degrees of freedom
of its environment tend to drive it into the classical regime. Proposing machines
that could benefit from the quantum rules was thus a bold idea. Such propositions
appeared in the domain of processors after Deutsch and Josza showed that the
concept of algorithmic complexity is hardware dependent. More precisely, it was
proved that a simple set of unitary operations on an ensemble of coupled two level
systems, called qubits, is sufficient to perform some specific computing tasks in
a smaller number of algorithmic steps than with a classical processor [1].
Although the first problem solved ”more efficiently” by a quantum algorithm
was not of great interest, it initiated great discoveries. Important results were
obtained [1], culminating with the factorisation algorithm discovered by Shor
in 1994, and with the quantum error correction codes [1] developed by Shor,
Steane, Gottesman and others around 1996. These breakthroughs should not
hide the fact that the number of quantum algorithms is rather small. But since
many problems in the same complexity class can be equivalent, solving one of
them can provide a solution to a whole class of problems. Pessimists see in this
lack of algorithms a major objection to quantum computing. Optimists point
out that simply to simulate quantum systems, it is already worthwhile to develop
quantum processors, since this task is notoriously difficult for usual computers.
A more balanced opinion might be that more theoretical breakthroughs are still
needed before quantum algorithms are really worth the effort of making quantum
processors. How large does a quantum processor need to be to perform a useful
computation? It is considered that a few tens of robust qubits would already be
sufficient for performing interesting computations. Notice that the size of the
Hilbert space of such a processor is already extremely large.
1.2. Quantum processors based on qubits
A sketch of a quantum processor based on quantum bits is shown in Fig. 1. It
consists of an array of these qubits, which are two level systems. Each qubit
is controlled independently, so that any unitary operation can be applied to it.
Qubits are coupled in a controlled way so that all the two qubit gate operations
required by algorithms can be performed. As in Boolean logic, a small set of
gates is sufficient to form a universal set of operations, and hence to operate a
quantum processor. A two-qubit gate is universal when, combined with a subset
of single qubit gates, it allows implemention of any unitary evolution [1]. For
8 D. Esteve and Denis Vion
0
1
0
1
0
1
U1U1
0 1
?
Fig. 1. Sketch of a quantum processor based on qubits. Each qubit is here a robust qubit, with its
error correction circuitry. The detailed architecture of a quantum processor strongly depends on the
set of gates that can be implemented. The single two qubit gates, combined with single qubit gates,
should form a universal set of gates, able to process any quantum algorithm.
instance, the control-not gate (C-NOT), which applies a not operation on qubit 2
when qubit1 is in state 1, is universal.
Criteria required for qubits Not all two level systems are suitable for imple-
menting qubits. A series of points, summarised by DiVicenzo, need to be ad-
dressed (see chapter 7 in [1]):
1) The level spectrum should be sufficiently anharmonic to provide a good
two level system.
2) An operation corresponding to a ’reset’ is needed.
3) The quantum coherence time must be sufficient for the implementation of
quantum error correction codes.
4) The qubits must be of a scalable design with a universal set of gates.
5) A high fidelity readout method is needed.
These points deserve further comments:
The requirement on the coherence is measured by the number of gate opera-
tions that can be performed with an error small enough so that error correcting
codes can be used. This requirement is extremely demanding: less than one er-
ror in  gate operations. Qubits rather better protected from decoherence than
those available today will be needed for this purpose.
If a readout step is performed while running the algorithm, a perfect read-
out system should provide answers with the correct probabilities, and project
the register on the state corresponding to the outcome read.The state can then
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be stored for other purpose. This is the definition of a quantum non demolition
(QND) measurement. Such a QND readout would be useful to measure quan-
tum correlations in coupled qubit circuits and to probe whether or not Bell’s
inequalities are violated as predicted by quantum mechanics like in the micro-
scopic world [9]. However, non QND readout systems could provide answers
with the correct probabilities, but fail to achieve the projection afterwards. Note
that QND readout is not essential for quantum algorithms although the factor-
ization algorithm is often presented with intermediate projection step, it is not
necessary.
1.3. Atom and ion versus solid state qubits
On the experimental side, implementing quantum processors is a formidable task,
and no realistic scalable design presently exists. The activity has been focused
on the operation of simple systems, with at most a few qubits. Two main roads
have been followed. First, microscopic quantum systems like atoms [10] and
ions [11] have been considered. Their main advantage is their excellent quantum-
ness, but their scalability is questionable. The most advanced qubit implemen-
tation is based on ions in linear traps, coupled to their longitudinal motion [11]
and addressed optically. Although the trend is to develop atom-chips, these im-
plementations based on microscopic quantum objects still lack the exibility of
microfabricated electronic circuits, which constitute the second main road in-
vestigated. Here, quantumness is limited by the complexity of the circuits that
always involve a macroscopic number of atoms and electrons. We describe in the
following this quest for quantumness in electronic solid state circuits.
1.4. Electronic qubits
Two main strategies based on quantum states of either single particles or of the
whole circuit, have been followed for making solid-state qubits.
In the first strategy, the quantum states are nuclear spin states, single electron
spin states, or single electron orbital states. The advantage of using microscopic
states is that their quantumness has already been probed and can be good at low
temperature. The main drawback is that qubit operations are difficult to perform
since single particles are not easily controlled and read out.
The second strategy has been developed in superconducting circuits based on
Josephson junctions, which form a kind of artificial atoms. Their Hamiltonian
can be tailored almost at will, and a direct electrical readout can be incorporated
in the circuit. On the other hand, the quantumness of these artificial atoms does
not yet compare to that of natural atoms or of spins.
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2. qubits in semiconductor structures
Microscopic quantum states suitable for making qubits can be found in semi-
conductor nanostructures, but more exotic possibilities such as Andreev states
at a superconducting quantum point contact [12] have also been proposed. Sin-
gle particle quantum states with the best quantumness have been selected, and a
few representative approaches are described below. Two families can be distin-
guished: the first one being based on quantum states of nuclear spins, or of lo-
calised electrons, while the second one is based on propagating electronic states
(ying qubits).
2.1. Kane’s proposal: nuclear spins of P impurities in silicon
The qubits proposed by Kane are the S=1/2 nuclear spins of   impurities in
silicon [13]. Their quantumness is excellent, and rivals that of atoms in vacuum.
In the ref. [13], the author has proposed a scheme to control, couple and readout
such spins. A huge effort has been started in Australia in order to implement
this proposal sketched in Fig. 2. The qubits are controlled through the hyperfine
interaction between the nucleus of the   impurity and the bound electron
around it. The effective Hamiltonian of two neighboring nucleus bound electron
spins:
  
 
  
where the subscripts  and  refer to nuclei and bound electrons respectively.
The transition frequency of each qubit is determined by the magnetic field ap-
plied to it, and by its hyperfine coupling  controlled by the gate voltage applied
to the A gate electrode, which displaces the wavefunction of the bound electron.
Single qubit gates would be performed by using resonant pulses, like in NMR,
while two qubit gates would be performed using the J gates, which tune the ex-
change interaction between neighboring bound electrons. The readout would be
performed by transfering the information on the qubit state to the charge of a
quantum dot, which would then be read using an rf-SET. Although the feasibility
of Kane’s proposal has not yet been demonstrated, it has already yielded signif-
icant progress in high accuracy positioning of a single impurity atom inside a
nanostructure.
2.2. Electron spins in quantum dots
Using electron spins for the qubits is attractive because the spin is weakly coupled
to the other degrees of freedom of the circuit, and because the spin state can be
transferred to a charge state for the purpose of readout (see [14] and refs. therein).
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Fig. 2. Kane’s proposal: nuclear spins of phosphorus impurities form the qubits.The control is pro-
vided by the hyperfine interaction with a bound electron around each impurity. Each qubit level
scheme is controlled by applying a voltage to an A gate (labelled A) electrode that displaces slightly
the wavefunction of the bound electron, and thus modifies the hyperfine interaction. Single qubit
gates are performed by applying an ac field on resonance, like in Nuclear Magnetic Resonance. The
two qubit gates are performed using the J gates (labelled J), which control the exchange interaction
between neighboring bound electrons. The exchange interaction mediates an effective interaction
between the qubits. The readout is performed by transfering the information on the qubit state to
the charge of a quantum dot (not shown), which is then read using an rf-Single Electron Transistor
(picture taken from [13].)
Single qubit operations can be performed by applying resonant magnetic fields
(ESR), and two qubit gates can be obtained by controlling the exchange inter-
action between two neighboring electrons in a nanostructure. The device shown
in Fig. 3 is a double dot in which the exchange interaction between the sin-
gle electrons in the dots is controlled by the central gate voltage. The readout
is performed by monitoring the charge of the dot with a quantum point contact
transistor close to it. The measurement proceeds as follows: first, the dot gate
voltage is changed so that an up spin electron stays in the dot, while a down spin
electron leaves it. In that case, another up spin electron from the reservoir can
enter the dot. The detection of changes in the dot charge thus provides a measure-
ment of the qubit state. Note that such a measurement can have a good fidelity as
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required, but is not QND because the quantum state is destroyed afterwards.
Fig. 3. Scanning Electron Micrograph of a double dot implementing two qubits . The qubits are
based on the spin of a single electron in the ground state of each dot (disks). The two qubits are
coupled through the exchange energy between electrons, which is controlled by the central gate.
Single qubit gates are obtained by applying local resonant ac magnetic fields. Readout is performed
by monitoring each dot charge with a point contact transistor, after a sudden change of the dot gate
voltage. An electron with the up spin state stays in the dot, whereas a down spin exits, and is replaced
by an up spin electron. A change in the dot charge thus signals a down spin. (Courtesy of Lieven
Vandersypen, T.U. Delft).
2.3. Charge states in quantum dots
The occupation of a quantum dot by a single electron is not expected to pro-
vide an excellent qubit because the electron strongly interacts with the electric
field. Coherent oscillations in a semiconductor qubit circuit [15] were neverthe-
less observed by measuring the transport current in a double dot charge qubit
repeatitively excited by dc pulses, as shown in Fig. 4.
2.4. Flying qubits
Propagating electron states provide an interesting alternative to localised states.
Propagating states in wires with a small number of conduction channels have
been considered, but edge states in Quantum hall Effect structures offer a better
solution [4] . Due to the absence of back-scattering, the phase coherence time
at low temperature is indeed long: electrons propagate coherently over distances
longer than  	
. Qubit states are encoded using electrons propagating in
opposite directions, along the opposite sides of the wires. The qubit initialisa-
tion can be performed by injecting a single electron in an edge state. As shown
in Fig. 5, single qubit gates can be obtained with a quantum point contact that
transmits or reects incoming electrons, and two qubit gates can be obtained by
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Fig. 4. Coherent oscillations of a single electron inside a double dot structure, as a function of the
duration of a dc pulse applied to the transport voltage. These oscillations are revealed by the average
current when the pulse is repeated at a large rate (picture taken from Hayashi et al. [15] )
coupling edge states over a short length. The readout can be performed by de-
tecting the passage of the electrons along the wire, using a corrugated edge in
order to increase the readout time. This system is not easily scalable because of
its topology, but is well suited for entangling pairs of electrons and measuring
their correlations.
3. Superconducting qubit circuits
The interest of using the quantum states of a whole circuit for implementing
qubits is to benefit from the wide range of Hamiltonians that can be obtained
when inductors and capacitors are combined with Josephson junctions. These
junctions are necessary because a circuit built solely from inductors and ca-
pacitors constitutes a set of harmonic modes. A Josephson junction [16] has a
Hamiltonian which is not quadratic in the electromagnetic variables, and hence
allows to obtain an anharmonic energy spectrum suitable for a qubit. Josephson
qubits can be considered as artificial macroscopic atoms, whose properties can
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Fig. 5. Single qubit gate (top) and two qubit gate (bottom) for ying qubits based on edge states in
QHE nanostructures (Courtesy of C. Glattli).
be tailored. The internal and coupling Hamiltonians can be controlled by apply-
ing electric or magnetic fields, and bias currents. The qubit readout can also be
performed electrically.
3.1. Josephson qubits
A direct derivation of the Hamiltonian can often be performed for simple circuits.
There are however systematic rules to derive the Hamiltonian of a Josephson cir-
cuit [17, 18], and different forms are possible depending on the choice of vari-
ables. When branch variables are chosen, the contribution to the Hamiltonian of
a Josephson junction in a given branch is:
   	
where    is the Josephson energy, with  the critical current of the
junction, and  the superconducting phase difference between the two nodes con-
nected by the branch. The phase  is the conjugate of the number  of Cooper
pairs passed across the junction. In each quantum state of the circuit, each junc-
tion is characterised by the uctuations of  and of . Often, the circuit junctions
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are either in the phase or number regimes, characterised by small and large uc-
tuations of the phase, respectively. Qubit circuits can be classified according to
the regime to which they belong.
3.1.1. Hamiltonian of Josephson qubit circuits
In the case of a single junction, the electromagnetic Hamiltonian of the circuit
in which the junction is embedded adds to the junction Hamiltonian. The phase
biased junction is in the phase regime, whereas the charge biased junction, a cir-
cuit called the Single Cooper Pair Box, can be in a charge regime, phase regime,
or intermediate charge-phase regime, depending on the circuit parameters. The
Cooper-pair box in the charge regime was the first Josephson qubit in which co-
herent behavior was demonstrated [19].
In practice, all Josephson qubits are multi junction circuits in order to tailor
the Hamiltonian, to perform the readout, and to achieve the longest possible co-
herence times. The main types of superconducting qubit circuits can be classified
along a phase to charge axis, as shown in Fig. 6. The phase qubit [20] developed
at NIST (Boulder) consists of a Josephson junction in a ux biased loop, with
two potential wells. The qubit states are two quantized levels in the first poten-
tial well, and the readout is performed by resonantly inducing the transfer to the
second well, using a monitoring SQUID to detect it. The ux qubit [21, 22] de-
veloped at T.U. Delft consists of three junctions in a loop, placed in the phase
regime. Its Hamiltonian is controlled by the ux threading the loop. The ux
qubit can be coupled in different ways to a readout SQUID. The quantronium
circuit [7,23–25], developed at CEA-Saclay is derived from the Cooper pair box,
but is operated in the intermediate charge-phase regime. A detailed description of
all Josephson qubits, with extensive references to other works, is given in [5–7].
3.1.2. The single Cooper pair box
The single Cooper pair box [7] consists of a single junction connected to a voltage
source across a small gate capacitor, as shown in Fig. 7. Its Hamiltonian is the
sum of the Josephson Hamiltonian and of an electrostatic term:
      	  , (3.1)
where   

 is the charging energy, and   
 the re-
duced gate charge with  the gate voltage. The operators  and  obey the
commutation relation
   . The eigenstates and eigenenergies can be an-
alytically determined, or calculated numerically using a restriction of the Hamil-
tonian in a subspace spanned by a small set of  states. They are 
 peri-
odic with the gate charge. The two lowest energy levels provide a quantum bit
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Fig. 6. Josephson qubits can be classified along an axis ranging from the phase regime to the charge
regime: the current biased large junction(a), the ux qubit (b), the quantronium charge-phase qubit
(c), the Cooper pair box with small Josephson energy (d). In the phase regime, the number of Cooper
pairs transferred across each junction has large uctuations, whereas these uctuations are small in
the charge regime. (Courtesy of NIST, T.U. Delft, CEA-Saclay, and Chalmers).
because the eigenenergy spectrum is anharmonic for a wide range of parame-
ters. When    , the qubit states are two successive  states away from
  
, and symmetric and antisymmetric combinations of successive
 states in the vicinity of   
.
3.1.3. Survey of Cooper pair box experiments
The most direct way to probe the Cooper pair box is to measure the island
charge. Following this idea, the island charge was measured in its ground state
in 1996 [26] by capacitively coupling the box island to an electrometer based
on a Single Electron Transistor (SET) [27]. This readout method could not be
used however for time resolved experiments because its measuring time was too
long. The first Josephson qubit experiment was performed in 1999 at NEC [19],
by monitoring the current through an extra junction connected on one side to the
box island and on the other side to a voltage source. When the box gate charge
is suddenly (i.e. non adiabatically) moved from    to   
, the initial
ground state  state is no longer an eigenstate, and coherent oscillations between
states take place between  and  at the qubit transition frequency. When 
is suddenly moved back to its initial value , the probability for the qubit to be
in the excited state  is conserved. The readout takes advantage of the available
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Fig. 7. Schematic representation and electrical circuit of a Single Cooper pair box: A small super-
conducting island is connected to a voltage source across a capacitor on one side, and a Josephson
junction on the other side. In the schematic circuit, the cross in a box represents a small Josephson
junction.
energy in the upper state to transfer a Cooper pair across the readout junction.
When the experiment is repeated, the average current through the readout junc-
tion provides a measurement of the qubit state at the end of the gate charge pulse.
This method of readout provides a continuous average measurement of the box.
It proved extremely well suited to many experiments. However, it cannot provide
a single shot readout of the qubit. The evolution of qubit design was then driven
by the aim of achieving a better quantumness and a more efficient readout. Bet-
ter quantumness means a longer coherence time, with a controlled inuence of
the environment to avoid decoherence. More efficient readout means single shot
readout, with a fidelity as high as possible, and ideally quantum non demolition
(QND). The quantronium operated in 2001 at Saclay was the first qubit circuit
combining a single shot readout with a long coherence time [7, 23–25]. In 2003,
the charge readout of a Cooper pair box was achieved at Chalmers [29] using an
rf-SET [30], which is a SET probed at high frequency. A sample and hold charge
readout was operated in 2004 at NEC [31], with a fidelity approaching 90%. In
2004, a Cooper pair box embedded in a resonant microwave cavity was operated
at Yale [32] using the modification of the cavity transmission by the Cooper pair
box, similar to the effect of a single atom in cavity-QED experiments [10].
3.2. How to maintain quantum coherence?
When the readout circuit measures the qubit, its backaction results in full qubit
decoherence during the time needed to get the outcome, and even faster if the
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readout efficiency is below the quantum limit. The readout should thus be switched
off when the qubit is operated, and switched on just at readout time. Furthermore,
even when the readout is off, the qubit is subject to decoherence, partly due to
the connection of the qubit to the readout circuitry. How could one possibly limit
the inuence of the environment and of the readout even when it is off, and to
switch on the readout when needed?
Before explaining a possible strategy to circumvent this major problem, we
expose the basic concepts underlying decoherence in qubit circuits. The inter-
action between a qubit and the degrees of freedom of its environment entangles
both parties. This entanglement takes a simple form in the weak coupling regime,
which is usually the case in qubit circuits [28]. The coupling arises from the fact
that the control parameters of the qubit Hamiltonian ( such as  for the Cooper
pair box), are in fact uctuating variables of the qubit environment.
3.2.1. Qubit-environment coupling Hamiltonian
We call  the set of control variables entering the Hamiltonian of a qubit. At a
given working point  the qubit space is analogous to a fictitious spin 
 with
 eigenstates  and . Using the Pauli matrix representation of spin oper-
ators, the expansion of the Hamiltonian around  yields the coupling Hamil-
tonian:  
  , (3.2)
where    is the restriction of 
  to the 	  
 space. This
coupling Hamiltonian determines the qubit evolution when a control parameter
is varied at the qubit transition frequency, and the coupling to decoherence noise
sources.
In the weak coupling regime, the uctuations of the qubit environment are
characterised by the spectral density:
 



 


     (3.3)
This spectral density is defined for positive and negative s, proportional to the
number of environmental modes that can absorb and emit a quantum , respec-
tively. In the case of the Cooper pair box, the uctuations of the gate charge 
arise from the impedance of the biasing circuitry and from microscopic charge
uctuators in the vicinity of the box island [7,25].
3.2.2. Relaxation
The decay of the longitudinal part of the density matrix in the eigenstate basis
	  
 involves    qubit transitions, with the energy transferred to the
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environment. Such an event resets the qubit in its ground state. The decay is
exponential, with a rate:
 



	
	



  (3.4)
The symbol  indicates that only transverse uctuations at positive frequency
 induce downward transitions. Upward transitions, which involve ,
occur at a negligible rate for experiments performed at temperatures 
 
, provided the environment is at thermal equilibrium. The relaxation time is
thus    .
3.2.3. Decoherence: relaxation + dephasing
When a coherent superposition !   "  is prepared, the amplitudes ! and
" evolve in time, and the non diagonal part of the density matrix oscillates at
the qubit frequency . The precise definition of decoherence is the decay of
this part of the density matrix. There are two distinct contributions to this de-
cay. Relaxation contributes to decoherence by an exponential damping factor
with a rate 
. Another process, called dephasing, often dominates. When
the qubit frequency  uctuates, an extra phase factor # with
#  



  builds up between both amplitudes, the cou-
pling coefficient 	 being:
	           
Dephasing involves longitudinal uctuations, and contributes to decoherence by
the factor:
$  #  (3.5)
Note that the decay of this dephasing factor $ is not necessarily exponen-
tial. When 	   , and assuming a gaussian process for
 , one
finds using a semi-classical approach:
$  

 



	
	


  

 sinc





, (3.6)
A full quantum treatment of the coupling to a bath of harmonic oscillators
justifies using the quantum spectral density in the above expression [28]. When
the spectral density  is regular at   , and at at low frequencies, $
decays exponentially at long times, with a rate   




  .
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When the spectral density diverges at   , like for the ubiquitous $ noise, a
careful evaluation has to be performed [33, 34].
3.2.4. The optimal working point strategy
The above considerations on decoherence yield the following requirements for
the working point of a qubit:
-In order to minimize the relaxation, the coefficients 	 should be small,
and ideally 	  .
-In order to minimize dephasing, the coefficients 	   should
be small. The optimal case is when the transition frequency is stationary with
respect to all control parameters: 	  . At such optimal points, the qubit is
decoupled from its environment and from the readout circuitry in particular. This
means that the two qubit states cannot be discriminated at an optimal point. One
must therefore depart in some way from the optimal point in order to perform the
readout. The first application of the optimal working point strategy was applied
to the Cooper pair box, with the quantronium circuit [7, 23,24].
4. The quantronium circuit
The quantronium circuit is derived from a Cooper pair box. Its Josephson junc-
tion is split into two junctions with respective Josephson energies   
,
with     a small asymmetry coefficient (see Fig. 8). The reason for splitting
the junction into two halves is to form a loop that can be biased by a magnetic
ux . The split box, which we first explain, has two degrees of freedom, which
can be chosen as the island phase  and the phase difference % across the two box
junctions. In this circuit, the phase % is a mere parameter %  .
The Hamiltonian of the split box, which depends on the two control parame-
ters  and % is:
     	%


 	   	%


 	 . (4.1)
The two lowest energies of this Hamiltonian are shown in Fig. 9 as a function
of the control parameters. The interest of the loop is to provide a new variable to
probe the qubit: the loop current. The loop current is defined by the operator:
 %  


 
%


The average loop current  in state  obeys a generalized Josephson relation:
 % 


     %% . The difference between the loop
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Fig. 8. Schematic representation of a split Cooper pair box showing its island, its two Josephson
junctions connected to form a grounded superconducting loop, its gate circuit, and its magnetic ux
bias. Bottom: Corresponding electrical drawing.
currents of the two qubit states is    
%. As expected,
the difference vanishes at an optimal point.
The variations of the qubit transition frequency with the control parameters
are shown in Fig.10. Different optimal points where all derivatives 
vanish are present. The charge difference    also vanishes at
these points. The optimal point 	  
 %  
 was first used.
4.1. Relaxation and dephasing in the quantronium
The split box is unavoidably coupled to noise sources affecting the gate charge
 and the phase % [7, 25]. The coupling to these noise sources 	 and 	
for relaxation and dephasing are obtained from the definition 3.2.
The coupling vector 	 for relaxation is:
	 


      
#    
Relaxation can thus proceed through the charge and phase ports, but one finds
that the phase port does not contribute to relaxation at   
when the asym-
metry factor  vanishes. Precise balancing of the box junctions is thus important
in the quantronium.
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δ/2pi
Fig. 9. Two lowest energy levels of a split Cooper pair box having an  ratio equal to 1, as
a function of the two external parameters  and . Energies are normalized by the Cooper pair
Coulomb energy. The asymetry coefficient used here is   . The principal effect of  is to
control the gap at     .
The coupling vector for dephasing is directly related to the derivatives of the
transition frequency:
	    %.
The charge noise arises from the noise in the gate bias circuit and from the
background charge noise due to microscopic uctuators in the vicinity of the
box tunnel junctions. This background charge noise has a $ spectral density
at low frequency, with a rather universal amplitude. The phase noise also has
a $ spectral density, but its origin in Josephson junction circuits is not well
understood and is not universal.
4.2. Readout
The full quantronium circuit, shown in the top of Fig. 11, consists of a split-
box with an extra larger junction inserted in the loop for the purpose of readout.
The Hamiltonian of the whole circuit is the sum of the split-box Hamiltonian4.1
and of the Hamiltonian of a current-biased Josephson junction [7,25]. The phase
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Fig. 10. A: Calculated transition frequency as a function of the control parameters  and 
for the parameters    	
,    	
 Three optimal points where the fre-
quency is stationary, are visible. The optimal point used in the experiments is the saddle point
     	  B: cuts along the planes    and   . Symbols: position of the
resonance of the switching probability in CW excitation lines: predictions. The lineshape at the
optimal point is plotted in inset.( Taken from Vion et al. [24]).
difference % in the split-box Hamiltonian is related to the phase difference across
the readout junction by the relation %  & . The phase % is still an almost
classical variable, except at readout time, when the qubit gets entangled with the
readout junction. This readout junction can be used in different ways in order to
discriminate the qubit states, as we now show.
4.2.1. Switching readout
The simplest readout method consists in using the readout junction to perform a
measurement of the loop current after adiabatically moving away from the opti-
mal point. For this purpose, a trapezoidal readout pulse with a peak value slightly
below the readout junction critical current is applied to the circuit. Since this bias
current adds to the loop current in the readout junction, the switching of the read-
out junction to a finite voltage state can be induced with a large probability for
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δ γ
Φ
Fig. 11. Top: Schematic circuit of the quantronium qubit circuit. The quantronium consists of a
readout junction inserted in the loop of a split-junction Cooper pair box. When a trapezoidal current
pulse is applied, the readout junction switches to the voltage state with a larger probability for state
 than for state . Bottom right: Scanning electron picture of a quantronium sample made using
double angle shadow-mask evaporation of aluminum. Bottom left: Rabi oscillations of the switching
probability as a function of the duration of a resonant microwave pulse.
state  and with a small probability for state . This switching method is in
principle a single shot readout. It has been applied to the quantronium [?] and
to the ux qubit [22], with switching probability difference up to  and ,
respectively. The lack of fidelity is attributed to spurious relaxation during the
readout bias current pulse.This switching method also destroys the qubit after
measurement: this is not a QND readout.
4.2.2. AC methods for QND readout
Recently, microwave methods measuring the phase of a microwave signal re-
ected or transmitted by the circuit have been used with various superconducting
qubits in order to attempt a non destructive readout. A QND readout should also
lead to a better readout fidelity. Although correlated measurements on coupled
qubits and quantum algorithms do not require QND readout, achieving this goal
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seems essential for probing quantum mechanics in macroscopic objects. In gen-
eral, with these rf methods, the working point stays, on average, at the optimal
point, and undergoes small amplitude oscillations at a frequency different than
the qubit frequency. The case of the Cooper pair box embedded in a resonant mi-
crowave cavity is an exception because the cavity frequency is comparable with
the qubit frequency [32]. Avoiding moving far away from the optimal point might
thus reduce the spurious relaxation observed with the switching method, and thus
improve the readout fidelity. These rf methods, proposed for the ux qubit [35],
the quantronium [36,37], and the Cooper pair box [38], give access to the second
derivative of the energy of each qubit state with trespect to the control parameter
that is driven. In the quantronium, this parameter is the phase %. The qubit slightly
modifies the inductance of the whole circuit [37], with opposite changes for the
two qubit states. The readout of the inductance change is obtained by measur-
ing the reected signal at a frequency slightly below the plasma frequency of the
readout junction. The discrimination between the two qubit states is furthermore
greatly helped there by the non-linear resonance of the junction and the conse-
quent dynamical transition from an in phase oscillation regime, to an out of phase
oscillation regime when the drive amplitude is increased [36].
5. Coherent control of the qubit
Coherent control of a qubit is performed by driving the control parameters of the
Hamiltonian. This evolution of the qubit state can be either adiabatic, or non
adiabatic. A slow change of the control parameters yields an adiabatic evolution
of the qubit that can be useful for some particular manipulations. Note however
that the adiabatic evolution of the ground state of a quantum system can be used
to perform certain quantum computing tasks [39]. Two types of non-adiabatic
evolutions have been performed, with dc-pulses and with resonant ac-pulses.
5.1. Ultrafast ’DC’ pulses versus resonant microwave pulses
In the dc-pulse method [19], a sudden change of the Hamiltonian is performed.
The qubit state does not in principle evolve during the change, but evolves after-
wards with the new Hamiltonian. After a controlled duration, a sudden return to
the initial working point is performed in order to measure the qubit state. In this
method, the qubit manipulation takes place at the qubit frequency, which allows
time-domain experiments even when the coherence time is very short. Its draw-
backs are its lack of versatility, and the extremely short pulse rise-time necessary
to reach the non-adiabatic regime.
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0
Fig. 12. Bloch sphere in the rotating frame. On resonance, the ac excitation corresponds to a static
magnetic field in the equatorial plane for the fictitious spin representing the qubit (thin arrow). The
angle between the field and the  axis is the phase  of the excitation with respect to the reference
phase that determines the  axis of the Bloch sphere.
In the second method, a control parameter is varied sinusoidally with a fre-
quency matching the resonance requency of the qubit. This method is more ver-
satile and more accurate than the dc pulse method, but is slower. When the gate
voltage of a Cooper pair box is modulated by a resonant microwave pulse with
amplitude %, the Hamiltonian 3.2 contains a term   



    ,
which induces Rabi precession at frequency   
 % 
    , as
shown in Fig. 12. The fictitious spin representing the qubit rotates around an axis
located in the equatorial plane of the Bloch sphere. The position of this axis is
defined by the relative phase ' of the microwave with respect to the microwave
carrier that defines the ( axis. A single resonant pulse with duration  induces a
rotation by an angle  , which manifests itself by oscillations of the switching
probability, as shown in Fig. 11. When the pulse is not resonant, the detuning
adds a ) component to the rotation vector.
5.2. NMR-like control of a qubit
Rabi precession, which is the basic coherent control operation, has been demon-
strated for several Josephson qubits [19,22,24,29]. More complex manipulations
inspired from NMR [40, 41, 43] have also been applied in order to perform arbi-
trary single qubit gates, and to probe decoherence processes [44, 45].
Although it is possible to rotate around an out of plane axis by detuning the
microwave, it is more convenient to combine on-resonance pulses. Indeed, three
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sequential rotations around two orthogonal axes, for instance the * and + axes on
the Bloch sphere, should allow to perform any desired rotation. It is thus impor-
tant to test whether or not two subsequent rotations combine as predicted. The
result is shown in Fig. 13. A two pulse sequence was also used to probe rotations
around the ) axis and was performed using adiabatic pulses applied to the gate
charge or to the phase port. Indeed, varying the qubit frequency during a short
time results in an extra phase factor between the two components of the qubit,
which is equivalent to a rotation around the , axis by an angle - 

%.
As discussed further below, the two pulse sequence also probes decoherence dur-
ing the free evolution of the qubit between the two pulses.
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Fig. 13. Switching probability after two  pulses around     or axes, as a function of
the delay between the pulses. The phase of the oscillating signal at the detuning frequency 
 
depends as predicted for the different combinations of rotation axes. The solid lines are theoretical
fits (taken from [45]).
The issue of gate robustness is also extremely important because the needs of
quantum computing are extremely demanding. In NMR, composite pulse meth-
ods have been developed in order to make transformations less sensitive to pulse
imperfections [41–43]. In these methods, a single pulse is replaced by a series
of pulses that yield the same operation, but with a decreased sensitivity to pulse
imperfections. In the case of frequency detuning, a particular sequence named
CORPSE (Compensation for Off-Resonance with a Pulse Sequence) has proved
to be extremely efficient [42]. The sensitivity to detuning is indeed strongly re-
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duced, the error starting at fourth order in detuning instead of second order for a
single pulse. This sequence has been probed in the case of a  rotation around
the ( axis. As shown in Fig. 14, it is significantly more robust against detuning
than a single  pulse. This robustness was probed starting from state 0, but also
from any state with a representative vector in the YZ plane (see inset).
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Fig. 14. Demonstration of the robustness of a composite pulse with respect to frequency detuning:
switching probability after a  	 sequence (disks), and after a single 	 pulse
(circles). The dashed line is the prediction for the  	 sequence, the arrow indicates
the qubit transition frequency. The  sequence works over a larger frequency range. The
Rabi frequency was  . Inset: oscillations of the switching probability after a single pulse
	 followed (disks) or not (circles) by a  	 pulse. The patterns are phase shifted
by , which shows that the  sequence is indeed equivalent to a  pulse (Taken from [45]).
6. Probing qubit coherence
We discuss now decoherence during the free evolution of the qubit, which in-
duces the decay of the qubit density matrix. As explained in section 3.2.3, de-
coherence is characterised by relaxation, affecting the diagonal and off diagonal
parts of the density matrix, and by dephasing, which affects only its off diagonal
part.
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pi
Fig. 15. Decay of the switching probability of the quantronium’s readout junction as a function of the
delay  between a  pulse that prepares state  and the readout pulse.(Taken from [24])
6.1. Relaxation
Relaxation is readily obtained from the decay of the signal after a  pulse, as
shown in Fig. 15. The relaxation time in the quantronium ranges from a few
hundreds of nanoseconds up to a few microseconds. These relaxation times are
shorter than those calculated from the coupling to the external circuit using an es-
timated value for the asymmetry factor . Note however that the electromagnetic
properties of the circuit are difficult to evaluate at the qubit transition frequency.
Since a similar discrepancy is found in all Josephson qubits, this suggests that
qubits with a simple microwave design are preferable, and that microscopic re-
laxation channels may be present in all these circuits, as suggested by recent ex-
periments on phase qubits [46]. A confirmation of this would imply the necessity
of a better junction technology.
6.2. Decoherence during free evolution
The most direct way to probe decoherence is to perform a Ramsey fringe ex-
periment, as shown in Fig. 16, using two 
 pulses slightly out of resonance.
The first pulse creates a superposition of states, with an off diagonal density ma-
trix. After a period of free evolution, during which decoherence takes place, a
second pulse transforms the off-diagonal part of the density matrix into a longitu-
dinal component, which is measured by the subsequent readout pulse. The decay
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Fig. 16. Ramsey fringe experiment on a quantronium sample at the optimal point. Two  mi-
crowave pulses slightly out of resonance and separated by a time delay  are applied to the gate, The
oscillations of the switching probability (dots) at the detuning frequency give direct access to deco-
herence. In this experiment, their decay time was 
 , as estimated by the fit to an exponentially
decaying cosine (full line). Coherence times have been measured to be in the range   
 
for the quantronium (Quantronics group).
of the obtained oscillations at the detuning frequency characterise decoherence.
This experiment was first performed in atomic physics, and it corresponds to the
free induction decay (FID) in NMR. When the decay is not exponential, we de-
fine the coherence time as the time corresponding to a decay factor .
Other more sophisticated pulse methods have been developed to probe coher-
ence. When the operating point is moved away from the optimal point at which
decoherence is weak during a fraction of the delay between the two pulses of a
Ramsey sequence, the signal gives access to decoherence at this new working
point. The interest of this ’detuning’ method is to perform qubit manipulations at
the optimal working point without being hindered by strong decoherence. When
the coherence time is too short for time domain experiments, the lineshape, which
is the Fourier transform of the Ramsey signal, gives access to the coherence time.
Coherence times obtained with all these methods on a single sample away from
the optimal point in the charge and phase directions are indicated by full symbols
in Fig. 17.
It is possible to shed further light on the decoherence processes and to fight
them using the echo technique well known in NMR [40]. An echo sequence is
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Fig. 17. Coherence times  and 	 in a quantronium sample extracted from the decay of free
evolution signals. The full and dashed lines are calculated using the the spectral densities depicted by
the bottom graphs for the phase noise (left) and for the charge noise (right), respectively. (Quantronics
group).
a two 
 pulse Ramsey sequence with a  pulse in the middle, which causes
the phase accumulated during the second half to be subtracted from the phase ac-
cumulated during the first half. When the noise-source producing the frequency
uctuation is static on the time scale of the pulse sequence, the echo does not
decay. The observed echo decay times, indicated by open disks in Fig. 17, thus
set constraints on the spectral density of the noise sources. In particular, these
data indicate that the charge noise is significantly smaller than expected from the
low frequency $ spectrum, at least in the two samples in which echo experi-
ments were performed. Bang-bang suppression of dephasing, which generalises
the echo technique, could fight decoherence more efficiently [47].
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6.3. Decoherence during driven evolution
During driven evolution, the density matrix is best defined using the eigenstate
basis in the rotating frame. On resonance, these eigenstates are the states ( and
( on the Bloch sphere. As in the laboratory frame, the decay of the density
matrix involves relaxation and dephasing. The measurement of the relaxation
time can be performed using the so-called spin locking technique in NMR [40],
which allows one to measure the qubit polarisation after the preparation of the
state (. The coherence time during driven evolution is easily obtained from
Rabi oscillations. Indeed, the initial state  is a coherent superposition of the
eigenstates during driven evolution since   ( ( 
 . The Rabi
signal measured after a pulse of duration  thus probes decoherence during driven
evolution. The corresponding coherence time is longer than the coherence time
during free evolution because the driving field quenches the effect of the low
frequency uctuations that dominate dephasing during free evolution.
7. Qubit coupling schemes
Single qubit control and readout has been achieved for several Josephson qubits.
Although the control accuracy and readout fidelity do not yet meet the require-
ments for quantum computing, the demonstration on such ’working’ qubits of
logic gates is now the main goal. Presently, only a few experiments have been
performed on coupled qubits. A logic   gate was operated in 2003
on charge qubits [48], but without a single shot readout. The correlations be-
tween coupled phase qubits have been measured recently using a single-shot
readout [49]. However, the entanglement between two coupled qubits has not
yet been investigated with sufficient accuracy to probe the violation of Bell in-
equalities predicted by quantum mechanics. Only such an experiment can indeed
test if collective degrees of freedom obey quantum mechanics, and whether or not
the entanglement decays as predicted from the known decoherence processes.
7.1. Tunable versus fixed couplings
In a processor, single qubit operations have to be supplemented with two qubit
logic gate operations. During a logic gate operation, the coupling between the
two qubits has to be controlled with great accuracy. For most solid state qubits,
there is however no simple way to switch on and off the coupling and to con-
trol its amplitude. In the cases of the implementations based on P impurities in
silicon and on electrons in quantum dots, the exchange energy between two elec-
trons, which can be varied with a gate voltage, provides a tunable coupling. In
the case of the superconducting qubits, controllable coupling circuits have been
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proposed, but fixed coupling Hamiltonians have been mostly considered: capac-
itive coupling for phase, charge-phase and charge qubits, and inductive coupling
for ux qubits. It is nevertheless possible to use a constant coupling Hamil-
tonian provided that the effective qubit-qubit interaction induced by this coupling
Hamiltonian is controlled by other parameters. We now discuss all these coupling
schemes.
7.2. A tunable coupling element for Josephson qubits
The simplest way to control the coupling between two Josephson qubits is to
use a Josephson junction as a tunable inductance. For small phase excursions, a
Josephson junction with phase difference % behaves as an effective inductance
.  #  	 %. Two Josephson junctions in parallel form an effective junc-
tion whose inductance can be controlled by the magnetic ux through the loop.
When an inductance is placed in a branch shared by two qubit loop circuits,
which is possible for phase, charge-phase and ux qubits, the coupling between
the two qubits is proportional to the branch inductance. Note that, in this tunable
coupling scheme, the qubits have to be moved slightly away from their optimal
working point, which deteriorates quantum coherence. The spectroscopy of two
ux qubits whose loops share a common junction has been performed [51], and
been found to be in close agreement with the predictions. In the case of two
charge-phase qubits sharing a junction in a common branch [52], the coupling
takes a longitudinal form in the qubit eigenstate basis:    ,
where  is the coupling frequency. The amplitude of the effective ) field acting
on each fictitious spin is changed proportionally to the ) component of the other
spin. This coupling allows one to control the phase of each qubit, conditional
upon the state of the other one.It thus allows the implementation of the Con-
trolled Phase gate, from which the controlled not  gate can be obtained.
7.3. Fixed coupling Hamiltonian
The first demonstration of a logic gate was performed using a fixed Hamiltonian.
The system used consisted of two Cooper pair boxes with their islands connected
by a capacitance  . The coupling Hamiltonian is
       (7.1)
where   
 is the coupling energy, smaller than the
charging energy of the Cooper pair boxes. This Hamiltonian corresponds to
changing the gate charges by 
     for qubit , and by

   for qubit 
. The correlations between the two qubits
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Fig. 18. Demonstration of the correlation between two capacitively coupled charge qubits. Pulse-
induced current as a function of the Josephson energy of the control qubit. The control qubit is
prepared in a superposition of states that depends on its Josephson energy . A pulse applied on
the target qubit yields a  rotation only when the control qubit is in state . The currents through
the two probe junctions can be anticorrelated (a) or correlated (b) when  is varied. (Courtesy of
T. Yamamoto et al. [48], NEC, Japan).
predicted for this Hamiltonian have been probed, as shown in Fig. 18. A C-NOT
logic gate was operated with this circuit [48].
In the uncoupled eigenstate basis, The Hamiltonian (7.1) contains both lon-
gitudinal terms of type  and transverse terms of type  At the
double optimal point     
 , %  %   the Hamiltonian (7.1) is
transverse  , with        .
When the two qubits have the same resonance frequency , and when  
, the non-secular terms in  that do not commute with the single qubit
Hamiltonian are ineffective, and the effective Hamiltonian reduces to:
	
       (7.2)
The evolution of the two qubits corresponds to swapping them periodically. More
precisely, a swap operation is obtained at time  This gate is called 	
because of extra factors :
	     	     
	      	   .
At time  , the evolution operator corresponds to the gate

	 ,
which is universal.
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7.4. Control of the interaction mediated by a fixed Hamiltonian
The control of the qubit-qubit interaction mediated by a fixed Hamiltonian de-
pends on the form of this Hamiltonian.
For a coupling of the form 
, the effective interaction can be controlled by
varying the qubit frequencies since the qubits are affected only when their fre-
quency difference is smaller than  . This tuning strategy was recently applied
to capacitively coupled phase qubits, in which the qubit frequency is directly
controlled by the bias current of the junctions [6]. The correlations predicted by
quantum mechanics between the readouts of the two qubits were observed [49].
The tuning strategy would be also well suited for coupling many qubits together
through an oscillator [28]. The virtual exchange of photons between each qubit
and the oscillator indeed yields a coupling of the form 
, which is efficient
only when the two qubits are tuned. This coupling scheme yields truly scalable
designs, whereas most of other schemes are limited to 1D qubit arrays, with near-
est neighbor couplings. The coupling between a qubit and a resonator has been
already demonstrated for the charge and ux qubits [32, 50].
Another method proposed recently consists in maintaining the qubits out of
resonance, but in reaching an equivalent resonance condition in the presence of
resonant microwave pulses applied to each one [53]. This method is based on an
NMR protocol developed by Hartmann and Hahn in order to place two different
spin species ’on speaking terms’. In this scheme, the energy difference between
the two qubits is exchanged with the microwave fields.
The case of the longitudinal coupling    has not been
considered yet. Although the control of this coupling is commonly performed in
high resolution NMR, adaptation to qubits has not been attempted.
7.5. Running a simple quantum algorithm
Despite the fact that no quantum processor is yet available, running a simple
quantum algorithm in a Josephson qubit circuit is nonetheless presently within
reach. Let us consider Grover’s search algorithm, which is able to retrieve an
object among  in  algorithmic steps [1]. In the simple case of 4 objects, it
requires a single algorithmic step. Let us consider a two-qubit system 	 

with
an 	 gate. The object to be retrieved is an operator / taken among the four
operators 0
0
, where 0 1 denotes a rotation around the
2 axis by an angle 1. A simplified version of Grover’s algorithm proceeds as
follows:
-first, a superposition of all eigenstates is prepared by applying single qubit
rotations around the + axis:
  
   
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We assume that single qubit rotations are fast enough to neglect the effect of the
two qubit interaction during their duration.
-A single algorithm step is then applied, with the operator:
3  0
0
 	 / 	 
-The state 3  is then read, and the outcome determines which operator
had been selected. For instance, the outcome  corresponds to the operator/  0
0
.
With more qubits, more sophisticated quantum manipulations and algorithms
become possible. Note in particular that teleportation is possible with 3 qubits
[1].
8. Conclusions and perspectives
Many solid state qubits have been proposed, and several of them have already
demonstrated coherent evolution.
For semiconductor qubits, the coherent transfer of an electron between two
dots has been demonstrated, and other promising designs are under investigation.
For superconducting qubits, single qubit control, single-shot readout, and a
two-qubit logic gate have been achieved. Methods inspired from NMR have been
applied to qubit manipulation in order to improve its robustness, and to probe
decoherence processes. The lack of an efficient readout scheme and of robust two
qubit gates still hinders the development of the field. New QND readout schemes
are presently investigated in order to reach a higher readout fidelity. Different two
qubit gates have been proposed, but none of them is as robust as the 
 gate
used in ordinary classical processors. Currently, the coherence time, the readout
fidelity, and the gate accuracy are insufficient to envision quantum computing.
But how far from this goal are solid state qubits?
In order to use quantum error correcting codes, an error rate of the order of
 for each logic gate operation is required. Presently, the gate error rates can
be estimated at about a few % for single qubit gates, and at about 20% at best
for two qubit gates. The present solid state qubits thus miss the goal by many
orders of magnitude. When decoherence and readout errors are taken into ac-
count, quantum computing appears even more unrealistic. This is not, however,
a reason to give up because conceptual and technical breakthroughs can be ex-
pected in this rather new field, and because no fundamental objection has been
found. One should not forget that, in physics, everything which is possible is
eventually done. Furthermore, quantum circuits provide new research directions
in which fundamental questions on quantum mechanics can be addressed. The
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extension of quantum entanglement out of the microscopic world, and the loca-
tion and nature of the frontier between quantum and classical worlds, are two of
these essential issues. For instance, the accurate measurement of the correlations
between two coupled qubits would indeed probe whether or not the collective
variables of qubit circuits do follow quantum mechanics.
Our feeling is that, whatever the motivation, complex quantum systems and
quantum machines are a fascinating field worth the effort.
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