Union of shadows  by Bollobás, Béla & Leader, Imre
Theoretical Computer Science 307 (2003) 493–502
www.elsevier.com/locate/tcs
Union of shadows
B$ela Bollob$asa;b;1 , Imre Leaderb;∗
aDepartment of Mathematical Sciences, University of Memphis, Memphis, TN 38152, USA
bTrinity College, Cambridge, CB2 1TQ, UK
Abstract
Our aim in this note is to show that if A is a family of ( k3 ) 3-sets then there are at least
( k4 ) 4-sets that may be written as unions of two 2-sets in the shadow of A. This is the -rst
non-trivial case of a more general conjecture about unions of shadows.
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1. Introduction
The Kruskal–Katona theorem [7,5] states that the minimum lower shadow of a system
of r-sets of a given size is attained for initial segments of the colex order. More
precisely, let A be a family of r-sets from an n-element ground set: A⊂ [n](r) =
{1; 2; : : : ; n}(r). The shadow or lower shadow of A is
@A = @−A = {A− {i}: A ∈A; i ∈ A}:
The colexicographic or colex order on [n](r) is de-ned as follows. Given distinct A;
B∈[n](r), write A= {a1; : : : ; ar}, B= {b1; : : : ; br}, where a1¡· · ·¡ar and b1¡· · ·¡br .
Then we set A¡B in the colexicographic order if as ¡ bs, where s= max
{t: at = bt}. Equivalently, we have A¡B if and only if max(AB)∈B, where as usual
 denotes symmetric di?erence. For example, for every k, the set [k](r) is an initial
segment of colex. Then the Kruskal–Katona theorem [7,5] states that if A⊂ [n](r), and
C is the set of the -rst |A| elements of [n](r) in the colex order, then |@A¿|@C|.
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(Let us mention here that the original vertex-isoperimetric inequality of Harper [4] in
the discrete cube also contains the Kruskal–Katona theorem as a special case [3].)
By taking complements, one immediately obtains a similar result for upper shadows,
where the upper shadow of A is
@+A = {A ∪ {i}: A ∈A; i ∈ A}:
To formulate this result, we de-ne the lexicographic or lex ordering on [n](r) by setting
A¡B if min(A B)∈A. For example, the set {A∈ [n](r): 1∈A} is an initial segment
of lex. Then the Kruskal–Katona theorem may be rephrased as: if A⊂ [n](r), and B
is the set of the -rst |A| elements of [n](r) in the lex ordering, then |@+A|¿|@+B|.
However, there is an essential di?erence between the upper and lower shadows. The
lower shadow is absolute: it does not depend on the ‘ground set’. Thus if A⊂ [n](r), and
we subsequently regard A as a subset of [m](r), for some m¿n, then the lower shadow
of A is unchanged. On the other hand, in order to determine the upper shadow @+A
of A we need to know the ground set of A. For example, if A= {12; 13}⊂ [3](2)
then @+A= {123}, but if A= {12; 13}⊂ [4](2) then @+A= {123; 124; 134}.
What would the ‘absolute’ notion corresponding to the upper shadow be? The natural
choice is to allow the addition of only those members of the ground set that have been
‘mentioned’ in the system—in other words, that belong to at least one set from the
family. So, for A⊂ [n](r), we de-ne the absolute upper shadow of A to be
O@A = {A ∪ {i}: A ∈A; i ∈ A; i ∈ ∪A}:
Then the analogue of the question answered by the Kruskal–Katona theorem is the
following: given |A|, how should we choose A⊂ [n](r) to minimize | O@A|?
For this problem, lex and colex seem to pull in opposite directions. Of course, if we
know |∪A|, we should choose A as an initial segment of lex, by the Kruskal–Katona
theorem for upper shadows. But |∪A| itself is minimized by initial segments of colex.
This problem was solved in [2]. It turns out that there is no single ordering on
[n](r) whose initial segments are extremal: rather, one should keep ∪A as small as
possible, and then use lex inside that. In other words, if we are to choose A with
|A|=m, having minimum absolute upper shadow, then we should choose the minimal
k with m6( kr ), and take A to be the -rst m elements of [k]
(r) in lex. In particular, if
|A|=( kr ), for some k, then | O@A|¿( kr+1). See [2] for further details.
We mention in passing that there is a super-cial resemblance between this problem
and the following problem solved by MPors [8]: minimize the lower shadow over all set
systems A⊂ [n](r), with |A| given, satisfying ∪A= [n]. However, the two problems
do not seem to be related.
The absolute upper shadow is actually just one of a family of related notions, as we
now describe. For a set system A⊂ [n](r), and any t=1; : : : ; r, we de-ne the t-shadow
of A to be
At = {B ∈ [n](t): B ⊂ A for some A ∈A}:
In other words, At is the (r− t)-fold iterated lower shadow of A. So for example we
have Ar =A, Ar−1 = @A, and A1 =∪A. For 16s; t6r we de-ne the (s; t)-shadow
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of A to be
As;t = {A ∪ B: A ∈As; B ∈At ; A ∩ B = ∅}:
So As;t consists of those (s+ t)-sets that may be partitioned into an s-set and a t-set,
each contained in members of A. Thus for example the absolute upper shadow O@A is
precisely Ar;1.
Given s and t, how should we choose A⊂ [n](r) to minimize As;t? For which s and
t do we have a similar ‘globally colex’ situation, in that all sets of the form [k](r) are
extremal?
It is easy to see that this is the case if s+ t6r. Indeed, if s+ t6r then we certainly
have As;t⊃As+t . However, if A= [k](r) then A not only minimizes |As+t | (among
systems of size ( kr )), but also has As;t =As+t . Hence [k]
(r) is extremal for the problem
of minimizing |As;t |.
It is also easy to see that this is not the case if s+ t¿r+2. Indeed, if s+ t¿r+2
then any system A all of whose members contain some -xed (r − 1)-set clearly has
As;t = ∅. So for example the system [s+ t](r) is not extremal (for n¿( s+tr ) + r − 1).
This leaves only the case when s+ t= r+1. It is conjectured in [2] that sets of the
form [k](r) are still extremal.
Conjecture 1. Let A⊂ [n](r) with |A|=( kr ), and let 16s; t6r with s+t= r+1. Then
|As;t |¿( kr+1).
In view of the fact that the case s= r and t=1 of Conjecture 1 is precisely the
above result about absolute upper shadows, perhaps the most appealing special case of
Conjecture 1 is the symmetric case s= t.
Conjecture 2. Let A⊂ [n](2r−1) with |A|=( k2r−1 ). Then |Ar;r|¿( k2r ).
Our aim in this note is to prove Conjecture 2 for the very -rst non-trivial case,
namely when r=2. In other words, we wish to show that if A⊂ [n](3) with |A|¿( k3 )
then |A2;2|¿( k4 ).
Remarkably, we have to work quite hard to prove this. Compression techniques
(see e.g. [1,4,6]) would appear to be ideally suited to this problem, but unfortunately
we have been unable to make compressions alone work. This may be because, as
explained later, there are other ‘local minima’ to the problem in addition to the extremal
con-guration. Luckily, it turns out that we can apply a convexity argument to -ll the
gap left by compressions.
2. Reduction to some local minima
Our aim in this section is to reduce the problem until what remains is some routine
(although somewhat tedious) checking. This checking will then be done in the next
section.
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For a family A of 3-sets, let us write VA for A2;2. Thus VA consists of all
disjoint unions of two 2-sets in the shadow of A. We shall start by left-compressing
our system.
Let 16i¡j6n. For a set A∈ [n](3) we de-ne the ij-compression of A to be the set
Cij(A)∈ [n](3) given by Cij(A)=A∪ i − j if j∈A and i ∈A and Cij(A)=A otherwise.
Here and elsewhere, we shall often omit brackets and commas, so that for example we
may write 135 for {1; 3; 5}.
For a set system A⊂ [n](3), we de-ne the ij-compression of A to be the system
Cij(A)⊂ [n](3) given by
Cij(A) = {Cij(A): A ∈ A} ∪ {A ∈A: Cij(A) ∈ A}:
In other words, Cij(A) has the same size as A, but we have ‘replaced j by i whenever
possible’. We say that A is left-compressed if Cij(A)=A for all 16i¡j6n.
Lemma 1. (i) Let A⊂ [n](3) and let 16i¡j6n. Then |VCij(A)|6|VA|.
(ii) LetA⊂ [n](3). Then there is a left-compressed system B⊂ [n](3) with |B|= |A|
and |VB|6|VA|.
Proof. (i) For convenience, write A′ for Cij(A). To show that |VA′|6|VA|, we
shall show the following: if B∈VA′ with i; j∈B or i; j ∈B then B∈VA, and if
i∈B, j ∈B then B∈VA or B∪ j− i∈VA, and if j∈B, i ∈B then B; B∪ i− j∈VA.
Given B∈VA′, we may write B=C ∪D, some disjoint C;D∈ @A′. Consider -rst
the case i; j ∈B. Since i; j ∈C;D, it follows that C;D∈ @A, whence B∈VA as
required.
Now consider the case i; j∈B. If both of i and j belong to one of C or D then
certainly C;D∈ @A, as required, so we may as well assume that C = ix and B= jy,
some x; y. A moment’s thought shows that if ix∈ @A′ then at least one of ix; jx belongs
to @A, while if jy∈ @A′ then both of iy; jy belong to @A. It follows that ijxy∈VA,
as required.
The other two cases now follow similarly. Indeed, suppose i∈B, j ∈B. Then say
C = ix and D=yz, whence ix or jx belongs to @A, so that ixyz or jxyz belongs to
VA. Finally, suppose j∈B, i ∈B. Then say C = jx and D=yz. Then both of ix; jx
belong to @A, whence ixyz; jxyz ∈VA, as required.
(ii) De-ne a sequenceA0;A1; : : : as follows. SetA0 =A. Having de-nedA0; : : : ;Ak ,
if Ak is left-compressed then stop the sequence with Ak . Otherwise, choose an i¡j for
which Ak is not ij-compressed and set Ak+1 =Cij(Ak). This sequence has to terminate
in some Ak , for example because applying an ij-compression to a set system that is
not ij-compressed strictly decreases the sum over each set in the system of the sum
of the entries of that set. The system B=Ak satis-es |B|= |A| and |VB|6|VA|.
We may from now on restrict our attention to left-compressed A. Thus @A is also
left-compressed. Our aim will be to try to work directly with @A instead of with A
itself. To this end, for 26i6n let us de-ne the degree of i to be the number di of
pairs in @A whose greatest element is i. Thus @A is determined by the di, since
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@A= {ij: 16i¡j6n and i6dj}. Note that di6i − 1 for all i, and also that i¡j
implies di¿dj, unless di = i− 1 (because @A is left-compressed). By induction on n,
we are free to assume that our result holds for smaller values of n, so that in particular
we are done if dn=0. So we assume from now on that dn¿1.
What is VA in terms of the di? Note -rst that if for some i¡j¡k¡l we have
ijkl∈VA then in fact we must have il; jk ∈ @A. Indeed, if ij; kl∈ @A then just from
kl∈ @A and the fact that @A is left-compressed we obtain ij; kl∈ @A, and similarly
if ik; jl∈ @A then just from jl∈ @A we have ij; kl∈ @A.
So, for -xed k and l, the number of 4-sets ijkl in VA is just the number of i¡j
satisfying i6dl and j6dk . If dk6dl then this is precisely (
dk
2 ), while if dk¿dl then
this is (dk2 ) − (dk−dl2 ). Note that, here and elsewhere, we interpret (d2 ) as 0 if d61.
It will be convenient for us to note that the -rst formula (for dk¿dl) may also be
written as the second formula, so that we may write
|VA| = ∑
i¡j
((
di
2
)
−
(
di − dj
2
))
:
We may also give an upper bound for the size of A in terms of the di. Indeed, the
number of 3-sets ijk ∈A with greatest element k cannot, by the de-nition of the lower
shadow, be any greater than (dk2 ). Our task from now on will thus be the following.
Given numbers d1; : : : ; dn, with di6i − 1 for all i and di¿dj whenever i¡j (unless
di = i − 1), satisfying
∑
i (
di
2¿(
k
3 )), show that
∑
i¡j
((
di
2
)
−
(
di − dj
2
))
¿
(
k
4
)
:
To make this more manageable, we shall apply a convexity argument. Write xi =(
di
2 ).
Then di =
√
2xi + 1=4 + 1=2, so for di¿dj we have (
di−dj
2 )=f(xi; xj), where
f(x; y)= 12 ((
√
2x + 1=4−
√
2y + 1=4− 1=2)2 − 1=4):
Set g(x; y) to be f(x; y) when
√
2x + 1=4¿
√
2y + 1=4+1 and 0 otherwise. We view
f and g as functions de-ned on the set {(x; y): x; y¿0}. Then we wish to show that
if
∑
i xi¿(
k
3 ) then
∑
i
(n− i)xi −
∑
i¡j
g(xi; xj)¿
(
k
4
)
:
To apply a convexity argument, we shall now allow the xi to range over values that
give rise to non-integer di. So let us instead consider the following problem. Call an
(n − 1)-tuple of reals (x2; : : : ; xn) feasible if 06xi6( i−12 ) for all i, and also xi¿xj
whenever we have i¡j and xi =( i−12 ). Among all feasible (x2; : : : ; xn) with given sum∑
i xi, minimize F(x2; : : : ; xn)=
∑
i (n− i)xi −
∑
i¡j g(xi; xj).
A simple calculation shows that f is convex in a large region of interest.
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Lemma 2. The function f is convex in the region
√
2x + 1=4¿
√
2y + 1=4 + 1=2.
Proof. Consider the function (
√
x − √y − 1=2)2. Ignoring constant and linear terms,
this is h(x; y)=
√
y−√x−2√xy. To show that the Hessian matrix is positive de-nite,
we -rst calculate
hxx = 14 x
−3=2(1 + 2
√
y);
which is certainly positive. Also, the determinant of the Hessian is
d = hxxhyy − h2xy = 116 x−3=2y−3=2(1 + 2
√
y)(2
√
x − 1)− 14 x−1y−1;
so that
16x3=2y3=2d = (1 + 2
√
y)(2
√
x − 1)− 4√x√y;
which is 2
√
x − 2√y − 1, and so is positive for √x¿√y + 1=2. It follows that f is
convex in the given region.
It follows that g is convex.
Lemma 3. The function g is convex.
Proof. In the region
√
2x + 1=4¿
√
2y + 1=4+1=2 we have that g is convex, being the
pointwise maximum of f and the zero function. In the region
√
2x + 1=4¡
√
2y + 1=4
+ 1 again g is convex, as it is zero there. Since these two (open) regions cover the
positive quadrant, we are done.
We see from Lemma 3 that the function F(x2; : : : ; xn) is a convex function of
(x2; : : : ; xn). Now, the set R of all feasible points with
∑
i xi -xed is not convex,
but it is certainly compact, and so we may deduce that, in seeking the minimum value
of F on R, it is enough to con-ne our attention to extreme points of R—in other
words, points of R that do not lie in the interior of any line segment in R.
What are the extreme points of the region R? A moment’s thought shows that they
are all points of the form (x2; : : : ; xn), where all the xi =( i−12 ) are equal to each other.
What we would like, of course, is to show that the minimum occurs when as many of
the xi as possible take the value (
i−1
2 ). Unfortunately, however, as it stands we cannot
use a local argument for this, as it is easy to see that each of these extreme points is
actually a local minimum of F .
This may explain why, beyond left-compression, it does not seem possible to use
other compressions to make progress on the problem. If compressions could be made
to work then one would imagine that there could be no local minima except at the
global minimum.
Our task in the next section is to -nd the global minimum, or more precisely to
show that the global minimum is at least our claimed lower bound.
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3. Finding the minimum
The aim of this section is to -nish o? the proof of our main result. After a few
comments, we shall carry out the required computations.
We shall in fact prove a stronger form of our result, as we shall allow fractional k
as well. As usual, we shall write ( kr ) to denote k(k − 1) : : : (k − r + 1)=r! if k¿r − 1
and zero otherwise.
If we translate back our extreme points from the xi to the di, so that our extreme
(x2; : : : ; xn) corresponds to (d2; : : : ; dn) (where xi =(
di
2 )), we have (d2; : : : ; dn)= (1; 2;
: : : ; a − 1; a; b; b; : : : ; b), for some integer a and real b with 16b6a + 1. The total
weight
∑
i xi is then (
a+1
3 ) +m(
b
2 ), where m= n− a. We let this be ( c+13 ), some real
c, and our task is to show that the value of F is at least ( c+14 ). (It is slightly simpler
to use this c, rather than c − 1, for the calculations.)
To work out the value of F , note -rst that
∑
i
(n− i)xi =
(
a+ 2
4
)
+ (m− 1)
(
a+ 1
3
)
+
(
b
2
)
m(m− 1)
2
:
Also, we have
∑
i¡j
g(xi; xj) = m
(
a+ 1− b
3
)
:
So our task is to show that whenever ( a+13 ) + m(
b
2 )= (
c+1
3 ) we have(
a+ 2
4
)
+(m− 1)
(
a+ 1
3
)
+
(
b
2
)
m(m− 1)
2
−m
(
a+ 1− b
3
)
¿
(
c + 1
4
)
or equivalently
(
a+ 1
4
)
+ m
(
a+ 1
3
)
+
(
b
2
)
m(m− 1)
2
− m
(
a+ 1− b
3
)
¿
(
c + 1
4
)
:
To be able to vary terms smoothly, it will be convenient to prove this inequality for
any value of m, integer or not. Thus, substituting for m, and multiplying by ( b2 ), we
would like to show that for all a; b; c with a a positive integer and c¿a¿b−1¿0 we
have
2
(
a+ 1
4
)(
b
2
)
+
((
c + 1
3
)
−
(
a+ 1
3
))
×
((
c + 1
3
)
+
(
a+ 1
3
)
− 2
(
a+ 1− b
3
)
−
(
b
2
))
¿2
(
c + 1
4
)(
b
2
)
:
Unfortunately, this does not hold in such generality (as may be seen by taking c= a=
b + 1=2:01, for example). So instead we will restrict ourselves to the case when
b6a−1. Having done that, we will then turn our attention to the case a−1¡b6a+1.
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The given inequality certainly holds when c= a. So, di?erentiating with respect to
c, we shall be done if we can show that for c¿a¿b+ 1 we have
c(c2−1)(3c2−1)
18
− 3c
2−1
6
(
2
(
a+1−b
3
)
+
(
b
2
))
¿
2c3−3c2−c + 1
6
(
b
2
)
:
So we may assume that a= c. Our task is thus to show that for c¿b+ 1 we have
c(c2 − 1)(3c2 − 1)− 6(3c2 − 1)
(
c + 1− b
3
)
− 3(2c3 − c)
(
b
2
)
¿0:
Now, this holds for b=1 and for b= c− 1. Moreover, the left-hand side is a concave
function of b, as its second derivative with respect to b is −6(3c2 − 1)(c + 1 − b) −
3(2c3 − c), which is clearly never positive. It follows that the given inequality does
hold for all b with 16b6c − 1, as required.
This still leaves the case when a− 16b6a+ 1. In this case we have ( a+1−b3 )= 0,
so we would like to show that for our given a; b; c we have
2
(
a+1
4
)(
b
2
)
+
((
c+1
3
)
−
(
a+1
3
))((
c+1
3
)
+
(
a+1
3
)
−
(
b
2
))
¿2
(
c + 1
4
)(
b
2
)
or equivalently(
c+1
3
)2
−
(
a+1
3
)2
¿
(
b
2
)(
2
(
c+1
4
)
+
(
c+1
3
)
−2
(
a+1
4
)
−
(
a+1
3
))
:
It is clear that, for given a and c, we may assume that b is as great as possible. We
distinguish two subcases, according to whether or not c¿a+ 1.
Suppose -rst that c¿a+ 1. Since b6a+ 1, it is enough to show that(
c+1
3
)2
−
(
a+1
3
)2
¿
(
a+1
2
)(
2
(
c+1
4
)
+
(
c+1
3
)
−2
(
a+1
4
)
−
(
a+1
3
))
:
Now, this holds when c= a + 1, so, di?erentiating with respect to c, it is enough to
show that
c(c2 − 1)(3c2 − 1)
18
−
(
a+ 1
2
)(
2c3 − 3c2 − c + 1
6
+
3c2 − 1
6
)
¿0:
Since c¿a+ 1, the left-hand side is at least
c(c2 − 1)(3c2 − 1)
18
−
(
c
2
)
2c2 − c
6
;
whence, dividing by ( c2 ), we are done if
(c + 1)(3c2 − 1)
9
¿
2c2 − c
6
;
which is certainly the case.
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Finally, suppose that c6a + 1. Now, from the fact that m¿1, we know that we
must have ( b2 )¿(
c+1
3 )− ( a+13 ), so it is enough to show that
(
c + 1
3
)2
−
(
a+ 1
3
)2
¿
((
c + 1
3
)
−
(
a+ 1
3
))(
2
(
c + 1
4
)
+
(
c + 1
3
)
− 2
(
a+ 1
4
)
−
(
a+ 1
3
))
;
or equivalently that(
c + 1
3
)
+
(
a+ 1
3
)
¿2
(
c + 1
4
)
+
(
c + 1
3
)
− 2
(
a+ 1
4
)
−
(
a+ 1
3
)
:
This simpli-es to 2( a+14 )+2(
a+1
3 )¿2(
c+1
4 ), or equivalently (
a+2
4 )¿(
c+1
4 ), which holds
precisely because a+ 1¿c.
We have thus completed the proof of our result.
Theorem 1. Let A⊂ [n](3) with |A|=( k3 ), some real k. Then |VA|¿( k4 ).
4. Concluding remarks
As well as Conjecture 2 itself, several problems remain open. First of all, is it
possible to sharpen Theorem 1 to the assertion that ‘colex is best’: if A⊂ [n](3), and
C is the set of the -rst |A| elements of [n](3) in the colex order, then must we have
|VA|¿|VC|?
Still staying with families of 3-sets, what happens if instead of looking at unions
of two sets from the lower shadow we look at more? For example, given |A|, how
do we minimize the number of 6-sets that may be partitioned into three 2-sets, each
belonging to @A? Here it is easy to see that sets of the form [k](3) are not always
best. For example, if we take all 3-sets containing {1; 2} then there are no such 6-sets.
Among all A⊂ [n](3) with |A| -xed, what is the minimum number of such 6-sets?
Finally, let us mention a question related to Theorem 1. Let A be a family of
4-sets, and consider the set S(A) of those 4-sets that are the union of two 2-sets that
are contained in di?erent members of A. How small can this be? If A is [k](4) then
this set is precisely A itself, but is it always the case that (for |A|¿1) we have
|S(A)|¿|A|? We very much believe this to be true.
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