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SU(2)-DONALDSON INVARIANTS OF THE COMPLEX PROJECTIVE
PLANE
MICHAEL GRIFFIN, ANDREAS MALMENDIER AND KEN ONO
Abstract. There are two families of Donaldson invariants for the complex projec-
tive plane, corresponding to the SU(2)-gauge theory and the SO(3)-gauge theory with
non-trivial Stiefel-Whitney class. In 1997 Moore and Witten [16] conjectured that the
regularized u-plane integral on CP2 gives the generating functions for these invariants.
In earlier work [15], the second two authors proved the conjecture for the SO(3)-gauge
theory. Here we complete the proof of the conjecture by confirming the claim for the
SU(2)-gauge theory. As a consequence, we find that the SU(2) Donaldson invariants for
CP2 are explicit linear combinations of the Hurwitz class numbers which arise in the
theory of imaginary quadratic fields and orders.
1. Introduction and Statement of Results
Donaldson invariants of smooth simply connected four-dimensional manifolds [1] are
diffeomorphism class invariants which play a central role in differential topology and
mathematical physics. There are two families of Donaldson invariants, corresponding
to the SU(2)-gauge theory and the SO(3)-gauge theory with non-trivial Stiefel-Whitney
class. In each case, the invariants are graded homogeneous polynomials on the homology
H0(CP
2) ⊕ H2(CP2), where Hi(CP2) is considered to have degree (4 − i)/2, defined
using the fundamental homology classes of the corresponding moduli spaces of anti-
selfdual instantons arising in gauge theory. These invariants are typically very difficult
to calculate.
Here we consider the simplest manifold to which Donaldson’s definition applies, the
complex projective plane CP2 with the Fubini-Study metric. In earlier work, Go¨ttsche
and Zagier [6] gave a formula for the Donaldson invariants of rational surfaces in terms
of theta functions of indefinite lattices. As an application, Go¨ttsche [4] derived closed
expressions for the two families of the Donaldson invariants of CP2 assuming the truth of
the Kotschick-Morgan conjecture. Recently, Go¨ttsche, Nakajima, Hiraku, and Yoshioka
[7] have unconditionally proved these formulas.
This paper concerns deep conjectures relating these formulas to constructions in the-
oretical physics. From the viewpoint of theoretical physics [19], these two families of
Donaldson invariants and the related Seiberg-Witten invariants are the correlation func-
tions of a supersymmetric topological gauge theory with gauge group SU(2) and SO(3).
Witten [20] argued that one should be able to compute these correlation functions in
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a so called low energy effective field theory. This theory has the advantage of being an
abelian N = 2 supersymmetric topological gauge theory, and the data required to define
the theory only involves line bundles of even (resp. odd) first Chern class on CP2 if the
gauge group is SU(2) (resp. SO(3)). The vacua of the low energy effective field theory are
parametrized by the u-plane which Seiberg and Witten [17] describe in terms of the clas-
sical modular curve H/Γ0(4), together with a meromorphic one-form. Finally, Moore and
Witten [16] obtained the correlation functions as regularized integrals over the u-plane,
where the integrands are modular functions which are determined by the gauge group.
These regularized u-plane integrals define a way of extracting certain contributions for
each boundary component near the cusps at τ = 0, 2,∞ of the modular curve, and Moore
and Witten observed [16] that the cuspidal contributions at τ = 0, 2 vanish trivially. This
vanishing corresponds to the mathematical statement that the Seiberg-Witten invariants
on CP2 vanish due to the presence of a Fubini-Study metric of positive scalar curvature
[21].
Concerning the contribution from the cusp τ = ∞, Moore and Witten made the
following deep conjecture which relates the u-plane integral to Donaldson invariants.
Conjecture (Moore and Witten [16]). The contribution at τ = ∞ to the regularized
u-plane integral is the generating function for the Donaldson invariants of CP2.
As evidence for this conjecture, in the case of the gauge group SU(2), Moore and
Witten [16] computed the first 40 invariants and found them to be in agreement with
the results of Ellingsrud and Go¨ttsche [3]. In recent work, the second and third authors
proved this conjecture in the SO(3) case. Here we complete the proof of the conjecture
by confirming the claim for the gauge group SU(2). We prove the following theorem.
Theorem 1.1. The conjecture of Moore and Witten in the case of the SU(2)-gauge theory
on CP2 is true.
This paper is organized as follows. In Section 3 we recall the work of Go¨ttsche and his
collaborators, and we recall the work of Moore and Witten on the u-plane integral. We
conclude this section with a result which gives a criterion (see Theorem 3.5) for proving
Theorem 1.1. In Section 4 we prove some q-series identities, and we then combine the
theory of modular forms with the combinatorial properties of certain differential operators
to prove Theorem 3.5, thereby proving Theorem 1.1.
2. Some relevant classical functions
Here we fix notation concerning theta functions, and we recall a few standard facts
about Dedekind’s eta-function and the nearly modular Eisenstein series E2(τ). We use
the following normalization for the Jacobi theta function
(2.1) ϑab(v|τ) =
∑
n∈Z
q
(2n+a)2
8 eπi (2n+a)(v+
b
2
),
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where a, b ∈ {0, 1}, v ∈ C, q = exp(2πiτ), τ = x + iy ∈ H, and H is the complex upper
half-plane. The relation to the standard Jacobi theta functions is summarized in the
following table:
(2.2)
ϑ1(v|τ) = ϑ11(v|τ) ϑ1(0|τ) = 0 ϑ′1(0|τ) = −2πη3(τ)
ϑ2(v|τ) = ϑ10(v|τ) ϑ2(0|τ) =
∑
n∈Z q
(2n+1)2
8 ϑ′2(0|τ) = 0
ϑ3(v|τ) = ϑ00(v|τ) ϑ3(0|τ) =
∑
n∈Z q
n2
2 ϑ′3(0|τ) = 0
ϑ4(v|τ) = ϑ01(v|τ) ϑ4(0|τ) =
∑
n∈Z(−1)n q
n2
2 ϑ′4(0|τ) = 0
Here η(τ) is the Dedekind eta-function with
(2.3) η3(τ) =
∞∑
n=0
(−1)n (2n+ 1) q (2n+1)
2
8 .
We will also use the notation ϑj(τ) = ϑj(0|τ) for j = 2, 3, 4, and
ϑ2(τ) = 2Θ2
(τ
8
)
, ϑ3(τ) = Θ3
(τ
8
)
, ϑ4(τ) = Θ4
(τ
8
)
.(2.4)
Also, we have that E2(τ) is the normalized nearly modular weight 2 Eisenstein series
(2.5) E2(τ) := 1− 24
∞∑
n=1
∑
d|n
d qn .
3. SU(2)-Donaldson invariants on CP2
Here we recall a closed formula expression for these Donaldson invariants which is due
to Go¨ttsche and his collaborators [4, 7], and we recall the conjecture of Moore and Witten
in this case. We then conclude this section with Theorem 3.5 which we shall use to prove
Theorem 1.1.
The Donaldson invariants of a smooth, compact, oriented, simply connected Riemann-
ian four-manifold (X, g) without boundary are defined by using intersection theory on
the moduli space of anti-self-dual instantons for the gauge groups SU(2) and SO(3) [5].
Given a homology orientation some cohomology classes on the instanton moduli space
can be associated to homology classes of X through the slant product and then evaluated
on a fundamental class. We define
A(X) := Sym(H0(X,Z)⊕H2(X,Z)),
and we regard the Donaldson invariants as the functional
(3.1) DX,gw2(E) : A(X)→ Q ,
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where w2(E) ∈ H2(X,Z2) is the second Stiefel-Whitney class of the gauge bundles which
are considered. Since X is simply connected, there is an integer class 2λ0 ∈ H2(CP2,Z)
that is not divisible by two and whose mod-two reduction is w2(E). Let {si}i=1,...,b2 be a
basis of the two-cycles of X . We introduce the formal sum S =
∑b2
i=1 κ
i si, where κ
i are
complex numbers. The generator of the zero-class of X will be denoted by x ∈ H0(X,Z).
The Donaldson-Witten generating function is
(3.2) ZDW(p, κ) = DX,gw2(E)(ep x+S) ,
so that the Donaldson invariants are read off from the expansion of (3.2) as the coefficients
of powers of p and κ = (κ1, . . . , κb2).
In the case of the complex projective plane CP2, we have b2 = b
+
2 = 1. The Fubini-
Study metric g on CP2 is Ka¨hler with the Ka¨hler form K = i
2
gab¯ dz
a ∧ dzb¯. We denote
the first Chern class of the dual of the hyperplane bundle over CP2 by H = K/π, so that∫
CP2
H2 = 1, c1(CP
2) = 3H, and p1(CP
2) = 3H2. The Poincare´ dual h of H is a generator
of the rank-one homology group H2(CP
2,Z). The SO(3)-bundles on four-dimensional
manifolds are classified by the second Stiefel-Whitney class w2(E) ∈ H2(CP2,Z2), and
the first Pontrjagin class p1(E) ∈ H4(CP2,Z), such that
p1(E)[CP
2] ≡ w22(E)[CP2] (mod 4) .
Since CP2 is simply connected, there is an integer class 2λ0 ∈ H2(CP2,Z) whose mod-
two reduction is w2(E). Then, there is a smooth complex two-dimensional vector bundle
ξ → CP2 with the Chern classes c1(ξ) = 2λ0 and c2(ξ), such that c21(ξ)−4 c2(ξ) = p1(E).
We denote by M(c1, c2) the moduli space of rank-two vector bundles ξ over CP
2 with
Chern classes c1, c2. It is known that M(c1, c2) only depends on the discriminant c
2
1−4c2
with the discriminant being negative for stable bundles. The bundle ξ can be reduced to
an SU(2)-bundle if and only if c1(ξ) = 0 and a SO(3)-bundle, which does not arise as the
associated bundle for the adjoint representation of a SU(2)-bundle, satisfies w2(E) 6= 0.
From now on, we will restrict ourselves to w2(E) = 0, i.e., the case of SU(2)-bundles
and where c1(ξ) = 0 and c2(ξ) = kH
2 with k ∈ N . The moduli space of anti-selfdual
irreducible SU(2)-connections with c2(ξ)[CP
2] = k modulo gauge transformations is then
the smooth, projective variety M(0, k) of dimension 2dk = 8k − 6 [18]. The generating
function (3.2) can be described as follows
(3.3) ZDW(p, κ) =
∑
m,n≥0
Φm,n
pm
m!
κn
n!
,
where S = κ h. Here Φm,n is the intersection number obtained by evaluating the top-
dimensional cup product of the mth power of a universal four-form and the nth power of
a two-form on the fundamental class of the Uhlenbeck compactification of M(0, k) such
that 4m+ 2n = 8k − 6 with k ∈ N. Thus, for dimensional reasons we have Φm,n = 0 for
2m+ n 6≡ 1 (mod 4)
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3.1. The work of Go¨ttsche and his collaborators. The work of Go¨ttsche and his
collaborators [4, 7] gives a closed expression for the SU(2) Donaldson invariants for the
complex projective plane.
Using the blowup formula for the Donaldson invariants, Go¨ttsche [4] derived a closed
formula expression for Φm,n assuming the truth of the Kotschick-Morgan Conjecture.
Recently, Go¨ttsche, Nakajima, Hiraku, and Yoshioka [7] have unconditionally proved
these formulas. His work was based on earlier work with Ellingsrud [3] and Zagier [6],
and it extended the results previously obtained by Kotschick and Lisca [9] up to an
overall sign convention. We state [4, Thm. 3.5, (1)] using the original sign convention of
[3, 9]. We write the result in terms of the Jacobi theta-functions ϑ2, ϑ3, ϑ4. In this way,
we obtain a closed formula expression for Φm,n, which we shall later show equals the the
Moore-Witten prediction based on the u-plane integral.
Theorem 3.1 (Go¨ttsche [4]). Assuming the notation and hypotheses above, then we have
that the only non-vanishing coefficients in the generating function in (3.3) satisfy
Φm,2n+1 =
n∑
l=0
l∑
j=0
(−1)n+j+1 22n−3l+4
3l
(2n+ 1)!
(2n− 2l + 1)! j! (l − j)!
×Coeffq0
(
ϑ84(τ) [ϑ
4
2(τ) + ϑ
4
3(τ)]
m+j
[ϑ2(τ)ϑ3(τ)]
2m+2n+5 E
l−j
2 (τ) K2(n−l)(τ)
)
,
(3.4)
where m,n ∈ N0, Coeffq0 is the constant term of a series expansion in q = exp (2πiτ).
The series Kt(τ) is
(3.5) Kt(τ) := q
1
8
∞∑
β=1
∞∑
α=β
(−1)α+β (2α+ 1) βt+1 q α(α+1)−β
2
2 .
Proof. The following table summarizes the quantities used by Go¨ttsche [4, Thm. 3.5, (1)]
and in this article:
Go¨ttsche Present Paper Go¨ttsche Present Paper
z S θ(τ) ϑ4(τ)
x p f(τ) 1
2
√
i
ϑ2(τ)ϑ3(τ)
n 2β + 1, β ≥ 0 ∆2(2τ)∆(τ)∆(4τ) −16 ϑ
8
4
(τ)
[ϑ2(τ)ϑ3(τ)]
4
a 2α, α ≥ β + 1 G2(2τ) − 124 E2(τ)
τ τ−12 e3(2τ)
1
12
[
ϑ42(τ) + ϑ
4
3(τ)
]
q −q 12 −3i e3(2τ)
f(τ)2
ϑ4
2
(τ)+ϑ4
3
(τ)
[ϑ2(τ)ϑ3(τ)]
2
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We use (
n
2
√
i
f(τ)
)2(n−l) (
− i
2 f(τ)2
(2G2(2τ) + e3(2τ))
)l
=
(−1)n+l
2l 3l
(2β + 1)2(n−l)
(−E2(τ) + [ϑ42(τ) + ϑ43(τ)])l
[ϑ2(τ)ϑ3(τ)]
2n .
An expansion of the exponential in [4, Thm. 3.5, (1)] then yields (3.4). 
3.2. The u-plane integral and the work of Moore and Witten. Here we recall the
theory of the u-plane and the work of Moore and Witten.
From now on we will assume that (X, g) is a smooth, compact, oriented, simply con-
nected Riemannian four-manifold without boundary and b+2 = 1. The u-plane integral
Z is a generating function in the variables p and κ whose coefficients are the integrals
of certain modular forms over the fundamental domain of the group Γ0(4). It depends
on the period point ω, the lattice H2(X,Z) together with the intersection form (. , .),
the second Stiefel-Whitney classes of the gauge bundle w2(E), and the tangent bundle
w2(X), whose integral liftings are denoted by 2λ0 and w2 respectively. The u-plane
integral is non-vanishing only for manifolds with b+2 = 1. The explicit form of Z for
simply connected four-manifolds was first introduced in [16]. For the reader’s conve-
nience, we quickly review the explicit construction of the u-plane in this chapter. Our
approach to the u-plane integral, as well as its normalization, closely follows the approach
in [10, 11, 12].
We will denote the self-dual and anti-self-dual projections of any two-form λ ∈ H2(X, Z)+
λ0 by λ+ = (λ, ω)ω and λ− = λ− λ+ respectively. We first introduce the integral
(3.6) G(ρ) =
∫ reg
Γ0(4)\H
dxdy
y
3
2
f̂(p, κ) Θ¯(ξ) .
In this expression f̂(p, κ) is the almost holomorphic modular form given by
(3.7) f̂(p, κ) =
√
2
64π
ϑσ4
h3 · f2 e
2 p u+S2T̂ ,
where σ is the signature of X and S2 = (S, S) =
∑
i,j κ
iκj(si, sj). Also, Θ¯ is the Siegel-
Narain theta function
Θ¯(ξ) = exp
[
π
2 y
(
ξ¯2+ − ξ¯2−
)]
×
∑
λ∈H2+λ0
exp
[
− iπτ¯ (λ+)2 − iπτ(λ−)2 − 2πi (λ, ξ¯) + πi (λ, w2)
]
,
(3.8)
where ξ¯ = ξ¯+ + ξ¯−, ξ¯+ = ρ y hω, ξ¯− = S−/(2πh), and ρ ∈ R. The Siegel-Narain
theta function only depends on the lattice data (H2(X), ω, λ0, w2). We have denoted the
intersection form in two-cohomology by (. , .), and we used Poincare´ duality to convert
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cohomology classes into homology classes. In the above expressions, u, T , h, and f2 are
the modular forms defined as follows:
(3.9)
u =
ϑ42 + ϑ
4
3
2 (ϑ2ϑ3)2
, h = 1
2
ϑ2 ϑ3 ,
T = − 1
24
(
E2
h2
− 8 u
)
, f2 =
ϑ2 ϑ3
2 ϑ84
.
Note that T does not transform well under modular transformations, due to the presence
of the second normalized Eisenstein series E2 = E2(τ). Therefore, in (3.7) we have used
the related form T̂ = T +1/(8πyh2) which is not holomorphic but transforms well under
modular transformations. We also define the related holomorphic function f(p, κ) as in
(3.7), but with T instead of T̂ . The u-plane integral is defined to be
(3.10) Z
(
X,ω, λ0, w2
)
=
[
(S, ω) + 2
d
dρ
]∣∣∣∣
ρ=0
G(ρ) .
If there is no danger of confusion we suppress the arguments (X,ω, λ0, w2) of Z.
Two remarks.
1) This regularized u-plane integral can be thought of as the regularized Peterson inner
product of two half-integral weight modular forms on Γ0(4), where the regularization is
obtained by integrating over the truncated fundamental domain for Γ0(4) where neigh-
borhoods of the cusps are removed.
2) Definition (3.10) agrees with the definition given in [11]. However, compared to the
original definition in [16], a factor of exp [2πi(λ0, λ0) + πi(λ0, w2)] is missing. For the
case considered in this article, this factor is equal to one.
The regularization procedure applied in the definition of the integral (3.6) was de-
scribed in detail in [16]. It defines a way of extracting certain contributions for each
boundary component near the cusps of Γ0(4)\H. Since the cusps are located at τ =∞,
τ = 0, and τ = 2, we obtain Zu as the sum of these contributions from the cusps:
(3.11) Zu = Zτ=0 + Zτ=2 + Zτ=∞ .
We now apply the construction of the u-plane integral to X = CP2. We denote the
integral lifting of w2(E) by 2λ0 = aH ∈ H2(CP2,Z), and the integral lifting of w2(CP2)
by w2 = −bH ∈ H2(CP2,Z). The following lemma then follows immediately from the
definition:
Lemma 3.2. On X = CP2 let ω = H be the period point of the metric. Let 2 λ0 = aH
with a ∈ {0, 1} be an integral lifting of w2(E). For (X,ω, λ0, w2 = −H), the Siegel-Narain
theta function is
Θ¯ = exp
(
π
2 y
ξ¯2+
)
ϑa1
(
(ξ+,H)
∣∣∣τ),(3.12)
where ξ¯ = ξ¯+ = ρ y hω.
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It was shown in [16] that for σ = b+2 − b−2 = 1 and any value of a, we have
(3.13) Zτ=0 = Zτ=2 = 0 ,
and so Zu = Zτ=∞. We restrict ourselves to the case a = 0, i.e., the case of SU(2)-bundles
on CP2. The u-plane integral in (3.10) can be expanded as follows
(3.14) Zτ=∞ =
∑
m,n∈N0
pm
m!
κ2n+1
(2n+ 1)!
Dm,n,
where
(3.15) Dm,n := −
√
2
32π
n∑
l=0
∫ reg
Γ0(4)\H
dx dy
y
3
2
Rmnl Ê
l
2 ϑ01(0|τ) .
For m,n ∈ N0 and 0 ≤ l ≤ n we have set
(3.16) Rmnl := (−1)l+1 (2n+ 1)!
l! (n− l)!
2m−3l−1
3n
ϑ4 · um+n−l
h3+2l · f2 ,
where u, h, and f2 were defined in (3.9). To evaluate the regularized u-plane integral we
introduce the non-holomorphic modular form Qab(τ) = Q
+
ab(τ) + Q
−
ab(τ) of weight 3/2
such that
(3.17) 8
√
2π i
d
dτ¯
Qab (τ) = y
− 3
2 ϑab(0|τ),
where a or b must be zero. These non-holomorphic modular forms were constructed by
Zagier [22] and reviewed in [16]. The holomorphic parts of Zagier’s weight 3/2 Maass-
Eisenstein series, which first arose [8] in connection with intersection theory for certain
Hilbert modular surfaces, are generating functions for Hurwitz class numbers. The holo-
morphic part of Zagier’s weight 3/2 Maass-Eisenstein series is the generating function
for Hurwitz class numbers. They have series expansions of the form
Q+10 (τ) =
1
q
1
8
∑
l>0
H4l−1 q l2 ,
Q+00 (τ) =
∑
l≥0
H4l q l2 ,
(3.18)
where Hα are the Hurwitz class numbers. The first nonvanishing Hurwitz class numbers
are as follows:
H0 H3 H4 H7 H8 H11 H12 . . .
−1/12 1/3 1/2 1 1 1 4/3 . . .
The non-holomorphic parts have series expansions of the form
Q−10 (τ) =
1
8
√
2π
∞∑
l=−∞
(l +
1
2
) · Γ
(
−1
2
, 2 π
(
l +
1
2
)2
y
)
q−
(l+1/2)2
2 ,
Q−00 (τ) =
1
8
√
2π
∞∑
l=−∞
l · Γ
(
−1
2
, 2 π l2 y
)
q−
l2
2 ,
(3.19)
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where Γ(3/2, x) is the incomplete gamma function
(3.20) Γ(α, x) =
∫ ∞
x
e−t tα−1 dt .
The forms Q10 and Q00 combine to form a weight 3/2 form for the modular group. As
explained in [16] the form Q01(τ) = Q00(4τ)−Q10(4τ)+ 12Q00(τ +1) is modular for Γ0(4)
of weight 3/2. We write the holomorphic part as
(3.21) Q+01 (τ) =
∑
n≥0
Rn q n2 .
The first nonvanishing coefficients in the series expansion are as follows:
R0 R1 R2 R3 R4 . . .
−1/8 −1/4 1/2 −1 5/4 . . .
All non-holomorphic parts have an exponential decay since
(3.22) Γ (α, t) = tα−1 e−t
(
1 +O(t−1)
)
(t→∞) .
The following lemma was proved in [16, (9.18)]:
Lemma 3.3. The weakly holomorphic function
(3.23) E l [Q01] =
l∑
j=0
(−1)j
(
l
j
)
Γ
(
3
2
)
Γ
(
3
2
+ j
) 22j 3j El−j2 (τ) (q ddq
)j
Q01 (τ)
is modular for Γ0(4) of weight 2l + 3/2 and satisfies
(3.24) 8
√
2π i
d
dτ¯
E l [Q01] = y− 32 Êl2(τ) ϑ01(0|τ) .
3.2.1. The evaluation of the u-plane integral. It was shown in [16] that the cusp contri-
bution at τ =∞ to the regularized u-plane integral can be evaluated as follows: in (3.26)
we integrate by parts using the modular forms constructed in Lemma 3.3, i.e., we rewrite
an integrand f as a total derivative using
dx ∧ dy ∂τ¯f = 1
2
dx ∧ dy (∂x + i ∂y) f = − i
2
d
(
f dx+ i f dy
)
.
We carry out the integral along the boundary x = Re(τ) ∈ [0, 4] and y ≫ 1 fixed. This
extracts the constant term coefficient. We then take the limit y → ∞. Since all non-
holomorphic parts have an exponential decay, the non-holomorphic dependence drops
out. The following expression for the u-plane integral was obtained for the gauge group
SU(2) in [16]. Additional information about the evaluation of the u-plane integral as well
as the geometry of the Seiberg-Witten curve can be found in [13, 14].
Theorem 3.4. On X = CP2, let ω = H be the period point of the metric. For (X,ω, λ0 =
0, w2 = −H), the u-plane integral in the variables p x ∈ H0(X,Z), S = κ h ∈ H2(X,Z) is
(3.25) Zu = Zτ=∞ =
∑
m,n∈N0
pm
m!
κ2n+1
(2n+ 1)!
Dm,n,
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where
(3.26) Dm,n =
n∑
l=0
Coeffq0
(
Rmnl E l[Q+01(τ)]
)
and where Rmnl and E l[Q01(τ)] are defined in (3.16) and (3.23) respectively.
For concreteness, we list the first nonvanishing coefficients of the generating function in
Theorem 3.4, i.e., if m+ n = 2(k − 1) for some k ∈ N.
k m n Dm,n Dm,n
1 0 0 −3
2
−1
2
R1 + 13R0
2 0 2 1 −2R2 + 7R1 − 30R0
2 1 1 −1 −1
4
R2 + 12 R1 + 6R0
2 2 0 −13
8
− 1
32
R2 − 716 R1 + 554 R0
3.3. Criterion for proving Theorem 1.1. Here we combine the results of the previous
two subsections to obtain a criterion for proving Theorem 1.1.
From a physics point of view, at a high energy scale, the SU(2)-Donaldson theory is
described by the low energy effective field theory. Thus, the cuspidal contributions to
the generating function of the low energy effective field theory should be equal to the
generating function of the SU(2)-Donaldson theories The conjecture is equivalent to the
assertion that the generating functions ZDW in (3.3) and Zu in (3.25) are equal. This
amounts to proving that for all m,n ∈ N0 we have
(3.27) Φm,2n+1 = Dm,n .
In particular, the coefficients in (3.27) vanish for m + n ≡ 1 (mod 2). We will prove
(3.27) by proving:
Theorem 3.5. Theorem 1.1 is equivalent to the vanishing of constant terms, for every
pair of non-negative integers m and n, of the series
n∑
l=0
l∑
j=0
(−1)j+1 (2n+ 1)!
(n− l)! j! (l − j)!
ϑ84(τ) [ϑ
4
2(τ) + ϑ
4
3(τ)]
m
[ϑ2(τ)ϑ3(τ)]
2m+2n+4 E
l−j
2 (τ)
×
[
(−1)n 22n−3l+4
3l
(n− l)!
(2n− 2l + 1)!
[ϑ42(τ) + ϑ
4
3(τ)]
j
ϑ2(τ)ϑ3(τ)
K2(n−l)(τ)
− (−1)
l 22j−n+3
3n−j
Γ
(
3
2
)
Γ
(
j + 3
2
) ϑ4(τ) [ϑ42(τ) + ϑ43(τ)]n−l (q ddq
)j
Q+01 (τ)
]
,
(3.28)
where the series Kt(τ) are defined in (3.5).
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4. The proof of Theorem 1.1
Here we prove Theorem 1.1 by using the theory of non-holomorphic modular forms
and meromorphic Jacobi forms to check the condition in Theorem 3.5. To this end, we
recall the important q-series
(4.1) Kt(τ) := q
1
8
∞∑
β=1
∞∑
α=β
(−1)α+β (2α + 1) βt+1 q α(α+1)−β
2
2
from (3.5). In the following section we relate K2t(τ) to derivatives of important power
series.
4.1. q-series identities. Here we begin with the following elementary identity.
Proposition 4.1. Let ρ = e2πiu and ω = e2πiv, and let Dz =
1
2πi
d
dz
, where z is one of u,
v, or τ . Then we have that
K2t(8τ) = 2
−2t−1 D2t+1u Dv
∑
n∈Z
(−1)nω2n+1q(2n+1)2
1− ρ2ω2q8n+4
∣∣∣∣∣
u=v=0
.
Proof. By rearranging terms, it is not difficult to see that the summation on the right
(prior to taking derivatives) is equal to∑
n≥0
(−1)nω2n+1q(2n+1)2
1− ρ2ω2q4(2n+1) − ρ
−2ω−2q4(2n+1)
(−1)nω−(2n+1)q(2n+1)2
1− ρ−2ω−2q4(2n+1)
=
∑
n≥0
(−1)nω2n+1q(2n+1)2
+
∑
n≥0
∑
m≥1
(−1)n (ω2n+1+2mρ2m + ω−(2n+1+2m)ρ−2m) q(2n+1)2+4m(2n+1).
(4.2)
We then set α = n + m, and β = m. After applying the derivatives, evaluating at
u = v = 0, and factoring out the powers of 2, this becomes
(4.3)
∞∑
β=1
∞∑
α=β
(−1)α+β (2α+ 1) β2t+1 q4α2+4α−4β2+1 = K2t(8τ).

The summation in the right hand side of the equation in Proposition 4.1 is in the form
of an Appell-Lerch function. In the next section, we show how to write this in terms of
Zwegers’s µ-function, from which we can infer its modularity properties.
4.2. Work of Zwegers. In his Ph.D. thesis on mock theta functions [23], Zwegers con-
structs weight 1/2 harmonic weak Maass forms by making use of the transformation
properties of functions which were investigated earlier by Appell and Lerch. Here we
briefly recall some of his results.
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For τ in H and u, v ∈ C \ (Zτ + Z), Zwegers defines the function
(4.4) µ(u, v; τ) :=
ρ1/2
θ(v; τ)
·
∑
n∈Z
(−ω)nqn(n+1)/2
1− ρqn ,
where ρ = e2πiu and ω = e2πiv as above, and
(4.5) θ(v; τ) :=
∑
ν∈Z+ 1
2
(−1)ν− 12ωνqν2/2.
Zwegers’s (see Section 1.3 of [23]) proves that µ(u, v, τ) satisfies the following important
properties.
Lemma 4.2. Assuming the notation above, we have that
(1) µ(u, v; τ) = µ(v, u, τ),
(2) µ(u+ 1, v, τ) = −µ(u, v; τ),
(3) ρ−1ωq−
1
2µ(u+ τ, v; τ) = −µ(u, v; τ) + ρ− 12ω 12 q− 18 ,
(4) µ(u, v; τ + 1) = ζ−18 µ(u, v; τ) (ζN := e
2πi/N )
(5) (τ/i)−
1
2 eπi(u−v)
2/τµ(u
τ
, v
τ
;− 1
τ
) = −µ(u, v; τ) + 1
2
h(u− v; τ),
where
h(z; τ) :=
∫ ∞
−∞
eπix
2τ−2πxzdx
cosh πx
Remark. The integral h(z, τ) is known as a Mordell integral.
Lemma 4.2 shows that µ(u, v; τ) is nearly a weight 1/2 Jacobi form, where τ is the
modular variable. Zwegers then uses µ to construct weight 1/2 harmonic weak Maass
forms. He achieves this by modifying µ to obtain a function µ̂ which he then uses as a
building block for such Maass forms. To make this precise, for τ ∈ H and u ∈ C, let
c := Im(u)/Im(τ), and let
(4.6) R(u; τ) :=
∑
ν∈Z+ 1
2
(−1)ν− 12
{
sgn(ν)−E
(
(v + c)
√
2Im(τ)
)}
e−2πiνuq−ν
2/2,
where E(z) is the odd function
E(z) := 2
∫ z
0
e−πu
2
du.
Using µ and R, we let
(4.7) µ̂(u, v; τ) := µ(u, v; τ)− 1
2
R(u− v; τ).
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Zwegers’s construction of weight 1/2 harmonic weak Maass forms depends on the
following theorem (see Section 1.4 of [23]).
Theorem 4.3. Assuming the notation above, we have that
(1) µ̂(u, v; τ) = µ̂(v, u, τ),
(2) µ̂(u+ 1, v, τ) = ρ−1ωq−
1
2µ(u+ τ, v; τ) = −µ̂(u, v; τ),
(3) ζ−18 µ̂(u, v; τ + 1) = −(τ/i)−
1
2 eπi(u−v)
2/τ µ̂(u
τ
, v
τ
;− 1
τ
) = µ̂(u, v; τ),
(4) µ̂
(
u
cτ+d
, v
cτ+d
; aτ+b
cτ+d
)
= χ(A)−3(cτ + d)
1
2 e−πic(u−v)
2/(cτ+d) · µ̂(u, v; τ),
where A =
(
a b
c d
)
, and χ(A) := η(Aτ)/
(
(cτ + d)
1
2 η(τ)
)
.
Theorem 4.3 gives the modular transformation properties for µ̂. In the following section
we will write K2t in terms of µ, and we then use its properties to complete K0(τ) as a
nonholomorphic modular form on Γ0(8).
4.3. Modularity Properties of K0(τ). We begin with the following proposition.
Proposition 4.4. We have that
K2t(8τ) = 2
−2t−1 D2t+1u Dv
(
ρ−1q−1µ(2u+ 2v + 4τ, 2v; 8τ)θ(2v; 8τ)
)∣∣
u=v=0
.
Moreover, K0(8τ)
η3(8τ)
is the holomorphic part of a weight 3/2 weak Maass which is modular
on Γ0(8), and whose non-holomorphic part is the period integral of Θ4(τ).
Proof. The first statement follows directly from Proposition 4.1 and the definition of the
µ function defined in (4.4).
To prove the remainder of the proposition, let
(4.8) K̂0(τ) = 2
−1 DuDv
(
ρ−1q−1µ̂(2u+ 2v + 4τ, 2v; 8τ)θ(2v; 8τ)
)∣∣
u=v=0
,
so that the holomorphic part of K̂0(τ) isK0(8τ). Suppose A =
(
a b
8c d
)
∈ Γ0(8). Then we
note A =
(
a 8b
c d
)
∈ SL2(Z). Using the transformation laws for µ̂ found in Lemma 4.3,
we have
e2πi
−u−aτ−b
8cτ+d µ̂
(
2u+ 2v + 4(aτ + b)
8cτ + d
,
2v
8cτ + b
;
a8τ + 8b
c8τ + d
)
=χ(A)−3(−1) a−12 (8cτ + d)1/2e(2πi)−14 8cu
2
8cτ+d · µ̂(2u+ 2v + 4τ, 2v, 8τ),
(4.9)
which is obtained by substituting u→ u
8cτ+d
, v → v
8cτ+d
, and τ → aτ+b
8cτ+d
into the expres-
sion on the right hand side of (4.8), before taking derivatives. With a little more algebra,
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we find that
(4.10) K̂0
(
aτ + b
8cτ + d
)
= χ(A)−3(−1) a−12 (8cτ + d)3K̂0(τ).
Therefore K̂0(τ) is modular on Γ0(8) with weight 3/2. The non-holomorphic part of
K̂0(τ) is
(4.11)
−1
4
DuDvR(2u+ 4τ ; 8τ)θ(2v; 8τ)|u=v=0 =
−
4
η3(8τ) DuR(2u+ 4τ ; 8τ)|u=0 .
After factoring out η3(8τ), a straightforward calculation gives us that
(4.12)
∂
∂τ¯
−1
4
DuR(2u+ 4τ ; 8τ)|u=0 =
−1
32πy
3
2
Θ4(τ).

4.4. The proof of Theorem 1.1. Thanks to Theorem 3.5, it suffices to prove that the
differences between certain q-series have vanishing constant term. We shall derive these
conclusions by using differential operators, using methods very similar to those found in
Section 8.1 of [15]. For brevity, we describe the n = 0 cases in detail, and then provide
general remarks which are required to justify the remaining cases.
By (3.21) and Proposition 4.4, we have
(4.13) 8Q+01(8q) = −1 − 2q4 + 4q8 − 8q12 + 10q16 + . . . ,
and
(4.14) 8
K̂0(τ)
η3(8τ)
= 24q4 + 80q8 + 240q12 + 528q16 . . . .
Comparing (3.17) (with 8τ substituted for τ) and (4.12), we see that both of these are the
holomorphic parts of weight 3/2 harmonic weak Maass forms with equal non-holomorphic
parts. Therefore, it follows that
(4.15) 8
K̂0(τ)
η3(8τ)
− 8Q01(8τ) = 1 + 26q4 + 76q8 + 248q12 + 518q16 + . . .
is a modular form. A short calculation shows that
(4.16)
K̂0(τ)
η3(8τ)
−Q01(8τ) = E
∗(4τ)
8Θ4(τ)
where E∗(τ) is the weight 2 Eisenstein series
E∗(τ) := −E2(τ) + 2E2(2τ) = 1 + 24
∞∑
n=1
σodd(n)q
n,(4.17)
and σodd(n) denotes the sum of the positive odd divisors of n. Noting that
(4.18) η3(8τ) = Θ2(τ)Θ3(τ)Θ4(τ),
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where Θ1, Θ2, and Θ3 are defined in (2.4), we can rewrite this as
8K̂0(τ)
Θ2(τ)Θ3(τ)
− 8Θ4(τ)Q01(8τ) = E∗(4τ).(4.19)
For n = 0, Theorem 1.1 is equivalent to the claim, for every m ≥ 0, that the constant
term vanishes in the expression
Θ4(τ)
8(16Θ2(τ)
4 +Θ3(τ)
4)mE∗(4τ)
Θ2(τ)2m+4Θ3(τ)2m+4
.(4.20)
In order to verify this claim, we will find if helpful to define
Z(q) :=
E∗(4τ)
Θ2(τ)2Θ3(τ)2
.(4.21)
which has the derivative
q
d
dq
Z(q) =
−2 Θ4(τ)8
Θ2(τ)2Θ3(τ)2
.(4.22)
Here Z(q) is the same as Ẑ0(q) defined in Section 8.1 of [15]. We also note that
16Θ2(τ)
4 +Θ3(τ)
4 = 1 + 24q4 + 24q2 + · · · = E∗(4τ).
Using this notation, (4.20) becomes
−1
2(m+ 2)
q
d
dq
Z(q)m+2,
which has a vanishing constant term.
In fact, for each m,n ≥ 0, we find a similar phenomenon. For every non-negative k,
define
Gℓ(q) :=
ℓ∑
j=0
(
ℓ
j
)
(−12)jE2(8τ)ℓ−jΓ(32)
(Θ2(τ)Θ3(τ))
2ℓ+2 8jΓ
(
3
2
+ j
)
×
[
(−4)j8K2j(8τ)
Θ2(τ)Θ3(τ)
− 8Θ4(τ)
(
q
d
dq
)j
Q+01(8τ)
]
.
(4.23)
Using this notation, the criterion given in Theorem 3.5 is equivalent to the claim that
the constant coefficient of(
q
d
dq
Z(q)
)
Z(q)m
n∑
ℓ=0
(
n
ℓ
)
(−Z(q))n−ℓ Gℓ(τ)(4.24)
is zero for each non-negative m and n. It suffices to show that Gℓ(q) is a polynomial
in Z(q). We define M∗0 (Γ0(8)) to be the space of modular functions on Γ0(8) which are
holomorphic away from infinity, and is a subspace of C((q2)). One can easily verify that
M∗0 (Γ0(8)) is precisely the set of polynomials in Z(q). In order to show that Gℓ(τ) is in
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M∗0 (Γ0(8)), we first show that a similar function, Hℓ(q) is in M∗0 (Γ0(8)). We define the
function
(4.25) Hℓ(q) := Θ4(τ)
(Θ2(τ)Θ3(τ))
2ℓ+2
ℓ∑
j=0
(
ℓ
j
)
Γ(3
2
)(−12)jE2(8τ)ℓ−j
Γ
(
3
2
+ j
)
8j
(
q
d
dq
)j
E∗(8τ)
Θ4(τ)
.
We can observe that Hℓ(q) is modular on Γ0(8) with weight 0 by comparing the sum-
mation to the expression E ℓ
[
E∗(8τ)
Θ4(τ)
]
, where the bracket operator
E ℓ[f ] :=
ℓ∑
j=0
(
ℓ
j
)
Γ
(
3
2
)
Γ
(
3
2
+ j
)(−12)jEℓ−j2 (τ)(q ddq
)j
f(τ)
is defined as in equation (9.18) of [16] (See also [2]). This is the bracket operator used
in Lemma 3.3 and, as noted, preserves modularity, but changes the weight from 3
2
to
3
2
+ 2ℓ. A calculation shows that (Θ2(τ)Θ3(τ))
−2 and Θ4(τ)
−1 are holomorphic away
from infinity, which, combined with the fact that Θ2(τ)Θ3(τ) ∈ Z[[q2]], shows that Hℓ(τ)
is in M∗0 (Γ0(8)). Hence it suffices to show that Gℓ(q) − Hℓ(q) is in M∗0 (Γ0(8)) as well.
From (4.16), we see that
Gℓ(q)−Hℓ(q) =
ℓ∑
j=0
(
ℓ
j
)
Γ(3
2
)(−12)jE2(8τ)ℓ−jΘ4(τ)
(Θ2(τ)Θ3(τ))
2ℓ+2 Γ
(
3
2
+ j
)
8j
[
(−4)j8K2j(8τ)
η3(8τ)
−
(
q
d
dq
)j
8K0(8τ)
η3(8τ)
]
.
(4.26)
Using Theorem 4.4, this can be written as
Gℓ(q)−Hℓ(q)
=
Θ4(τ)
(Θ2(τ)Θ3(τ))
2ℓ+2
ℓ∑
j=0
(
ℓ
j
)
Γ(3
2
)(−12)jE2(8τ)ℓ−j
Γ
(
3
2
+ j
)
8j−1
× [(−1)jD2j+1u Dv −DjτDuDv] ρ−1q−1µ(2u+ 2v + 4τ, 2v; 8τ)θ(2v; 4τ)2η3(8τ)
∣∣∣∣
u=v=0
.
(4.27)
Paying particular attention to the derivatives of the µ-function above, we use the
transformation laws for µ found in Lemma 4.2, and observe that the Mordel integrals that
arise as obstructions to the modular transformation of (4.27) cancel directly. Therefore
an argument similar to the proof that the bracket operator preserves modularity suffices
to show that Gℓ(q) − Hℓ(q) is modular with respect to Γ0(8). Some simple accounting
shows that Gℓ(q)−Hℓ(q) is supported on even exponents of q, and hence Gℓ(q)−Hℓ(q)
is in M∗0 (Γ0(8)). This completes the proof.
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4.5. Examples. In the table below, we give the polynomial Pn(x) such that the expres-
sion in the statement of Theorem 3.5 can be written as(
q
d
dq
Z(q1/8)
)(
Z(q1/8)
2
)m
Pn(Z(q
1/8)).(4.28)
n Pn(x)
0 1
32
x
1 −1/2
2 13
16
x
3 −11
16
x2 − 87
4 13
16
x3 + 4175
8
x
5 −11
16
x4 − 9607
4
x2 − 80662
6 13
16
x5 + 80153
8
x3 + 5958039
4
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