A successful implementation of a parallel version of a conformational Ž . space annealing CSA method is presented. The CSA method, an optimization procedure for conformational energy calculations on polypeptides, searches the whole conformational space in its early stages and then narrows the search to smaller regions with low energy and distinct geometry. By selecting 20 seed conformations that are far from each other in the conformational space, the CSA method generates up to 400 conformations to be minimized independently, thereby allowing very efficient parallel computations to be carried out. When applied to the pentapeptide Met-enkephalin, the Ž . Ž global minimum-energy conformation GMEC of the ECEPPr3 Empirical . Conformational Energy Program for Peptides force field was found for all of 600 separate runs after about 35.5 s each, on average, of wall clock time, using 16 processors of an IBM SP2 supercomputer. The GMEC of the 20-residue membrane-bound portion of melittin was also found for all of 24 independent runs. The average wall clock time to find the GMEC of this 20-residue peptide, using 32 processors of an IBM SP2 supercomputer, was about 4.5 h per run.
Introduction olding a protein by computer simulations us-
Fi ng only its sequence information is a current fundamental problem. The difficulty of the protein-folding problem is that it consists of two separate and very hard problems: namely, obtaining an appropriate potential function and developing an efficient optimization method to search the conformational space of a given protein sequence. Considering the fact that no such potential functions that can fold proteins into native structures utilizing only their sequence information yet exist, it is very important to develop a powerful optimization method which can search the entire conformational space of a given protein sequence efficiently. Only after one can search the entire conformational space can the potential function be fine-tuned and tested for its validity for the study of protein folding. This article pertains to such an optimization method.
Recently, we developed a very powerful optimization method for protein folding, which we designate as a conformational space annealing Ž . CSA method. It was tested on Met-enkephalin, a w x pentapeptide with 24 dihedral angles 1 , and on the 20-residue membrane-bound portion of melw x ittin with 113 variable dihedral angles 2 . In this article, we propose a very efficient implementation of a parallel version of the CSA method and provide an extensive investigation of the conformational searches for these two peptides. We demonstrate that the global minimum-energy con-Ž . w x formation GMEC of the ECEPPr3 force field 3᎐6 ŽEmpirical Conformational Energy Program for . Peptides for the two peptides can be obtained within a fraction of 1 min and a few hours of wall clock time, respectively, using 16᎐32 processors of an IBM SP2 supercomputer.
The essence of the CSA method relies on the realization of the difficulty of the problem: For a given potential function, it is quite likely that there exist many distinct low-lying local energy minima which are far from each other in the conformational space. Therefore, it is necessary to consider an optimization method that should deal with not one but many conformations simultaneously and also that should cover the whole conformational space. The current version of the CSA method searches the whole conformational space in its early stages and then narrows the search to smaller regions with low energy.
Method
We first present a brief summary of the CSA w x algorithm 1, 2 and then describe more details of the algorithm including those changes that are necessary for efficient implementation of parallel computations with the CSA method. A flow chart of the algorithm is presented in Figure 1 .
OVERVIEW OF CSA
w x As in genetic algorithms 7, 8 , CSA starts with a random population of conformations. In addition, we consider only the conformational space of local minima: All conformations are energy-miniw x mized with a local minimizer such as SUMSL 9 Ž . Secant Unconstrained Minimization Solver . The Ž algorithm starts by generating 50 this is an arbi-. trarily large number random conformations which are then minimized with SUMSL. We call these 50 conformations the first bank. It should be noted that conformations in the first bank remain unchanged throughout the rest of the algorithm and Ž are augmented in number when necessary see the subsection Criterion to Add More Conformations . to the Bank . Figure 2 is a schematic representation of the local minima in the conformational space and the 50 randomly selected conformations that constitute the first bank. We copy the first bank and save it as the bank.
We then select 20 dissimilar conformations from Ž the bank, excluding those that in subsequent iter-. ations have already been used; they are called Ž seeds for more details on the selection of seeds, see . subsection Selection of Seeds . Each seed conformation is modified by replacing some of its dihedral angles with those from the remaining 49 con-Ž formations in the bank see the subsection Trial . Ž Conformations to generate 20 conformations a . total of 400 for 20 seeds which are again energyminimized with SUMSL. The level of modification of a seed varies from substituting one dihedral angle to substituting up to one-third of the total number of dihedral angles pertaining to a contiguous portion of the peptide; the new values of the dihedral angles are chosen from the other 49 conformations in the bank. These minimized conformations are called trial conformations. Each trial conformation is used to update the bank along with the length scale D , which approximately cut sets the distance between two conformations in the bank. Narrowing the search region is accom- plished by setting D to a large value initially cut and gradually reducing it. For more details on updating the bank with trial conformations, see the subsection Update the Bank with Trial Conformations. The narrowing of the conformational search is illustrated schematically in Figure 3 . The procedure for selecting another set of 20 seeds and generating 400 trial conformations, to update the bank further, is iterated until all 50 conformations in the bank have already been used as a seed, completing one round of the CSA procedure. This round is repeated for a predetermined number of times. If the conformational search is not success-Ž . ful e.g., if the known GMEC is not yet obtained , more random conformations are added to the bank Ž . beyond 50 and the whole procedure is repeated. ŽIf the GMEC is not known in advance, the CSA algorithm will keep adding more random conformations to the bank after a predetermined number . of rounds have been repeated.
ELIMINATION OF DIHEDRAL ANGLES IN UNPHYSICAL REGIONS IN THE FIRST BANK
Although it is not essential, in this work, we added a procedure that helps to eliminate some values of dihedral angles that occur in unphysical regions in the first bank. The first bank is the collection of random energy-minimized conforma- tions, which is the bank at the very beginning of CSA. The information stored in the first bank is w x used as the random variables in CSA 1, 2 . For example, the dihedral angles are not searched randomly from y180Њ to 180Њ, but only from the values of in the first bank which are mostly near Ž . Ž . either 180Њ trans or 0Њ cis . As the size of a peptide increases, random energy-minimized conformations are more likely to contain values of dihedral angles that are unphysical, e.g., with < < near "90Њ or -40Њ, etc. If this happens, modifications of dihedral angles of random energyminimized conformations are attempted only a few times by substituting allowed values for the unphysical ones and then reminimizing the energies of these conformations. It should be noted that these attempts are not meant so much to eliminate all of the unphysical values of dihedral angles, but to reduce their number with minimal effort. The following are the modifications that are introduced at this stage:
, is set to 0Њ, and for < < 90Њ -F 160Њ, is set to 180Њ.
For F 30Њ, and 90Њ -F 150Њ, the values of 1 are randomly set to either 30Њ -< 1 < < 1 < F 90Њ, or 150Њ -F 180Њ. This reduces the nonbonded repulsion between atoms attached to C ␣ and those attached to C ␤ .
Ž .

3.
The following regions of , of all residues except the first and the last residue of a peptide are randomly set to the values outside the corresponding regions:
For all residues except glycines, ) 0 with -0.
SELECTION OF SEEDS
In CSA, special attention is paid to cover as much of conformational space as possible by introducing two key procedures. The first one is to select seed conformations that are far from each other in conformational space. The second procedure is discussed in the subsection Update the Bank with Trial Conformations. Each seed conformation is modified at various stages to generate many trial conformations that are, to some extent, similar to each other, that is, close to the seed conformation in conformational space. Therefore, it is important not to select seeds that are close in conformational space.
To achieve this goal, the following steps are Ž carried out to select n seeds n s 20 is used in Fig. . Figure 4 . By defining the distance be-Ž . tween a set of already selected seeds s , s and a 1 2 conformation i from the m y 2 conformations as the minimum of two distances between each seed in the set and the conformation i, all the distances Ž . between s , s and m y 2 conformations are 1 2 Ž . measured according to Eq. 1 . Again considering only those conformations that are further away Ž . from s , s than d , now the average distance 1 2 ave Ž . between s , s and m y 2 conformations, the 1 2 third seed s is selected as the lowest-energy con-3 formation, which now leaves m y 3 conformations available as seeds. A similar procedure is repeated, one by one, to select all n seeds. It should be noted that conformations close to the already selected seeds are not likely to be chosen as seeds. If n s m, all m conformations are selected as seeds.
We now consider the case n ) m. First, all m conformations are selected as seeds. The next seed is selected randomly considering all 50 conformations in the bank, and subsequent seeds are selected, one by one, by following the same procedure as described above for n -m, considering all 50 conformations in the bank. Selecting many seeds to generate a large number of trial conformations does not allow as frequent updating of the bank as in the earlier verw x sion of CSA 1, 2 , which may slow down the performance of CSA. However, the procedure of selecting seeds which are far from each other in conformational space helps to increase the diversity in trial conformations-consequently, in the bank conformations-as compared to the earlier version of CSA in which only one seed was selected for generation of trial conformations.
TRIAL CONFORMATIONS
Each seed conformation is used to generate trial conformations from it by replacing some of its dihedral angles with those from one of the remaining conformations in the bank, according to the following procedure: In generating trial conformations from each seed, we followed the same procew x dure as described in our earlier work 1, 2 . In the present work, however, we treated the backbone Ž . dihedral angles , of nonglycine residues as one variable to substitute as a pair rather than two variables to substitute individually. The dihedral angles and of glycine residues are treated individually. The procedure to generate 20 trial Ž conformations for a given seed is as follows for a . 20-residue peptide :
1. Generate six conformations by replacing a Ž . few one to five randomly selected dihedral angles of the seed conformation with corresponding ones in the first bank.
2.
Generate six conformations by replacing a Ž . few one to five randomly selected dihedral w 1 Ž angles but only from , , and for residues with more than one side-chain dihe-.x dral angle of the seed conformation with corresponding ones in the first bank.
Generate three conformations by replacing a
group of dihedral angles which are either all Ž side-chain dihedral angles of a residue if it . has more than one side-chain dihedral angle or all backbone dihedral angles plus 1 of a residue with corresponding ones in the bank.
Generate five conformations by replacing all
dihedral angles pertaining to a contiguous portion of size four to eight residues of the peptide with corresponding ones in the bank.
For the peptapeptide Met-enkephalin, 10 trial Ž conformations for each seed three, three, two, and . two for each step above were generated similarly. For the last step, contiguous portions of size one to three residues were used. It should be noted that Ž . we use the first bank not the bank for the first two steps. The reason is that dihedral angles in the first bank are used as replacements for random variables, whereas those in the bank are updated in subsequent stages in the CSA algorithm. All conformations are subsequently energy-minimized w x with SUMSL 9 .
UPDATE THE BANK WITH TRIAL CONFORMATIONS
The second key procedure in CSA is to introduce a length scale D , which sets the approxicut mate allowed distance between two conformations w x in conformational space 1, 2 . The diversity of the bank conformations can be controlled by changing the value of the cutoff distance D . In CSA, the cut cutoff distance D is set to a large value at the cut Ž beginning of the algorithm for searching the whole . conformational space and then is reduced slowly Ž to a smaller value for narrowing the search to . smaller regions of low-energy conformations . This is accomplished by updating the bank with each Ž trial conformation ␣ generated as described in the . subsection Trial Conformations as follows:
First, find the conformation A in the bank which is the closest to one of the trial conformations . Ž 10,000 minimizations for Met-enkephalin or for a . 20-residue peptide .
The procedure for selecting a set of seeds, generating trial conformations, and updating the bank is iterated until all conformations in the bank have already been used as a seed, completing one round of the CSA procedure. The bank used at the start of the next round is the one that was obtained at the end of the immediately preceding round. Several rounds are implemented for a predetermined number of times.
PARALLEL CSA
The local energy minimization of trial confor-Ž w mations typically 20 for a seed conformation in 1, x 2 is the most time-consuming part of the algo-Ž . rithm over 99% of the CPU time , and each minimization is independent of the others. Therefore, it is straightforward to program CSA in a parallel environment. Using 20 seeds at a time, we were Ž able to generate 400 conformations 20 for each . seed which were subsequently energy-minimized. This enabled us to use many processors simultaneously. With 400 conformations, one can use, in Ž principle, up to 401 processors one processor to distribute and collect data and 400 processors to minimize the energy of one conformation for each . processor . However, with 401 processors, the effi-Ž ciency of parallel computing defined here as the ratio of the CPU time using one processor over the total combined wall clock time of all processors to . complete the identical computation can decrease to considerably less than 50%. This is because the CPU time to complete one local energy minimization depends on the details of the input conformation, and until the minimization that takes the most CPU time is completed, each of the other processors has to wait after its own minimization is completed. The efficiency can be improved by using a smaller number of processors to reduce the waiting time. We achieved over 80% efficiency by Ž . Ž . using 32 16 processors with 400 200 trial conformations. One processor took care of the distribution and collection of conformations and the others were assigned to complete local energy minimization of the incoming conformations.
CRITERION TO ADD MORE CONFORMATIONS TO THE BANK
For complex systems like proteins, it is possible that the CSA method may fail to find the GMEC after completing the narrowing of the search to smaller regions of low-energy conformations. This situation may arise for various reasons such as the Ž total number of bank conformations which was . set arbitrarily is too small or the annealing schedw x ule for D 1, 2 was set too fast. One way to cut solve this problem is to add more random conformations to the bank and repeat the CSA procedure w x 1, 2 .
The main iteration of CSA shown in Figure 1 Žselecting seeds, modifying them to generate trial conformations whose energies are minimized, and . updating the bank with these trial conformations is repeated until all of the bank conformations are used as seeds. This corresponds to the case m s 0 in the subsection Selection of Seeds, and one round of iteration is completed. Compared to our previw x ous work 1, 2 , in which a single seed was used to generate trial conformations, it took a considerably larger number of minimizations here to finish one round of iteration. In the present work, we used a maximum of four rounds of iteration before increasing the size of the bank by adding new random minimized conformations. The first round always took a considerably larger number of minimizations than did the subsequent rounds. Although different criteria for adding more conforw x mations to the bank were employed in 1, 2 , the essence of these criteria is to determine approximately when the bank conformations are not producing any new conformation after the search in conformational space has been narrowed to smaller regions. If this happens, it is necessary to increase the size of the bank by adding more random minimized conformations to search other regions of conformational space.
Results
First, we applied the parallel version of CSA to Met-enkephalin, a pentapeptide with 24 dihedralangle degrees of freedom. For all of 600 indepen-Ž dent runs 300 with 10 seeds and another 300 with . 20 seeds for each iteration , the accepted GMEC was obtained after only about 2420 local minimizations, corresponding to 181,000 energy evaluations, which are similar to previous CSA results with a w x single seed 1 . The wall clock time to obtain the GMEC was about 35.5 s each, on average, with 16 processors of the IBM SP2 supercomputer at the Cornell Theory Center. The scatter plot of the number of function evaluations for all 600 runs is shown in Figure 6 . On average, it took more func-Ž tion evaluations with 20 seeds 188,000 compared . to 175,000 . However, the average wall clock time for runs with 20 seeds was less than that with 10 Ž . seeds 32.4 compared to 38.6 seconds , demonstrating that the efficiency of parallel computation increases as the number of trial conformations increases.
A summary of the results for the 20-residue membrane-bound portion of melittin is presented FIGURE 6. Scatter plot of the number of function evaluations for 600 independent runs to obtain the accepted GMEC of Met-enkephalin with energy E = y11.707 kcalrmol in each run. The GMEC was obtained successfully for all 600 independent runs with about 181,000 function evaluations corresponding to about 2,420 local energy minimizations on average. The average wall clock time to obtain the GMEC took about 35.5 s with 16 processors of an IBM SP2 supercomputer. The first 300 points correspond to the runs with 10 seeds and the next 300 corresponds to the runs with 20 seeds. On average, it took more function evaluations ( ) with 20 seeds 188,000 compared to 175,000 . However, the average wall clock time for runs with 20 seeds was ( ) less than those with 10 seeds 32.4 compared to 38.6 s , demonstrating that the efficiency of parallel computation increases as the number of trial conformations increases.
in Table I . There are 113 variable dihedral angles Ž in the peptide. In 24 independent runs 14 runs . with 10 seeds and 10 runs with 20 seeds , the w x proposed GMEC 2 of the peptide was obtained in all cases after a total of about 1.2 million combined minimizations. All 24 runs were programmed to terminate the search if a conformation with energy less than y91.0 kcalrmol was found, and the lowest-energy conformation from each run was w x identical to the proposed GMEC 2 with energy y91.02 kcalrmol. In a recent investigation of the same peptide by the new electrostatically driven Ž . w x Monte Carlo EDMC method 10 , the identical GMEC was found in four out of 14 independent runs after over 1.1 million minimizations were carried out. It should be noted that previous investigations of the same peptide by various methods w x such as the buildup procedure 11 , the earlier w x EDMC method 12 , and the self-consistent multiw x torsional field method 13 failed to locate the w x GMEC 2 . The values of the parameters used in CSA for Met-enkephalin and the 20-residue membrane-bound portion of melittin are shown in Table  II. Ž . In Figure 7 , real data for Leu-13 are shown to validate the illustration in Figure 3 . The data for the 20-residue membrane-bound portion of melittin were collected at the beginning of a CSA run, in the middle, and when the GMEC was obtained.
Ž . The values of , of Leu-13 at the GMEC are Ž . y147Њ, 75Њ . Although Figure 7 is only a projection of the conformational space in two variables Ž . , of Leu-13 while Figure 3 represents the whole conformational space, indeed, the CSA method appears to cover the whole conformational space at its early stages and narrows the conformational search to smaller regions of low-energy local minima. In this 20-residue peptide, the Leu-13 residue precedes Pro-14.
Discussion
The successful implementation of a very efficient version of parallel CSA is based on the selection of many seed conformations at a time which, consequently, generates a large number of trial conformations to be energy-minimized. Generating Ž . a large number 400 of trial conformations means less frequent updating of the bank than the earlier w x version of CSA 1, 2 , in which a much smaller Ž . number of trial conformations 20 was generated. ( ) FIGURE 7. The , map of the Leu-13 residue of the 20-residue membrane-bound portion of melittin. The red ( circles were collected from the first bank randomly generated conformations which were subsequently ) energy-minimized . The green triangles were collected at an intermediate stage of one CSA run, and the black diamonds were from the bank from which the GMEC was obtained. A similar clustering of data points, as illustrated in Figure 3 , is observed. In this peptide the Leu-13 residue precedes whole conformational space in its early stages and then narrowing the search to smaller regions of low-energy conformations.
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