Abstract. Ultrasonic diagnosis that is convenient and nondestructive to the human body is widely used in medicine. In clinical, ultrasonic backscattered signals characteristics are utilized to acquire information of the human body tissues to perform diagnosis. In this paper, an adaptive ultrasonic backscattered signal processing technique for instantaneous characteristic frequency detection based on the marginal spectrum is presented. In the beginning, the ultrasonic backscattered signal is decomposed into a series of intrinsic mode functions (IMFs) by the Ensemble Empirical Mode Decomposition (EEMD) algorithm. Then the Hilbert spectrum is gained by the Hilbert transform on the IMFs decomposed and screened. Finally, the timefrequency information in the Hilbert spectrum is utilized to extract the instantaneous characteristic frequency based on the marginal spectrum features to detect the objective. With this technique, the spacing between tissues can be estimated for tissue characterization by processing multiple echoes even in the complicated environment. In the simulation study, comparing with the FFT, the technique presented shows its strong noise immunity and indicates its validity in instantaneous characteristic frequency detection.
Introduction
Ultrasonography that is convenient and nondestructive to the human body is widely used in medicine. In clinical, ultrasonic backscattered signals are used to obtain human body tissues characterization to perform diagnosis. L. Landini et al. used spectral analysis on ultrasonic backscattered signals to relate microstructural features with signature of spectrum [1] . J. Girault et al. studied on the ultrasonic backscattered signals attenuation phenomenon by autoregressive analysis to estimate tissue characterization [2] . D. Ta et al. performed processing on ultrasonic backscattered signals to gain the AR cep-strum to estimate the mean spacing of trabecular bones [3] . X. Zheng et al. measured corneal thickness based on ultrasonic backscattered signals of before and after surgical operation [4] . T. Liu et al. used 2D spectrum method to analyze ultrasonic backscattered signals for prostate-cancer diagnosis [5] . H. Fang applied ultrasonic backscattered signals in the diagnosis of choroidal hemangioma and choroidal malignant melanoma [6] .
In recent years, Joint Time-Frequency Analysis, which can provide signal distribution on both time domain and frequency domain, becomes a hot spot of signal processing. Some classic time-frequency analytic techniques are listed as the Wavelet Transform (WT), the Short-time Fourier Transform (STFT), the Bilinear time-frequency distribution function, the Gabor-Wigner distribution function and the Modified Wigner distribution function. Due to the nonlinear and nonstationary property of ultrasonic backscattered signal, an adaptive time-frequency processing technique is required. The HilbertHuang Transform (HHT) developed by E. Huang et al. [7] is a development adaptive method to extract the features of nonlinear and nonstationary signals, which is widely used in many fields. In addition, the HHT can provide time-frequency distribution graph with relatively high resolution. The advantage of the HHT is obvious comparing with other time-frequency techniques. The Empirical Mode Decomposition (EMD), a core part of the HHT, was applied mainly on noise suppression of ultrasound echoes in the twenty-first century by Y. Mao et al. [8] and Q. Zhang et al. [9] . The Bivariate EMD was applied to perform phase synchrony analysis on ultrasonic echoes signal by M. Leo et al. [10] . However, in practical applications the EMD has many deficiencies one of which is "Mode Mixing" problem caused by intermittency. The Ensemble Empirical Mode Decomposition (EEMD) algorithm developed by Z. Wu et al. possesses the advantages of the EMD and makes up its partial shortcomings [11] . To sum up, the EEMD algorithm is selected to perform analysis on the ultrasonic backscattered signals.
This paper mainly contains four sections. In section 1, an introduction and a brief review of ultrasonic backscattered signals processing are provided. In section 2, the ultrasonic backscattered echoes model is introduced, and the techniques used involving the EEMD and the Hilbert spectral analysis technique are described in theoretical. In section 3, simulation results of noise suppression and instantaneous characteristic frequency detection are presented. In addition, the result comparing with the FFT is presented, and the phenomenon is discussed. In section 4, the conclusion and the future direction are given.
Principle
In researching process, ultrasonic backscattered echoes model is constructed firstly. Then the EEMD algorithm is performed on the ultrasonic signal simulated. Afterward, IMFs are selected based on maximum power estimation. Finally, the Hilbert transform is implemented on the IMFs selected to perform detection and localization based on the Hilbert spectrum. In this chapter, the concepts related to the processing progress are introduced briefly. [12, 13] The ultrasonic backscattered echo model is referred as a Gaussian echo model for its envelope of Gaussian-shaped which can be represented as Eq. (1):
Ultrasonic backscattered echoes model
In Eq. (1), α indicates the bandwidth factor of the echo, ݂ indicates the center frequency of the echo, ߬ indicates the arrival time of the echo, ‫‬ indicates the phase of the signal and ߚ indicates the weight of the signal amplitude. For a certain ultrasonic transducer, different test objects will change the values of above parameters.
Therefore, the ultrasonic backscattered echoes can be modeled as Eq. (2) with the form of a superposition of Gaussian echoes each one of which has the form of Eq. (1).
In Eq. (2), m represents the number of echoes, ߙ indicates the bandwidth factor corresponding to m, ݂ indicates the center frequency of the echo corresponding to m, ߣ indicates the arrival time of the echo corresponding to m, ‫‬ indicates the phase of the signal corresponding to m and ܿ indicates the weight of the signal amplitude corresponding to m. Thus, a series of ultrasonic backscattered echoes are simulated with noise-free by Eq. (2), which is presented in section 3.
Ensemble Empirical Mode Decomposition (EEMD)
The Empirical Mode Decomposition (EMD) algorithm can decompose a signal to a string of Intrinsic Mode Functions (IMFs) by the sifting process [7] . The final result of the EMD indicates input signal consists of a series of IMFs and a residue, which can be represented by Eq. (3):
In Eq. (3), x(t) is a nonlinear and nonstationary input signal, ܿ represents a IMF corresponding to i and ‫ݎ‬ represents a residual term.
The Ensemble Empirical Mode Decomposition (EEMD) [11] is a noise-assisted signal processing method which eliminates mode mixing effectively to make the IMFs decomposed possess clear and definite physical meanings. In the EEMD algorithm progress, N series of the Gaussian white noise with statistical characteristics are added on the nonlinear and nonstationary input signal N times. Thus, N series of the input signals with Gaussian white noise are regarded as N ensembles that are performed by the EMD process separately. The final IMFs are derived by averaging IMFs corresponding to distinct ensembles ultimately, which is represented by Eq. (4):
In Eq. (4), x(t) is a nonlinear and nonstationary input signal, ‫ܧ‬ ூ ሺ‫ݐ‬ሻ represents the ensemble corresponding to I, ܿ represents the averaged IMF corresponding to i and ‫ݎ‬ represents the averaged residual term. Adding Gaussian white noise process in the EEMD progress can balance the intermittence in the signal to eliminate the mode mixing problem because the power spectrum density of the white noise is uniformly distributed in the frequency domain. Because the mean value of the white noise is zero, the process of averaging the groups of ensembles can eliminate the noise effectively to obtain the original signal. The more ensembles can result in the better results. In summary, the EEMD algorithm is an improvement of the EMD algorithm.
Hilbert Spectral Analysis (HSA) [7]
The Hilbert Transform (HT) is based on the concept of the instantaneous frequency (IF) which is a single-valued function of time, which means that at any time there is only one IF. Thus, the HT emphasizes the local characteristics of input signals.
After achieving the IMFs through above processes, each IMF which makes the IF be meaningful is performed by the Hilbert Transform as Eq. (5) in which P represents the Cauchy principal value:
The input signal can be expressed as Eq. (6) with instantaneous frequency (IF) after performing the Hilbert transform (HT) on each IMF. 
Thus, the Hilbert spectrum can be defined as Eq. (7) in three-dimensional space of the amplitude ܽ ሺ‫ݐ‬ሻ, time ‫ݐ‬ and frequency ߱ ሺ‫ݐ‬ሻ.
Furthermore, the marginal spectrum ݄ሺ߱ሻ which indicates the contribution of energy on each frequency value in the total time span is defined as Eq. (8): 
Results and discussion
In the simulation, the parameters of ultrasonic backscattered signals simulated according to Eq. (2) with noise-free are shown in Table 1 .
The characteristic frequency can relate to the location of the different tissue interface. The simulated noise-free typical ultrasonic backscattered signals with amplitude log decrement are shown as Figure 1 with the characteristic frequency of 0.222MHz.
A performance investigation on noise suppression
In this section, the performance of the IMF selection process is investigated by a survey on the noise suppression results. The Gaussian white noise of which the mean value equals zero, the variance equals one is added on the simulated the multiple ultrasonic backscattered echoes so that the signal-tonoise ratio (SNR) of mixed signal equals -5dB. The 3D Hilbert time-frequency spectrum of noisy ultrasonic echoes signal (SNR=-5dB) is shown as Figure 2 (a). In Figure 2(a) , the time-frequency information of ultrasonic backscattered echoes is polluted seriously, and the significant waveform is damaged by noise. The mixed signal is performed by the EEMD with 50 ensembles and 0.2 standard deviation of added noise. Then IMFs decomposed should be selected as Eq. (9) for power estimation according to energy concentration property of the ultrasonic signal: In the IMF selection process, the final two residue components are deleted for empirical. Then the maximum power estimated of the IMFs achieved after the EEMD process is calculated individually as Eq. (9). Afterwards, the IMFs remained are started from one with maximum power estimated to the final IMF.
The 3D Hilbert time-frequency spectrum of ultrasonic echoes signal by the selected IMFs is shown as Figure 2(b) . By IMFs screened reconstruction, the SNR of 2.09dB is reached in this case. Through the IMFs selection process, the noise of high frequency section is mostly filtered, and the noise of low frequency section is reduced so that the Hilbert time-frequency spectrum looks more clearly and more concentrate from Figure 2 (b) seen. It is more important that the time-frequency information could be restored for characteristic frequency detection and localization.
Furthermore, for proving the effectivity of the IMF selection process, noise suppression performances of the proposed algorithm are investigated by reconstruction of the IMFs screened. The results in three indicators that are the signal to noise ratio (SNR), the mean square error (MSE), and the correlation coefficient (Corr. Coeff.) can be shown as Figure 3 . In Figure 3 , the SNR and the Corr. Coeff. increase clearly while the MSE (log scale) decreases clearly through the EEMD and IMFs selection process (in the red line). 
Detection and localization
For noise-free case, the number of ensembles is set as 1, and the ratio of the standard deviation of the added noise and that of the input signal is set as 0 in the EEMD algorithm. After that, a series of IMFs can be achieved, and the residue term should be removed by convention. Then Hilbert transforms are performed on the IMFs remained as Eq. (7). Thus, the 2D Hilbert Time-frequency can be obtained as Figure 4 .
In Figure 4 , four groups of echoes can be detected and marked. The characteristic frequency can be estimated by two successive groups. The characteristic frequency lies between 0.105MHz and 0.285MHz through transforming time interval from 3.5 to 9.5 microseconds. In addition, some components below 1MHz in the low frequency section which implies the characteristic frequency information also can be found from Figure 4 .
For more detailed information in the frequency domain, the marginal spectrum (see Figure 5 ) through the transformation of Eq. (8) which indicates the contribution of energy on each instantaneous frequency value can be applied to detect the instantaneous characteristic frequency and perform localization in medicine.
Obviously, the instantaneous characteristic frequency occurs at 0.225MHz (see Figure 5 (a)) in the low frequency section while the most part of energy concentrates at about 8.023MHz in the high frequency section, which accords with center frequency of ultrasonic echoes simulated. Comparing with theoretic value, the error of characteristic frequency measured reaches 1.26%. For localization, the location of two tissues interface can be estimated as Eq. (10) For noisy cases, the number of ensembles is set as 50, and the ratio of the standard deviation of the added noise and that of the input signal is set as 0.2 in the EEMD algorithm. After that, the IMF selection process should be applied to remove the unrelated IMFs as described in Chapter 3.1. Hence, Hilbert transforms are performed on the relevant IMFs remained as Eq. (7). For detail information in the frequency domain, the marginal spectrum through the transformation of Eq. (8) can be applied to detect the characteristic frequency and perform localization. The marginal spectrum for the noisy case with SNR=5dB and SNR=-5dB are indicated as Figures 6 and 7 respectively. In the result, the characteristic frequencies occur obviously at 0.2249MHz (see Figure 6(a) ) and 0.225MHz (see Figure 7 (a)) in the low frequency section for noisy cases, and harmonic components also appear.
The instantaneous characteristic frequency of the ultrasonic backscattered signals can be extracted in marginal spectrum based on the instantaneous frequency concept through the proposed algorithm from above described. However, the characteristic frequency could not be found in the spectrum by the FFT (in the red line) and the component around the center frequency of 8MHz are more diffuse than the marginal spectrum (in the blue line) by the proposed algorithm (see Figure 8) .
In author's opinion, no matter the frequency concept in the Hilbert spectrum or the marginal spectrum, the frequency type is the instantaneous frequency that is completely different with frequency in the Fourier transform. In the Fourier analysis, the energy in one frequency value represents the existence of a sine wave in the whole time domain. However, the energy represented by an IF value is described as the existence probability of an oscillation wave in it, where a larger Hilbert value means a higher probability. In summarization, the Fourier analysis has limitations on the non-stationary signal since the non-stationary signal is time-varying. Therefore, the reason of that the FFT cannot detect the obvious feature is not difficult to explain.
Conclusion
In this paper, an adaptive ultrasonic backscattered signal processing technique for instantaneous characteristic frequency detection based on the marginal spectrum is presented. In addition, noiseimmunity of proposed method is investigated and analyzed. In the simulation study, instantaneous characteristic frequency can be detected obviously under noisy environments. Therefore, spacing estimation can be performed for tissue characterization by using the instantaneous characteristic frequency detected in clinical medicine. Comparing with the FFT, the algorithm based on instantaneous frequency proposed is an effective technique. The proposed technique is fit for processing multiple ultrasonic backscattered echoes in a macroscopic view. When more ultrasonic backscattered echoes are obtained, the processing results will be more accurate. In future work, the clinical data will be applied to validate the algorithm proposed. 
