Introduction
Modelling of the zero coupn yield curve, particularly interesting to …nancial economists and central banks, has been directed towards capturing the dynamics of the entire yield curve. Since expectations about future short rates in ‡uence movements in the long rates, changes in the short end and the long end maturity spectrum of the yield curve show a strong dependence structure.
However, the magnitudes of changes along the maturity spectrum vary, producing linear and nonlinear shifts in the yield curve.
Since the interest rate maturities portray a strong dependence structure among themselves, latent factor models have been widely used in order to extract the systematic movements in yield curves. There is common consensus that a few systematic yield shifts are su¢ cient in explaining the ‡uctuations in yield curves. Generally, the dependence structure among maturities is measured with pairwise correlations or covariances and the common factors are estimated using statistical tools such as principal component analysis (PCA) and factor analysis. The …rst three principal components or factors are commonly known as level, slope, and curvature, cumulatively accounting for almost all the variations in the yield curve. Since the correlation structure among yield maturities, though high, is not equal to unity and decreasing with increase in di¤erence in maturities; non-parallel movements such as slope shifts and curvature shifts are signi…cant in measuring the non-parallel risks within the term structure. However, the parallel shift factor (level) explains most of the variations in the term structure.
In describing the evolution of interest rates, multivariate models capturing the time series properties of interest rates have been developed. The aim is to introduce tractable multivariate models that can capture both the inter-temporal properties and also provide a theoretically consistent way of explaining the cross-section of the yields. In estimation and forecasting the yield curve, a popular function-based three factor model is the Nelson and Siegel (1987) model and its extensions such as the Svensson (1994) model where the three factor model is augmented with a second slope factor that mainly a¤ects the medium term maturities. This generalization to the three factor model helps …t the data well as it accounts for yield curve shapes with more than one maximum or minimum along the maturity spectrum. Various other extensions have also been made by introducing separate and time varying decay parameters for the latent factors (see Bliss (1997 ), De Pooter (2007 , Koopman et al. (2007) 
among others).
Since the factor models are able to produce typically observed yield curve shapes in the market, these models are widely used among practitioners. Fabozzi et al. (2005) , using a three factor Nelson-Siegel model, …nd statistically and economically meaningful predictions in the shape of the yield curve. The authors implemented systematic trading strategies and …nd economical gains using the model predictions. For the purpose of constructing term structure forecasts, …t a dynamic factor model to the Nelson-Siegel factors and …nd accurate forecast performance than various standard benchmarks. The authors allow the factors (level, slope, and curvature) to follow a vector autoregressive process capturing the whole yield curve dynamics over time. They call it the Dynamic Nelson-Siegel (DNS) model. In the DNS model, the underlying dynamics of the factors are constrained to be common for all maturities. This is to say that the dynamics underlying the short end and the long end factors are identical.
However, empirical evidence suggests that the nature of uncertainties in ‡uencing the short rates is di¤erent than the ones a¤ecting the long rates. One reason for this is the diverse nature and varied preferences of market participants in ‡uencing the di¤erent ends of the yield curve. This is further re ‡ected in the fact that volatility of the short rates are higher than the volatility of the long rates. Sarkar and Ari¤ (2002) investigated the role of maturities in the e¤ect of volatility. The authors found a negative relationship between interest rate volatility and US treasury yields. The e¤ect was seen to be much stronger in the case of long maturities than short maturities. Backus and Zin (1994) and Gong and Remolona (1996) document that the mean reversion for yields near the short end of the yield curve are much faster than for yields near the long end of the curve. Higher mean reversion is implied by the yield curve steepness at the short end and lower mean reversion is implied by ‡at volatility curve at the long end maturities.
Term structures with maturity clusters commonly arise in practice where the various yield curve segments are proxied by di¤erent securities. For instance, in the case of the zero coupon bond yield curves, one commonly use the rates from treasury bills as a proxy for the short end of the curve and discount bonds or swap rates as proxies to the long end of the curve. In the case of swap yield curve, since the swap rates are available for only the longer maturities, the medium end of the curve are augmented by the futures contract or the FRAs and the short end of the curve is derived from the interbank deposit rates or the LIBOR rates.
In this paper, we study interactions between factors governing term structures with maturity clusters. We analyse the term structure of constant maturity US zero coupon bonds made of Treasury notes and bonds for the period between Jan 11, 1999 to July 31, 2007 (daily frequency).
We identify the maturity clusters evident in the term structure using hierarchical clustering algorithms, producing cluster trees. Using dependence graphs, we …nd a loose dependence structure between the latent factors governing the various maturity clusters. Therefore we ask the question "would accounting for the maturity clusters lead to signi…cant information gains?".
We study this question by developing a Block Dynamic Nelson-Siegel (BDNS) factor model for term structures with maturity clusters and investigate the forecasting performance of this model.
We …nd signi…cant improvements in forecastability of the term structure over the benchmark models considered.
The remainder of this paper is structured as follows. Section 2 introduces the cluster identi…-cation procedure used to group the interest rate maturities present in the term structure of zero coupon yields into several maturity clusters. In Section 3 we estimate the principal component factors governing the maturity clusters and study the dependence structures between factors using Chi-plots and Kendall plots. Section 4 introduces the new block dynamic speci…cation to the Nelson and Siegel (1987) model for modelling term structures with maturity clusters. In this, we estimate the Nelson-Siegel factors for the various maturity clusters and allow the dynamics of the factors to be common within clusters. This extension would enable us to investigate the information loss in estimating factors of term structures containing multiple dependence structures. Section 5 presents the model estimation results and examines the forecasting performance of the block dynamic model. Section 6 concludes.
Cluster identi…cation
In this section, we introduce the cluster identi…cation algorithms implemented to identify the dependence clusters within a term structure. In an attempt to classify the term structure of interest rates into maturity clusters, we use the hierarchical clustering method that does not require any prior assumption on the number of characteristic groups present in the term structure. The algorithm compares interest rate maturities present in the term structure and gathers them together into groups based on the similarities (or distances) between maturities such that the form of the various groups are distinct. In the subsequent steps, the newly formed groups are further merged into bigger ones forming bigger clusters. This procedure is carried out until all the maturities are present in one cluster.
We carry out the following steps to identify the interest rate clusters:
1. To identify the dissimilarity between rates, we de…ne a distance metric d ij between two maturity yields Y i and Y j : We use the Euclidean distance metric, de…ned as
(1) For a term structure with m number of maturities, we compute ((m 1) m) =2 number of distances.
2. We specify a linkage procedure that groups the maturity yields into clusters based on a particular proximity measure. We use minimum distance as the proximity measure to link the maturities together: The linkage procedure …rst groups the maturity yields into binary clusters, say C p and C q . Then the newly formed clusters are grouped into larger clusters, say C p [ C q : Then the distance metric d (C p [ C q ; C r ) of the newly formed cluster is computed against all other clusters C r and the clusters with the mimimum distance metric are then grouped together. This procedure progresses until all the maturity yields are part of one big cluster. The procedure can be summarized by a hierarchical cluster tree diagram or a dendrogram that shows the arrangement of the clusters at each level. The height of the inverted U-shaped links in the cluster tree indicates the distances between the groups.
3. In order to group the data into the optimal number of natural clusters, we use the Inconsistent Coe¢ cient (IC) measure de…ned for clustering level k as
where d k is the height (or distance) of the k th cluster level, d is the mean of heights of all the links included in the cluster, and d is the standard deviation of heights of all the links included in the cluster. Higher values of IC would imply less similarity between interest rate maturities in the same cluster. To choose the optimal partitioning level, we stop the clustering where the IC is at its maximum.
For understanding the accuracy of the cluster identi…cation procedures, we use the cophenetic correlation coe¢ cient de…ned as
where x(i; j) is the Euclidean distance between the i th and j th maturities in the original dataset, t(i; j) is the dendrogrammatic distance or the height of the nodes at which these two points are …rst joined together, x is the average of x(i; j); and t is the average of t(i; j): This measure compares the distance measures generated by the linkage procedure and the distances between maturities in the original data and higher value of c would mean a good clustering solution.
[Insert Table 1 here]
[Insert Figure 1 here]
Using the clustering methodology outlined above, we group together the term stuctures of maturities with minimum distances. The clustering results have been summarized in Table 1 and in Figure 1 . We stop the clustering algorithm at merging cluster object 38 and object object 40
where the inconsistency coe¢ cient is at its maximum. The distance of the cluster level, given by the distance measure d k is at its maximum 2.6625. We …nd that there are two distinct maturity clusters, one with maturities 3 to 12 months (referred to as short maturity cluster) of treasury bills and the second with maturities 2 years to 12 years (referred to as long maturity cluster) of discount bonds. For the term structure clusters generated, we …nd the cophenetic correlation coe¢ cient, c = 0:7579 which shows that the data …ts into the two identi…ed clusters well.
Dependencies between cluster factors
In this section we explore the dependence structure between the yield curve factors driving the short maturity cluster and the long maturity cluster identi…ed. We conduct a PCA factor decompostion for the various clusters and using two graphical diagnostics, namely Chi-plots and K-plots, we assess the degree of association between the factors governing the two clusters of the yield curve.
PCA for correlation clusters
In estimating common factors governing term structures, presence of multiple data clusters within a single term structure would distort the estimation of true systematic shifts (say level, slope, and curvature) in the yield curve. This issue is most eminent in the statistical procedures such as PCA that are implemented in order to extract the true factors. PCA assumes a stable contemporaneous correlation structure among the yield curve maturities. However, within a term structure, one may …nd several correlation clusters linearly or non-linearly correlated in the same way. Conducting a PCA decomposition to term structures with multiple correlation clusters would estimate factors in ‡uencing only certain maturities of the yield curve.
In the presence of correlation clusters, one can estimate the factors for the individual clusters and study the interactions between the factors extracted from the two clusters. Consider a (p + q) dimensional vector z t = (x 0 t ; y 0 t ) 0 for t = 1; :::; T where z t is partitioned into p -dimensional subvector x t and q -dimensional subvector y t explaining di¤erent aspects of the yield curve. Let x = ( 1x ; :::; px ) be the ordered eigenvalues of^ xx and x = 1x ; :::; px be its corresponding eigenvectors. Similarly, let y = ( 1y ; :::; qy ) be the ordered eigenvalues of^ yy and y = 1y ; :::; qy be its corresponding eigenvectors. The principal components of the partitions X and Y are given by U = (U 1 ; :::; U p ) and V = (V 1 ; :::; V q ) respectively:
The correlations between the principal components of the two partitions X and Y can be calculated as^ Table 2 reports the principal component results for the short and long maturity clusters. For the short maturity cluster, the …rst principal factor itself explains 99.73 percent of the variations.
In the case of the long cluster, the …rst two principal factors cumulatively explain 99.92 percent of the variations. Plotting the …rst three factor loadings for the two clusters in Figure 2 , we …nd the factors retain the economic interpretations of being level, slope, and curvature. This means that the level shifts can explain most of the movements in the short maturity segment and for the long maturity cluster we see the level and slope shifts prominently summarize the movements along that part of the curve. Table 3 report the pairwise correlations between the factors driving the two clusters. The correlations between the three factors show that the …rst factor (level) from the two clusters are postively 89 percent correlated, the curvature factor from the short cluster is positively 50 percent correlated with the slope factor of the long cluster, and the long maturity curvature is uncorrelated with all the factors from the short cluster. Since the correlations between the latent factors of the two clusters are not high, estimating factors from separate clusters would explain the idiosyncratic movements of the two clusters.
Dependence graphs
In this section we aim to graphically study the signi…cance of the dependence structure between the factors underlying the two maturity clusters.
Scatter plots are usually employed in understanding the dependence between variables. However, these kinds of graphs are limited in accessing the nature of dependence between variables. Fisher and Switzer (1985) and Fisher and Switzer (2001) proposed the use of Chi-plots as an important tool towards revealing complex dependence structures between two variables. These plots are based on the ranks of the observations and able to explain independence, monotonic dependence, asymmetries, tail dependencies, etc. In …nance literature, authors have used Chiplots in order to assess tail properties of securities and choose suitable copulas in modelling the underlying dependencies between variables (see Abberger (2002) ). Another measure for studying dependencies is the Kendall Plot (known as K-plots) proposed by Genest and Boies (2003) . As in the case of Chi-plots, K-plots are also based on probability integral transforms of observations but easier to interpret that Chi-plots.
Below we brie ‡y describe the two graphical measures of dependence and present the results from implementation of these measures on factors governing the long and short term structure clusters.
Chi-plots
Consider a random sample (X 1 ; Y 1 ) ; :::; (X T ; Y T ) from a bivariate continuous distribution H.
Let F and G be the marginal distributions of X and Y respectively. For a given pair (X i ; Y i ) with 1 i T; we de…ne
where I (A) is the indicator function of the event A.
If X and Y are independent, then for a given pair
independence between (X i ; Y i ) for i = 1; :::; T , Fisher and Switzer (1985) construct a test statistic
where
Therefore for a given pair (X i ; Y i ) ; the i transf orm de…ned as
is a measure of departure from bivariate independence. i lie in the interval [ 1; 1] and acts as a correlation coe¢ cient between (X i ; Y i ).
Further, Fisher and Switzer (1985) propose the data transform i ; a real valued function of marginal frequencies. The authors use
The value of i is a measure of distance of the pairs (X i ; Y i ) from the bivariate median of the distribution and i 2 [ 1; 1].
A scatter plot of the T transformed pairs ( i ; i ) de…nes the Chi-plot and provides a meaningful rank based indication of dependence between X and Y .
The authors recommend avoiding the boundaries of the distribution since asymptotic normality no longer holds then. They propose plotting only pairs ( i ; i ) for which j i j 4 1 T 1 1 2 2 in order to avoid outliers.
K-plots
K-plots or Kendall plots are based on the notion of standard QQ-plots used in order to access the deviations from normality of random variables. Genest and Boies (2003) proposed this graphical tool that assesses the degree of dependence in bivariate random samples. Consider a random sample (X 1 ; Y 1 ) ; :::; (X T ; Y T ) generated from a bivariate continuous distribution H.
In this case, the K-Plot can be constructed as under:
1. Order H i such that H 1 ::: H T 2. Plot the pairs (W i:T ; H i ) for 1 i T where W i:T is the expected value of the i th order statistic from a random sample of size T drawn from the distribution K 0 ; which is the joint distribution under the null of independence between X and Y . From the density of the i th order statistic, we can calculate W i:T as
where K 0 (w) = P (U V w) = w w log (w) where 0 w 1 and U and V are independent standard uniform random variables.
Implementing the dependence graphs for the factors governing the maturity clusters, we provide the results below 1 . We …rst estimate the three prinicipal factors ( 1 ; 2 ; 3 ) using PCA for the two maturity clusters (denoted by a and b) and graphically analyse the factor dependence structures across the two clusters. …nd that points associated with the order statistic change over the subsamples considered. For a given value of W (i : n); we …nd that the points lie above and below the independence line which shows that the dependence between the factors have changed over time.
Block dynamic factor model
In this section, we propose a new dynamic framework that extends the Dynamic Nelson-Siegel model proposed by for the case of modelling term structures with dependence clusters.
Dynamic Nelson-Siegel factor model
In modelling the term structure of interest rates, a class of function-based curve …tting techniques have become most popular in recent years. These techniques specify bond prices as a function of time to maturity and other parameters. A premier to this class of models is the Nelson and Siegel (1987) model that uses exponential polynomial functions for the instantaneous forward rates and proposes a parametric model for the yield curves. The model produces reasonable yield curve shapes observed in the market and thus captures the cross-sectional dependence among rates.
Given Y ( ) is the yield of a zero coupon bond at a point in time with time to maturity ; Y ( ) can be written as
where f ( ) is the instantaneous forward rate with maturity : Nelson and Siegel (1987) considered the instantaneous forward rate to be
where 0 ; 1 ; 2 are the coe¢ cients and is a constant decay parameter. Solving for the integral, the Nelson and Siegel (1987) model, as parameterized by , is given by
Fabozzi et al. (2005) and show that the three factors can be economically interpreted as the level, slope, and curvature. 1t is the factor loading associated with the …rst component which is interpreted as the level factor, 2t is the factor loading for the second component which captures the slope factor mostly in ‡uencing the short term factors, and 3t
is the factor loading for the third component associated with the medium rates, interpreted as the curvature factor loadings.
The model has been extensively used by central banks for the purpose of modelling and forecasting interest rates. 
where t is a 3 1 vector of level, slope, and curvature factors. The dynamized Nelson and Siegel (1987) has become popular in …tting the cross-section of bond yields and signi…cant in explaining the yield curve dynamics. Unifying the cross-sectional and time series properties into the model has proved to generate economically signi…cant forecastability both in the short and long horizons, as shown by . show that the Nelson and Siegel (1987) three factors are not generated by any of the three-factor a¢ ne term structure models. The paper suggest that the unforecastability of a¢ ne term structure models documented in literature could not be therefore contributed to the Nelson-Siegel factors. Further, the papers …nds that the cross-section of yields are well explained by the loadings of the model.
The estimation of the dynamic model can be done with a two-step procedure outlined by . First, estimate it coe¢ cients i = 1; 2; 3 by cross sectional least squares for each t. The coe¢ cients can be estimated well as long as su¢ cient number of maturities are available at a given point in time. Second, the time series estimates of it obtained from the …rst step is modelled as an autoregressive process and forecasts for it ; and therefore Y t ( ); are generated using the speci…cation in equation 17. An alternative estimation approach is a one-step procedure outlined by in which the equations 17 and 18 are formulated in a state-space system and estimated iteratively using a Kalman Filter. The one-step Kalman Filter framework can accomodate various extensions such as estimation of unbalanced term structures, allowance of heteroskedasticity, and allowance for estimation of the decay parameter ( ). Yu and E. (2008) compare the forecast performance of the two estimation methods and conclude that there were no considerable forecast improvements in using one approach over the other.
Block dynamic factor representation
In this section, we develop the block dynamic factor representation for estimating the NelsonSiegel factors of the yield curve. Suppose that the yield term structure Y is identi…ed to contain two sets of data clusters, say a short cluster with maturities up to k and a long cluster with maturities beyond k : Then
Solving the integral, the Nelson and Siegel (1987) representation for the yield curve maturity clusters can be written as
where for i = 1; 2; 3; a i I ( k ) are the latent factors governing the short cluster and
are the latent factors governing the long cluster within the yield curve.
We allow for a time-varying dynamic structure of the factors as under:
and the factors . . .
. . .
6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 1 0 
for a given k. We allow for di¤erent decay parameters 1 and 2 for the two maturity clusters.
For the short maturity cluster, the value of 1 maximizes the loadings of 3 at six month maturity.
f ( 1 ) = 1 e 6 1 6 1 e 6 1 1 = arg max f ( 1 ) = 0:29888
Similarly, we compute for the long maturity cluster, the value of 2 maximizing the loadings of 3 at sixty month maturity and equal to 0.0299.
In the second step, we estimate the state equation as a VAR(1) model using least squares
An Alternative to using cross-sectional regressions is to formulate the block dynamic model in a state space framework and a Kalman …lter can be adopted in order to estimate the speci…cation.
In this case, the term structure of yields as functions of the factors act as the measurement equations and the VAR process for the factors act as the state equations. 2
Model estimation and forecasting results
In this section, we present the goodness of …t results for the block dynamic Nelson-Siegel factor model in terms of modelling and forecasting performance.
Data
The data of US zero coupon bond term structure is collected from Datastream. The sample period consists of daily frequency extending from 11 Jan 1999 to 31 July 2007 (2232 observations) for constant term structure maturities of 3, 4, ..., 12, 24, ..., 144 months (21 maturities).
[Insert Table 4 here] Table 4 provides the descriptive statistics for yields at various maturities. We see the mean value of yields remain around a constant up to 12 month maturity and then increases with maturity. The standard deviation of the yields, in contrast, remains almost ‡at up to 12 month maturity and then decreases with maturity. The sample autocorrelations are lags 1, 60, and 200
show evidence of high persistence in yields. Figure 3 is the matrix plot of the yield maturities.
[Insert Figures 3 and 1 here]
The matrix plot of the term structure (Figure 3 ) is a …rst graphical examination for the presence of two correlation clusters made of treasury bills (3-12 month maturities) and zero coupon bonds (24-144 month maturities). We consider estimation of factors from the two clusters separately and in evaluating the goodness of …t of the new block dynamic model introduced in Section 4, we conduct an in-sample estimation until 08 May 2007 (2172 observations) and outof-sample forecasting of the last 60 observations.
Model estimation results
We …t the yield curve using Dynamic Nelson-Siegel (DNS) model and Block Dynamic Nelson-
[Insert Figures 8, 9 , 10, and 11 here] Figure 8 plots the actual yield curve along with the model-based yield curves for some randomly selected dates. We …nd that allowing for blocks in …tting the clustered yield curve provides a better …t than the dynamic model on all the selected dates. If we assess the model …t for the two clustered segments of the yield curve separately, the BDNS model …ts both the segments well. The DNS model averages the dynamics of the two segments and therefore provides an inferior …t as compared to the BDNS model. The residual surface plots of the two models in Figures 10 and 11 indicate the estimation errors from allowing for separate clusters in the block dynamic model are smaller across the entire yield curve surface as compared to the dynamic model. Figure 9 plots the three estimated factors for the entire yield curve using the DNS model and for the two maturity clusters separately using the BDNS model. We …nd the …rst two factors estimated using the DNS model behave similar to the factors estimated from the long maturity cluster throughout the sample period considered. The short maturity cluster factors have separate dynamics that is not captured by the DNS model. In the case of the third factor, we …nd no similar dynamics between the factors extracted using the two models. We also …nd the relationship between the factors for the two clusters have also di¤ered mainly in the middle of the sample period considered.
[Insert Tables 5 and 6 here] Table 5 records the estimates of the vector autoregression (VAR) employed in the two step cross-sectional regressions of the block dynamic Nelson-Siegel model. We …nd that all the estimated factors from the two maturity clusters load signi…cantly on their own lags. The short maturity cluster factors show signi…cant dependence on the lags of itself and also on the lags of the factors extracted from the long maturity cluster. However, the long maturity cluster factors interact less with the lags of the short maturity cluster. Table 6 shows that when averaging the dynamics of the two maturity clusters using the DNS model, the estimated factors load signi…cantly on its own lags alone. The interdependence between the factors captured by the block dynamic representation is smoothed out while estimating the common factors across the two separate maturity clusters.
Forecasting performance
In this section, we compare the out-of-sample performance of the block dynamic Nelson-Siegel model with the dynamic Nelson-Siegel model proposed by .
In constructing forecasts for the yields, we use the predictions of the dynamics of the factors into the predictions of the yields. We consider …ve di¤erent forecast horizons of n = 1; 5; 10; 30 and 60: In order to evaluate the out-of-sample forecastability of the model, we use the Mean Square Error (MSE), the Mean Absolute Error (MAE) and the averages (AVG) of the two measures across the whole yield curve maturities. The latter combines the forecast errors from all the maturities for evaluating the overall performance of the models.
[Insert Tables 7 -11 here]
Tables 7 -11 reports the out-of-sample performance of the BDNS and the DNS model for the various forecast horizons considered. The MSE and MAE measures provide similar forecast evaluation inferences. We …nd that there is signi…cant gain in forecast performance in the short maturity cluster by using the BDNS model over the DNS model. The AVG estimator for MSE and MAE show that on average there is a higher degree of predictability in the case of BDNS over all …ve horizons considered.
We use the Diebold and Mariano (1995) statistic in order to formally test whether di¤erences in the out-of-sample performance, outlined above, are statistically signi…cant. In particular, we test the signi…cance of di¤erence in forecasting performance measures MSE and MAE of the BDNS against the DNS model. The Diebold and Mariano test aims at testing the null of equal predictive accuracy of the of the two models against the alternative of di¤erent forecastability across models. If d t is the loss di¤erential de…ned as
i where g ( ) is the loss function measuring the accuracy of the forecasts (MSE and MAE), and " i t+hjt refers to the forecasting error of model i when performing a h period ahead forecasts assumed to be computed for t = t 0 ; :::; T for a total of k forecasts. The null of equal predictability is
The test uses autocorrelation corrected sample mean d in order to construct the test statistic
Mariano (1995) show that under the null of equal predictive accuracy, S is asymptotically standard normal.
[Insert Tables 12 and 13 
Conclusion
In this paper we study the importance of accounting for clustering between yield curve maturities while estimating the latent factors using a Nelson-Siegel yield curve model. We analyse the term structure of constant maturity US zero coupon bonds comprising of Treasury notes and bonds.
The maturity clusters within the term structure are identi…ed using a hierarchical clustering algorithm that groups together maturities based on a minimum distance metric. We estimate the principal components driving the short and long maturity clusters identi…ed and using dependence graphs (Chi-plots and recursive Kendall plots) we …nd the factors governing the short and long maturity clusters have a loose dependence structure.
In measuring the signi…cance of estimating factors over separate maturity clusters, we intro- 
