Dunton and Beaulieu hold a positivist ideology. In their chapter, they explain a common positivist technique: correlation. They go on to discuss regression and a specialty technique: logistic regression. Correlation and regression are generally deductive within-group unit of analysis strategies, since factors of interest are measured as predictors of the dependent variable. The factors and dependent variable of interest in the unit of analysis are established through a scholarly literature review. As with all true positivistic ideologies, hypotheses are developed to test the unit of analysis. A unique aspect of their example was the ex post facto use of logistic regression on existing data. Using correlation and regression is not considered mixed methods or multi-methods because researchers with a positivist ideology generally use correlation first to show evidence of the hypothesized relations between factors or between factors and the dependent variable, otherwise it may not be feasible to continue the analysis. Logistic regression has specific assumptions that must be met in order to be applied, and they discuss this.
Chapter overview
Dunton and Beaulieu hold a positivist ideology. In their chapter, they explain a common positivist technique: correlation. They go on to discuss regression and a specialty technique: logistic regression. Correlation and regression are generally deductive within-group unit of analysis strategies, since factors of interest are measured as predictors of the dependent variable. The factors and dependent variable of interest in the unit of analysis are established through a scholarly literature review. As with all true positivistic ideologies, hypotheses are developed to test the unit of analysis. A unique aspect of their example was the ex post facto use of logistic regression on existing data. Using correlation and regression is not considered mixed methods or multi-methods because researchers with a positivist ideology generally use correlation first to show evidence of the hypothesized relations between factors or between factors and the dependent variable, otherwise it may not be feasible to continue the analysis. Logistic regression has specific assumptions that must be met in order to be applied, and they discuss this.
Introduction
In the social sciences, there are few methods of analysis that are more ubiquitous than regression. With its basic, familiar equation structure and ease in interpretation, paired with its flexibility and application to a multitude of data, it forms the basis of most research in the discipline. It allows researchers to determine the effects on a single dependent variable using multiple independent variables, with the strength of each measured as the others are held constant. By controlling for a wide variety of potential causes, the actual effects of independent variables can be quantified. In its most basic form, regression is closely related to correlation in that it quantifies the relationship between two variables. However, a significant difference is that correlation is a standardized measure and also makes no insinuation of cause versus effect, while regression examines the role of multiple predictor variables. The logic behind both is quite similar, and both will be examined in this chapter.
We will focus largely on the conceptual nature and interpretation of both correlation and regression analysis. While equations will be presented, we will not take a heavily mathematical approach in our examination. Our examples will be presented and interpreted without specific use of equations or calculations, as most analyses in the social sciences are performed by statistical software. The mathematical theory required to calculate regression analyses can be easily found in any statistics textbook. For the sake of convenience, terms such as independent variable, predictor, and cause will be used interchangeably, as will dependent variable, outcome, and effect.
Throughout this we will utilize examples from a study examining the role that sexual orientation had on victimization on a college campus in upstate New York, specifically sexual assault and sexual harassment. This is excerpted from a paper examining if GLBT (gay, lesbian, bisexual, and transgender) students were more likely to be victims of sexual harassment and assault. Beyond their orientation, we also include variables known to affect victimization, including age, race, fraternity/sorority membership, being a member of a school sports team, if they are an international student, and if they live alone (Brown, Clarke, Gortmaker, & Robinson-Keilig, 2004; Coston, 2004; Duncan, 1990; Fasting, Brackenridge, & Sungot-Borgen, 2003; Lehrer, Lehrer, Lehrer, & Oyarzun, 2007; Makepeace, 1987; Monks, Tomaka, Palacios, & Thompson, 2010; Tomsich, Gover, & Jennings, 2011) .
Correlation and regression basic principles
While we will speak of regression later as its own distinct concept and method, its most basic form is the basis of correlation. At its core, regression
