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前処理付き共役勾配法を用いた HPCG(High Performance Conjugate Gradient benchmark)が，







図１ TOP500 システムの理論性能，HPL 性能, HPCG 性能. 
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［研究成果］
 図 1 に 2016 年の高性能計算に関する国際会議 ISC’16 で発表された TOP500 ランキングと
HPCG ランキングに登録されたスーパーコンピュータの LINPACK, HPCG の性能を示す．縦軸
は各システムの理論演算性能，LINPACK 性能，HPCG 性能をそれぞれ Pflop/s で示しており，
横軸は各システムを示す．このグラフから見ても明らかなように，LINPACK ベンチマークの性





する事は極めて困難である．Dongarra は，HPL と HPCG が対照的な性能値を評価していること
を踏まえ，今後はこれら 2 つのベンチマークが”bookends” として相補的にスーパーコンピュータ
の性能を評価するベンチマークとして活用されるとしている[2]． 
 一方，このような状況下で，LINPACK, HPCG の間を補完する新たなベンチマークとして，2014
年に米国ローレンスリバモア研究所が，幾何的マルチグリッド法による大規模疎行列連立一次方
程式の求解プログラムである HPGMG(High-Performance Geometric Multigrid)を提案している
[5]．本報告では，HPGMG を用いた SX-ACE の性能評価結果について報告する．本稿の構成は
以下の通りである．次節では HPGMG, 特に本稿で性能評価の対象としている HPGMG-FV につ
いて概説する．第 3節では HPGMG—FV の性能評価について述べ，第 4節にて本報告をまとめる． 
 
2. HPGMG ベンチマーク 
 HPGMG は幾何学的マルチグリッド法による連立一次方程式求解のベンチマークであり，現在




 HPGMG-FV は C で実装され，本稿ではその MPI 版を用いて性能評価を行う．実行時に 1 ノ
ードあたりの問題サイズとノード数を指定し，性能は DoF/s (degree of Freedom/sec)で算出され
る．DoF/s に 1,200 を乗じることで flop/s 値を得ることが出来る．HPGMG の性能はフルマルチ
グリッドアルゴリズム(FMA)における F-cycle で，最も細かいメッシュサイズ，その 2 倍のメッ
シュサイズ，およびその 4 倍のメッシュサイズまで解いたときの DoF/s が性能値として示される．
基本的には，最も細かいメッシュサイズで解いた時の性能が着目すべき指標となる．これらの性
能評価は毎年，高性能計算に関する国際会議 SC でアップデートされ，前述の HPGMG ウェブペ
ージにおいて公開されている．2015 年には我が国のフラッグシップシステムである京コンピュー
タは第一位の性能を達成している． 
 図 2 に HPGMG-FV において標準設定となっている性能計測の対象となるマルチグリッド処理
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図 2 HPGMG-FV における F-Cycle と V-Cycle. 
3. 性能評価 
 本節では HPGMG-FV の性能結果について述べる．本評価では，ボトムソルバーに BiCGStab 法，
スムーザーには Gauss-Seidel Red-Black 法を選択した．評価には拡張筐体で結合された SX-ACE 2
クラスタ(1,024 ノード)，C++/SX コンパイラ Rev.102，MPI/SX ライブラリ Ver.10.2.3 を用いて，
4,096 プロセスのフルフラット MPI による評価を行った．表 1 に評価に用いた SX-ACE の諸元を
示す．コンパイラオプションには，“-Kc99 -C hopt”，問題サイズはノード間の負荷のインバラン
ス軽減を目的に log2_box_dim = 9 とした．問題サイズの選定以外の最適化は，本評価では施して
いない．表 2 に HPGMG のホームページにおいて公開されている 2016 年 11 月時点における
HPGMG ランキングを示す．当センターの SX-ACE は最も細かなグリッドサイズにおける求解に
おいて，73.8×109DoF/s を達成しており，世界第七位の性能を達成している． 
 この表の，HPGMG の実行効率を見てみると，HPGMG は HPCG に比べて比較的高い実行効率




現在，HPGMG は GPU, アクセラレータの評価を容易にするべく，OpenMP のみならず OpenACC
実装版の開発が，精力的に進められている．今後多様化の進むスーパーコンピュータの一つの性
能評価指標，特に，HPL と HPCG のギャップを埋める実アプリケーションの挙動や性能を再現可
能なベンチマークとして，HPGMG の開発状況にも注目していきたい．  
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 本報告では，SX-ACE における HPGMG-FV の性能評価に関して報告した．評価の結果，当セン
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