Abstract. Accurate measurement of the thickness of subcutaneous adipose tissue (SAT) can effectively estimate body composition. Ultrasound is an accurate technique for measuring the thickness of SAT layer. However, at different body sites, the SAT layer has different content of inlaid fibrous structure which causes segmentation of the SAT layer to be very difficult. This paper presents a fully automatic approach to detect and extract the border of the SAT layer using Convolutional Neural Network (CNN) techniques. Our approach utilizes CNN to learn the complex regression function that maps the borders into their positions in images. The SAT layer is segmented according to the predicted upper and lower borders and its thickness is calculated automatically. The average predicted error on simulated ultrasound images achieves 0.34mm or 1.88% of the SAT thickness. On tested human abdominal ultrasound images, we obtain the average prediction error of 0.85mm or 8.71% of the SAT thickness. This study is suitable for segmenting subcutaneous fat tissue, and it may be used as a general framework for applications of regression CNN to identify other specific borders on ultrasound images.
Introduction
Body composition has a large impact on health and physical performance associated with excessively high or low amounts of body fat [1] . Overweight and obesity are becoming major health problems of the 21st century in more and more countries [2] . The thickness of subcutaneous adipose tissue (SAT) is accepted as a body fat indicator because about 40 to 60% of total body fat is in the subcutaneous regions [3] . Moreover, the detection of the thickness of the SAT at rectus abdominis is more important, because it is closely located to healthy critical abdomen organs.
Clodagh et al. [4] proposed an ultrasound scanning protocol for subcutaneous fat and measured subcutaneous fat thickness using B-mode images and showed that ultrasound is a reliable, reproducible, accurate and safe method for measuring subcutaneous fat as well as muscle thickness. Müller et al. [5, 6, 7] proposed a semi-automatic method with a region-growing algorithm for detecting SAT layer on ultrasound images and this method would select possibly the wrong region of interest (ROI) owing to the embedded fascia of the subcutaneous fat. Ng el at. [8] presented an approach to measure subcutaneous fat thickness automatically by ultrasound radio frequency (RF) signals instead of ultrasound images. They segmented fat boundary at the suprailiac, triceps, and thigh sites using the spectrum dispersion of the power spectrum of RF signals. However, complex structure with much fibrous connective tissue of rectus abdominis was not investigated in their paper.
Recently, convolutional neural networks (CNN) have been widely used in the area of the classification, segmentation, object detection and registration on medical images [9] . In this paper, we propose a novel fully automatic approach using linear and quadratic regression functions of CNN models to extract the upper and lower borders of the SAT layer. The training set of the CNN is a set of ultrasound images where the locations of the SAT borders are labeled manually. SAT borders defined as the upper and lower boundaries can be approximated as a straight line and a quadratic curve respectively. The locations of the straight line and quadratic curve is then predicted by the trained CNN model automatically from new ultrasound B-mode image. During in vivo human images collection for off-line CNN training and later trained network testing, we used a commercial hand-held ultrasound device in the field including fitness center and the gym.
Materials and Methods

Data collection and Preparation
Experimental data came from in vivo human scanning and simulated image data. Human scanning images were from 32 informed participants who are healthy adults (13 women and 19 men) between the age of 22 and 42 years, and taken from experienced sonographers using Stork (Chengdu Stork Healthcare Inc., Chengdu, Sichuan China) linear array handheld ultrasound device. These selected volunteers in terms of their Body Mass Index (BMI) cover the fatty: Fig. 1(b) , trained-fitness: Fig. 1(c) or general: Fig. 1(d) shown in scanned ultrasound images taken from the rectus abdominis, see Fig. 1(a) , the region between line 1 and line 2. It seems that, from sample images of To investigate the learning characteristics of our proposed CNN modeling, we have generated huge images set for network training and testing. These simulated ultrasound images show speckle noises overlaid with structures of the skin layer, i.e., the upper border (UB), the boundary between the fat and the muscle layer, i.e., the lower border (LB) and embedded connective tissue and fascia simulated as borders with varied brightness within SAT, see In our proposed CNN modeling, the LB can be approximated by a quadratic function, Eq. 1, with three label points, see Fig. 3 , and the UB can be represented as a line, Eq. 2, determined from two label points. During manual labeling, one can label more than two points for UB and three points for LB and our algorithm will conduct line/curve fitting using the least squares method, Eq. 3, for further processing. 
(a) (b) In data processing, all images have been resized to 128x128 pixels and x-coordinates of the lateral direction and the y-coordinates of scanning depth direction have been normalized to [0,1], respectively. On network training, at least two label points on UB and more than three label points on LB will be determined manually for line/curve fitting, and then (x 1 ,y 1 ) and (x 2 , y 2 ) are computed using least squares fitting on the UB and similarly, (x 1 , y 1 ), (x 2 , y 2 ) and (x 3 , y 3 ) on the LB. Noted that the x-coordinates of x 1 , x 2 for the UB and x 1 , x 2 , x 3 for the LB can be pre-defined as a constant which means that their corresponding y-coordinates of y 1 , y 2 for the UB and y 1 , y 2 , y 3 for the LB will be used as our CNN output for training.
CNN Model
The neural network model used in this paper is a CNN regression model. The network architecture used to train LB and UB of SAT is the same except that the number of outputs is different in output layer. The network architecture for training LB is shown in Fig. 4 . The layers consist of an input layer, six convolutional layers, a fully connected (FC) layer and a regression layer.
The input layer specifies the size of the input image of 128×128×1. The important part of the network structure is convolutional layers including the size and number of the filter kernel, which have a great impact on the feature extraction and the regression results. The first convolutional layer has 32 kernels of size 5×5 with stride of 2 pixels, followed by a batch normalization layer and a Max-pooling layer. All pooling layers use 2×2 kernel with stride of 2 pixels. The second and the third convolutional layers are like the first one with different kernel size. The next three convolutional layers are similar which use the same size kernel of 3×3 with stride of 2 pixels and padding of 1 pixel but with no activation function. The sixth convolutional layer followed by a Max-pooling layer.
A fully connected layer with 2048 neurons is employed. The activation layers used in first three convolution layers and FC layer is Rectified Linear Unit (ReLU). The final standard output including a FC layer and a regression layer. The size of last FC layer is 3 for LB and 2 for UB.
Performance Analysis
During network training and testing, the error between the predicted value and the target value is calculated by the RMSE (root mean square error) formula given in Eq. 4, where n is the number of responses, y is the target output, and y is the network's prediction for the response variable corresponding to observation i. The ordinates of the output are normalized. In order to compare the results visually, the unit of Error and RMSE is converted to millimeters. The AME is the Average Magnitude of Error between target values and predicted values in testing data. The AME of predicted borders ( ) is calculated with Eq. 5.
n (5) The thickness of the fat layer is equal to the average distance between the upper and lower boundaries (that is, = | − |). The formula for calculating the AME of SAT thickness is the same as Eq. 4. Mean Relative Error (MRE) is a meaningful indicator for different thicknesses ( ) of SAT. The MRE is the average ratio of the error between the predicted and the target border to the distance from the target border to the probe and is calculated by Eq. 6.
The MRE is the average ratio of the error between the predicted and the target thickness of SAT to the target thickness and is given by Eq. 7.
Experiment and Results
Experiment Environment
All of this study is implemented in MATLAB R2018b. The workstation is a computer with Intel Core i5-8600K CPU at 3.60GHz, 16GB RAM and NVIDIA GeForce GTX1050Ti 4GB GPU. The work of training and testing is supported by the GPU.
The Simulated Experiment
A total of 10,000 simulated ultrasound images are generated by the simulator. In these images, half have the continuous LB of SAT and the other half have discontinuous LB. The ratio of training and testing images is 4 to 1. The number of training epochs is 50, and the size of the mini-batch is 32. The learning rate is set to drop in the training process, with initial learning rate equal to 0.02, the number of epochs for dropping is 10, and the factor for dropping is 0.3.
The results of simulated experiments are shown in Table 1 including the errors of predicted LB, UB and thickness of SAT. The second column of the table is RMSE of predicted y-coordinates. The third and fourth column indicate the average magnitude error (AME) and standard deviation (SD) of errors of testing data, respectively. The last column is mean relative error (MRE). Some results of the simulated experiments are shown in Fig. 5 . The lower and top curves are the predicted LB and UB of SAT by CNN respectively. Figure 5 shows three examples whose errors are in average magnitude range. 
The Clinical Experiment
The clinical data has two parts including 260 images from 32 subjects (multiple images from multiple subjects, MIMS) and 193 images from single subject (multiple images from single subject, MISS), and the input image set is augmented by left/right reflection to 520 images and 386 images respectively. Similar to the simulated experiment, 80% of the images are extracted randomly for training and the rest are for testing. The number of training epochs is 30 and size of mini-batch is 8. The learning rate is set as same as the simulated experiment.
The results of clinical experiments using MIMS data are shown in Table 2 . Some results with MIMS data are shown in Table 3 . The visualized results are shown in Fig.6 . Three examples with errors in average magnitude range are shown in Fig. 6 which have different thickness of SAT and muscle. The green lines are the target borders. And the red (lower) and blue (top) curves are the predicted LB and UB of SAT by CNN respectively. 
Discussion
From Table 1 , we can observe that the error and RMSE of simulated experiments are quite accurate, with AME of predicted LB and UB equal to 0.24mm and 0.22mm. The MRE of UB is bigger than LB's since the distance from the skin layer to the probe surface is narrow. The MRE of predicted thickness of SAT reaches 1.88%, illustrating the feasibility of the method and CNN configuration.
From clinical experiments, the experimental result with MISS is better than with MIMS. Images from a single subject have similarity and continuity. But the results with all subjects' ultrasound images are acceptable with the average error of predicted thickness of SAT being less than 0.9mm and relative error is 8.71%.
Conclusions and Future Work
According to the author of this paper, there is currently no research paper on fully automatic segmentation of SAT in ultrasound image. This paper is the first to propose using CNN to extract the boundary of SAT and the experimental results are very promising. Firstly, the results using simulated image and single subject' images are very accurate. And the result using all subjects' images with different BMI is also acceptable and has potential for improvement. Secondly, this paper provides a meaningful approach for detecting and extracting boundary of tissue in ultrasound images with a CNN regression model.
Further work includes collecting more ultrasound images to increase CNN training datasets and optimizing the CNN model. Transfer learning can be considered to deal with the problem of small datasets. Furthermore, there is no pre-processing of the images in the experiment, but ultrasound images have low signal-to-noise ratio which should be improved. Because, in this paper, we can segment the subcutaneous fat layer successfully by determining the upper and lower boundaries of SAT automatically, we should work on ways to extract fat components away from structure/fascia tissue within SAT for further quantitative analysis on fatty tissue.
