In this study, the convolutional neural network (CNN) and multipart interactive training were used to create a state-of-the-art classifier for the early detection of cardiac pathologies. The classification was performed using three sets of data samples; the first was recorded using a digital stethoscope and the others were recorded with mobile smart devices. These data were part of the competition on the Kaggle platform and used on the CNN in the form of audio samples as well as in spectrogram format, and experiments were conducted using both methods. Moreover, this method was used not only to distinguish healthy from unhealthy heart rhythm but also to attempt reaching some initial diagnosis. It was possible to identify a set of problems with the dataset, make corrections, and share them with the scientific community. The experiments were conducted using the so-called multi-part interactive training and an additional ResNet pre-trained network, resulting in more than 93% precision. This allows anyone to undertake prophylactical diagnosis using a smartphone alone. It also has a great educational potential for young doctors and students. Greater improvement is possible by supplying more data to the described method.
I. INTRODUCTION
In the past decades, heart attack has been a significant health issue worldwide. Records from the World Health Organization (WHO) show that the number of deaths due to heart disease was higher in the twenty-first century. For example, in Poland, the Central Statistical Office (GUS) reports show that approximately 46% of all deaths are caused by cardiovascular disease [1] . Early diagnosis of cardiovascular disease is essential for timely implementation of preventive measures. This is especially important in the third-world countries where access to medical care and medical devices is limited or in any other place where telemedical help comes in handy.
Any measures that can help contain the negative effects of cardiovascular disease should be seriously considered. Electrocardiograms have been producing accurate The associate editor coordinating the review of this manuscript and approving it for publication was Yudong Zhang . assessments of heart function and recording data, which have attracted attention from the community of computer scientists [2] - [5] . In recent years, convolutional neural networks (CNNs) have found their application in medicine, including mostly neuroradiology, vascular and interventional radiology, and interventional cardiology [6] . This does not only decrease physicians' workload physicians but also increases diagnostic accuracy and lead to the early detection of disease [7] . Using CNN for the electrocardiogram (ECG) data classification [8] and arrhythmia detection (AD) is the most popular research topic in the field of cardiology, and a comprehensive survey of ECG-based heartbeat classification for AD [9] has reported that many studies rely on the publicly available MIT-BIH3 database (which is recommended by ANSI/AAMI [10] for the validation of medical equipment) and AHA.
II. CHALLENGES AND OPEN ISSUES
In recent years, several methods of CNN utilization in ECG signal classification were proposed. Most of them were VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ using signal processing techniques such as wavelet transformation [11] - [13] , frequency analysis [14] , bandpass filters [15] , [16] , statistics [17] , the hidden Markov model [18] , neural networks, and mixed approaches [19] - [24] . Every method has its own limitations, and the most common problem is the variation of ECG signals from patient to patient that leads to lower accuracy when classifying signals.
The primary limitations of these methods are the variations of QRS complex frequencies that lead to a large number of inaccurate results. Methods using the hidden Markov model are time-consuming due to the use of complex algorithms. Researchers often use the wavelet transform to represent ECG signals [25] - [27] , including continuous wavelet transform (CWT), which is used to extract features from ECG signals [28] , and scattering wavelet transform (SWT) [29] . However, the accuracy of these techniques remains insufficient [30] . The use of CNNs in detecting heartbeat problems relies on the publicly available MIT-BIH and AHA databases. Nevertheless, the use of popular benchmarks to perform screening and diagnosis of heart diseases has some disadvantages, as they do not contain enough amount of data. If this could be in the domain of deep learning, these benchmarks could be utilized in an efficient manner and thus reasonable, and best performance results could be attained. Andrew Ng's group obtained state-of-the-art results in both recall and precision cardiology performance using CNN with 34 layers and a dataset with more than 500 times the data than previously studied corpora [31] . Some research groups used ECG [32] to obtain an ideal data pattern to identify atrial fibrillation, proving that the use of learned expedition and representation can effectively be a good replacement of the user's hand-crafted features.
Thus, the ECG classification utilizing CNNs heavily depends on the appropriate selection of features that represent the data [6] , [7] , [31] . Combining the self-proclaimed learned features and different classifiers show a significant improvement in the performance of the patient screening systems.
The problem of developing a method capable of providing high-quality diagnostics using the parameters of all 12 ECG leads to detect heartbeat disturbances remains an urgent issue, since most of currently used methods has its own limitations. The use of CNNs in cardiology is currently limited to the development of diagnostic systems to recognize a narrow class of pathologies with high accuracy. However, to solve the problems of differential diagnostics during mass screening of the population, the list of recognizable diseases should be expanded. With this approach, one can use the advantages of CNNs related to their ability to process large amounts of fuzzy information and provide a high percentage of pathological detection.
This research extends into the scope of the abovementioned methods and considers another important method. The proposed approach based on using only sound recordings from stethoscopes or smart mobile devices to check and classify heart rhythm. This is of great interest and of great potential for the detection of early heart rhythm disturbances, including self-diagnosis by smartphones users and telemedicine use [32] . The initial detection of health problems usually comes from doctors using stethoscopes, making this method highly suitable for the early detection of heart problem. Let us imagine a time when everyone could possibly perform a prophylactical selfdiagnosis and, if necessary, send samples to a doctor or visit him/her in person.
In this research, data from the Kaggle 1 competition, originating from the PASCAL Classifying Heart Sounds Challenge, were used. In some studies [34] - [36] , the authors classified these data directly from its Fourier transformation with CNN, omitting the segmentation phase to detect the fundamental physical characteristics of the heartbeat. A similar approach is presented in a study [37] that described a framework based on the autocorrelation feature and diffusion maps, which further provided the SVM classifier. Unfortunately, the datasets were very noisy with numerous mistakes due to the wrong annotation. We have re-annotated samples of phone heart recordings as a part of this research. The correctly annotated data are shared with the research community.
III. DATA DESCRIPTION AND PRE-PROCESSING
The Kaggle (previously PASCAL) Classifying Heart Sounds Challenge provided two datasets used for the analysis [30] . The first dataset, named A, consists of data recorded using a digital stethoscope. The data were gathered in real-world situations and frequently contained background noise such as speech, traffic, and brushing the microphone against cloth or skin, among others. The lengths of audio files were also different, varying between 1 and 30 s. Originally, the Pascal competition datasets were divided into training and testing sets with 4 categories for Dataset A (normal, murmur, extra heart sound, and artifact) and 3 for Dataset B (normal, murmur, and extrasystole). The following table (Table 1) shows the statistics for both datasets.
As mentioned in the introduction, these data were full of errors and incorrectly classified; thus, it should not be used in any research. Alternatively, in this research, Set A was used (manually corrected on the Kaggle) and Set B was corrected by a team of doctors within the scope of this research. After the corrections Set A was divided into 3 categories: artifacts, murmurs, and normal beat. Set B contained heterogeneous data and was divided into five categories: artifacts, extrasystolic arrhythmia, murmurs, tachyarrhythmia, and normal beats. All recordings shorter than 4.5 s were excluded from the dataset due to uselessness. Table 2 provides detailed statistics for these datasets. From each category, 10% of data was randomly selected as a test sample. This ensured that each category had a represented number of data and that experiments were compared to each other.
The datasets described are quite limited in terms of the number of training and testing examples. They were used to divide into many categories. There was another dataset, but containing only two classes: the PhysioNet and the Computing in Cardiology Challenge. They assembled the largest public heart sound database, aggregated from eight sources obtained by seven independent research groups worldwide. This comparison aimed to determine, from a single short recording (10-60 s) from a single precordial location and whether the subject of the recording should be referred for an expert diagnosis. The dataset comprised two classes: abnormal sounds (665 training samples and 151 test samples) and normal sounds (2575 training samples and 150 test samples). The task was easier not only because of only two classes and more data but also because recording was taken from the same spot.
The heartbeat sound datasets are primarily audio-based: all heartbeat sounds are stored as WAV files that record either normal or abnormal heartbeats. In general, uncompressed audio is stored as a sequence of numbers that indicate the amplitude of the recorded sound pressure at each time point. In the WAV standard, these numbers are packed into a bytestring, which is interpreted depending primarily on two factors: first, the sampling rate, usually given in Hertz, which indicates how many number samples comprise the second's worth of data; and second, the bit depth (or sample width), which indicates how many bits comprise a single number. These parameters, along with other parameters such as the number of channels (e.g., whether the audio is mono or stereo) are stored in the header of the WAV file.
The so-called frames hold the entire byte-string representing all the audio samples in the sound file. It was necessary to unpack this byte-string into an array of numbers that could be useful. The first question was: how many bytes represent a single observation? In voice recording, 16-bit and 24-bit are the most common sample widths. Additionally, powers of 2 tend to be the easiest to work with. Fortunately, the heartbeat audio samples were 16-bit. The waveforms were generated based on this information and sampling rate. A sample is shown in Figure 1 .
Subsequently, the data were downsampled with a very aggressive low pass filter, which is not needed for a computational time, but seems to improve the generalization of this dataset. With more data, this step can be removed or reduced, and 2-5 extra convolution layers can be added. The reason this works better is probably that what is heard in the stethoscope is almost exclusively low-frequency sounds, especially murmurs. Figure 2 shows a downsampled file, and Figure 3 shows a spectrogram from the same file.
For easier processing, the spectrogram was reduced to fit into the 224 × 224 px size and was saved in colored. An example of this is shown in Figure 4 : This is exactly the file format t used with CNN for training and prediction. Experiments with different resolutions were also conducted but was not proven to be worthwhile to increase. In the second method, a standard approach was used (simply analyzing audio samples).
IV. EXPERIMENTS
Sampling and experiment design for training CNNs was conducted to classify the real heartbeats as described in Section 2. In general, two main steps were performed in order to train a world-class image classifier; the system used transfer learning and multipart interactive training. In such type of training, the procedure is interrupted and human decision is required in most important parts (e.g., decision on learning rate). This can be extended to 8 more dialed steps:
• Enable data augmentation and activation cache • Use algorithm to find the highest learning rate where loss is still improving • Train the last layer of pre-computed activations for 1-2 epochs
• Train the last layer with data augmentation for 2-3 epochs
• Unlock all layers • Set a smaller learning step for previous layers 3-10 times higher than for the next layers
• Reuse the learning rate to find the algorithm • Train the entire network until it matches the best possible results In this research, ResNet-34 and ResNet-50 pre-trained networks were used to facilitate transfer learning; in other words, the system was built using a previously trained model. With this approach, the last layer of the model must be replaced with a layer of appropriate dimensions to the dataset. The model used had been trained for 1000 classes, and the final layer provides a vector with a probability of 1000. The model for heartbeat classification must derive a less-dimensional vector. Figure 5 shows an example of how this was done. The ''FC8'' layer was replaced with a new layer, with the number of outputs equal to the number of possible classes, and freeze layers are in fact ResNet pre-trained networks.
In this approach, parameters are learned by adjusting the model to the data. Hyperparameters are another type of parameter that cannot be learned directly from the normal training process. These parameters express the properties of a ''higher level'' model, such as its complexity or speed of learning. Two examples of hyperparameters are the learning rate and number of epochs.
During the iterative neural network training, a batch or mini-batch is a subset of training samples used in one iteration of Stochastic Gradient Descent (SGD). Epoch is a single passage through the entire training set, which consists of multiple SGD iterations. Then, the model can be fit, that is, it can use gradient descent to find the best parameters for the fully connected layer added, which can separate images. Two hyperthermers are required: learning rate (generally 1e-2 or 1e-3 was a good starting point) and the number of epochs.
In this research, a technique called stochastic gradient descend with restart (SGDR) [38] was used. It is a variant of annealing the learning rate, which gradually reduces the learning rate as you progress through training. This is helpful because when approaching optimal weights, smaller steps should be taken [39] .
However, it can possibly be found in a part of the weight space that is not very resistant, i.e., small changes in weight can cause large changes in weight loss. The model should be enhanced to find parts of the weight space that are both accurate and stable. Therefore, from time to time, system increases the speed of learning (a ''restart'' in ''SGDR''), which will force the model to move to another part of the weighing space if the current area is ''pointed.'' Figure 7 illustrates what this can look as if the learning rates are restarted 3 times (in this research, it is called a ''cyclic LR schedule''):
After all these steps, all layers of the ResNet CNN can be unlocked; therefore, a smaller learning step should be set for previous layers, i.e., 3-10 times higher than the next layers. Having a well-trained final layer, the remaining layers can be refined. Note that the remaining layers have already been trained to recognize images (while final layers have been randomly initiated); therefore, the solution is to be careful not to destroy the accurately adjusted scales that are already present.
In general, earlier layers have more general-purpose functions. Therefore, they can be fine-tuned to the new datasets. For this reason, different learning rate levels for different layers were used: the first few layers were trained at level 1e-4, the middle layers at 1e-3, and the FC layers were reduced to 1e-2, as before. This can be named as a differentiated learning indicator. Another trick used here is that cycles were measured in epochs. A cycle length of 1 would mean a constant decrease in the speed of learning during one epoch and then jumping back up. Finally, the learning rate and descent algorithms for fine-tuning were repeated.
V. RESULTS
Owing to the method described in Section 3, 93.18% prediction accuracy of Set A can be achieved using spectrograms. Figure 8 presents the confusion matrix for this result. Only 3 murmurs were incorrectly classified: one as artifact and 2 as normal heart beat sounds.
In contrast, when trained on plain audio samples with similar optimizations, the system obtained only 90.90% precision. This resulted in 8 mistakes as shown in the confusion matrix in Figure 9 .
Regarding the Set B data, using the spectrogram audio representation, the system obtained 59.78% accuracy. It should be noted that those two experiments cannot be directly compared only by accuracy. Set B contained more classes, which made the classification more difficult, and the quality of audio was low. It was tricky even for experienced doctors to make judgements while annotating. The confusion matrix is shown in Figure 10 .
In this case, using audio samples provided a slightly better accuracy of 63.04%. This is most likely because images were very noisy, and distinguishing noise from relevant information on images was difficult. The confusion matrix is shown in Figure 11 .
The presented method allowed to achieve an accuracy of 99.66% in the PhysioNet challenge, which is 13% better results than the best one from the challenge. The system after few iterations of training made only one mistake on the official testing set. The confusion matrix is shown in Figure 12 .
Please note that the entire solution was implemented on the free-to-use Google Collaboratory platform. Implementation, data, and results for Set A 2 can be accessed from the footnote links. The same applies for Set B 3 and PhysioNet challenge. 4 
VI. CONCLUSION
In this research, the utilization of CNN for preliminary screening of heart rhythm disturbances by classifying the heartbeat sounds is proposed. The heartbeat sounds used by CNN can be recorded using a digital stethoscope or mobile phone.
The proposed method deals well with the challenge, especially if audio recordings are transformed into a spectrogram form. The solution outperformed the recent wavelet scattering approach (80%) as described by Kleć [40] , (84%) on CNN as described by Rubin et al. [5] and even the ECG approach (80.9%) by Rajpurkar et al. [31] or by Pyakillya et al. (85%) [4] . The system also consisted 99.66% accuracy on the PhysioNet challenge, whereas the best score after this one is 86.02%. The experiments reveal the optimum CNN preparation and fine-tuning procedure required to obtain the state-of-the-art method to identify heartbeat problems. However, datasets used for these experiments are quite limited in terms of the number of training and testing examples.
Increasing it by a factor of ten would most likely result in far greater accuracy improvements in order to allow us to divide datasets into more categories. Another problem is phone recordings.
The accuracy of Set B was lower because the audio samples were of low quality, full of noise, and with low sampling rate. Users of Set B were not properly instructed on how to perform recording, from the chest area, and the length of time. All this resulted in very noisy and varied datasets; however, even on using such datasets with this method, the system can produce a good classifier with more classes than in concurrent research on the same dataset. Performing simple instructions by smartphone users (recording sound in one of four positions used for heart auscultation by cardiologists [38] , as well as limiting the level of extraneous noise) will further increase the accuracy of the analysis.
Additionally, the quality and annotation correction of dataset B are the contribution of research. Currently, any research team can use it for their study purposes. Moreover, our method is ready to be released to the market and could be used, e.g., with StethoMe [41] device for remote diagnosis and educational purposes.
VII. HIGHLIGHTS
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