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Summary
Understanding the phase structure of Quantum Chromodynamics (QCD) at
finite temperature and finite baryon chemical potential is a long-standing
problem in the standard model of particle physics. So far, in addition to
the nuclear liquid-gas critical point, the possible existence of two critical
points is theoretically suggested in the QCD phase diagram: one is the high-
temperature critical point between the hadron phase and the quark-gluon
plasma phase and the other is the high-density critical point between the
nuclear and quark superfluid phases. Since these critical points can be po-
tentially tested in relativistic heavy-ion collision experiments, theoretical pre-
dictions for critical phenomena near these critical points are important. On
the other hand, heavy-ion collision experiments have another goal to search
for the chiral transport phenomena related to the quantum anomaly. One
typical example is the chiral magnetic effect, which is the electric current
along the magnetic field. In particular, it is known that the chiral mag-
netic effect leads to the generation of a novel density wave called the chiral
magnetic wave.
In this thesis, we first construct the low-energy effective field theory near
the high-density QCD critical point and study its static and dynamic criti-
cal phenomena. We find that the critical slowing down of the speed of the
superfluid phonon near the critical point. Furthermore, we show that the dy-
namic universality class of the high-density critical point is not only different
from that of the high-temperature critical point, but also a new dynamic
universality class beyond the conventional classification by Hohenberg and
Halperin. Since this new universality class stems from the interplay specific
to QCD between the chiral order parameter and the superfluid photon, the
observation of the dynamic critical phenomena in the vicinity of the high-
density critical point would provide an indirect evidence of the superfluidity
in high-density QCD matter.
5
6We next consider the second-order chiral phase transition in massless
QCD under an external magnetic field and study the interplay between the
dynamic critical phenomena and the chiral magnetic effect. For this purpose,
we construct the nonlinear Langevin equations including the effects of the
quantum anomaly and perform the dynamic renormalization group analysis.
As a result, we show that the presence of the chiral magnetic effect and the
resulting chiral magnetic wave change the dynamic universality class of the
system from the so-called model E into the model A within the conventional
classification. We also find that the speed of the chiral magnetic wave tends
to vanish when the phase transition is approached. This phenomenon is char-
acterized by the same critical exponents as those for the critical attenuation
of the sound wave near the critical points in liquid-gas phase transitions.
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Chapter 1
Introduction
Quantum Chromodynamics (QCD) is the fundamental theory of the strong
interaction between quarks and gluons. One of the remarkable features of
QCD is the asymptotic freedom: the coupling constant of the strong inter-
action becomes small when the typical energy scale of the system is get-
ting large. When the energy scale is lower than the intrinsic scale of QCD,
ΛQCD ∼ 200 MeV, the coupling constant becomes large, and the pertur-
bation theory breaks down. In this low-energy regime, quarks and gluons
are confined in color-neutral hadrons, such as baryons made of three quarks
and mesons consisting of a quark and an antiquark. Another property of
low-energy QCD is the spontaneous breaking of chiral symmetry. The chiral
symmetry of QCD in the massless quark limit is broken in the vacuum. In
the real world with finite quark masses, the chiral symmetry is an approx-
imate symmetry for the light quarks, especially up and down quarks whose
masses are sufficiently smaller than ΛQCD.
What happens to matter when it is heated and/or squeezed up to the
orders of ΛQCD? Such matter under extreme conditions at high temperature
T ∼ 1012 kelvin and/or baryon chemical potential µB (corresponding to mass
density ∼ 1012 kg/cm3), can also be described by QCD. However, it has
been a long-standing problem to understand the phase structure of QCD at
finite T and µB [1]. Figure 1.1 shows a conjectured phase digram. At low
T and low µB, the chiral symmetry is spontaneously broken in the hadron
phase, whereas it is restored at sufficiently high T , and the quark-gluon
plasma is realized. On the other hand, at high µB, quarks form Cooper
pairs induced by the attractive one-gluon exchange interaction. It follows
that the gluons acquire finite masses in an analogy of the gapped photons in
11
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Figure 1.1: Schematic phase diagram of QCD
ordinary superconductors. This state is called the “color superconductivity.”
Besides, quark matter and nuclear matter can exhibit the superfluidity as a
consequence of the spontaneous breaking of the symmetry associated with
the baryon number conservation.
As is also illustrated in Fig. 1.1, there are two possible QCD critical
points where the first-order chiral phase transition line (the doubled line in
Fig. 1.1) terminates. One is the high-temperature critical point between
the hadron phase and the quark-gluon plasma phase [2]; the other is the
high-density critical point between the nuclear and quark superfluid phases
[3, 4, 5]. An important task is to understand the dynamic critical phenomena
in QCD. In general, dynamic critical phenomena can be classified based on
the symmetries and the low-energy gapless modes of systems near a second-
order phase transition or a critical point. Such a classification of dynamic
critical phenomena is called the dynamic universality class [6]. In QCD, the
high-temperature critical point belongs to the same dynamic universality
class as that of the nuclear liquid-gas critical point [7, 8, 9, 10], the so-called
model H within the conventional classification by Hohenberg and Halperin
[6]. On the other hand, the second-order chiral phase transition in massless
two-flavor QCD at finite T and zero µB belongs to the same class as that of
O(4) antiferromagnets [11].
Relativistic heavy-ion collision experiments can potentially test these
13
QCD critical points [12]. In particular, one of the big goals of the Beam
Energy Scan (BES) program at the Relativistic Heavy Ion Collider (RHIC)
is to search for the high-temperature QCD critical point [13]. Moreover, the-
oretical predictions specific to dense QCD matter would be crucial for the
future low-energy heavy-ion collisions at Facility of Antiproton and Ion Re-
search (FAIR), Nuclotron-based Ion Collider Facility (NICA), Japan Proton
Accelerator Research Complex (J-PARC), and Heavy Ion Research Facility
(HIRF).
On the other hand, the BES program at RHIC has another goal [13] to
search for the anomalous chiral transport phenomena related to the quantum
anomaly [14, 15]. One typical example is the chiral magnetic effect (CME),
which is the generation of the electric current along the magnetic field [16, 17,
18, 19]. In particular, a remarkable consequence of the CME is the creation of
the density-wave called the chiral magnetic wave (CMW) [20, 21]. Although
possible signals consistent with the presence of the CME may have been
observed in RHIC [22, 23] and also in Large Hadron Collider (LHC) [24],
it is pointed out that there are ambiguities in this interpretation due to
possible background effects not related to the CME [25]. 1These ambiguities
are currently tested by comparing collisions of the isobaric nuclei such as
96
44Ru and
96
40Zr, with the same background contributions but different CME
signals due to the nuclear-charge difference [26].
In this thesis, we study the novel dynamic critical phenomena induced by
the superfluidity and the CME in QCD, respectively. In each case, we use the
low-energy effective theory based on the symmetries and the hydrodynamic
variables of QCD.
For the first subject, we construct the low-energy effective theory of the
system near the high-density QCD critical point and study its static and
dynamic critical phenomena [28]. In particular, we find the critical slowing
down of the speed of the superfluid phonon. Moreover, we find that the dy-
namic universality class of the high-density critical point is not only different
from that of the high-temperature critical but also is a new class beyond the
Hohenberg and Halperin’s conventional classification [6]. This new universal-
ity class stems from the interplay specific to QCD between the chiral order
parameter and the superfluid photon. Therefore, observation of the dynamic
1 On the other hand, the CME has already been observed in the table-top experiments
of the Weyl/Dirac semimetals (see, e.g., Ref. [27]). In these systems, relativistic fermions
appear as quasiparticles close to the band touching points.
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critical phenomenon in the vicinity of the high-density critical point would
provide indirect evidence of superfluidity in the dense-QCD matter.
For the second subject, we study the dynamic critical phenomena of the
second-order chiral phase transition in massless QCD under an external mag-
netic field [29], and clarify the interplay between the dynamic critical phe-
nomena and the CME in QCD. For this purpose, we first construct the nonlin-
ear Langevin equations incorporating the quantum-anomaly effects [30, 31],
and study it by using the dynamic renormalization group [32, 33, 34]. As a
result, we show that the inclusion of the CME changes the dynamic univer-
sality class from the model E into model A within the conventional classifi-
cation. We also find that the speed of the CMW tends to zero near the phase
transition. We here observe the same critical exponents as those of the crit-
ical attenuation of the sound wave known in the system near the liquid-gas
critical point [35].
This thesis is organized as follows. In Chap. 2, we give a brief overview
of QCD. In Chap. 3, we review the theory of dynamic critical phenomena.
Based on the reviews above, in Chap. 4, we study the static and dynamic
critical phenomena of the high-density QCD critical point. In Chap. 5, we
clarify the interplay between the dynamic critical phenomena and the CME
in QCD. Finally, we conclude with Chap. 6. Among others, Chaps. 4 and 5
are based on our original papers [28] and [29], respectively. The work [28] is
a collaboration with N. Yamamoto, and the work [29] is a collaboration with
M. Hongo and N. Yamamoto.
In this thesis, we will work in natural units, where the speed of light, the
reduced Plank constant, the elementary charge, and the Boltzmann constant
are set equal to unity, c = ~ = e = kB = 1.
Chapter 2
Overview of QCD
We here give an overview of QCD. We start with its basic properties in
Sec. 2.1. Next, in Sec. 2.2, we review the phase structure of QCD. In Sec. 2.3,
we provide a brief explanation of the CME.
2.1 Quantum Chromodynamics
In Sec. 2.1.1, we first introduce the Lagrangian of QCD. In section 2.1.2, we
next explain the asymptotic freedom. Then, in Sec. 2.1.3, we summarize the
internal symmetries of QCD.
2.1.1 Lagrangian
The Lagrangian (density) of QCD is given by
LQCD = Lquark + Lgluon, (2.1)
where
Lquark = q¯i(iγµDµ −mi)qi, (2.2)
Lgluon = −1
2
TrGµνG
µν . (2.3)
Here, Lquark is the kinetic term for the quark field q. The quark field q(x) has
the internal degrees of freedom in addition to the coordinates xµ = (t,x):
the first one is the flavor labeled by i = 1, ..., Nf . There are six flavors of
quarks in QCD: up (u), down (d), charm (c), strange (s), top (t), bottom
15
16 CHAPTER 2. OVERVIEW OF QCD
(b). Quarks of different flavors have different masses mi. U, c, and t quarks
have the electric charge + 2/3, while d, s, and b quarks have the electric
charge −1/3, in a unit of the elementary charge. The second one is the
spinor component running 1, ..., 4 with γµ being a 4× 4 matrix in the Dirac
space. The antiquark field is defined by q¯i ≡ q†iγ0. The last one is the
color labeled by 1, ..., Nc. The quark field is coupled to the gluon field A
a
µ
(a = 1, ..., N2c − 1) through the covariant derivative,
Dµ ≡ ∂µ − igAµ, (2.4)
where g is the interaction strength; ta is the generators of the color SU(Nc)
space with
[ta, tb] = ifabct
c, Tr(tatb) =
δab
2
. (2.5)
Here, fabc is called the structure constants.
Let us see that Lgluon includes the kinetic term for the gluon fields and
their self-interactions. In Eq. (2.3), Gaµν is the field strength defined in the
following form:
Gµν ≡ i
g
[Dµ, Dν ]. (2.6)
By using Eq. (2.4), one can write Eq. (2.6) into
Gµν =
(
∂µA
a
ν − ∂νAaµ + gfabcAbµAcν
)
ta. (2.7)
From this expression, one can also rewrite Lgluon into
Lgluon = −1
4
(
∂µA
a
ν − ∂νAaµ
)2 − gfabc(∂µAνa)AbµAcν − g24 fabcfadeAbµAcνAµdAνe .
(2.8)
Here, the first term is the kinetic term for the gluon fields; the second and
the third terms are 3- and 4-points interaction terms among the gluons.
2.1.2 Asymptotic freedom
One of the remarkable features of QCD is the asymptotic freedom [36, 37]:
the coupling constant g becomes smaller when the typical energy scale is
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getting large. Generally, in field theories, when one takes into account per-
turbative loop-corrections, there are some divergences in the calculations. To
remove those divergences and obtain some physically meaningful results, the
parameters in the Lagrangian should be no more constants but depend on
the typical energy scale at which such divergences are removed by renormal-
izing the parameters. This is also the case for the interaction parameter g
introduced in Eq. (2.4) in QCD. It is known that the interaction strength g
satisfies the following renormalization group equation to its leading order:
µ
∂g
∂µ
= − b0
(4pi)2
g3 +O(g5), (2.9)
with µ being the renormalization scale and b0 ≡ 113 Nc− 23Nf . Since Eq. (2.9)
can be solved by the separation of variables method at this order, by defining
αs ≡ g2/(4pi), one finds the solution as
αs(µ) =
2pi
b0 log(µ/ΛQCD)
, (2.10)
where ΛQCD ≈ 200 MeV is the typical energy scale of QCD, and several ex-
periments determines its value [38]. This solution shows that the interaction
strength αs(µ) runs towards a smaller value as ∝ 1/ log(µ) when the typical
energy scale of the system µ increases.
2.1.3 Symmetries
The internal symmetries of QCD can be summarized as
G = SU(Nc)C × SU(Nf)L × SU(Nf)R × U(1)B, (2.11)
where each symmetry group is defined as follows. Note here that the U(1)
axial symmetry is not included in G from the reason given at the end of this
subsection.
Color gauge symmetry
The color gauge symmetry SU(Nc)C is the invariance under the following
gauge transformation in color SU(Nc) space:
q → VCq, Aµ → VCAµV †C +
i
g
(∂µVC)V
†
C, VC ≡ e−iθ
a(x)ta . (2.12)
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Here θa(x) is a local transformation parameter that depends on the coordi-
nates (for the definition of ta, see Eq. (2.5)).
To see the invariance of QCD Lagrangian under Eq. (2.12), we first cal-
culate the transformation laws for Dµq and the field strength Gµν ,
Dµq → VC(Dµq), (2.13)
Gµν → VCGµνV †C. (2.14)
Here, one can derive the second transformation by using the first one. (See
Eqs. (2.4) and (2.6) for the definitions of the covariant derivative Dµ and
Gµν , respectively.) From Eqs. (2.13) and (2.14), one can confirm that LQCD
is invariant under the color gauge transformation (2.12).
Chiral symmetry
The chiral symmetry SU(Nf)L × SU(Nf)R is the invariance under the inde-
pendent rotation of right-handed and left-handed components of the quark
field in the flavor space. Here, the right-handed quark qR and the left-handed
quark qL are defined by
qL ≡ 1− γ5
2
q, qR ≡ 1 + γ5
2
q. (2.15)
These transformations under the chiral transformation are
qL → VLqL, qL → VRqR, VL,R ≡ e−iθaL,Rλa . (2.16)
Here, λa being the generator of SU(Nf)L,R. Note that the transformation
parameters θaL,R do not depend on x
µ (generally such a transformation is
called a global symmetry), unlike θa(x) introduced in Eq. (2.12) for the color
gauge symmetry.
Let us see the chiral transformation (2.16) of the QCD Lagrangian (2.1).
We first decompose the quark fields into
q = qR + qL, (2.17)
and rewrite the quark sector of the QCD Lagrangian (2.2) into
Lquark = q¯LiγµDµqL + q¯RiγµDµqR − q¯LmˆqR − q¯RmˆqL. (2.18)
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Here, mˆ denotes the matrix in the flavor space, and its components are given
by mi. In Eq. (2.18), the first two terms are invariant under the chiral
transformation, whereas the last two mass terms are not invariant except for
the particular vector-like choice of the transformation parameters λaL = λ
a
R.
1
Therefore, the chiral symmetry is exact only when one sets the quark masses
mi to zero (this massless limit is called the chiral limit). Practically, the
mass of u quark, mu ≈ 3 MeV and that of d quark, md ≈ 5 MeV are small
compared to ΛQCD introduced in Sec. 2.1.2. In general, the chiral symmetry
is an approximate symmetry of QCD, when mi is small compared to any
typical energy scales of the system.
Baryon number symmetry
The baryon number symmetry U(1)B is the invariance under
q → e−iαBq, (2.19)
where αB is the global transformation parameter. The QCD Lagrangian is
invariant under this transformation.
U(1) axial symmetry and its quantum anomaly
In addition to the symmetry group G, the classical Lagrangian of QCD has
the approximate axial symmetry U(1)A, which is the invariance under
q → e−iαAγ5q, (2.20)
where αA is the transformation parameter. This transformation is equivalent
to
qL → eiαAqL, qR → e−iαAqR. (2.21)
Similarly to the chiral symmetry, U(1)A can be regarded as an approximate
symmetry of QCD at the classical Lagrangian level in the presence of small
quark masses mi. However, it is known that the quantum effects break the
U(1) axial symmetry [39, 40],
U(1)A
anomaly→ Z(2Nf)A. (2.22)
1Vector transformations are in-phase between left- and right-handed quarks. Mean-
while, Axial transformations are opposite-phase rotation with different chirality.
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Here, Z(2Nf)A corresponds to the symmetry under the parameter choices of
the parameter αA = npi/Nf (n = 1, ..., 2Nf).
2 Because of the presence of this
quantum anomaly effect, we distinguish U(1)A from the symmetry group G.
We will discuss the residual part Z(2Nf)A in the context of the continuity
between the nuclear/quark superfluid phases at the end of Sec. 2.2.3.
2.2 Phase structure
We introduce the order parameters of QCD and discuss those symmetry
breaking patterns in Sec. 2.2.1. Section 2.2.2 is devoted to explaining why
the diquark condensation is favored at high-density QCD. In Sec. 2.2.3, we
classify the phases of Fig. 1.1 by using the order parameters.
2.2.1 Order parameters
The symmetry group of QCD, G given in Eq. (2.11) can be spontaneously
broken in the ground states. This spontaneous symmetry breaking can be
characterized by the two representative order parameters in QCD defined as
follows.
Note that in this subsection, we explicitly write the flavor and the color
indices:
i, j, k, ... = u, d, s, ... (flavor); (2.23)
A,B,C, ... = r, g, b, ... (color), (2.24)
where color indices range over red, green, and blue,... (r,g,b,...) in general.
The general transformation laws under all of the symmetries introduced in
Sec. 2.1.3, G × U(1)A can be written as follows:
(qL)
i
A → eiαAe−iαB(VL)ij(VC)AB(qL)jB, (2.25)
(qR)
i
A → e−iαAe−iαB(VR)ij(VC)AB(qR)jB. (2.26)
2Unlike the chiral anomaly in the background electromagnetic field in Eq. (2.66), the
divergence of the U(1)A current in the presence of the gluons, discussed here, is related
to the topological charge called the instanton number of the non-Abelian gauge field.
This topological nature leads to the invariance for some particular discrete choices of the
parameters for U(1)A transformation, Z(2Nf)A. See, e.g., Refs. [39, 41] for the details.
2.2. PHASE STRUCTURE 21
Chiral order parameter
One of the important order parameters in QCD is the chiral order parameter
defined by
Φij ≡
〈
(q¯R)
j
A(qL)
i
A
〉
, (2.27)
which is the matrix in the flavor space. By using Eqs. (2.25) and (2.26), one
finds that this order parameter is transformed under G × U(1)A as
Φij → e−2iαA(VL)ikΦkl(V †R)lj. (2.28)
We note that the determinant of Φ characterizes the quantum anomaly [40].
The transformation law under (2.28):
det Φ→ e−2iαA det Φ, (2.29)
follows that det Φ preserves the chiral symmetry SU(Nf)L × SU(Nf)R but
breaks U(1)A. Here, we use Eq. (2.28) and detVL = detVR = 1 to derive
Eq. (2.29).
The chiral order parameter breaks the chiral symmetry into the subgroup:
SU(Nf)L × SU(Nf)R → SU(3)L+R, (2.30)
where SU(Nf)L+R is the invariance under the vector-like choice of the param-
eters, VL = VR. Therefore, the chiral order parameter is an order parameter
characterizing the spontaneous breaking of the chiral symmetry. Note here
that U(1)A is not spontaneously broken, because the quantum effects have
already broken this symmetry as we explained in Sec. 2.1.3.
Diquark condensate
The second order parameter in QCD is the diquark condensate. Each of the
right-hand and left-handed quark fields is defined by
(d†L)Ai ≡ εABCεijk
〈
(qL)
j
BOC(qL)kC
〉
, (2.31)
(d†R)Ai ≡ εABCεijk
〈
(qR)
j
BOC(qR)kC
〉
. (2.32)
Here, two of the quark fields in each of d†R,L are chosen to be antisymmetric
under the exchanges of the color and flavor, respectively (and also the spin
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which is not explicit in these expressions). The labels of quarks in the right-
hand sides will be confirmed in Sec. 2.2.2. Besides, OC denotes the charge
conjugation operator
OC ≡ iγ2γ0, (2.33)
which is also necessary for the diquark condensate being a Lorentz scalar.
By using Eqs. (2.25) and (2.26), the diquark condensates are transformed by
G × U(1)A as follows:
(dL)Ai → e2iαAe−2iαB(VL)ij(VC)AB(dL)Bj, (2.34)
(dR)Ai → e−2iαAe−2iαB(VR)ij(VC)AB(dL)Bj. (2.35)
Let us consider the realistic colors and focus our attention on the light
quarks, and set NC = Nf = 3. The diquark condensate breaks the color
gauge symmetry and the chiral symmetry into their mixed subgroup:
SU(3)C × SU(3)L × SU(3)R → SU(3)C+L+R. (2.36)
Here, SU(3)C+L+R symmetry is the invariance under the particular combina-
tion of the gauge transformation and the chiral transformation, V †C = VL =
VR. One can confirm this invariance by using the transformation law of the
diquark condensate (2.34). The resulting phase is invariant under simulta-
neous color and flavor transformations. For this reason, it is called the color
flavor locked phase [42]. From Eq. (2.36), the diquark condensate is an order
parameter characterizing the color superconductivity, which is the “spon-
taneous breaking” of the color gauge symmetry. In addition to this color
gauge symmetry breaking, the diquark condensate also breaks the baryon
symmetry,
U(1)B → Z(2)B, (2.37)
where Z(2)B is the discrete symmetry, which corresponds to the choices of the
parameter, αB = 0, pi in Eq. (2.19). Therefore, the diquark condensate is also
an order parameter for the superfluidity characterized by the spontaneously
breaking of the U(1)B symmetry.
2.2.2 Formation of diquark condensate in high-density
QCD
In the high-density QCD (µB  ΛQCD, T ), quarks form a diquark condensate.
In this regime, the degenerate quarks near the Fermi surface can be described
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by the weakly coupled QCD due to the asymptotic freedom. The interac-
tion between two quarks is dominated by the one-gluon exchange which is
proportional to a product of the SU(3) interaction vertices,
(ta)AB(t
a)CD =
1
6
(δABδCD + δACδBD)− 1
3
(δABδCD − δACδBD). (2.38)
Here, the first/last two terms represent the repulsive/attractive interaction
between the quarks whose color labels are symmetric/antisymmetric under
the exchange of A and C or B and D, respectively. Degenerate fermionic
systems with a 2-body (4-point) attractive interaction have the instabilities
towards the formation of the Cooper pairs [43, 44]. According to this BCS
mechanism, quarks form Cooper pairs in the attractive channels, and the
finite diquark condensate is realized as the ground state of high-density QCD
[45, 46, 47, 48].
The color, flavor, and spin structure of the diquark condensate are de-
termined as follows. The color indices should be antisymmetric to have an
attractive interaction. The spin indices should also be antisymmetric so that
the total spin of the diquark condensate is zero. This isotropic combination is
energetically favorable in general because it allows efficient use of the Fermi
surface. Finally, from the Pauli principle, the flavor indices should also be
antisymmetric.
2.2.3 Symmetry breaking patterns
Here, we will look at the phases classified by the chiral order parameter Φij
and the diquark condensate dR,L [3, 4]. Let us consider NC = Nf = 3 and
the most symmetric ground state:
Φij = σδij, (2.39)
(dL)Ai = −(dR)Ai = δAiφ. (2.40)
Here, σ is called the chiral condensate.
In principle, there are four possible phases characterized by σ and φ,
as summarized in Table 2.1. Here, the symmetry breaking patterns of the
individual phases are also listed (H denotes the unbroken symmetry of G).
The chiral condensate σ classifies the quark-gluon plasma phase and the
hadron phase. It is approximately zero (of an order of the quark mass) in
the quark-gluon plasma phase and is finite in the hadron phase. On the other
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Phase Unbroken Symmetries Order Parameters
Quark-Gluon Plasma
Hadron
Color Superconductivity/
Quark Superfluidity
Nuclear Superfluidity
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Table 2.1: Symmetry breaking patterns of QCD phase diagram [3]
hand, any symmetries cannot distinguish the two superfluid phases, so that
these two phases can be continuously connected. This conjecture is called
the hadron-quark continuity [49].
Let us see the crossover of the superfluid phases on the aspects of the
chiral symmetry and the U(1)A symmetry following the argument in Ref. [3].
We consider the order parameter, (dL)Ai(d
†
R)Aj = −φ2δij, which breaks these
symmetries,
(dL)Ai(d
†
R)Aj → e4iαA(VL)ik(dL)Ak(d†R)Al(VR)lj. (2.41)
The quark superfluid phase with finite φ2 6= 0 breaks the chiral symmetry but
preserves Z(4)A (αA = 0, pi/2, pi, 3pi/2) of U(1)A as a subgroup. On the other
hand, in the nuclear superfluid phase, σ 6= 0 and φ2 6= 0 break the chiral
symmetry but preserves Z(2)A (αA = 0, pi). At a glance, the residual discrete
U(1)A symmetries look different. However, the quantum anomaly has already
broken U(1)A into Z(6)A, which includes Z(2)A but not Z(4)A. The residual
U(1)A symmetry is the same Z(2)A in both phases, in the presence of the
quantum anomaly. Not only the chiral symmetry but also U(1)A symmetry
cannot classify the nuclear/quark superfluid phases.
2.3 Chiral magnetic effect
So far, we have discussed the static properties of QCD. In this section, we
discuss its dynamics. Chiral transport phenomena are the novel macroscopic
transport phenomena induced by the chirality of quarks in QCD. As an exam-
ple, we here discuss the so-called chiral magnetic effect (CME). In Sec. 2.3.1,
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we first demonstrate that the CME is a phenomenon specific to the presence
of the chirality imbalance from the symmetry arguments. Next in Sec. 2.3.2,
we derive the CME for noninteracting quarks under an external magnetic
field. Finally, in Sec. 2.3.3, we discuss the relevance of the CME to the low-
energy hydrodynamic modes. In this section, we consider the chiral limit and
set mi = 0.
2.3.1 Symmetry argument
We here discuss the symmetry aspects of the CME. Let us write the electric
current j by using the electric field E and the magnetic field B. From the
rotational symmetry of the system, we obtain
j = σEE + σBB, (2.42)
where σE and σB are some constants. The first term is nothing but the Ohmic
law, which is allowed in the usual matter without chirality imbalance. On
the other hand, the second term is allowed when σB is proportional to the
chirality imbalance
µ5 =
µR − µL
2
. (2.43)
The parity transformation leads to
j → −j, E → −E, B → B, (2.44)
and
µ5 → −µ5. (2.45)
One can understand the last transformation by using the fact that the parity
transformation exchanges the chirality,
µR → µL, µL → µR. (2.46)
As we will see in Sec. 2.3.2 (in particular in Eq. (2.72)), the CME is the
generation of such second term with [16, 17, 18, 19]
σB =
µ5
2pi2
. (2.47)
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2.3.2 Derivation
We here first derive the chiral anomaly in the presence of the background
electromagnetic fields and the CME. In this subsection, we first neglect the
gluons and discuss these effects later. The discussion here follows the original
argument in Ref. [18] and also the recent lecture notes [50, 51].
Landau Level
Let us consider the Weyl equation for the left-handed quark qL,
iσ¯µDµqL = 0, (2.48)
where σ¯µ = (1,−σi), Dµ = ∂µ − iAµ, and Aµ is the U(1)em gauge field. The
Weyl equation can be written as
i(∂t − σiDi)qL = 0. (2.49)
We set the magnetic field in the z direction, B = (0, 0, B), and take the
particular
(Ax, Ay, Az) = (0, Bx, 0). (2.50)
We write the 2-component field qL as
qL = e
−i(ωt−kyy−kzz)
(
q−
q+
)
, (2.51)
with ω and ki (i = y, z) being the energy and the momentum of the quark,
respectively. Then, by substituting Eq. (2.51) into Eq. (2.49), we find(
ω + kz −i(∂x −Bx+ ky)
−i(∂x +Bx− ky) ω − kz
)(
q−
q+
)
= 0. (2.52)
We can readily obtain the following solution of this equation:
ω = −kz; q− ∝ exp
[
−(Bx− ky)
2
2B
]
, q+ = 0, (2.53)
whereas a similar form,
ω = kz; q+ ∝ exp
[
(Bx− ky)2
2B
]
, q− = 0, (2.54)
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is not a solution because we cannnot normalize the eigenvector in a particular
way at x→∞. On the other hand, the Weyl equation for the right-handed
quark is
iσµDµqR = 0, (2.55)
with σµ = (1, σi) yields the solution for ω = kz with the normalized eigen-
vector. Therefore, we obtain the zero eigenenergies of the Dirac fermion q
including both of the Weyl fermions qL and qR,
ω = ±kz, (2.56)
where the signs correspond to different chirality of the quarks. These gapless
eigenmodes are called the lowest Landau level.
In general, the dispersion relation for Eq. (2.52) can be calculated as
ω2 = k2z +B(2n+ 1− s), (2.57)
where n = 0, 1, 2, ... and s = ±1 is the eigenvalue of σz. The lowest landau
level corresponds to (n, s) = (0, 1). Note that Eq. (2.57) does not depend on
ky, so that any eigenvalues are degenerated by all of the degrees of freedom
that ky can take in our gauge choice. This is called the Landau degeneracy,
and it is given by B/(2pi) per unit area.3
Chiral anomaly
We here derive the chiral anomaly. Figure. 2.1(a) shows the spectrum in a
static magnetic field, i.e., the dispersion relation (2.57). Here, the branches
3Let us calculate the Landau degeneracy. We consider the xy-plane bounded by 0 <
x < Lx, 0 < y < Ly. The momentum in y direction can take ky = 2piny/Ly, (ny ∈ Z).
However, the center of the wave function xc ≡ B/ky must be inside the range of x. This
yields the upper limit of ny such that
0 <
B
ky
< Lx ⇔ 0 < ny < LxLyB
2pi
. (2.58)
All of the modes included in this inequality contribute to the degeneracy. The number of
such modes per unit area is:
Ny =
B
2pi
. (2.59)
28 CHAPTER 2. OVERVIEW OF QCD
kz
<latexit sha1_base64="e9Ht67rpTlg1N6IGEDCedjgaYuw=">AAAGnXicjZTNbtNAEICnAU wJP23hgsSBiFAEl2hdkECcoqJIPSDUNqSp1FSR7W6L67+t7YQkVl4AiSs9cAKJA+It4MILcOgjII5F4sKB8dhtmljxYsvr2fF8M7Oz3tGFbQYhY0czhXPnLygXZy8VL1+5em1ufuH6RuB1fIM3 DM/2/E1dC7hturwRmqHNN4XPNUe3eVO3nsXfm13uB6bnvgz7gm872p5r7pqGFqKqbrUH7fkyqzC6SllBTYVy9S7QteotFL5CC3bAAwM64AAHF0KUbdAgwHsLVGAgULcNEep8lEz6zmEIRWQ7aMX RQkOtheMezrZSrYvz2GdAtIFRbHx8JEuwyH6wz+yYfWdf2E/2d6qviHzEufTxrScsF+25Nzfrf6SUg+8QXo2o3JxD2IUnlKuJuQvSxKswEr47ODyuP11fjO6xj+wX5v+BHbFvuAK3+9v4tMbX3 +fko2Mu0ysWYWSOK3TRSqR2LmpeU9UcWoeL+xTRbpnoYXhGFrRffZRCHEd741P2WS8tpCLifdSVcDbMidmi/EbWPNc6setSfrGsE+NLmV6G6UmZgwniQErs4J1ULt7ZHo4RafKpRoZpSBkrsx5L yogMI6TMcoZZ/g+Gn9Y7oSKi2mO7LK9/bcJHTUrsZ7LdlzID1I/HYafM9D/8pKInPUvDc5EfJ+5WZ6MkGp3OlixebG2TNafz51I3NcnffeK81DZKPTh4UofwgPwWsW+rk106K2wsVdSHlaW1R+X qStLAYRZuwR2MoMJjqMIKrOKfaWBHeQvv4FC5rdSU58qLxLQwkzI3YOxSmv8Ai8pjqQ==</latexit>
!
<latexit sha1_base64="YHNlSPY9AkQuU qTlI0TObLx+qC8=">AAAGoHicjZTNbtNAEICnAUwJP23hgsQlaiiCS7SBir9TVVQpN5qWp BVNFdnuNmxjr13bCUmtvAAnbgg4gcQB8RZw4QU49BEQxyJx4cB47CZNrXhZy+vxeL6Z2R nvGq4l/ICxw6ncmbPntPPTF/IXL12+MjM7d7XuOx3P5DXTsRxv09B9bgnJa4EILL7pely3 DYtvGO0n0feNLvd84chnQd/l27bekmJXmHqAqnrDsXlLb84WWYnRKKSFciIUl24CjVVnL vcVGrADDpjQARs4SAhQtkAHH68tKAMDF3XbEKLOQ0nQdw4DyCPbQSuOFjpq2zi38G0r0U p8j3z6RJsYxcLbQ7IAC+wH+8yO2Hf2hf1kfyf6CslHlEsfn0bMcrc58+r6+h8lZeMzgBcj KjPnAHbhIeUqMHeXNNEqzJjvHrw5Wn+8thDeYh/ZL8z/Aztk33AFsvvb/FTla+8z8jEwl 8kVCzEyxxVKtHITO4mal1Q1m9YhsU8hdUugh8EJ2aV+9VEKcB71xqPs014aSIXEe6gr4Ns gI2aD8htZ80zr2K5L+UWyQYynZHoppqdk9k8R+0piB6+4clFneziHpMmmaimmpmTaqfW0 lYybYlwls5xilv+D4cN6x1RIVHOsy+r6r5zysaIk9lLZ7imZA9SPx2FDZvIfflzR4zNLx3 2RHSc6rU5GiTUG7S1VvMjaImtO+0/SaSrI323inMQ2TDzYuFMHcIf85uncfhSN+8NTOi3 U75bK90qL1cXiUiU+wGEabsA8RijDA1iCCqzin2liTV/DW3inzWsV7alWjU1zUwlzDcaG 9vwfKcdlHA==</latexit>
(a) E = 0
kz
<latexit sha1_base64="e9Ht67rpTlg1N6IGEDCedjgaYuw=">AAAGnXicjZTNbtNAEICnAUwJP23hgsSBiFAEl2hdkECcoqJIPSDUNqSp1FSR7W6L67+t7YQkVl4AiSs9cAKJA+It4MILcOg jII5F4sKB8dhtmljxYsvr2fF8M7Oz3tGFbQYhY0czhXPnLygXZy8VL1+5em1ufuH6RuB1fIM3DM/2/E1dC7hturwRmqHNN4XPNUe3eVO3nsXfm13uB6bnvgz7gm872p5r7pqGFqKqbrUH7fkyqzC6SllBTYVy9S7QteotFL5CC3bAAwM64AAHF0KUbdAgwHsLVGAgULcNEep8lEz6zmEIRWQ7aMXRQkOtheMezrZSrYvz2GdAtIFRbHx8JEuwyH6wz+yYfWdf2E/2d6qviHzEufTxrScsF+25Nzfr f6SUg+8QXo2o3JxD2IUnlKuJuQvSxKswEr47ODyuP11fjO6xj+wX5v+BHbFvuAK3+9v4tMbX3+fko2Mu0ysWYWSOK3TRSqR2LmpeU9UcWoeL+xTRbpnoYXhGFrRffZRCHEd741P2WS8tpCLifdSVcDbMidmi/EbWPNc6setSfrGsE+NLmV6G6UmZgwniQErs4J1ULt7ZHo4RafKpRoZpSBkrsx5LyogMI6TMcoZZ/g+Gn9Y7oSKi2mO7LK9/bcJHTUrsZ7LdlzID1I/HYafM9D/8pKInPUvDc5EfJ +5WZ6MkGp3OlixebG2TNafz51I3NcnffeK81DZKPTh4UofwgPwWsW+rk106K2wsVdSHlaW1R+XqStLAYRZuwR2MoMJjqMIKrOKfaWBHeQvv4FC5rdSU58qLxLQwkzI3YOxSmv8Ai8pjqQ==</latexit>
!
<latexit sha1_base64="YHNlSPY9AkQuUqTlI0TObLx+qC8=">AAAGoHicjZTNbtNAEI CnAUwJP23hgsQlaiiCS7SBir9TVVQpN5qWpBVNFdnuNmxjr13bCUmtvAAnbgg4gcQB8RZw4QU49BEQxyJx4cB47CZNrXhZy+vxeL6Z2RnvGq4l/ICxw6ncmbPntPPTF/IXL12+MjM7d 7XuOx3P5DXTsRxv09B9bgnJa4EILL7pely3DYtvGO0n0feNLvd84chnQd/l27bekmJXmHqAqnrDsXlLb84WWYnRKKSFciIUl24CjVVnLvcVGrADDpjQARs4SAhQtkAHH68tKAMDF3Xb EKLOQ0nQdw4DyCPbQSuOFjpq2zi38G0r0Up8j3z6RJsYxcLbQ7IAC+wH+8yO2Hf2hf1kfyf6CslHlEsfn0bMcrc58+r6+h8lZeMzgBcjKjPnAHbhIeUqMHeXNNEqzJjvHrw5Wn+8thD eYh/ZL8z/Aztk33AFsvvb/FTla+8z8jEwl8kVCzEyxxVKtHITO4mal1Q1m9YhsU8hdUugh8EJ2aV+9VEKcB71xqPs014aSIXEe6gr4NsgI2aD8htZ80zr2K5L+UWyQYynZHoppqdk9 k8R+0piB6+4clFneziHpMmmaimmpmTaqfW0lYybYlwls5xilv+D4cN6x1RIVHOsy+r6r5zysaIk9lLZ7imZA9SPx2FDZvIfflzR4zNLx32RHSc6rU5GiTUG7S1VvMjaImtO+0/SaSrI 323inMQ2TDzYuFMHcIf85uncfhSN+8NTOi3U75bK90qL1cXiUiU+wGEabsA8RijDA1iCCqzin2liTV/DW3inzWsV7alWjU1zUwlzDcaG9vwfKcdlHA==</latexit>
(b) E 6= 0
Figure 2.1: Occupied staes of Dirac fermions in a static magnetic in the
presence/absence of the electric field E.
crossing the origin correspond to the lowest Landau level (2.56), and the
other curves correspond to the higher Landau levels.
Next, we apply an electric field in the z-direction, E = (0, 0, E). Then,
the electric field accelerates the particles,
∂kz
∂t
= E. (2.60)
When we apply the electric field by time τ , the fermions acquire finite mo-
mentum,
∆kz = Eτ. (2.61)
We illustrate the occupied state after applying the electric field E as Fig. 2.1(b).
We can interpret here that some of the minus-energy particles are excited to
get positive energy. In this accelerating process, the charges for the right-
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handed and left-handed fermions in volume V are varied by
∆QR =
BV
2pi
∫ ∆kz
0
dkz
2pi
=
τV EB
4pi2
, (2.62)
∆QL = −BV
2pi
∫ ∆kz
0
dkz
2pi
= −τV EB
4pi2
. (2.63)
Note that the factor B/(2pi) corresponds to the Landau degeneracy (2.59).
Therefore, the total charge does not change ∆Q = QR + QL = 0, whereas
the axial charge varies
∆Q5 = ∆QR −QL = τV EB
2pi2
. (2.64)
We can interpret this equation as an additional source of the classical con-
servation law associated with the axial charge symmetry per unit time and
volume. Thus, we obtain
∂µj
µ
5 =
EB
2pi2
. (2.65)
This equation in static electric and magnetic fields can be generalized into,
∂µj
µ
5 = CE ·B, (2.66)
where
C ≡ 1
2pi2
. (2.67)
Equation (2.66) is the same relation as that of the triangle anomalies in
quantum field theories [14, 15].
We make some remarks on this triangle anomaly relation. It is exact at
all orders of perturbation theory according to the Adler-Bardeen’s theorem
[52]. Moreover, this is an “anomalous” Ward-Takahashi identity, which does
not depend on any perturbative calculations [53]. Therefore, the presence of
gluons does not affect Eq. (2.66).
Chiral magnetic effect
Let us evaluate the currents in the presence of each chemical potential of left-
or right-handed fermions, µR,L. Using the Fermi-Dirac distribution function,
30 CHAPTER 2. OVERVIEW OF QCD
we obtain
jzR =
B
2pi
∫ ∞
0
dkz
2pi
(
1
1 + e
kz−µR
T
− 1
1 + e
kz+µR
T
)
=
µRB
4pi2
, (2.68)
jzL = −
B
2pi
∫ ∞
0
dkz
2pi
(
1
1 + e
kz−µL
T
− 1
1 + e
kz+µL
T
)
= −µLB
4pi2
. (2.69)
Here the first and second terms of each equation correspond to the particle
and anti-particle contributions, respectively. Note also that only the lowest
Landau level contributes to the currents. By writing these in the vector form,
we get
jR =
µRB
4pi2
, (2.70)
jL = −µLB
4pi2
. (2.71)
Thus, the total and axial currents are
j ≡ jR + jL = µ5B
2pi2
, (2.72)
j5 ≡ jR − jL = µB
2pi2
, (2.73)
where µ5 ≡ (µR − µL)/2 and µ ≡ (µR + µL)/2. The creation of the vector
current j and the axial current j5 are called the chiral magnetic effect (CME)
[16, 17, 18, 19] and the chiral separation effect (CSE) [54, 55], respectively.
As we will see in Chap. 5.2.1, we can also derive the CME and CSE in the
use of the anomalous commutation relation (5.21), which is equivalent to the
triangle anomaly relation (2.66).
2.3.3 Chiral magnetic wave
We here show the presence of the CME and CSE leads to the collective gapless
modes called the chiral magnetic wave (CMW) [20, 21]. In the absence of
the electric field, the conservation laws for the electric charge and the axial
charge are
∂n
∂t
+∇ · j = 0, (2.74)
∂n5
∂t
+∇ · j5 = 0. (2.75)
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The vector and the axial currents are generated by the CME and the CSE
as
j =
µ5B
2pi2
=
n5B
2pi2χ5
, (2.76)
j5 =
µB
2pi2
=
nB
2pi2χ
. (2.77)
Here we write the conserved charge densities n and n5 into n = χµ and
n5 = χ5µ5 by using the the susceptibilities
χ ≡ ∂n
∂µ
, χ5 ≡ ∂n5
∂µ5
. (2.78)
We substitute Eqs. (2.76) and (2.77) into Eqs. (2.74) and (2.75), respectively.
Then, we obtain
∂n
∂t
+
B
2pi2χ5
·∇n5 = 0, (2.79)
∂n5
∂t
+
B
2pi2χ
·∇n = 0. (2.80)
By eliminating n5 from these equations, we find a wave function
∂2n
∂t2
= − B
2pi2χ5
·∇∂n5
∂t
=
B
4pi2χχ5
·∇(B ·∇n) = B
2
4pi2χχ5
∇2sn, (2.81)
where we define the projection of the derivative into the direction of the
magnetic field,
∇s ≡ B ·∇|B| . (2.82)
We can interpret Eq. (2.81) as a propagating mode due to the fluctuation
of charge density and axial charge density. This collective wave is called the
CMW.

Chapter 3
Theory of dynamic critical
phenomena
In this chapter, we give an overview of the theory of dynamic critical phe-
nomena. In Sec. 3.1, we first review the dynamic universality class and
explain the idea of dynamic critical phenomena. In Sec. 3.2, we formulate
the static/dynamic low-energy effective theories of a general critical system.
In Sec. 3.3, we also illustrate the RG analysis of the effective theories.
3.1 Dynamic universality class
Near a second-order phase transition or a critical point, the large correlation
length of an order parameter, ξ, leads to unusual hydrodynamics [6]. For
example, the typical time scale of diffusion becomes larger when the nuclear
liquid-gas critical point is approached [56, 57, 58]. Remarkably, this critical
slowing down is independent of the microscopic details of the system. In
fact, several molecules, such as water, carbon dioxide, xenon, etc., exhibit
experimentally the same dynamic critical behavior [59]. Moreover, as we
mentioned in the introduction, relativistic fluid near the high-temperature
QCD critical point also displays the same dynamic critical phenomenon as
above [7, 8, 9, 10]. This shows the universality between the quark-gluon
system at T ∼ ΛQCD ∼ 200 MeV and the molecular systems at T ∼ 300 K
∼ 30 meV.
Let us look into the details of the universality of critical phenomena. We
here consider the general system near a second-order phase transition or a
33
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Hydrodynamic variables:
Same Symmetries
Low-energy effective theoryMicroscopic theory
- Order parameters
- Conserved charge densities
- Nambu-Goldstone modes (broken phase)
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Coarse graining 
Figure 3.1: Idea of the dynamic universality class
critical point. As schematically illustrated in Fig. 3.1, the correlation length
of the order parameter, ξ, is much larger than the typical microscopic length
scale, Λ−1micro.
1 Therefore, to describe the dynamic critical phenomena char-
acterized by ξ, we can coarse grain or integrate out microscopic degrees of
freedom, such as quarks and gluons in QCD. Then, it is sufficient to use the
low-energy effective theory of the hydrodynamic variables at large-length and
long-time scales of the system. Typical hydrodynamic variables are order pa-
rameters (e.g., magnetization), conserved-charge densities (e.g., energy and
momentum densities), and Nambu-Goldstone modes associated with spon-
taneously symmetry breaking (e.g., superfluid phonon). Symmetries of the
low-energy effective theory must be the same as those of the microscopic
theory before coarse graining or integrating out. We can classify dynamic
critical phenomena based on the hydrodynamic variables and the symmetries
of the systems. The classification of dynamic critical phenomena is called the
dynamic universality class [6].
We summarize the conventional classification of dynamic critical phenom-
ena studied by Hohenberg and Halperin [6] in Table 3.1. We here show, for
each of the universality classes, internal symmetry, the property of order pa-
rameter (whether it is conserved or not) and conserved charge (the symmetry
related by the Noether’s theorem), and a typical system.
1Note here that we consider the system not directly at the critical point ξ → ∞,
but sufficiently near the critical point where ξ  Λ−1micro (Λmicro 6= 0). Otherwise, the
hydrodynamic description breaks down. In other words, we extrapolate the calculation on
ξ  Λ−1micro to the critical point perturbatively.
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Class Symmetry Order Parameter Conserved Charge System
A Nonconserved Ising model
B Conserved Uniaxial Ferromagnets
C Nonconserved Energy Uniaxial Antiferromagnets
E Nonconserved Easy-plane magnets
F Nonconserved Superfluid 4He 
G Nonconserved Isotropic Antiferromagnets
H Conserved Momentum Liquid gas
J Conserved Isotropic Ferromagnets
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Table 3.1: Conventional dynamic universality class
3.2 Formulation
In this section, we give more details about the low-energy effective theory
of critical phenomena. In Secs. 3.2.1 and 3.2.2, we formulate the Ginzburg-
Landau theory/Langevin theory to describe static/critical critical phenom-
ena, respectively. In Sec. 3.2.3, we demonstrate how to obtain the field theory
equivalent to the Langevin theory derived in Sec. 3.2.2. This field theory will
help us to apply the renormalization group approach in Sec. 3.3.2.
3.2.1 Ginzburg-Landau theory
The static critical phenomena and the static universality class can be deter-
mined only by the order parameters and the symmetries of the system. This
notion is called the Ginzburg-Landau theory, and its idea can be summarized
as follows.
Since a second-order phase transition or a critical point is/can be regarded
as a continuous transition, we can consider the parameter region, e.g., tem-
perature, with a small order parameter. Then, we can expand the free energy
of the system with respect to the order parameter. Moreover, as we are in-
terested in the long-range behavior of the system characterized by ξ, we can
also expand this Ginzburg-Landau free energy with respect to the derivative.
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Here we can neglect higher-order terms because such terms are suppressed
by O(∇/Λ). Here Λ is the momentum cutoff, which gives the upper limit of
the applicability of the effective theory.2 See, e.g., Refs. [60, 61, 62] for the
general construction of effective field theories.
We generalize the above expansion of the order parameter to all of the
hydrodynamic variables. In the Ginzburg-Landau free energy, we write down
all consistent terms with the symmetries of the system from the double ex-
pansion of the derivative and the hydrodynamic variables. Let us write one
of the hydrodynamic variables of the system as ψI (I, J,K = 1, ..., n). Then,
we can formally write the free energy of the system in the following form:
F [ψ] =
∫
dr
[
1
2
ψIβIJ(∇)ψJ + 1
3!
βIJK(∇)ψIψJψK
+
1
4!
βIJKL(∇)ψIψJψKψL + · · ·
]
. (3.1)
Here βIJ , βIJK , βIJKL are some functions of the spatial derivative. These
coefficients can also be expanded with respect to the derivative. Summation
over repeated indices I, J,K, and L is implied.
Once we determine the functional of the free energy, we can calculate
any correlation functions among the hydrodynamic variables by using the
following definition of the expectation value:
〈O[ψ]〉 =
∫ ∏
I
DψIO[ψ]e−βF [ψ]∫ ∏
I
DψIe−βF [ψ]
. (3.2)
Here, β ≡ T−1 is the inverse temperature, and O[ψ] is some product of the
hydrodynamic variables. We can also calculate thermodynamic quantities
related to these static correlation functions. Static critical exponents char-
acterize the critical phenomena of these thermodynamic quantities. Systems
with the same critical exponents belong to the same universality class. As we
will see later, we can uniquely determine static critical exponents by using the
2Practically, we are constructing the low-energy effective theory by integrating out the
microscopic degrees of freedom whose energy scale is larger than the typical energy scale
of the critical phenomena, i.e., the inverse correlation length ξ−1. It follows that Λ should
be chosen as to satisfy ξ−1  Λ.
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renormalization group. Thus, the static universality class is only determined
by the order parameter and the symmetries, which constrains the possible
terms of the Ginzburg-Landau free energy.3
3.2.2 Langevin theory
The Langevin theory is the low-energy effective theory at large-length and
long-time scales, including macroscopic dissipation effects. The time evolu-
tion of the hydrodynamic variable ψI is described by the following Langevin
equation [63, 64, 65, 66]:
∂ψI(t, r)
∂t
= −γIJ(∇) δF [ψ]
δψJ(t, r)
−
∫
dr′ [ψI(t, r), ψJ(t, r′)]
δF [ψ]
δψJ(t, r′)
+ ξI(t, r).
(3.3)
These three terms in the right-hand side are called the dissipative term, the
reversible term,4 and the noise term, respectively.
Dissipative term
The first term of Eq. (3.3) describes the relaxation process of the hydrody-
namic variables to its equilibrium value. We consider the system slightly
apart from the equilibrium. It follows that we can interpret this first term
3 You may logically think that not only the order parameter but also conserved charge
densities can affect the static universality class. Such variables are normalized so that those
mass terms in the Ginzburg-Landau free energy become unity (unlike the order parameter
field) under the renormalization group. Due to this fact, the loop corrections on the
fixed point structure solely determined by the order parameters tend to be irrelevant. For
example, it is shown that the inclusion of the energy density does not change the static
universality class governed by the Wilson-Fisher fixed-point [67, 68].
4Strictly speaking, there is another contribution in the reversible term at finite tem-
perature,
T
δ
δψJ(t, r′)
[ψI(t, r), ψJ(t, r
′)] . (3.4)
This term is required so that the Fokker-Plank equation corresponding to Eq. (3.3) yields
the equilibrium distribution ∝ e−βF as a steady-state solution (for more details, see, e.g.,
Refs. [63, 65, 66]). Nevertheless, this term is found to be zero or unimportant in most
cases.
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as a leading term of the expansion with respect to the variation of the free
energy, ΨI ≡ δF/δψI ,
fI [Ψ] = fI [0] + γIJΨJ + · · · , (3.5)
where, ΨI = 0 at the equilibrium. Note that fI [0] and ΨJ are some functions
of ψI , in general. The leading term fI [0] is the 0-th order of the perturbation
which may be regarded as an equilibrium. On the other hand, the left-hand
side of Eq. (3.3), ∂ψI/∂t vanish at this 0-th order. It follows that we can set
fI [0] = 0. We also expand the coefficient γIJ with respect to the derivative
as we are interested in the long-range behavior of the system,
γij(∇) = γ(0)ij + γ(2)ij ∇2 + · · · . (3.6)
Reversible term
The second term describes the reversible dynamics at a macroscopic scale.
In the expression of this second term, [A(t, r), B(t, r′)] denotes the Pois-
son bracket, which can be postulated from the symmetry algebra. One can
obtain the expression of the Poisson bracket by computing the microscopic
commutation relation of the operators corresponding to the hydrodynamic
variables. We can interpret this term as the classical limit of the Heisenberg
equation, ∫
dr′ [ψI(t, r), ψJ(t, r′)]
δF [ψ]
δψJ(t, r′)
= [ψI(t, r), F [ψ]] . (3.7)
One may show this relation, order by order of the expansions in Eq. (3.1).
One distinct difference from the first dissipative term is that this second
reversible term does not contribute to the time derivative of the free energy:
d 〈F [ψ]〉
dt
=
〈
δF [ψ]
δψI
∂ψI
∂t
〉
= −γIJ
〈
δF
δψI
δF
δψJ
〉
−
∫
dr′
〈
[ψI , ψJ ]
δF
δψI
δF
δψJ
〉
+
〈
δF
δψI
ξ
〉
= −γIJ
〈
δF
δψI
δF
δψJ
〉
. (3.8)
Therefore, the second term describes the time evolution of the system without
increasing the entropy. Intuitively, the dissipative term breaks the time-
reversal symmetry, whereas the reversible term does not.
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Noise term
The third term is the random driving force, which originates from the un-
derlying microscopic degrees of freedom. Those statistical properties should
be dictated by the nature of equilibrium as follows:
〈ξI(t, r)〉 = 0, (3.9)
〈ξI(t, r)ξJ(t′, r′)〉 = 2TγIJ(∇)δ(t− t′)δd(r − r′). (3.10)
Equation (3.9) stems from the requirement that 〈ψI(t, r)〉 should not be
affected by the presence of ξI. The matrix γIJ in the random-force corre-
lation (3.10) should be the same as that in the dissipative term (3.6). The
relation between the dissipation effects and the random force is called the
(second) fluctuation-dissipation relation.5
3.2.3 Dynamic perturbation theory
We here convert the Langevin theory derived in Sec. 3.2.2 into the path-
integral formulation of a field theory. This formulation is called the Martin-
Siggia-Rose-Janssen-de Dominicis (MSRJD) formalism [32, 33, 34] and helps
us to apply the renormalization group method systematically. In this sub-
section, we follow the derivation in Ref. [66].
We first formally write the Langevin equation (3.3) and the fluctuation-
dissipation relation (3.10) (in the unit of T = 1) in the following form:
∂ψI(r, t)
∂t
= FI [ψ] + ξI(r, t), (3.11)
〈ξI(r, t)ξJ(r′, t′)〉 = 2γIJ(∇)δd(r − r′)δ(t− t′). (3.12)
Here, FI may involve all the hydrodynamic variables {ψI}, and the noises
{ξI} are assumed to obey the Gaussian white noise.
We consider the correlation functions for the hydrodynamic variables un-
der various configurations of the noise variables,
〈O[ψ¯]〉
ξ
= N
∫
DξO[ψ¯] exp
[
−1
4
∫
dt
∫
dr ξIγ
−1
IJ ξJ
]
, (3.13)
5In the context of the Brownian motion, this relation is due to the fact that both
fluctuation and dissipation of the Brownian particles come from the same origin: random
impact of surrounding molecules.
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where ψ¯I denotes the formal solution of the Langevin equations, and N is
a normalization factor. We can reproduce Eq. (3.12) by using the distribu-
tion (3.13). To carry out the path integral of ξ in Eq. (3.13) in the presence
of the noise-dependent variable O[ψ¯], we insert the following identity into
the right-hand side of Eq. (3.13):
1 =
∫
Dψ
∏
I
δ(ψI − ψ¯I) =
∫
Dψ
∏
I
∏
r,t
δ
(
∂ψI
∂t
−FI [ψ]− ξJ
)
. (3.14)
We here omit the Jacobian det (∂t − δF/δψ) in the right-hand side. We
can justify this by getting rid of some unnecessary graphs containing the
so-called closed response loops in diagrammatic calculations (see Ref. [66] for
more details). Then, we can replace O[ψ¯] by O[ψ] and integrate over the
noise variables of Eq. (3.13). Finally, we get
〈O[ψ]〉 = N ′
∫
iDψ˜
∫
DψO[ψ] exp
(
−S[ψ˜, ψ]
)
. (3.15)
Here, N ′ is a normalization factor, and we use the Fourier representation of
the delta function. We introduce the pure imaginary auxiliary field ψ˜I called
the response field for each hydrodynamic variable ψI . The MSRJD effective
action S[ψ˜, ψ] is given by
S[ψ˜, ψ] =
∫
dt
∫
dr
[
ψ˜I
(
∂ψI
∂t
−FI [ψ]
)
− ψ˜JγIJ(∇)ψ˜I
]
. (3.16)
By the use of the path-integral technique, we can calculate any correlation
functions (3.15) among the hydrodynamic variables ψI and the response fields
ψ˜I .
3.3 Renormalization group analysis
The renormalization group (RG) is a powerful method to solve the theory
near a second-order phase transition or a critical point. In Sec. 3.3.1, we first
review the static RG for the Ginzburg-Landau free energy following Ref. [63].
Next, in Sec. 3.3.2, we move to the dynamic RG based on the MSRJD action
and make remarks on its difference from the static one.
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3.3.1 Statics
RG transformation
We perform static RG transformation on the path integral of the partition
function:
Z =
∫
Dψe−βFΛ[ψ], (3.17)
with FΛ[ψ] being a Ginzburg-Landau free energy. The static RG consists of
the following steps:
(i) Integrating over ψ(q) in the momentum shell:
Λ/b < q < Λ; (3.18)
(ii) Rescaling the momentum scale and all of the fields:
q → q′ = bq; (3.19)
ψ(q)→ ψ′(q′) = [ζ(b)]−1ψ(q). (3.20)
Here, q ≡ |q|, Λ is the momentum cutoff, b > 1 is the renormalization scale.
We will determine the explicit form of the scaling function ζ(b) in a moment.
At the second-order phase transition or the critical point, the correlation
length diverges, and the typical length-scale disappears. Therefore, we expect
the RG invariance of the system. This emergent symmetry brings strong
constraints on the calculation.
RG of the Ginzburg-Landau free energy
To apply the RG to FΛ[ψ], we decompose the field ψ(q) into the low momen-
tum part ψ< and the high momentum part ψ>:
ψ(q) = ψ<(q) + ψ>(q), (3.21)
where
ψ<(q) =
{
ψ(q) (0 < q < Λ/b);
0 (Λ/b < q < Λ),
(3.22)
ψ>(q) =
{
0 (0 < q < Λ/b);
ψ(q) (Λ/b < q < Λ).
(3.23)
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We first integrate over the high-momentum field on the partition function:
Z =
∫
Dψ<(q)Dψ>(q)e−βFΛ[ψ<+ψ>]
=
∫
Dψ<(q)e−βFΛ/b[ψ<]. (3.24)
Here, βFΛ/b[ψ
<(q)] is the effective action for ψ<, after integrating out ψ>:
e−βFΛ/b[ψ
<] ≡
∫
Dψ>(q)e−βFΛ[ψ<+ψ>]. (3.25)
Next, we rescale the momentum q → q′ = bq and the low momentum field
ψ<(q) into the original field ψ′(q) without the label “<” or “>,”
ψ<(q)→ ψ′(q) = [ζ(b)]−1ψ<(q). (3.26)
A series of these operations is the static RG transformation.
Scaling factor ζ(b)
Let us determine the explicit form of ζ(b) from the RG invariance of the
static correlation function.
From the translational symmetry of the system, we can generally write
the static correlation function of the fields as
〈ψ(q1)ψ(q2)〉 = C(q1)(2pi)dδ(q1 + q2). (3.27)
Here, the expectation value is defined in Eq. (3.2) and C(q) is some function
of q. On the other hand, the correlation function after the RG transformation
is
〈ψ′(q′1)ψ′(q′2)〉 = C(q′1)(2pi)dδ(q′1 + q′2) = ζ−2(b) 〈ψ(q1)ψ(q2)〉 . (3.28)
We plug Eq. (3.27) into Eq. (3.28) and find
C(q′1)(2pi)
dδ(q′1 + q
′
2) = ζ
−2(b)C(q1)(2pi)dδ(q1 + q2),
C(bq1)b
−d = ζ−2(b)C(q1). (3.29)
At the critical point ξ → ∞, the anomalous dimension η characterizes the
critical behavior of the correlation, C(q) = q2−η. We thus obtain the expres-
sion for ζ(b) as
ζ(b) = b
d+2−η
2 . (3.30)
In particular, η = 0 for the Gaussian distribution.
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Higher order terms
We here discuss the RG of the following general term:
βF pΛ[ψ] =
∫
ddrup(∇)ψp(r)
=
∫ p∏
i=1
ddqi
(2pi)3
up(q1, ..., qp)ψ(q1) · · ·ψ(qp)δ (q1 + · · ·+ qp) . (3.31)
In particular, the terms with p ≤ 2 are Gaussian terms; the terms with p > 2
are the non-Gaussian terms.
We can expand up(∇) by using the rotational symmetry of the system as
up(∇) = up + u′p∇2 + · · · . (3.32)
Here, up and u
′
p are some constants. The parity symmetry under ∇ →
−∇ prohibits the term proportional to ∇. The coefficient of the higher-
order derivative acquires an additional scaling factor, b−2, after rescaling the
momentum and the fields. Therefore, higher-order derivative terms with
fixed p are relatively suppressed under the RG procedure. In particular, we
set u′p = 0 for p > 2 from now on.
By applying the RG transformation to Eq. (3.31) we obtain
βF pΛ[ψ] = upb
−pdζp(b)bd
∫ p∏
i=1
ddq′i
(2pi)3
ψ′(q′1) · · ·ψ′(q′p)δ
(
q′1 + · · ·+ q′p
)
.
(3.33)
The new parameter u′p after the single RG step satisfies
u′p = b
−pdζp(b)bdup ≡ bλpup. (3.34)
Here, λp ≡ p+ d− p(d+ η)/2. We can classify terms depending on the value
of λp,
λp =

> 0 relevant,
= 0 marginal,
< 0 irrelevant.
(3.35)
When up is a relevant parameter, it becomes larger under the RG transfor-
mation; when up is an irrelevant parameter, it becomes smaller under the RG
transformation. Therefore, we can neglect all the irrelevant parameters from
the beginning. We can define the above critical dimension dc(p) such that up
is irrelevant when d > dc. In particular, we find dc(3) = 6 and dc(4) = 4.
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RG equation
We here show an outline of the RG of a scalar field theory (see Appendix A
for details). The Ginzburg-Landau free energy is given by
βF [ψ] =
∫
dr
[
r
2
ψ2 +
1
2
(∇ψ)2 + uψ4 + hψ
]
(3.36)
with ψ being a scalar field. It is worth noting that Eq. (3.36) has Z(2)
symmetry under the following transformation:
ψ → −ψ. (3.37)
This is the same symmetry as that of the Ising model, so that we can map
the scaler field ψ into the magnetization m and expect the same static critical
phenomena.
According to the discussion just under Eq. (3.35), relevant terms at d = 4
are only the Gaussian terms. On the other hand, when d is slightly smaller
than 4, u grows a little bit under the RG transformation. Therefore, by
working at
d = 4−  (3.38)
with the small  (0 <  1), we can construct the perturbation theory based
on the expansion with respect to u (or ). Starting from this assumption, we
will eventually find u = O() and check the consistency of this perturbation
scheme.
We can evaluate the parameters r and u under the RG transformation.
When we write these values after the RG as r′ and u′, we obtain
r′ = b2
[
r + 6u
∫ >
q
1
r + q2
+O(u2)
]
, (3.39)
u′ = b
[
u− 36u2
∫ >
q
1
(r + q2)2
]
. (3.40)
Here, the integrals
∫ >
represent the integration over the high-momentum
degrees of freedom ψ> (see Eq. (A.21) for the definition of this integral);
overall factors b2 and b come from the rescaling. See Appendix A for the
derivation of Eqs. (3.39) and (3.40), which correspond to Eqs. (A.18) and
(A.20), respectively.
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We work on the thin momentum shell by setting b ≡ el ' 1 + l with
l  1. Then, Eqs. (3.39) and (3.40) reduce to the following RG equations
(for the derivation, see Eqs. (A.34) and (A.35)):
dr¯
dl
= 2r¯ + 12u¯− 12r¯u¯, (3.41)
du¯
dl
= u¯− 36u¯2, (3.42)
where
r¯ ≡ r
Λ2
, u¯ ≡ u
8pi2Λ
, (3.43)
are dimensionless parameters. These equations describe the parameters un-
der the RG transformation at a general renormalization scale l = ln b. The
stable fixed-point solution is called the Wilson-Fisher fixed point (its deriva-
tion is given in Appendix A.2):
r¯ = − 
6
u¯ =

36
. (3.44)
We can calculate the critical exponents from these fixed point values.
3.3.2 Dynamics
We can also apply the dynamic RG analysis to the MSRJD action S[ψ, ψ]
given in Eq. (3.16).We carry out the RG transformation of S[ψ, ψ] on the
path integral defined in the following partition function:
Z =
∫
Diψ˜Dψe−S[ψ,ψ]. (3.45)
This is analogous to the static partition function (3.17). In this subsection,
we make some remark on the important differences from the static RG pro-
cedure.
Dynamic critical exponent
The first difference is the presence of time t or frequency ω. In addition to
the rescaling of the space coordinate in Eq. (3.19), frequency (or time) is
regarded as a parameter which scales by
ω → ω′ = bzω, (3.46)
where z is called the dynamic critical exponent which characterizes the dy-
namic universality class.
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Response fields
The second difference is the presence of the response field ψ˜. In the presence
of this additional field, the Green function in the field theory becomes a
matrix form in (ψ, ψ˜) space. In particular, the bilinear term of ψ˜ in the
MSRJD action yields the so-called noise vortex. We will look into these
points explicitly in our main analysis in Sec. 5.2.2.
There is also an extension of the RG procedure. In addition to the rescal-
ing for the hydrodynamic field ψ, Eq. (3.20), we also scale the response field
as
ψ˜(r)→ ba˜ψ˜(r). (3.47)
Here, note that the scaling factor ba˜ is generally independent of that for the
hydrodynamic variable, ζ(b), in Eq. (3.30). We will see the rescaling of the
response fields in our main calculation, Eqs. (5.60)–(5.62).
Frequency-dependent internal loops
The third difference can be seen in the integrating out procedure of the
higher-momentum fields. In addition to the same momentum integral as that
of the static RG, Eq. (3.18), we carry out frequency integrals over −∞ < ω <
∞ in the dynamic formulation. Integrals in frequency space are performed
by using contour integrals. These integral pick up hydrodynamic poles of the
system.
Chapter 4
Dynamic critical phenomena of
the high-density QCD critical
point
In this chapter, we study the static and dynamic critical phenomena near
the high-density QCD critical point. In Sec. 4.1, we summarize the hydrody-
namic variables of the system by following the strategy in Sec. 3.1. In Sec. 4.2,
based on the general discussion in Sec. 3.2.1, we study the static universality
class of the system. In Sec. 4.3, we apply the formulation in Sec. 3.2.2 and
study its dynamic universality class. We conclude with Sec. 4.4 with some
discussions.
4.1 Hydrodynamic variables
The hydrodynamic variables of the system can be summarized as follows:
(i) the chiral condensate, σ ≡ q¯q − 〈q¯q〉;
(ii) the baryon number density, nB ≡ q¯γ0q − 〈q¯γ0q〉;
(iii) the energy-momentum densities, ε ≡ T 00 − 〈T 00〉 and pii ≡ 〈T 0i〉;
(iv) the superfluid phonon, θ.
Some remarks are in order here: the chiral condensate σ is defined as the
scaler channel of the general chiral order parameter (2.27), namely Eq. (2.39);
the baryon number density nB is the conserved charge density for the baryon
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number symmetry under its transformation, Eq. (2.19); the superfluid phonon
θ is the Nambu-Goldstone mode associated with the spontaneous braking of
the baryon number symmetry, Eq. (2.37). The superfluid phonon θ corre-
sponds to the phase degrees of freedom of φ in Eq. (2.40). Among others, σ,
nB, and ε are defined as the fluctuations around the equilibrium. Note that
the hydrodynamic variables in the system near the high-temperature QCD
critical point are the same as (i)−(iii) of the high-density critical point.
We note that the following variables are not hydrodynamic variables. The
first one is the amplitude fluctuation of the diquark condensate, or the fluctu-
ation of |φ| in Eq. (2.40). This is because, the high-density QCD critical point
is characterized by the massless chiral condensate σ, where the diquark con-
densate is nonvanishing. The second ones are the Nambu-Goldstone modes
associated with the chiral symmetry breaking in Eq. (2.36), e.g., the pions.
As we mentioned under Eq. (2.18), the chiral symmetry is explicitly broken
by the finite quark mass. It follows that the pions acquire finite masses and
can be integrated out (or coarse grained) according to the general discussion
in Sec. 3.1. The third ones are the gluons which are gapped due to the color
Meissner effect in the color superconducting phase.
As we will give a discussion in Sec. 4.4, ε and pii do not affect the static
and dynamic critical phenomena of the system. Therefore, we first neglect
ε and pii and consider only σ, nB, and θ as hydrodynamic variables in the
following sections.
4.2 Static critical phenomena
We first construct the Ginzburg Landau theory by following the argument
in Sec. 3.2.1. The general Ginzburg-Landau free energy consistent with the
symmetries of the system, such as the chiral symmetry, the U(1)B symmetry,
and the discrete CPT symmetries (charge conjugation, parity, and time-
reversal symmetries, respectively) is given by
F [σ, nB, θ] =
∫
dr
[
a
2
(∇σ)2 + b′∇σ ·∇nB + c
2
(∇nB)2 + ρ
2
(∇θ)2 + V (σ, nB)
]
,
(4.1)
where
V (σ, nB) =
A
2
σ2 +BσnB +
C ′
2
n2B + · · · . (4.2)
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Here a, b′, c, ρ, A,B,C ′ are the expansion parameters and “· · · ” denotes higher
order terms. The prime notation is used to distinguish from other characters
introduced so far. Note that b′ and B can be finite only when mq 6= 0 and
µB 6= 0, otherwise the term ∝ σnB is prohibited by the chiral symmetry and
the charge conjugate symmetry.
An important observation here is that the superfluid phonon θ is decou-
pled from the other hydrodynamic variables σ and nB at the Gaussian level.
This is because the time-reversal symmetry prohibits the mixing between θ
and σ (or nB). Beyond the mean-field level, one can find that the nonlinear
couplings between σ and θ, e.g., σ2(∇θ)2 are irrelevant at the Wilson-Fisher
fixed point at d = 3.1 Therefore, the static property of the system is only de-
termined by σ and nB, even when one takes into account higher-order terms.
It follows that the static universality class of the high-density critical point
is the same as that of the high-temperature critical point. In particular, we
obtain the following static correlation functions:
〈σ(r)σ(0)〉 = 1
4pir
e−r/ξ , (4.3)
χB ≡ ∂nB
∂µB
=
1
V T
〈
n2B
〉
q→0 =
A
∆
, (4.4)
where V and T being spatial volume and temperature of the system, respec-
tively. We also define
ξ ∼ ∆− 12 , ∆ ≡ AC ′ −B2. (4.5)
The critical point is characterized by ∆ → 0, so that the correlation length
of σ, ξ, diverges. Because of the mixing between σ and nB mentioned under
Eq. (4.2), χB and the susceptibility for the chiral condensate, χmq , diverge
as
χB ∼ ξ2−η, (4.6)
χmq ≡
∂σ
∂mq
∼ ξ2−η. (4.7)
Here, the anomalous dimension η is determined by the static universality
class of the system (η ' 0.04 including non-Gaussian effects [63]).
1Note that the couplings between θ and σ or nB contain the derivative due to the U(1)B
symmetry of the system, i.e., the invariance under θ → θ + αB.
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We here give the reason why the high-density QCD critical point belongs
to the same static universality class as that of the Ising model. Since σ and
nB are mixed in the potential, it is useful to change the basis in the (σ, nB)
plane. We chose the basis such that the flat direction, n′B ∝ −Bσ + AnB,
appears at the critical point ∆→ 0. After integrating out the gapped degrees
of freedom orthogonal to n′B, we can obtain the free energy of the system as
F [n˜′B] =
∫
dr
[
a
2
(∇n′B)2 +
A′
2
n′2B + vn
′3
B + u
′n′4B
]
, (4.8)
with some parameters A′, v, and u′. By taking the particular complete of
square, we can map this functional into the same functional as that of the
Ising model, namely, Eq. (3.36).
4.3 Dynamic critical phenomena
In this section, we study the dynamic critical phenomena of the system in
the vicinity of the high-density QCD critical point. First, in Sec. 4.3.1, we
construct the nonlinear-Langevin equations of the high-density QCD crit-
ical point. Next, in Sec. 4.3.2, we solve the linearized Langevin equation
and obtain the hydrodynamic modes of the system. Then, in Sec. 4.3.3,
we calculate the dynamic critical exponent, which determines the dynamic
universality class.
4.3.1 Langevin theory
We can write down the Langevin equation of the system by following Eq. (3.3)
as
∂σ
∂t
= −ΓδF
δσ
+ λ˜∇2 δF
δnB
+ ξσ , (4.9)
∂nB
∂t
= λ˜∇2 δF
δσ
+ λ∇2 δF
δnB
−
∫
V
[nB, θ]
δF
δθ
+ ξnB , (4.10)
∂θ
∂t
= −
∫
V
[θ, nB]
δF
δnB
− ζ δF
δθ
+ ξθ . (4.11)
Here, we use the simplified notation of the integral,∫
V
[A,B]
δF
δB
≡
∫
dr′[A(t, r), B(t, r′)]
δF
δB(t, r′)
. (4.12)
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The kinetic coefficients Γ, λ, and λ˜ originate from the expansion (3.6) and
are related to the noise terms ξσ, ξn, and ξθ by the fluctuation-dissipation
relations corresponding to Eq. (3.10),
〈ξσ(t, r)ξσ(t, r′)〉 = 2TΓδ(t− t′)δd(r − r′), (4.13)
〈ξnB(t, r)ξnB(t, r′)〉 = −2Tλ∇2δ(t− t′)δd(r − r′), (4.14)
〈ξσ(t, r)ξnB(t, r′)〉 = −2T λ˜∇2δ(t− t′)δd(r − r′), (4.15)
〈ξθ(t, r)ξθ(t, r′)〉 = 2Tζδ(t− t′)δd(r − r′). (4.16)
Here, d denotes the spatial dimension.
We postulate the following Poisson bracket,
[θ(t, r), nB(t
′, r′)] = δ(t− t′)δd(r − r′), (4.17)
so that nB and θ satisfy the canonical conjugate relation. The reason why
these variables are canonical conjugate can be understood as follows. We
start from the QCD Lagrangian at finite baryon chemical potential,
L′QCD = LQCD + µBq¯γ0q. (4.18)
We regard µB as an auxiliary gauge field a
µ = (µB,0), and rewrite the
Lagrangian into
L′QCD = LQCD + aµq¯γµq, (4.19)
which has the gauge invariance under the local U(1)B transformation,
aµ → aµ − ∂µαB, θ → θ + αB. (4.20)
Next, we consider the effective Lagrangian Leff of the superfluid phonon θ.
Since Leff should also possess the local gauge symmetry (4.20), the expression
of Leff is dictated by the covariant derivative
Dµθ = (∂tθ + a
0,∇θ). (4.21)
Thus, we find [69, 70]
Leff = Leff
(
∂θ
∂t
+ µB,∇θ
)
, (4.22)
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which yields the canonical conjugation relation between nB and θ,
nB ≡ δLeff
δµB
=
δLeff
δθ˙
, θ˙ ≡ ∂θ
∂t
. (4.23)
Some remarks on the Langevin equations (4.9)–(4.11) are in order here.
The derivative expansions for the first two terms of Eq. (4.10) start from ∇2
so that the total baryon number is conserved n˙B → 0, (q → 0). The coeffi-
cient of the second term of Eq. (4.9) should have the same kinetic coefficient
as that of the first term in Eq. (5.13), according to the Onsager’s principle
(see Ref. [71] for the derivation of the Onsager’s principle).
By substituting Eq. (4.17) and the variation of the free energy to the
linear level of hydrodynamic variables,
δF
δσ
= (A− a∇2)σ + (B − b′∇2)nB, (4.24)
δF
δnB
= (B − b′∇2)σ + (C ′ − c∇2)nB, (4.25)
δF
δθ
= −ρ∇2θ, (4.26)
into Eqs. (4.9)–(4.11), we obtain the Langevin equations to the order of O(q2)
in frequency-momentum space (ω, q),
M
 σn
θ
 = 0 , (4.27)
where
M≡
 iω − ΓA− (Γa+ λ˜B)q2 −ΓB − (Γb′ + λ˜C ′)q2 0−(λ˜A+ λB)q2 iω − (λ˜B + λC ′)q2 ρq2
−B − b′q2 −C ′ − cq2 iω − ζρq2
 .
(4.28)
We here omit the noise terms because these are not important in the following
argument, where we only need the expressions of hydrodynamic modes.
4.3.2 Hydrodynamic modes
We obtain the hydrodynamic modes of the system by solving the proper
equation, detM = 0. This equation reduces to
ω3 + i(x1 + x2q
2)ω2 − yq2ω − izq2 = 0 , (4.29)
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where
x1 ≡ ΓA ,
x2 ≡ Γa+ 2λ˜B + λC ′ + ζρ ,
y ≡ Γλ∆ + C ′ρ+ ΓζAρ ,
z ≡ Γρ∆ . (4.30)
In Eq. (4.29), we ignore the higher-order terms of q. At this order, the
left-hand side of Eq. (4.29) can be factorized as[
ω + ix1 + i
(
x2 − y
x1
+
z
x21
)
q2 +O(q3)
]
×
[
ω −
√
z
x1
|q|+ i
2
(
y
x1
− z
x21
)
q2 +O(q3)
]
×
[
ω +
√
z
x1
|q|+ i
2
(
y
x1
− z
x21
)
q2 +O(q3)
]
= 0 . (4.31)
Form this factorized form, one can find three hydrodynamic modes of the
system near the high-density QCD critical point: the relaxation mode and
the pair of the superfluid phonons with the dispersion relations,
ω1 = −iΓA+O(q2) , (4.32)
ω2,3 = ±cs|q|+O(q2) , (4.33)
respectively. Here,
cs ≡
√
ρ
χB
(4.34)
is the speed of the superfluid phonon, whose existence is dictated by the
spontaneously symmetry breaking of the U(1)B symmetry, Eq. (2.37). We
here find the critical slowing down of the speed of the superfluid phonon,
cs → 0. Note that we have shown the divergence of χB when the critical
point is approached ξ →∞, in Eq. (4.6).
4.3.3 Dynamic critical exponent
We can estimate the dynamic critical exponent z from ω ∼ ξ−z by using
Eq. (4.33),
cs ∼ ξ1−z. (4.35)
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Here, we use the matching condition at ξq ∼ 1 between the critical regime
(ξq  1) and the hydrodynamic regime (ξq  1).
To determine the value of z, we use the following ξ dependences of ρ and
χB near the high-density QCD critical point:
ρ ∼ ξ0, χB ∼ ξ2−η. (4.36)
Here, ρ is the stiffness parameter (or the “decay constant” for the superfluid
phonon). Note that it does not depend on ξ near the high-density critical
point, which is generally away from the superfluid phase transition charac-
terized by the amplitude mode of the diquark condensate.
From Eqs. (4.34), (4.35), and (4.36), we find the dynamic critical exponent
z as
z = 2− η
2
. (4.37)
This dynamic critical exponent is different from all the exponents reported in
the conventional classification by Hohenberg and Halperin [6]. In this sense,
we find that the high-density QCD critical point belongs to a new dynamic
universality class.
4.4 Conclusion and discussion
So far, we have constructed the low-energy effective theory near the high-
density QCD critical point and studied its static and dynamic critical phe-
nomena. We have first shown that the static universality class of the system
is the same as that of the high-temperature critical point, in Sec. 4.2. From
the speed of the superfluid phonon, cs, obtained in Eq. (4.34), we found
the critical slowing down of cs in the vicinity of the critical point. Further-
more, we have calculated the dynamic critical exponent of the system, z, in
Eq. (4.37), and found that the high-density QCD critical point belongs to
a new dynamic universality class beyond the conventional Hohenberg and
Halperin’s classification [6].
Let us discuss nonlinear effects on the dynamic critical phenomena. In
general, there are nonlinear corrections to kinetic coefficients when a critical
point is approached. Nevertheless, we can argue that the expression for the
dynamic critical exponent (4.37) is an exact relation, which does not receive
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any renormalization effects due to U(1)B symmetry of the system. In fact,
when we rewrite (4.17) with some coupling constant g0
[θ(r), n(r′)] = g0δ(r − r′), (4.38)
the speed of the superfluid phonon, Eq. (4.34) becomes
cs ≡
√
g20ρ
χB
. (4.39)
Since Eq. (4.38) is related to the U(1)B symmetry, g0 is not affected by any
renormalization effects. Thus, the dynamic critical exponent obtained by
using cs is an exact relation. As is also shown in Appendix B, the speed of
the superfluid phonon, Eq. (B.50), does not include any kinetic coefficients
when the energy and momentum densities are taken into account.
Why the high-density QCD critical point belongs to a new dynamic uni-
versality class beyond the conventional classification? First, the presence of
the superfluid phonon in the high-density critical point leads to a different
dynamic universality class from that of the high-temperature QCD criti-
cal point. We next compare with the superfluid λ transition of 4He, where
the superfluid phonon also exists. Nevertheless, the interplay between the
superfluid phonon and the chiral order parameter cannot be found in this
condensed matter system. In fact, the second-order phase transition of the
λ transition is characterized by the massless superfluid gap.2
Our findings suggest that the static quantities cannot distinguish two
possible critical points in the QCD phase diagram, whereas the dynamic
critical phenomena can distinguish them. Moreover, since the uniqueness of
the dynamic critical phenomena of the high-density critical point is due to the
presence of the superfluid phonon, observation of the critical slowing down
of the superfluid phonon in the future heavy-ion collisions would provide
indirect evidence of superfluidity of high-density QCD matter.
Other than the high-density QCD critical point, systems near critical
points associated with G1 = Z2 symmetry braking under G2 = U(1) sponta-
neously symmetry breaking can also belong to this new dynamic universality
2Quantitatively, one can see a difference in the correlation length dependence of the
stiffness parameter ρ, Eq. (4.36). Unlike the high-density QCD critical point, the phase
transition is characterized by the superfluid gap in the helium system, so that the stiffness
parameter depends on ξ as ρ ∼ ξ−1 [6].
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class with appropriate background fields. The generalization of G1,2 enables
us to classify the dynamic critical phenomena involving a general interplay
between order parameters and Nambu-Goldstone modes.
Chapter 5
Dynamic critical phenomena
induced by the chiral magnetic
effect in QCD
In this chapter, we study the interplay between the dynamic critical phenom-
ena and the CME in QCD. In Sec. 5.1, we first explain our setup and summa-
rize the symmetries and the hydrodynamic modes of the system. In Sec. 5.2,
we construct the Ginzburg-Landau theory and the nonlinear Langevin equa-
tion to describe the static and dynamic critical phenomena, respectively.
We also give the MSRJD action corresponding to the Langevin theory and
summarize its Feynman rules. In Sec. 5.3, we study the Ginzburg-Landau
free energy and the MSRJD action by using the static and dynamic RG,
respectively. We also show the results in Sec. 5.3. We conclude with Sec. 5.4.
5.1 Setup
5.1.1 Symmetries
We consider two-flavor QCD with massless up and down quarks at finite
temperature T and isospin chemical potential µI in an external magnetic
field B. In this setup, there are two additional terms in the quark sector of
massless two-flavor QCD Lagrangian. One is the finite isospin density term
(the first term of Eq. (5.1)); the other is the coupling to the background
57
58CHAPTER 5. DYNAMIC CRITICAL PHENOMENA INDUCED BY CME
electromagnetic gauge field Aµ (the second term of Eq. (5.1)):
L′quark = Lquark + µIq¯γ0τ 3q + Aµq¯γµQeq (5.1)
= Lquark + µI
2
(q†uqu − q†dqd) +
2
3
Aµq¯uγ
µqu − 1
3
Aµq¯uγ
µqu. (5.2)
Here, Lquark is the same Lagrangian given in Eq. (2.2) except formu = md = 0
in the present case; nI = q¯γ
0τ 3q and µI are the isospin
1 conserved-charge
density and the isospin chemical potential, respectively; the third component
of the generators for the SU(2) algebra, τ 3 acts on the vector in the flavor
space. In Eq. (5.2), we write the Dirac fields for the up and down quarks as
qu and qd, by using the vector notation of the flavor space:
q =
(
qu
qd
)
. (5.3)
The electric charge matrix Qe in Eq. (5.1) are
Qe =
 23 0
0 −1
3
 . (5.4)
Note here that the up and down quarks possess the electric charge 2/3 and
−1/3 in the unit of the elementary charge.
In the presence of the electromagnetic gauge field (and/or the isospin
chemical potential), the chiral symmetry Eq. (2.16) is explicitly broken into
its subgroup [72]
SU(2)L × SU(2)R → U(1)τ3L × U(1)τ3R . (5.5)
Here we call U(1)τ3L ×U(1)τ3R the partial chiral symmetry, which corresponds
to the invariance under the following particular chiral transformation (corre-
sponding to τ 3),2
qL → V τ3L qL, qL → V τ3R qR, V τ3L,R ≡ e−iθL,Rτ
3
qL,R, (5.7)
1The flavor space at Nf = 2 is specially called the isospin space in an analogy to the
spin 1/2.
2 This transformation can be also written as
q → q′ = e−iαVτ3e−iαAτ3γ5q, (5.6)
where αV and αA denote the phase-rotating angles associated with U(1)
τ3
V and U(1)
τ3
A
symmetries, respectively.
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with θL,R being the independent parameters.
Some remarks on our setup are in order here. First, we assume massless
quarks so that possible quark-mass corrections to the CME can be ignored.
Second, we consider finite µI instead of baryon chemical potential µB, because
both nI and nI5 are conserved in massless QCD, so that µI and µI5 are well-
defined. On the other hand, the conservation of the axial charge is violated
by the axial anomaly, even in massless QCD, Eq. (2.22).
5.1.2 Hydrodynamic variables
We here order the hydrodynamic variables of the system. First one is the
two-component order parameter field characterizing the symmetry breaking
of the partial chiral symmetry U(1)τ3L × U(1)τ3R , φα (α = 1, 2), i.e.,
φ =
(
σ
pi3
)
, (5.8)
with σ = q¯τ 0q and pi3 = q¯iγ5τ 3q being the chiral condensate and the neutral
pion, respectively (τ 0 = 1/2). We can show that the other variables in
the chiral order parameter Φ in Eq. (2.27) are not hydrodynamic modes as
follows. At Nf = 2, the chiral order parameter Φ can be decomposed
Φ = στ 0 + iητ 0 + δaτa + ipiaτa, (5.9)
where σ = q¯τ 0q, η = q¯iγ5τ
0q, δa = q¯τaq, and pia = q¯iγ5τaq; we take the
sum over repeated indices. In the absence of the magnetic field, σ and pia
become massless near the second-order chiral phase transition, while η and
δa acquire finite masses due to the U(1)A anomaly [73].
3 When we switch on
the magnetic field, the charged pions pi1,2 also acquire a mass proportional to
3Actually, in the presence of the U(1)A anomaly, the Ginzburg-Landau potential for the
chiral order parameter Φ includes the so-called Kobayashi-Maskawa-’t Hooft interaction
[39, 40],
− c
2
(det Φ + det Φ†) = − c
2
[σ2 + (pia)2] +
c
2
[η2 + (δa)2], (5.10)
with c being some positive parameter. By taking into account the mass terms
a
2
TrΦ†Φ =
a
2
[σ2 + (pia)2 + η2 + (δa)2], (5.11)
only σ and pia can be massless at the phase transition point.
60CHAPTER 5. DYNAMIC CRITICAL PHENOMENA INDUCED BY CME√|B| due to the explicit chiral symmetry breaking (5.5). We can integrate
out such massive degrees of freedom.
The second hydrodynamic variable is the conserved charge densities. We
here only take into account the conserved charge densities associated with
the symmetry U(1)τ3L × U(1)τ3R which are coupled to φα, i.e., nI and the
axial isospin density nI5 = q¯γ
0γ5τ
3q. Although the energy and momentum
densities can be also coupled to these hydrodynamic variables, we only focus
on φα, nI, and nI5.
From now on, we omit the subscripts of nI, nI5, µI, and µI5 and rewrite
these variables into n, n5, and µ for notational simplicity.
5.2 Formulation
In this section, we give the formulation to study the static and the dynamic
universality classes of the system. In Sec. 5.2.1, we first derive the nonlinear
Langevin equations following general arguments in Sec. 3.2.2. We also con-
struct the Ginzburg-Landau theory in Sec. 5.2.1. In Sec. 5.2.2, we show the
MSRJD field theory equivalent to the derived Langevin equations with the
help of Sec. 3.2.3.
5.2.1 Langevin theory
Applying the general formation of the Langevin equation (3.3) to this system,
we obtain the nonlinear Langevin equations for the hydrodynamic variables
φα, n, and n5 as follows:
∂φα
∂t
= −Γ δF
δφα
− g
∫
V
[φα, n5]
δF
δn5
+ ξα, (5.12)
∂n
∂t
= λ∇2 δF
δn
−
∫
V
[n, n5]
δF
δn5
+ ζ, (5.13)
∂n5
∂t
= λ5∇2 δF
δn5
− g
∫
V
[n5, φα]
δF
δφα
−
∫
V
[n5, n]
δF
δn
+ ζ5, (5.14)
We here use the simplified notation of the integrals (4.12). The Ginzburg-
Landau free energy F is given by
F =
∫
dr
[
r
2
(φα)
2 +
1
2
(∇φα)2 + u(φα)2(φβ)2 + 1
2χ
n2 +
1
2χ5
n25 + γnφ
2
α
]
,
(5.15)
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where we take the summations over repeated indices; r, u and γ are some
expansion parameters; the isospin and axial isospin susceptibilities, χ and
χ5, are defined as
χ ≡ ∂n
∂µ
, χ5 ≡ ∂n5
∂µ5
. (5.16)
The last term of Eq. (5.15), γnφ2α, is forbidden at µ = 0 by the charge
conjugation symmetry, whereas it can appear at µ 6= 0. Returning to the
Langevin equations (5.12)–(5.14), Γ, λ, and λ5 are the kinetic coefficients
obtained by the derivative expansion (3.6), and g is the coupling constant
between φα and n5. The noise terms ξα, ζ, and ζ5 satisfy the fluctuation-
dissipation relations:
〈ξα(r, t)ξβ(r′, t′)〉 = 2Γδαβδ(t− t′)δd(r − r′), (5.17)
〈ζ(r, t)ζ(r′, t′)〉 = −2λ∇2δ(t− t′)δd(r − r′), (5.18)
〈ζ5(r, t)ζ5(r′, t′)〉 = −2λ5∇2δ(t− t′)δd(r − r′), (5.19)
and 〈ξαζ〉 = 〈ξαζ5〉 = 〈ζζ5〉 = 0. We here postulate the following Poisson
brackets from the symmetry algebra:
[n5(r, t), φα(r
′, t)] = εαβφβδ(t− t′)δd(r − r′), (5.20)
[n(r, t), n5(r
′, t)] = CB ·∇δ(t− t′)δd(r − r′). (5.21)
Here, εαβ denotes the anti-symmetric tensor in the order parameter space (5.8),
and C is usually related to the anomaly coefficient (2.67) or the CME coef-
ficient. However, in our analysis near the second-order phase transition, we
regard C as a free parameter, which will be determined by the RG equation of
the system. Since nonlinear fluctuations of massless σ can potentially renor-
malize C, it is a nontrivial question whether C is exactly fixed, related to the
nonrenormalization away from the second-order phase transition mentioned
under Eq. (2.67). Nevertheless, in Sec. 5.3.2, we will show that this anomaly
coefficient or the CME coefficient does not receive the renormalization at the
one-loop level.
5.2.2 Dynamic perturbation theory
We here summarize the MSRJD formulation of our Langevin theory. The
field theoretical MSRJD action corresponding to the Langeinv theory in
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Sec. 5.2.1 is
S =
∫
dt
∫
dr (Lφ + Ln + Lφn), (5.22)
whose general form is given by Eq. (3.16). We will explain each of the
Lagrangian in Eq. (5.22) and its brief derivation by assuming Eq. (3.16) (see
Sec. 3.1 for the derivation of Eq. (3.16) itself).
First, Lφ represents the kinetic term of the order parameters φα and the
4-point interaction term:
Lφ = φ˜α
(
∂
∂t
+ Γ(r −∇2)
)
φα − Γφ˜2α + 4Γuφ˜αφαφ2β , (5.23)
where φ˜α denotes the responsible field for φα. Almost all of the terms come
from Fφα [ψ] corresponding to the right-hand side of Eq. (5.12) (see Eq. (3.11)
for the definition of FI [ψ] with ψI = φα, n, n5), but the bilinear of the response
field, −Γφ˜2α, comes from the last term of Eq. (3.16). The form of γIJ(∇) in
Eq. (3.16) can be obtained by comparing the original definition of γIJ(∇),
Eq. (3.12) and Eq. (5.17).
Next, Ln represents the bilinear part of the conserved charge densities n
and n5, which are coupled to each other in the presence of the CME:
Ln = 1
2
(n˜, n, n˜5, n5)M

n˜
n
n˜5
n5
 , (5.24)
where
M≡

2λ∇2 ∂
∂t
− λ
χ
∇2 0 C
χ 5
B ·∇
− ∂
∂t
− λ
χ
∇2 0 −C
χ
B ·∇ 0
0
C
χ
B ·∇ 2λ5∇2 ∂
∂t
− λ5
χ5
∇2
−C
χ 5
B ·∇ 0 − ∂
∂t
− λ5
χ5
∇2 0

(5.25)
and n˜ and n˜5 are the response fields for n and n5, respectively. Almost
all terms come from Fn[ψ] and Fn5 [ψ] corresponding to the linear terms of
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the right-hand sides of Eqs. (5.13) and (5.14), respectively. Meanwhile, the
bilinear terms of n˜ and n˜5 originate from the last term of Eq. (3.16). Here,
Eqs. (5.18) and (5.19) give γnn = λ∇2 and γn5n5 = λ5∇2, respectively.
The last term of Eq. (5.22), Lφn represents the 3-point interaction between
the order parameters φα and the conserved charge densities n and n5:
Lφn = −gεαβ
χ5
(
φ˜αφβn5 + χ5n˜5(∇2φα)φβ
)
+ 2γΓφ˜αφαn− γλn˜(∇2φ2α) + γCn˜5B · (∇φ2α). (5.26)
We obtain these terms from FI [ψ] corresponding to the nonlinear terms
among φα, n, and n5 in the Langevin equations (5.12)–(5.14).
We make some remarks on the interaction term Lφn. There are two
types of interactions: the first line of Eq. (5.26) (∝ g) originates from the
Poisson bracket (5.20), the second line of Eq. (5.26) (∝ γ) originates from
the non-Gaussian term γnφ2α in the Ginzburg-Landau free energy (5.15). The
former (∝ g) exists even at µ = 0 and gives the couplings between different
components of the order parameters field reflecting εαβ in the interaction
vortex; the latter (∝ γ) exists as long as µ 6= 0 and gives the couplings
between the same order parameter components. Note also that the last
term of Eq. (5.26) may potentially generate the nonlinear corrections to the
anomaly coefficient C. Nevertheless, we will show that this is not the case
from the explicit computation.
Feynman rules
We here summarize the Feynman rules for the action (5.22) (see Ref. [66]
to obtain the Feynman rules from the MSRJD action. See also standard
textbooks of quantum field theory, e.g., Ref. [74] for getting the Feynman
rules from a field theoretical action)
The bare propagator of the order parameter, G0αβ, is obtained by calculat-
ing the 2-point correlation 〈φαφ˜β〉 from the Gaussian part of Lφ in momentum
space:
G0αβ(k, ω) = G
0(k, ω)δαβ ≡ δαβ−iω + Γ(r + k2) , (5.27)
which is diagonal with respect to α and β. The bare propagator of the
conserved fields, D0ij, is obtained by calculating the 2-point correlation 〈nin˜j〉
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from Ln, where ni = n, n5. In particular, the inverse matrix of D0ij has the
following expression:
[D0(k, ω)]−1 =
 −iω +
λ
χ
k2 i
C
χ5
B · k
i
C
χ
B · k −iω + λ5
χ5
k2
 , (5.28)
which has off-diagonal components with respect to i and j because of the
CME.
As we have briefly mentioned in Sec. 3.3.2, there is a 2-point noise vortex
corresponding to the bilinear of the response fields in the action. In par-
ticular, from the bilinear term of the response field of the order parameter
ψ˜α in Lφ, we obtain the bare noise vertex of the order parameter as 2Γδαβ.
Similarly, we get the bare noise vertex of the conserved charge densities as
L0(k) =
(
2λk2 0
0 2λ5k
2
)
, (5.29)
which is related to the bare correlation function of the conserved charge
densities, B0ij, through the following equation:
B0ij(k, ω) = D
0
il(k, ω)L
0
lk(k)[D
0(−k,−ω)]Tkj = D0il(k, ω)L0lk(k)[D0(k, ω)]†kj.
(5.30)
Here, B0ij can be calculated explicitly by the 2-point correlation 〈ninj〉 from
Ln as follows:
B011(k, ω) =
2λk2(ω2 + λ25k
4/χ25) + 2λ5k
2(CB · k/χ5)2
|det[D0(k, ω)]−1|2 , (5.31)
B012(k, ω) = B
0
21(k, ω) =
2 (λ/χ+ λ5/χ5)k
2C(B · k)ω
|det[D0(k, ω)]−1|2 , (5.32)
B022(k, ω) =
2λ5k
2(ω2 + λ2k4/χ2) + 2λk2(CB · k/χ)2
|det[D0(k, ω)]−1|2 . (5.33)
The 4-point interaction vertex is obtained from Lφ as
U0α;βγδ = −4uΓδαβδγδ, (5.34)
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where the indices α; βγδ are the shorthand notation of the fields φ˜αφβφγφδ.
The 3-point interaction vertices are obtained as
V 0α;βi =
( −2γΓδαβ
gεαβ/χ5
)
, (5.35)
V 0i;αβ(k,p) =
( −2γλk2δαβ
g[(k − p)2 − p2]εαβ − 2iγCB · kδαβ
)
, (5.36)
where we use the vector notation for the label i which classifies ni = n, n5.
The indices α; βi and i;αβ are the shorthand notation of φ˜αφβni and n˜iφαφβ,
respectively. The vertex V 0i;αβ(k,p) is the function of the outgoing momentum
k of ni and the ingoing momentum p of φα (see also Fig. 5.2(c) for the
configuration of the external momentum).
We next summarize the diagrammatic representations of the above prop-
agators, the noise- and interaction- vortices. First, we depict G0αβ by the
plane line, and D0ij by the wavy line with the outgoing and ingoing compo-
nents i and j. Since G0αβ is diagonal with respect to α, β as one can confirm
in Eq. (5.27), we omit writing both of the outgoing and ingoing indices α
and β in the diagram for G0αβ. Instead, we shall write α alone at the center
of plane lines. Each noise vertex of the order parameters and the conserved
charge densities can be understood as the diagrams with two outgoing lines
as represented in Fig. 5.1. Note that the number of ingoing and outgoing
lines in one of the diagrams corresponds to the power of the hydrodynamic
variable ψ = φα, ni and the response field ψ˜ = φ˜α, n˜i in the action, respec-
tively [66]. As is shown in Fig 5.2, each of the interaction vertices has one
outgoing and three or two ingoing lines.
Ordinary Feynman rules are applied to obtain full n-point correlations.
Among others, we obtain the full propagators Gαβ and Dij by using the
self-energies of the order parameter, Σαβ, and those of the conserved charge
densities, Πij, as
G−1αβ(k, ω) = [G
0
αβ(k, ω)]
−1 − Σαβ(k, ω), (5.37)
D−1ij (k, ω) = [D
0
ij(k, ω)]
−1 − Πij(k, ω). (5.38)
We also get the three-point vertex function Vα;βi(k1,k2, ω1, ω2) by computing
one-particle irreducible diagrams with outgoing φ˜α and ingoing φβ, ni. Here,
k1 and ω1 denote the ingoing momentum and frequency of φβ, and k2 and
ω2 denote the ingoing momentum and frequency of ni. From the energy and
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Figure 5.2: Interaction vertices
momentum conservation laws, φ˜β has the outgoing momentum k3 = k1 + k2
and the frequency ω3 = ω1 +ω2. For later purposes, it is convenient to divide
Vα;βi into its bare contribution V
0
α;βi and the correction term Vα;βi as follows:
Vα;βi(k1,k2, ω1, ω2) = V
0
α;βi + Vα;βi(k1,k2, ω1, ω2). (5.39)
5.3 Renormalization-group analysis
In this section, we apply the RG to the effective theories derived in Sec. 5.2. In
Sec. 5.3.1, we apply the static RG to the Ginzburg-Landau free energy (5.15)
within the  expansion. In Sec. 5.3.2, we study the MSRJD action (5.22) by
using the dynamic RG with the help of Appendix C. We remark those results
in Sec. 5.3.3.
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5.3.1 Statics
In a single RG transformation, we integrate out the degrees of freedom in
the momentum shell Λ/b < q < Λ (with Λ being the momentum cutoff and
b > 1, q ≡ |q|), and we rescale the coordinate and the fields in the following
way (For the details about the static RG, see Sec. 3.3):
r → r′ = b−1r, (5.40)
φα(r)→ φ′α(r′) = baφα(r), (5.41)
n(r)→ n′(r′) = bcn(r), (5.42)
n5(r)→ n′5(r′) = bc5n5(r). (5.43)
Here a, c, and c5 are some constants computed in the calculation below.
Hereafter, we work with the spatial dimension d ≡ 4 −  with small  and
perform the calculation to leading orders in the expansion of  as we remarked
around Eq. (3.38).
Let us write the static parameters at the lth stage of the renormalization
procedure, rl, ul, χl and γl. Then, these parameters satisfy the same recur-
sion relation as that of the so-called model C for the system with a single
(two-component) order parameter and the conserved charge densities [67].
In particular, we quote Eqs. (4.5)–(4.8) in Ref. [67]. The recursion relations
for the static parameters in the leading-order of  are given as
rl+1 = b
d−2a{rl + 8u¯l[Λ2(1− b−2)− 2rl ln b]}, (5.44)
u¯l+1 = b
d−4au¯l (1− 40u¯l ln b) , (5.45)
χ−1l+1 = b
d−2cχ−1l (1− 4vl ln b), (5.46)
(χ5)
−1
l+1 = b
d−2c5(χ5)−1l , (5.47)
γl+1 = b
2−cγl [1− (16u¯l + 4vl) ln b] . (5.48)
Here, the left-hand sides are the parameters at the (l+ 1)-th step of the RG,
and we introduced the following quantities,
v ≡ γ
2χΛ−
8pi2
, u¯ ≡ uΛ
−
8pi2
. (5.49)
Note that one may not find the equation corresponding to Eq. (5.47) in
Ref. [67] which we quoted. Nevertheless, Eq. (5.47) can be readily introduced
because there is only Gaussian term for n5 in the Ginzburg-Landau free
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energy (5.15) and (χ5)l is affected only by the trivial scale transformation
(5.43). From the condition that (χ5)l remains finite at the fixed point, we
find the value of c from Eq. (5.47) as
c5 =
d
2
. (5.50)
It is also worth writing that the recursion relations (5.45)–(5.48) are the
extension of Eqs. (3.39) and (3.40) to include the effects of the conserved
charge density n and n5. In particular, v characterizes the nonlinear coupling
between the order parameter and the conserved-charge density n.
Let us now compute a and c. Because the anomalous dimension η is zero
to the order of  [63], the exponent a is solely determined by Eq. (3.30) as
a =
d− 2
2
. (5.51)
To determine c, we evaluate the interplay of the RG flow between v and u¯.
Combining Eqs. (5.46) and (5.48), we obtain the recursion relation for vl,
vl+1 = b
vl [1− (32u¯l + 4vl) ln b] . (5.52)
The RG equations corresponding to Eqs. (5.45) and (5.52) become4
du¯l
dl
= (d− 4a− 40u¯l)u¯l. (5.53)
dvl
dl
= (− 32u¯l − 4vl)vl, (5.54)
where Eq. (5.53) is the two-component order parameter version of Eq. (3.42),
and Eq. (5.54) is the RG equation that evaluates the coupling between the
order parameter φα and the conserved charge density n.
4 The derived recursion relations typically have the following form:
Al+1 = b
cAAl(1 +Bl ln b).
with Al and Bl being the variables and cA being some constant. One can derive the RG
equation for Al by setting b = e
l and taking the limit l→ 0 as
dAl
dl
= (cA +Bl)Al
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Equations (5.53)-(5.54) tell us the fixed-point values of u¯l and vl as [67]
u¯∞ =

40
, v∞ =

20
. (5.55)
Returning to Eq. (5.46), we arrive at
c =
3d− 2
5
. (5.56)
Static critical exponents
The physical parameters near the transition temperature Tc are solely given
by the loop-correction terms proportional to ln b in the static recursion rela-
tions [75]. In particular, we obtain the renormalized isospin charge suscepti-
bility χ(T ) by taking into account the correction calculated in Eq. (5.46) to
the bare value χ0 at the cutoff scale Λ,
χ(T ) = χ0[1 + 4v∞ ln(Λξ)] ∼ ξ/5, (5.57)
where we use the relation 1+x ln Λξ+O(x2) = (Λξ)x for x 1, by regarding
x = 4v∞ as a small parameter when   1. Defining the critical exponents
ν and α in the usual manner,
ξ ∼ τ−ν , χ ∼ τ−α, (5.58)
with τ ≡ (T − Tc)/Tc being the reduced temperature, we obtain
α
ν
=

5
. (5.59)
5.3.2 Dynamics
As we mentioned it around Eq. (3.47), we also need to rescale the response
fields ψ˜ = φ˜α, n˜i in addition to those for the hydrodynamic variables ψ =
φα, ni, (5.41)–(5.43) in the dynamic RG:
φ˜α(r)→ φ˜′α(r′) = ba˜φ˜α(r), (5.60)
n˜(r)→ n˜′(r′) = bc˜n˜(r), (5.61)
n˜5(r)→ n˜′5(r′) = bc˜5n˜5(r). (5.62)
We will determine a˜, c˜, and c˜5 in the following calculations.
70CHAPTER 5. DYNAMIC CRITICAL PHENOMENA INDUCED BY CME
We compute the full inverse propagators at the (l + 1)th renormaliza-
tion step. Then, we get the recursion relations of the dynamic parameters
Γl, λl, λ5, and Cl, in an analogy to those of the static quantities, (5.45)–
(5.48). In particular, we here demonstrate the derivation of the recursion
relation for Γl as an example. First, we calculate the full inverse propagator
for the order parameter as
[Gαα(k
′, ω′)]−1l+1 = [Gαα(k, ω)]
−1
l b
−a˜−a
=
[
−iω
(
1− i ∂Σαα(0, ω)
∂ω
∣∣∣∣
ω→0
)
+ Γlrl − Σαα(0, 0)
+
(
Γl − 1
2
∂2Σαα(k, 0)
∂k2
∣∣∣∣
k→0
)
k2 + · · ·
]
b−a˜−a. (5.63)
Here, we use Eq. (5.37) and expand Σαα with respect to the frequency ω and
wave number k. By regarding the term proportional to k2 on the right-hand
side as Γl+1k
′2 and including the overall factor bz+d coming from rescaling
the measure of the action, we obtain the recursion relation for Γl,
Γl+1 = Γl
(
1− 1
2Γl
∂2Σαα(k, 0)
∂k2
∣∣∣∣
k→0
)
bd+z−a˜−a−2. (5.64)
Furthermore, we normalize the term proportional to−iω including the overall
factor,
1 =
(
1− i ∂Σαα(0, ω)
∂ω
∣∣∣∣
ω→0
)
bd−a˜−a. (5.65)
Similarly, we can derive the following recursion relations by computing
the inverse propagator for conserved charge densities, [Dij(k
′, ω′)]−1l+1, and
three-point vertex [Vα;βi(k1,k2, ω1, ω2)]l+1 instead of [Gαα(k
′, ω′)]−1l+1 as we
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used in Eq. (5.63):
λl+1
χl+1
=
λl
χl
(
1− χl
2λl
∂2Π11(k, 0)
∂k2
∣∣∣∣
k→0
)
bd+z−c˜−c−2, (5.66)
(λ5)l+1
(χ5)l+1
=
(λ5)l
(χ5)l
(
1− (χ5)l
2(λ5)l
∂2Π22(k, 0)
∂k2
∣∣∣∣
k→0
)
bd+z−c˜5−c5−2, (5.67)
Cl+1
χl+1
B =
(
Cl
χl
B + i
∂Π21(k, 0)
∂k
∣∣∣∣
k→0
)
bd+z−c˜5−c−1, (5.68)
Cl+1
(χ5)l+1
B =
(
Cl
(χ5)l
B + i
∂Π12(k, 0)
∂k
∣∣∣∣
k→0
)
bd+z−c˜−c5−1, (5.69)
gl+1
(χ5)l+1
εαβ =
gl
(χ5)l
(
εαβ +
(χ5)l
gl
Vα;β2(k1,k2, ω1, ω2)|k1,2→0, ω1,2→0
)
bd+z−a˜−a−c5 ,
(5.70)
with the following constraints,
1 =
(
1− i ∂Π11(0, ω)
∂ω
∣∣∣∣
ω→0
)
bd−c˜−c , (5.71)
1 =
(
1− i ∂Π22(0, ω)
∂ω
∣∣∣∣
ω→0
)
bd−c˜5−c5 . (5.72)
Therefore, once we can evaluate the self-energies Σαα(k, ω), Πij(k, ω) and
vertex function corrections Vα;β2(k1,k2, ω1, ω2), we obtain the recursion rela-
tions for the dynamic parameters in the MSRJD action. We put the details
of the calculations on Σαα, Πij, and Vα;β2 in Appendix C.
In the calculations of Appendix C, the following parameters are intro-
duced:
f ≡ g
2Λ−
8pi2λ5Γ
, w ≡ Γχ
λ
, w5 ≡ Γχ5
λ5
, h ≡ CB√
λλ5Λ
, (5.73)
X ≡ 2√
(1 + w)(1 + w5) + h2 +
√
(1 + w)(1 + w5)
√
1 + w
1 + w5
, X ′ ≡ 1 + w5
1 + w
X,
(5.74)
where B ≡ |B|. By using these new parameters and based on the detailed
analysis in appendix C, we can obtain the recursion relations for the dynamic
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parameters Γl, λl, λ5, Cl and gl at the one-loop level:
Γl+1 = b
z−2Γl [1− (4vlwlX ′l − flXl) ln b] , (5.75)
λl+1 = b
z−d+2c−2λl, (5.76)
(λ5)l+1 = b
z−d+2c5−2(λ5)l
(
1 +
fl
2
ln b
)
, (5.77)
Cl+1 = b
z+c+c5−d−1Cl, (5.78)
gl+1 = b
z−d+c5gl. (5.79)
Here, Eqs. (5.75), (5.76)–(5.78), (5.79) are derived in Appendix C.2, C.1, C.3,
respectively. Among these recursion relations, Eq. (5.78) shows that the CME
coefficient C is not renormalized by the critical fluctuations of the order pa-
rameter in this order. This may be viewed as an extension of the nonrenor-
malization theorem for the CME coefficient at the second-order chiral phase
transition, where σ becomes massless.
To obtain the fixed point solutions of the recursion relations, it is useful
to obtain the recursion relations for the parameters defined in Eq. (5.73). By
using the recursion relations for the dynamic parameters (5.75)–(5.79) and
the static parameters (5.46)–(5.48), we reach
fl+1 = b
fl
[
1 +
(
4vlwlX
′
l − flXl −
1
2
fl
)
ln b
]
, (5.80)
(w5)l+1 = (w5)l
[
1−
(
4vlwlX
′
l − flXl +
1
2
fl
)
ln b
]
, (5.81)
wl+1 = wl [1− (4vlwlX ′l − flXl − 4vl) ln b] , (5.82)
hl+1 = bhl
(
1− fl
4
ln b
)
. (5.83)
The dynamic RG equations corresponding to Eqs. (5.80)–(5.83) can be de-
rived in a way similar to Eqs. (5.53)-(5.54) as (see also the footnote under
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Eq. (5.53) for the derivation of the RG equation from the recursion relation)
dfl
dl
=
(
+ 4vlwlX
′
l − flXl −
1
2
fl
)
fl , (5.84)
d(w5)l
dl
=
(
−4vlwlX ′l + flXl −
1
2
fl
)
(w5)l , (5.85)
dwl
dl
= (−4vlwlX ′l + flXl + 4vl)wl , (5.86)
dhl
dl
=
(
1− fl
4
)
hl , (5.87)
from which we find four possible nontrivial fixed-point values of f, w5, w, h:
5
(i) f∞ = , (w5)∞ = 1, w∞ = h∞ = 0; (5.88)
(ii) f∞ =
2
3
, (w5)∞ = w∞ = h∞ = 0; (5.89)
(iii) f∞ = , (w5)∞ =
3
7
, w∞ = h∞ =∞; (5.90)
(iv) f∞ = 2, (w5)∞ = 0, w∞ = h∞ =∞. (5.91)
Some remarks on the fixed points above are in order here. Since the
magnetic field is external (B 6= 0), the fixed points (i) and (ii) with h∞ = 0
should be interpreted as C = 0. We should note that the RG equations
(5.84)–(5.86) are nonuniform in the limits w →∞ and h2 →∞. If one takes
w → ∞ first by fixing h2 to some particular value, the fixed point (iii) is
obtained; if one takes h2 →∞ first by fixing w to some particular value, the
fixed point (iv) is obtained. In other words, the fixed point (iii) corresponds
to the case w∞  h2∞  1, and the fixed point (iv) corresponds to the case
h2∞  w∞  1. The competition between w →∞ and h2 →∞ in Eq. (5.74)
are characterized by the strength of the following parameter,
h2
w
=
C2B2
λ5ΓχΛ2
. (5.92)
From the expression of Eq. (5.92), we can see which parameters among C, λ
and λ5 are dominant near the fixed points, for a finite kinetic coefficient of the
5Besides, there is a trivial fixed point, f∞ = (w5)∞ = w∞ = h∞ = 0, which is stable
only for  < 0, and is not considered here.
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order parameter, Γ, and finite static susceptibilities, χ and χ5.
6 By looking
at f∞, (w5)∞, and the fixed-point value of (5.92), one can see the fixed point
(iii) corresponds to C → 0 and λ→ 0 with finite λ5, where the CME can be
neglected compared to the diffusion effect; the fixed point (iv) corresponds
to C → ∞, λ → 0, and λ5 → ∞ with C2/λ5 → ∞, where the diffusion
effect can be neglected compared to the CME. In short, we can regard the
competition between the two limits w →∞ and h2 →∞ as the competition
between the CME and the diffusion of the axial isospin density n5.
Stability of fixed points
We here summarize the stability analysis of the fixed points (i)–(iv). In order
to investigate the influence of the CME, we study the stability of the fixed
points at C = 0, namely the fixed points (i) and (ii). For this purpose, we
consider the linear perturbations around these fixed points,
fl = f∞ + δf, (w5)l = (w5)∞ + δw5, wl = δw, hl = δh. (5.93)
Substituting these expressions into Eqs. (5.84)–(5.87) and setting vl = v∞ =
/20 from Eq. (5.55),7 the linearized equations with respect to δf , δw5, δw5,
and δh read
d
dl

δf
δw5
δw
δh
 =M′

δf
δw5
δw
δh
 , (5.94)
where we define
M′ ≡

−f∞
(
θ∞ +
1
2
)
f 2∞θ
2
∞ 4v∞f∞ 0
(w5)∞
(
θ∞ − 1
2
)
f∞
[
θ∞ − 1
2
− (w5)∞θ2∞
]
−4v∞(w5)∞ 0
0 0 f∞θ∞ + 4v∞ 0
0 0 0 1− f∞
4

(5.95)
6One can confirm the finiteness of Γ, χ, and χ5 by putting back the fixed-point values
of v, f, w5, w, and h to the recursion relations (5.46), (5.47), and (5.75) with the help of
Eqs. (5.50) and (5.56).
7Here we can ignore the fluctuation of vl, because all of the fluctuation of vl will be
multiplied by O(δw) in Eqs. (5.84)–(5.87) if we try to substitute vl = v∞ + δv.
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and
θ∞ ≡ 1
1 + (w5)∞
=

1
2
for the case (i),
1 for the case (ii).
(5.96)
We can test the stability of the fixed points (i) and (ii) by substituting each
of the fixed point values intoM′. Because of (w5)∞ (θ∞ − 1/2) = 0 for both
cases (i) and (ii), the matrixM′ defined in Eq. (5.94) is reduced to an upper
triangular matrix. Thus, the eigenvalues ofM′ are just given by its diagonal
components for each fixed point:
(i)
(
−, − 
4
,
7
10
, 1− 
4
)
and (ii)
(
−, 
3
,
13
15
, 1− 
6
)
. (5.97)
From this result, we find that the fixed point (ii) is unstable in the w5 di-
(vl, wl, hl) = (v1, w1, h1) = (✏/20, 0, 0)
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Figure 5.3: RG flow of the parameters f and w5 for fixed w and h ( = 1),
which shows the fixed points (i) and (ii).
rection and that the RG flow runs to the fixed point (i) (see also Fig. 5.3
showing the RG flows in the (f, w5) plane at w = h = 0). We also find that
the fixed points (i) and (ii) are unstable in the directions of w and h, showing
that λ and C are relevant. It follows that small but nonzero values of w and
h grow around the fixed point (i).
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There are two possibilities of the final destination of the flow from the
fixed point (i): the fixed point (iii) and the fixed point (iv). Let us first
qualitatively understand the conditions for obtaining each of the fixed points
(iii) and (iv) by using RG flow diagrams. For this purpose, we first forcibly
fix w and h to some finite values and investigate the RG flows in the (f, w5)
plane. As one can see in the RG flows in Figs. 5.4(a) and 5.4(b), f and w5
flow to the fixed point (iii) when w  h2  1, while they flow to the fixed
point (iv) when h2  w  1, related to the properties of the fixed points
(iii) and (iv) noted under Eq. (5.91). On the other hand, Fig. 5.4(c) shows
that (f, w5) flow to the intermediate values between the fixed-point values of
(iii) and (iv) when w ∼ h2. Next, we vary w and h around those values of the
fixed point (i) with fixed f and w5, and study which one is more relevant (iii)
or (iv) around the fixed points (i). As is shown in Fig. 5.5, the points in the
(w, h) plane flow in the direction along the h axis unless w  h. Therefore,
the system eventually flows to the fixed point (iv) for most of the parameter
region around the fixed point (i).
Next, we consider the RG flows in all the parameter space (f, w5, w, h)
without fixing the parameters. Here, we first set the initial parameters near
the fixed point (i) and consider the flow equations at a finite flow time.
As is shown within the linear-stability analysis in Appendix D, the initial
parameter region that flows to the fixed point (iv) is much broader than
the region that flows to the fixed point (iii) in the (w, h) plane. Therefore,
in the almost whole region of the (w, h) plane near the fixed point (i), the
fixed point (iv) is favorable rather than the fixed point (iii). We can also
study the RG flow from the initial values near the fixed point (iii). Expect
for the case of the RG evolution, starting from the parameters exactly at
the fixed point (iii), all the parameters will eventually take the fixed-point
values of (iv). This is because h grows much more rapidly than w due to the
additional scaling factor b in the recursion relation (5.83) for h, compared
to the relation (5.82) for w. From the above discussion, it follows that the
fixed point (iv) is stable in the almost whole region at finite w and h, while
generally at a finite flow time there is a small parameter region that flows to
the fixed point (iii).
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<latexit sha1_base64="4/3VmZoTY0y4OFeaanHKwg4XbsM=">AAAFjXichZTNbtNAEMenAUMJH2nLBYlLRChqL9EagYoqhKJyoMd+kLao qSrb3RYr9tq1ndDUygtw5cABOIDEAfEYXHgBDn0ExLFIXDjw99j0I1HstbyeHc9vZnZnd03fscNIiKOx0oWL2qXL41fKV69dv1GZmJxaC71OYMmm5TlesGEaoXRsJZuRHTlyww+k4ZqOXDfbT5P/610ZhLannkc9X265xp6yd23LiKB6MRO3Ardq9We3J2qiLrhVhwU9E2qNu8RtyZsszVGL dsgjizrkkiRFEWSHDArxbJJOgnzotiiGLoBk839JfSqD7cBKwsKAto1+D6PNTKswTnyGTFuI4uANQFZpWvwQX8Sx+C6+ip/i70hfMftIcunha6as9Lcrr2+t/imkXHwjenlK5eYc0S494lxt5O6zJpmFlfLdw7fHq/Mr0/E98Un8Qv4fxZH4hhmo7m/r87JceZeTj4lcRq9YjMgSM1Sw8jM 7Bc0rXjWX56FQp5irZcND/4zsc716kCL0p7UZ5SGgLvOJnORV5ZrkMwcZkxIxxkXE/kCM/UJiB08aI1n3A/Qxa/Kp5hDTLGTaA7NpFxL+AOEXEgsDxEIhcQj9eUacMAHvxGGudZLf/9NpYAfkx0nO5dkoqcbkXVQUL7F22FryTlN8b9jsb4Y5L7ONMw8u9mSfZtlvGTeUPngfDQtr9+u6qOv LD2qNxfSqonG6TXcQQac5atAiLaHKFny/off0QatoD7XH2pPUtDSWMTfpXNOe/QOBDC59</latexit><latexit sha1_base64="4/3VmZoTY0y4OFeaanHKwg4XbsM=">AAAFjXichZTNbtNAEMenAUMJH2nLBYlLRChqL9EagYoqhKJyoMd+kLao qSrb3RYr9tq1ndDUygtw5cABOIDEAfEYXHgBDn0ExLFIXDjw99j0I1HstbyeHc9vZnZnd03fscNIiKOx0oWL2qXL41fKV69dv1GZmJxaC71OYMmm5TlesGEaoXRsJZuRHTlyww+k4ZqOXDfbT5P/610ZhLannkc9X265xp6yd23LiKB6MRO3Ardq9We3J2qiLrhVhwU9E2qNu8RtyZsszVGL dsgjizrkkiRFEWSHDArxbJJOgnzotiiGLoBk839JfSqD7cBKwsKAto1+D6PNTKswTnyGTFuI4uANQFZpWvwQX8Sx+C6+ip/i70hfMftIcunha6as9Lcrr2+t/imkXHwjenlK5eYc0S494lxt5O6zJpmFlfLdw7fHq/Mr0/E98Un8Qv4fxZH4hhmo7m/r87JceZeTj4lcRq9YjMgSM1Sw8jM 7Bc0rXjWX56FQp5irZcND/4zsc716kCL0p7UZ5SGgLvOJnORV5ZrkMwcZkxIxxkXE/kCM/UJiB08aI1n3A/Qxa/Kp5hDTLGTaA7NpFxL+AOEXEgsDxEIhcQj9eUacMAHvxGGudZLf/9NpYAfkx0nO5dkoqcbkXVQUL7F22FryTlN8b9jsb4Y5L7ONMw8u9mSfZtlvGTeUPngfDQtr9+u6qOv LD2qNxfSqonG6TXcQQac5atAiLaHKFny/off0QatoD7XH2pPUtDSWMTfpXNOe/QOBDC59</latexit><latexit sha1_base64="4/3VmZoTY0y4OFeaanHKwg4XbsM=">AAAFjXichZTNbtNAEMenAUMJH2nLBYlLRChqL9EagYoqhKJyoMd+kLao qSrb3RYr9tq1ndDUygtw5cABOIDEAfEYXHgBDn0ExLFIXDjw99j0I1HstbyeHc9vZnZnd03fscNIiKOx0oWL2qXL41fKV69dv1GZmJxaC71OYMmm5TlesGEaoXRsJZuRHTlyww+k4ZqOXDfbT5P/610ZhLannkc9X265xp6yd23LiKB6MRO3Ardq9We3J2qiLrhVhwU9E2qNu8RtyZsszVGL dsgjizrkkiRFEWSHDArxbJJOgnzotiiGLoBk839JfSqD7cBKwsKAto1+D6PNTKswTnyGTFuI4uANQFZpWvwQX8Sx+C6+ip/i70hfMftIcunha6as9Lcrr2+t/imkXHwjenlK5eYc0S494lxt5O6zJpmFlfLdw7fHq/Mr0/E98Un8Qv4fxZH4hhmo7m/r87JceZeTj4lcRq9YjMgSM1Sw8jM 7Bc0rXjWX56FQp5irZcND/4zsc716kCL0p7UZ5SGgLvOJnORV5ZrkMwcZkxIxxkXE/kCM/UJiB08aI1n3A/Qxa/Kp5hDTLGTaA7NpFxL+AOEXEgsDxEIhcQj9eUacMAHvxGGudZLf/9NpYAfkx0nO5dkoqcbkXVQUL7F22FryTlN8b9jsb4Y5L7ONMw8u9mSfZtlvGTeUPngfDQtr9+u6qOv LD2qNxfSqonG6TXcQQac5atAiLaHKFny/off0QatoD7XH2pPUtDSWMTfpXNOe/QOBDC59</latexit><latexit sha1_base64="3biR2c5Kya3e3JVfMSwAcHEg0eA=">AAAFjXichZS9btRAEMcnB4ZwfFwCDRLNiVNQ0pzWCBSEEIpCQcp8cElQ LopsZ5NYZ68d23fkYt0L0FJQAAVIFIjHoOEFKPIIiDJINBT8PTb58OnstbyeHc9vZnZnd03fscNIiKOxyoWL2qXL41eqV69dv1GbmLy5GnrdwJIty3O8YN00QunYSrYiO3Lkuh9IwzUduWZ2niX/13oyCG1PvYj6vtx0jV1l79iWEUH1cjpuB27dGsxsTTREU3CrDwt6JjQoa4veZGWW2rRN HlnUJZckKYogO2RQiGeDdBLkQ7dJMXQBJJv/SxpQFWwXVhIWBrQd9LsYbWRahXHiM2TaQhQHbwCyTlPih/gijsV38VX8FH9H+orZR5JLH18zZaW/VXt9e+VPKeXiG9HeKVWYc0Q79IhztZG7z5pkFlbK9w7fHq88Xp6K74lP4hfy/yiOxDfMQPV+W5+X5PK7gnxM5DJ6xWJElpihgpWf2Sl oXvGquTwPhTrFXC0bHgZnZJ/r1YcUoT+tzSgPAfWYT+QkrzrXpJg5yJiUiDEuI/ZzMfZLiW08aYxk3Q/Qx6wpplpDTKuU6eRm0ykl/BzhlxLzOWK+lDiE/jwjTpiAd+Iw1z7J7//pNLADiuMk5/JslFRj8i4qi5dYO2wteacpvjds9jfNnJfZxpkHF3tyQDPst4obSs/fR8PC6v2mLpr60oP G3EJ2V43THbqLCDrN0hwt0CKqbMH3G3pPH7Sa9lB7oj1NTStjGXOLzjXt+T+Pzi4Z</latexit>
(vl, wl, h
2
l ) = (✏/20, 10
4, 1)
<latexit sha1_base64="nJI1+ 6hEWBrzeHnmMNXg5flpTMs=">AAAFqnichZTNbtNAEICnAUMJP03h gsQlIi1KpKiso0pFSEhRufTYpqQtStrIdrbtKuu1aztpUysv0Bfgw AkkDogLV7hy4QU49BEQxyJx4cB4bPqTKPFaXs+O55uZ3dld05XCD xg7ncpcu67duDl9K3v7zt17M7nZ+xu+0/UsXrcc6XhbpuFzKRSvBy KQfMv1uGGbkm+anZfR/80e93zhqFdB3+XbtrGnxK6wjABVrdxcsde S5UN891typ1J6UWxy1xfSUU8rrKyzncWyXmrlCmyBUcuPCnoiFKpz QG3Vmc0sQRPa4IAFXbCBg4IAZQkG+Pg0QAcGLuq2IUSdh5Kg/xwGk EW2i1YcLQzUdrDfw1Ej0SocRz59oi2MIvH1kMzDPPvBPrIz9p19Y j/Z37G+QvIR5dLHrxmz3G3NnDxc/5NK2fgNYP+CmphzALvwjHIVmL tLmmgWVsz3jt+crT+vzYdP2Hv2C/N/x07ZN5yB6v22Pqzx2tsJ+Zi Yy/gVCzEyxxkqtHITO4WaQ1o1m+ahsE4hVUugh8El2aV69VEKsL+o zTgPHvSIj+QorzzVZDJzlDAxEeI4jTgYinGQSrTxiWNE636EfUiay VR9hKmnMp2h2XRSCXeIcFOJ5SFiOZU4Rv1Vhp0zHu3EUa55nt//02 ngDpgcJzqXl6PEGpN2UVq8yFqSNaedpujeEOSvSJyT2IaJBxv35A BK5DeLN5Q+fB+NChuVBR3ltcVCdSW+qmAaHsFjjKDDElRhBVaxyha cwGf4Al+1slbTXmuN2DQzlTAP4ErT2v8Aue43lQ==</latexit><latexit sha1_base64="nJI1+ 6hEWBrzeHnmMNXg5flpTMs=">AAAFqnichZTNbtNAEICnAUMJP03h gsQlIi1KpKiso0pFSEhRufTYpqQtStrIdrbtKuu1aztpUysv0Bfgw AkkDogLV7hy4QU49BEQxyJx4cB4bPqTKPFaXs+O55uZ3dld05XCD xg7ncpcu67duDl9K3v7zt17M7nZ+xu+0/UsXrcc6XhbpuFzKRSvBy KQfMv1uGGbkm+anZfR/80e93zhqFdB3+XbtrGnxK6wjABVrdxcsde S5UN891typ1J6UWxy1xfSUU8rrKyzncWyXmrlCmyBUcuPCnoiFKpz QG3Vmc0sQRPa4IAFXbCBg4IAZQkG+Pg0QAcGLuq2IUSdh5Kg/xwGk EW2i1YcLQzUdrDfw1Ej0SocRz59oi2MIvH1kMzDPPvBPrIz9p19Y j/Z37G+QvIR5dLHrxmz3G3NnDxc/5NK2fgNYP+CmphzALvwjHIVmL tLmmgWVsz3jt+crT+vzYdP2Hv2C/N/x07ZN5yB6v22Pqzx2tsJ+Zi Yy/gVCzEyxxkqtHITO4WaQ1o1m+ahsE4hVUugh8El2aV69VEKsL+o zTgPHvSIj+QorzzVZDJzlDAxEeI4jTgYinGQSrTxiWNE636EfUiay VR9hKmnMp2h2XRSCXeIcFOJ5SFiOZU4Rv1Vhp0zHu3EUa55nt//02 ngDpgcJzqXl6PEGpN2UVq8yFqSNaedpujeEOSvSJyT2IaJBxv35A BK5DeLN5Q+fB+NChuVBR3ltcVCdSW+qmAaHsFjjKDDElRhBVaxyha cwGf4Al+1slbTXmuN2DQzlTAP4ErT2v8Aue43lQ==</latexit><latexit sha1_base64="nJI1+ 6hEWBrzeHnmMNXg5flpTMs=">AAAFqnichZTNbtNAEICnAUMJP03h gsQlIi1KpKiso0pFSEhRufTYpqQtStrIdrbtKuu1aztpUysv0Bfgw AkkDogLV7hy4QU49BEQxyJx4cB4bPqTKPFaXs+O55uZ3dld05XCD xg7ncpcu67duDl9K3v7zt17M7nZ+xu+0/UsXrcc6XhbpuFzKRSvBy KQfMv1uGGbkm+anZfR/80e93zhqFdB3+XbtrGnxK6wjABVrdxcsde S5UN891typ1J6UWxy1xfSUU8rrKyzncWyXmrlCmyBUcuPCnoiFKpz QG3Vmc0sQRPa4IAFXbCBg4IAZQkG+Pg0QAcGLuq2IUSdh5Kg/xwGk EW2i1YcLQzUdrDfw1Ej0SocRz59oi2MIvH1kMzDPPvBPrIz9p19Y j/Z37G+QvIR5dLHrxmz3G3NnDxc/5NK2fgNYP+CmphzALvwjHIVmL tLmmgWVsz3jt+crT+vzYdP2Hv2C/N/x07ZN5yB6v22Pqzx2tsJ+Zi Yy/gVCzEyxxkqtHITO4WaQ1o1m+ahsE4hVUugh8El2aV69VEKsL+o zTgPHvSIj+QorzzVZDJzlDAxEeI4jTgYinGQSrTxiWNE636EfUiay VR9hKmnMp2h2XRSCXeIcFOJ5SFiOZU4Rv1Vhp0zHu3EUa55nt//02 ngDpgcJzqXl6PEGpN2UVq8yFqSNaedpujeEOSvSJyT2IaJBxv35A BK5DeLN5Q+fB+NChuVBR3ltcVCdSW+qmAaHsFjjKDDElRhBVaxyha cwGf4Al+1slbTXmuN2DQzlTAP4ErT2v8Aue43lQ==</latexit><latexit sha1_base64="GMz7V VgjcUCxqQYpHfijEgmFBMI=">AAAFqnichZTNbtNAEICnAUMJP03h gsQlIhQlUtSuo0pFSEhVufTYpqQ/SlrLdrbtKuv11nbSplZeoC/Ag RNIHBAXrnDlwgtw6CMgjkXiwqHjtelPothreT07nm9mdmd3LcmZH xByOpG7cVO7dXvyTv7uvfsPpgrTD9d9t+vZtGG73PU2LdOnnAnaCF jA6ab0qOlYnG5YndfR/40e9XzmijdBX9Jtx9wTbJfZZoAqo/Cs3DN 49RDffYPv1Cqvyi0qfcZdMVcjVZ3szFf1ilEokVmiWnFU0BOhBElb cadzC9CCNrhgQxccoCAgQJmDCT4+TdCBgETdNoSo81Bi6j+FAeSR7 aIVRQsTtR3s93DUTLQCx5FPX9E2RuH4ekgWYYb8JJ/IGflBPpNf5 N9YX6HyEeXSx68Vs1QaUyeP1/5mUg5+A9i/pFJzDmAXXqhcGeYulS aahR3zveO3Z2sv6zPhc/KB/Mb835NT8h1nIHp/7I+rtP4uJR8Lcxm /YiFGpjhDgVYysROoOVSr5qh5CKxTqKrF0MPgiixVvfooBdhf1mac Bw96io/kKK+iqkk6c5QwMRHiOIs4GIpxkEm08YljROt+hH2oNOlUY 4RpZDKdodl0Mgk5RMhMYmmIWMokjlF/nSEXjKd24ijXusjv/+k0cQ ekx4nO5dUoscZSuygrXmTNlTVVO02oe4Mpf2XFuYltmHhwcE8OoK L85vGG0ofvo1FhvTaro7w6X1pcTu6qSXgCTzGCDguwCMuwglW24QS +wFf4plW1uralNWPT3ETCPIJrTWufA8iwNzE=</latexit>
(vl, wl, h
2
l ) = (✏/20, 10
4, 1012)
<latexit sha1_base64="oq/4JPrrae+HHJdz8BuSLlBIW2A=">AAAFsHichZRLb9NAEICnAUMJj6ZwQeISEYoSVJV1VKkICSkqlx77IG2kp rVsd9suWdtb20mbWvkDnLhx4AQSB8SdK0hc+AMc+hMQxyL10gPjsekjUeK1vJ4dzzczu7O7lpIiCBk7Gstduapduz5+I3/z1u07E4XJu6uB1/ZtXrc96fkNywy4FC6vhyKUvKF8bjqW5GtW62X8f63D/UB47quwq/iGY+64YlvYZogqo/Ck3DHk9D6+u4bcrFZelJtcBUJ67tMqm9bZ5mzcRXq 1VzEKJTbDqBUHBT0VSrVHQG3Rm8zNQRO2wAMb2uAABxdClCWYEOCzDjowUKjbgAh1PkqC/nPoQR7ZNlpxtDBR28J+B0frqdbFcewzINrGKBJfH8kiTLFf7DM7Zj/ZF/abnQ71FZGPOJcufq2E5cqYeHN/5SSTcvAbwu45NTLnELbhGeUqMHdFmngWdsJ3Dt8drzxfnooes4/sD+b/gR2xHzgD t/PX/rTEl9+PyMfCXIavWISROc7QRSuV2rmo2adVc2geLtYpomoJ9NC7ICuqVxelEPvz2gzz4EOH+FiO8ypSTUYzBymTEBGOs4i9vhh7mcQWPkmMeN0PsI9IM5qqDzD1TKbVN5tWJqH6CJVJzPcR85nEIeovM+yM8WknDnLNs/z+n04Td8DoOPG5vBgl0Vi0i7LixdaSrDntNJfuDUH+ysR5qW 2UenBwT/agQn7zeEPp/ffRoLBandFRXpot1RaSqwrG4QE8xAg6zEENFmARq2zDW/gK3+C7VtUamqGZiWluLGXuwaWmvf4Hwr45ug==</latexit><latexit sha1_base64="oq/4JPrrae+HHJdz8BuSLlBIW2A=">AAAFsHichZRLb9NAEICnAUMJj6ZwQeISEYoSVJV1VKkICSkqlx77IG2kp rVsd9suWdtb20mbWvkDnLhx4AQSB8SdK0hc+AMc+hMQxyL10gPjsekjUeK1vJ4dzzczu7O7lpIiCBk7Gstduapduz5+I3/z1u07E4XJu6uB1/ZtXrc96fkNywy4FC6vhyKUvKF8bjqW5GtW62X8f63D/UB47quwq/iGY+64YlvYZogqo/Ck3DHk9D6+u4bcrFZelJtcBUJ67tMqm9bZ5mzcRXq 1VzEKJTbDqBUHBT0VSrVHQG3Rm8zNQRO2wAMb2uAABxdClCWYEOCzDjowUKjbgAh1PkqC/nPoQR7ZNlpxtDBR28J+B0frqdbFcewzINrGKBJfH8kiTLFf7DM7Zj/ZF/abnQ71FZGPOJcufq2E5cqYeHN/5SSTcvAbwu45NTLnELbhGeUqMHdFmngWdsJ3Dt8drzxfnooes4/sD+b/gR2xHzgD t/PX/rTEl9+PyMfCXIavWISROc7QRSuV2rmo2adVc2geLtYpomoJ9NC7ICuqVxelEPvz2gzz4EOH+FiO8ypSTUYzBymTEBGOs4i9vhh7mcQWPkmMeN0PsI9IM5qqDzD1TKbVN5tWJqH6CJVJzPcR85nEIeovM+yM8WknDnLNs/z+n04Td8DoOPG5vBgl0Vi0i7LixdaSrDntNJfuDUH+ysR5qW 2UenBwT/agQn7zeEPp/ffRoLBandFRXpot1RaSqwrG4QE8xAg6zEENFmARq2zDW/gK3+C7VtUamqGZiWluLGXuwaWmvf4Hwr45ug==</latexit><latexit sha1_base64="oq/4JPrrae+HHJdz8BuSLlBIW2A=">AAAFsHichZRLb9NAEICnAUMJj6ZwQeISEYoSVJV1VKkICSkqlx77IG2kp rVsd9suWdtb20mbWvkDnLhx4AQSB8SdK0hc+AMc+hMQxyL10gPjsekjUeK1vJ4dzzczu7O7lpIiCBk7Gstduapduz5+I3/z1u07E4XJu6uB1/ZtXrc96fkNywy4FC6vhyKUvKF8bjqW5GtW62X8f63D/UB47quwq/iGY+64YlvYZogqo/Ck3DHk9D6+u4bcrFZelJtcBUJ67tMqm9bZ5mzcRXq 1VzEKJTbDqBUHBT0VSrVHQG3Rm8zNQRO2wAMb2uAABxdClCWYEOCzDjowUKjbgAh1PkqC/nPoQR7ZNlpxtDBR28J+B0frqdbFcewzINrGKBJfH8kiTLFf7DM7Zj/ZF/abnQ71FZGPOJcufq2E5cqYeHN/5SSTcvAbwu45NTLnELbhGeUqMHdFmngWdsJ3Dt8drzxfnooes4/sD+b/gR2xHzgD t/PX/rTEl9+PyMfCXIavWISROc7QRSuV2rmo2adVc2geLtYpomoJ9NC7ICuqVxelEPvz2gzz4EOH+FiO8ypSTUYzBymTEBGOs4i9vhh7mcQWPkmMeN0PsI9IM5qqDzD1TKbVN5tWJqH6CJVJzPcR85nEIeovM+yM8WknDnLNs/z+n04Td8DoOPG5vBgl0Vi0i7LixdaSrDntNJfuDUH+ysR5qW 2UenBwT/agQn7zeEPp/ffRoLBandFRXpot1RaSqwrG4QE8xAg6zEENFmARq2zDW/gK3+C7VtUamqGZiWluLGXuwaWmvf4Hwr45ug==</latexit><latexit sha1_base64="OibZFmy5QnwWrGzkHt1Gc74XQPQ=">AAAFsHichZRLb9NAEICnAUMJj6ZwQeISERUlqGrXVqUiJKSqXHrsg7SRm tay3W27ZL3e2o7b1Mof4MSNAyeQOCDuXEHiwh/g0J+AOBaJCwfGa9OHo8RreT07nm9mdmd3bclZEBJyMla6clW7dn38Rvnmrdt3JiqTd9cDr+s7tOl43PNbthVQzgRthizktCV9ark2pxt253nyfyOifsA88SLsSbrlWnuC7TLHClFlVh7XI5NPH+K7b/Jto/Gs3qYyYNwTswaZ1sn2XNLFutF vmJUamSGqVQcFPRNqkLVlb7I0D23YAQ8c6IILFASEKHOwIMBnE3QgIFG3BTHqfJSY+k+hD2Vku2hF0cJCbQf7PRxtZlqB48RnoGgHo3B8fSSrMEV+kI/klHwnn8hP8neor1j5SHLp4ddOWSrNiVf31/4UUi5+Q9g/p0bmHMIuPFG5MsxdKk0yCyflo+M3p2tPV6fiR+Q9+YX5vyMn5BvOQES/ nQ8rdPXtiHxszGX4isUYmeIMBVrJzE6g5lCtmqvmIbBOsaoWQw/9C7JU9eqhFGJ/XpthHnyIFJ/ISV5VVZPRzFHGpESM4yLiIBfjoJDYwSeNkaz7Efax0oymmgNMs5Dp5GbTKSRkjpCFxGKOWCwkjlF/mSFnjK924iDXPsvv/+m0cAeMjpOcy4tRUo2tdlFRvMSaK2uqdppQ9wZT/uqK8zLbOP Pg4p7sQ0P5LeMNpefvo0Fh3ZjRUV6Zqy0sZXfVODyAhxhBh3lYgCVYxio78Bo+wxf4qhlaSzM1KzUtjWXMPbjUtJf/ANGAOVY=</latexit>
(vl, wl, h
2
l ) = (✏/20, 10
4, 106)
<latexit sha1_base64="5E/Ci6rpjlW1cGRUFgi7EvlchI8=">AA AFrXichZRLb9NAEICnBUMJj6ZwQeISURUSqWrXEWoRUqWqXHrsg7SVmiay3W26ynq9tZ20qZU/gMSZAxdA4oA4coUTF/4Ah/4ExLFIXDgw Hps+EiVey+vZ8Xwzszu7a2spgpCxk5HRK1eNa9fHbuRu3rp9Zzw/cXcj8Fq+wyuOJz1/y7YCLoXilVCEkm9pn1uuLfmm3Xwe/99scz8Qnno RdjTfca2GEnvCsUJU1fOPi+26nD7Ed78ua+XSQrHKdSCkp2bLbNpktSdxN1eq5yfZDKNW6BfMVJhcnFvQbwFgxZsYnYcq7IIHDrTABQ4KQp QlWBDgsw0mMNCo24EIdT5Kgv5z6EIO2RZacbSwUNvEvoGj7VSrcBz7DIh2MIrE10eyAFPsB/vITtl39on9ZH8H+orIR5xLB792wnJdH395 f/1PJuXiN4T9c2poziHswVPKVWDumjTxLJyEbx+/Pl1/tjYVPWLv2S/M/x07Yd9wBqr92/mwytfeDMnHxlwGr1iEkTnOUKGVTu0Uag5p1Vy ah8I6RVQtgR66F2RN9eqgFGJ/XptBHnxoEx/LcV4Fqslw5ihlEiLCcRZx0BPjIJPYxSeJEa/7EfYRaYZTlT6mksk0e2bTzCR0D6EziaUeYi mTOEb9ZYadMT7txH6uepbf/9Np4Q4YHic+lxejJBqbdlFWvNhakjWnnabo3hDkr0icl9pGqQcX92QXSuQ3hzeU2Xsf9Qsb5RkT5VW8qpYh aWPwAB5iBBPmYRGWYQWr7MAr+Axf4Ksxa1SMqlFLTEdHUuYeXGpG4x8QEDnS</latexit><latexit sha1_base64="IlZoqif/+hXHvfU35IXV4ZvlaSg=">AA AFrXichZRLb9NAEICnKaYlPJrCBYlLRFVIpKpdR6itkCJV5dJjH6St1DSW7W7TVdbrre24Ta38ASTOHDgB4oA4coUTF/4AQv0JiGORuHBg vDZ9JEq8ltez4/lmZnd215Kc+QEhpyO50Wva9bHxG/mbt27fmShM3t303bZn05rtctfbtkyfciZoLWABp9vSo6ZjcbpltZ7F/7dC6vnMFc+ DjqS7jtkUbJ/ZZoAqo/C4FBp85gjfA4M3KuVqqU6lz7gr5ipkRieNJ3E3XzYKU2SWqFbsF/RUmFqar8p3P/LVVXcytwB12AMXbGiDAxQEBC hzMMHHZwd0ICBRtwsR6jyUmPpPoQt5ZNtoRdHCRG0L+yaOdlKtwHHs01e0jVE4vh6SRZgm38kHcka+kY/kJ/k70FekfMS5dPBrJSyVxsSL +xt/MikHvwEcXFBDcw5gHxZVrgxzl0oTz8JO+PDk1dnG0/Xp6BF5S35h/m/IKfmKMxDhb/v9Gl1/PSQfC3MZvGIRRqY4Q4FWMrUTqDlSq+a oeQisU6SqxdBD95IsVb06KAXYX9RmkAcPQsXHcpxXUdVkOHOcMgkR4TiLOOyJcZhJ7OGTxIjX/Rj7SGmGU7U+ppbJtHpm08okZA8hM4nlHm I5kzhB/VWGnDOe2on9XP08v/+n08QdMDxOfC4vR0k0ltpFWfFia66sqdppQt0bTPkrKc5NbaPUg4N7sgtl5TePN5Teex/1C5uVWR3lNbyq ViBp4/AAHmIEHRZgCVZgFatsw0v4BJ/hizan1bS61khMcyMpcw+uNK35D6dOOvM=</latexit><latexit sha1_base64="IlZoqif/+hXHvfU35IXV4ZvlaSg=">AA AFrXichZRLb9NAEICnKaYlPJrCBYlLRFVIpKpdR6itkCJV5dJjH6St1DSW7W7TVdbrre24Ta38ASTOHDgB4oA4coUTF/4AQv0JiGORuHBg vDZ9JEq8ltez4/lmZnd215Kc+QEhpyO50Wva9bHxG/mbt27fmShM3t303bZn05rtctfbtkyfciZoLWABp9vSo6ZjcbpltZ7F/7dC6vnMFc+ DjqS7jtkUbJ/ZZoAqo/C4FBp85gjfA4M3KuVqqU6lz7gr5ipkRieNJ3E3XzYKU2SWqFbsF/RUmFqar8p3P/LVVXcytwB12AMXbGiDAxQEBC hzMMHHZwd0ICBRtwsR6jyUmPpPoQt5ZNtoRdHCRG0L+yaOdlKtwHHs01e0jVE4vh6SRZgm38kHcka+kY/kJ/k70FekfMS5dPBrJSyVxsSL +xt/MikHvwEcXFBDcw5gHxZVrgxzl0oTz8JO+PDk1dnG0/Xp6BF5S35h/m/IKfmKMxDhb/v9Gl1/PSQfC3MZvGIRRqY4Q4FWMrUTqDlSq+a oeQisU6SqxdBD95IsVb06KAXYX9RmkAcPQsXHcpxXUdVkOHOcMgkR4TiLOOyJcZhJ7OGTxIjX/Rj7SGmGU7U+ppbJtHpm08okZA8hM4nlHm I5kzhB/VWGnDOe2on9XP08v/+n08QdMDxOfC4vR0k0ltpFWfFia66sqdppQt0bTPkrKc5NbaPUg4N7sgtl5TePN5Teex/1C5uVWR3lNbyq ViBp4/AAHmIEHRZgCVZgFatsw0v4BJ/hizan1bS61khMcyMpcw+uNK35D6dOOvM=</latexit><latexit sha1_base64="8cadPy6Umc8aV4KE8NwQtcnKw9I=">AA AFrXichZRLb9NAEICnAdMSHk3hgsQlIiokUtWuI0QRElJVLj32QdpKTRvZ7jZdZb3e2k7a1MofQOLMgRNIHBBHrnDiwh/g0J+AOBaJCwfG Y9NHosRreT07nm9mdmd3bS1FEDJ2Mpa7ctW4Nj5xPX/j5q3bk4WpO+uB1/YdXnM86fmbthVwKRSvhSKUfFP73HJtyTfs1ov4/0aH+4Hw1Mu wq/m2azWV2BOOFaKqUXhU7jTkzCG++w25U608L9e5DoT01FyVzZhs53HcPak0CiU2y6gVBwUzFUqQtmVvKjcPddgFDxxogwscFIQoS7AgwG cLTGCgUbcNEep8lAT959CDPLJttOJoYaG2hX0TR1upVuE49hkQ7WAUia+PZBGm2Q/2kZ2y7+wT+8n+DvUVkY84ly5+7YTlujH56t7an0zK xW8I++fUyJxD2IOnlKvA3DVp4lk4Cd85fnO69mx1OnrI3rNfmP87dsK+4QxU57fzYYWvvh2Rj425DF+xCCNznKFCK53aKdQc0qq5NA+FdYq oWgI99C7ImurVRSnE/rw2wzz40CE+luO8ilST0cxRyiREhOMs4qAvxkEmsYtPEiNe9yPsI9KMpmoDTC2TafXNppVJ6D5CZxKLfcRiJnGM+s sMO2N82omDXP0sv/+n08IdMDpOfC4vRkk0Nu2irHixtSRrTjtN0b0hyF+ZOC+1jVIPLu7JHlTIbx5vKLP/PhoU1quzJsorrLSwlN5VE3Af HmAEE+ZhAZZgGavswGv4DF/gqzFn1Iy6sZOY5sZS5i5cakbzH1FeOA8=</latexit>
Figure 5.4: RG flows of f and w5 ( = 1). We fix the values of w and h
2 in
several cases: (a) w  h2  1, (b) h2  w  1, and (c) w ∼ h2. These
figures show the existence of the fixed points (iii) and (iv), and the flow to
their intermediate values.
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Figure 5.5: RG flow of w and h with fixing f and w5 to those values at the
fixed point (i) ( = 1).
5.3.3 Physical consequences
Dynamic universality class
From the fixed point values (i)–(iv) obtained in Eqs. (5.88)–(5.91), we can
evaluate the dynamic critical exponent which characterizes the dynamic uni-
versality class of the system. Practically, we substitute the fixed point values
into the recursion relation (5.75) for Γl, in each case of the fixed-point values
(i)–(iv).
The fixed points (i) and (iii) have the dynamic critical exponent of model
E, z = d/2. As is also summarized in Tab. 3.1 the dynamic universality class
of model E is generally determined only by two-component order parameter
(mapped into U(1)) and one conserved density that are coupled through the
Poisson brackets. In our case, the order parameter field φα and the axial
isospin density n5 are essential, whereas the isospin density n does not affect
the dynamic universality class.8
On the other hand, the fixed point (iv) has the dynamic critical exponent
z = 2. Up to O(), this exponent is the same as that of model A, which is the
8The difference between n and n5 can be seen in the Poisson brackets: there is a nonzero
Poisson bracket among n5 and φα in Eq. (5.20), whereas there are no nontrivial Poisson
brackets among n and φα.
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simplest class determined only by nonconserved order parameters (see also
Tab. 3.1). In the system near the fixed point (iv), the internal-momentum
loop dominated by the CMW (the wavy lines in Fig. C.2) is suppressed, so
that not only n but also n5 do not affect the dynamic universality class. One
can confirm that the factors X and wX ′ stemming from Fig. C.2 vanish.
Now we remind the stability analysis in Sec. 5.3.2: the small fluctuation of
the fixed point (i) in the absence of the CME can lead to the fixed point (iv).
We find that the inclusion of the CME can change the dynamic universality
class from model E into model A, corresponding to the stable fixed point (i)
and (iv), respectively. Strictly speaking, there is a small parameter region
that leads to model E, even B 6= 0 and C 6= 0 as we also noted in 5.3.2.
Nevertheless, such a region is small compared to the region that leads to
model A.
Critical attenuation of the CMW
As a result of the static critical behavior, Eq. (5.58), we find the critical
attenuation of the CMW: in the vicinity of the second-order chiral phase
transition, the speed of the CMW tends to zero as
v2CMW ≡
C2B2
χχ5
∼ ξ−αν , (5.98)
where vCMW is the speed of the CMW [20] which have been already seen in its
wave equation (2.81). We have already obtained the ratio α/ν in Eq. (5.59).
This phenomenon is analogous to the critical attenuation of the speed of
sound near the critical point associated with the liquid-gas phase transition
[35].
5.4 Conclusion and discussion
In this chapter, we have studied the critical dynamics near the second-order
chiral phase transition in massless two-flavor QCD under an external mag-
netic field and investigated the influence of the CME on the dynamic critical
phenomena in QCD. We found that the inclusion of the CME and the result-
ing CMW can change the dynamic universality class of the system from the
model E into model A. We also found the critical attenuation of the CMW
analogous to that of the sound wave in the liquid-gas phase transition.
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We now discuss the analogy of the critical attenuation between the CMW
and the sound wave of the compressive fluids near the liquid-gas critical point.
Let us first recall the critical attenuation of sounds near the critical point
associated with the liquid-gas phase transition, where the order parameter
ψLG is a linear combination of the energy density ε and the mass density ρm.
In this case, the speed of sound, cs, is attenuated with the correlation-length
dependence [35],
c2s ≡
(
∂P
∂ρm
)
S
=
T
(
∂P
∂T
)2
ρm
ρ2mCV
(
1− CV
CP
) ∼ ξ−αν , (5.99)
where P and S are the pressure and total entropy per unit mass of the fluids,
respectively. To obtain the last expression of Eq. (5.99), we use some thermo-
dynamic relations and the fact that the specific heat with constant volume
CV ≡ T (∂S/∂T )ρ, and that with constant pressure CP ≡ T (∂S/∂T )P , di-
verge near the critical point as CV ∼ ξ αν and CP ∼ ξ γν , respectively. Here,
the critical exponents ν, α, and γ defined by Eq. (5.58) and ψLG ∼ τ γ are de-
termined by the static universality class of the 3D Ising model, α ≈ 0.1, ν ≈
0.6, γ ≈ 1.2. We also use the approximation CV /CP  1 near the criti-
cal point. Remarkably, Eq. (5.99) takes exactly the same form as that of
the CMW which we obtained in Eq. (5.98), although the values of α and ν
themselves are different due to the difference of the static universality classes.
When the reduced temperature τ is sufficiently larger than m¯q ≡ mq/Tc,
quark mass effects on the critical phenomena can be negligible. Our analysis
in the chiral limit would be relevant to such a parameter region around the
high-temperature QCD critical point under an external magnetic field.
Chapter 6
Summary and outlook
In this thesis, we have studied the novel dynamic critical phenomena induced
by superfluidity and the CME in QCD.
In Sec. 4 we have first elucidated the influence of the superfluidity on the
critical phenomena near the high-density QCD critical point. In particular,
we have found that the static universality class is the same as that of the
high-temperature critical point, independently of the existence of the super-
fluid phonon. On the other hand, we have found that the superfluid phonon
exhibits the critical slowing down when the critical point is approached. Fur-
thermore, we have found that the dynamic universality class of the high-
density critical point is not only different from that of the high-temperature
critical point but also all of the conventional classes studied by Hohenberg
and Halperin [6].
Experimental signatures related to the dynamic critical phenomenon in
the heavy-ion collisions can distinguish the possible two QCD critical points.
Though the vanishing speed of the superfluid phonon characterizes the high-
density critical point, little research has considered the superfluid phonon
itself in the context of the heavy-ion collisions. It would be essential to
investigate the role of the superfluid phonon on the evolution of the hot and
dense medium created in the heavy-ion collisions.
In Sec. 5 we have studied the interplay between the dynamic critical phe-
nomena and the CME in QCD. For this purpose, we considered the dynamic
critical phenomena of the second-order chiral phase transition under an ex-
ternal magnetic field. Then, we have found that the inclusion of the CME
and the resulting CMW can change the dynamic universality class of the sys-
tem from the model E into model A within the conventional classification.
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We have also found that the speed of the CMW tends to vanish near the
phase transition point and that the speed can be characterized by the same
static critical exponents as those of the sound wave in the vicinity of the
liquid-gas critical point.
While we have limited our analysis in Sec. 5 to the background mag-
netic field, dynamical electromagnetic fields may affect the critical dynamics
in QCD. In massless QCD coupled to dynamical electromagnetic fields in
an external magnetic field, there appears a nonrelativistic photon with a
quadratic dispersion relation due to the quantum anomaly [77]. At finite
temperature, such a novel gapless mode will be crucial for dynamic critical
phenomena near the second-order chiral phase transition. This study will be
reported in detail elsewhere.
Appendix A
Static RG of the scalar field
theory
In this appendix, we show the detailed RG analysis on the (one component)
scaler field theory (3.36). In particular, we derive the RG equations (3.41)
and (3.42), and the Wilson-Fisher fixed-point solution (3.43).
A.1 Perturbative RG equation
To derive the RG equations of the Ginzburg-Landau free energy (3.36), we
first construct its perturbation theory. We start by decomposing the free
energy into the following form:
βFΛ[ψ] = βF0Λ[ψ] + βF
′
Λ[ψ] +
∫
drhψ, (A.1)
where the free part and the perturbative part are given by
βF0Λ[ψ] =
∫
dr
[
r
2
ψ2(r) +
1
2
(∇ψ(r))2
]
=
∫
q
1
2
(r + q2)ψ(q)ψ(−q), (A.2)
βF ′Λ[ψ] = u
∫
drψ4(r)
= u
∫
q1
∫
q2
∫
q3
∫
q4
ψ(q1)ψ(q2)ψ(q3)ψ(q4)δ(q1 + q2 + q3 + q4),
(A.3)
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respectively. Here, we use the simple notation of the momentum integral,∫
q
≡
∫
ddq
(2pi)d
. (A.4)
Using Eqs. (3.21) and (A.1), we can write the partition function as
Z =
∫
Dψ>Dψ<e−βFΛ[ψ] =
∫
Dψ<e−βFΛ/b[ψ<], (A.5)
with βFΛ/b[ψ
<] being the effective free energy of the low-momentum field ψ<:
e−βFΛ/b[ψ
<] ≡
∫
Dψ>e−βF0Λ[ψ]−βF ′Λ[ψ]−β
∫
drhψ. (A.6)
One can write this effective free energy by using the generating functional
Z[h],
Z[h] ≡
〈
e−β
∫
drhψ>
〉
, (A.7)
with the expectation value defined in the following form;
〈O[ψ<, ψ>]〉 ≡ (Z>)−1
∫
Dψ>e−βF0Λ[ψ]−βF ′Λ[ψ]O[ψ<, ψ>], (A.8)
Z> ≡
∫
Dψ>e−βF0Λ[ψ]−βF ′Λ[ψ]. (A.9)
In fact, we rewrite Eq. (A.6) into
e−βFΛ/b[ψ
<]+β
∫
drhψ< =
∫
Dψ>e−βF0Λ[ψ]−βF ′Λ[ψ]−β
∫
drhψ> = Z[h]. (A.10)
Then, we find that βFΛ/b[ψ
<] satisfies
βFΛ/b[ψ
<] = − lnZ[h] + β
∫
drhψ<. (A.11)
This relation means that the generating functional obtained from integrating
over ψ> gives the effective free energy for ψ<. Therefore, we can get the
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(a) 1-loop (b) 2-loop
Figure A.1: Σ
Figure A.2: V
effective free energy by calculating the sum of each vortex function,
βFΛ/b[ψ
<]
=
∫
q
δ(βFΛ/b[ψ
<])
δψ<(q)δψ<(−q)ψ
<(q)ψ<(−q)
+
∫
q1···q4
δ(βFΛ/b[ψ
<])
δψ<(q1)δψ<(q2)δψ<(q3)δψ<(q4)
ψ<(q1)ψ
<(q2)ψ
<(q3)ψ
<(q4)
× δ(q1 + · · ·+ q4) + · · · , (A.12)
where the 2- and 4- points vortex functions are given by
δ(βFΛ/b[ψ
<])
δψ<(q)δψ<(−q) =
1
2
(r + q2) + Σ(q), (A.13)
δ(βFΛ/b[ψ
<])
δψ<(q1)δψ<(q2)δψ<(q3)δψ<(q4)
= u+ V (q), (A.14)
respectively. Here, Σ and V are the 1-particle irreducible diagrams including
the internal momentum loops of ψ>. The lowest-loop contributions can be
obtained as Figs. A.1 and A.2. The rules for calculating these diagrams are
summarized as follows:
(i) Assign momentums for each of internal and external lines satisfying
the momentum conservation laws;
(ii) Multiply the free propagator
1
r + q2
for each of the internal lines;
(iii) Multiply the free 4-point vortex function u for each of the vertices
(black dots);
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(iv) Integrate over the momentum of the internal lines;
(v) Multiply some numerical factor.1
Next we carry out the rescaling of the vortex functions (A.13) and (A.14)
and complete the RG transformation. Writing the vortex functions after one
RG step as
δ(βFΛ[ψ
′])
δψ′(q′)δψ′(−q′) =
1
2
(r′ +K ′q′2) +O(q′4), (A.16)
δ(βFΛ[ψ
′])
δψ′(q′1)δψ′(q
′
2)δψ
′(q′3)δψ′(q
′
4)
= u′ +O(q′2), (A.17)
we obtain the parameters one step after the RG,
r′ = b2
[
r + 6u
∫ >
q
1
r + q2
+O(u2)
]
, (A.18)
K ′ = 1 +O(u2), (A.19)
u′ = b
[
u− 36u2
∫ >
q
1
(r + q2)2
]
. (A.20)
Here, the overall factors b2 and b come from the rescaling. The short-hand
notation
∫ >
q
≡
∫ Λ
Λ/b
ddq
(2pi)d
(A.21)
denotes the integration over the high momentum loop. We can carry out the
1For the given diagram with Nv vertices, the numerical factor is given by
Nv!
Nsym
×
Nv∏
i=1
4!
Ni>!Ni<!
, (A.15)
where Ni> and Ni< are the number of the internal and the external lines connecting to
the i-th vortex, and Nsym is the geometrical symmetry factor.
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integrals in Eqs. (A.18) and (A.20) as∫ >
q
1
r + q2
=
∫ >
q
1
q2
1
1 + r/q2
'
∫ >
q
1
q2
(
1− r
q2
)
=
∫ Λ
Λ/b
ddq
(2pi)d
1
q2
− r
∫ Λ
Λ/b
ddq
(2pi)d
1
q4
=
Λ2−
8pi2
(
1− 1
b2
)
− rΛ
−
8pi2
ln b, (A.22)∫ >
q
1
(r + q2)2
'
∫ >
q
1
q4
=
Λ−
8pi2
ln b. (A.23)
Here, we consider the system sufficiently near the phase transition point and
set r  1. We also use the formulas (A.39) and (A.40). Then, we can write
Eqs. (A.18) and (A.20) into
r′ = b2
[
r + 6uKdΛ
2−
(
1− 1
b2
− r
Λ2
ln b
)]
, (A.24)
u′ = b
(
u− 36u2KdΛ− ln b
)
. (A.25)
By defining the dimension less parameters,
r¯ ≡ r
Λ2
, u¯ ≡ Kdu
Λ
, (A.26)
with
Kd ≡ 1
8pi2
, (A.27)
we can rewrite these into
r¯′ = b2
[
r¯ + 6u¯
(
1− 1
b2
− r¯ ln b
)]
, (A.28)
u¯′ = b
(
u¯− 36u¯2 ln b) . (A.29)
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These are the recursion relations which relate the parameters before and after
the RG procedure (at a single step).
We will next derive the differential equations equivalent to the recursion
relation. In order to do this, we consider the thin momentum shell with
0 < l 1,
b ≡ el ' 1 + l. (A.30)
Then, Eqs. (A.28) and (A.29) reduce to
r¯′ = (1 + 2l) (r¯ + 24u¯l − 6u¯r¯l) = r¯ + 24u¯l − 6u¯r¯l + 2r¯l +O(l2), (A.31)
u¯′ = (1 + l)
(
u¯− 36u¯2l) = u¯− 36u¯2l + u¯l. (A.32)
By writing
dr¯
dl
≡ lim
l→0
r¯′ − r¯
l
,
du¯
dl
≡ lim
l→0
u¯′ − u¯
l
, (A.33)
we obtain the RG equations,
dr¯
dl
= 2r¯ + 12u¯− 12r¯u¯, (A.34)
du¯
dl
= u¯− 36u¯2, (A.35)
which give Eqs. (3.41) and (3.42).
A.2 Wilson-Fisher fixed point
We first assume r and u are order of  near the critical point. Then we
can neglect the last term in the right-hand side of Eq. (A.34) and any other
higher-order terms coming from the perturbation expansion of u. Since the
typical length scale disappear at the critical point, the RG invariance emerges
in the system. Therefore, we can set
dr¯
dl
=
du¯
dl
= 0, (A.36)
which yields two fixed-point solutions: one is the Gaussian fixed point:
r¯ = u¯ = 0, (A.37)
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and the other is the so-called Wilson-Fisher fixed point (we get Eq. (3.43)):
r¯ = − 
6
u¯ =

36
. (A.38)
This solution is consistent with the assumption at the beginning of this sub-
section. From the liner stability analysis, the Gaussian fixed point is unstable
with respect to u¯, whereas the Wilson-Fisher fixed point is stable [63].
A.3 Useful intergrals
∫ Λ
Λ/b
ddq
(2pi)d
1
q2
=
1
(2pi)d
∫
dθ
∫
dϕ1
∫
dϕ2...
∫ Λ
Λ/b
dqqd−3 sind−2 θ sind−3 ϕ1...
=
Λd−2
(2pi)d
∫
dθ
∫
dϕ1
∫
dϕ2...
∫ 1
1/b
dxxd−3 sind−2 θ sind−3 ϕ1...
' Λ
2−
(2pi)4
∫ pi
0
dθ sin2 θ
∫ pi
0
dϕ1 sinϕ1
∫ 2pi
0
dϕ2
∫ 1
1/b
dxx
=
Λ2−
8pi2
(
1− 1
b2
)
, (A.39)
∫ Λ
Λ/b
ddq
(2pi)d
1
q4
=
1
(2pi)d
∫
dθ
∫
dϕ1
∫
dϕ2...
∫ Λ
Λ/b
dqqd−5 sind−2 θ sind−3 ϕ1...
=
Λd−4
(2pi)d
∫
dθ
∫
dϕ1
∫
dϕ2...
∫ 1
1/b
dxxd−3 sind−2 θ sind−3 ϕ1...
' Λ
−
(2pi)4
∫ pi
0
dθ sin2 θ
∫ pi
0
dϕ1 sinϕ1
∫ 2pi
0
dϕ2
∫ 1
1/b
dx
1
x
=
Λ−
8pi2
ln b. (A.40)

Appendix B
Coupling to energy-momentum
densities
In Secs. 4.2 and 4.3, we have ignored the contributions of the energy and
momentum densities, ε and pi. In this appendix, we show that these con-
tributions do not affect the static and dynamic universality classes of the
high-density QCD critical point studied in Secs. 4.2 and 4.3. In particular,
we obtain the expression of the superfluid phonon in the presence of ε and
pi, Eq. (B.50), which will be mentioned in the discussion in Sec. 4.4.
B.1 Statics
Let us first consider the Ginzburg-Landau functional in terms of σ, nB, ε,
pi, and θ, up to the second-order expansion. Similarly to the argument
in Sec. 4.2, the time reversal symmetry T prohibits the mixing between
xi ≡ σ, nB, ε and pi, θ:
F [σ, nB, ε,pi, θ] = F [σ, nB, ε] + F [pi, θ]. (B.1)
The presence of mq and µB generally allows the mixing among σ, nB, and ε
in the T -even sector as
F [σ, nB, ε] =
1
2
∫
drxiβij(∇)xj, (B.2)
βij(∇) = Vij − vij∇2. (B.3)
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Here, the subscripts i, j are the shorthand notations for xi, xj, respectively.
The T -odd sector is given by
F [pi, θ] =
1
2
∫
dr
[
Vpipipi
2 + 2Vpiθpi ·∇θ + Vθθ(∇θ)2
]
. (B.4)
We call Vij, vij, Vpipi, Vpiθ, and Vθθ the Ginzburg-Landau parameters.
By completing the square, Eq. (B.4) can be written as
F [pi, θ] =
1
2
∫
dr
[
Vpipi(pi
′)2 + V ′θθ(∇θ)2
]
, (B.5)
where pi′ ≡ pi+Vpiθ∇θ/Vpipi and V ′θθ ≡ Vθθ−V 2piθ/Vpipi. We assume V ′θθ > 0 and
redefine pi′ and V ′θθ as pi and Vθθ for simplicity in the following caluculation.
In a similar manner to Eq. (4.3) when the ε and pi are absent, the corre-
lation length ξ is defined from the correlation function of σ. The form of the
correlation function (4.5) can be generalized into
ξ ∼ (detV )− 12 (B.6)
in the present case with V being the 3×3 matrix in xi ≡ σ, nB, ε space. Thus,
the critical point is characterized by the condition, detV = 0, analogously to
the condition ∆ = 0 in Eq. (4.5). At the critical point, only one of the linear
combinations of σ, nB, and ε becomes massless. This number of the gapless
mode is the same as that in the absence of the ε and pi as we discussed around
Eq. (4.8), the static universality class remains the same as that of Sec. 4.2.
We define the generalized susceptibilities,
χij ≡
δ〈xi〉Xj
δXj
∣∣∣∣
Xj=0
, (B.7)
where 〈xi〉Xj is the the expectation value of xi in the same definition of
Eq. (3.2) except for the replacement βF → βF +
∫
drxjXj (where the
summation over the index j is not implied). Here, Xε ≡ −β, Xn ≡ βµB, and
Xσ ≡ βmq with β denotes the inverse temperature. Here and from now on,
we omit the subscript of nB when nB is in the subscript of some character,
e.g., Xn rather than XnB . One can show the following relation between χij
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and Vij
χεε =
1
V 〈ε
2〉q→0 = T (V −1)εε , (B.8)
χεn =
1
V 〈εnB〉q→0 = T (V
−1)εn , (B.9)
χnn =
1
V 〈n
2
B〉q→0 = T (V −1)nn , (B.10)
where (V −1)ij denotes the (i, j) component of the inverse matrix of V . Since
(V −1)ij ∝ (detV )−1, one finds
χεε ∼ χεn ∼ χnn ∼ ξ2−η, (B.11)
which can be regard as a generalization of Eq. (4.6).
B.2 Dynamics
B.2.1 Full Langevin equations
We next construct the Langevin equations of the full hydrodynamic variables
xi = σ, nB, ε and pi, θ. The Langevin equations read
∂xi
∂t
= −γij(∇) δF
δxj
−
∫
V
[x˜i,pi] · δF
δpi
−
∫
V
[x˜i, θ]
δF
δθ
+ ξi, (B.12)
∂pi
∂t
= Γpipi∇∇ · δF
δpi
+ Γ′pipi∇2
δF
δpi
− Γpiθ∇δF
δθ
−
∫
V
[pi, x˜i]
δF
δxi
+ ξpi, (B.13)
∂θ
∂t
= −Γpiθ∇ · δF
δpi
− Γθθ δF
δθ
−
∫
V
[θ, x˜i]
δF
δxi
+ ξθ, (B.14)
where we use the shorthand notation of the integrals, Eq. (4.12). Summation
over repeated indices i, j is also understood. Here
γij(∇) ≡
 Γσσ −Γσn∇2 −Γσε∇2−Γσn∇2 −Γnn∇2 −Γnε∇2
−Γσε∇2 −Γnε∇2 −Γεε∇2
 , (B.15)
Γab (a, b = xi, pi, θ), and Γ
′
pipi are the kinetic coefficients. We also define the
net variables σ˜ ≡ q¯q, n˜B ≡ q¯γ0q, and ε˜ ≡ T 00. On the other hand, we note
again that σ = σ˜ − σeq, nB = n˜B − (nB)eq, ε ≡ ε˜ − εeq are the fluctuations
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around the equilibrium values σeq, (nB)eq, and εeq. The noise terms ξi, ξpi,
and ξθ above are not important in the following calculation. In order to write
down the above Langevin equations, we use the momentum conservation law
and the Onsager’s principle, similarly to the derivation in Sec. 3.3.2.
We postulate the following Poisson brackets, in addition to Eqs. (4.17),
[pi(r), σ˜(r′)] = σ˜(r′)∇δ(r − r′), (B.16)
[pi(r), n˜B(r
′)] = n˜B(r′)∇δ(r − r′), (B.17)
[pi(r), s˜(r′)] = s˜(r′)∇δ(r − r′), (B.18)
[θ(r), s˜(r′)] = 0, (B.19)
where s˜(r) denotes the entropy density. The Poisson brackets concerning
ε˜(r) can be derived as
[pi(r), ε˜(r′)] = (T s˜(r) + µBn˜B(r))∇δ(r − r′), (B.20)
[θ(r), ε˜(r′)] = µBδ(r − r′). (B.21)
Here, we used the thermodynamic relation dε = Tds + µBdnB and the defi-
nition of the Poisson brackets [pi(r), y˜i(r
′)] ≡ δy˜i(r′)/δu(r) for y˜i ≡ n˜B, s˜, ε˜,
with u(r) being the infinitesimal translation of the coordinate, r → r+u(r).
(See, e.g., Ref. [78] for the details of the Poisson brackets.)
We consider the small fluctuations of variables around the equilibrium
values, σ(r) = σ˜(r) − σeq, nB(r) = n˜B(r) − (nB)eq, and s(r) = s˜(r) −
seq. Then, the linearized Langevin equations neglecting the higher order
fluctuations become:
∂σ
∂t
= − (ΓσσVσi − Γσjvji∇2)xi − σeqVpipi∇ · pi, (B.22)
∂nB
∂t
= Γnjvji∇2xi − (nB)eqVpipi∇ · pi − Vθθ∇2θ, (B.23)
∂ε
∂t
= Γεjvji∇2xi − weqVθθ∇ · pi − µVθθ∇2θ, (B.24)
∂pi
∂t
= − [σeqVσi + (nB)eqVni + weqVεi]∇xi + ΓpipiVpipi∇∇ · pi + Γ′pipiVpipi∇2pi,
(B.25)
∂θ
∂t
= − [(Vni + µBVεi)− (vn + µBvεi)∇2]xi − ΓpiθVpipi∇ · pi + ΓθθVθθ∇2θ,
(B.26)
where weq = Tseq + µB(nB)eq.
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B.2.2 Decomposition of momentum density
In this section, we decompose the momentum density pii into the longitudinal
and transverse parts with respect to momentum q in (t, q) space,
pii = piiL + pi
i
T, pi
i
L = (PL)
ijpij, piiT = (PT)
ijpij, (B.27)
where PL,T are the longitudinal and transverse projection operators defined
by
(PL)
ij ≡ q
iqj
|q|2 , (PT)
ij ≡ δij − q
iqj
|q|2 . (B.28)
In the following calculation, we show that the dynamics of piiT is decoupled
from that of the other hydrodynamic variables. We first write the linearized
Langevin equations (B.22)–(B.26) to the leading order of q, formally as
∂xk
∂t
= Axk(q · pi) + f(xk, θ) , (B.29)
∂pi
∂t
= Apiq(q · pi) +Bpi|q|2pi + qg(xk) , (B.30)
∂θ
∂t
= Aθ(q · pi) + h(xk, θ) , (B.31)
where f(xk, θ), g(xk) and h(xk, θ) are some functions which may involve
xk and θ, but not involve pi. The coefficients Axk , Api, Aθ, and Bpi are
the parameters which depend on the Ginzburg-Landau parameters Vij, vij,
kinetic coefficients, and equilibrium values of the thermodynamic quantities.
The explicit forms of these functions (f , g, and h) and the coefficients (Axk ,
Api, Aθ, and Bpi) are not important for our purpose. By using piL,T, we can
write Eqs. (B.29)–(B.31) into
∂xk
∂t
= Axk(q · piL) + f(xk, θ) , (B.32)
∂piL
∂t
= (Api +Bpi)|q|2piL + qg(xk) , (B.33)
∂piT
∂t
= Bpi|q|2piT , (B.34)
∂θ
∂t
= Aθ(q · piL) + h(xk, θ) . (B.35)
One can confirm that the dynamics of piiL and pi
i
T are decoupled from each
other at the mean-field level.
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B.2.3 Hydrodynamic modes
Thanks to the decomposition in the previous section, we can readily obtain
the hydrodynamic mode for piT ,(
iω −Bpiq2
)
piT = 0, Bpi = Γ
′
pipiVpipi, (B.36)
which is a diffusion mode.
The other Langevin equations which involve piL (but not piT) can be
expressed in the form of the matrix equation,
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MEM

σ
nB
ε
piL
θ
 = 0 , (B.37)
where
MEM
≡

iω − Aσσ − aσσq2 −Aσn − aσnq2 −Aσε − aσεq2 −iaσpiq 0
−anσq2 iω − annq2 −anεq2 −ianpiq −anθq2
−aεσq2 −aεnq2 iω − aεεq2 −iaεpiq −aεθq2
−iapiσq −iapinq −iapiεq iω − apipiq2 0
−Aθσ − aθσq2 −Aθn − aθnq2 −Aθε − aθεq2 −iaθpiq iω − aθθq2
 .
(B.38)
Here Aab and aab are the parameters depending on Vij, vij, kinetic coefficients,
and thermodynamic quantities. Note here that Aab, aab are not symmetric
with respect to a and b. The eigenfrequencies of Eq. (B.37) can be found
from detM = 0, which yields
ω5 + i
(
Aσσ + g4q
2
)
ω4 − [g3q2 +O(q4)]ω3 − i [g2q2 +O(q4)]ω2
+
[
g1q
4 +O(q6)
]
ω + i
[
g0q
4 +O(q6)
]
= 0, (B.39)
where g0, ..., g4 are some functions of Aab and aab. Among others, we give
the explicit expressions only for Aσσ, g2, and g0 which will be used in the
following arguments,
Aσσ ≡ Γσσ, (B.40)
g2 ≡ Γσσ
[
(nB)
2
eqVpipi + Vθθ
] ∣∣∣∣ Vσσ VσnVσn Vnn
∣∣∣∣
+ 2Γσσ [(nB)eqweqVpipi + µBVθθ]
∣∣∣∣ Vσσ VσnVσε Vnε
∣∣∣∣
+ Γσσ(w
2
eqVpipi + µ
2
BVθθ)
∣∣∣∣ Vσσ VσεVσε Vεε
∣∣∣∣ , (B.41)
g0 ≡ ΓσσVpipiVθθT 2s2eq detV. (B.42)
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Equation (B.39) can be factorized as[
ω + iAσσ + i
(
g4 − g3
Aσσ
+
g2
A2σσ
)
q2
]
×
[
ω − s+|q|+ it+
2
q2
] [
ω + s+|q|+ it+
2
q2
]
×
[
ω − s−|q|+ it−
2
q2
] [
ω + s−|q|+ it−
2
q2
]
= 0, (B.43)
where s± and t± satisfy
s2+ + s
2
− =
g2
Aσσ
, (B.44)
s2+s
2
− =
g0
Aσσ
, (B.45)
t+ + t− =
g3
Aσσ
− g2
A2σσ
, (B.46)
s2+t− + s
2
−t+ =
g1
Aσσ
− g0
A2σσ
. (B.47)
From Eq. (B.43), we finds the hydrodynamic modes of the system other
than the diffusion mode described by Eq. (B.36): one relaxation mode and
two pairs of phonons. The speeds of phonons s± can be obtained from the
solution of
s4 − g2
Aσσ
s2 +
g0
Aσσ
= 0. (B.48)
Note here that Eq. (B.42) shows that g0 → 0 when the critical point is
approached detV → 0. Therefore, near the critical point, we obtain
s2+ =
g2
Aσσ
− g0
g2
, s2− =
g0
g2
. (B.49)
B.2.4 Dynamic critical exponent
From the results above, we can show that one of the phonons with the speed
cs ≡ s− exhibits the critical slowing down. By using Eqs. (B.41) and (B.42),
together with Eqs. (B.8)–(B.10), we have
c2s =
VpipiVθθT
3s2eq
κnnχnn + 2κnεχnε + κεεχεε
, (B.50)
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where
κnn ≡ (nB)2eqVpipi + Vθθ, (B.51)
κnε ≡ (nB)eqweqVpipi + µBVθθ, (B.52)
κεε ≡ w2eqVpipi + µ2BVθθ . (B.53)
Using Eq. (B.11), Vpipi ∼ ξ0, and Vθθ ∼ ξ0 near the critical point, we obtain
c2s ∼ ξ−2+η. (B.54)
Comparing Eq. (B.54) with Eq. (4.35), we obtain the same dynamic critical
exponent z as that given by Eq. (4.37). Therefore, the dynamic universality
class remains the same as that without ε and pi in Sec. 3.3.2.

Appendix C
Calculation of the self-energies
and the vertex function
As we mentioned under Eq. (5.72), in this appendix, we evaluate the self-
energies of the order parameter, Σαβ(k, ω), and those of the conserved charge
densities, Πij(k, ω), to the first order of , namely at the one-loop level.
From these expressions, we can derive the recursion relations for the dynamic
parameters, Eqs. (5.75)–(5.78). In particular, we calculate Πij and derive
Eqs. (5.76)–(5.78) in Sec. C.1; we calculate Σαα and derive Eq. (5.75) in
Sec. C.2. We also evaluate the three-point vertex function used in Eq. (5.70)
at the one-loop level, and derive Eq. (5.79).
C.1 Self-energy Π
Let us begin with the self-energy for the conserved-charge densities, Πij(k, ω),
which corresponds to the diagrams with outgoing n˜i and ingoing nj. The
leading diagram is given by Fig. C.1. According to the Feynman rules on the
analytic translation of the diagrams of the (plane and wavy) lines and the
noise vortices (Fig. 5.1) and the interaction vortices (Fig. 5.2), summarized
in Sec. 5.2.2, we can calculate Fig. C.1 as
Πij(k, ω) =
∫
dω′
2pi
∫
ddp
(2pi)d
V 0i;αβ(k,p)G
0(k − p, ω − ω′)|G0(p, ω′)|22ΓV 0β;αj
=
∫
ddp
(2pi)d
Fij
{−iω + Γ[r + (k − p)2] + Γ(r + p2)}(r + p2) , (C.1)
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k ω
k ω −p − ω′
p ω′
k − p
ω − ω′
β
α
αi
j
Figure C.1: Diagram for Πij at one-loop level
where we defined Fij as the components of the following matrix:
F ≡
(
8γ2Γλk2 0
8iγ2CΓB · k −2g2[(k − p)2 − p2]/χ5
)
. (C.2)
From this expression of the self energy Πij, we can calculate its derivatives
which are required in the recursion relations (5.66)–(5.69) and the normal-
ization conditions (5.71) and (5.72).
It is easy to calculate the latter conditions. Because Πij(0, ω) = 0, the
normalization conditions (5.71) and (5.72) reduce to
c˜ = d− c, c˜5 = d− c5. (C.3)
Let us calculate the derivatives needed in the recursion relations (5.66)–
(5.69),
i
∂Π21(k, 0)
∂k
∣∣∣∣
k→0
= −4γ2CB
∫
ddp
(2pi)d
(
1
p4
+O()
)
= −γ
2CBΛ−
2pi2
ln b,
(C.4)
1
2
∂2Π11(k, 0)
∂k2
∣∣∣∣
k→0
= 4γ2λ
∫
ddp
(2pi)d
(
1
p4
+O()
)
=
γ2λΛ−
2pi2
ln b, (C.5)
where we carried out the integral over p in the shell Λ/b < |p| < Λ using the
standard formula in the dimensional regularization:∫
ddp
(2pi)d
1
p4
=
Λ−
8pi2
ln b. (C.6)
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We also compute
1
2
∂2Π22(k, 0)
∂k2
∣∣∣∣
k→0
=
g2
χ5Γ
∫
ddp
(2pi)d
(
cos 2θ
p4
+O()
)
= − g
2Λ−
16pi2χ5Γ
ln b,
(C.7)
where we parameterize p in the limit of d→ 4 by
(p1, p2, p3, p4) = p(cos θ, sin θ cosφ, sin θ sinφ cosϕ, sin θ sinφ sinϕ) (C.8)
with k = (1, 0, 0, 0) and use∫
ddp
(2pi)d
cos 2θ
p4
= − Λ
−
16pi2
ln b . (C.9)
Now it ie ready to rewrite the recursion relations (5.66)–(5.69). By using
Eqs. (C.3)–(C.5), and (C.7), we obtain
λl+1
χl+1
= bz−2
λl
χl
(1− 4vl ln b) , (C.10)
(λ5)l+1
(χ5)l+1
= bz−2
(λ5)l
(χ5)l
(
1 +
fl
2
ln b
)
, (C.11)
Cl+1
χl+1
= bz+c5−c−1
Cl
χl
(1− 4vl ln b) , (C.12)
Cl+1
(χ5)l+1
= bz+c−c5−1
Cl
(χ5)l
. (C.13)
Then, we can derive Eqs. (5.76)–(5.78) by using Eqs. (5.46), (5.47), and
(C.10)–(C.12).
C.2 Self-energy Σ
Next, let us evaluate the self-energy of the order parameter field φα, Σαβ(k, ω),
whose diagrams are shown in Fig. C.2,
Σαβ(k, ω) = Σ
(a)
αβ (k, ω) + Σ
(b)
αβ(k, ω), (C.14)
where Σ(a) and Σ(b) correspond to figures C.2(a) and C.2(b), respectively.
Similarly to the expression for Eq. (C.1), the diagonal (αα) components
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k ω β
k ω α
−p − ω′
p ω′
k − p
ω − ω′
i
γ
γ
j
(a)
k ω β
k ω α −p − ω′
p ω′
k − p
ω − ω′
i
l
γ
j
k
(b)
Figure C.2: Diagrams for Σαβ at one-loop level
used in the recursion relation (5.64) and the normalization condition (5.65)
are given by
Σ(a)αα(k, ω)
=
∫
dω′
2pi
∫
ddp
(2pi)d
V 0α;γiD
0
ij(k − p, ω − ω′)|G0(p, ω′)|22ΓVj;γα(k − p,−p)
= 4γ2Γ
∫
ddp
(2pi)d
λ(k − p)2[−iω + Γ(r + p)2 + λ5(k − p)2/χ5] + C2[B · (k − p)]2/χ5
(r + p2) det[D0(k − p, ω + iΓ(r + p2))]−1
+
g2
χ5
∫
ddp
(2pi)d
(p2 − k2)[−iω + Γ(r + p)2 + λ(k − p)2/χ]
(r + p2) det[D0(k − p, ω + iΓ(r + p2))]−1 , (C.15)
Σ(b)αα(k, ω)
=
∫
dω′
2pi
∫
ddp
(2pi)d
V 0α;γiG
0(k − p, ω − ω′)B0ij(p, ω′)Vγ;αj
= 8γ2Γ2
∫
dω′
2pi
∫
ddp
(2pi)d
λp2(ω′2 + κ5p2) + λ5(CB · p)2/χ25
| det[D0(p, ω′)]−1|2{−i(ω − ω′) + Γ[r + (k − p)2]}
− 2g
2
χ25
∫
dω′
2pi
∫
ddp
(2pi)d
λ5p
2(ω′2 + κp2) + λ(CB · p)2/χ2
| det[D0(p, ω′)]−1|2{−i(ω − ω′) + Γ[r + (k − p)2]} .
(C.16)
Note that we do not take a sum over α here.
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The integral over ω′ in Eq. (C.16) can be performed by closing contour
below and picking up the poles on a lower half plane,
det[D0(p, ω′)]−1 =
[−iω′ + κ+p2 + iΩ(p)] [−iω′ + κ+p2 − iΩ(p)] = 0,
(C.17)
where we defined
Ω(p) ≡
√
(CB · p)2
χχ5
− κ2−p4, κ± ≡
1
2
(
λ
χ
± λ5
χ5
)
. (C.18)
The result of the contour integral is given by
Σ(b)αα(k, ω) = −2γ2Γ2
∫
ddp
(2pi)d
(−λκ−p4 + (CB · p)2/χ5
iΩ(p)
K−(p,k)− λp2K+(p,k)
)
+
g2
2χ25
∫
ddp
(2pi)d
(
λ5κ−p4 + (CB · p)2/χ
iΩ(p)
K−(p,k)− λ5p2K+(p,k)
)
,
(C.19)
where we introduced
K±(p,k) ≡ 1
[κ+p2 + iΩ(p)][−iω + ∆+(p,k) + iΩ(p)]
± 1
[κ+p2 − iΩ(p)][−iω + ∆+(p,k)− iΩ(p)] , (C.20)
∆+(p,k) ≡ Γ[r + (k − p)2] + κ+p2. (C.21)
By using an identity,
det[D0(p, ω + iΓ[r + (k − p)2])]−1 = [−iω + ∆+(p,k)]2 + Ω(p)2, (C.22)
together with some straightforward calculations, we obtain
Σ(b)αα(k, ω) = 4γ
2χΓ2
∫
ddp
(2pi)d
−iω + λ5p2/χ5 + Γ[r + (k − p)2]
det[D0(p, ω + iΓ[r + (k − p)2])]−1
− g
2
χ5
∫
ddp
(2pi)d
−iω + λp2/χ+ Γ[r + (k − p)2]
det[D0(p, ω + iΓ[r + (k − p)2])]−1 . (C.23)
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Combining Eqs. (C.15) and (C.23), we find
Σαα(k, ω) = 4γ
2χΓ
∫
ddp
(2pi)d
Θ(p,k, 0)Θ5(p,k, ω) + [CB · (k − p)]2/(χχ5)
(r + p2)[Θ(p,k, ω)Θ5(p,k, ω) + (CB · p)2/(χχ5)]
− g
2
χ5
∫
ddp
(2pi)d
(r + k2)Θ(p,k, ω)
(r + p2)[Θ(p,k, ω)Θ5(p,k, ω) + (CB · p)2/(χχ5)] ,
(C.24)
where Θ(p,k, ω) and Θ5(p,k, ω) are defined by
Θ(p,k, ω) ≡ −iω + Γ(r + p2) + λ(k − p)2/χ, (C.25)
Θ5(p,k, ω) ≡ −iω + Γ(r + p2) + λ5(k − p)2/χ5. (C.26)
Note that Σ11 = Σ22 and the first term on the right-hand side of Eq. (C.24)
is independent of k when ω = 0. From the expression (C.24), we obtain
1
2
∂2Σαα(k, 0)
∂k2
∣∣∣∣
k→0
= − g
2
χ5
∫
ddp
(2pi)d
(
Θ(p,0, 0)
(r + p2)[Θ(p,0, 0)Θ5(p,0, 0) + (CB · p)2/(χχ5)] +O()
)
,
(C.27)
i
∂Σαα(0, ω)
∂ω
∣∣∣∣
ω→0
= −4γ2χΓ
∫
ddp
(2pi)d
Θ5(p,0, 0)
(r + p2){Θ(p,0, 0)Θ5(p,0, 0) + (CB · p)2/(χχ5)}
+
g2
χ5
∫
ddp
(2pi)d
r[Θ2(p,0, 0)− (CB · p)2/(χχ5)2]
(r + p2)[Θ(p,0, 0)Θ5(p,0, 0) + (CB · p)2/(χχ5)2]2 .
(C.28)
The O() terms in Eq. (C.27) proportional to r are irrelevant for the following
discussion. Let us carry out the integral over p in the shell Λ/b < |p| < Λ.
Setting B = (1, 0, 0, 0) and using the parameterization (C.8), we obtain
1
2Γ
∂2Σαα(k, 0)
∂k2
∣∣∣∣
k→0
= − 2f√
(1 + w)(1 + w5) + h2 +
√
(1 + w)(1 + w5)
√
1 + w
1 + w5
ln b, (C.29)
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where w, w5, h, f are defined in Eq. (5.73). In order to obtain Eq. (C.29),
we carry out the integral over θ by using the following formula (with a being
a real constant): ∫ pi
0
dθ
sin2 θ
a2 + cos2 θ
=
pi
a(
√
a2 + 1 + a2)
. (C.30)
To the leading order of , we can ignore the term proportional to r on the
right-hand side of (C.28). Then, by comparing Eqs. (C.27) and (C.28), we
can rewrite Eq. (C.28) as
i
∂Σαα(0, ω)
∂ω
∣∣∣∣
ω→0
= − 8vw√
(1 + w)(1 + w5) + h2 +
√
(1 + w)(1 + w5)
√
1 + w5
1 + w
ln b, (C.31)
where v is defined in Eq. (5.49). Using Eqs. (C.29) and (C.31), Eqs. (5.64)
and (5.65) become
Γl+1 = Γl (1 + flXl ln b) b
d+z−a˜−a−2, (C.32)
1 = (1 + 4vlwlX
′
l ln b) b
d−a˜−a, (C.33)
respectively, where X and X ′ are defined in Eq. (5.74). By substituting
Eq. (C.33) into Eq. (C.32), we finally arrive at Eq. (5.75).
C.3 Vertex function V
The lowest-order diagrams for Vα;βi are depicted in Fig. C.3. We find that
these diagrams with α 6= β and i = 2 satisfy the following identity in the
limit k1,k2 → 0 and ω1, ω2 → 0:
Vα;β2(0,0, 0, 0) = −igεαβ
χ5
∂Σγγ(0, ω)
∂ω
∣∣∣∣
ω→0
. (C.34)
Note that the contribution from Fig. C.3(d) vanishes as long as α 6= β.
By substituting Eqs. (C.34), (5.47), and (5.65) into Eq. (5.70), we obtain
Eq. (5.79). In particular, the loop correction of the interaction vortex,
Eq. (C.34), is canceled by the response-field scaling factor which includes
the loop correction originating from Eq. (5.65).
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k1 ω1 β
k3 ω3 α
−p − ω′p ω′
k3 − p
ω3 − ω′
j
γ
γ
k
k2 ω2
i
δ
(a)
k1 ω1 β
k3 ω3 α
−p − ω′
k2 + p
k1 − p
ω1 − ω′
j
γ δ
k
k2 ω2
i
δ
ω2 + ω
′
(b)
k1 ω1 βk3 ω3 α
−p − ω′p ω′
k3 − p
ω3 − ω′
j
γ δ
m
k2 ω2
i
k
l
(c)
k2 ω2
k3 ω3 α −p − ω′
p ω′
γ
ik1 ω1 β
γδ
(d)
Figure C.3: Diagrams for Vα;βi at one-loop level
Instead of showing Eq. (C.34) from the explicit calculation as we car-
ried out in Secs. C.1 and C.2, we show Eq. (C.34) as a consequence of the
symmetry algebra. Our derivation is similar to that of Ref. [79] (see its sec-
tion III. A), where the Ward-Takahashi identity for O(N) symmetric systems
is derived. We shall begin with the generating functional,
Z[˜, j, µ˜5, µ5] ≡
〈
exp
∫
dt
∫
dr
(
˜αφ˜α + jαφα + µ˜5n˜5 + µ5n5
)〉
. (C.35)
Here, ˜α, jα, µ˜5, and µ5 are the external fields of φ˜α, φα, n˜5 and n5, respec-
tively. We define
Φ˜α ≡ δ lnZ
δ˜α
, Φα ≡ δ lnZ
δjα
, N˜5 ≡ δ lnZ
δµ˜5
, N5 ≡ δ lnZ
δµ5
, (C.36)
which reduce to the expectation values of φ˜α, φα, n˜5 and n5, respectively,
when the external fields are set to zero. We also define the effective actions
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by the Legendre transformations of Eq. (C.36):
W [Φ˜,Φ, µ˜5, µ5] ≡ − lnZ[˜, j, µ˜5, µ5] +
∫
dt
∫
dr
(
˜αΦ˜α + jαΦα
)
, (C.37)
Γ[Φ˜,Φ, N˜5, N5] ≡ W [Φ˜,Φ, µ˜5, µ5] +
∫
dt
∫
dr
(
µ˜5N˜5 + µ5N5
)
. (C.38)
One can show the following identities which will be used later (see, e.g.,
Sec. 4. 4 of Ref. [66] for the derivations):
δW
δΦα
=
δΓ
δΦα
= jα,
δΓ
δN5
= µ5, (C.39)
δ2Γ
δΦ˜α(k, ω)δΦβ(k, ω)
= G−1αβ(−k,−ω), (C.40)
δ2Γ
δΦαδΦβ
=
δ2Γ
δΦαδN5
= 0, (C.41)
δ3Γ
δN5δΦ˜αδΦβ
= Vα;β2. (C.42)
Here, note that Vα;β2 in Eq. (C.42) satisfies Eq. (5.39).
We use the condition that W [Φ˜,Φ, µ˜5, µ5] is invariant under the U(1)
τ3
A
transformation defined in Eq. (5.6). Note that W [Φ˜,Φ, µ˜5, µ5] is a functional
of µ5, and changing µ5 corresponds to the U(1)
τ3
A transformation, because n5
is its generator. Let us consider the variation of µ5 at t = 0, δµ5 = ϑµ5 with
ϑ being a small parameter. Then, the free energy (5.15) has an additional
contribution,
δF =
∫
dr n5δµ5. (C.43)
By using the reversible term of Eq. (5.12), an infinitesimal U(1)τ
3
A transfor-
mation can be written as
δΦα = g
∫ t
0
dt′εαβΦβδµ5 = ϑgεαβΦβµ5t. (C.44)
By applying Eq. (C.44) to W [Φ˜,Φ, µ˜5, µ5], we obtain its variation as
δW = ϑ
∫
dt
∫
dr µ5
[
δW
δµ5
+ gεαβt
δW
δΦα
Φβ
]
(C.45)
= ϑ
∫
dt
∫
dr
δΓ
δN5
[
N5 + gεαβt
δΓ
δΦα
Φβ
]
, (C.46)
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where we use Eq. (C.39). Therefore, invariance of W [Φ˜,Φ, µ˜5, µ5] leads to
δΓ
δN5
[
N5 + gεαβt
δΓ
δΦα
Φβ
]
= 0. (C.47)
By taking a variation of this equation with respect to Φ˜α and Φβ, we obtain
δ3Γ
δN5δΦ˜αδΦβ
N5 = −gεγβt
(
µ5
δ2Γ
δΦ˜αδΦγ
+ jγ
δ2Γ
δN5δΦ˜α
)
, (C.48)
where we use Eqs. (C.39) and (C.41). We take the functional derivative
of Eq. (C.48) with respect to µ5 and set all the external fields to zero. In
frequency space, we obtain,
δ3Γ
δN5δΦ˜αδΦβ
= −igεγβ
χ5
∂
∂ω
δ2Γ
δΦ˜αδΦγ
∣∣∣∣∣
ω→0
=
gεγβ
χ5
(
1− i ∂Σαγ(0, ω)
∂ω
∣∣∣∣
ω→0
)
.
(C.49)
Here, we use χ5 = δN5/δµ5 and Eqs. (C.40) and (5.37). By using Eqs. (C.42),
(5.35) and (5.39), we finally arrive at Eq. (C.34) when α 6= β. Note here that
one can write εγβΣαγ = εαβΣ11 (for α 6= β) by using Σ11 = Σ22, which can
be shown from Eq. (C.24).
Appendix D
Linear-stability analysis on the
fixed points (iii) and (iv)
We here show that the parameter region that leads to the fixed point (iv)
under RG is much larger than (iii) within the linear-stability analysis around
the fixed point (i). Let us look at the full propagator of the conserved fields,
Dij = D¯ij(w, h) as a function of two relevant parameters w and h, which is
transformed under the rescaling as
D¯ij(w, h) ∼ D¯ij(lyww, lyhh). (D.1)
Here, we assume that w and h are scaled by the eigenvalues yw ≡ 7/10, yh ≡
1− /4 obtained in Eq. (5.97), and we omit the overall factor. When the RG
flow approaches l ∼ h−1/yh , D¯ij becomes a function of wh−ϕ with ϕ ≡ yw/yh
being the crossover exponent. Then, D¯ij behaves differently depending on
whether wh−ϕ  1 or wh−ϕ  1: in the former region, we see the behavior of
the fixed point (iii); in the latter region, we see the behavior of the fixed point
(iv). Since ϕ = O() and w  1 near the fixed point (i), the latter parameter
region is much larger than the former. Note also that these two regions
should be continuously connected and the crossover between the fixed point
(iii) and (iv) takes place. The right-hand side of the original RG equations
(5.84)–(5.87) are smooth functions of all the parameters, unless w and h are
simultaneously infinity.
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