Introduction
In contrast to multiple-choice (MC) questions, constructed-response (CR) questions require students to write their own answer and allow students to express and support their ideas in response to the text. By doing so, students can demonstrate a range of abilities: describing interpretations, explaining personal reactions, generating conclusions, or supporting critical evaluations. However, the scoring of these CR items is expensive, time-consuming, and adds potential measurement error to test results due to inconsistencies in the scoring process.
This study examined the possibility of automatically scoring short-answer CR questions for the GRE ® Subject Tests, which are currently composed solely of MC questions. These tests assess knowledge of a specific subject area acquired over time in many undergraduate courses.
Validity studies have consistently shown GRE Subject Test scores to be better predictors of success in graduate school than are GRE General Test scores (see, for example, Briel, O'Neill, & Scheuneman, 1993; Kuncel, Hezlett, & Ones, 2000) .
On the other hand, the Subject Tests have sometimes been criticized for measuring only superficial knowledge of a discipline, rather than a deep understanding of subject area (e.g., Glanz, 1996) . The question in Figure 1 , which appears in the GRE Psychology Test Practice Book (2001) , calls for an explanation of a phenomenon. However, in the context of an MC question the recognition task is strongly influenced by the alternatives and the relations among them. Consequently, performance may be influenced by general knowledge or reasoning skills.
An alternative CR task could ask the student to explain this phenomenon without the explicit guidance of alternatives, and thus could be more informative about the student's knowledge of the subject area.
Scoring these CR alternatives to subject area questions is a challenge even for human raters. In this study we used the c-rater™ (Leacock & Chodorow, 2003) automated scoring engine to analyze and score responses to these questions. Developed by ETS, c-rater is a scoring engine designed to evaluate short-answer CRs to questions that measure understanding of instructional content. C-rater differs from essay scoring systems like e-rater ® (Attali & Burstein, 2006) in several fundamental ways. One is that c-rater's primary task is to recognize paraphrase or equivalent meaning, whereas e-rater's main goal is to analyze the quality of the structure and form of the essay. Another difference is that c-rater scoring is based on a model of the correct answer that is created by content experts for each specific question. C-rater attempts to map student responses onto the experts' models in order to determine their correctness or adequacy.
E-rater scoring, on the other hand, can be based on a generic model of writing that is applied to any prompt that belongs to an assessment.
An observer looks directly at an object under a low level of illumination and the object is not seen. However, when the observer's eyes are shifted slightly so that the object is in peripheral vision, the object becomes visible because (A) the rods are more sensitive to light than are the cones (B) the cones are more sensitive to light than are the rods (C) the cones enable greater acuity than do the rods (D) visual acuity is better in foveal vision (E) visual acuity is better in peripheral vision A c-rater item model can specify several related concepts that the student response should include in order to be viewed as complete. For example, the expert model could include the following information about photoreceptors: there are two kinds of photoreceptors; they are located on the retina; their names are cones and rods; cones are primarily located on the center part of the retina; rods are located on the peripheral part of the retina; rods are more sensitive to light than cones; cones are more sensitive to color than rods; in poor light conditions visual acuity is better in peripheral vision.
C-rater will identify the presence of each concept that is included in the student response.
The item model can also include concepts that should not appear in the response. Scoring of the response can be guided by a complex set of rules about the appearance or absence of any concept in the model. C-rater has been used in two studies to score CR reading comprehension items (Leacock & Chodorow, 2003) . In both a National Assessment of Educational Progress (NAEP) study and a statewide assessment in Indiana, c-rater agreed with human raters about 84% of the time. A related study for automatically scoring analytical reasoning tasks was done by Kaplan and Bennett (1994) . The study explored the potential of using an automated tool for the formulatinghypotheses item type. In this item, the student is presented with a situation and asked to generate explanations for it. In this study, correlations between program and human rater item scores ranged from .89 to .97.
In these studies, automated scoring was performed in batch mode following the administration. In this study, c-rater was applied for the first time immediately after participants submitted their responses. With on-the-fly scoring, it was possible to provide immediate feedback on the correctness of responses according to their coverage of the model answer. For responses that covered only some of the key concepts in the model answer, appropriate feedback was provided that indicated to students their answer was not complete (see the appendixes for example questions and models). When a response was not awarded full credit (either partial or no credit), a second attempt was allowed and participants were encouraged to correct their answer.
A fundamental question in this study concerns the quality of automated scoring with crater. To answer this question, all student responses were subsequently scored by two human raters and the agreement between human raters as well as between human and machine ratings was analyzed. This question is the focus of this report.
A separate report (Attali & Powers, 2008) focuses on the feedback and revision manipulation and addresses whether participants were able to correct their initial answers following c-rater's feedback, whether the reliability of the revised scores were higher than the reliability of the scores based on initial answers, and whether the correlations of the revised scores with the GRE Subject Test scores were higher than the correlation of the initial scores. Similarly, 20 open-ended psychology questions were also adapted. The questions were selected on the basis of an intuitive evaluation of their suitability for c-rater analysis and a desire to cover a wide range of subtopics from the original test.
Method

Participants
In order to collect possible answers for c-rater model building, a pilot was conducted in C-rater model building proceeded by first developing, for each question, a scoring and feedback model that specified feedback categories (and accompanying feedback text) that would be presented for each response, and how these feedback categories would be mapped into scoring categories of full, partial, and no credit (see the appendixes for examples). For all but four psychology questions a partial credit scoring category was included. Since the number of real responses available was small the c-rater feedback models were not based solely on existing responses. Test developers also tried to anticipate future responses based on their expertise in the field.
After these feedback and scoring models were completed the available responses were scored according to these models and were used in the development of the c-rater scoring models. Again, because of the small number of available responses, some of the c-rater feedback categories were not presented in the existing set of responses. The c-rater models were developed on the basis of all available responses, and no validation set of responses was used in the development process. This feature is also unusual in c-rater procedures.
In the process of c-rater model building it became clear that limitations of the c-rater scoring engine would not enable c-rater scoring for one biology question and three psychology questions. Consequently the two final test forms included 11 biology and 11 psychology questions.
Procedure
These items were administered to registered GRE applicants 1 to 2 weeks before their operational test. The study used a Web-based delivery system that allowed participants to take the test from any Internet-connected computer. The students used their Web browser to navigate to a login page that was included in the invitation letter. After reading an initial introduction and general instructions page, the students answered the 11 questions in their form in a fixed order.
When a student submitted his or her answer to a question, the c-rater engine analyzed the response and assigned it to a feedback category. The corresponding feedback text was then presented to the student. If the response was categorized as incomplete (less than full credit) the student was asked to revise the answer and submit it again. This revised response was analyzed in the same way and feedback was provided again, but without further opportunities to revise the answer. This process was repeated for each of the 11 questions. Following the test, the participants were asked several questions about their attitude towards these CR items and about their level of confidence in guessing answers to MC questions. Finally, a report with the student's final answers and model answers for each question was presented to the student.
After test administration ended, all participant responses were submitted to human expert evaluation. The two pairs of test developers (one pair for each subject area) who were involved in the c-rater model development independently assigned feedback categories to each response.
These feedback (and credit score) assignments were used to compare human and machine scoring.
Results
The results section starts with an analysis of human and machine agreement at the level of feedback categories. This level of analysis is more detailed than the score level, since several feedback categories could be assigned the same score, but it is important in a diagnostic application of c-rater. Next, the human and machine agreement at the level of credit scores is analyzed, followed by an analysis at the test level (reliability and GRE correlations). This section concludes with an analysis of participant attitudes and response length.
Analysis of Feedback Categories
The Biology scoring models provided more detailed feedback than the Psychology models. Table 1 shows that, for Psychology models, the average number of different feedback categories was just over one per credit level. For Biology models it was 2 for partial credit and almost 3 for no credit.
Tables 2-3 present agreement results for human and automated scoring (first attempt only) with regard to feedback categories. Exact agreement between H1 and H2 is presented as reference and the kappa between all three pairs of raters are compared. Note. N = 331. H = human-scored, CR= c-rater-scored.
The tables show that the human-human agreement is lower for biology questions (an average kappa of .76 compared to .89 for psychology questions), maybe due to the higher number of feedback categories for biology questions. However, following Landis and Koch's (1977) Note. N = 640. H = human-scored, CR= c-rater-scored.
Analysis of Credit Scores
In addition to the feedback that was provided for every response, all responses were awarded full, partial, or no credit. In the following analyses of credit scores, full credit was interpreted as a full point, partial credit as half a point, and no credit as 0 points. Tables 4-5 present descriptive statistics about the first attempt credit scores. The first three columns show the mean and, in parentheses, SD of the human scores (H1 and H2) and the automated c-rater scores (CR). The last columns show the weighted kappa (κ w ) results between the three pairs of scores. The weighting in the computation of kappa was linear, as suggested by Cicchetti and Allison (1971) .
Results from the mean and SD columns of Tables 4-5 suggest that the automated scores are slightly lower than the human scores, by .04-.07 overall for biology and by .01-.02 overall for psychology. The effect sizes (d) for these differences are mostly small (.2-.5 of the standard deviation of scores, see Cohen, 1988) or insignificant (smaller than .2 of the standard deviation of scores). The kappa values for credit scores are in general higher than those for feedback categories and the pattern of results between raters and subject area is similar for feedback and credit scores.
Score Revision
An important question in the context of this study is to what extent participants can correct their previous incorrect answers in response to the feedback they received. This question is explored more fully in the companion report (Attali & Powers, 2008) , whereas in this report we focus on the relation between human and machine scores for revised responses. Therefore, Table 6 shows only a summary of the success of participants in revising their initial, less-than-full-credit scores. It shows that out of the cases where participants did not receive full credit in their first attempt, around 80% took advantage of the second attempt to revise their answer. In the cases where no credit was given in the first attempt, 27% (in biology) and 16% (in psychology) improved their scores. In the cases where partial credit was given in the first attempt, around 23% improved their scores but for around 10% the revised score was lowered.
Although Tables 2-5 showed that the agreement between automated and human scores was relatively high for first attempt responses, it is interesting to compare the human and machine scores of revised answers. Tables 7-8 cases where the two human raters gave full credit to the first answer of a respondent, whereas crater did not give full credit to this answer. Consequently, the respondent was asked to revise his or her answer. The question is how many of these (presumably) erroneous cases resulted in a revised answer that was judged by the human raters to deserve less than full credit, thus weakening a previously correct answer. Note. H = human-scored, CR= c-rater-scored. Note. H = human-scored, CR= c-rater-scored.
For biology, out of 3,641 first answers, 207 (5.7%) were awarded full credit by both human raters but less than full credit by c-rater. Out of these 207 cases, 50 (24%) of the second answers were awarded less than full credit by at least one of the human raters. Overall, these 50 cases constitute 1.4% of all first answers. For psychology, out of 7,040 first answers, 230 (3.3%) were awarded full credit by both human raters but less than full credit by c-rater. Out of these 230 cases, 50 (22%) of the second answers were awarded less than full credit by at least one of the human raters. Overall, these 50 cases constitute 0.7% of all first answers. Overall, about 1% of all first answers resulted in unnecessarily asking the respondent to correct their answer, and the correction seemed to harm the initial answer to some degree.
Score Reliabilities and GRE Correlations
This section compares the study score reliabilities and correlations with GRE Subject
Test scores between human and machine scores. The automated scores that are analyzed are based on the first answer, last answer, and highest score across the one or two attempts.
Obviously, if the first answer received full credit the first, last, and highest scores are the same for this question. Otherwise, the last-answer score will be equal to the score in the second attempt, and the highest-answer score will equal the highest of the two. Table 9 shows that Cronbach's coefficient alpha estimates of reliability for the first answer automated scores are lower than the human score reliabilities for both tests, but not significantly different than the human reliabilities. However, last-answer (for biology) and highest-answer (for both tests) score reliabilities are significantly higher than human score reliabilities. The comparison of human and machine correlations with GRE scores shows that in all cases the machine correlations are lower, but only the first-answer biology correlation is significantly different than the human correlation. 
Examinee Attitudes
The first six questions in the post-test questionnaire referred to student attitudes towards the different test formats. The first survey question was "Was it helpful to know, before you answered a question, that you were going to get feedback on your answer?" The response options were definitely yes, probably yes, not sure, probably no, and definitely no. The relative distribution of responses was 49%, 38%, 5%, 6%, and 2%, respectively, showing that respondents clearly felt knowing they were getting feedback was helpful. Most participants also thought the feedback helped in correcting initial answers "to some degree" (66%) or "considerably" (11%), whereas only 23% thought "it did not help at all."
Nevertheless, when asked how many times they felt the feedback was incorrect only 15%
answered feedback was always correct. split about the perceived fairness of these two formats.
Length of Responses
The purpose of this section is to analyze the relation between response length, measured here as number of words, and response score. Response length is a very important predictor of scores in the context of essay writing, and it is interesting to compare its importance to the context of short questions that are content based.
Response lengths for the first attempts were, overall, slightly lower in psychology (M = 14.2, SD = 15.8) than in biology (M = 17.2, SD = 15.2). The overall correlation between credit scores (first attempt only), both human and machine, and response length was computed for each subject area. For biology the correlations were .21, .19, and .22 for c-rater, the first human rater, and the second human rater. For psychology the correlations were .13, .10, and .12 for c-rater, the first human rater, and the second human rater. These results suggest that there is an overall positive relation between response length and scores, although the relation is not particularly strong. They also show that the c-rater scores are not more highly correlated with response length than human scores.
The purpose of the second analysis was to see whether the average response length for an item is related to the score-length correlation that was observed in a general way. Figure 2 is a scatter plot, for the 22 items, of the item-level score-length correlation (with a median of .24) against the item-level average response length (with a median of 15 words). The figure shows that higher score-length correlations are associated with items that elicited longer responses.
Summary
The feasibility of employing the c-rater engine for scoring responses on-the-fly was evaluated in this study. The types of questions that were used in this study, open-ended variants of Subject Test MC questions in biology and psychology, are a good fit for the c-rater engine.
They have a strong content basis, focus on a limited set of concepts, and require a short answer of 1-3 sentences. On the other hand, the limited number of training responses for the development of c-rater models (around 60 and 100 for biology and psychology, respectively) was a concern for the quality of models. Nevertheless, c-rater scoring was, overall, successful in both subject areas. Both for assignment of feedback categories and for credit scores (full, partial, or no credit), the kappa agreement values between human and machine assignments were lower than the agreement between two human raters. The differences were more pronounced for biology questions (around .15-.20 points) than for psychology questions (around .10), but in general agreement was higher for psychology questions. Despite these differences, the agreement between human and machine assignments across questions represented at least fair to good agreement.
Another indication that machine scoring did not deteriorate the quality of scores in a significant way comes from the test reliability and GRE correlation analysis. For both tests, the test reliability of first attempt scores based on machine scoring was not significantly different than reliability based on human scoring. And only for the biology test, the GRE correlation of first attempt c-rater scores was significantly lower than the correlation with human scores.
Moreover, when taking into account revised scores, the c-rater test reliabilities were significantly higher than the human reliabilities. This is significant because only through automated scoring is it possible to provide immediate feedback and elicit revised answers that would increase the reliability of scores in this way.
Although most respondents felt that automated feedback was not always accurate, most also felt that, overall, it was helpful to know that feedback will be provided, and that feedback helped correct mistakes. As a matter of fact, most respondents (around 80%) also chose to revise their answers following feedback that suggested so. This is another indication that, overall, automated scoring was successful.
Finally, another encouraging result was the rather low correlations (with a median of .24 across all questions) between response length and both human and machine scores. The analysis also confirmed that questions that are associated with longer responses also tend to produce higher correlations between response length and scores.
In conclusion, although the c-rater engine is not suitable to score just any question and its use requires a considerable effort in modeling responses, the use of c-rater was generally successful in this study. 
CR Version
Describe how colchirine acts to produce artificial polyploids in plants.
Model CR Answer
Colchicine prevents microtubules from forming correctly. Since microtubules play important roles in chromosome separation during meiosis, if colchicine is introduced to plant cells undergoing meiosis, chromosomes might not separate and polyploids, or offsprings with too many sets of chromosomes, could result.
Full Credit Feedback
You have provided a correct answer.
No Credit Feedback
You have not provided a correct or sufficient response.
Partial Credit Feedback
If response only mentions the prevention of chromosome separation and/or stops in mitosis or meiosis, feedback reads:
You have described some of the effects of colchicine addition, but you have not described how it specifically acts to produce artificial polyploids.
If response only mentions that colchicine inhibits microtubules/spindle, feedback reads:
You have described an action of colchicine, but you have not described how this action produces artificial polyploids.
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