A finite difference lattice Boltzmann method based on the Bhatnagar-Gross-Krook-type modeled Boltzmann equation is proposed. The method relies on a different lattice equilibrium particle distribution function and the use of a splitting method to solve the modeled lattice Boltzmann equation. The splitting technique permits the boundary conditions for the lattice Boltzmann equation to be set as conveniently as those required for the finite difference solution of the Navier-Stokes equations. It is shown that the compressible Navier-Stokes equation can be recovered fully from this approach; however, the formulation requires the solution of a Poisson equation governing a secondorder tensor. Thus constructed, the method has no arbitrary constants. The proposed method is used to simulate thermal Couette flow, aeroacoustics, and shock structures with an extended thermodynamics model. The simulations are carried out using a high-order finite difference scheme with a two-dimensional, nine-velocity lattice. All simulations are performed using a single relaxation time and a set of constants deduced from the derivation. It is found that the finite difference lattice Boltzmann method is able to correctly replicate viscous effects in thermal Couette flows, aeroacoustics, and shock structures. The solutions obtained are identical either to analytical results, or obtained by solving the compressible Navier-Stokes equations using a direct numerical simulation technique.
I. Introduction
T HE Bhatnagar-Gross-Krook (BGK) model [1] has long played an important role in the development of kinetic theory-based numerical schemes. This is due to the fact that the derivation of the Euler and/or Navier-Stokes (NS) equations from the BGK-type modeled Boltzmann equation (BGK/BE) can be achieved through the Chapman-Enskog or multiscale expansion with Knudsen number (Kn 1) as an expansion parameter [2] . Therefore, the BGK/BE provides an alternative to the NS equations for fluid flows in the continuum regime. Since then, different numerical methods have been proposed for the solution of the BGK/BE. Broadwell [3] introduced a discrete velocity method, which is based on the assumption that the gas particles can be restricted to having a limited number of velocities. The conventional lattice Boltzmann method (LBM), which is a special example of a particular discretization of the discrete Boltzmann equation [4] , and the finite difference LBM [5, 6] fall into this category. These numerical schemes have recently been developed into a promising alternative to model flow physics compared with the NS equations [7] , because the modeled BE is hyperbolic and can be solved locally, explicitly, and efficiently on parallel computers [8, 9] .
In the early development of conventional LBM, a small Mach number M 1 assumption was necessary [7] . This is because nonlinear deviations, which are present in the recovery of the NS equations from the lattice BGK/BE, are proportional to M 2 , and they originate from the second-order terms in the Chapman-Enskog expansion. This assumption limits the application to near incompressible flows, and the energy equation plays no part in modeling the flow; thus, the approach is restricted to incompressible isothermal flows [10, 11] . Since then, much effort has been made to extend the LBM to compressible thermal fluids [12] [13] [14] . To represent compressibility in thermal fluids, multiple particle speeds have to be introduced. However, multiple particle speeds require higher-order isotropy in the particle velocity tensor. Such a set of particle speeds might not fill the lattice nodes, and multiple-speed LBM might introduce instability in the numerical simulation. Remedies have been proposed; e.g., Alexander et al. [12] proposed a thermal LBM with the energy equation included. Later, McNamara and Alder [13] showed that LBM could be used to recover the thermal NS equations by fixing a number of moments of the equilibrium distribution function and thus, relaxing the M 1 assumption. However, the thermal LBM still has a few limitations; e.g., the Prandtl number Pr is incorrect, and the ratio of specific heats is fixed as D 2=D, where D is the dimension number, because internal energy e is restricted to the translational mode only for monotonic gas. These two limitations are inherent in the conventional LBM.
Various attempts have been made to remedy the monatomic gas assumption in conventional LBM approaches, and these include the concept of multienergy level to facilitate a flexible [15, 16] , or using an additional distribution function to account for the energy equation [17, 18] . An alternative approach to consider, including the rotational degree-of-freedom of the gas particles in a modified definition of the total energy, has recently been put forward [19, 20] . This approach leads to a slightly modified Maxwellian distribution for the equilibrium particle distribution function f eq . The same approach has been validated against aeroacoustics [20] and shock-capturing [21] problems. Watari [22] extended the method of [23] to allow variable to be set for the fluid under consideration. His extension is based on a definition of the total internal energy e t as the sum of the translational energy and extra energy. Consequently, he obtained an expression for given by D n 2=D n where n is the number of extra degrees of freedom. The finite difference LBM based on this proposal is numerically stable and represents an improvement over those recently proposed in [24, 25] . Therefore, it is possible to extend the BGK/BE to simulate thermal fluid flows in the subsonic to supersonic range without any numerical instability [22] .
To use the conventional LBM to simulate thermal fluid flows, Pr deduced from or specified for the BGK/BE has to be correct. The thermal LBM of [12] yields a Pr 0:5, which is inconsistent with real gas. Chen et al. [14] employed a high-order velocity expansion for f eq to correct the viscous stress and the heat flux; however, details of the parameter's construction were not given. Multiple-speed and dual relaxation rate models [26, 27] were proposed to allow Pr variation and, hence, its correct evaluation. However, the resulting numerical scheme is unstable; the proposed stabilization schemes were rather ad hoc and might not be applicable for problems besides those treated in [26, 27] . Lallemand and Luo [28] decoupled the shear and energy modes of the linearized evolution operator to improve numerical stability; unfortunately, physical background of the modification was not highlighted.
Another difficulty associated with conventional LBM and the finite difference LBM is the setting of boundary conditions in the numerical simulation; reliable boundary setting methods are limited. Through the simulation of microchannel flows, Lim et al. [29] classified the LBM boundary setting method into two common categories, a heuristic boundary condition (specular model, including the earlier bounceback condition) and an extrapolation scheme. According to their heuristic model, momentum is deposited on the wall; arguments and physical meaning of the condition are not well defined. On the other hand, the extrapolation scheme approximates the density and velocity at a solid boundary by a second-order polynomial; the unknown particle distribution function f is approximated by its equilibrium counterpart. Therefore, there is a need to develop an algorithm for the finite difference LBM that enables convenient application of boundary conditions similar to those specified for the numerical solution of the NS equations.
From the brief discussion on BGK/BE, it is clear that the objective of the present paper is to attempt to develop an alternative finite difference LBM based on the BGK/BE that can be used to simulate thermal fluid flows with correct and Pr in the subsonic to supersonic range, and where the numerical simulations can be performed stably. In addition, the boundary conditions at any open boundary and at the wall can be set as conveniently as those specified for the finite difference solution of the NS equations. Therefore, an alternative finite difference LBM to those discussed in [5, 6] is sought, with the reference flow Reynolds number Re, , and Pr set a priori rather than as resolved parameters of the modeled BE. This requires an alternative f eq . In the present approach, the shear stresses and the heat fluxes are determined as parameters in the constraints for finding the moments of f eq ; hence, they appear as additional terms in f eq . A rigorous approach to address the setting of boundary conditions for f is proposed. It involves the development of an algorithm based on the use of a splitting technique for the alternative finite difference LBM that allows the boundary conditions to be set as conveniently as any finite difference methods for the solution of the NS equations.
II. Compressible Navier-Stokes Equations
The basis of the present analysis is the acoustics scaling form of the dimensionless NS equations. According to Lele [30] 
Here, t is time, x i is the position vector, u i is the velocity vector, p is pressure, is density, and e is the internal energy of the fluid.
These symbols are used to denote dimensionless variables, whereas their dimensional counterparts are designated by the same symbols with a hat. The equations are derived using the characteristic scalingL for length,ĉ 1 for velocity,L=ĉ 1 for time, 1 for density, 1ĉ 2 1 for pressure,ĉ 2 1 for energy, 1 for viscosity, and 1 for conductivity. Therefore, M 1 Û 1 =ĉ 1 , Re 1 1LÛ1 = 1 , Pr 1 1 ĉ p 1 = 1 , = 1 , = 1 , andÛ 1 is the mean flow velocity. Here, the subscript 1 is used to denote reference conditions. In these equations bold face and indices are used interchangeably to denote a vector, only indices are used to denote second-order tensors, and repeated indices are used to indicate summation over the order of the tensor. The local values of and can vary with space and time according to physical laws to be specified for the fluid under consideration.
III. Modeled Lattice Boltzmann Equation with 1:4
The aim of the present study is to attempt a recovery of Eqs. (1) (2) (3) from the lattice counterpart of the BGK/BE with an alternativef eq and a first-order Chapman-Enskog expansion off. Because an alternative finite difference LBM is chosen as the numerical scheme to solve the BGK/BE, it is appropriate to introduce the velocity space discretized form of this equation here. Only 1-D and 2-D flows are considered in the present paper, and therefore, the lattice equation in a 2-D domain is given. The 3-D counterpart can be easily obtained by following the same procedure. The velocity space discretized form of the BGK/BE is given by
where is the index of the lattice velocity and r x @=@x i . Again, acoustics scaling has been used to normalize Eq. (6) , where the dimensionless quantities such as collision relaxation time , the particle velocity vector a , f , and f eq are defined as = o , =ĉ 1 [19] X (9) Here, the indices x and y are used to denote the stream and crossstream direction in a 2-D flow and A , Ax , Bxx , and so forth are coefficients to be determined. This lattice f eq is different from conventional ones, which are an expansion of the Maxwellian distribution function in terms of the products of u i and i up to second [11] or third [15,22,25,] order. The present approach proposes a polynomial in terms of i and leaves the inclusion of u i in the A , Ax , Bxx , etc., coefficients. Equation (9) is not an expansion in terms of u i . Later derivation shows that u i will appear in the coefficients of Eq. (9); however, it is not limited by the M 1 assumption. Even then, the resulting f eq can be recast into a form similar to conventional ones [11, 22] . Thus determined, the Maxwellian distribution and the original BGK model can be recovered from Eq. (9) for the case of an inviscid incompressible flow of a monatomic gas [19, 20] .
The next step is to demonstrate that Eq. (9) (6) is equivalent to the NS equations correct to order Kn. In addition, higher-order moments of f eq are assumed to vanish, i.e., where p e 1 has been assumed and 1:4 follows from
If the full set of NS equations for SO, FU, AND LEUNG 2-D flows were to be recovered correct to order Kn, the elements of P 0 ij have to satisfy the divergence condition, that is
This implies that the present approach requires the simultaneous solution of Eqs. (6) and (19) . Solution of Eq. (19) for 2-D flows is detailed in Sec. IV, and that of Eq. (6) is detailed in Sec. V. Third, the coefficients of Eq. (9) can now be determined. Of the nine equations given by Eqs. (14a-14d), (16a), and (16b), only eight are independent because one is a duplicate of the kinetic energy equation. These equations are used to evaluate A , Ax , Bxx , etc. If the coefficients having the same energy shell of the lattice velocities are assumed to be the same, the number of unknowns resulting from the coefficients A , Ax , Bxx , etc. are 13 in a D2Q9 lattice model. Because the number of constraints available for the determination of these coefficients is 8 there is certain flexibility, and assumptions can be made to facilitate solutions of the equations. As a first attempt, 5 coefficients out of the 13 are assumed zero; these 5 coefficients are A 1 , A 2 , Bxx 2 , Byy 2 , and Bxy 1 . Details of this derivation are given in Fu et al. [20] . The results are: It should be emphasized that the set of coefficients deduced for a D2Q9 model is not unique; other choices besides setting the 5 coefficients to zero could be made. However, all choices should be dictated by the necessity to recover a f eq similar to those given in [11,15,22,25,] obtained by expanding the Maxwellian distribution. In the present approach, recasting Eq. (9) to a form similar to previous f eq can be easily carried out and the result is
x vC 2xy y uC 2yx y vC 2yy
This form only has terms up to the second order of i , u i , and their products; it is different from Watari's [22] expression in two ways. First, it does not include third-order terms in i , u i , and their products; second, it also has terms such as x C 1x , y C 1y ,
y C 4yy , and x y C 4xy . It seems that Eq. (9) together with coefficients given in Eqs. (20a-20h) constitutes an alternative method to deduce a f eq that is not limited by M 1. It is noted that there are no undefined constants except , which is bounded by the relation deduced from Eq. (14d) and can be written as
As a result, there are no arbitrary constants in the entire formulation. It will be shown in the validation simulations presented below that the setting of is not crucial; it only has to satisfy the condition that Kn 1.
IV. Solution of P 0 ij
The individual elements of P 0 ij are obtained by solving Eq. (19) and the relation
kk for viscous formulation, while the viscous stress term kk in A is identically zero for the inviscid approach [20] . All the macroscopic quantities ; u i ; p, including the physical boundary, are contained in A. In the 2-D case considered here, these equations reduce to
For the present analysis it is assumed that all functions are sufficiently smooth for their derivatives to exist. A Poisson equation can be derived from Eqs. (23a-23c) through differentiation; the result is
On the other hand, taking the derivative of Eq. (23a) with respect to x, that of Eq. (23b) with respect to y, and then subtracting, the following is obtained:
After using Eq. (23c), another Poisson equation is obtained, that is
Similarly, an equation for P 0 yy can be deduced. Solving Eqs. (24) and (26) with suitable boundary conditions and using Eq. (23c), P 0 xy , P 0 xx , and P 0 yy can be determined. The boundary conditions for these equations are given below.
A finite rectangular computational domain with four boundaries, namely top, bottom, left, and right, represented by y H, y 0, x 0, and x L, respectively, is assumed. In solving Eq. (24), the Neumann condition is assumed for the top and bottom boundaries, that is @P 0 xy @y 0 at y 0; H (27) while the Dirichlet condition is assumed for the left and right boundaries, or
where k 1L and k 1R are constants. On the other hand, in solving Eq. (26), the Dirichlet condition is invoked for the top and bottom boundaries
where k 2B and k 2T are constants, and the Neumann condition is prescribed for the left and right boundaries, or
Details of the determination of k 1L , k 1R , and so forth are given in Appendix A.
V. Finite Difference Lattice Boltzmann Method and its Numerical Simulation
Equation (6) is a system of inhomogeneous hyperbolic equations; thus, any standard finite difference scheme can be used to solve it. Conventional LBM is only second-order accurate in both spatial and temporal dimensions; thus, it is not sufficiently accurate for aeroacoustics simulations. In recent investigations, including the solution technique proposed in [19] , the term on the right hand side (RHS) of Eq. (6) is evaluated locally at every time step. A secondorder Runge-Kutta time marching scheme is used to calculate the time-dependent term in Eq. (6), while the second term on the left hand side (LHS) of Eq. (6) is estimated using a sixth-order compact finite difference scheme [30, 31] . This numerical scheme is accurate enough to allow the aeroacoustic disturbances to be resolved correctly [19, 20] . Further, it is different from the conventional LBM because it requires the complete equation including the RHS of Eq. (6) to be discretized and solved simultaneously, and is sixth-order accurate. This alternative finite difference LBM scheme is simply designated as FDLBM to distinguish it from the conventional LBM and from the finite difference LBM proposed in [5, 6] .
Because the boundary value of f has to be specified at every time step, this renders the solution procedure slightly more complicated. It is no easy task to set a proper boundary condition for f because for any physical boundary condition stipulated for macroscopic quantities, it is sometimes difficult to find a corresponding f , and the traditional bounceback wall boundary condition is not quite suitable. To specify the boundary conditions for the modeled BE as freely as any conventional finite difference scheme for the solution of the NS equations, it is proposed to solve Eq. (6) using a splitting technique, which is a common approach for solving partial differential equations with source terms [32] . Therefore, Eq. (6) is solved in three steps: an initialization step, a freestreaming step, and a collision step.
In the initialization step, the initial conditions of all macroscopic quantities are specified to allow the streaming step to march ahead. For the freestreaming step, the homogenous hyperbolic equation is solved
Then, the results obtained in this streaming step provide the necessary initial conditions for the equation governing the collision step
The Euler method with the choice t Kn is used to discretize Eq. (32a), thus giving
The procedure for each step is briefly described below. Initialization step: 1) Initial conditions for all macroscopic quantities u 0 ; v 0 ; p 0 ; 0 including the boundary points are given.
2) The initial equilibrium distribution function f 0;eq (including the boundary points) is determined using Eq. (9). These are used as initial values to start the solution of Eq. (6) . In this setting, it is assumed that the initial distribution function is "relaxed" to its equilibrium state under the BGK model.
Freestreaming step: 1) With the distribution function f at time t (including the boundary points) known, a second-order Runge-Kutta time marching scheme is invoked for the time-dependent term in Eq. (31), and a compact sixth-order finite difference scheme is used to handle the second term in Eq. (31) 3) The boundary conditions for the macroscopic level are then set (e.g., u I v I 0 for no-slip wall boundary).
4) Using the macroscopic quantities thus determined (complete domain including the boundary points) and invoking Eq. . Because each set of macroscopic quantities will map uniquely to an equilibrium distribution function, and vice versa, the macroscopic quantities thus obtained are the values at time t t, that is, ; u; v; pj tt I ; u I ; v I ; p I .
2) Time marching proceeds by repeating procedures 2-3 of the freestreaming step).
The relaxation time in Eq. (6) can be specified as follows. In the present formulation, and Kn always appear as Kn, implying that and Kn need not be specified separately. Because is of O1 and Kn is assumed to be very small, of the order of 10 7 according to [2] , the term Kn should be much smaller than 1 when compared with other terms in Eq. (6) . In the present calculation, the choice of t Kn 10 5 is sufficient to give results identical to those obtained from direct numerical simulation (DNS); also, numerical instability was not encountered even without using high-order filters.
An absorbing boundary condition using a unit dimensionless absorbing region gives reliable and accurate results compared with those obtained from DNS simulations [33] ; therefore, it is adopted in the present study. The damping coefficient as defined in [33] is d m =D d 2 where m is a constant to be specified, is the distance measured from the start of the damping region, and D d is its width. The choice of m varies from problem to problem and, quite often, m is determined by trial and error for each problem. In the present study a D2Q9 model is used, similar to all calculations carried out in [19, 33, 34] . On open boundaries, a one-sided fourthorder compact method is used to derive the first derivatives. This is essentially a low-dispersive and low-dissipative scheme and is most suitable for simulation of aeroacoustics problems [31, 35, 36] . The P 0 ij boundary conditions have already been discussed in Sec. IV.
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VI. Validation of Finite Difference Lattice Boltzmann Method Against Benchmark Problems
The FDLBM is examined for its validity and extent against three different types of compressible flows: thermal Couette flow, aeroacoustics, and shock structure problems. The thermal Couette flow admits to an analytical solution and has been treated previously [22, 23] . In aeroacoustics problems, sample cases are selected to test the effectiveness of the proposed no-slip boundary conditions, the ability of the BGK/BE plus the proposed f eq to reproduce the effect of Re, and the ability to replicate vorticity-acoustics and entropyacoustics interactions correctly. The shock structure problems are selected to show that the FDLBM can be generalized to treat complicated thermodynamic models, such as the Brenner-NS model [37, 38] . They are not selected to test the upper Mach number limit of the FDLBM.
Wherever possible, the FDLBM simulations are either validated against analytical solutions or against DNS results obtained by solving the NS equations using an explicit fourth-order Runge-Kutta time marching scheme for the time-dependent term in Eqs. (1-3) , and the five-point sixth-order compact finite difference scheme of Lele [30] for the spatial derivatives. High-order filtering of Visbal and Gaitonde [39] is applied in every final stage of the Runge-Kutta scheme to suppress numerical instabilities due to spatial differencing. This numerical scheme is known to give very accurate DNS results for aeroacoustics problems [40] . No-slip boundary conditions are invoked at solid boundaries, while the absorbing boundary condition used in [33, 40] is adopted for all computational boundaries other than solid walls. For steady-state problems, the calculation is considered steady when the convergence criterion max k@Qk " is satisfied. Here, Q represents all macroscopic quantities ; u; v; p and the operator @ signifies the difference between two successive time steps, and " 10 6 is specified. Finally, for the sake of clarity, numerical details for each individual case are specified separately in the following sections.
Unless otherwise specified, is estimated from Eq. (22) for all cases investigated using the present approach. In this paper, it is chosen as
where N is the total number of points in the computational domain. All other constants are either derived analytically or known; therefore, no arbitrary constants are required. This is a distinct advantage of the FDLBM compared with conventional LBM and other finite difference LBMs. The error norms between the FDLBM and analytical or DNS of the NS equations of a macroscopic variable b are expressed in terms of the L q integral norm for any integer q. This L q integral norm and its maximum are given by
The dissipative characteristics of the BGK/BE can be verified by using it to simulate thermal Couette flows [22, 23] . A thermal Couette flow is defined by an upper wall with internal energy e 2 moving at speed U that is H apart from a stationary lower wall with internal energy e 1 e 2 . All parameters are normalized. The theoretical solution for e at steady state is given by e e 1 e 2 e 1 y H Pr 2
The computational domain for this problem is given by 0 x, y 1, with H 1, x y 0:02, and t 10 4 chosen for the numerical simulation. In this case, there is no need to use a sixthorder numerical scheme; the Boltzmann equation is solved using a second-order central difference scheme for spatial derivatives and a second-order Runge-Kutta scheme for time marching. Periodic boundary conditions are applied on the left and right boundary and no-slip conditions are invoked on the walls. Two cases are attempted; case 1 with e 2 e 1 and case 2 with e 2 1:5e 1 . For both cases, U 1, 1:4, and Pr 0:84 are assumed. The results are plotted in Fig. 1 
B. Aeroacoustics Problems
Direct aeroacoustics simulation (DAS) is taxing on the numerical scheme as well as on the modeled BE. The reason is the disparity of scales [19] and the numerical accuracy required if the aeroacoustics scales were to be resolved correctly [31] . If the FDLBM could replicate benchmark thermal and aeroacoustics problems correctly, including resolving the nonlinear interactions between flow and acoustics and the effect of Re on these interactions, then a claim on the validity and extent of the BGK/BE with the proposed f eq can be made. A comparison of the L q between the FDLBM and the results of [19] could demonstrate the appropriateness of the present f eq versus the slightly modified conventional f eq .
Aeroacoustics Case 1: Circular Pulse in an Infinite Medium
A circular pressure pulse located at x; y 0; 0 initially with distribution given by
is propagating in an infinite medium where u 1 0, 1 1, p 1 1=, and " is chosen to be " 1 10 4 . This pulse is simulated using FDLBM and DNS. Other numerical conditions specified are t 0:00001, x y 0:05; computational domain is bounded by 3:5 xy 3:5 with one unit of buffer region (i.e., the actual domain is given by 2:5 xy 2:5), Pr 1 0:71, and Re 1 10, 100, 1000, and 1. The numerical settings for DNS are given by x y 0:05, t 0:001. Therefore, the ratios x=t and y=t for the FDLBM are 5 10 3 and are not related to sound speed c as previous work on conventional LBM suggested that they should. Further, these ratios do not have any effect on the FDLBM simulations. The error norms are compared in Table 1 Only the results that clearly show the Re 1 effect on the spread of the pulse are plotted in Fig. 2 for comparison; the distributions of p and along the x axis at t 1 are shown. The role of viscosity is to disperse the wave and this is clearly illustrated in the Re 1 100 and 10 panels of Fig. 2 . As Re 1 decreases, the diffusion of the wave becomes more and more pronounced, thus reflecting in a substantial reduction of the peak amplitude. When Re 1 increases to 1000 it is sufficiently inviscid because the solution is essentially identical to the inviscid result. Contour plots of p p 1 and u u 1 are similar to the inviscid case [20] and are essentially identical for the FDLBM and DNS simulations; the error norms tabulated in Table 1 lend evidence to this claim. The largest error norm is of the order of 10 9 and the smallest is of order 10 10 . This is true for all Re 1 examined. These error norms represent at least two orders improvement for all Re 1 investigated compared with those reported in [19] , where a slightly modified expansion of the Maxwellian distribution for f eq is used. This shows that the alternative f eq proposed here is better suited for aeroacoustics simulations than the modified expansion obtained from the Maxwellian distribution.
Aeroacoustics Case 2: Circular Pulse in an Enclosure
To illustrate the effectiveness of the proposed wall boundary condition for f, the propagation of a pressure pulse inside an enclosure is investigated. The pulse is located at x; y 1; 0 with initial conditions given by
For this example, u 1 v 1 0, 1 1, p 1 1=, " 10 4 are chosen together with Re 1 1000, Pr 1 0:71, and 1:4. Again, the numerical settings are given by x y 0:05, while t 0:001 is selected for DNS, and t 0:00001 for FDLBM. The effectiveness of the proposed wall boundary condition for f can be best illustrated by plotting the contour maps of p p 1 and u u 1 at t 3 and 6 in Fig. 3a . They show that there is no accumulation of reflected waves inside the enclosure. The FDLBM and DNS results are plotted in the upper and lower half of Fig. 3a , respectively. These contours display identical behavior. The importance of P 0 ij to the entire simulation can be demonstrated by plotting P 0 xy (at t 3 and 6) in Fig. 3b . The contours display similar patterns to those shown for p p 1 and u u 1 in Fig. 3a . The error norms between the FDLBM and DNS results are tabulated in Table 2 ; the smallest error norm is of order 10 10 and the largest is of order 10 8 , consistent with case 1. Clearly, these results show that the wall boundary conditions proposed for f are valid. Fig. 2 Distribution of and p at t 1 for different Re 1 along x axis: a) , and b) p. The dashed curve is the inviscid solution, the continuous curve represents the DNS results, and the crosses represent the FDLBM result. In these plots, the DNS and FDLBM results essentially overlap each other. The maximum and minimum contours are as indicated; in the case of maximum they decrease outward, and in the case of minimum they increase outward.
Aeroacoustics Case 3: Three Pulses in a Uniform Stream
The three pulses are a pressure, a vorticity, and an entropy pulse propagating in a uniform mean flow u 1 . Only the pressure pulse is propagating with c; the entropy and the vortex pulse move with u 1 . The initial conditions are given by Tam The inviscid counterpart of this problem has previously been treated with M 1 0:9 [20] . Therefore, the present calculation also specifies M 1 0:9 plus Pr 1 0:71 and Re 1 10, 100, 1000, and 1. Again, the numerical settings are given by x y 0:05, while t 0:001 is selected for DNS, and t 0:00001 for FDLBM.
Only the contours of P 0 xy are plotted in Fig. 4 ; other contours are very similar to those reported in [20] , therefore, they are not shown. The distributions of u and v, and and p are shown in Figs. 5 and 6 , respectively, to illustrate the effects of Re 1 and the ability of the FDLBM to replicate them compared with DNS results. All Re 1 cases calculated are plotted in each figure. They illustrate the effects of Re 1 on the propagation of the pressure pulse and their interaction with the entropy and vorticity pulse. As Re 1 decreases, the pressure contours become more and more diffuse with similar behavior recorded for P 0 xy (Fig. 4) . Therefore, it plays a major role in the correct calculation of the interaction between the three pulses. As for the distributions of u and v and and p, Re 1 effects lead to a substantial reduction of the peak values as Re 1 decreases to 10. In fact, the distributions of u u 1 and p p 1 are significantly different for Re 1 100 and 10 compared with the distributions for the inviscid and Re 1 1000 cases (Figs. 5 and 6 ). All of these results show that the FDLBM solutions are essentially identical to those given by DNS, a claim supported by the error norms tabulated in Table 3 . The error norms are at least one order better than those reported in [19] using the same finite difference scheme but a different f eq .
C. Shock Structure Problems
Having successfully validated the FDLBM against thermal and aeroacoustics problems, the next task is to validate the FDLBM against shock structure problems. The aim is to demonstrate that the FDLBM can be extended to simulate a more complicated flow model, such as the Brenner-NS model. The ability of the NS equations and the corrections put forward by Brenner [37, 38] to replicate shock structure has been investigated previously [42] . It is shown here that the FDLBM suffers the same inadequacy as the NS equations and that the proposed Brenner corrections can be built into the present f eq .
Structure of a Steady Plane Shock
The structure of a steady plane shock is so thin that it challenges the validity of the continuum Kn 1 assumption. This is a 1-D boundary value problem. The governing equation is the 1-D steady NS equation, which in dimensionless form is given by u -u 
where is the second coefficient of viscosity. Asymptotically, the shock is bounded by two equilibrium states. The boundary condition is related by the Rankine-Hugoniot condition
where subscripts 1 and 2 represents the state ahead (upstream) and behind (downstream) the shock, respectively. The state ahead of the shock (state 1) is used as reference. The characteristic length is chosen to be the mean free path, which is given bŷ
where the hat is again used to denote dimensional quantities,T is temperature, and R is the universal gas constant. Therefore, Re 1 is given by
and Pr 1 1 ĉ p 1 = 1 . Because it is a steady shock, the shock Mach number is the Mach number ahead of the shock, that is,
Power law is used to represent the variation of withT 1
where s is a constant equal to 0.816 and 0.756 for argon and nitrogen gas, respectively. Similar power law given in [2] will also be assumed for the thermal conductivity . As for , the Stokes hypothesis 2=3 is assumed, which is suitable for monatomic gas only [43] .
The solution of Eqs. (38a-38c) is obtained by solving their unsteady counterparts until a steady-state solution is achieved. The initial condition is given by
A fixed boundary of state 1 at x ! 1 is set so that
while the boundary state 2 at x ! 1 is set according to the Rankine-Hugoniot condition given in Eq. (39) . These numerical settings are similar to those given in [44, 45] . The data is presented in the normalized valueÃ defined as
Finite Difference Lattice Boltzmann Method Simulation of Shock Structure
Altogether three cases are calculated: 1) Ohwada's [46] argon shock at M 1 1:2, 2) Alsmeyer's [47] argon shock at M 1 1:55, and 3) Alsmeyer's [47] nitrogen shock at M 1 1:53. The solutions of Eqs. (38a-38c) and the simulations given by the FDLBM are compared with another numerical result [46] obtained by solving the Boltzmann equation directly, and with experimental measurements [47] . These comparisons are shown in Figs. 7 and 8. Because this is a 1-D shock P ρ - importance of P 0 ij in the FDLBM simulation. It could be speculated that if the contribution of P 0 yy is absent, as in conventional LBM, the simulated shock structure would most likely be incorrect. The second observation is that these results do not quite agree with known numerical data and experimental measurements. The present results are symmetric about x 0, while the numerical result of [46] and experimental measurements of [47] show asymmetry to different degrees depending on whether the gas is argon or nitrogen. The discrepancy between FDLBM (and DNS) results and known data increases from argon to nitrogen shock as the asymmetry becomes more and more acute. This discrepancy is not surprising because the NS equations are subject to the continuum assumption, which is not adequate for shock structure problems.
Brenner Correction to Finite Difference Lattice Boltzmann Method Simulation
Macroscopically, a shock wave appears as a discontinuity; however, that is not the case in microscopic dimension. Simulation of the structure of a stationary shock often represents a challenge for models of rarefied gas flow because Kn is no longer small and the continuum assumption is in doubt. Although the concept of a continuum might not be meaningful in shock structure simulation, researchers are not willing to give up the macroscopic approach; they intended to modify the NS equations to achieve an extended thermodynamics model that might be suitable for rarefied gas. Gilbarg and Paolucci [43] explored the consequence and potential of continuum methods to simulate shock structure in detail. Weiss [48] showed by numerical calculation that extended aerodynamic equations developed by the method of moments have restrictions related to M. Continuous shock structure only exists up to a critical M, e.g., no continuous shock exists beyond M c 1:65 even after invoking Grad's 13-moment theory. Recently, Brenner [37, 38] proposed modifications to the NS equations that are based on theoretical arguments. It is hypothesized that the velocity appearing in the velocity gradient term in Newton's rheological law should be changed from the fluid's mass-based velocity to its volume-based velocity. Because the proposal has supporting experimental evidence, discernible improvement for the shock structure is obtained if these modified equations were solved rather than the NS equations. The normalized NS equations with Brenner's correction [37, 38] are given by yy , and the dashed line is the numerical result of Ohwada [46] . In the bottom two boxes, M 1 1:55, x 0:2: a) , b) P 00 yy , and the dashed line is the experimental result of Alsmeyer [47] . In both cases, x is the DNS result, the dashed line is the FDLBM result, and P 0 xx P 0 xy 0 for 1-D shock. For these two cases, Pr 1 2=3, 5=3, and s 0:816 are specified. The parameter Pr b is defined as the ratio of the kinematic viscosity to the volume diffusivity coefficient [42, 43] . As suggested in [42] , Pr b should be greater than or equal to unity to avoid nonphysical behavior. Power law variation of and with T can again be assumed, and 2=3 can be invoked. In view of the similarity between Eqs. (1-3) and (46a-46c), it is worthy to investigate the extension of the FDLBM to include the Brenner-NS model [42] to see if the same improvements can be obtained. The Brenner-NS model is given by Eqs. (46a-46c) . Similarly, the FDLBM could be modified by requiring the modeled BE to recover Eqs. (46a-46c) with = ij given by Eq. (47a). The procedure is identical to that given above for the recovery of the NS equations and can again be deduced by following the procedure outlined in Sec. III. Therefore, the derivation details are omitted here. Only the simulation results for the argon shock at M 1 1:55 and the nitrogen shock at M 1 1:53 are shown in Fig. 9 . The plots of P 0 yy are essentially similar to those shown in Figs. 7 and 8 ; therefore, they are not plotted in Fig. 9 . In these figures, four sets of data are shown. They are the measurements of [47] , numerical simulation of the Brenner-NS model, numerical simulation of the FDLBM with the Brenner correction, and finally numerical simulation of the NS equations with no Brenner correction.
For the argon shock, Brenner's correction is sufficient to bring the simulation results to agree with measurements (Fig. 9a) . In other words, for monatomic gas, Brenner's correction is sufficient to model the collision behavior of the gas particles to allow an extension of the small Kn assumption to predict shock structure up to M 1 1:55. The same correction proves to be inadequate for a diatomic gas (Fig. 9b) at essentially the same M 1 . This shows that the extension of the continuum assumption to high M flow of nonequilibrium compressible flow is not as applicable. Nevertheless, the FDLBM results are identical to those given by the Brenner-NS model simulation (DNS). This shows that the FDLBM correctly recovers the continuum NS equations and their Brenner modification. In view of these results, the FDLBM can be extended to treat models with nonlinear transport coefficients, and an extended thermodynamics model such as the Brenner-NS model.
VII. Conclusions
A BGK-type modeled Boltzmann equation based on an alternative equilibrium particle distribution function is proposed. The coefficients in the proposed equilibrium distribution function are determined by invoking constraints derived not just from the macrofluid properties, but also from the NS equations. Consequently, it allows the NS equations to be recovered identically from a firstorder expansion of the distribution function, rather than resorting to the second-order expansion like other conventional BGK-type modeled Boltzmann equation. However, the formulation cannot recover the transport coefficients of the fluid because one stipulation has to be made and that is Re 1 , Pr 1 , and M 1 have to be specified, much like in the dimensionless NS equations where these nondimensional numbers are assumed known.
The improved BGK-type modeled Boltzmann equation is resolved assuming a velocity lattice at each grid point of a finite difference scheme. This scheme is designated as FDLBM and incorporates a splitting method to numerically solve the lattice equations. For two-dimensional problems, only a nine-velocity lattice model is required. Validations are carried out against benchmark thermal and aeroacoustics problems, and 1-D structures of argon and nitrogen shocks. Excellent agreement between the FDLBM results and those obtained either analytically or from DNS of the NS equations has been achieved for all thermal and aeroacoustics problems investigated. In the shock structure problems attempted, it is found that the FDLBM solutions with and without the Brenner correction are in perfect agreement with those obtained from DNS of the continuum NS equations, and its Brenner modification. Therefore, the FDLBM can be extended to treat models with nonlinear transport coefficients, and with an extended thermodynamics model, such as the Brenner-NS model. The boundary constants can be determined as follows. Equation (28) implies that on the left and right boundaries the y derivative of P 0 xy vanishes. Similarly, Eq. (29) implies that on the top and bottom boundaries the x derivative of P 0 xx vanishes. Therefore, combining Eqs. (27) and (30) ensures that Eq. (23a) is satisfied on all four boundaries. Taking the derivative of Eq. (23a) with respect to x, and using Eq. (26) , the following equation is obtained Fig. 9 Shock structure simulation and its comparison with experimental and DNS results: a) argon gas at M 1 1:55, and b) nitrogen gas at M 1 1:53. The dashed dot line represents numerical simulation of NS equations, the dashed line represents DNS of NS equations with Brenner correction [37, 38] ; x represents FDLBM with Brenner correction [37, 38] , and the circle represents measurements [47] . In these calculations, Pr b 1 and x 0:2. where k is an arbitrary constant. Therefore, Eq. (A1c) holds on all four boundaries, which is a weaker condition compared with Eq. (23b). It can be shown that using the above proposed boundary conditions, solving Eqs. (23c), (24) , and (26) 
Aj yH
Aj y0 dx kLH (A4) Equation (A4) shows that one of the simplest condition for which k 0 can be achieved is
Aj yH Aj y0 dx (A5) Therefore, Eq. (A5) provides the boundary constants for the solution of Eqs. (23a-23c).
