The purpose of this study is to examine the effect of the item weighting method developed by researchers on the construct validity of the test. For this purpose, a Monte Carlo simulation study was carried out. Test length, average factor loadings, and sample size were considered as simulation conditions. Item weighting method was defined as follows: If average score of the individuals (calculated as individual's test score/the number of items) plus item difficulty index is 1 and over then item reliability index added to individual's item score (1 or 0); if not, then the item score of the individual (1 if 1, 0 if 0) is preserved. As a result of the research, it was observed that the weighting method contributes to the construct validity. According to the results of confirmatory factor analysis, the comparative fit index (CFI) and the root mean square error of approximation (RMSEA) values were improved. According to the research findings, the weighting method used in this research can be recommended.
INTRODUCTION
The validity of the scores obtained from tests used in the psychological field is among the most important subjects of the psychological measurement field. Validity is considered as a feature of the scores obtained from the applied tests (American Educational Research Association [AERA], American Educational Research Association [APA] , & National Council on Measurement In Education [NCME], 2014) and can be collected under the construct validity as an umbrella term (Messick, 1995) . In the process of collecting evidence for construct validity, exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) are frequently used (Nunnally & Bernstein, 1994) . EFA is based on covariance structures and is a technique for obtaining fewer latent variables (factors) than the covariance matrix between observed variables (Daniel, 1989) . In EFA, the aim is to reveal the factor structure of the clusters formed by the variables. In CFA, the theoretical construct is tested, and the structural properties of the variables measured before the analysis are known. For this reason, the purpose of CFA is to try to verify the predicted factor structure based on the measurements obtained from the measurement instrument (Stevens, 2009 ). In the process of collecting evidence for construct validity, both analyses have high importance. Nunnally (1978) emphasizes the importance of factor analysis by saying that it is at the heart of the measurement of psychological constructs. Different measures may be taken to increase the validity of the scores obtained from the test. Following the scale development procedure during the development phase of the measurement instrument, knowing the theoretical subset well and reflecting it on the measurement instrument, and taking some measures in the implementation phase of the tests are examples. However, it has been thought that some weighting operations on the scores obtained after the test application can increase the validity of the scores obtained from the test, and studies on item weighting have been conducted accordingly (Erkuş, 2014; Ghiselli, 1964; Gulliksen, 1950; Rotou, Headrick, & Elmore, 2002) .
When studies on item weighting are examined, it is seen that they were conducted mostly in the second half of the 20th century (Burt, 1950; Dick, 1965; Ghiselli, 1964; Guilford, 1954) . Among the recommended methods related to item weighting in addition to the use of methods such as assigning values by multiple regression, assigning piecewise regression coefficients (Guilford, 1954) , weighting with item discrimination indices (Birnbaum, 1968) , and using factor analysis (Burt, 1950) , some authors suggest methods like item weighting using test variance or item variance (Dick, 1965) , weighting the items related to more important topics, taking into account the context in which the items are linked (Ghiselli, 1964) , and weighting item clusters instead of individual items (Gulliksen, 1950) . In a more recent study, Rotou, Headrick, and Elmore (2002) proposed weighting items by using multidimensional item response theory parameters and a hybrid weighting method based on the use of total score calculation in the classical test theory to calculate individual scores. When the results of item weighting studies are examined in general, it is observed that different weighting of the items for shorter tests is more efficient, item weighting has little effect when the number of items is between 10 and 20 (Ghiselli, 1964) , the best weighting method for long tests is to make weights 1 of all items. When the average of item correlations is low, item weighting gives better results (Guilford, 1954) , and when the number of components in the test decreases, scoring items differently is more effective in ranking individuals compared to the total points obtained by equally weighting (Ghiselli, 1964) (e.g., scoring for the correct answer, giving 0 for the wrong answer, and collecting the items that are correctly answered).
Research on weighting in Turkey has been carried out, but the emphasis was usually on the option weighting for multiple choice items (Akkuş & Baykul, 2001; Erdem, Ertuna, & Doğan, 2016; Gözen-Çıtak, 2010; Özdemir, 2004) , and it has been seen that the research conducted on item weighting is limited. In the research carried out by Yurdugül (2010) , the evaluation was based on the total scores of the individuals. The limitation in this research was that it focused on the total scores and rankings of individuals. In the current study, research was carried out on the construct validity. In addition, in contrast to other studies, a new weighting method was developed in current research.
When the methods have generally been evaluated, it has been asserted that the effort for item weighting will not be worth it (Guilford, 1954; Phillips, 1943) . However, besides increasing the validity and reliability of the results obtained from the item weighting test, as it should maximize the difference between individuals (Horst, 1936) , item weighting will help to better discriminate the individuals. Since today's highly developed computer technology also reduces the labor required for item weighting, even if it does not make an excessive contribution to validity and reliability, item weighting may be recommended due to piecewise contributions.
Although item weighting improves the validity and reliability of the results obtained from the test, and for this reason it is clearly important, it is surprisingly used in a small number of studies (Burt, 1950) . Nowadays, due to the limited research conducted on the effects of item weighting, the item weighting method developed in this research was examined under different conditions. In the study, the following sub-problems were asked in order to search for answers to the question, "What is the effect of item weighting on the validity and reliability of the test?" 1. How does the explained variance ratio change that is described as a result of EFA, which is based on the matrix of converted item scores obtained by the proposed item weighting method?
Regarding to sample size, small (250), medium (1000), and large (3000) samples were formed. Rhemtulla, Brosseau-Liard, & Savalei (2012) stated that 200 sample sizes are common in psychology literature. But in this study, exploratory and confirmatory factor analysis was conducted. 250, 1000 and 3000 sample sizes were chosen to avoid of the sample size requirement of the factor analysis (Comrey, 1988; Floyd & Widaman, 1995; Gorsuch, 1974; Guadagnoli & Velicer, 1988) .
Because of unidimensional constructs were examined in this research, tests consist of 20, 30 and 40 items were formed as simulation condition. Tests consist of 20 items was used commonly in practice (MEB, 2013 (MEB, , 2019 . So, the condition of 20 items was added simulation. 30 and 40 items were added to examine the effect of the number of items on the weighting method.
Factor loadings were between 0.30 and 0.50 could be considered low and above 0.70 could be considered high (Trierweiler, 2009) . Thus, in this research, 0.50 (low) and 0.70 (high) was used for average factor loadings condition.
When all conditions were considered, a total of 18 simulated conditions were researched, and 1000 replications were made for each condition. The simulation conditions are presented in Table 1 . When the conditions in Table 1 are considered together, 1 (data type) x 1 (number of factors) x 3 (sample size) x 3 (test length) x 2 (average factor loading) = 18 conditions are obtained. Since 1000 replications were made for each condition, the research was carried out on 18000 data files. EFA, CFA, and Cronbach's alpha reliability coefficient calculations were performed separately on 1000 replicated data files produced for each condition and the averages of the obtained values were calculated, and these values were compared with each other.
The averages of the descriptive statistics of replicated data generated according to the simulation conditions are presented in Table 2 .
When Table 2 is examined, average values of data sets obtained from 1000 replications are seen. When the data sets are examined according to the simulation conditions, the mean skewness for the items are 0 and the mean kurtosis values are around 1. It can be stated that the average discrimination values change according to the average factor loading condition. The skewness values of the total score are around 0, and the kurtosis values are about 2 in the case where the average factor loading is 0.5 and 1.8 in the case of 0.7. When the psych package (Revelle, 2016) is used in two categorical data production, a cut-off score is entered for the skewness value. According to this cut-off point, the skewness of the data is negative, positive, or around zero. However, according to the cut-off point entered, the kurtosis is automatically adjusted according to the skewness. For example, in skewed data, the kurtosis values may be even higher. 
Weighting Method Used
Test scores are open to having random errors during the development, implementation, and scoring of the tests. Since the amount and direction of random errors are not known, it is not possible to eliminate them from the measurement results. Random errors can be estimated only on a group basis using statistical methods, not individual-base. Reliability values obtained for statistical tests or items are the values that help in the estimation.
With this in mind, the item difficulty index (pj) of each item and the average score (Ii) of the individual from the test were calculated. It was checked whether the sum of these two variables was greater than 1. If this sum was greater than 1, the item reliability index was added to the answer of the individual. If less than 1, the item score of the individual was unchanged. In this way, a new matrix of item scores was established.
This weighting method was developed by researchers based on the following explanations. In the study, item scores were first produced, and then a weighting process was carried out through an item scores matrix. For this purpose,
function is used. Where, pi represents the difficulty of item, and Ij represents the average score of the individual j, which can be expressed as follows: Where, xi refers to the score of the individual taken from the item i (0 or 1) and n refers to the total number of items. Thus, the average score is calculated for each individual. Accordingly, the average score of the individual will be between 0 and 1.
The weighting function is defined as a piecewise function. When the function is examined, xij expresses the answer of the individual j to the item i. According to this, the answer to the item i given by the individual j can take a value of 1 or 0. Regarding the piecewise function, if the sum of the average score of the individual and the item difficulty indices is 1 or more; the item reliability index is added to the item score of the individual (0 or 1). If this sum is less than 1, the item score of the individual is kept the same (0 or 1).
The purpose of defining the item weighting function as specified in Equation 1 is to try to correct the random error involved in the measurement results. When the function is examined, it is based on the principle of correcting the answer given by a successful individual to an easy question carelessly or due to different random error sources. Likewise, a minimally successful individual can also receive correction scores for the item difficulty that he or she can answer. This situation is shown schematically in Figure 1 . Figure 1 shows that when the average score of the individual is 0.3, for the individual to get correction points (1 + item reliability if the item is answered correctly, and 0 + item reliability if answered wrong), the item difficulty must be 0.7 or above, so the item must be easy. As the average score of the individual increases, the success of the individual increases, and the difficulty index of the item is also decreases, as it is getting more difficult. In this case, the weighting function can also work for an individual with low success. The important point in the function is that the individual has an average that he or she can respond correctly to that item. In Figure 1 , a match between item difficulty and individual average score is presented for clarification of item weighting procedure. For example, if the average of the individual is 0.8, then the item difficulty is 0.20, and for the items above (0.20 and easier items), the weighting function will work.
Here is an example to explain this function: Assume that the average test score (total score / number of items) of a student is 0.62. In this case, an item's item difficulty index must be 0.38 (1-0.62) or above for the weighting of this student's score. The students' average scores for the items will not be weighted unless the item difficulty index 0.37 or lower. However, the students' average scores for the items will be weighted for the items with difficulty index 0.38 or higher. For more clarification, additional examples were given in Table 3 .
When Table 3 was examined, it could be seen that if a student's average score + item difficulty index ≥ 1, the item's score will be weighted. But if it is smaller than 1, the item's score will not be weighted. To understand rationale of the method, let us suppose that the average of the individual is 0.9 and the difficulty of the item is 0.5. Then it is natural to expect that an individual who answers correctly to 90% of the items can also answer correctly to item with an average difficult. Similarly, an individual with an average of 0.20 may be expected to answer correctly to an item with an item difficulty index of 0.95. For these cases, weighting is performed by adding item reliability to the item score of the individual. If the individual gave the wrong answer to this item, an item reliability index is added to the item score to prevent it from getting 0 from that item. If the individual has already answered correctly that item, then the item score of the individual rises to the item reliability index. The reason for using the item reliability index here is that both item discrimination and the standard deviation of the item can be achieved at the same time. Thus, with the defined function, item scores of the individual are corrected by combining the item difficulty, item discrimination, and standard deviation of the item.
Process
In the study, data sets for each simulation condition were first generated using the psych package (Revelle, 2016) found in the R program (R Core Team, 2018). The aim was that the skewness value in data production is close to 0. For this reason, the cut-off score for the data produced in the dichotomously was taken as 0 (Revelle, 2016) . The kurtosis values were based on the cut-off point.
After the data sets (1000 data sets for each condition) were generated according to the simulation conditions (18 conditions), the weighting process was applied to the data sets. The function presented in Equation 1 was used for weighting. The code was written by the researchers in the R program with the purpose of applying weighting to all data sets. Thus, a matrix of weighted item scores was generated from the generated data sets (1-0 form).
EFA, CFA, and reliability analyses were performed on all data sets before and after weighting (1000 replicative data sets of 18 conditions scored 1-0, and 1000 replicative data sets of 18 conditions). The psych package was used for EFA (Revelle, 2016) . Since the weighted item scores matrix for EFA consisted of continuous data, Pearson correlation matrix was used for both non-weighted and weighted data sets for comparison. The Mplus software was used for CFA, but the Mplus Automation package in the R program was also utilized (Hallquist & Wiley, 2017) . To conduct CFA, maximum likelihood (ML) estimation method was used for both non-weighted and weighted data sets for comparison.
The reported explained variance ratio calculated for the EFA in the study is the average explained variance ratio disclosed, which was obtained from 1000 replications for each condition. The average factor loading was obtained from 1000 replications for each condition, and then the average factor loading of the test was calculated according to the number of the items. CFI, RMSEA, and chisquare values calculated for CFA were obtained as an average as a result of the analysis of the data sets obtained from 1000 replications. However, since the research was a simulation study, the average expression was not used. The average factor loading expression was used in the tables because the factors were calculated by taking the factor loading average (since the test shows the average factor loading).
It was examined that whether the explained variance ratio was normally distributed via Shapiro-Wilk test. Because they were normally distributed, t-test was used for comparison of explained variance ratio for original (1-0 data set) and weighted data set. To compare average factor loadings for original (1-0 data set) and weighted data set, Fisher's z-test was used. While Cohen's d was used for effect size to compare average of explained variance ratio, Cohen's q was used for effect size to compare average explained variance as two correlation coefficients. While Cohen's d interpreted as 0.2 small, 0.5 medium and 0.8 large, Cohen's q interpreted as 0.1 small, 0.3 medium and 0.5 large (Cohen, 1988 (Cohen, , 1992 .
RESULTS
Results are presented in the order of sub-problems.
Ratio of Variance Obtained as EFA Result and Findings for Average Factor Loadings
The explained variance ratios obtained by the simulation conditions as a result of the research and the average factor loadings are presented in Table 4 .
The explained variance ratios are between 16.1% and 32.8% in the non-weighted data sets for all simulation conditions, and they range from 40.0% to 57.1% in weighted data sets. When the differences between the explained variance ratios that correspond to deviance before and after weighting are taken into account (explained variance ratio from after weighting minus explained variance ratio for binary scores), it is observed that they changed from 10.2% to 17.7% and the average was 13.8%. It is additional to note that these ratio values are derived by subtracting binary scores from the explained variance ratio for weighted scores.
For the simulation condition in which the average factor loading is 0.5, the increase in the explained variance ratio was less, and for simulation conditions with an average factor loading of 0.7, the explained variance ratio increased more. For simulation conditions with average factor loadings of 0.5 and 0.7, the increase in the sample size also increased the difference in the explained variance ratio. When the sample size was 3000, the increase of the number of items increased the difference in the explained variance ratio between before and after weighting. However, as the number of items decreased in the 250-and 1000-person samples, the explained variance ratio increased. As a result of the t-test performed to compare the explained variance ratios, it was observed that all differences were statistically significant (α<0.05). When the effect size values were examined, it was observed that differences of the explained variance ratio had large effect size.
When the differences of the average factor loadings between before and after weighting were examined, it was observed that the differences varied between 0.096 and 0.138 and increased by an average of 0.119. In the case where the sample sizes were 250 and 1000, it was observed that with the reduction of the number of items the average factor loading difference before and after weighting was increased. On the other hand, when the average factor loading used in the simulation condition was 0.7 for a sample of 3000 individuals, the average factor loading difference between before and after weighting was increased. In addition, the difference of EVR increases with increasing the AFL in the samples of 250 and 1000 people. However, the difference in EVR decreases as the number of items increases. In the other hand, the difference for EVR was same as the number of items increased for 3000 sample size. According to these results, it could be said that the increase in the sample size, the effect of the increase in the number of items on the EVR decreases. As a result of the Fisher's z-test performed to compare the average factor loadings, it was observed that all differences were statistically significant (α<0.05). When the effect size values were examined, it was observed that differences of the average factor loadings had a small and medium effect size. The impact of weighting on CFA results was examined before and after weighing in CFA as well as EFA.
Findings for Chi-Square Values and Results Obtained from CFA Fit Indexes
The CFI, RMSEA, and chi-square values obtained as a result of the CFA performed before (1-0 item score matrix) and after the weighting process applied to the item scores matrix are presented in Table  5 .
When Table 5 is examined, it is seen that CFI values generally improve after weighting, and RMSEA and chi-square values tend to decrease. When the differences between CFI values between before and after weighting are examined, a change is observed between -0.003 (12th row) and 0.311 (1st row). The CFI values increased by an average of 0.112 for all simulation conditions after weighting. The CFI value was decreased when there were only 1000 subjects, 40 items, and an average factor loading of 0.7. There seems to be some improvement for all other conditions. When the average factor loading was 0.5, the improvement in the CFI was higher than the conditions when it was 0.7. When the sample size and number of item conditions are examined, when the sample size decreases and the number of items increases it can be said that the weighting tends to increase the CFI index. When the differences of the RMSEA index between before and after weighting are examined, these differences are seen to have changed between -0.012 (14th row) and 0.005 (6th row), and the average value is 0.004. Most of the simulation conditions result in a decrease in the RMSEA value. The biggest decrease was in the 20-item test with 3000 individuals and with an average 0.7 factor loading. When the number of samples decreases, and the number of items increases, the difference in RMSEA values also decreases. While the increase in the number of items for 250 and 1000 sample sizes resulted in a decrease in RMSEA, RMSEA values was improved for all conditions for 3000 sample size.
When the differences between before and after weighting of the chi-square value are examined, it is seen that these differences changed between -805.696 (18th row) and 814.229 (12th row). Chisquare values decreased after weighting in all conditions for the sample sizes of 3000. When the sample sizes were 250 and 1000, the weighting process caused a decrease in the chi-square values in 20-item tests. However, when the number of items were 30 and 40, chi-square values increased.
Findings for Coefficient of Reliability
The findings for the Cronbach's alpha reliability coefficient obtained as a result of the reliability analysis conducted before the weighting was applied to item matrix scores (1-0 item matrix scores) and after applying the weighting process are presented in Table 6 . Table 6 is examined, it is seen that the Cronbach's alpha coefficient changes between 0.792 and 0.951 for the non-weighted data sets and between 0.882 and 0.976 for the weighted data sets. When the differences between before and after weighing are examined, it is observed that they show changes between 0.020 (6th row) and 0.101 (3rd row). The Cronbach's alpha coefficients increased by 0.052 on average for all simulation conditions after weighting. For simulation conditions with an average factor loading of 0.7, the increase in the Cronbach's alpha coefficient was observed to be lower than the increase for the simulation conditions with an average factor loading of 0.5. As a result of the increase of the number of items in the simulation condition, the effect of the weighting process on the Cronbach's alpha coefficient is decreased. It has been observed that the increase in sample size generally results in a further increase in the confidence coefficient obtained after the weighting process. When the sample size and item number were evaluated together, it was observed that in the cases where the sample size increased, and the number of items decreased, the weighting process increased the Cronbach's alpha coefficient more. As a result of the Fisher's z-test performed to compare the average factor loadings, it was observed that all differences were statistically significant (α<0.05). When the effect size values were examined, it was observed that differences of the average factor loadings had a small and medium effect size.
DISCUSSION and CONCLUSION
As a result of the research, it was observed that the proposed weighting method increased the explained variance ratio by 13.8%. As the average factor loading increases, the effect of the weighting process on the explained variance increases. Accordingly, the effect of the weighting process increases when the relationship between the items increases. This differs from the result obtained by the nominal weighting method used by Ghiselli (1964) . The nominal weighting method decreases the average correlation between the components, and it has been reported that weighted scores are more effective in ranking individuals (Ghiselli, 1964) . In the current study, as the average factor loading of the items increased, the explained variance ratio also increased. Accordingly, it is recommended to use the weighting method used in the current research in tests with high relation between items.
When the effect of the weighting process on the explained variance ratio is examined, it can be said that the explained variance ratio also increases when the factor loading, number of items, and sample increase. When the averages obtained are examined, we do not agree with Guilford (1954) and Phillips (1943) , who argued that item weighting would not be worth the effort. Increasing the ratio of explained variance in a psychological construct by around 13% is an important gain, and with the help of computer programs to operate weighting it is not difficult.
When the results of CFA are examined, it can be said that in general the weighting process improves CFI and RMSEA values. When chi-square values are examined, although there is no improvement for some models, it is observed that there was a decrease in chi-square values when evaluated as average. CFA estimation method can cause that result. To provide comparison of weighted and nonweighted analysis result, ML estimation method was used for CFA. On the other hand, when the change in the chi-square values which is close to zero, it can be said that the change in CFI values are quite high. So, it can be stated that there is a better fit in terms of CFI values.
When the reliability analysis results are examined, it is observed that the reliability coefficient on average increased to the 0.05 level. This result is similar to the research findings of Guilford, Lovell, and Williams (1942) . However, when both EFA and CFA results are evaluated together, it is believed to be sufficient when the reliability coefficient is not reduced, because the increase in the number of items also increases the reliability coefficient. All calculated reliability coefficients show that the weighting results can be used. It is estimated that it may be sufficient for the weighting process not to have a lowering effect.
According to the results of the research, the weighting method recommended by researchers can be used by both researchers and policy practitioners. This weighting method contributes to the construct, but it should not be overlooked that it is being investigated for one-dimensional constructs. It may be advisable to researchers to investigate how the proposed weighting method produces results for two-dimensional tests or greater.
Madde Ağırlıklandırmanın Güvenirlik ve Geçerliğe Etkisi

Giriş
Psikolojik alanda kullanılan testlerden elde edilen puanların geçerliği, psikolojik ölçme alanının en önemli konuları arasında yer almaktadır. Geçerlik, uygulanan testlerden elde edilen puanların bir özelliği olarak düşünülmekte ve şemsiye bir kavram olarak yapı geçerliği altında toplanabilmektedir.
Yapı geçerliğine yönelik kanıt toplama sürecinde genellikle açımlayıcı ve doğrulayıcı faktör analizinden yararlanılmaktadır. Açımlayıcı faktör analizi (AFA) kovaryans yapıları üzerine kurulmuş olup gözlenen değişkenler arasındaki kovaryans matrisinden daha az sayıda gizil değişkenler (faktörler) elde etmeye yarayan bir tekniktir. AFA'da amaç, değişkenlerin oluşturduğu kümenin faktör yapısını ortaya çıkarmaktır. DFA'da ise teorik olarak ortaya konulan kuramsal yapının test edilmekte ve analiz öncesinde ölçülen değişkenin yapısal özellikeri bilinmektedir. Bu nedenle DFA'da amaç ölçme aracından elde edilen ölçümlere dayanarak öngörülen faktör yapısının doğrulanmaya çalışılmasıdır. Yapı geçerliğine yönelik kanıt toplama sürecinde her iki analizin de önemi yüksektir. Nunnally (1978) , faktör analizi psikolojik yapıların ölçümünün kalbinde yer almaktadır diyerek faktör analizinin önemi vurgulamaktadır.
Testten elde edilen puanların geçerliğini artırmak amacıyla farklı önlemler alınabilir. Buna örnek olarak ölçme aracının geliştirilme aşamasında ölçek geliştirme prosedürünü takip etmek, kuramsal alt yapıyı iyi bir şekilde bilmek ve ölçme aracına yansıtabilmek, testlerin uygulanma aşamasında bazı önlemlerin alınması gösterilebilir. Ancak test uygulandıktan sonra elde edilen puanlar üzerinde bazı ağırlıklandırma işlemleri ile de testten elde edilen puanların geçerliğinin artırılabileceği düşünülmüş ve madde ağırlıklıklandırmasına yönelik araştırmalar yürütülmüştür.
Madde ağırlıklandırmaya yönelik araştırmalar incelendiğinde çoğunlukla 1900'lü yılların ilk yarısında yer aldığı görülmektedir. Madde ağırlıklandırmayla ilgili olarak önerilen yöntemler arasında çoklu regresyon yoluyla değer atama, kısmı regresyon katsayılarını atama Guilford (1954) , madde ayırıcılık indeksleri ile ağırlıklandırma Birnbaum (1968) , faktör analizini kullanma (Burt, 1950) gibi yöntemlerin kullanılmasının yanında test varyansını ya da madde varyansını kullanarak madde ağırlıklandırma (Dick, 1965) , maddelerin bağlantılı olduğu içerik dikkate alınarak daha önemli konularla ilişkili olan maddeleri ağırlıklandırma (Ghiselli, 1964) tek tek maddeler yerine madde kümelerinin ağırlıklandırma şeklinde yöntemler öneren yazarlarda bulunmaktadır (Gulliksen, 1950) . Günümüze daha yakın bir çalışmada ise Rotou, Headrick ve Elmore (2002) çok boyutlu madde tepki kuramı parametreleri kullanarak maddeleri ağırlıklandırmayı ve bireylerin puanlarını hesaplamak için klasik test kuramındaki toplam puan hesaplamasını kullanmaya dayanan bir hibrit ağırlıklandırma yöntemi önermiştir.
Türkiye'de ağırlıklandırmaya yönelik araştırmalar yürütülmüş ancak genellikle çoktan seçmeli maddeler için seçenek ağırlıklandırma üzerinde durulmuş (Akkuş & Baykul, 2001; Erdem, Ertuna, & Doğan, 2016; Gözen-Çıtak, 2010; Özdemir, 2004) madde ağırlıklandırma üzerinde yürütülen araştırmaların sınırlı olduğu görülmüştür (Yurdugül, 2010) . Yurdugül (2010) tarafından yürütülen
