Incomplete partial fractions for parallel evaluation of rational matrix functions  by Calvetti, D. et al.
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
ELSEVIER Journal of Computational nd Applied Mathematics 59 (1995) 349-380 
Incomplete partial fractions for parallel evaluation of rational 
matrix functions 
D. Calvetti a' 1, E. Ga l lopou los  b'2, L. Reichel c'*' 3 
a Department of Pure and Applied Mathematics, Stevens Institute of Technology, Hoboken, NJ 07030, United States 
b Coordinated Science Laboratory, Center for Supercomputing Research and Development, University of Illinois at Urbana- 
Champaign, Urbana, IL 61801, United States 
CDepartment ofMathematics and Computer Science, Kent State University, Kent, P.O. Box 5190, OH 44242-0001, 
United States 
Dedicated to Richard S. Varga on the occasion of his 65th birthday 
Received 13 January 1994; revised 22 March 1994 
Abstract 
Frequently, one needs to evaluate xpressions of the form [p(A)]- lq(A)b, where A c R u ×N, b ~ ~N, and p and q are 
polynomials with degree q ~< degree p, and such that no zero of p is an eigenvalue of A. Algorithms based on the partial 
fraction representation f q/p when evaluating [p(A)]-Xq(A)b lend themselves well to implementation  a parallel 
computer, but might yield poor accuracy. We discuss how to determine an incomplete partial fraction representation f 
q/p which allows parallel computation, while retaining high accuracy. 
Keywords: Partial fraction representation; Parallel algorithm; Cyclic reduction; Partial differential equation; Roundoff 
error analysis 
1. Introduction 
The present paper is concerned with the problem of accurate valuation of 
x := [p(A)]- lq(A)b, 
when A ~ ~u × N, b ~ ~N p and q are polynomials. Throughout this paper we assume that 
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• the degree m of q is not larger than the degree n of p, 
n • the polynomial p(t) = aol-lj= l ( t  - t j )  has distinct zeros tj, none of which is an eigenvalue of A, 
and 
• the polynomials p and q are relatively prime. 
Assume for the moment hat q := 1. Then the traditional way of evaluating (1) is given by the 
following algorithm: 
Algorithm 1.1. Compute solution x of (1) when q := 1. 
1. Xo := b; 
2. fo r j := 1,2,. . . ,n do 
solve (A - t j I )x j  = xj_ 1; 
endfor 
3. x := aolxn; 
Algorithm 1.1 uses explicitly the product form representation p (t) = a o I] ~ = 1 ( t  - -  t j). This repres- 
entation has several advantages compared with the common power form representation 
n j p(t) = Y~j= o c j r ,  such as the matrix p(A) does not have to be explicitly computed, and the product 
form representation of a polynomial is generally better conditioned than the power form; for 
example, see [40]. 
An important observation is that in Algorithm 1.1, n linear systems of equations have to be 
solved sequentially. Hence, when mapping Algorithm 1.1 on a parallel architecture, one can only 
exploit the parallelism available in the solution of each individual linear system. 
An alternative approach to the evaluation of (1) is based on an application of the partial fraction 
representation f the rational function. We write 
q(t) _ q(t) ~ J_  q(tj) (2) p(t) ~o + ~j(t - t j ) -1,  ~0 = lim p(t) '  p'(tj)" 
j : l  t---~ ~ 
This representation leads to the following algorithm for computing x: 
Algorithm 1.2. Compute solution x of (1) by using formula (2). 
1. Compute ~o := l imt-~ q(t)/p(t), 7i:= q(tj)/p'(tj), 1 <~j <~ n. 
2. Solve (A - t j I )x j  = b, 1 <<. j <~ n. 
n 3. Compute x := ~ob + Y.j= 1 ~jxj. 
Algorithm 1.2 lends itself better to mapping on a parallel architecture than Algorithm 1.1 
because it offers two levels of parallelism: large grain parallelism because n linear systems of 
equations can be solved in parallel, and medium grain parallelism from the solution of each of the 
linear systems. The presence of two levels of parallelism is of particular importance when the 
computer architecture offers some form of hierarchical parallelism. Examples of such architectures 
include clusters of multiprocessor workstations, massively parallel machines with vector processing 
units and actual machine prototypes 1-27]. By mapping each large grain task on a cluster of several 
tightly coupled processors, communication requests within each task can be serviced efficiently, 
while there is less demand for costly communication between processor clusters. 
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When comparing algorithms, the issue of numerical behavior, e.g., error propagation, must take 
precedence over computational efficiency. Several computed examples in Sections 3and 5 illustrate 
that Algorithm 1.2 can be sensitive to roundoff errors. Algorithm 1.1 is less sensitive to perturba- 
tion than Algorithm 1.2. This depends on the fact that Algorithm 1.1 uses the product from 
representation of the denominator p, whereas Algorithm 1.2 is based on the partial fraction 
representation. 
We can easily identify the numerical difficulties of Algorithm 1.2 by noting that the partial 
fraction coefficients for (2) are 
q(tj) 
aJ - aOI]k=l,k~j(tj -- tk)' 1 <~j <<. n. (3) 
It follows that the presence of close poles t k may cause some of the coefficients ~j to be of very large 
magnitude. This generally causes numerical difficulties, since a coefficient ~j of large magnitude 
amplifies the error present in the vector xj when forming ctjxj in Step 3 of Algorithm 1.2. 
Furthermore, if the norm of x is small compared to the norm of the vectors ~jx~ or ~ob, then 
cancellation of significant digits takes place in Step 3 of Algorithm 1.2, and this can lead to 
complete loss of accuracy in the computed solution x. 
In this paper we explore the numerical problems associated with the application of partial 
fractions for evaluating (1), and we show how some of the difficulties associated with partial 
fractions can be remedied by using an incomplete partial fraction (IPF) representation f q/p as 
a basis for algorithms for evaluating (1). The IPF representation amounts to writing 
q(t)_ ~ ql(t) 
p(t) --t=, pl(t)' (4) 
and using a partial fraction representation for each of the factors q~/Pt. Here p~ and qt are 
polynomials such that the degree of q~ is not larger than the degree ofpt for each I. We would like to 
choose the polynomials p~ and ql so that: 
• the partial fraction coefficients {~jt}k, of each factor qt/pt, for 1 ~< l ~< #, are not so large as to j= l  
cause numerical problems, and 
• the number of factors, #, is small in order to enable efficient parallel evaluation. 
This paper is organized as follows. Section 2 provides a brief survey of applications of partial 
fraction representations i  numerical methods. A few simple examples in which the evaluation of 
the partial fraction representation f q/p yields poor accuracy are described in Section 3, and these 
examples uggest an approach for determining IPF representatigns with controlled size of the 
partial fraction coefficients. We present three algorithms for computing incomplete partial fraction 
representations based on this approach; the simplest algorithm is for the case when q is a constant. 
The other algorithms are for the cases when p and q are of the same degree, and when q is of strictly 
smaller degree than p. Section 4 presents an analysis of one of these algorithms, and computed 
examples in Section 5 illustrate the performance of the algorithms. In particular, in Section 5.2 we 
show how IPF representations can be applied to the computation ofhigh-order approximations of 
the product of a matrix exponential nd a vector. Section 6 contains concluding remarks. 
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2. Previous work 
The potential for parallel implementation f partial fraction representations was first pointed out 
in 1,28]. Ten years later Sweet 1,50, 51,1 proposed the use of the partial fraction representation f 
reciprocal polynomials in the implementation f the block cyclic reduction (BCR) method on 
parallel computers. On sequential computers the BCR method is implemented by using the 
factored form of reciprocal polynomials (e.g., see [-6, 36, 47,1), but this representation can be difficult 
to implement efficiently on multiprocessors. The use of partial fractions makes the BCR method 
competitive with parallel elliptic solvers based on matrix decomposition. The partial fraction 
approach was also used in [16, 17, 19, 48,1, where extensions and generalizations of Sweet's work, 
together with experiments and implementations on multiprocessor architectures are presented and 
discussed. Recently, the partial fraction representation has been applied to the design of precondi- 
tioners 1-45]. Based on work by Varga and collaborators I-8-10, 53,55, 56], partial fraction 
representations of rational approximants of the exponential function have been used in the solution 
of time-dependent problems in [26, 29, 39, 46, 49, 60-63-1, as well as implicitly in [25]. Partial 
fraction representations of very high-order rational Chebyshev and Pad6 approximants of the 
matrix exponential re advocated in [18, 20, 21, 30,1. Applications of the partial fraction representa- 
tion in algorithms for problems in Control Theory are described in [5, 11, 35]. A parallel version of 
the rational Krylov algorithm for generalized eigenvalue problems described in 1,41] also uses the 
partial fraction representation f rational functions. 
Other algorithms based on the partial fraction representation are considered in 1-60, 61, 63]. 
The possible loss of accuracy in the evaluation of (1) using partial fractions has been noted 
before; see 1-20, 35, 46, 59, 64]. Swarztrauber 1-47] observes that in the BCR method a reduction in 
the arithmetic work required for the evaluation of expressions ofthe form (1) when both p and q are 
of degree n can be achieved by replacing the computation of x j  + 1 by 
(A  - t j I )x j+  ~ = (A  - s j I )x  s, (5) 
with the determination f xj + 1 according to 
Xj+ 1 ~- X j  -{- (tj -- s j ) (A  -- t j I ) -  l x j ,  (6) 
forj = 1, 2, ..., n, where the sj denote the zeros of the numerator polynomial q in (1), and as usual 
the t j  denote the zeros of the denominator polynomial p. Although not explicitly stated in [47-1, 
formula (5) uses the partial fraction representation f the rational function (t - s j ) / ( t  - t j). In order 
to reduce the influence of propagated roundoff errors, Swarztrauber 1-47,1 suggests that the sj and 
tj be ordered so as to keep the differences [tj - sjl small for all j. This amounts to selecting pairs 
{s j, t~ } so that the coefficients of the partial fraction representation f (t - s j ) / ( t  - t j )  are small. An 
analysis of the behavior of roundoff errors when using Algorithm 1.1 in the BCR method can be 
found in 1-36,1. 
Algorithms for computing incomplete partial fraction representations have previously been 
considered by Henrici [23]. These algorithms are designed to compute the coefficients of an IPF 
representation efficiently once the partial factors have been decided upon, rather than determining 
partial factors that yield IPF representations with small coefficients. 
D. Calvetti et al. / Journal o f  Computational nd Applied Mathematics 59 (1995) 349-380 353 
3. Incomplete partial fraction representations 
Let r denote the product form representation (4) of the rational function q/p. Given r and 
a threshold z > 0, we want to design algorithms for the generation of rational functions rt = qt/Pt, 
1 ~< l ~</~, that satisfy: 
• r(t) = l-l~=lrt(t), 
• the degree of q~ is not larger than the degree k~ of Pt for each l, 
• the polynomials Pt and q~ are relatively prime for each l, and 
• the coefficients ~jt of the partial fraction representation f rt satisfy Io~jtl <~ ~ for each I. 
We refer to an incomplete partial fraction representation that satisfies these requirements a  
IPF(z). For any given z, there may be more than one representation satisfying the above 
requirements. Among them it is preferable to use representations with a small number of factors/~. 
kl Let (tjt }j= 1 denote the zeros of p~. We then write the IPF (3) representation as 
q(t) = eot + ~. ejl , 2 kl = n. (7) 
p(t) t= 1 j = 1 t -- tjt l= 1 
Once the partial fraction representation f each factor rl has been determined, the evaluation of 
the right-hand side of (1) can be carried out as follows: 
Algorithm 3.1. Compute solution x of (1) using IPF(z) representation (7). 
Input: b ~ •N, A ~ R N×N, U~=I {tjl} k' k, kl = n. j=t, U~=I {~J,}j=o, where Y.~=l 
Output: x := p(A) -  lq(A)b.  
1. x:=b;  
2. for ! = 1,. . . ,p do 
2.1. Solve (A - t j l I )x j  = x, 1 <~ j <<, kl. 
2.2 Compute x := C~otX + Y,~'= 10~g~Xj. 
endfor 
Algorithm 3.1 contains Algorithms 1.1 and 1.2 as special cases. The threshold parameter z plays 
a crucial role in the computation. Let q/p be a rational function that satisfies the assumptions stated 
in Section 1 after formula (1). There is a value Zmax, such that for all T >/Zmax, the IPF(z) 
representation f q/p is the partial fraction representation. I  this case Algorithm 3.1 is equivalent 
to Algorithm 1.2. On the other hand, when z = 0, then the IPF(z) representation f q/p is the 
product form representation. Algorithm 3.1 evaluates this representation using formula (6). 
Roundoff errors in the evaluation of (1) by means of an IPF representation (7)can arise in the 
computation of each of the quantities xj  = (A - t j t I ) -  ax, in the computation of the coefficients 
kt • jt of the IPF representation, and when forming the linear combinations O~ot + Y~j = o ctjt xj. Although 
problems arising from the propagation of roundoff errors can be significant in the scalar case 
(N = 1), they are greatly accentuated in the context of matrix arithmetic (N > 1). In particular, the 
vectors xj, which are solutions of linear systems of equations, can be largely affected by roundoff 
errors. Moreover, if xj  is computed by an iterative method, then the error in x~ may also depend on 
the stopping criterion chosen for the iterative method. The presence of large partial fraction 
coefficients can amplify the error in the computed vectors x j, causing further loss of accuracy. 
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Therefore, we want to choose the factors r~ so that their partial fraction coefficients ~i~ are bounded 
in order to control error propagation. 
Many iterative methods for the solution of linear systems of equations determine an approxim- 
ate solution in a Krylov subspace determined by the matrix. We note that the Krylov subspaces 
determined by the matrices A - t j J  are independent of the constants tit. This observation has 
spurred the development of several iterative methods for the solution of the linear systems of 
equations in Step 2.1 of Algorithm 3.1; see [5, 11, 14]. 
3.1. Examples 
We now present several examples that illustrate that the evaluation of appropriately chosen IPF 
representations of rational functions q/p can give much higher accuracy than the evaluation of 
partial fraction representations. We observe that, in general, the presence of very close poles of the 
rational function can greatly compromise the accuracy of the computed value of x. A somewhat 
surprising behavior is illustrated in Examples 3.4 and 3.5, namely that there are cases where the 
presence of nearby poles does not cause severe loss of accuracy. A study of the conditions under 
which such behavior occurs is suggestive for the design of algorithms for determining suitable 
incomplete partial fraction representations. 
Example 3.2. Let p(t) := (t - ½)(t - e)(t + e) with lel > 0 tiny. The evaluation of the partial fraction 
representation 
1 (1 ~)-1(1..~_~)-1 e-x (1  _28)-1 e-1(1 +2e) -a  
- - + (8) 
p( t )  t - x2 t - -  e t + e 
in finite precision arithmetic can give poorer accuracy than when evaluating the incomplete partial 
fraction representation 
1 _((½+e)-I (1.~ g) - l )  
p-(t) ~ t - '~  i-+--~ (t - e) - ~ (9) 
For instance, assume that the computations are carried out with three significant digits and that 
e := 1/900. Evaluation of the right-hand side of formula (8) at t = 1 then yields the value 8.00, while 
evaluation of the right-hand side of (9) yields the value 1.99. In exact arithmetic we have 
1 2 
p(1) 1 --e 2 
- -  = 2.0000. 
This example illustrates that the use of an IPF representation can yield much higher accuracy than 
a partial fraction representation. The reciprocal polynomial Up(t)  has close poles, but in the IPF 
representation (9)the partial fraction representation f a reciprocal polynomial with distant poles 
is determined. This explains why formula (9) yields higher accuracy than formula (8). 
Example 3.3. This example shows that the magnitude of the coefficients in the partial fraction 
representation depends not only on the distance between poles, but also on their distribution. Let 
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p(t) := [I~= 1 (t - j /n ) .  Then 
1 ~ aj nn- 1 
p(t) = ~ t - - j /n '  at = . (10) j=l I-Ij:l,jg:t( l - J ) "  
In particular, for n = 20, we obtain 
2019 
12o = - 11 = ~ ,-~ 3.108. 
Thus, evaluation of the partial fraction representation (10) can yield severe cancellation of 
significant digits despite the fact that l ip does not have close poles. 
The next two examples how partial fraction representations that have been used successfully in 
parallel matrix algorithms. These examples provide motivation for the design of our algorithms for 
determining IPF (r) representations. 
Example 3.4. Consider the solution of a Dirichlet problem for Poisson's equation on a two- 
dimensional rectangular domain, and discretize the Laplace operator by the standard 5-point 
stencil. This yields a linear system of equations 
Mu =f,  (11) 
with a block-tridiagonal matrix M. All diagonal blocks of M are a symmetric tridiagonal matrix, 
that we denote by A, and the off-diagonal blocks of M are - I. Assume that M has 2 k - 1 diagonal 
blocks A, for some integer k >/1. Then the linear system (11) can be solved rapidly by the BCR 
algorithm, as described in I-6, 36]. This algorithm requires the solution of linear systems of 
equations of the form 
p.(A)x = b, (12) 
where p.(t):=2C,(½t) and C.(t):=cos(narccos(t)).  Thus, up to a scaling factor, p.(t) is 
a Chebyshev polynomial of the first kind for the interval [ -  2, 2-]. The computations of the BCR 
algorithm require the solution of systems (12) for polynomials of different degrees, with the highest 
degree being equal to 2 k- 1. Let t} "~ denote the zeros of p. and let a} "~ be the partial fraction 
coefficients of l ip,. Then 
, / [2 j -1  
p.(tj ) = = (-- 1) i-= Xn/sin 
yields 
1 1 
la~")l = Ip'.(t~"))l ~< -'n 1 ~<j ~< n. (13) 
The distance between some adjacent zeros t~ ") is fairly small for large n. For instance, 
i I I t~ "~ - t~")l = 2 cos ~n - cos ~nn = 4 sin < n--- Y. 
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Nevertheless, bound (13) shows that max1 ~j ~<, I ~") Idoes not grow with n. This suggests that it may 
be possible to evaluate the partial fraction representation (2) without severe loss of significant 
digits. Computed examples in [17] show that this, indeed, is the case. 
Example 3.5. This example comes from the solution of elliptic problems using the parallel solver 
described in [19]. Bank and Rose [3, Theorem 2.1] show that the (i, j)th block of the inverse of the 
block-tridiagonal matrix M introduced in Example 3.4 is of the form S7 a(A)Si_~(A)Sv_j(A) for 
j ~> i, and S7 I(A)Sj_ I(A)S~_ ~(A) forj < i, where v denotes the number of diagonal blocks, and Sk is 
a Chebyshev polynomial of the second kind of degree k for the interval [ -  2, 2 ], i.e., 
sin((k + 1)0) 
Sk(t):= sin0 ' cos0 = ½t, --2~<t~<2. 
By symmetry, it suffices to consider the casej i> i. The parallel algorithm described in [19] uses the 
partial fraction representation f S7 l(t)Si_ ~ (t)Sv-i(t). The partial fraction coefficients for this 
function are 
sin(jOk) sin ((v + 1 -- i)Ok) 
O~(k i j )  ".= 1 <~ k <.% v, 
sin 2 Ok S'~(tk) 
where Ok := kn/(v + 1) and tk := 2 COS Ok. It is easy to show that 
2 2 
latklJ)[ -- [sin(jOk)sin((v + 1 --i)Ok)[ < ~ -  
v+l  v+l '  
The distance between the closest poles is 
]tl - t2 l  = 2 cos rc 2.__._~ 
3n 2 
v + 1 cos v~J  ~< (v + 1) -------~" 
l~k~v.  
Hence, the partial fraction coefficients remain bounded as v increases, even though the distance 
between some poles decreases. 
Example 3.2 shows that the partial fraction representation of a reciprocal polynomial with 
nearby poles can have coefficients of large magnitude, and that the magnitude of the coefficients 
can be reduced considerably by using an incomplete partial fraction representation. We also 
observe that in Examples 3.4 and 3.5, the coefficients of partial fraction representations grow 
slowly, or not at all, as the degree of the denominator increases, when the poles are zeros of 
Chebyshev polynomials of the first or second kind in the interval [ -2 ,  2]. 
The observation that the partial fraction coefficients of a rational function whose poles are 
distributed like zeros of a Chebyshev polynomial, are fairly small suggests the following approach 
to determining an incomplete partial fraction representation f an arbitrary reciprocal polynomial 
/a 1/p. Factor p = Hi= 1P~, so that the zeros of each factor are distributed roughly like zeros of 
a Chebyshev polynomial, and then determine the partial fraction representation f each reciprocal 
polynomial 1/pt. Such a factorization of p can be determined by ordering the zeros of p like Leja 
points, introduced below. This ordering method has previously been applied to stabilize interpola- 
tion polynomials; see [37]. 
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Let T be a compact set in the complex plane C such that its complement in C w { oo } is connected 
and regular for the Dirichlet problem. Edrei [12] and Leja [31] studied sequences of points 
t l ,  t2 ,  t3 . . . .  with the following property. Let tl satisfy 
Itll = inf Itl, tl ~ T, (14) 
t~T 
and let the points tk, k > 1, be such that 
k-1  k -1  
I-I I t k - t j l=sup  1-I I t - t i l ,  tk•r  , k=1,2 ,3  . . . . .  (15) 
j= l  teT j= l  
The points tk are generally not determined uniquely by (14) and (15). We call any sequence of points 
t~, t2, ... that satisfies (14) and (15) a sequence of Leja points for T, or sometimes just briefly Leja 
points for T. 
Example 3.6. Let T := {t: Itl ~ 1}. A sequence of Leja points for T can be constructed as follows. 
Let tx := 1. The next three Leja points are given by t2 := -1 ,  t3 := t or - - l  and t4 := - t3 ,  where 
~:= x / -1 .  This illustrates nonuniqueness. 
Let the nonnegative integer k have binary representation 
k = ~, ks2 s, k~ • {0, 1}, (16) 
j=O 
and define 
j=O 
(17) 
It can be shown that the sequence of points tl, t2, t3 . . . .  defined by (16) and (17) is a sequence of 
Leja points for T. Note that the points tk+ 1 are obtained by bit-reversal of the binary representa- 
tion of k. For every integer k >~ 0, the points tl, t2, ... ,t2 k are equidistant. Moreover, the points 
tl, t2 ... .  ,tk are uniformly distributed on the unit circle with respect o the density function 
a(t) = 1/2n as k ~ ~.  
Example 3.7. Let T be the interval [ -  2, 2]. The Leja points for T are uniformly distributed on 
T with respect o the density function 
1 o ' ( t ) :=~(4- - t  2)-1/2, - -2<t<2.  
This follows from results of Leja [31, Lemme 1] and Walsh [57]; see [38] for details. Note that the 
zeros of the Chebyshev polynomials C,(½t) for the interval T are also uniformly distributed with 
respect to a(t) as n increases. This suggests, in view of Examples 3.4 and 3.5, that coefficients of the 
partial fraction representation f a reciprocal polynomial ip(t) = I-I~'= 1( t - ts)-1, whose poles 
t s are Leja points for [ -  2, 2], are not very large. Theoretical and numerical results in support of 
this hypothesis are presented in Sections 4 and 5. 
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3.2. Algorithms for determining IPF  (z) representations 
We present algorithms for computing IPF(z) representations of rational functions q/p that 
satisfy the conditions tated in Section 1 after formula (1). We distinguish three cases depending on 
the degrees m and n of the numerator and denominator polynomials q and p, respectively. These 
are: (i) m = 0, n > 0, (ii) m = n > 0, and (iii) 0 < m < n. 
3.2.1. The case m = O, n > O 
The rational function is of the form 1/p. Let T = {tj}~.= x be the set of poles of 1/p. We order the 
poles so that they satisfy (14) and (15), and we refer to the ordering so obtained as the Leja ordering. 
Thus, let taa ~ T satisfy It, ll = min,~wltl, and let tk~ ~ T be such that 
k-1  k -1  
I-I I tk l - - t j l l=Sup l--I I t - t i l l ,  tkx e T, k=1,2 ,3 , . . . .  
j= l  t~T j= l  
Compute the coefficients of the partial fraction representation of I]~=a ( t -  tjx) -1 from the 
coefficients of the partial fraction representation for I]~-~ (t - t jl )- 1 for increasing values of k. This 
process continues as long as the magnitude of the coefficients in the partial fraction representation 
are bounded by a given threshold z and k ~< n. Let the integer k~ < n be such that all partial 
fraction coefficients of ]q~'_ 1 (t - tj~ )- ~ are of magnitude smaller than or equal to z, while some 
r ~k  1 + 1 coefficient of the partial fraction representation i 11~= ~ (t - t j l ) -  1 is of magnitude larger than z. 
Remove the poles {tjl }~L 1 from the set T, and Leja order the remaining poles. Denote the ordered 
poles so obtained by {t j2 }~.2 (' . Next determine the partial fraction representation f the reciprocal 
polynomials 1-[~= 1(t - t j2)- ~ for increasing values of k, until k = n - kl or until a coefficient of the 
partial fraction representation is of magnitude larger than z. Continuing in this manner we obtain 
the IPF (z) representation 
f i  ( t - - t j ) - l :  f i  ( Z ~J~ ). (18) 
j= l  l=l j= l  t --  tjl 
The organization of the computations required is described in the following algorithm. 
Algorithm 3.8. Computat ion of an IPF(z) representation (18) of a reciprocal monic polynomial. 
Input: T := {tj}~.= 1, z ~> 0. 
Output: [-)~= 1{tjl}j=l,k' U~=I {~jl}~'-- 1, where ~.~= 1 kl = n. 
j:= 1; #:= 1; k:= 0; 
while j ~< n do 
k :=k+l ;  
% j -1  = total number of poles already selected 
% k - 1 = number of poles in present (=/~th) factor of IPF  (z) representation 
if k = 1 then 
choose tl~, ~ T such that Itl~,[ = mint~T[tl; 
~lu := 1; j :---- j + 1; 
else 
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choose tk# e T such that k- 1 k- 1 1-It= 1 I t ku  - -  h~l = max,~rl - I t : l  It - tk . [ ' ,  
for l:= 1,2, ... ,k -1  do ~t~,:= ~lu(tt, - tk,) -1 endfor; 
ak. := [I~-2~ (tk. -- h . ) -1 ;  
if max1 .< t < k I~z. I ~< ~ then 
fo r / :=  1, 2 . . . . .  k do ~t. := ~.  endfor; 
j := j  + 1; 
else 
% begin new factor 
T := T\{t t .  k - -1 .  }i=1, k . := k - l ;  k := O; #:= # + 1; 
endif 
endif 
endwhile 
Generally, the smaller the value of'c, the larger the number of factors/~ in the IPF  representation. 
If z = 0, then Algorithm 3.8 yields the product form representation f l ip  with the poles ordered so 
that their magnitude increases with their index. This ordering is appropriate unless it causes 
overflow; see [36] for discussion on the ordering of the factors in a product form representation. 
3.2.2. The case m = n > 0 
We now turn to the determination of incomplete partial fraction representations of quotients of 
polynomials q and p of the same degree 
p(t) = ao [] (t - tj), q(t) = bo (]  (t - st), (19) 
j= l  j= l  
where we without loss of generality may assume that bo/ao = 1. Theorem 4.3 of Section 4 presents 
a bound for the growth of the product of coefficients of the partial fraction representation of
reciprocal polynomials, whose poles are Leja points. The proof of the theorem suggests the 
following ordering of the zeros s t and poles tj of q/p. Assume for the moment  hat the sj and tj are 
selected from two compact disjoint sets S and T in C, such that each component of the complement 
(C w {oo})\{Sw T } is regular for the Dirichlet problem. Select sl and tl so that 
[S l  - -  tll = inf Is - t[, S 1 e S, tl e T, (20) 
s~S 
teT  
and let the points t, and s, for k > 1 satisfy 
k-1 [tk - -  sll ISk - -  hi k-1 It -- sll Is -- ttl 
[Sk - -  tk[ t=ll-] Itk - -  tl l  2 = s~sinf Is - tl z=l~I It - hi 2 ' Sk ~ S, tk e T. (21) 
teT  
The points Sk and tk are generally not determined uniquely by (20) and (21). We will show in Section 4 
that a sequence Sl, t~, s2, t2, ... that satisfies (20) and (21) is an analogue of a sequence of Leja points. 
We apply the ordering (20) and (21) to determine an incomplete partial fraction representation f 
q/p in the following manner. Let S be the set of zeros of q and T the set of zeros of p. Our 
requirements on p and q, stated after formula (1), secure that both the sets S and T consist of 
n distinct points, and that Sn  T = 0. Order the elements of S and T according to (20) and (21). This 
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yields a sequence S l 1, s21, s31, " "  of zeros of q and a sequence t l 1, t21, t31 . . . .  of zeros of p. Compute 
the partial fraction representation f k I] j= ~ (t - -  S j~) / ( t  - -  t j x )  from the partial fraction representa- 
tion of I ]~-  ~ (t - sj  i ) / (t  - t j  i ) for increasing values of k. This process continues until k = n, or until 
a coefficient in the partial fraction representation is of magnitude larger than the given threshold z. 
Let the integer k~ < n be such that the coefficients of the partial fraction representation of
I ]~  1 (t - S j l ) / ( t  - t j l )  are of magnitude smaller than or equal to z, but a coefficient of the partial 
fraction representation f  I-I~1_11 (t - Sjl  )/(t - t j l  ) i s  not. Remove the zeros {t j l  }~ of p from the 
set T, and the zeros {sj~ }~= 1ofq from the set S, and then order the elements of the sets S and T so 
obtained according to (20) and (21). This yields a sequence s12, s22, sa2,.., of zeros of q and 
a sequence of h2, t22, t32, ... of zeros ofp. We proceed to determine the partial fraction representa- 
tion of 1-1~= ~ (t - s~2)/(t  - t j2 )  for increasing values of k, until k = n - kx or until a coefficient in the 
partial fraction representation is of magnitude larger than ~. Continuing in this manner, we 
determine an IPF (z) representation f the form (7). Details of the computations are described in the 
following algorithm. 
Algorithm 3.9. Computation of an IPF (z) representation (7) of the quotient of two polynomials 
(19) of equal degree, such that bo/ao  = 1. 
n n I nput :  T:= {t j ) j= l .  S:= {sj}j=l. z ~> 0. 
kl k~ 
Output :  U~=x {t j l}g=l ,  U~=I {0~jz}~=o, where )~= 1 kl = n. 
j := 1; p := 1, k:= 0; 
while j ~< n do 
k :=k+ 1; 
% j -1  = total number of poles already selected 
% k - 1 = number of poles in present (= #th) factor of IPF (z) representation 
if k = 1 then 
choose Sl~ ~ S and tl~ ~ T such that [s1~ - t~[ = mins~s , ,~r l s  - -  t[; 
0(0~ := 1; 0qit := tlit -- slit; j := j + 1; 
else 
choose Skit ~ S and tk,  ~ T such that 
[Sklt - -  tkit [ I~ k-- 1 [tkit - -  Slit II sk, - t,,  I/I tkit --  t,it 12 
= mins~s , t~r lS  - t[ l ]~-~[ t  - st it l ls t l i t l / l t  -- t/u[ 2, 
fo r / :=  1, 2, ..., k -1  do ~it := gtit(ttit - Skit)/(tl~ --  tkit) endfor; 
~kit := (tkit - -  Skit) I ]~--(  (tk,  - -  S,it)/(tkit - -  hit), 
if max~ ~< t ~ k I~l, I ~ z then 
fo r / :=  1, 2 . . . . .  k do 0ttit := ~it endfor; 
j := j+ l ;  
else 
% begin new factor 
S:  = k - I  k -1  S\{Sl i t}l= 1 "~ T:= 
k,:= k - l ;  k:= 0; #:=/~ + 1; 
endif 
endif 
endwhile 
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3.2.3. The  case O < m < n 
We conclude this section with a modification of Algorithm 3.9 designed to deter- 
mine an incomplete partial fraction representation with small coefficients of the quotient 
q/p of two polynomials p and q of different degrees. Let p be given by (19), and let q be defined 
by 
q( t ) :=bo fi (t-sj), bo#O, (22) 
j= l  
and assume that the degree m of q is at least one and strictly smaller than the degree n of p. 
m n Introduce the sets S := {sj}j= l and T := {ti}j= 1. For each element sj we select from S, we select 
roughly n/m elements from T. Assume that we already have selected l -1  elements 
s11, s21, ... ,s l -L~ from S and k -1  elements t la,  t2x, ... , tk -x ,1  from T, and that no coefficient of 
the partial fraction representation of
l -1  
I-I j=  l ( t  - -  Sjl  ) 
k-1  
I]2=1 (t - -  t j l  ) 
(23) 
is of magnitude larger than a given threshold z. If 1/k approximates m/n as well as or better than 
(l - 1 ) /k ,  i.e., if 
t' n°l- l l-lk rain ,24, 
then we determine st ~ S and tk E T such that 
FIi=I Iti - Sll I tk - -  Sll l- lZj~llltk-- Sjl k -1 
k-1  
Pb=l Irk - t i l  2 
l -1  k - I  
I~i=l Iti = inf It - sl l-b=1 It - sjl - sl 
k-1  12 ~s l-lj=l it -- tj 
teT  
(25) 
Formula (25) is analogous to (21); see Section 4. We then determine the partial fraction representa- 
tion of 
(t ) 1 --  Sj l  
ri : (t ) 1 - -  tJ l  
(26) 
from the partial fraction representation of (23). 
On the other hand, if inequality (24) is violated, then we do not select an element of S, but only 
choose an element k e T such that 
x Itk - -  sX] 
l ltk - -  tj l 2 
l -1  l-b= l It - sj] 
= inf ~ - -  
,~r  Iq j=l  It - tjl 2" 
(27) 
Formula (27) is obtained by dropping the factors involving s~ in (25); see Section 4 for a motivation. 
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We then determine the partial fraction representation of
FI~--__ 1 (t ) 
, - s j l  (28)  
lq~=, (t - t j ,)  
from the partial fraction representation of (23). 
If a coefficient of the partial fraction representations of (26) or (28) is of magnitude larger than z, 
then we remove the set {sjl }~j-1 from S and the set {tjl ~-~ }; = from T, and accept he partial fraction 1 
representation f (23) as a factor in our IPF  (z) representation f {/p. The next factor in the IPF  (z) 
representation is determined analogously from the remaining elements in $ and T. If no coefficient 
of the partial fraction coefficient representations of (26) is of magnitude larger than z, then we 
increase both k and I by 1, and, similarly, if no coefficient of the partial fraction representation f 
(28) is of magnitude larger than z, then we increase k by one, but keep I fixed. We are now in the 
same position as when we considered the partial fraction representation f (23), and continue in the 
manner described above. 
We have so far ignored that the decision whether to increase 1 also depends on the number of 
elements in the sets S and T that have not been selected yet. One has to make sure that throughout 
the computat ion of the IPF (z) representation, the number of elements in T that have not been 
selected yet is at least as large as the number of elements in $ that have not been selected yet. Details 
are presented in the following algorithm. 
Algorithm 3.10. Compute IPF(z) representation (7) of quotient of two polynomials q and p of 
different degrees, as given in (22) and (19), respectively, such that bo/ao = 1. 
m Input: T := {tj}~=l, S := {sj}j=l,  "[ ~ O. 
Output: D~=I {t..jt}~':_l, D~=I k, ^ {~jl }j = 0, where ~= 1 kt = n. 
k:= 1;/1:= 1; k:= 0; I:= 0; I:= 0; 0:= m/n; 
while k ~< n do 
k:=/~ + 1; 
% k - 1 = total number of poles already selected 
% l = total number of zeros already selected 
%/~ - 1 = number of poles in present (=/~th) factor of IPF (z) representation 
% T = number of zeros in present (= #th) factor of IPF  (z) representation 
if f l + I - kOI > I1 -  kOI and n - k + 1 > m - l  then 
% I and 1" are not increased 
if/?c = 1 then 
choose tl~ ~ T such that Itl~l = mint~T Itl; 
~ := 1; k:= k + 1; 
else 
choose t~ ~ T such that 
l-l~= T 
1 [t;, - ss~[ = min lqj=l It - sjgl 
1-I~-~ It~ -- tj~l 2 t~T lq~-~ It -- tj~[ z' 
for j  := 1,2, .. . ,/~--1 do 07j,:= ~j~(ti ,-  t~) -1 endfor; 
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else 
~ ~-1  
if max~ .<j.<~ I~1 ~v then 
for j :=  1,2, . . . , k  do ~:= 5~,; 
k :=k+ 1; 
else 
%beg in  new factor 
if k - 1 = l" then ~o. := 1 else ~o. := 0 endif; 
• k - - I  S:= S\{s, .}5:  ~, T := T\{tj.}Z=~; 
/~:=/~--1; p := p + 1; k := 0; 1:= 0; 
endif 
endif 
% 1 and i" are increased if partial fraction coefficients ufficiently small 
~':= ~'+ 1; 
if/~ = 1 and l" = 1 then 
choose sl. e S and tl. e T such that I&. - tl.I = mins~s,,~r Is - tl; 
~1~:= t~, -- s~u; k:= k + 1; 1:= I + 1; 
else 
choose s~ e S and t;, ~ T such that 
rI~-', Itfiu -- sj~,l[I~-S'l Itju - sTul 
sr,u[ 
f i -1  Fl j = a I t~  - t~. 12 
n l j - l l  I t - -  SjIj[ I]f  --'l I'j~ -- S[ 
min It SI i 
~-1 i z ' s~s 1-I = xIt - tj, teT 
fo r j  := 1, 2, ... ,/~--1 do 07j~, := a2~(t~, -s~,)/(t2, - t~,) endfor; 
~ . T £ -1  
~k~ .= F I t= 1 (t~. --  s2 . ) /H j= x (t~. - b~); 
if maxl~j~<~lc~j,I ~< z then 
for j := 1, 2, . . . , /~ do ~xj~, := 07jr, endfor; 
k :=k  + l ; l := l+ l ;  
else 
% begin new factor 
if/~ = l" then C¢o, := 1 else ~o~, := 0 endif; 
s:= . r :=  T5  {t~, }17, ; 
ku:= k - l ;  #:= # + 1; k := O; / := O; 
endif 
endif 
endif 
endwhi le 
Some propert ies of the incomplete partial fraction representat ions determined by Algor i thms 
3.8-3.10 are shown in the next section• 
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4. Properties of coefficients of partial fraction representations 
Let T be a compact set in C, such that its complement (C w {~}) \T  is connected and regular for 
the Dirichlet problem. Introduce the sequence of monic polynomials 
p,(t):= f i  ( t -  t~e)), t~ ") ~ T, n = 1,2,.. . ,  (29) 
j= l  
and assume that t~")¢ t~ ") for j ~ k. We can bound the coefficients ~)") in the partial fraction 
representation 
1 --  ~ 0~ n, ~n):= f i  ( t~ , )  t~n))-,, (30) 
p~(t) t - -  t~ ")' "" j= l  l= l  
l# j  
for certain special distributions of the poles t~  of lip.. 
Example 4.1. Let Y be a positive constant and define T := {z: Izl ~ ~}, Let t~ ~) := 7 exp(2r~z(j - 1)/n) 
1 (n) 1 -n  -(") 1/p',(t~ "~) = n- (tj ) Thus, for 1 <<.j<~n. Then p, ( t )=t" -7"  and, therefore, ~j = 
I~)l  = n-X~ 1-~ for 1 ~<j ~< n. We note that if n = 2 k for some integer k/> 0, then the poles t~ "), 
1 ~<j ~< n, are Leja points for T; cf. Example 3.6. 
Example 4.2. Let T and y be as in Example 4.1 and define t~ ") := ytj for 1 ~< j ~< n, where the tj are 
given by (17). It follows from [13, Lemma 2.3] that I~")1 ~< n~ 1-" for 1 ~<j ~< n. We note that the 
t~ ") are Leja points for T; cf. Example 3.6. 
It is difficult to bound the magnitude of the coefficients of a~") if the poles t~ "J of the partial fraction 
(30) are Leja points for general sets T. However, it is fairly straightforward to bound the growth of 
n the products ]- I j=l l~") l~ with n. 
Theorem 4.3. Assume that the set T satisfies the conditions tated in the beginning of this section and 
let {t~")}~.__ 1 be the first n points of a sequence of Leja points for T. Let the coefficients" {,)~(n) (a~ = 1 be 
c (n)~n defined by (30). Let ~z) ~j=l be pairwise distinct, but otherwise arbitrary, points in T and let 
{~z(n) ; j=~" 1 denote the coefficients of the partial fraction representation of I]~= 1 (t - -t")'-1 ~j  . Then 
I~I I~)1 ~ z -"t"-l) (31) 
j= l  
and 
n n 
lim 1--I I~)l  1/{"("-1)) •-1 ~< liminf l--I ~(n) l l / (n (n -1 ) )  = I jJ , (32) 
n "* oO j = l n ~ oo j= l  
where the constant Z = Z( T ) is the transfinite diameter of T. 
Remark 4.4. Properties of the transfinite diameter are discussed in [31, 52]. Sometimes the 
transfinite diameter of a set T is referred to as the capacity of T. 
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Proof of Theorem 4.3. It follows from (30) that 
h I{x~n)[ ~--- h h It(; ) -- t(/n) l-1 = h J-IH I/~ ) --l(/n)l-2" 
j=1 j= l l= l  j=2l=1 
l~ j  
The fact that the t(. ") are Leja points for T yields -j 
(33) 
j -1 
I-I Iff ) - tl')l >I z j -  1, (34) 
I=1 
where Z = Z(T) is the transfinite diameter of T; see [31]. Combining (33) and (34) shows (31). 
~'/'(") ~". be Fekete points for T, i.e., they satisfy t'j e T We turn to the proof of (32). Let the points ,_j ,j = 
for all j and 
h h I f~ ' -  f~["l ~> max h h It'~'- t~l"'l- 
j= l  /=1 tk~T j=l 1=1 
l# j  ivaj 
Properties of Fekete points are discussed in, e.g., [15, 52], where it is shown that 
(35) 
n 
lim h H If~"'- f<t"'l 1/'"'"-1''= Z. 
n--*oO j= l I=1  
l# j  
In view of that 
(36) 
n 
~(n) r - r  : (n) 
1=1 
l# j  
we obtain from (35) that 
11 
= "ri - ' c~/° l  <- - I. 
j=l j=l 1=1 j=l I=1 
l# j  l# j  
It now follows from (37) and (36) that 
(37) 
n 
~]-I O~j^ (n) - I/(n(n- l)) ~ Z" lim sup 
n--*~ j= l  
Therefore, 
II 
liminf [I  I~JY)l 1/<"<"-1" ~ z -1. (38) 
n--* oo j= l  
Finally, the sequence of products 11 ~. = ~ I 0¢~") 11/(,(, - ~)), n = 1, 2, ..., satisfies both (31) and (38). This 
completes the proof of the theorem. [] 
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Consider the polynomial p.+ 1, defined by (29), and assume that t f  + a) = t(..) for 1 ~<j ~< n. Then - j  
_ (.+ 1) in the partial fraction representation of l ip .+ 1 satisfy the coefficients ~i 
,+1 f i  f i  I-I I~  "+ x)l -- I~j(") • I~.+lt("+ 1) _ t~.+ 1)]-2, (39) j= l  j= l  j= l  
_ (n) where the a t are given by (30). The proof of Theorem 4.3 is based on the fact that #.+1) -.+t 6 T is 
chosen so that 
f i  n 
~,t("+l)+ 1 -- tj("+1)1-2= inf l-] I t -  t~"+ 1)1-2 (40) 
j= l  tET  j= I  
Algorithms 3.9 and 3.10 are modifications of Algorithm 3.8 that allow the determination of 
IPF(~) representations of rational functions q/p, where q is a polynomial of degree not larger than 
the degree ofp. In order to motivate their design, let S and T be two disjoint compact sets in C, and 
assume that they satisfy suitable regularity conditions. Let p. be given by (29) and define 
n 
_(n) q.(t):= H (s - e s. 
j= l  
Then 
(41) 
t(n+l) _(n+ 1)t f i  
n+l  - -  5n+1 ] 
j= l  
B 
= inf It - sl I-[ (n+l) 2 (44) 
s~S j= l  ]t - -  t j  [ 
teT  
Thus, we have derived formula (21). Note that when k = 1 in (21), then formula (20) is obtained. We 
are presently studying a generalization of Leja points suggested by the minimization problem (44). 
t ( .+  l)  _ . ( .+  _( .+1) t~,+ l) I l~.+1 5j 1)[ 5n+1 __ 
t(n+l)__ t(n+l)12 
n+ 1 -j 
It - f f+  " l  ls - " I 
. (n )  
q. ( t ) _  1 + ~ ~J (42) 
p,(t) j=  1 t - t(. ")' -j 
t.) satisfy where the coefficients of ~j 
I~)l = ITS)- s',")l It~ " , -  tl")[. (43) 
j=X j= l  l= l  l j= l  /=1 
l# j  
t.+ 1) = t~?)for 1 ~<j ~< n. Similarly, t(.. + 1) of the polynomial p. + 1, given by (29), satisfy tj _  Let the zeros _j 
_(,+1) -(") for 1 ~<j ~< n. Let _(.+a) of the polynomial q.+x, given by (41), satisfy ~i = ~J let the zeros ~) 
a(. + 1) be the coefficients of the partial fraction representation f q. + 1/P. + 1; cf. (42). Then (43) yields 
a formula analogous to (39), 
n f i  t(n+l) _(n+l)l _(n+l) t(n+l)[ n+l  _(n+ 1)[ _(n+ 1)j - j  
1-[  = I ]  Ic  )l • ' ( "+"  "+ '  - I .+1 - ~n+l  --  5n+1 I t(n+l) (n+l) 2 
j=l j=l j=l [~.+1 - - t j  [ 
Formula (40) suggests that we choose t ~"+ 1) _(,+ 1) ~n+ 1 E T and 5.  1 ~ S such that 
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Computed examples in Section 5 indicate that this generalization is appropriate for determining 
incomplete partial fraction representations with coefficients of small magnitude. We remark that 
other generalizations of Leja points are investigated in [2, 32]. 
The minimization problems (25) and (27) can be derived similarly as (44) by considering the 
product of the coefficients of the partial fraction representations qJp, ,  q~+x/P.+l and qt/p.+~, 
where p~ is given by (29) and qj by (41). This motivates our selection of zeros and poles in Algorithm 
3.10. 
5. Numerical experiments 
In this section we present numerical examples illustrating how the algorithms described in 
Section 3 can be used to control the size of the coefficients of the partial fraction representations of 
the rational function and hence avoid the associated stability problems. We first present examples 
from the evaluation of rational functions of the form (1) with scalar argument. A few of these 
examples have previously been reported in [7]. 
5.1. The scalar case 
In the examples that follow, we examine the error in the computation ofsome rational functions 
using IPF (z) representations forseveral values of z. We evaluate these expressions for the rational 
function at some value t, and compare the result with that obtained when we express the rational 
function as the ratio of two polynomials in product form, using the IPF(0) representation. 
Numerical tests in this section were carried out on an IBM RISC 6000/550 workstation using 
64-bit arithmetic, i.e., approximately 15 significant decimal digits. Whenever random numbers are 
used, they are chosen from a uniform distribution in the specified interval. 
Table 1 shows the poles and zeros for the rational functions used in the experiments of this 
section, and Table 2 summarizes the results. The first three columns of Table 2 define the rational 
function to be evaluated. In particular, they show the numerator degree m, the denominator degree 
n and the point t at which the rational function is to be evaluated. The fourth column shows the 
value of r used to generate the IPF (~) representation, and column five displays the number of 
factors # in the IPF(T) representations determined by Algorithms 3.8-3.10. The last column shows 
Table 1 
Roots and poles for the rational functions used in 
the scalar experiments 
Type  Description 
t i random in [-1, 1] 
tj:=j/n 
sj random in [-- 2, 0]; t~ := j/n 
sj random in [0, 1]; tj := j/n 
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Table 2 
Exper imenta l  results from the use of  IPF(z) representations to evaluate scalar rational 
functions 
Type (m, n) t z Factors Value 
1 (0, 40) 1.5 0 40 0.58640286.10- 5 
1.105 4 0.58640286.10- 5 
1.107 3 0.58645875.10 -5
1.109 2 0.58699068.10-5 
oo 1 0.50000000 
2 (0, 40) 2.2 0 40 0.148.10 -s  
1- 101° 3 0.152- 10 -s  
co 1 * 
3 (20, 20) - 3 0 20 0.34323635.10- 6 
1.107 3 0.34323558.10 -6
1.10 s 3 0.34323262.10 -6
1.109 2 0.34320468.10 -6
oo 1 * 
4 (10, 20) 3.5 0 20 0.1423.10 -2 
1.10 la 2 0.1550.10 -2 
oo 1 * 
4 (10, 20) 7.5 0 20 0.2940.10 -7 
1.108 2 0.2939.10 -7 
1.1013 2 0.2373.10 -a 
oo 1 * 
* means that no correct significant digits were computed.  
the value obtained by evaluating the IPF(T) representation at the point t. An asterisk indicates that 
the value obtained by evaluating the IPF (z) representation did not have any correct digit. 
Example 5.1. Consider the rational function of type 1, r(t):= 1/p(t), where p(t):= I]~ ° 1 (t - tk). If 
we evaluate r(t) at t = 1.5 using its partial fraction representation, then we lose all significant digits. 
Table 2 shows the computed values obtained with IPF(z) representations at t = 1.5 for several 
values of z. 
Example 5.2. Consider the reciprocal polynomial r(t) 40 = Ilk=1 ( t -  k/40)-1. Rational functions of 
this form were discussed in Example 3.3. The coefficients of the (complete) partial fraction 
decomposition of this function become very large. For instance, the coefficient for (t - 1/40)- 1 is of 
magnitude 6.1015 . This suggests that the use of the complete partial fraction decomposition may 
lead to severe loss of significant digits. We expect the accuracy achieved in the rational function 
evaluation when using a complete partial fraction representation to depend on the exact value of 
r at the point t, the larger values of r(t) being less sensitive to the presence of large coefficients. We 
evaluated the rational function at t = 2.2. Table 2 shows that if we use the complete partial fraction 
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representation, then we lose all significant digits. Already for z = 1.10 ~°, the IPF (z) representation 
yields 2 significant digits in the computed value of r(2.2). 
Example 5.3. Let 
° l ( t -  s,) 
r(t):= 
I-I j= 1 (t --  t j)  
be a rational function of type 3. When using the complete partial fraction decomposition to 
evaluate r( - 3), we obtained no significant digits. Decreasing the value of T gave increased accuracy 
in the computed value of r(-3).  
Example 5.4. The rational function of type 4 considered in this example is given by 
r ( t )  := [ [1°1  (t - -  Sk) 
1-[ 20 , (t -- k/20)" 
The presence of large coefficients in the IPF (z) representation f r does not affect the accuracy of 
the result as much when Ir(t)l is large as when Ir(t)l is small. Table 2 lists the results obtained using 
IPF(z) representations for different values of z to evaluate r at t = 3.5 and t = 7.5. 
The numerical experiments show that when the IPF (z) representation contains coefficients of 
large magnitude, the accuracy of the computed value when evaluating the IPF (~) representation 
may be low. On the other hand, when z is sufficiently small, the IPF(z) representation yields 
accurate values. The examples indicate that often much higher accuracy can be achieved with only 
few factors in the IPF (z) representation than when the complete partial fraction representation is 
used. Thus, not much parallelism is lost in the quest for accuracy. 
Consider the partial fraction expansion (2) of r = q/p. For a fixed value of t, an estimate of the 
number of decimal digits lost by using the partial fraction representation f r is given by the 
formula 
digits lost:= log~o max I~ol, It Z t l l ' " " l t  - t,I (45) 
If we assume that I t - t j[ i> 1 for all 1 ~< j ~< n, then (45) yields the bound 
digits lost ~< loglo(max{lao[, 1~1 I,--.,l~,l}/Ir(t)l), 
from which we obtain 
digits lost ~< l og lo (z / l r ( t ) l ) .  (46) 
The number of desired significant (decimal) digits in the computed value of r ( t )  is the number of 
significant digits in the computer arithmetic minus the number of digits lost. This observation 
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yields the following ad hoc rule for the choice of z in order to obtain an IPF (~) representation that 
yields a desired number of correct significant digits: 
loglo (z) = (number of significant digits in the computer arithmetic) 
+ loglolr(t)] 
- (number  of desired correct significant digits in the value of the incomplete 
partial fraction), (47) 
where r(t) denotes the exact value of the rational function to be evaluated at the point t. Thus, this 
choice of z depends on the value of r at t. 
5.2. The matr ix  case 
This section discusses the application of IPF (z) representations to the evaluation of matrix 
rational functions. We demonstrate he effectiveness of incomplete partial fraction representations 
in high-order integration methods for differential equations. These methods require the evaluation 
of high-degree rational approximants of the matrix exponential times a vector, i.e., one has to 
evaluate rational approximants of e-a~b, where A is a large, possibly sparse, matrix; b is a vector; 
and 6 > 0 is a scalar. These approximants are of the form (1), where the rational function r = q/p is 
chosen to approximate the exponential on a region f2 c C, which should contain the spectrum of 
the matrix - A6. Low-order approximants (of an order between 1 and 4) are used extensively in 
the literature. Parallel computation makes rational approximants of higher order of interest; see 
[20, 30, 39]. We show in this section that IPF (z) representations, determined by the algorithms of 
Section 3, of rational approximants of the exponential function can be useful for the implementa- 
tion of integration methods of high order. Throughout he section we assume that conditions 
justify the use of high-order integration methods. 
Experiments reported in this section were carried out on an Alliant FX/2800 computer using 10 
of 20 processors and running the Concentrix 3.0 operating system. Codes were written in Fortran 
using 64-bit arithmetic and compiled with the - 0 option, so that vectorization and parallelization 
are carried out by the compiler. Timings were obtained by using the Alliant library function etame. 
Implicit integration methods based on rational Pad6 approximants are quite popular due to their 
favorable stability and approximation properties. Denote the [m/n] Pad6 approximant to e t by 
.Cm, n(t) __ q~(t) 
p. ( t )  ' 
where m and n denote the degrees of the numerator and denominator polynomials, respectively. 
Formulas for these polynomials are explicitly available, and it is known that all the zeros and poles 
of rm,. are simple; see [22, 42-44, 53, 54, 62]. The approximation error satisfies 
( m.,,_., 
le' - rm,.(t)] = t (m + n)!(m + n + 1)! 
[O([t l  m-") 
Itlm+" +x + O([tl re+n+2) as ]tJ--,0, 
as It] ~ 0o. 
(48) 
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We consider A-acceptableintegration methods because of their practical importance. For these 
methods the rational approximants satisfy 
I rm,. (t)l < 1, Re t < 0. (49) 
This condition only holds when n - 2 ~< m ~< n; see [58]. In view of this, we primarily consider 
In~n] (diagonal) Pad6 approximants because they offer the highest order of approximation, but we 
note that for certain problems [(n -1)/n] Pad6 approximants may offer certain advantages. We 
observe that the A-acceptability of diagonal Pad6 approximants was demonstrated by Birkhoff 
and Varga in [4]. 
A careful examination of formula (48) shows that when n is increased, the error at a fixed point 
t is reduced, and, moreover, the region around the origin in which r.,. gives an acceptable 
approximation ofe t is enlarged. The latter property of r.,. allows the use of larger time steps in the 
integration formula when n is large. The use of high-order methods, i.e., methods based on rational 
approximants rm, n with m or n large, is particularly attractive in a multiprocessor environment 
when an incomplete partial fraction representation f rm,. can be evaluated in parallel. We illustrate 
properties of high-order methods and associated partial fraction and incomplete partial fraction 
representations i  a sequence of examples. 
Example 5.5. Let p(%ax) denote the magnitude of the coefficient of largest magnitude in the partial 
fraction representation f the [m/n] Pad6 approximant ofe'. Table 3 shows p~X) for several values 
of m and n and illustrates that the partial fraction coefficients can be of very large magnitude. For 
instance, p~ao~, ,o) > 1. l0 s and Pt~]~. 2o) > 1.1011. Thus, A-acceptable Pad6 approximants can have 
very large partial fraction coefficients. This motivates the use of incomplete partial fraction 
representations for their evaluation. 
In the previous example, as well as in the examples below, we computed the zeros of the 
numerator and denominator polynomials q., and p. by first transforming each polynomial into its 
companion matrix representation, and then using subroutines from the LAPACK library [1] to 
compute the eigenvalues of the companion matrices. This method of computing zeros was chosen 
for its simplicity, but the question of how to accurately determine zeros of high-degree polynomials 
Table 3 
loglo plm~,~0:base-10 logarithm of the magnitude of the partial fraction coefficient of 
largest magnitude of [re~n] Pad6 approximants of e' 
n m=2 m=4 m=8 m=10 m=14 m=18 m=20 m=40 
2 1.1 . . . . . . .  
4 1.3 2.3 . . . . . .  
8 1.8 2.7 4.6 . . . . .  
10 2.0 3.0 4.8 5.8 . . . .  
14 2.5 3.5 5.3 6.3 8.1 - -  - -  - -  
18 3.0 4.0 5.9 6.8 8.6 10.4 - -  - 
20 3.3 4.2 6.1 7.0 8.8 10.6 11.5 - -  
40 5.7 6.7 8.7 9.6 11.7 11.3 12.2 17.6 
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deserves further attention. When the zeros of the numerator and denominator polynomials are 
explicitly known, the partial fraction coefficients are readily computed from formula (3). 
The large partial fraction coefficients of Example 5.5 suggests that partial fraction representa- 
tions of Pad6 approximants ofe-a~ may yield low accuracy due to cancellation ofsignificant digits. 
The following example shows that this is indeed the case. 
Example 5.6. Introduce the tridiagonal matrix A := (1/h 2) trid [-- 1 2 - 1] that arises from the 
discretization ofthe one-dimensional L place operator with mesh size h := 1/(N + 1) and N := 998 
grid points. The eigenvalues 
4 jrc (1 ~<j ~< N) 2j := ~-5 sin2 2(N + 1) 
as well as associated eigenvectors v~of A are explicitly known. Assume that the eigenvectors are of 
unit length and have positive first component, and define the vector 
N 1 
b := E - (50) 
j= l J  Vj. 
Because bcontains components ofeigenvectors a sociated with large eigenvalues ofA, a small time 
step 6 is required in order to achieve acceptable accuracy. Table 4 shows the maximum relative 
error when using In~n] Pad6 approximants for exp( -  6A), for several values of n and 6. The table 
shows that in order to achieve acceptable accuracy for large time steps 6, fairly large values of n are 
required. The linear systems of equations were solved by a direct tridiagonal solver. 
We used the IPF (0) representation f the Pad6 approximants for the computations for Table 4. 
The corresponding results when the IPF (~) representation f the Pad6 approximants are used are 
shown in Table 5. A comparison between Tables 4 and 5 shows that the IPF(~) representations 
cause significant accuracy degradation for large values of n. 
The following example illustrates that the significant loss of accuracy caused by the partial 
fraction representation can be avoided by using an incomplete partial fraction representation. 
Table 4 
loglo of maximum relative error of e-a~b, based on In~n] Pad6 
approximant ofe-A~, and using the IPF (0) representation forvarious 
values of 6 and n 
6 n=4 n= 10 n=14 n=18 n=20 n=28 
1-10 -5 --2 --4 --6 --9 --10 --13 
2.10 -5 --1 --2 --4 --5 --6 --8 
3-10 -s --1 --2 --3 --4 --5 --6 
4.10 -5 --1 --2 --2 -3  --4 --5 
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Table 5 
loglo of maximum relative error of e-anb, based on [n/n] Pad6 
approximant of e -An, and using the IPF(oo) representation for 
various values of 6 and n 
6 n=4 n=10 n=14 n=18 ~ n=20 n=28 
1.10 -5 -2  -4  -6  --6 -6  -2  
2.10 -5 -1  -2  -4  --5 -6  -2  
3-10 -5 -1  -2  -3  --4 -5  -2  
4.10 -5 -1  -2  -2  --3 -4  -2  
Table 6 
Components and log lo of maximum relative rrors where e-Anb is evaluated based on the [n/n] Pad6 approximant of
e -An, and using the IPF (z) representation, for6 = 1.10-5 and 6 = 4.10-5 
n z Components Error for 6 n T Components Error for 3 
1.10-5 4.10-5 1.10-5 4.10-5 
4 0 {1 ..... 1} --1.0 --0.4 20 0 {1 ..... 1} --9.7 --3.2 
10" {4} --1.0 --0.4 104 {8,5,4,3} --9.7 --3.2 
10 a {4} --1.0 --0.4 10 a {15,5} --9.2 --3.2 
oo {4} --1.0 --0.4 oo {20} --4.8 --3.2 
14 0 {1 ..... 1} -5.5 -1.9 24 0 {1 ..... 1} -13.1 -4.3 
10" {8,4,2} --5.5 -1.9 10" {9,5,5,3,2} -12.7 --4.3 
10 s {13,1} --5.5 -1.9 10 s {16,8} -9.1 -4.3 
oo {14} --5.5 -1.9 oo {24} -2.6 -2.5 
18 0 {1 ..... 1} --8.2 -2.7 28 0 {1 ..... 1} -13.7 -5.5 
104 {8,5,4,1} -8.2 -2.7 104 {8,6,5,5,3,1} -12.6 -5.5 
108 {15,3} -8.2 -2.7 10" {18,9,1} -8.6 -5.5 
oo {18} -6.1 -2.7 oo {28} -1.7 -1.6 
Example 5.7. Let r , . ,  denote an IPF (z )  representat ion of the [n/n] Pad6 approx imants  of e t 
determined by A lgor i thm 3.9, and let the matr ix  A and vector b be the same as in Example  5.6. 
Tab le  6 shows the relative error  II r.,.(- A6)b - e -  A~b II ® / l i e -  A~b II oo for several values of n, z and 6. 
Here  II" I1oo denotes the uni form vector  norm.  The co lumns labeled "Components"  show the 
number  of poles in each factor of the IPF  ('r) representat ions,  i.e., the co lumns show the values of 
kl ,  k2 , . . . ,  k u in formula  (7). The co lumns labeled "Er ror "  show the base 10 logar i thm of the relative 
error  in the approx imat ion  for each of the t ime steps 6. 
When the rat ional  funct ion rm,, has real coefficients, the complex poles and coefficients in its 
part ia l  f ract ion representat ion appear  in complex  conjugate pairs. This can be exploited to reduce 
the number  of l inear systems of equat ions that need be solved to evaluate r=, , ( -A6)b  when 
A ~ •N×N, b ~ R N and 6 > 0 in the fol lowing manner  [18,29,63] .  Let tj be a pole of r=,, with 
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nonvanishing imaginary part, and let aj be the partial fraction coefficient associated with ti. Let 
t j+l  := fj and ~j+l := ~j, where the bar denotes complex conjugation. Then the evaluation of 
rm, n ( -A6)b  requires the computation of x j :=~j ( -A6- t j I ) -~b and x~+~:=~j+~(-A6-  
tj+ ~I)-lb. This can be done by solving only one linear system of equations, e.g., for xj, because 
X~+l = ~j. We note that all poles, except possibly one, of [n/n]  Pad6 approximants of e t have 
nonvanishing imaginary part. 
The presence of complex conjugate poles of rational functions rm, ~ with real coefficients can also 
be exploited in the determination and evaluation of IPF(z) representations by requiring that 
complex conjugate poles and zeros belong to the same partial fraction. We note, however, that 
complex conjugate poles with a small imaginary part may yield large partial fraction coefficients. 
Consider the partial fraction representation 
1 (2 Im t~)- 1 (2 Im t j ) -  1 
(z -- t j ) (z  -- tj) z -- tj z -- Ej 
Thus, if Im t~ > 0 is "tiny" then the partial fraction coefficients are "huge" and may cause loss of 
accuracy. 
Algorithms 3.8-3.10 can be modified so they determine incomplete partial fraction representa- 
tions that allow exploitation of complex conjugacy. We have omitted a description of this 
modification i  Section 3 in order to keep the presentation of the algorithms as simple as possible. 
However, our performance comparison includes timings for a code for the evaluation of IPF (~) 
representations i  which savings in computational work due to complex conjugacy are exploited. 
Example 5.8. This example shows timings for the evaluation of IPF (z) representations. Let the 
matrix A and vector b be the same as in Example 5.6. We measured the wall-clock time for loop 2 of 
Algorithm 3.1 since the remaining parts of the computation (defining the matrix A and vector b, 
and computation of the partial fraction coefficients) have to be carried out only once, and hence 
their costs are easily amortized when time stepping. The time step ~ was chosen to be 4.10-5 for 
this experiment, although we note that in the context of direct solvers timings are independent of 3. 
The linear systems of equations were solved by a direct tridiagonal solver. The timings measured 
are displayed in Fig. 1. 
As expected, the time required for IPF (0) representations i creases linearly with n, and the fastest 
integration method is obtained from IPF(~)  representations when complex conjugacy is ex- 
ploited. However, the tables above show that the accuracy obtained with the IPF(oo) representa- 
tions is unacceptably ow when n is large. On the other hand, using reasonably large values of 
z yields good accuracy and wall-clock execution times that are far superior to those for the IPF (0) 
representations. Comparing Fig. 1 and T~ble 6, we observe that the sudden upward turns in the 
curves of Fig. 1 are due to an increase in the number of components/~ in the IPF (z) representation 
used. The advantage of parallel processing is manifested by the very slow increase with n of the 
wall-clock times when/~ is kept fixed. 
From Algorithm 3.1 it is clear that the use of p > 1 terms to control the size of the partial fraction 
coefficients entails a sequentialization f part of the computation. When there are enough proces- 
sors to complete Step 2.1 of the algorithm in parallel, the leading cost of Algorithm 3.1 is/~ times the 
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Fig. 1. Wall-clock time required for the evaluation ofIPF(z) representations f [n/n] Pad6 approximants of e-~Ab, for 
several values oft and n, and ~ := 4- 10- 5. Curves are marked as follows: -- (r = 0); .-. (r = 104); . . . .  (z = 10a); -- -- 
(z = oo); + ... (r = oo exploiting conjugacy). See Table 6 for the associated values of tt and errors. 
cost of Step 2.1. Hence, in the context of the time stepping schemes of the present section, the costs 
of performing one time step with an IPF ('c) representation implemented with/~ components, and 
performing/~ time steps with an IPF (oo) representation are the same. Remembering that for a fixed 
accuracy, higher order of approximation allows a larger value of 6, but could also require a larger 
value of/~, it is important to study how/~ grows as 6 is increased. For fixed accuracy requirements, 
we can consider both/~ and n to be functions of 3, i.e.,/~ =/~(6) and n = n(6). In order to minimize 
the total work required to integrate to the end point, it is desirable that 11(6)/6 decreases as 
6 increases. Table 6, for example, tells us that in order to make the base-10 logarithm of the 
maximum relative error equal to - 5.5, we could either use n = 14, a complete partial fractions 
(# = 1), and 6 = 1-10 -5, or we could use n = 28, an IPF(108) representation (/~ = 3), and 
6 = 4.10-5.  It thus seems advantageous to use the latter scheme. This result is corroborated by 
timings on the Alliant. The former scheme requires 0.09 s wall-clock time to advance one time step, 
whereas the latter takes 0.25 s wall-clock time to advance a time step four times as large. 
Example 5.9. The experiments for this example were conducted in order to investigate the 
efficiency of the IPF representations for integration of differential equations. In particular, we are 
interested in the relation between/~ =/~(6), 6 and the total runtime (wall-clock time) required for 
fixed accuracy requirements. We used values of n ranging from 4 to 30, and let the time step vary 
from 6 = 1 ° 10-6 up to 6 ~- 30 ° 10-6. For each n, we used several values of z and this generated 
IPF(z) representations with different numbers of factors. 
In order to achieve ight digits of relative accuracy, measured as in Example 5.7, the diagonal 
scheme of highest order that we can use with a complete partial fraction representation is based on 
the [14/14] Pad6 approximant ofe t, with a maximum time step 6base " :  60unit where 6unit = 1.10-6. 
We refer to this scheme as the "base scheme". 
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Table 7 
Degree n, maximum time step t~ in multiples of 6unit, number of components in the IPF representation f In~n] 
Pad6 approximant of e -A~, run time on an Alliant computer to compute -a6b, and efficiency indicators 
Degree Time step in multiples # factors Wall-clock (wc) Wall-clock time 
n of 6unit: 3/(~unit #(6) (#(6)/6)6unit time (s) per unit time 
step: wc 6unit/6 
14 6 1 0.167 0.10 0.0166 
18 10 2 0.200 0.18 0.0180 
20 12 2 0.167 0.19 0.0158 
22 15 2 0.133 0.18 0.0120 
24 18 2 0.111 0.18 0.0100 
28 25 3 0.120 0.27 0.0108 
30 29 3 0.103 0.28 0.0096 
For each value of n, we chose the maximum time step 6 that yields at least the same accuracy as 
the base scheme and tabulated its value, as well as the smallest among the corresponding values of 
# =/~(6). Results are presented in Table 7, which also displays #(6)/6. The last two columns show 
wall-clock times for the Alliant computer. 
From Table 7 we conclude that, for large values of n, the time step 6 increases by a larger factor 
than ~ = #(6). Comparing the first with the last rows, we see that 6 can increase approximately five 
times whereas/~(6) increases only by a factor 3. Thus, we expect an integration method based on the 
[30/30] Pad6 approximant to be approximately ~a times faster per time step than an integration 
method based on the [14/14] Pad6 approximant. The last column of the table shows that the actual 
run times are in agreement with this prediction. 
5. 3. Comments on related integration methods 
It is interesting to compare the previous results for diagonal Pad6 approximation with those 
obtained using rational Chebyshev approximants of the exponential function. The latter methods 
were pioneered by Varga in I-8-10, 53, 55]. Low order integration methods based on rational 
Chebyshev approximants have been used for a long time, and high-order methods are considered 
in [18,20,21]. Table B.1 of [21] shows partial fraction coefficients for rational Chebyshev 
approximants r,,, for n = 10 and n = 14. 4 The table shows that the partial fraction coefficients 
remain reasonably small for these approximants even for fairly large values of n. For example, the 
magnitude of the partial fraction coefficient of rn,, of largest magnitude is 21.59 for n = 10, and 
105.88 for n = 14. 
In an effort to avoid complex arithmetic, rational approximants of e t with only real poles are 
frequently used in integration formulas. Among these rational approximants, those with a single 
real pole of high multiplicity are popular because they require only the factorization of one real 
4 There is a typographical error in Table B.1 of [21]: It lists the partial fraction coefficients doubled, i.e. {2~j}~ <j ~< n/2 in 
accordance toformula B.1. 
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linear system of equations in each time step, and because they approximate e t better than rational 
approximants with multiple real poles; see [24, 34] for a discussion. Therefore, integration methods 
based on rational approximants with only one pole are attractive to implement on sequential 
computers. However, they are difficult to implement efficiently on parallel computers. 
In order to obtain integration methods that lend themselves well to parallel computation, Serbin 
[46] recently proposed to first determine rational approximants of e t with a single pole of high 
multiplicity, and then perturb the single pole to create several distinct poles. The new rational 
approximants obtained have partial fraction representations of the form (2), and this makes parallel 
implementation f the associated integration methods possible, at least if we ignore the sizes of the 
partial fraction coefficients. However, the closeness of the poles of the rational approximants 
obtained generally gives rise to partial fraction coefficients of large magnitude, and this can lead to 
cancellation of significant digits in the computed solution to the differential equation being 
integrated. This problem was already noted in [46]. The IPF representations of the present paper 
would appear to be suitable for use in the context of Serbin's integration schemes, ince they may be 
able to restore the accuracy lost due to close distinct poles. 
6. Conclusion 
We have described algorithms for computing IPF representations of rational functions, and have 
demonstrated some of their properties. These representations appear well suited for use in 
a multiprocessor environment, in that they allow parallel computation and yield high accuracy. 
Applications to integration methods for differential equations appear promising. 
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