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Abstract
We give finite presentations for the fundamental group of moduli stacks of
smooth Weierstrass curves over Pn which extend the classical result for ellip-
tic curves to positive dimensional base. We thus get natural generalisations of
SL2Z presented in terms of ( 1 10 1 ),
(
1 0
−1 1
)
and pave the way to understanding the
fundamental group of moduli stacks of elliptic surfaces in general.
Our approach exploits the natural Z2-action on Weierstrass curves and the
identification of Z2-fixed loci with smooth hypersurfaces in an appropriate linear
system on a projective line bundle over Pn. The fundamental group of the cor-
responding discriminant complement can be presented in terms of finitely many
generators and relations using methods in the Zariski tradition, which were suc-
cessfully elaborated in [Lo¨3].
1 Introduction
Our primary objects are hypersurfaces of the ruled manifold Xn,d = P (OPn(d)⊕OPn)
in the linear system |3σ0|, where σ0 denotes the divisor on Xn,d defined by the zero
section of OPn(d). They are assembled in the universal hypersurface Hn,d which is a
hypersurface in Xn,d ×PVn,d, Vn,d = Γ(Xn,d,OXn,d(3σ0)).
Upon a choice of homogeneous coordinates y, y0 on a fibre and x0, ..., xn on the
base, Vn,d is identified with the polynomials of C[y0, y, x0, ..., xn] which have degree 3
in the variables y0, y and weighted degree 3d in the variables y, xi of weights d and 1
respectively.
On Vn,d we introduce coordinates uν with respect to the monomial basis. Since each
monomial in Vn,d is uniquely determined by the exponents of the xi, each coordinate uν
is unambiguously specified by a multiindex ν ∈ {(ν1, ...νn) | νi ≥ 0, |ν| =
∑
i νi ≤ 3d}.
The equation of Hn,d then reads in multiindex notation, x
ν = xν00 · · ·x
νn
n ,
u0y
3 +
∑
|ν|=d
uνy0y
2xν +
∑
|ν|=2d
uνy
2
0yx
ν +
∑
|ν|=3d
uνy
3
0x
ν (1)
Its projection to the factor PVn,d has singular values precisely along the discriminant
Dn,d = {u ∈ PVn,d | Hu is singular }
which is the union of the hyperplane {u0 = 0} and the projective dual of weighted
projective space Pn+1d,1,1,...,1 given as the image of Xn,d under the projective morphism
defined by the base point free linear system |3σ0|.
The problem we want to address in the first stage is to give a geometrically distin-
guished finite presentation of the fundamental group of the complement Un,d of Dn,d.
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It may be viewed as a special instance of the vastly open problem posed by Dol-
gachev and Libgober, [DL], to determine the fundamental group of the discriminant
complement of any (complete) linear system.
They handle the case of linear systems of elliptic curves on P2 and P1 ×P1 as well
as linear systems on curves, but actually the first result of that kind is due to Zariski
who considered the complete linear systems on P1, which in degree l = 3 may be viewed
as the n = 0 analogue of our set up.
Theorem 1 (Zariski [Za] and Fadell, van Buskirk [FvB])
The fundamental group π1(UP1,l) of the discriminant complement associated to the
complete linear system of degree l on P1 is finitely presented by generators σ1, ..., σl−1
and relations
i) σiσj = σjσi, if |i− j| ≥ 2, 1 ≤ i, j < l,
ii) σiσi+1σi = σi+1σiσi+1, if 1 ≤ i < l − 1,
iii) σ1 · · ·σl−2σl−1σl−1σl−2 · · ·σ1 = 1.
We have previously extended these results to all complete linear systems on projective
spaces, cf. [Lo¨5], and we provide now a series of examples of linear systems on ruled
manifolds (The claim will be made more explicit later in the paper, cf. section 7.):
Theorem 2 There is a graph Γn,d = (Vn,d, En,d ⊂ Vn,d
2) with vertex set Vn,d linearly
ordered by ≺, such that π1(Un,d) is generated by elements
ti, i ∈ Vn,d
and a complete set of relations is provided by:
i) titj = tjti for all (i, j) 6∈ En,d,
ii) titjti = tjtitj for all (i, j) ∈ En,d,
iii) titjtkti = tjtktitj for all i ≺ j ≺ k such that (i, j), (i,k), (j,k) ∈ En,d,
iv) for all i ∈ Vn,d
ti

t−1i ∏
i∈V≺
n,d
ti


3d−1
=

t−1i ∏
i∈V≺
n,d
ti


3d−1
ti
In the second stage we are interested in hypersurfaces given by a Weierstrass equation.
On the P2-bundles Yn,d = P (OPn ⊕OPn(2d)⊕OPn(3d)) we introduce homogeneous
fibre coordinates y0, y1, y2 and homogeneous base coordinates x0, ..., xn.
A Weierstrass fibration is then defined to be given by an equation of the form
y0y
2
2 = y
3 +
∑
|ν|=2d
uνy
2
0yx
ν +
∑
|ν|=3d
uνy
3
0x
ν (2)
with d necessarily even, where the coefficients uν are coordinates of a vector subspace
V ′n,d of Vn,d generated by the elements x
ν , |ν| ≥ 2d.
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The same equation also defines the associated tautological Weierstrass hypersurface
in Yn,d × V
′
n,d. Its projection to V
′
n,d has singular values along the discriminant
D′n,d = Dn,d ∩ V
′
n,d
where V ′n,d is embedded into PVn,d as the affine part (w.r.t. the hyperplane u0 = 0) of
the projective subspace generated by V ′n,d and x
0, the polynomial with coefficient u0.
That property is easily checked on equations and reflects the following fact. A Weier-
strass fibration is a double cover of a smooth surface and therefore smooth if the Z2-fixed
locus is. Its fixed part off the hypersurface y2 = 0 is always smooth, hence smooth-
ness is equivalent to smoothness of the restriction to y2 = 0 which yield precisely the
smoothness condition considered in the first part.
The complement U ′n,d of D
′
n,d in V
′
n,d is the base of a versal family of smooth Weier-
strass fibrations. The moduli stack Mn,d is in naturally obtained as the quotient of of
V ′n,d by the group of automorphisms, which is given as the direct product of the group of
linear projective transformations of the base and C∗ acting on the coordinates uν with
weight |ν|/d. We will show π1(Un,d) ∼= π1(U
′
n,d) and derive the topological fundamental
group of Mn,d from a homotopy exact sequence.
In this way we are able to generalise the old result giving the fundamental group of
the moduli stack of elliptic curves, i.e. the n = 0 case.
Theorem 3 The (orbifold) fundamental group SL2Z of M0 is finitely presented as
〈 σ1, σ2 | σ1σ2σ1 = σ2σ1σ2, (σ1σ2)
6 = 1〉
Of course the natural generalisation relies heavily on our theorem 2:
Theorem 4 There is a graph Γn,d = (Vn,d, En,d) with linearly ordered vertex set Vn,d
and bijective maps for κ ∈ {0, ..., n},
iκ : {1, ..., 2(3d− 1)
n} → Vn,d
such that the (orbifold) fundamental group π1(Mn,d) is generated by elements ti, i ∈ Vn,d
and a complete set of relations is given by i)− iv) above and two additional relations
v)
n∏
κ=0

2(3d−1)n∏
m=1
tiκ(m)


6
= 1 =

2(3d−1)n∏
m=1
ti0(m)


d
Theorem 3 is recovered with Γ the connected graph on 2 vertices and the map i0
enumerating its vertices. In that case the sets ii), iii) and iv) of relations are void.
We want to stress the fact that the relations i) − iii) of our presentations have a
distinctive flavour since they stem from a different setting: If we consider the Brieskorn-
Pham polynomial in the variables y, x1, .., xn,
f = y3 + x3d1 + · · · + x
3d
n ,
3
we are naturally led to consider a versal unfolding of the isolated hypersurface sin-
gularity it defines. In fact the complement of the discriminant in the unfolding base
was shown to have fundamental group generated as in the theorem but with relations
i) − iii) only, [Lo¨3], in terms of a distinguished Dynkin graph Γn,d associated to the
singularity, eg. the following and higher dimensional analoga:
♣
♣
♣
♣
 
  
Γ1,1 ♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
 
  
 
  
 
  
 
  
Γ1,2 ✈ ✈
✈ ✈
♣ ♣
♣ ♣
✈ ✈
✈ ✈
♣ ♣
♣ ♣
Γ2,1
We will explain in detail in section 4 how this result can be used in the present paper.
Relations iv) on the contrary are due to degenerations along the hypersurface x0 = 0,
while those in v) originate in the action of the automorphism group.
The present paper should be viewed as a further contribution in our ongoing project
to understand families of smooth elliptic surfaces and their monodromies, for which we
have given an outline in the introduction of [Lo¨4]. In fact [Lo¨1] and [Lo¨2] may be seen as
a starting point, since there we have determined the images of homological monodromy.
Moduli stacks enter the stage, since they provide the appropriate means to study
all families of a specified kind at once. In particular all their monodromy maps should
assemble into a monodromy homomorphism defined on the topological fundamental
group of the stack.
A particular nice example – which motivated our research – is provided by the fami-
lies of elliptic curves, where the homological monodromies assemble into an isomorphism
from the orbifold fundamental group of the stack H/ SL2Z to the automorphism group
SL2Z of the first homology of a curve, cf. theorem 3. Our aim is to investigate pos-
sible generalisations to the case of families of elliptic surfaces, which we believe to be
tractable and still to exhibit many characteristic features of the surface case in general.
A major difference to the curve case is the existence of – at least – three distinct
moduli problems for families of elliptic surfaces which attract our attention:
i) for smooth elliptic surfaces with a section. The coarse moduli space has been
constructed by Miranda and Seiler as the moduli space of Weierstrass fibrations
with at most rational double points, cf. [Mi, Sei1].
ii) for smooth elliptic surfaces with a section and irreducible fibres only, equivalently
for surfaces with a smooth Weierstrass model. That case is an instance of a moduli
problem for polarised elliptic surfaces as considered by Seiler [Sei2].
iii) for smooth elliptic surfaces with a section and nodal fibres only, which were con-
sidered in [Lo¨4] for the benefit of allowing a special kind of monodromy, cf. below.
To hope for as nice a result as in the elliptic curve case, we are forced to adjust the
choice of monodromy to the choice of moduli problem. An educated guess among some
natural monodromies leads to the following tentative list:
i) algebraic or geometric monodromy. It takes values in the automorphism group of
integer (co)homology respective the group of isotopy classes of diffeomorphism.
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ii) symplectic monodromy. Both the ambient space and the polarisation may be
employed to construct a symplectic connection. The monodromy then takes values
in the group of symplectic isotopy classes of symplectomorphisms.
iii) bifurcation braid monodromy. We exploit the fact, that families of elliptic surfaces
with nodal fibres only, they naturally give rise to continuous families of finite sets
in the base. Thus in case of regular surfaces the monodromy takes values in the
braid group of the two-sphere, cf. [Lo¨4].
Since symplectic monodromy remains quite mysterious despite the efforts of Seidel and
others to enlighten the structure of symplectomorphism groups we have proposed a
replacement of ii) of a more topological flavour: (More details and motivation from a
comparison with symplectic monodromy can be found in [Lo¨4].)
ii’) braid class monodromy: Obtained from braid monodromy by imposing just as
many relations on the image of braid monodromy as to make sure, that it is well
defined on the larger moduli stack.
In any case it is desirable to understand the topological fundamental groups of
the moduli stacks and the target groups of the monodromies. While our previous
contributions were to monodromies in case i) and iii), the present paper yields the
fundamental group in case ii).
Our results also prepare the ground to handle the fundamental group in the other
cases. To address iii) we have to discard some parts of the moduli stack. On the
level of discriminant complements this corresponds to taking the bifurcation divisor
into account, the set of parameters u, such that the projection of the corresponding
hypersurface Hu to P
1 is non-generic.
For case i) on the other hand, we need to glue in some orbifold divisor to account for
some families which are allowed in addition. The associate coarse space is naturally the
coarse moduli space of elliptic surfaces with a section constructed as a moduli space of
Weierstrass fibrations with at most rational double point singularities. To construct the
appropriate stack structure over that space, to get the actual moduli stack for families
of smooth elliptic surfaces, will be the task of a forthcoming paper.
Of course we can initiate an analogous program in higher dimension. For example
our new results have no dimension restriction. Nevertheless we should note a number
of potential obstacles:
i) In higher dimension a generalised bifurcation monodromy can be assigned as
long as we admit only family of Weierstrass fibrations with generic bifurcation
set of their fibrations. However this monodromy maps but to a group detecting
the braiding in Pn of the critical loci, which then are positive dimensional and
singular, cf. the interpretation of π1(UPn,d) as group of braiding in P
n ([Lo¨5]).
ii) Admitting also families of smooth Weierstrass fibrations, the need of a bifurcation
class monodromy has to be checked and if necessary relations have to be imposed
on the image of bifurcation monodromy.
iii) A suitable relation of smooth elliptic fibrations with section to Weierstrass fibra-
tions with mild singularities is needed for any progress on geometric monodromy.
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2 the discriminant polynomial
The aim of this section is to gain a better insight into the geometric properties of Dn,d
and Un,d. Upon identification of the complement of the hyperplane u0 = 0 in PVn,d
with the affine hyperplane u0 = 1 in Vn,d, Un,d is the complement of a hypersurface
given by a polynomial
pn,d ∈ C
[
uν
∣∣ |ν| ∈ {d, 2d, 3d}].
We distinguish the parameter z = u3d,0,..,0 (and emphasize the distinction by the new
notation from now on). With respect to the parameter z we define the discriminant
polynomial qn,d = discrzpn,d of pn,d and its leading coefficient ℓn,d, which together with
pn,d will be the targets of our ensuing investigations.
For convenience we recall some topological Euler numbers:
en = n+ 1, of complex projective space P
n,
en;d = n+ 1 +
(1− d)n+1 − 1
d
, of smooth hypersurfaces of degree d in Pn,
en;d,d = n+ 1 + (n− 1)(1− d)
n of smooth complete intersections of two
+2
(1− d)n − 1
d
, hypersurfaces of degree d in Pn,
e
H
= 3en − 2en;3d, of a smooth H in |OXn,d(3σ0)|,
e
H∩H′
= 3en;3d − 2en;3d,3d, of a smooth intersection of two
hypersurfaces in |OXn,d(3σ0)|.
The last two formulas are immediate from the fact that there is a smooth hypersurface
H which is a triple cover over Pn totally branched over a hypersurface of degree 3d, resp.
an intersection of two such hypersurfaces which is a triple cover over a hypersurface of
degree 3d totally branched over the intersection with another such hypersurface in Pn.
Lemma 2.1 The discriminant polynomial pn,d is of degree
deg pn,d = 2(n+ 1)(3d− 1)
n.
Proof: The degree of pn,d is by definition the number intersection points of its
zero set with a generic affine line, hence the number of singular hypersurfaces of the
corresponding affine pencil.
The hypersurfaces of such a pencil are contained in an open part of Xn,d isomorphic
to OPn(d). We obtain the degree of pn,d computing the Euler number n + 1 = eCen of
OPn(d) from a decomposition into constructible strata with respect to a generic affine
pencil:
First the set of points, which belong to fibres intersecting the base locus. It is a
C-fibre space over a degree 3d hypersurface of Pn and has Euler number en;3d.
Second the set of points not in the first set, which belong to singular hypersurfaces.
This set consists of deg pn,d hypersurfaces, each regular except for a single ordinary
double point and deprived of the base locus of the pencil. Its Euler number is therefore
deg pn,d(3en − 2en;3d − (−1)
n − (3en;3d − 2en;3d,3d)).
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Third the set of points not in the first set, which belong to smooth hypersurfaces.
It consists of a smooth family of smooth hypersurfaces each deprived of the base locus
of the pencil over the affine line punctured at the deg pn,d parameters of singular hyper-
surfaces. The Euler number is therefore (1−deg pn,d)(3en−2en;3d− (3en;3d−2en;3d,3d)).
If we equate the sum of their Euler numbers with n+1 and use the numerical values
provided above, we get by a straightforward calculation
n+ 1 = en;3d − deg pn,d(−1)
n + eC(3en − 2en;3d − (3en;3d − 2en;3d,3d))
⇐⇒ deg pn,d = (−1)
n(2en − 4en;3d + 2en;3d,3d)
= 2(n+ 1)(3d− 1)n ✷
Lemma 2.2 The discriminant polynomial pn,d as a polynomial in the coefficient z of
x3d0 only has degree
degz pn,d = 2(3d− 1)
n.
Proof: The degree degz pn,d is equal to the number of singular hypersurfaces in a
generic affine pencil with varying part zx3d0 .
We obtain the degree computing the Euler number n + 1 = eCen of OPn(d) from a
decomposition into three constructible strata with respect to that pencil:
First the set of points, which belong to fibres intersecting the base locus. It is a
C-fibre space over the hyperplane x0 = 0 of P
n and has Euler number en−1.
Second the set of points not in the first set, which belong to singular hypersurfaces.
This set consists of degz pn,d hypersurfaces, each regular except for a single ordinary
double point and deprived of the base locus of the pencil. Its Euler number is therefore
degz pn,d(3en − 2en;3d − (−1)
n − (3en−1 − 2en−1;3d)).
Third the set of points not in the first set, which belong to smooth hypersurfaces.
It consists of a smooth family of smooth hypersurfaces each deprived of the base locus
of the pencil over the affine line punctured at the degz pn,d parameters of singular
hypersurfaces. The Euler number is thus (1−degz pn,d)(3en−2en;3d−(3en−1−2en−1;3d)).
If we equate the sum of their Euler numbers with n+1 and use the numerical values
provided above, we get by a straightforward calculation
n+ 1 = en−1 − degz pn,d(−1)
n + eC(3en − 2en;3d − (3en−1 − 2en−1;3d))
⇐⇒ degz pn,d = (−1)
n(2en − 2en−1 − 2en;3d + 2en−1;3d)
= 2(3d− 1)n ✷
To cope with their roˆle in the following discussion we introduce the shorthand u′ν
for the parameters of monomials xν not containing x0.
Lemma 2.3 The discriminant Dn,d defined by the polynomial pn,d is irreducible.
Proof: In case n = 0 the discriminant is the cuspidal cubic, hence irreducible. In case
n > 0 the fibres of Dn,d under projection to the variables u
′
ν are generically irreducible.
If D were reducible one component thus had to be a union of fibres and therefore had
to be defined by a polynomial g in C[u′ν ]. Of course g must be a factor of each coefficient
of pn,d considered as a polynomial in z, in particular of the leading coefficient ℓn,d. By
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the induction hypothesis we conclude that g is a factor of pn−1,d. But since there are
parameter points on the zero set of pn−1,d, which correspond to smooth hypersurfaces,
it does not belong to Dn,d. Hence there is no fibral component of the discriminant, so
we conclude that the discriminant coincides with its irreducible vertical component. ✷
Lemma 2.4 The discriminant polynomial pn,d as a polynomial in the coefficient z of
xd0 only has leading coefficient
ℓn,d = p
3d−1
n−1,d.
Proof: For any pencil of hypersurfaces defined by polynomials with varying part zx3d0
we can compute the degree degz of the discriminant polynomial in z by an evaluation
of topological Euler numbers again.
We consider the decomposition ofOPn(d) into three constructible strata with respect
to the given pencil:
First the set of points, which belong to fibres intersecting the base locus. It is the
line bundle over the hyperplane x0 = 0 of P
n and has Euler number en−1.
Second the set of points not in the first set, which belong to singular hypersurfaces.
This set consists of degz hypersurfaces, each regular except for a single ordinary double
point and deprived of the base locus Bs of the pencil. Its Euler number is therefore
degz(3en − 2en;3d − (−1)
n − eBs).
Third the set of points not in the first set, which belong to smooth hypersurfaces. It
consists of a smooth family of smooth hypersurfaces each deprived of the base locus Bs
of the pencil over the affine line punctured at the finitely many parameters of singular
hypersurfaces. The Euler number is thus (1− degz)(3en − 2en;3d − eBs).
If we equate the sum of their Euler numbers with n+1 and use the numerical values
provided above, we get by a straightforward calculation
n + 1 = en−1 − degz(−1)
n + eC(3en − 2en;3d − eBs)
⇐⇒ degz = (−1)
n(2en − 2en−1 − 2eBs)
where the base locus Bs and degz depend on the pencil.
Hence the degree degz drops if and only if the Euler number of Bs differs by a
positive multiple of (−1)n−1 as compared to the Euler number of the base locus for a
generic pencil. That change occurs if and only if Bs is singular, which is a condition
on the restriction to the hyperplane x0 = 0 of H0.
We conclude that the degree degz drops if and only if the discriminant polynomial
in the appropriate variables – the parameters u′ν of monomials not containing x0 –
vanishes. Therefore the reduced equation for the zero set of ℓn,d is pn−1,d, which is
irreducible by the irreducibility of the discriminant.
We find the multiplicity of pn−1,d in ℓn,d by a comparison of degrees: By lemma 2.1
the polynomial pn,d is homogeneous of degree 2(n+1)(3d−1)
n and it has to match the
sum of the homogenous degree of ℓn,d, which is a multiple of deg pn−1,d = 2n(3d−1)
n−1,
and degz pn,d which is 2(3d− 1)
n by lemma 2.2. So we infer our claim. ✷
Lemma 2.5 The discriminant polynomial pn,d as a polynomial in the coefficient z of
x3d0 only has coprime coefficients.
8
Proof: By the preceding lemma the leading coefficient has a unique irreducible factor
pn−1,d. So the coefficients are not coprime only if pn−1,d is a factor of each.
In that case the zero set of pn−1,d belongs to the discriminant and must be equal to
the discriminant since both are irreducible.
This is not true because there are singular hypersurfaces which are regular when
restricted to x0 = 0 so contrary to our assumption the coefficients are coprime. ✷
Lemma 2.6 The bifurcation polynomial qn,d is homogeneous of degree
(2n+ 1)2(3d− 1)n (2(3d− 1)n − 1) .
Proof: The polynomial qn,d is obtained as the discriminant of pn,d with respect to the
variable z and so is homogeneous itself. In fact it can be computed from the Sylvester
matrix of pn,d and ∂zpn,d; up to a factor consisting of the leading coefficient polynomial
ℓn,d it is the determinant of that matrix.
Hence it is sufficient to add the degrees along the diagonal for any reordering of the
matrix. In fact we can arrange on this diagonal degz pn,d times the leading coefficient
of degree deg pn,d − degz pn,d and degz pn,d − 1 times the constant coefficient of degree
deg pn,d. By the above we have to subtract the degree of the leading coefficient and
thus we get
deg qn,d = degz pn,d(deg pn,d − degz pn,d) + (degz pn,d − 1) deg pn,d
−(deg pn,d − degz pn,d)
= (degz pn,d − 1)(deg pn,d − degz pn,d) + (degz pn,d − 1) deg pn,d
= (degz pn,d − 1)(2 deg pn,d − degz pn,d)
= (2(3d− 1)n − 1) (4(n+ 1)(3d− 1)n − 2(3d− 1)n)
= (2n+ 1) (2(3d− 1)n − 1) 2(3d− 1)n ✷
In the next instances we consider pn,d to be weighted homogeneous. The weight
we assign to each uν is equal to the exponent of x0 in the monomial of which it is the
parameter:
wt(uν) = ν0.
In particular the weight is zero if x0 does not occur, ie. in case of parameters u
′
ν , and
it is 3d precisely in the case of the parameter z.
Lemma 2.7 pn,d is weighted homogeneous of degree
w-deg pn,d = 2 · 3d(3d− 1)
n.
Proof: The leading term of pn,d is of degree 2(3d − 1)
n in z which is of weight 3d
with coefficient ℓn,d, a polynomial in the u
′
ν. Hence ℓn,d is of weight zero and the claim
follows. ✷
Lemma 2.8 qn,d is weighted homogeneous of degree
w-deg qn,d = 2 · 3d(3d− 1)
n (2(3d− 1)n − 1) .
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Proof: The leading coefficient of pn,d with respect to z is of weighted degree zero,
hence qn,d is the determinant of pn,d with respect to z up to a factor of vanishing
weighted degree and an argument as in lemma 2.6 yields
w-deg pn,d = w-deg pn,d(degz pn,d − 1).
With the numerical values given in lemma 2.7 and lemma 2.2 we get the claim. ✷
We next investigate the properties of pn,d with respect to the parameters uν of the
monomials x3d−10 xκ only. They will be called linear coefficients and denoted by vκ,
whenever we want to emphasize their distinguished roˆle.
Lemma 2.9 qn,d as a polynomial in the linear coefficients vκ is of degree
degv qn,d = 2 · 3d(3d− 1)
n−1 (2(3d− 1)n − 1) .
Proof: The linear coefficients are of weight 3d − 1, so we get the upper bound for
degv qn,d to be w-deg qn,d divided by (3d− 1).
The existence of at least one non-trivial coefficient can be deduced from the special
family
y3 − 3yx2d0 +
∑
aκx
3d
κ +
∑
vκxκx
3d−1
0 + zx
3d
0 .
For all aκ = 1 and all vκ positive real of sufficiently distinct magnitude
0 < v1 ≪ v2 ≪ · · · ≪ vn < 1
the discriminant polynomial has simple roots only so the bifurcation polynomial for the
family is non-zero.
On the other hand the bifurcation polynomial of our special family is weighted
homogeneous again with w-deg = 6d(3d− 1)n(2(3d− 1)n− 1) to which in fact only the
vκ contribute since all aκ have weight 0. So from the non-triviality above we conclude
our claim. ✷
Lemma 2.10 Consider qn,d as a polynomial in the parameters vκ with coefficients in
C
[
uν
∣∣ν0 < 3d − 1]. Given a monomial of degree degv qn,d in the parameters vκ, its
coefficient c in qn,d is a polynomial in the parameters u
′
ν of monomials x
ν not containing
x0 and it is either zero or has degree
deg c = (2n(3d− 1)− 1) 2(3d− 1)n−1 (2(3d− 1)n − 1) .
Proof: The degree is just the difference between deg qn,d and degv qn,d. The other
claim follows from the fact that the leading coefficient has weighted degree 0, so must
be a polynomial in the weight 0 parameters u′ν. ✷
Lemma 2.11 Consider qn,d as a polynomial with coefficients in C
[
uν
∣∣ν0 < 3d − 1].
Then the greatest common divisor of all these coefficient polynomials is trivial.
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Proof: By construction a polynomial f belongs to the zero set of qn,d if and only if
at least one of the polynomials f + zx3d0 , z ∈ C has more than a single ordinary double
point singularity or the restriction f |x0=0 has more than a single ordinary double point
singularity.
If f is any polynomial then some perturbation f˜ of f by terms vκxκx
3d−1
0 has the
property that f˜ has non-degenerate critical points only. Moreover by changing the
perturbation ever so slightly we may assume, that f˜ has even no multiple critical values.
Hence f˜ belongs to the zero set of qn,d if and only if the restriction f˜ |x0=0 is non-
generically singular.
The zero set of a common factor of all coefficients is either a divisor or empty since
qn,d is non-trivial.
Moreover by the preceding lemma 2.10 the coefficients of monomials in C[vκ] of
highest degree contain only parameters u′ of monomials xν not containing x0, hence the
same must be true for a common factor of all coefficients.
Therefore if a polynomial f belongs to the zero set of a common factor then so does
every perturbation f˜ as above.
Hence a polynomial can only belong to the zero set if its restriction f |x0=0 is non-
generically singular. Since the set of polynomials with non-generically singular restric-
tion to x0 = 0 is of codimension two, the zero set of any common factor is empty and
therefore any such common factor is a non-zero constant. ✷
3 Zariski arguments
The ideas of Zariski as elaborated by Bessis [Be] for the affine set up provide the tool
to get hold of a presentation for the fundamental group of Un,d. A key notion concerns
distinguished elements:
Definition An element in a fundamental group representable by a path isotopic to
the boundary of a small disc transversal to a divisor is called a geometric element.
A basis of the fundamental group of a punctured affine line is called a geometric
basis, if its elements are geometric and simultaneously representable by paths disjoint
except for the base point.
We denote now by CN the affine parameter space complement to the hypersurface
u0 = 0 containing divisors D, Aˆ, Bˆ given by pn,d, pn−1,d and qn,d respectively. Note that
for notational convenience we suppress the dependence on integers n, d occasionally.
We project CN to CN−1 along the distinguished parameter z and get divisors A,B
defined by pn−1,d and qn,d again. By construction A,B pull back to Aˆ, Bˆ along the
projection and D is finite over CN−1, branches along B and has Aˆ as its vertical asymp-
totes.
Lemma 3.1 Suppose L is a fibre of the projection such that its intersection DL with
the discriminant D consists of degz pn,d points, then there is a split exact sequence
1→ π1(L−DL)→ π1(C
N − Aˆ − Bˆ − D)→ π1(C
N−1 −A− B)→ 1.
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with a splitting map which takes geometric elements associated to B to geometric ele-
ments associated to Bˆ.
Proof: In fact over the complement of A∪B the discriminant is a finite topological
cover and its complement is a locally trivial fibre bundle with fibre the affine line
punctured at degz pn,d points. The exact sequence is now obtained from the long exact
sequence of that fibre bundle. Exactness on the left follows from the fact that no free
group of rank more than 1 admits a normal abelian subgroup.
Since the points on D vary continuously with the parameters in CN−1 −A so does
a suitably chosen real upper bound on their moduli. This bound defines a topological
section inducing an algebraic one.
Moreover it maps boundaries of small discs transversal to B to boundaries of small
discs transversal to Bˆ and disjoint to any other divisor. (Note that the last claim does
not hold for boundaries of arbitrarily small discs transversal to A.) ✷
We derive an immediate corollary on the level of presentations:
Lemma 3.2 Suppose there is a presentation for the fundamental group of the base
π1(C
N−1 −A− B) ∼= 〈rα|Rq〉.
in terms of geometric generators then there is a presentation
π1(C
n − Aˆ − Bˆ − D) ∼= 〈ti, rˆα|rˆαt
−1
i rˆ
−1
α φα(ti),Rq〉.
with elements ti of a free geometric basis for a generic fibre L − DL and φα, rˆα the
monodromy automorphism, resp. the lift associated to rα.
To get hold on π1(C
N−1 −A− B) we will exploit a further projection.
Lemma 3.3 There is a linear combination vΣ of the vκ such that the projection
pv : C
N−1 → CN−2 along vΣ has the following property:
There exists a divisor C¯ such that no component of its pull-back C to CN−1
is a component of B and such that the induced map pv| : B → C
N−2 is a
topological finite covering over the complement of C¯.
Proof: For general vΣ the set of singular values for the induced map pv| : B → C
N−2
is a divisor C¯, since we equip B with its reduced structure. Moreover in its complement
B must be a topological fibration hence a topological covering.
Since a common component of B and the divisor C can be detected algebraically as
a nontrivial factor of qn,d which is independent of the variable vΣ, It suffices to show
that for a suitable choice of vΣ there is no such factor.
We decompose the polynomial algebra C[uν ] according to the degree degv of each
monomial considered as a monomial in the vκ only. With respect to the degv decompo-
sition we have the summand qmax of qn,d of highest degree. Its coefficients are in C[u
′
ν ]
by lemma 2.10.
Therefore qmax defines a proper hypersurface in some trivial affine bundle over P
n−1.
If we replace the projective coordinates v1 : v2 : ... : vn of P
n−1 by new ones v′κ in such
a way that a point in the complement has coordinates (0 : ... : 0 : 1) in the factor Pn−1,
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then qn,d is a polynomial of highest possible degree in the variable vΣ = v
′
n. The leading
coefficient is thus in C[u′ν].
With that choice, a non-trivial factor of qn,d independent of vΣ may only depend on
the u′ν . But we know already from the proof of lemma 2.11, that no divisor defined in
terms of the u′ν only can be a component of B, hence there is no common component
of C and B. ✷
We suppose from now on a projection pv : C
N−1 → CN−2 as in lemma 3.3 has been
fixed with L′ a generic fibre and we denote by A¯ the divisor in CN−2 defined by pn−1,d.
Lemma 3.4 Suppose there are geometric elements ra associated to A and a geometric
basis consisting of elements rb of π1(L
′ −BL′) such that the ra generate π1(C
N−1 −A),
then the ra and rb together generate
π1(C
N−1 −A− B).
Proof: Given the elements ra which generate π1(C
N−1 − A) we may conclude, cf.
[Be], that there are geometric elements rc associated to C which can be taken in the
complement of B such that together they generate
π1(C
N−1 −A− C) ∼= π1(C
N−2 − A¯ − C¯).
In fact the situation is similar to that of lemma 3.1 since CN−1−A−B−C fibres locally
trivial over CN−2−A¯−C¯ with fibre the appropriately punctured complex line L′−BL′ .
In the associated short exact sequence
π1(Lb − BL) −→ π1(C
N−1 −A− B − C) −→ π1(C
N−2 − A¯ − C¯)
the elements rb generate the group on the left hand side and the images of the ra and
rc generate the group on the right hand side, so together they generate the group in
the middle. But then we may deduce, that together they generate
π1(C
N−1 −A− B)
and that the elements rc are trivial in that group, so our claim holds. ✷
Lemma 3.5 Suppose there is a presentation for the fundamental group of CN−1 −A
π1(C
N−1 −A) ∼= 〈ra|Ra〉.
in terms of geometric generators and that π1(Lb−BL) is generated by a geometric basis
rb then there is a presentation
π1(C
N − Aˆ − D) ∼= 〈ti, rˆa|t
−1
i φb(ti), rˆat
−1
i rˆ
−1
a φa(ti),Ra〉.
where φa (φb) is the automorphism associated to ra (rb), ti is a free geometric basis of
π1(L−DL) and the rˆa are lifts of ra by the topological section.
Proof: In the presentation of lemma 3.2 we have simply to set the geometric gener-
ators associated to Bˆ to be trivial and to discard them from the set of generators. ✷
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Lemma 3.6 The fundamental group of CN −D has a presentation
π1 ∼= 〈ti|t
−1
i φb(ti), ρat
−1
i ρ
−1
a φa(ti)〉.
where
i) the ti form a geometric basis of π1(L−DL),
ii) the ρa can be expressed in terms of ti such that rˆaρ
−1
a is a geometric element
associated to Aˆ and a lift of ra,
iii) the φa, resp. φb, are the braid monodromies associated to ra, resp. rb.
Proof: We deduce this lemma using the presentation of lemma 3.6. Since each
rˆa is transversal to Aˆ it must be equal to a geometric element rˆ
′
a for Aˆ up to some ρˆa
expressible in terms of geometric elements for D. These elements in turn are expressible
in terms of ti since the subgroup generated by the ti is normal.
In the absence of Aˆ the geometric elements rˆ′a are obviously trivial, so from the
presentation of lemma 3.6 we discard the generators rˆa and we replace each rˆa by ρˆa in
the relations. The relations Ra are thus replaced by a set of relations R(ρˆa). But these
are in fact relations which we want to show to be superfluous.
So we choose L′′ ⊂ H ′′ ⊂ CN−1 such that
i) the preimages E ⊂ H ⊂ CN contain the line L,
ii) L′′ and H ′′ are generic for A, thus in particular
π1(L
′′ −AL′′)→− π1(H
′′ −AH′′) ∼= π1(C
N−1 −A).
These choices give rise to commutative diagrams
π1(L−DL) −→ π1(E −DE − AˆE) −→ π1(L
′′ −AL′′) −→ 1
‖ ↓ ↓‖ ↓ ↓
π1(L−DL) −→ π1(H −DH − AˆH) −→ π1(H
′′ −AH′′) −→ 1
and
π1(E −DE − AˆE) −→ π1(E −DE) −→ 1
↓ ↓↓ ↓
π1(H −DH − AˆH) −→ π1(H −DH) −→ 1.
And we have the following presentations:
π1(E −DE) ∼= 〈ti|t
−1
i φb(ti), ρat
−1
i ρ
−1
a φa(ti)〉,
π1(H −DH) ∼= 〈ti|t
−1
i φb(ti), ρat
−1
i ρ
−1
a φa(ti),R(ρˆa)〉
Our aim is to show that E is sufficiently generic to imply π1(E −DE) ∼= π1(C
N −D).
One way to see this is to proceed as follows: Each relation in R(ρˆa) is represented
by a path in E − DE. By our choice of H for each such path there exists a 2-cell in
H −DH with boundary freely homotopic in H −DH to that path.
We will ultimately show that then each such path must be null-homotopic in E−DE
already, thus proving our claim.
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But first we remark that each relation in Ra among elements ra in π1(H
′′ − AH′′)
originates in a singularity of the affine plane curve AH′′ or one of its asymptotes parallel
to L′′.
By genericity each singularity is either a cusp or a node and we may the 2-cell we
need in an arbitrarily close 3-sphere avoiding AH′′ and the line parallel to L
′′.
At the asymptotes parallel to L′′ each relation is imposed by a singularity at infinity
which is of A type and the 2-cell can be found in a 3-sphere around that point again
avoiding AH′′ and the asymptote parallel to L
′′ but also the line at infinity.
Each path and each 2-cell is lifted to H − DH via our topological section, so they
correspond precisely to the relations in Rˆ(ρˆa).
Using projection of H ′′ along L′′ to some affine line C, the total space H − DH
is mapped to C, such that outside a finite set in the target containing the values of
singularities of AH′′ and of vertical asymptotes we get a locally trivial fibration with
fibre equal to E −DE.
By construction each 2-cell belongs to the total space of this fibration. So each
path in the fibre E − DE is null-homotopic in the total space due to the existence of
the corresponding 2-cell, hence it must be null-homotopic in the fibre by the homotopy
exact sequence taking into account that π2 of a punctured affine line is trivial. ✷
The claim of the lemma is of course only an intermediate step on our way to give
a presentation of the fundamental group. Obviously we have to make the relations
explicit in the sense that every relation is given in terms of the chosen generators only.
Moreover we should try to reduce the number of relations whenever it is sensible to
do so.
Remark We are very lax about the base points. They should be chosen in such a way
that all maps of topological spaces are in fact maps of pointed spaces. (In particular in
the presence of a topological section there is no choice left; in the fibre and in the total
space the base point is the intersection of the section with the fibre and its projection
to the base yields the base point there.)
4 Brieskorn Pham unfolding
In this section we first construct a distinguished set of generators for π1(C
N −D). We
pick some distinguished fibres Lv of the projection pz : C
N → CN−1 along the variable
z where in each case Lv −DL can be equipped with a distinguished geometric basis by
the method of Hefez and Lazzeri [HL]. For later use in section 5 we establish a relation
between different such bases.
Secondly we want to give explicitly an exhaustive set of relations associated to a
geometric basis for the complement of B. So we exploit the relation of two natural
spaces of perturbations of the Brieskorn-Pham polynomial f = y3+x3d1 + · · ·+x
3d
n . On
one hand there is our space CN considered as the affine subspace of Vn,d of polynomials
of weighted degree at most 3d, which are monic as polynomials in y. On the other hand
there is a space germ Cµ, 0 of dimension µ = 2(d − 1)n, the base of a versal unfolding
of f capturing the perturbations of f in the set-up of singularity theory. That space
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and the fundamental group of its discriminant complement has been under scrutiny in
[Lo¨3] and we will transfer some results to the current situation.
4.1 Hefez Lazzeri path system
First we want to describe a natural geometric basis for some fibres of the projection
p : CN → CN−1. Since we follow Hefez and Lazzeri [HL] we will call such bases
accordingly. We note first that fibres Lu of the projection correspond to affine pencil
of polynomials
fu(x1, ..., xn)z
and their discriminant points DL are exactly the z such that the z-level of f is sin-
gular. As in [HL] we restrict our attention to the linearly perturbed Brieskorn-Pham
polynomial:
f = y3 − 3v0y +
n∑
κ=1
(x3dκ − 3dvκxκ).
In that family the discriminant points for any generic pencil are in bijection to the
elements in the multiindex set of cardinality 2(3d− 1)n:
In,d = { (i0, i1, ..., in) | 1 ≤ i0 < 3, 1 ≤ iν < 3d− 1 }.
More precisely we get an expression for the critical values from [HL]:
Lemma 4.1 (Hefez Lazzeri) The polynomial defining the critical value divisor is
given by the expansion of the formal product (η primitive of order 3d− 1)
∏
i∈In,d
(
−z + 2(−1)i0v
3
2
0 + (3d− 1)
n∑
κ=1
ηiκv
3d
3d−1
κ
)
.
We deduce two immediate corollaries, that the discriminant sets are equal for suit-
ably related parameter values and that they can be constructed inductively:
Lemma 4.2 The discriminant of the linearly perturbed polynomial f is invariant under
the multiplication of v0 by a third root of unity and of any vκ by a 3d-th root of unity.
Proof: From the expansion above we see that the discriminant polynomial is a poly-
nomial in v
3d
3d−1
κ but of course it is also a polynomial in vκ, hence it must be a polynomial
in v3dκ since that is the least common power of both. Then it is obviously invariant under
multiplying vκ by a d-th root. The statement for v0 is proved analogously. ✷
Lemma 4.3 The critical values of f are distributed on circles of radius (3d−1)|vn|
3d
3d−1
centred around the critical values of the polynomial
f ′ = y3 − 3v0y +
n−1∑
κ=1
(x3dκ − 3dvκxκ).
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Proof: Again we can use lemma 4.1. A formal zero of the discriminant polynomial
for f differs by a term (3d − 1)v
3d
3d−1
n from a zero of the discriminant polynomial of f ′,
and that difference is of the claimed modulus. ✷
We assume now that all vκ are positive real and of sufficiently distinct modulus
|vn| ≪ · · · ≪ |v1| ≪ |v0|.
In case n = 1 we define the Hefez Lazzeri geometric basis as indicated in figure 1 for
3d − 1 = 5, where each geometric generator is depicted as a tail and a loop around a
critical value.
Of course the geometric element associated to a loop-tail pair is represented by a
closed path based at the free end of the tail which proceeds along the tail, counterclock-
wise around the loop and back along the tail again.
❦
❦
❦
❦
❦
q
q
q
q
q
❦
❦
❦
❦
❦
q
q
q
q
q
Figure 1: Hefez Lazzeri system in case n = 1, 3d− 1 = 5
The 3d−1 elements of the base associated to punctures on the right are denoted by
t1,1, ..., t1,3d−1, such that the corresponding critical values are enumerated counterclock-
wise starting on the positive real line. Similarly the remaining elements are denoted by
t2,1, ..., t2,3d−1. Each tail on the right is thus labelled unambiguously by its second index
in {1, ..., 3d− 1}.
For the inductive step we suppose that the elements of a Hefez Lazzeri base for
f ′ = y3 − 3v0y +
n−1∑
κ=1
(x3dκ − 3dvκxκ).
are given by tail loop pairs each labeled by some multi-index in In−1,d. By assumption
vn is sufficiently small compared to vn−1 so we may assume that all critical values of
f = y3 − 3v0y +
∑
κ
(x3dκ − 3dvκxκ).
are inside the loops and in fact distributed at distance (3d−1)|vκ|
3d
3d−1 from their centres.
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In the inductive step each loop and its interior are erased and replaced by a scaled
copy of the right hand side of the Hefez Lazzeri base in the n = 1 case, cf. figure 2.
Each tail-loop pair with label in ∈ {1, ..., 3d − 1} in an inserted disc fits with a tail
labeled by some i′ = i0i1 · · · in−1 to form a tail-loop pair representing an element of the
new Hefez-Lazzeri base which is labeled by i = i0i1 · · · in−1in.
❣❵❵❵❵ ❵♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❣❵❵❵❵ ❵ ♣♣♣♣ ♣
❡
❡
❡
❡
❡
♣
♣
♣
♣
♣
Figure 2: Hefez Lazzeri system in case n = 2, 3d− 1 = 5
The element δ0 represented by a path enclosing all critical values counter-clockwise
deserves our special attention. In the case n = 1 we see immediately that as an element
in the fundamental group it can be expressed as
t2,3d−1t2,3d−2 · · · t2,2t2,1t1,3d−1t1,3d−2 · · · t1,2t1,1.
To exploit the inductive construction for the general case we define t+
i′
, i′ ∈ In−1,d,
in the Hefez Lazzeri fibre of
f = y3 − 3v0y +
∑
κ
(x3dκ − 3dvκxκ)
to be represented by the same tail-loop pair as the element ti′ in the Hefez Lazzeri fibre
of
f ′ = y3 − 3v0y +
n−1∑
κ=1
(x3dκ − 3dvκxκ).
Lemma 4.4 For any i′ ∈ In−1,d there is a relation
t+
i′
= ti′(3d−1)ti′(3d−2) · · · ti′2ti′1,
where i′(3d− 1), i′(3d− 2), . . . , i′2, i′1 are the obvious elements of In,d.
Proof: The loop of t+
i′
is the path which encloses counter-clockwise 3d − 1 of the
critical values which are inserted in the inductive step. So it is homotopic to the product
with descending indices of the loop-tail pairs inserted into that loop.
This relation is preserved under appending the tail of ti′ and so the claim follows.
✷
To formulate the general claim we define a linear order ≺0 on In,d to be the lexico-
graphical order with respect to the linear order > (!) on each component. Accordingly
we introduce an order preserving enumeration function
i0 : ({1, ..., 2(3d− 1)
n}, <) −→ (In,d,≺0).
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Lemma 4.5 Suppose the element δ0 is represented by a path which encloses counter-
clockwise all critical values of a Hefez Lazzeri fibre, then
δ0 =
2(3d−1)n∏
k=1
ti0(k).
Proof: In case n = 1 we have given above an expression for δ0 which is the expression
claimed here, as we have taken care that the order given by ≺0 on I1,d is
2, 3d− 1 ≺0 2, 3d− 2 ≺0 · · · ≺0 2, 1 ≺0 1, 3d− 1 ≺0 1, 3d− 2 ≺0 · · · ≺0 1, 1.
Inductively we then get an expression for δ0 from that of δ
′
0 using the definition of t
+
i′
:
δ′0 =
2(3d−1)n−1∏
k=1
ti′o(k). =⇒ δ0 =
2(3d−1)n−1∏
k=1
t+
i′o(k)
Finally it suffices to replace each t+
i′
using lemma 4.4 above to get our claim. ✷
As we noticed in lemma 4.2 the set of singular values remains unchanged upon
multiplication of any of the real vκ by a 3d-th root of unity ξ, resp. v0 by a third root.
The corresponding fibres are thus equipped with the same Hefez Lazzeri systems of
paths.
We denote by ti(j), j ∈ In,d, the elements of the Hefez-Lazzeri basis in the fibre at
v(j) = (v0ξ
d(j0−1)v1ξ
j1−1, ..., vnξ
jn−1) and by z0 the fibre coordinate of the Hefez Lazzeri
base point, which may be assumed to belong to a topological section as in the proof of
lemma 3.1.
We can now compare the fundamental groups π1(Lv(j)−DLj , (v(j), z0)) along paths
ωj : s 7→ (v0ξ
sd(j0−1)v1ξ
s(j1−1), ..., vnξ
s(jn−1), z0).
Lemma 4.6 Conjugation by a path ωj induces an isomorphism
ω∗j : π1(Lv(j) −DLj , (v(j), z0))→ π1(Lv −DL, (v, z0))
such that for i0(1) = 11 · · ·1 ∈ In,d
ω∗j(tj(j)) = ti0(1)
Proof: We consider the case j0 = ... = jn−1 = 0 first. Then along ωj all punctures
move counterclockwise in the innermost inserted discs covering an angle of (jn − 1)ϑ,
ϑ = 2pi
3d−1
.
Accordingly the final part of each tail has to be adjusted alongside, but all other
parts may just be kept fixed. In particular the tail segment with label jn is moved to
the segment with label 1.
Similarly for any jκ 6= 1, the κ-th segment of each tail is affected. While precursory
segments are unaffected in this more general case successive segments are moved as
well, but they are moved to segments having the same label.
We may conclude that in the general case the segments labeled by the components
of j are moved to segments labeled by 1 and so our claim holds. ✷
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4.2 Brieskorn-Pham monodromy
The next aim is to determine the set of relations imposed on Hefez-Lazzeri generators
by the geometric generators associated to B.
Our strategy is to use the relations imposed by the geometric elements associated to
the bifurcation set Bf in a truncated versal unfolding of the Brieskorn-Pham polynomial
f = y3 + x3d1 + x
3d
2 + · · ·+ x
3d
n ,
with base the affine space germ Cµ−1, 0, where µ is the Milnor number of f .
We can do so by means of the truncated subdiagonal unfolding, the unfolding of f
by non-constant monomials of degree less than d. Its affine base A with bifurcation set
BA is naturally a subspace of (C
N−1,B), the germ at 0 a subgerm of (Cµ−1,Bf , 0).
In fact our aim is to produce a projection pv : C
N−1 → CN−2 as in lemma 3.4 and
a suitable fibre Lv of it which belongs to A.
For the following discussion we observe that a fibre Lv defines a pencil of polyno-
mials, which are linearly related in the sense, that their differences are scalar multiples
of a linear polynomial. Moreover a critical point with value z0 of any such polynomial
corresponds to a critical point on the hypersurface defined as its z0-level.
We will require two conditions on Lv which are specified in the following results:
Lemma 4.7 There is a pencil of linearly related polynomials in A, each of which has
only non-degenerate critical points, except for a finite number of polynomials with de-
generate critical points of type A2 only.
Proof: First we consider the case n = 1. In this case we can perturb x3d1 to a
polynomial f1 of degree 3d in x1 such that the pencil y
3 + v0y + f1 + v1x1 of linear
perturbations has the required property.
For the general case we just take the sum of such perturbations and thus get a family
depending on n parameters vk, which are the coefficients of the linear monomials:
y3 + y + f1 + v1x1 + · · ·+ fn + vnxn.
Since the critical points of the sum are the points such that each coordinate is a
critical point of the corresponding summand and the Hessian is diagonal, we deduce,
that to get a degenerate critical point at least in one coordinate the corresponding
critical point must be degenerate.
In fact it is non-generically degenerate if and only if either the critical point is
degenerate in two coordinates or it is non-generically degenerate in one coordinate.
But with our choice this happens only in a codimension two set. Hence we can
find a pencil as claimed in the n-dimensional family obtained from the one-dimensional
perturbation in each coordinate. ✷
We remark that if a polynomial in x1 has one degenerate critical point, then its sum
with a polynomial in x2 has several degenerate critical points in bijection to the critical
points of the second summand.
Lemma 4.8 There is a pencil of linearly related polynomials in A, such that all poly-
nomials have critical points with distinct values, except for a finite set of polynomials,
for which there is one multiple value. It must belong to a single pair of non-degenerate
critical points.
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Proof: We consider the case n = 1. If in the variable x1 we pick a pencil f1 + v1x1
of polynomials as in the proof above, there are at most two coinciding critical values
for each polynomial. Hence there is a lower bound ε > 0 such that at most one pair of
critical values has distance less than ε.
In the second variable we pick a generic pencil f2 + v2x2 of linearly related polyno-
mials with a polynomial f2 of which all critical values and their difference are distinct
and within the bound ε of each other.
Their sum yields a two-dimensional family of linearly related polynomials
f1 + v1x1 + f2 + v2x2.
Its critical values are sums of the critical values of both summands.
We deduce that the subfamily f1+ v1x1+ f2 has only polynomials with at most two
coinciding critical values.
Suppose now one of the critical points involved were degenerate. Then we can
choose a sufficiently close polynomial such that three critical values are arbitrarily close
in contradiction to our construction.
So the corresponding line – and sufficiently close parallel lines – in the parameter
plane v1, v2 do not meet the locus of polynomials with non-generically conflicting values.
Thus this locus must be contained in codimension two, i.e. points, or in parallel lines.
Suppose there is such a parallel line corresponding to a family f1 + v1x1 + f
′
2. Then
there is a constant a, such that the constant summand and all polynomials of the
variable summand have critical values of difference a. Now the set of critical values of
the family f1 + v1x1 is described a monic discriminant polynomial d = d(v1, z) which is
irreducible for a generic choice. The condition on the distance of values translates into
the condition
resz(d(v1, z), d(v1, z − a)) = 0.
But then the two polynomials have a common factor and are thus equal by their irre-
ducibility, which is possible only for a = 0. So such a line does not exists and we have
shown that polynomials with bad critical value properties occur only in codimension 2.
In the general case n ≥ 2 we argue as before, but start with a generic pencil in all
but the last variable. ✷
The full genericity property we need comprises the two properties above and the
property, that projection along L′ is generic in the sense of lemma 3.4.
Lemma 4.9 There is a projection as in lemma 3.4 such that a fibre Lv corresponds to
pencils as in lemma 4.7 and 4.8.
Proof: By lemma 3.4 we know that there is a projection pv : C
N−1 → CN−2 such
that a generic fibre is generic for B. Notice that we have an open condition, hence a
Zariski open set of projections has that property.
Similarly the properties of the two preceding lemmas 4.7 and 4.8 put open conditions
on the choice of the projection. Hence we conclude, that a projection pv and a fibre Lv
can be found as claimed. ✷
We remark that it is not true, that Lv necessarily is a generic fibre of pv but still it is
sufficiently good. We use Lv and an arbitrarily close generic parallel L
′ to compare the
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braid monodromy relations of [Lo¨3] with the relations imposed by geometric elements
associated to B in π1(C
N −D). To facilitate the use of citations from [Lo¨3] let us recall:
Given a linear projection C2 → C which induces a finite map of a plane curve
C ⊂ C2 to C, any closed path in the image avoiding the bifurcation set of
C gives rise to a braid and the associated isotopy class of diffeomorphisms
of the punctured fibre.
The braids thus obtained form the braid monodromy group. It acts naturally
on the free group generated by a geometric basis in the punctured fibre.
Generalisations to divisors in affine spaces or to the analogue situation for
germs are immediate.
To pursue our argument further let ti be a Hefez Lazzeri geometric base for the fibre
L of the projection p : CN → CN−1 over a point corresponding to a linear perturbation
of the polynomial f .
We may assume that this polynomial belongs to the pencil determined by Lv.
Proposition 4.10 Suppose π1(L
′ − B) is generated by a geometric basis rb with base
point close to point to which L projects. Suppose further that the braid monodromy group
Γ of the discriminant in the base of the semi-universal unfolding of f is generated by
elements {βs}. Then there is an identity of normally generated normal subgroups
〈〈t
−1
i φb(ti)〉〉 = 〈〈t
−1
i βs(ti)〉〉
Proof: Arbitrarily close to Lv there is a parallel line L
′
f in the base C
µ−1 of the trun-
cated unfolding of f , which is generic with respect to Bf . We denote now by E
′, Ev and
Ef the complex affine planes which project to the lines L
′, Lv and L
′
f respectively. By
intersection with the respective discriminants they contain discriminant curves DE′,DEv
and DEf .
By the result of [Lo¨3] the normal subgroup on the right hand side is the kernel of the
natural map from the free group generated by the ti to π1(Ef − DEf )
∼= π1(C
µ − Df).
By the genericity of L′ the left hand side is the kernel of the map to π1(E
′ −DE′).
Hence both sides are equal, if we show, that the curves DEf and DE′ are isotopic
through a path of plane curves.
For the isotopy claim we first observe that both curve naturally degenerate to DEv .
By lemma 4.7 and 4.8 above DEv has only double points. Since parallels to Lv are
transversal to Bf in C
µ−1 the degeneration from DEf to DEv is equisingular and so they
are isotopic (though not via an isotopy which preserves the projection). Hence DEv is
– like DEf – a plane curve with only ordinary cusps and ordinary nodes. Therefore the
degeneration from DE′ to DEv is also equisingular, so DE′ and DEf are isotopic. ✷
The explicit description of the normal subgroup in term of a finite set of relations
will be taken from [Lo¨3] and used in the proof of the main theorem in section 7.
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5 Asymptotes
Having fixed a preferred choice of generators for the discriminant complement in the
previous section, it is now time to get the explicit relations imposed by the degenerations
along the divisor A.
The first and easier task is to understand a local model, that is the restriction of
the projection along z to the preimage of a small disc transversal to A. In fact we will
get a presentation for its fundamental group in terms of a geometric basis in a local
reference fibre subjected to a single relation.
Next we address the hard problem – which lies at the heart of our argument –
to bring those local relations together globally: Basically we can start with a path
connecting a global reference fibre to a local disc transversal to A. The trivialisation
along the path induces an isomorphism between the fundamental groups of the local
and global reference fibres at the endpoints.
In practise we are just able to determine unambiguously the images of local relations
along a very restricted set of paths, which we have to construct with great care.
Finally we notice that a geometric element associated to A comes naturally with
each path and the boundary of the corresponding local disc. In fact it is our final task
for this section to show that the geometric elements thus obtained suffice to apply the
results of section 3.
5.1 affine and local models
To describe the geometry of the projected discriminant locally at a point of A we
consider first the plane affine curves Cn
Cn ⊂ C
2 : y(yxn − 1) = 0.
We call Cn an asymptotic curve of order n, since its equation can be rewritten as
y(y − 1
xn
) to show that the y-axis is a vertical asymptote and n is its pole order.
Lemma 5.1 Suppose b0, b form a geometric basis in a vertical fibre associated to y = 0
and yxn = 1 respectively. Then the complement of the curve Cn in C
2 has fundamental
group presentable as
π1(C
2 − Cn) ∼= 〈b0, b | b
nb0 = b0b
n〉
Proof: The complement of Cn is isomorphic to the complement of C
′
n, a plane affine
curve given by
z(xn − z),
since both are complements of a quasi-projective curve in C×P1 given by yz(xny− z).
The projection along z exhibits the complement of C ′n to be a fibre bundle over the
punctured complex line C∗. The fibre is diffeomorphic to a 2-punctured complex line,
which we denote by C − [2]. Since the projection map has a section, we get a short
exact sequence with split surjection
1→ π1(C− [2])→ π1(C
∗ × C− C ′n)→ π1(C
∗)→ 1.
With base points z0 > 1, x0 = 1 we may choose elements
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− a0, b0 in π1(C− [2]) represented by a geometric elements associated to z = 0 and
z = xn respectively,
− c in π1(C
∗ × C − C ′n) represented by a geometric element in the line z = z0
associated to x = 0.
All relations in π1(C
2−C ′n) follow from the conjugacy action of c on a0, b0 in π1(C×
C∗ − C ′n), which can be determined as a braid monodromy, and the triviality of c in
π1(C
2 − C ′n).
Indeed our claim is derived from the conjugacy action given explicitly as
ca0c
−1
= (a0b0)
na0(a0b0)
−n, cb0c
−1
= (a0b0)
nb0(a0b0)
−n,
which is an immediate consequence of the braid monodromy given by n full twists σ2n1 .
Since either a0b0b = 1 or b0a0b = 1, we should replace a0b0 by b
−1
or b0bb
−1
0 and we get
the claim in either case. ✷
Remark: Note that the complement of Cn can be strongly retracted to any fibred
neighbourhood of the y-axis, since Cn is invariant under (x, y) 7→ (λ
ny, λ
−1
x).
Definition A curve C ⊂ D × C is called an asymptotic germ of fibre degree m and
pole order n if
i) the fibration to D is locally trivial onto the punctured disc D∗ with fibre a
m-punctured complex line, which we denote by C− [m],
ii) the projective closure of C in D×P1 is a topological cover of D of degree m and
intersects the line at infinity with multiplicity n.
An example with fibre degree m+1 and pole order n is provided by the plane curve
(ym − 1)(xny − 1).
A neighbourhood of the y-axis in C × P1 is covered by two bi-disc D × D0 and
D×D∞ centered at 0 and ∞, which intersect in the product of D with an annulus A.
Given any asymptotic germ Cn,m of fibre degree m + 1 and pole order n, that kind of
open cover can be chosen to cover a sufficiently small neighbourhood D×P1 such that
− D ×A and Cn,m are disjoint,
− D ×D∞ contains only the branch of Cn,m through ∞,
− D ×D0 contains all other branches of Cn,m.
For D small enough D ×D0 meets Cn,m in m disjoint horizontal copies of D, thus we
can identify the complement with the product of D with the m-punctured disc D0,
which we denote by D0 − [m].
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On the other hand Cn,m meets D×D
∞ in a single smooth branch, which intersects
the line at infinity with multiplicity n. And so does the branch of our model curve Cn
in the complement of the x-axis y = 0. Therefore we can discard the branch of Cn,m
and the line at infinity from D×D∞ to get a complement, which can be identified with
the complement of C ′n in D × C. Hence we get a decomposition
(D × C)− Cn,m = (D × C− Cn) ∪D×A (D × (D
0 − [m])).
Proposition 5.2 If C is an asymptotic germ of fibre degree m + 1 and pole order n
then there is a geometric basis b0, b1, ..., bm in a vertical fibre of the complement such
that
π1(D × C− C) ∼= 〈b0, b1, ..., bm | (b1 · · · bm)
nb0 = b0(b1 · · · bm)
n〉
with b0 associated to the branch going to infinity and D sufficiently small.
Proof: By the hypothesis on D we can employ the decomposition discussed above.
We can choose a geometric basis such that the bi belong to D × (D
0 − [m]) except for
b0, which belongs to the part around infinity. Then π1(D× (D
0− [m])) is the free group
generated freely by b1, ..., bm and π1(D×C−Cn) is isomorphic to π1(C
2−Cn) and can
by lemma 5.1 be presented as
〈b0, b | b
nb0 = b0b
n〉.
Here b is the geometric generator associated to y = 0, which is to be identified with the
core of the annulus A.
We can then apply the van Kampen theorem to our decomposition with the obser-
vation that b1 · · · bm and b represent the same generator of the fundamental group of
the intersection, and we get
π1 ∼= 〈b0, b1, ..., bm, b | b
nb0 = b0b
n, b = b1 · · · bm〉
from which the claim is immediate by removing b. ✷
A geometric basis as in the proposition is called adapted to the asymptote and
provides a tool to make the second set of relations in lemma 3.6 more explicit using the
element δ0 introduced in lemma 4.5.
5.2 a sufficient subfamily
In this subsection we consider a suitable family G of polynomials in which our parallel
transport will take place.
f = y3 − 3λ0y +
∑
i
(
x3di − 3dλixi
)
+ x3dn − 3dλnxn −
3d
3d−1
λ′nx
3d−1
n − 3λ
(
λ0yx
2d
n + d
∑
i λixix
3d−1
n
)
We use the following claims to trace a distinguished critical value along suitable paths.
Lemma 5.3 The value of f at critical points is given by
f |∇f=0 = −2λ0y − (3d− 1)λnxn −
1
3d−1
λ′nx
3d−1
n − (3d− 1)
∑
i
λixi.
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Proof: First the vanishing gradient condition may be expressed by the following
system of equations:
y2 = λ0(1 + λx
2d
n )
x3d−1i = λi(1 + λx
3d−1
n ) (3)
x3d−1n = λn + λ
′
nx
3d−2
n + λ(2λ0yx
2d−1
n + (3d− 1)
∑
i
λixix
3d−2
n )
Next we use them to replace the pure monomials in f :
f = yv(1 + λx2dn )− 3vy +
∑
i
(
xi(λi − λdλix
3d−1
n )− 3dλixi
)
+xn(λn + λ
′
nx
3d−2
n + 2λvyx
2d−1
n + (3d− 1)λλixix
3d−2
n )
−3dλnxn −
3d
3d−1
λ′nx
3d−1
n − 3λ
(
vyx2dn + d
∑
i
λixix
3d−1
n
)
= −2λ0y − (3d− 1)λnxn −
1
3d−1
λ′nx
3d−1
n − (3d− 1)
∑
i
λixi. ✷
Lemma 5.4 Suppose λ30 ∈ R
+, λ3di ∈ R
+ and λ′n ∈ R
+. Then there is a positive real
λcrit such that the number of critical points (counted with multiplicity) is maximal for
λ ∈ [0, λcrit[ and drops by one at λ = λcrit.
Proof: From the equations (3) we deduce a polynomial equation for the last coor-
dinate xn of all critical points. To eliminate the other coordinates we note, that the
following expression with ξi, ξ0 primitiv roots of unity of order 3d− 1 resp. 2,
2∏
ρ=1
3d−1∏
ρi=1
(
x3d−1n − λn − λ
′
nx
3d−2
n − 2λξ
ρ
0 λ0yx
2d−1
n − (3d− 1)λ
∑
i
ξρii λixix
3d−2
n
)
is zero on critical points by the last equation of (3). Due to the invariance under
xi 7→ ξixi, y 7→ ξ0y, our expression is a polynomial y
2 and x3d−1i . We may thus insert
the expressions given by the right hand sides of (3) to get a polynomial in xn only.
To understand the leading and subleading coefficient, we may neglect lower order
terms in the elimination process. Then we get the formal expression
2∏
ρ=1
3d−1∏
ρi=1
(
x3d−1n − λ
′
nx
3d−2
n − 2λ
3
2 ξρ0 λ
3
2
0 x
3d−1
n − (3d− 1)λ
3d
3d−1
∑
i
ξρii λ
3d
3d−1
i x
3d−1
n
)
,
where the λi are uniquely determined as positive real numbers thanks to the hypotheses
λ30, λ
3d
i ∈ R
+. So the leading coefficient is given by
2∏
ρ=1
3d−1∏
ρi=1
(
1− 2λ
3
2 ξρ0 λ
3
2
0 − (3d− 1)λ
3d
3d−1 ξρii λ
3d
3d−1
i
)
Let λcrit be its smallest positive real root in λ, which is in fact that of the factor with
ξ0, ξi = 1. Then the algebraic number of critical points drops at λcrit for the first
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time. Moreover the next coefficient is given by the sum of all the different possibilities
to neglect one factor of the product up to the constant λ′n > 0, hence it is non-zero
at λ = λcrit if and only if no other factor except the obvious one vanishes, which is
obviously the case. ✷
Lemma 5.5 Suppose λ′n, λn ∈ R
≥0, λ0, λi 6= 0. Then there is no degenerate critical
point with λ0y, λixi, xn ∈ R
+, λ ∈ [0, λcrit[, except if all λ, λn and λ
′
n vanish.
Proof: It suffices to show that the gradient vectors to the equations (3) are linearly
independent at solutions with λ0y, λixi ∈ R
+.∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2y 0 · · · −2dλλ0x
2d−1
0 (3d− 1)x3d−2i · · · −λ(3d− 1)λix
3d−2
n
...
...
. . .
...
−2λλ0x
2d−1
n −(3d− 1)λλix
3d−2
n · · ·
(3d− 1)x3d−2n − (3d− 2)λ
′
nx
3d−3
n
−2(2d− 1)λλ0yx
2d−2
n
−(3d− 1)(3d− 2)λ
∑
i λixix
3d−3
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0
We multiply each column by the corresponding variable, which is non-vanishing by
assumption to get an equivalent claim∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2y2 0 · · · −2dλλ0x
2d
0 (3d− 1)x3d−1i · · · −λ(3d− 1)λix
3d−1
n
...
...
. . .
...
−2λλ0yx
2d−1
n −(3d− 1)λλixix
3d−2
n · · ·
(3d− 1)x3d−1n − (3d− 2)λ
′
nx
3d−2
n
−2(2d− 1)λλ0yx
2d−1
n
−(3d− 1)(3d− 2)λ
∑
i λixix
3d−2
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0
Next we apply the equations (3) and simplify the entry in the right bottom corner∣∣∣∣∣∣∣∣∣∣∣∣∣
2λ0(1 + λx
2d
n ) 0 · · · −2dλλ0x
2d
0 (3d− 1)λi(1 + λx
3d−1
n ) · · · −λ(3d− 1)λix
3d−1
n
...
...
. . .
...
−2λλ0yx
2d−1
n −(3d− 1)λλixix
3d−2
n · · ·
(3d− 1)λn + λ
′
nx
3d−2
n
+2dλλ0yx
2d−1
n
+(3d− 1)λλixix
3d−2
n
∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0
We factor in each row but the last the corresponding λ0, resp. λi and add d times the
first column, and all following ones to the last:∣∣∣∣∣∣∣∣∣
2(1 + λx2dn ) 0 · · · 2d
0 (3d− 1)(1 + λx3d−1n ) · · · (3d− 1)
...
...
. . .
...
−2λλ0yx
2d−1
n −(3d− 1)λλixix
3d−2
n · · · (3d− 1)λn + λ
′
nx
3d−2
n
∣∣∣∣∣∣∣∣∣
6= 0
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By hypothesis each summand of the determinant is real and non-negative real, and at
least one summand is positive. ✷
Proposition 5.6 Suppose λ′n ∈ R
≥0, λ30, λ
3d
i , λn ∈ R
+. Then for λ ∈ [0, λcrit[ there is a
unique critical point with λ0y, λixi ∈ R
+, xn ∈ R
+, and it has maximal critical value.
Proof: By assumption the coordinate change yˇ = λ0y, xˇi = λixi transforms equa-
tions (3) into an equivalent system of equations:
yˇ2 = λ30(1 + λx
2d
n )
xˇ3d−1i = λ
3d
i (1 + λx
3d−1
n ) (4)
x3d−1n = λn + λ
′
nx
3d−2
n + λ(2yˇx
2d−1
n + (3d− 1)
∑
i
xˇix
3d−2
n )
For λ = 0 there is a unique solution with yˇ, xˇi, xn ∈ R
+, because in that case the last
equation in (4) has a unique solution in R+ by the sign rule.
Since solutions depend continuously on the parameter λ, there are only the following
transitions, which lead to a change of the number of positive real solutions:
i) a solution tends to infinity, which actually happens for the critical parameter, but
not before, cf. lemma 5.4
ii) positive real solutions become complex and vice versa,
iii) positive real solutions become semi-positive or vice versa, but with the give hy-
potheses there is never a semipositive real solution, since xn = 0 implies λn = 0
and yˇ = 0 or xˇi = 0 implies xn = 0 by (4).
The uniqueness claim follows since also the second case can be excluded:
Suppose a complex solution tends to a positive real solution, then there is another
complex solution tending to the same real solution, since equations (4) are real, thus
complex conjugation acts on solutions. Therefore the limit solution is positive real and
degenerate. But with the given hypotheses such degenerate solutions do not exit due
to lemma 5.5.
To prove the maximality claim for the value of the distinguished solution we notice:
i) a critical point with last coordinate xn of smaller modulus than the distinguished
critical point has by (4) all coordinates smaller in modulus and hence smaller
critical value by lemma 5.3.
ii) for λ = 0 the distinguished critical point has maximal last coordinate and uniquely
so if λ′n 6= 0.
iii) For λ′n ∈ R
+ there is no second critical point with last coordinate equal in modulus
to that of the distinguished critical point, since we may argue as follows: We get
the last equation of (4) for the last coordinate and for its absolute value,
x3d−1n = λn + λ
′
nx
3d−2
n + λ(2yˇx
2d−1
n + (3d− 1)
∑
i
xˇix
3d−2
n )
|x3d−1n | = λn + λ
′
n|x
3d−2
n |+ λ(2yˇ
′|x2d−1n |+ (3d− 1)
∑
i
xˇ′i|x
3d−2
n |)
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where yˇ′, xˇ′i denote the coordinates of the distinguished critical point.
By the other equations in (4) the absolute values of yˇ and xˇi are bounded by
yˇ′, xˇ′i, hence we may deduce that all summand in the first equation are positive
real. In particular x3d−1n , x
3d−2
n ∈ R
+ and we conclude xn ∈ R
+ and consequently
yˇ, xˇi ∈ R
+.
By the continuity of critical points we may conclude, that for all admissible λ and λ′n
the last coordinate of a critical point is bounded by that of the distinguished critical
point. Therefore the distinguished critical points has maximal value according to the
first observation. ✷
5.3 asymptotic arcs, paths, and induced paths
We recall that the parameter space CN−1 of pencils of polynomials is naturally identified
– setting x0 = 0 – with a parameter space of polynomials contained in C[y, x1, ..., xn]
with vanishing constant coefficient. Hence arcs and paths in CN−1 are given by families
of polynomials parameterised by a real interval.
We consider arcs αj in the family G in bijection to tuples j1, ..., jn−1 starting at the
Hefez-Lazzeri base point λκ = vκ, λ
′
n = 0, λ = 0, which corresponds to a polynomial
f = y3−3v0y+
∑n
κ(x
3d
κ −3dvκxκ) admitting a Hefez-Lazzeri geometric basis. They are
composed of two parts each
i) λ, λ′n = 0, λκ moves from vκ to vκξ
jκ−1 and λ0 from v0 to v0ξ
d(j0−1), cf. the
construction of the paths ωj in 4.1.
ii) λ = 0, λκ stay fixed, λ
′
n increases to some small finite value.
iii) λκ, λ
′
n stay fixed, λ increases from 0 to λcrit.
By lemma 5.4 each αj leads to a point of A without intersecting A elsewhere, so we
get well defined geometric elements associated to A. An arbitrarily small isotopy yields
the same geometric element represented by a path γj in the complement of A ∪ B.
Proposition 5.7 The relation imposed on the generators along the path γj is
(t
−1
j1 δ0)
3d−1 = (δ0t
−1
j1 )
3d−1.
Proof: From lemma 2.4 we deduce that over a transversal disc to A the discriminant
is an asymptotic germ of pole order 3d− 1.
So from prop. 5.2 we get a relation between elements of a geometric basis in a local
reference fibre adapted to the asymptote. The point is, that we have to identify the
significant elements b0, b with elements in terms of the Hefez-Lazzeri geometric basis
along the arc αj.
Now the difficult construction of this section shows, that a representative of tj is first
transported to a representative of t1..1(j) according to lemma 4.6. That representative
is further transported to b0, since its enclosed puncture remains the puncture of largest
modulus according to proposition 5.6 over the second and third part of αj.
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Of course a loop around all punctures is transported to a loop around all punctures,
hence parallel transport identifies δ0 with b0b. We conclude b = t
−1
j δ0 and get
(t
−1
j δ0)
3d−1tj = tj(t
−1
j δ0)
3d−1
⇐⇒ (t
−1
j δ0)
3d−1 = δ0(t
−1
j δ0)
3d−2t
−1
j ,
which yields the claim. ✷
Proposition 5.8 The set of paths γj generates π1(C
N−1 −A).
Proof: Since A is defined by ℓn,d = p
3d−1
n−1,d ∈ C[u
′
ν] = C[uν|ν0 = 0], the complement
of A projects to the complement of Dn−1,d via linear projection along all uν , ν0 > 0. It
thus suffices to prove that the projected paths γ′j generate π1(C
N ′ −Dn−1,d).
We observe that under projection the first two pieces of each path contract to a
point, but the crucial observation is, that the tail of each γ′(j) is homotopic to a path
t1···1(j) conjugated by a path from the base point of γ
′(j) to that of t1···1(j) given by
̟(j) : λ 7→
(
λv0ξ
d(j0−1), λv1ξ
j1−1, · · · , λvn−1ξ
jn−1−1, 1
)
,
where the entries correspond to the coefficients of the monomials xκ and the constant
term in the perturbation of the Brieskorn Pham polynomial f ′ = y3 +
∑n−1
κ=1 x
3d
κ .
The claim then follows from two additional observations: First – as is seen by
methods similar to those in 4.1 – the paths ω∗j(t1···1(j)) generate π1(Lv′ − D
′
L), where
v′ = (v0, v1, ..., vn−1) and D
′ = Dn−1.
Second, each t1···1(j) conjugated by ̟(j) is homotopic to ω
∗
j(t1···1(j)) conjugated
by ̟(1 · · ·1), since each ̟(j) is homotopic to the concatenation of ωj – cf. 4.1 – and
̟(1 · · ·1). ✷
6 moduli quotient
It is time now to recall that our interest is in the fundamental group of the moduli
stack Mn,d of Weierstrass fibrations. Of course we have first to define the appropriate
moduli problem and then to show that we can construct Mn,d as a quotient of U
′
n,d by
a suitable group action.
Definition SupposeW1,W2 are Weierstrass fibrations. An isomorphism φ : W1 → W2
is called an isomorphism of Weierstrass fibrations, if φ preserves the section at infinity
and fits into a commutative diagram
W1
φ
−→ W2
↓ ↓
Pn −→ Pn
Over the parameter space U ′n,d there is the tautological Weierstrass fibration Wn,d.
The factor group G = C∗ × GLn+1
/
C∗
by the central subgroup given by elements(
λ−d/2, λ1
)
acts faithfully on Wn,d by the action induced from
(λ,A) · (x, y0, y, y2) = (A · x, λ
2y0, y, λ
−1
y2).
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Proposition 6.1 Every isomorphism of Weierstrass fibrations is induced from an au-
tomorphism in G of the tautological Weierstrass fibration Wn,d.
Proof: Given an isomorphism φ of smooth Weierstrass fibrations we get immediately
an induced automorphism of Pn and we may pick some A ∈ GLn+1 inducing it.
Therefore we may assume without loss of generality, that φ induces the identiy on
the base. Hence φ induces abstract isomorphisms of plane cubic curves in Weierstrass
normal form, mapping points at infinity to points at infinity.
Now it is well known, that each such isomorphism is induced by an automorphism
of P2 of the form determined by a non-vanishing complex number λ acting on the
coordinates by λ · (y0, y, y2) = (λ
2y0, y, λ
−1
y2).
Hence we get a map from Pn to a subgroup of PGL2 isomorphic to C
∗. Thus it
must be constant and our claim is proved. ✷
According to this result it is natural to conceive the following definition:
Definition The moduli stack Mn,d of smooth Weierstrass fibrations is the quotient
of the base space U ′n,d by the induced action of G.
Proposition 6.2 There is an exact sequence
π1(C
∗ ×GLn+1, 1) −→ π1(Un,d, u),−→ π1(Mn,d, [u]) −→ 1.
where the action of C∗ is defined by λ · (p, q) = (λ4p, λ6q) and GLn+1 acts by linear
coordinate change A · (p, q) = (p ◦ A, q ◦ A).
Proof: First we note that the affine group C[x0, ..., xn]d acts on Wn,d by
s(x) · (x, y0, y, y2) = (x, y0, y − s(x)y0, y2)
and the induced action on Un,d is free and faithful and has U
′
n,d as a transversal section.
Hence we may replace π1(Un,d, u) by π1(U
′
n,d, u). But then the claim is obviously just
the exact sequence for orbifold fundamental groups and the action of G on Un,d inducing
the action of G on U ′n,d made explicit. ✷
In the following discussion we are going to combine results on fundamental groups
of Un,d and various of its subspaces which do not have the same base point.
Still all these base points are contained in a ball in Un,d, so our convention is that
all occurring fundamental groups are identified using a connecting path for their base
points inside this ball, which makes the identification unambiguous.
Let u now be the parameter point corresponding to the Brieskorn-Pham hypersurface
u : y3 + x3d0 + x
3d
1 + · · ·+ x
3d
n .
Its C∗ orbit belong entirely to the affine Brieskorn-Pham family F to which we shift
our attention for the moment
y3 + a0x
3d
0 + a1x
3d
1 + · · ·+ anx
3d
n .
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Definition The element δk is defined as the element represented by the path in the
Brieskorn-Pham family y3 +
∑
aix
3d
i given by ai = 1 for i 6= k and ak = e
it.
According to our remark above δ0 may be identified with elements represented by
a loop in the coefficient a0 = z of x
3d
0 for any sufficiently small perturbation of the
Brieskorn-Pham polynomial.
In particular δ0 identifies with the element of the same name from lemma 4.5, and
therefore can be expressed in the geometric basis ti of π1(L0−DL) using the enumeration
function i0 : {1, ..., 2(3d− 1)
n} → In,d:
δ0 =
2(3d−1)n∏
k=1
ti0(k).
Remember that i0 has been defined above as the lexicographical order ≺0 of In,d derived
from the reverse order of the factors {1, 2}, {1, ..., 3d−1} of In,d = {1, 2}×{1, ..., 3d−1}
n.
i0i1 · · · in ≺0 j0j1 · · · jn ⇐⇒ ∃k : iν = jν∀ν < k, ik > jk.
To give analogous expressions for δk we employ similar enumeration functions
iκ : {1, ..., 2(3d− 1)
n} → In,d
which again are most conveniently described by the linear order ≺κ they induce on In,d:
i0i1 · · · in ≺κ j0j1 · · · jn ⇐⇒ iκ < jκ ∨ iκ = jκ, i0i1 · · · in ≺0 j0j1 · · · jn
For n = 1 in particular ≺1 is the order on {1, 2} × {1, ..., d− 1} given by
(2, 1) ≺1 (1, 1) ≺1 (2, 2) ≺1 (2, 1) ≺1 · · · ≺1 (2, 3d− 1) ≺1 (1, 3d− 1).
Let us resume now our argument to get expressions for the δk:
Lemma 6.3 The δk all commute with each other and∏
δ6k = 1 ∈ π1(Un,d/C
∗).
Proof: The family y3+
∑
aix
3d
i has discriminant given by the normal crossing divisor∏
ai and hence the fundamental group of the complement is abelian.
Since the δk are geometric generators associated to the n + 1 hyperplanes the fun-
damental group of the quotient of the complement Un,d by C
∗ acting with multiplicity
6 is the free abelian group generated by the δk modulo the subgroup generated by the
sixth power of their product.
Of course this relation maps homomorphically to π1(Un,d/C
∗). ✷
Lemma 6.4 Consider the Hefez Lazzeri family
y3 − v0yx
2d
0 + x
3d
1 − v1x1x
3d−1
0 + zx
3d
0 .
Suppose ti and t
′
i form geometric Hefez-Lazzeri bases for positive real v0 > v1 respectively
v′0 = v1, v
′
1 = v0 of sufficiently distinct magnitude, then there is a path connecting the
base points such that the associated isomorphism on fundamental groups is given by
ti0i1 7→ t
′
i1i0
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Proof: We first convince ourselves that t11 = t
′
11 which follows immediately if we
change v0, v1 continuously in the real line swapping places since the extremal real punc-
ture will keep that property and hence the corresponding geometric element will not be
changed.
To move ti0i1 we first proceed along a path ωi0i1 as in lemma 4.6 so that it becomes
the t11 in the new system, then do the same as above and finally employ the same path
ωi0i1 back again to come to the final position.
The paths thus needed all connect the two base points with v0, v1 interchanged albeit
in different ways. But all possible concatenated paths are trivial in the complement of
the cuspidal bifurcation component. They may still be non-trivial in the complement of
the Maxwell bifurcation component, but the induced isomorphism on the fundamental
group is trivial, since the corresponding braid transformation just imposes the commu-
tation relation, which is needed to establish the isomorphism. ✷
Lemma 6.5 Consider the Hefez Lazzeri family
y3 − v0yx
2d
0 +
∑
(x3dκ − vκxκx
3d−1
0 ) + zx
3d
0 .
Suppose π is a permutation such that ti and t
′
i are geometric generators for positive real
v0 ≫ v1 ≫ · · · ≫ vn respectively v
′
pi(0) = v0, v
′
pi(κ) = vκ of sufficiently distinct magni-
tude then there is a path connecting the respective base points such that the associated
isomorphism on fundamental groups is given by
ti0i1i2···in 7→ t
′
ipi(0)ipi(1)ipi(2)···ipi(n)
Proof: The same idea of proof as above applies here. ✷
Lemma 6.6 The element δF1 in the Fermat family F : a0x
3d
0 + a1x
3d
1 can be expressed
in the geometric basis ti as
δ1 = t1t2 · · · t3d−1.
Proof: Let UP1,l as in theorem 1 denote the discriminant complement associated
to the complete linear system of degree l on P1. It is the quotient of the subset
U˜l ∈ C[x0, x1]l of homogeneous polynomials of degree l defining l distinct points in P
1
modulo the diagonal C∗ action. Hence there is an exact sequence
1 −→ π1(C
∗) −→ π1(U˜l) −→ π1(UP1,l) −→ 1
Now δ1δ0 ∈ π1(U˜) is the image of a generator of π1(C
∗) and with δ0 = tl−1 · · · t1 and
Zariski’s result (cf. theorem 1)
t1 · · · tl−1tl−1 · · · t1 = 1
we conclude δ1 = t1 · · · t3d−1 for l = 3d as claimed. ✷
Lemma 6.7 In case n = 1 the element δ1 can be expressed in the geometric basis ti:
δ1 = t2,1t1,1t2,2t1,2 · · · t2,3d−1t1,3d−1.
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We postpone the proof to be able to use some ideas of the proof of the following
corollary:
Lemma 6.8 In case of general n the element δ1 can be expressed in the geometric basis
ti using the enumeration i1 : {1, ..., 2(3d− 1)
n} → In,d as
δ1 =
2(3d−1)n∏
k=1
ti1(k).
Proof: Since the case n = 1 is given in lemma 6.7 we may assume inductively that
the claim is proved for n− 1:
δ
(n−1)
1 =
2(3d−1)n−1∏
k=1
ti′1(k).
Hence there is a homotopy H in the space Un−1,d between the representing path of δ
(n−1)
1
and the concatenation of the representing paths of the ti′1(k).
We consider the map defined on Un−1,d by
f ′ 7→ f = f ′ + x3dn
which maps H to Un,d. Its image provides a homotopy between the representing path
of δ
(n)
1 and the concatenation of the images of the paths representing the ti′1(k).
These images represent elements t+i′1(k)
which by lemma 4.4 can be expressed as
t+i′1(k)
= ti′1(k) (d−1) · · · ti′1(k) 2ti′1(k) 1. Therefore the image of H establishes the relation
δ
(n)
1 =
2(3d−1)n−1∏
k=1
t+i′1(k)
=
2(3d−1)n−1∏
k=1
ti′1(k) (d−1) · · · ti′1(k) 2ti′1(k) 1 =
2(3d−1)n∏
k=1
ti1(k).
✷
Proof of lemma 6.7: Here we make use of a homotopy H in UP1,3d between the
representing paths of δF1 and the concatenated path t1 · · · t3d−1. We map the homotopy
to U2,d using the map f
′ 7→ f = y3 + f ′. By an argument as above we thus get
δ1 = t
+
1 · · · t
+
3d−1 = t
′
1,2t
′
1,1 · · · t
′
3d−1,2t
′
3d−1,1,
where the t′ form a Hefez-Lazzeri base for a perturbation with v0 ≪ v1. We therefore
apply the lemma 6.4 to get
δ1 = t2,1t1,1 · · · t2,3d−1t1,3d−1,
✷
Lemma 6.9 In case of general n an expression for δκ is given by
δκ =
2(3d−1)n∏
m=1
tiκ(m).
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Proof: We get the expression for general δκ using a transposition π = (1κ) in lemma
6.5 on the expression for δ1. Then it is obvious that the non-reversed order is transferred
from the first entry into the κ-th entry. ✷
Proposition 6.10 The image of a generator of π1(C
∗) in the fundamental group π1(Un,d)
for the natural map to the orbit of the base point is given in the Hefez-Lazzeri geometric
generators ti as
n∏
κ=0

2(3d−1)n∏
m=1
tiκ(m)


6
Proof: Immediate from the previous. ✷
Lemma 6.11 In the fundamental group π1(Un,d/GLn) the following relation holds:
δ3dκ = 1.
Proof: Each element δκ is the trace of the Brieskorn-Pham point transported by the
C∗ action on the coefficient aκ. The C
∗ action on the variable xκ has the same effect
as the C∗ action with multiplicity 3d on the coefficient of x3dκ , hence the claim. ✷
7 Conclusion
Finally we are in the position to prove the new theorems of the introduction with an
actually more explicit claim:
Recall the definition of the index set In,d = { (i0, ..., in) | 1 ≤ iν ≤ 3d − 1, i0 ≤ 2 },
and its reverse lexicographical order ≺0. We define a graph Γn,d with vertex set In,d
and edge set
E(Γn,d) =
{
(i, j)
∣∣ i 6= j, iν − jν ∈ {0, 1} ∀ ν }.
Example of such graphs we have given in the introduction. The Main Theorems are
thus made precise with the definition of Γn,d just given and the enumeration functions
iκ of the previous section defining the distinguished elements δκ
Main Theorem for discriminant complement The complement Un,d of the dis-
criminant Dn,d has fundamental group π1 finitely presented by generators ti, i ∈ In,d
and relations
i) titj = tjti, for all (i, j) 6∈ En,d,
ii) titjti = tjtitj, for all (i, j) ∈ En,d,
iii) titjtkti = tjtktitj, for all i ≺ j ≺ k such that (i, j), (i,k), (j,k) ∈ En,d,
iv) for all i ∈ In,d
ti

t−1i ∏
i∈V≺
n,d
ti


3d−1
=

t−1i ∏
i∈V≺
n,d
ti


3d−1
ti (5)
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Main Theorem for moduli stacks The moduli stack Mn,d for Weierstrass hyper-
surfaces of type (n, d) has fundamental group π1 finitely presented by generators ti,
i ∈ In,d and relations i), ii), iii) and iv) as above, and additionally v) and vi):
v)
δ60δ
6
1 · · · δ
6
n = 1 (6)
vi)
δ3d0 = 1 (7)
Proof of both theorems: By lemma 4.9 there is a fibre L′ for some projection
pv : C
N−1 → CN−2 such that lemma 3.4 applies; elements rb of a geometric basis for L
′
and elements ra generating π1(C
N−1−A) form a generating set for π1(C
N−1−A−B).
So in an abstract sense a presentation is obtained with the help of lemma 3.6, but
we still have to make explicit the unspecified relations.
In fact we choose generators ti, i ∈ In,d represented by a Hefez-Lazzeri geometric
basis. By prop. 5.8 we may choose to take the generators ra to be represented by the
paths γj. Then the relations of second type in 3.6 can be replaced using those of prop.
5.7, so we get the relations in (5).
From prop. 4.10 we infer that we may replace the first set of relations by any other
set normally generating the kernel of the map from the free group to the fundamental
group of the discriminant complement in the singularity unfolding, in particular by the
set given in below in the result cited from [Lo¨3].
Proceeding now to the quotient of U ′n,d it suffices to refer to proposition 6.2 to add
just two relations, relation (6), as we have shown in prop. 6.10 and relation (7) due to
lemma 6.11. ✷
Theorem 5 The fundamental group of the discriminant complement for any versal
unfolding of a Brieskorn Pham polynomial y3 + x3d1 + · · ·x
3d
n is finitely presented by
generators ti, i ∈ In,d and relations
i) titj = tjti, for all i, j such that (i, j) 6∈ En,d,
ii) titjti = tjtitj, for all i, j such that (i, j) ∈ En,d,
iii) titjtkti = tjtktitj, for all i ≺ j ≺ k such that (i, j), (i,k), (j,k) ∈ En,d,
7.1 special cases for small invariants
The case of moduli stack of elliptic curves In case n = 0 we consider the set U ′
of three distinct points in C with center of mass in 0.
Accordingly the moduli stack is that of elliptic curves and our theorem just repro-
duces the well-know result, that
π1(M0) ∼= 〈 t1, t2 | t1t2t1 = t2t1t2, δ
6
0 = (t1t2)
6 = 1 〉
∼= SL2Z .
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The case of elliptic curves in the Hirzebruch surface F1 In case n = 1, d = 1
we consider the set U1,1 of curves in F1, which is the subset of all smooth elliptic curves
in the class of a triple positive section.
That set can be understood as the set of elliptic curves in P2 not passing through
a distinguished point (the blow down of the exceptional line in F1). Therefore its π1
should be a central extension of π1 of the set of all smooth elliptic curves in P2.
Our results yield a finite presentation of π1(U1,1) by generators t11, t12, t21, t22 and
relations
− t2t3 = t3t2,
− titjti = tjtitj if (ij) ∈ {(12), (13), (24), (34)},
− titjtkti = tjtktitj if (ijk) ∈ {(124), (134)},
− t4t3t2t4t3t2t1 = t1t4t3t2t4t3t2,
− t3t2t1t3t2t1t4 = t4t3t2t1t3t2t1,
In fact π1(U1,1) is a central extension of π1(UP2,3) which is finitely presented with
the same generators and relations except for one additional relation
− t4t3t2t1t2t1t4t3t3t1t4t2 = 1
Moreover π1(U1,1) is isomorphic to π1(U˜P2,3), for the affine cone U˜P2,3 of UP2,3 and
the central extension is analogous to that of the proof of lemma 6.6.
The case of smooth rational Weierstrass fibrations In case n = 1, d = 2 we
consider the moduli stack M1,2 of smooth Weierstrass fibrations which are rational.
In fact every rational elliptic fibration with a section has a unique Weierstrass model,
which is smooth if and only if all fibres are irreducible. Hence our fundamental group is
also that of the moduli stack of rational elliptic fibrations with a section and irreducible
fibres only. π1(M1,2) is finitely presented by generators
t1,1, t1,2, t1,3, t1,4, t1,5, t2,1, t2,2, t2,3, t2,4, t2,5,
subjected to relations
ti0,i1tj0,j1ti0,i1 = tj0,j1ti0,i1tj0,j1 if |i1 − j1| ≤ 1, (i0 − j0)(i1 − j1) ≥ 0
ti0,i1tj0,j1 = tj0,j1ti0,i1 if |i1 − j1| ≥ 2 or (i0 − j0)(i1 − j1) < 0
t1,i1t2,i1+1t1,i1+1t1,i1 = t1,i1+1t1,i1t2,i1+1t1,i1+1
t1,i1t2,i1+1t2,i1t1,i1 = t2,i1t1,i1t2,i1+1t2,i1
(t
−1
i δ0)
5 = (δ0t
−1
i )
5
δ60 = 1 = δ
6
1
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