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Introducció 
El projecte de fi de carrera que es descriu en aquest document ha estat realitzat 
en col, laboració amb el I'Antoni Grau Saldes, del departament de ESAII (Enginyeria de 
sistemes, automiltica i informatica industrial) de la UPC i ha tingut com a objectiu el 
desenvolupament d 'una aplicació per al reconeixement automatic de postures a partir de 
tecniques propies de la visió per computador. 
A continuació s'introdueix breument el concepte de visió per computador i es fa 
un repas als principals camps d'aplicació actuals. Posteriorment es detalla l'organització 
d'aquesta memoria i es descriuen per sobre cada un deis seus capítols. 
Estructura de la memoria 
Capítol 1: La visió per computador. L'objectiu d'aquest capítol es situar 
el lector en el context en que s'ha desenvolupat el projecte: s'hi descriu breument el 
concepte de visió per computador i se'n repassen els camps d'aplicació actuals 
Capítol 2: El projecte. Es descriu detalladament el projecte i se'n defineixen els 
objectius, el tipus d'aplicació que es desenvolupara, la planificació que seguira i se 
n'analitza el cost economic. 
Capítol 3: La base del sistema de visió. Abans d'abordar el problema 
del reconeixement de formes cal escollir el tipus de tecnica de tractament de les imatges 
en que es basara el reconeixement i fer front a l'eliminació del sorol! de les imatges 
Capítol 4: Metodes descartats. Aquest apartat els metodes estudiats 
candidats per a implementar el sistema de reconeixement de postures pero que han estat 
descartat per les raons pertinents. 
Capítol 5: Primer sistema de reconeixement de postures. Es 
descriu el primer metode escollit per a implementar un sistema de reconeixement de 
postures i els resultats obtinguts. 
Capítol 6: Sistema de reconeixement definitiu. Es descriu el sistema 
de reconeixement de postures definitiu, diferent del capítol 5 i amb una major eficacia 
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Capítol 7: Interpretació de les cadenes de postures. En aquest 
capítol es descriuen els mecanismes utilitzats per a la identificació de seqüEmcies de 
postures. 
Capítol 8: Interfície grafica i persistencia. S'ha dotat l'aplicació d'una 
interfície grafica per a afavorir-ne la seva prava i facilitar un futur desenvolupament. A 
més, en aquest capítol també s'explica el sistema de gestió a de la persistencia que 
utilitza l'aplicació. 
Capítol 9: Conclusions i continultat. Es valora el projecte desenvolupat i 
s'enumera un conjunt de camps en que centrar un futur desenvolupament. 
11 
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Capítoll 
La visió per computador 
1.1 Que és la visió per computador? 
La visió per computador, o visió per ordinador, és un camp transversal de 
l'enginyeria que se centra en l'obtenció i interpretació automatica d'imatges, entenent 
com a imatge qualsevol representació bidimensional o tridimensional de la realitat. 
El primer pas de qualsevol sistema de visió per computador és l'adquisició de la 
imatge per part d'un sensor. El sensor, al que se sol anomenar camera de manera 
generica, pot ser sensible a diverses magnituds físiques. Si bé el tipus de camera més 
habitual, sobretot en entorns doméstics, és la camera sensible al rang visible de l'espectre 
electromagnetic, també existeixen dlmeres sensibles al rang deis infrarojos, als rajos 
ultraviolats, als rajos X o als ultrasons, entre d'altres. Un cop adquirida, la imatge es 
processa per a extreure'n informació i interpretar-la. 
Historicament, el principal obstacle per a la implementació a gran escala 
d'aquests tipus ha estat l'alt cost en temps d'execució que la majoria deis algorismes 
tenen a l'aplicar-se sobre imatges de grans dimensions. De fet, la propia entrada-sortida 
d'imatges amb resolucions acceptables és un deis colls d'ampolla de la visió per 
computador. Tanmateix, els aven~os pel que fa al hardware han afavorit una expansió 
gradual deis sistemes basats en la visió per computador. 
1.2 La visió per computador actualment 
Existeixen for~a camps d'aplicació de la visió per computador en la indústria 
actual. A continuació es presenta una classificació en cinc categories deis camps en que 
més se centra actualment la visió per computador. Tot i aixo, no pretén ser una 
classificació exhaustiva, sinó del tot orientativa, i serien possibles altres classificacions. 
Interficies home-maquina 
El primer d'ells és el de les Human-computer interfaces (HeI), un camp de la 
recerca orientat a la cerca de noves formes de comunicació home-maquina més intultives 
que les que predominen actualment i en que sigui la maquina la que s'adapti a l'home, i 
no a la inversa. El ventall d'aplicacions en ja desenvolupades va des de sistemes en que el 
punter del ratolí es mou amb el moviment d'un dit, fins a d'altres en que es detecta la 
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posició de la retina amb una cllmera i es realitza automaticament I'scroll quan I'nsuari ho 
necessita. Una de les últimes aplicacions desenvolupades en aquest camp, en el moment 
de ser editat en aquest document, és el Sixth Sense del Massachusetts lnstitue 01 
Techonology (MIT, [1]), que permet realitzar amb I'única ajuda d'una mena de caputxons 
de colors per aIs dits tasques com la navegació per un mapa o la presa de fotografíes en 
exteriors, sempre amb I'ajuda d'una camera. 
Figura 1: Sixth Sense actuant sobre una aplicació per a la 
navegació en mapes 
Percepci6 augmentada 
Un altre camp d'aplicació en auge és el de la percepció augmentada: tracta del 
desenvolupament d'aplicacions que augmentin la percepció sensorial de I'usuari, ajudant-
lo en tasques quotidianes. Esta íntimament relacionat amb la reaIitat augmentada (AR) 
i implica tant sistemes de suport a professionals, com el desenvolupat per BMW per a 
I'assistimcia aIs sens mecanics com a sistemes per a I'assistencia a gent amb alguna 
minusvalidesa, com el projecte vOlCe ([2]) en que un petit sistema electronic muntat 
sobre unes uIleres alerta de possibles perills i obstacles a persones amb mancances visuals 
a través d'uns auriculars. Amb un enfocament similar al del projecte vOCle, també s'han 
desenvolupat aplicacions per a I'assistencia a la conducció en carretera, que alerten de 
perills que el conductor pugui no haver percebut. 
Figura 2: sistema d'AR de BMW per a l'assistencia a mecanics 
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Dins del camp de la percepció augmentada s'inc1ourien també les aplicacions de 
suport a la medicina. La importií.ncia d'aquest camp d'aplicació és tal que probablement 
es podria haver inc10s en una categoria propia. Actualment existeixen, entre moltes 
d'altres, aplicacions per a l'assist,mcia a cirurgians en operacions de microcirurgia i 
aplicacions per a la facilitació en l'anMsi d'imatges provinents d'una placa de rajos X o 
d'una tomografia. 
Interpretació automatica d'imatges 
El tercer deis camps als que aquí es fan referencia és el que' es basa en la 
interpretació d'imatges i vídeos de forma automatica i sense intervenció humana. Encara 
que aquest podria ser el camp en que englobés tota la resta d'aplicacions, ja que 
coincideix amb la definició de la visió per computador, aquí es vol fer referencia a 
aplicacions amb objectius molt concrets i limitats, pero que s'han estes últimament. 
Entra dins d'aquesta categoria el software de detecció automatica de cares en fotografies, 
ja implementat en moltes de les cameres digitals d'ús domestic, i, fins i tot, de cerca de 
correspondencia entre cares de diferents fotografies. També hi entrarien els algorismes de 
compressió de vídeo basats en l'anMsi del moviment (l'estií.ndard MPEG-4 n'és un 
exemple). 
Figura 3: detecció automatica de cares en una camera Sony 
Sistemes de seguretat 
Aquesta categoria fa referencia al conjunt d'aplicacions orientades a la seguretat 
en lloes públics o privats i que complementen els tradicionals circuits de cameres operats 
per humans. Permeten alertar de possibles intrusions als agents, realitzar seguiments 
(tracking) d'un individu a través de zones cobertes per cameres diferents i fins i tot 
alertar de possibles objectes sospitosos de ser explosius en estacions de tren, aeroports, 
etc. 
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Automatismes en el transport 
Els últims temps s'ha estes amb for~a l'ús de vehicIes no tripulats en el 
manteniment de magatzems i naus industrials. Es tracten de vehicIes cap~os de rebre 
una serie d'ordres molt senzilles i concretes, com ara anar a talo altre lloc, agafar-hi un 
palet i dur-lo, i que s'orienten mitjan~ant marques, normalment de tipus visual. Solen dur 
un sistema de visió incorporat per a poder seguir les marques, que acostumen a ser línies 
dibuixades al terra, i per a evitar possibles col, lisions amb treballadors i altres vehicIes. 
Pero aquests sistemes no tenen només aplicacions purament industrials: també en 
disposen els sistemes de transport no tripulats, com ara certs combois del metro de 
Barcelona. 
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Capíto12 
El projecte 
2.1 Definició del projecte 
El projecte de fi de carrera que es documenta en aquesta memoria consisteix en 
desenvolupament d'una aplicació per al reconeixement automatic de postures a partir de 
tecniques propies de la visió per computador. 
L'entorn en que s'executara la propia aplicació constara de tres parts 
diferenciables: 
El subjecte: és qui realitza les postures a identificar. 
El sistema d'adquisició: en principi, una gravara que realitzara seqüencies de 
vídeo. 
La propia aplicació: és qui processa les dades adquirides per la camera en 
forma de vídeo i qui hi reconeix les postures. 
A més, sobre l'escena, que és el conjunt format pel subjecte i el sistema 
d'adquisició, intervenen també la il· luminació i el fons. Tots dos juguen un paper 
important en el nivell de soroll que haura de suportar l'aplicació. Com més controlats 
estiguin, menys soroll es produira sobre les imatges i més fileils seran algunes de les 
tasques de l'aplicació, i el contrari passara si no es controlen suficientment. 
La realització d'aquest PFC s'ha inspirat en l'estat actual del projecte URUS 
(Ubiquitous Networking Roboties in Urban Settings), en que esta implicada la UPC i 
pretén ser una primera aproximació a una de les tasques en que se centra part de la 
investigació actual. A continuació es dona una vista global del projecte URUS, se 
n'explica la relació amb el projecte i es detallen les restriccions, requisits i objectius del 
sistema que es vol desenvolupar , entenent com a sistema el conjunt format pel subjecte, 
l'adquisició, l'aplicació, la il . luminació i el fons. 
2.2 L'URUS 
L'URUS (Ubiquitous Networking Roboties in Urban Settings, [3]) és un projecte 
en que participen, entre d'altres l'Instintut de RobOtica i Informatica Industrial de la 
UPC i el Centre National de la Recherehe Seientifique. L'objectiu d'aquest projecte és el 
l'estudi de noves formes d'interacció entre una xarxa de robots i els habitants o ocupants 
de zones urbanes, posant els robots al servei de les necessitats que pugui tenir la gent. 
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S'ha dissenyat dos tipus d'interacció home-robot: mitjan~ant dispositius mobils (telefons 
mobils, PDAs, portatils) i mitjan~ant sensors, entre els quals cameres. 
Els prototips de robots amb els que actualment treballen els equips de I'URUS 
disposen de dues cameres situades a la part superior de la maquina. La informació 
captada per les dues cameres serveix per a que el robot s'orienti, detecti obstacles i 
reconegui a les persones. A més a més, en Parea d'experimentació en que es duen a terme 
els experiments del projecte (actualment el Campus Nord de la UPC) es disposa d'una 
xarxa de cameres fixes que cobreixen la practica totalitat de la superfície de la zona deIs 
experiments. El sistema de visió que rep les dades de la xarxa de cameres coordina els 
robots, detecta i realitza seguiments de les persones que travessen !' area. 
2.3 Objectius del sistema 
Una de les tasques en que actualment se centra el desenvolupament de I'URUS és 
la creació d'un sistema de visió per computador que treballi amb les dades captades no 
pels robots sinó per la xarxa de cameres fixes i que sigui cap~ de determinar situacions 
de risc, o de qualsevol altre tipus que requereixi una intervenció, a partir de l' analisi del 
comportament de les persones captades per aquestes cameres. Exemples d'aquestes 
situacions podrien ser a1gú demanant auxili, la detecció d'una baralla o la detecció d'una 
persona que cau i que no és capa¡; d'aixecar-se. 
Com ja s'ha comentat en l'apartat 2.1, el que aquí es pretén no és donar una 
solució al problema que s'ha esmentat sinó tan soIs una primera i poc refinada 
aproximació: es vol desenvolupar un sistema de reconeixement de postures que permeti el 
disseny d'un petit lIenguatge gestual que, aplicat en un projecte del com !'URUS, oferiria 
una nova forma d'interacció entre les persones i la xarxa de robots. Es tracta, doncs, de 
dissenyar i implementar una aplicació que sigui cap~ de recone'¡xer, de forma totalment 
automatica i sense supervisió humana, un petit conjunt de postures cada una de les quals 
equivaldra a un símbol d'aquest lIenguatge. Cal deixar ciar, pero, aquest projecte de fi de 
carrera se centra en el del desenvolupament del sistema de reconeixement de postures i 
no del lIenguatge que permeti d'interacció home-robot, si bé se'n dissenyara i 
implementara un de senzill. 
Per tal d'aconseguir la implementació d'un sistema com el que s'acaba d'explicar, 
s'ha definit una serie d'objectius intermedis que cal que es compleixin mentre duri el 
projecte: 
!'exploració, analisi i valoració de diversos metodes per al reconeixement de 
postures amb l'objectiu d'escollir-ne un per a que s'integri en I'aplicació. 
La creació d'una petita base de dades de vídeos sobre els que es pugui provar 
!' aplicació. 
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El disseny d'algun llenguatge senzill basat en les postures reconegudes pel 
sistema. 
La creació d'una interfície grafica que faciliti la carrega d'arxius de vídeo, la 
posada a prava del reconeixement de postures, la lectura de les dades que se'n 
derivin i la creació i manteniment del llenguatge basat en les postures. 
2.4 Restriccions del sistema 
En aquest apartat es descriuen tres condicions que el sistema complira des de 
I'inici i que, de fet, en limiten la seva funcionalitat. Com es podra comprovar, cada una 
de les limitacions, pero, o bé existiria també en un sistema integrat en I'URUS o bé no 
suposaria una limitació en la seva integració en el projecte. 
2D : a I'hora d'identificar les postures no tindra en compte la component de 
prafunditat de les diverses parts del coso O el que és el mateix, només es 
tindra en compte la projecció 2D sobre la camera de les postures que realitzin 
els subjectes 
Una sola camera: aquesta restricció, íntimament \ligada a I'anterior, forc;a a 
que la font d'adquisició de les seqüimcies de vídeo es realitzi amb una sola 
camera, enlloc de diverses cameres situades en posicions diferents .. De fet, la 
xarxa de cameres de I'URUS esta dissenyada de manera que la major part de 
l'area d'experimentació esta coberta per una sola camera [¡xa, de manera que 
qualsevol sistema que es basi en les imatges captades per aquestes cameres 
haura de treballar en dues dimensions. 
Nombre de subjectes conegut: I'objectiu del prajecte és el reconeixement 
de postures, no pas el reconeixement de persones en una imatge o un vídeo, 
un altre camp que també tracta la visió per computador. Així dones, quan 
I'aplicació tracti una seqüencia de vídeo caldra que sapiga, a priori, quants 
subjectes hi apareixen. Habitualment, es treballara amb un sol subjecte. Altre 
cop, aquesta és una limitació que no afectaria a un sistema que treballes amb 
les dades de la xarxa de cameres de I'URUS, ja que un deis objectius ja 
assolits en aquest prajecte és la identificació i seguiment de subjectes i, per 
tant, la capacitat de treballar amb les dades generades per les accions d'un sol 
individuo 
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2.5 Requisits del sistema 
Si en el punt anterior es detallaven algunes condicions que a les que estara lligat 
des d'un primer moment el desenvolupament de l' aplicació, aquí es defineixen els 
requisits que s'haura de complir: 
Il . luminació poc controlada: es necessari que el software constrult sigui 
efectiu tan sobre vídeos adquirits en escenaris amb una i! . luminació pensada 
per a minimitzar el soroll produit sobre la imatge com en escenaris en que la 
i! . luminació no estigui gaire controlada. Aixo si, es partira del suposit que el 
nivell d'i! . luminació de l'escena és troba sobre un mínim i és d'una qualitat 
acceptable. 
Fons no estructurat: l'ús de fons estructurats o fons totalment llisos és 
molt habitual en sistemes de visió orientats a escenaris controlats. L'aplicació 
que es desenvolupi aquí, pero, haura de ser efectiva en qualsevol tipus de fons, 
sempre i quan sigui diferenciable del subjecte. 
Robustesa al sorall pradult per la camera: la propia vibració de la 
camera acostuma a produir cert nivell de soroll, produit alhora per petits 
desplru;aments de píxels en imatges consecutives. L'aplicació haura de ser 
robusta davant de nivells de vibració acceptables i habituals. 
Robustesa a moviments involuntaris: cal tenir en compte que el cos 
huma realitza petits moviments que no responen a una ordre directa del 
cervel!. Així dones, si s'intenta mantenir el brru; en una posició fixada, el 
propi bra~ va movent-se lIeugerament a posicions properes a la que havíem 
fixat. És necessari, doncs, que el sistema sigui conscient d'aquest fet i que no 
interpreti aquests petits moviments de les diverses parts del cos com a canvis 
en la posició de la part de cos que I'ha realitzat. 
Aplicació en temps real: es vol que I'aplicació que es desenvolupara pugui 
executar-se al mateix ritme al que avancin les seqüimcies de vídeo i que ho 
pugui fer en un ordinador sense grans prestacions. Esta ciar que el temps 
d'execució es veura afectat per les dimensions de les imatges a tractar així 
com pel nombre d'imatges per unitat de temps. S'ha fixat, dones, la resolució 
de treball en 320x240 píxeIs i la freqüimcia en 30 frames per segon (que son la 
resolució i freqüencia típiques en moltes webcam). L'aplicació acceptara 
entrades de vídeo de dimensions superiors, pero les convertira a la resolució 
especificada abans de realitzar els crucuIs pertinents. 
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2.6 Estructura de l'aplicació 
L'aplicació constara de tres blocs funcionals principals, cada un deis quals va 
lligat a una o més de les etapes en que es dividira el projecte: 
processat de la imatge: es processen els frames de la seqüimcia de vídeo i 
se n'extreu dades de tipus geomiltric (núvols de punts, bitsicament) que es 
processaran en el següent bloc. 
identificació de postures: es processen les dades geometriques generades en 
el bloc anterior, es tracten i es creua la informació generada amb una base de 
dades de postures a reconeixer. En cas que les dades coincideixin amb les 
esperades per a alguna de les postures, es genera una postura nova. 
bloc del llenguatge: darrer bloc en que es recull la postura generada pel 
bloc anterior, en cas que s'hi hagi reconegut alguna i a partir d'ella, d'una 
llista de postures identificades anteriorment i una altra llista amb les paraules 
que formen part dell!enguatge s'identifica, si és possible, una de les paraules. 
Els tres blocs es repeteixen en un bucle que dura tant com duri l'entrada de 
vídeo, tal com mostra la figura 4 de la pagina 22. 
2.7 Planificació 
El desenvolupament del projecte s'ha dividit en sis etapes en cada una de les 
quals es realitzaran unes tasques diferenciades de les de la resta d'etapes: 
_ Etapa 1, recerca i consulta de bibliografia bilsica i familiarització amb 
el problema. Cal tenir en compte que les meves nocions en el camp de la visió 
per computador són molt bitsiques a l'inici del projecte. Per tant es necessitara un 
cert temps per a buscar fonts de documentació i habituar-se a les tecniques que 
s'hi mencionin. En aquesta etapa s'inclou també la cerca de llibreries i 
documentació sobre aquestes, així com a aprendre'n les nocions més bitsiques per 
tal de poder assegurar cert nivell de destresa en etapes posteriors. 
_ Etapa 2, implementació de la part més bilsica del sistema de visió. En 
aquesta etapa s'implementara aquella part del sistema que s'encarregara del 
tractament bitsic de la imatge: adquisició, eliminació del sorol! i tot el que sigui 
necessari, pero sense introduir-se en el procés de reconeixement de les postures. 
_ Etapa 3, exploració de metodes. Un cap implementada la base del sistema, 
es dedicara un temps a explorar diversos metodes que es puguin aplicar de cara al 
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Caplaci6 da la imatga 
Processat de la 
lmalgo 
...... 
Infonneció 
de Opus 
geométric 
Reconeixement 
de postures 
Interpretació 
Figura 4: esquema de l'estructura general de l'aplicació 
reconeixement de postures. Aix" hauria d'incJoure la recerca d'informació i 
possibles implementacions de les tecniques explorades, tot i que no orientades a 
I'usuari, sinó que només amb la finalitat de tenir exemples practics sobre els quals 
basar les decisions. Al final d'aquesta etapa s'haura haver de decidit el metode o 
els metodes en que es basara el sistema de reconeixement de postures. 
- Etapa 4, implementació del reconeixement de matodes. Un cop 
seleccionat algun metode en I'etapa anterior, caldra implementar-ne una versió 
robusta de cara a ser incorporada en la versió final de I'aplicació. 
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_ Etapa 5, el llenguatge i la interfície grMica. En aquesta etapa 
s'implementara una interfície grafica que permeti la carrega d'arxius de vídeo per 
part de I'usuari i que informi de les postures detectades, així com es dissenyara un 
petit llenguatge basat en les postures identificades per l'aplicació. 
_ Etapa 6, documentació i defensa. Per a acabar, es planificara una última 
etapa per a la redacció final de la memoria i la preparació de la defensa. 
Mentre que la primera etapa del projecte no es pot lligar al desenvolupant de cap 
deis blocs funcionals explicats en el punt anterior, no passa amb la resta: la segona etapa 
correspon al desenvolupament del bloc funcional que fa referencia al processat de la 
imatge, la tercera i la quarta al bloc que s'encarrega de la identificació de postures i la 
cinquena a la del bloc del llengnatge. 
Pel que fa a la planificació en el temps de les etapes descrites, s'han assignat, les 
següents durades: 30 dies per a la primera etapa, 15 per a la segona, 20 per a la tercera, 
30 per a la quarta, 25 per a la cinquena i 35 per a I'última. A més a més cal tenir en 
compte que per motius personals no sera possible dedicar gens de temps de l' inici del 
mes de juliol del 2009 fins a la segona setmana del mes d'agost del mateix any. 
Tenint en compte que el projecte es comengara a dur a terme a partir del mes 
d'abril, el següent diagrama de Gantt mostra la planificació esperada, amb les dates 
d'inici i final de cada una de les etapes i tenint en compte una jornada de treball de 20 
hores setmanals: 
! et;apa 1 
i 
etapa. 2 
Figura 5: planificació del projecte 
Segons la planificació realitzada, el projecte hauria d'estar enllestit entrat ja el 
desembre. Cal tenir en compte que és convenient tenir un cert marge per a la correcció 
d'errors d'última hora i la posada a punt de la documentació i el material a entregar. 
Així dones, es preveu acabar el projecte a la segona meitat del mes de desembre. 
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2.8 AnaJisi economica 
Cost en recursos humans 
En aquest apartat s'analitza el cost que tindria el desenvolupament d'una 
aplicació amb les característiques descrites i, a més a més, la seva implantació en un 
entorn de trebal!. Els rols que prenen part el projecte son els següents: 
Director de projecte: s'encarrega de la presa de decisions I'avaluació, 
rectificació i actualització de la planificació. 
Programador: és qui implementa el projecte. 
Tecnic industrial: seria I'encarregat de la instal· lació del sistema 
d'adquisició, de I'aplicació i del calibratge de la camera. 
Rol Cost per hora Temps Total 
Director de proj. 55€/h 90h 4950 € 
Programador 35€/h 490h 17150 € 
Tecnic industrial 35€/h 25h 875 € 
Total: 22975 € 
Cost en hardware 
Per a un entorn de producció, s'ha decidit optar per la camera DMK 31AF031 per 
les seva relació entre prestacions i costo Pel que fa a I'equip en que s'instal . lés la camera 
i I'aplicació, seria suficient amb un ordinador de sobretaula personal sense grans 
prestacions: 
Aparell Cost 
Camera DMK 31AF03 490.00 € 
Placa base ASUS P5B Deluxe' 80 € 
Proc. Intel Core 2 Duo E7500' 95 € 
1 La camera DMK 31AF03 la comercialitza I'empresa The Imaging Source. Se'n pot consultar la 
referimcia a http:j jwww.theimagingsource.comjen_USjproductsjcamerasjfirewire--ccd-
monojdmk31af03j 
2 http:j jes.asus.comjproducts.aspx?modelmenu=1&model=1295&ll=3&12=11&13=307&14=0 
, http://processorfinder.intel.com/details.aspx?sSpec=SLB9Z 
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Caixa A TR Mediatorre' 47,50 € 
2xMemoria 2GB DDR3 1066MHz Kingston' 81,92 € 
Total: 794,42 € - 795 € 
Cost en software 
Tot i que la implementació de l'aplicació es fara sobre un sistema operatiu 
GNU jLinux, s'utilitzara el s.o. Windows XP i la suite Microsoft Office per a les tasques 
relacionades amb la planificació i documentació del projecte: 
Software Cost 
Windows XP SP2 Professional 100€ 
Microsoft Office 2003 90 € 
Microsoft Project 2003 200 € 
Microsoft Visio 2003 350 € 
GNU jLinux Debian 5.0 O€ 
Eclipse IDE 3.5 + entorn C++ O€ 
Total: 740 
Pressupost 
A partir de les dades que mostrades, es pot estimar el pressupost inicial següent: 
Concepte Cost 
Recursos humans 22975 € 
Hardware 795 € 
Software 740 € 
Total: 24510 € 
, http:j jwww.appinformatica.comjtorres-caja-atx-mediatorre-s.fuen-nox-coolbay-w.php 
5 http://www.pcgreen.com/productos_detalle.asp?id=16222 
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Capítol3 
La' base del sistema de visió: el bloc de processat 
de la imatge 
3.1 Introducció 
L'objectiu d'aquest bloc, que rep com a entrada un fotograma de la seqüimcia de 
vídeo, és la segmentació d'aquelles característiques de la imatge que puguin ser associades 
amb una postura determinada. Cal que, al segmentar, elimini la resta d 'informació de la 
imatge que no sigui útil a l'hora d'identificar-ne la postura. 
Hi ha diverses tecniques basades en l'analisi estatic de cada fotograma per a 
extreure'n les característiques relatives a la postura. L'analisi estatic aquell que no en té 
en compte el caracter seqüencial del vídeo i que tracta de manera independent cada 
frame. Aquests metodes intenten identificar les diverses figures que conté la imatge. 
S 'acostuma a entendre per figura tot alIó que apareix a la imatge i que es discriminable 
deIs fans de l'escena. Sens dubte, aquesta definició de figura és forga ambigua i pot donar 
lloc a la detecció d'objectes que no són rellevants per al problema que es tracta. 
Dins les tecniques d'analisi estatic, destaca la del creixement per regions de colors. 
En aquest metode, s'inicialitzen aleatóriament una serie de regions de la imatge que 
aniran creixent en base a la similitud de colors entre píxels adjacents. Aquest metode 
presenta una serie de desavantatges importants: el primer és la dificultat per a definir 
una comparació entre colors. Per a la comparació1 s'acosturna a utilitzar una 
representació HSV del color, en que es comparen les tres components. Tot i aixo, entre 
colors que, per ['ul! huma, haurien de resultar similars, les comparacions HSV donen el 
resultat esperat. Un segon desavantatge és el de creixement de zones d'un cert color cap 
a zones d'un altre color perque en la imatge existeix un canvi gradual entre elles. Així, la 
similitud entre pixels velns es compleix, tot i que de forma progressiva canvil el color. Un 
tercer desavantatge és el de la no uniformitat de colors al mirar d'identificar una persona: 
diferents colors de la roba, diferencies entre el color de la roba i la pell, entre la pell i el 
cabell, etc. A més a més, el cost en temps de calcul d'aquest tipus d'algorismes acostuma 
a ser molt elevat, fent-lo de difícil aplicació en ['analisi de vídeos. 
El creixement de regions de colors també s'aplica per a detectar el color de la pell 
de l'individu que s'esta analitzant a partir de la identificació de la cara i, a partir d'aquí, 
en detectar-ne les mans, que són, de fet, les parts del cos que contenen la majar part de 
la informació corresponent a les postures. 
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Cal tenir en compte que en l'iunbit de ['ús d'un l!enguatge basat en postures, que 
és del que tracta aquest projecte, no interessa tant l'anMsi de la permanencia de 
l'individu en una certa postura, sinó el canvi d'una postura a una altra. Per tant, la 
major part de la informació gestual prové del moviment. 
Caplació de la imatge 
~ 
Processal de la Imalge l ..... 
Filtre temporal 
genera 
Informació 
geométrica 
Reconeixement 
de postures 
Figura 6: esquema del bloc de processat 
de la imatge 
3.2 El filtre temporal 
És per aixo que el que realitza 
aquest primer bloc és la segmentació del 
moviment que es produeix davant la 
ciunera, amb el proposit de captar el 
moviment deIs brac;os. Aixo es realitza 
calculant una imatge de moviment, com 
s'explicara una mica més endavant, a 
partir d'un petit conjunt seqüencial deIs 
frames del video. A més a més, en aquest 
mateix bloc funcional també es filtra la 
imatge per tal d'eliminar-ne el sorol! i 
eliminar certs moviments detectats que, 
tot i ser realment moviments de 
l'individu, distorsionen la informació 
relativa a la postura i que normalment es 
realitzen de manera involuntiJ.ria. 
El filtre temporal, definit a include/temporalJilter.h i implementat a 
c/temporaUilter.cpp s'encarrega del calcul de la imatge de moviment, que és on es 
codifica la informació que fa refer/mcia a tot al!o que es mou en ['escena, informació que 
sera tractada i interpretada posteriorment per altres moduls del sistema. 
S'han explorat en detall dues tecniques per a l'extracció d'imatges de moviment: 
la més habitual i immediata, basada en diferencies d'imatges consecutives, i una altra de 
més robusta basada en la primera i proposada per primera vegada per A.AI-Hamadi, R. 
Niese i B. Michaelis ([4]). El pas previ a qualsevol metode que s'utilitzi per al calcul de la 
imatge de moviment és el del pas de la imatge de color a la imatge de grisos. La 
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conversió a escala de grisos es realitza a partir de la crida cvCvtColor() passant el valor 
RGB2GRA y com a tipus de conversió. 
Diferencia d'imatges 
El metode de la diferencia d'imatges és immediat i senzill i es basa en ca.Jcul d'una imatge 
de moviment, a la que ens referirem com a imatge de diferencia (ID), a partir de la 
diferencia píxel a píxel de dos frames consecutius d'una seqüencia de vídeo: 
ID(t, X, y) - II(t, X, y) - I(t - 1, X, y)1 
A més a més, la imatge resultant se sol binaritzar a partir d'un cert marge M: 
ID(t,x, y) = 1 si ID(t, x, y) > M 
I D(t, x, y) = O altrament 
Per descomptat, el valor 1 fa referencia a la saturació del píxel, mentre que el 
valor O fa referencia al pixel amb valors nuls en totes les seves components. 
El soroll en la imatge de diferencies 
El gran desavantatge de la imatge de diferencia és l'alt nivell de soroll amb que es 
veu afectada: la propia vibració de la camera o del seu suport causara que un mateix 
punt de l'escena estigui representat en la seqüencia d'imatges per un petit conjunt de 
pixels adjacents. Aquesta variació en la representació del punt de l'escena sera detectada 
pel filtre com a moviment, si bé és cert que part d'aquest fals moviment pot ser eliminat 
amb el valor M adequat. Una altra font de soron solen ser les petites variacions en la 
il . luminació de l'escena que, tot i que imperceptibles per l'un huma, provoquen la 
detecció de fals moviment. 
A causa de la seva naturalesa, es podria afirmar que el soron és inherent als 
problemes de la visió per computador i, que si bé es pot minimitzar a partir del control i 
l'adequació de l'escena, és difícilment eliminable. Una deis recursos més utilitzats a l'hora 
de minimitzar el soron és la realització deIs experiments sobre un fons d'escena homogeni. 
Al tenir un fons d'escena homogeni es provoca que les diferencies causades per la 
representació d'un mateix punt en diversos píxels sigui mínima, ja que el valor d'un pixel 
que representi el fons de l'escena és el mateix, o sinó molt semblant, al valor deis pixels 
del seu voltant, a no ser que algun d'ells formi part ja d'una figura de l'escena (és a dir, 
una part de l'escena que no correspon al fons). Els fons homogenis també disminueixen el 
soron provocat per petits canvis d'i! ·luminació. 
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Imatge de diferencia modificada 
El segon metode explorat, que és el que s'ha acabat incorporant al sistema, és el 
de la imatge de diferencia modificada (IDM). Aquesta tecnica es basa en les dues 
observacions següents: que la diferencia entre píxels esperada es menor en aquel!s píxels 
on s'ha detectat moviment de manera erronia i que la probabilitat de detectar moviment 
en un mateíx píxel en dues imatges de diferencia consecutives és menor si la detecció era 
causada pel sorol!, ja que es parteix de la base que el sorol! esta equidistribuit entre els 
píxels i que la probabilitat que un píxel se'n vegi afectat és menor de 0.5 . 
Si bé semblaria que el fet que la variació entre valors de píxels causada pel sorol! 
es pogués corregir ajustant el valor del parametre M, aquestes diferencies no són 
suficientment altes com per assegurar-ne un ajust realment satisfactorio 
Així dones, la imatge de diferencia modificada es calcula a partir del producte de 
dues imatges de diferencia consecutives: 
IDM(t,x,y) = ID(t,x,y)· ID(t-l,x,y) 
Si partim de la base, com s'ha explicat anteriorment, que la probabilitat que un 
pixel es pugui veure afectat pel sorol! és menor de 0.5, és evident i que en alguna de les 
imatges de diferencia s'hi ha detectat moviment de manera erronia, la probabilitat que en 
l'altra imatge de moviment (l'anterior o posterior) també s'hi hagi detectat és forga 
petita. Per aixo, en la major part deis casos en que en un cert píxel no s'ha produit 
moviment en els tres frames originals a partir deIs quals es calcula la IDM en alguna de 
les dues imatges de diferencia el seu valor sera zero. 
El fragment de pseudocodi de la figura 7 il' lustra el procediment efectuat en 
l'aplicació per -al calcul de la imatge de moviment. La única diferencia respecte el que 
s'acaba d'explicar és que la binarització no s'efectua sobre les imatges de diferencia sinó 
sobre la imatge de diferencia modificada: 
funci6 calcul imatge de moviment 
I+- obtenir nova imatge de la seqüencia de vídeo 
IDI +-calcular imatge de diferencia (I ,últim_frame) 
últim _ frame +- I 
MID +- calcular imatge de diferencia modificada (ID, 
última_ID) 
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binaritzar(MID) 
última ID ~ ID 
retorna MID 
fi funci6 
Figura 7: caJcul de la imatge de moviment 
Resultats 
La figura següent conté parells d'imatges de moviment calculades en un mateix 
moment d'un vídeo. Les de la columna esquerra corresponen a imatges de diferencia, 
mentre en les de la columna de la dreta s'ha aplicat el metode de la imatge de diferencia 
modificada: 
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Figura 8: resultats de l'aplicadó del filtre temporal 
En les dues primeres imatges de la figura 8 s'aprecia un cert nivell de millora, pel 
que fa al soroll, en la imatge de diferencia modificada, si bé la millora és for~a petita j a 
que el nivell de soroll de la imatge de diferencia no és molt elevat. 
En el segon parell, ja s'aprecia una millora substancial en la imatge de diferencia 
modificada. El nivell de les imatges de diferencia obtingudes en aquest arxiu de vídeo és 
considerable, mentre que disminueix, també considerablement, a l'aplicar un filtre 
d'imatge de diferencia modificada. 
En els dos casos, s'ha aplicat un llindar de binarització equivalent: si en la imatge 
de diferencia el llindar tenia un cert valor L, en la imatge de diferencia modificada el 
valor era de L', ja que en aquest cas la imatge de moviment és calculada a partir del 
producte de dues imatges de diferencia consecutives. 
A més a més, tant en els casos en que la millora és major com en aquells que no 
ho és tan, el filtre d'imatge de diferencia modificada no afecta a la forma de l'objecte, o 
individu en aquest cas, que es troba en moviment i, per tant, no afectara negativament a 
la comprensió de l'escena. En canví, en altres casos sí que es pot produir una millora 
considerable que, més endavant, pot afectar de forma positiva a l'extracció d'informació 
de l'escena. És per aquests dos motius que queda justificada la seva integració en el 
sistema. 
Marge de binarització adaptatiu 
En un principi, el filtre temporal s'havía dissenyat de manera que utilitzés un 
marge de binarització fix, independent de les condicions de cada seqüencia de vídeo. Un 
marge de binarització d'aquest tipus seria adequat per a entorns en que es controlés de 
forma exhaustiva la il· luminació, de manera que sempre tingués una intensitat similar. 
Un deis objectius del projecte, pero, és la independencia de la il . luminació, de manera 
que s'ha provat el sistema en diferents entorns: tancats i a l'aire lliure, amb il . luminació 
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artificial i amb il . luminació natural, a diferents hores del dia, etc. 
Per a cobrir totes les situacions possibles, pel que fa a la il . luminació, el marge 
de binarització fix no és convenient: en entorns amb il· luminació d'intensitat baixa la 
variabilitat en la intensitat deis píxels és relativament baixa i es corre el risc de situar un 
\lindar massa alt que filtri un nombre excessiu de píxels. Per contra, en entorns amb 
il· luminació d'intensitat més alta, les diferencies la variabilitat en la intensitat deis 
píxels és major i es corre el risc de fixar un Ilindar massa baix que no arribi a filtrar el 
que seria convenient. A mesura que es provava el sistema ha quedat pales que els 
inconvenients de la utilització d'un \lindar fix no són assumibles i que cal buscar un 
metode per a que s'adapti a la imatge. 
El que s'ha acabat aplicant per a minimitzar aquest problema és quelcom molt 
senzill pero que ha demostrat ser útil: en la inicialització del filtre temporal es calcula la 
mitjana d'intensitat deis tres primers frames i s'ajusta el marge de binarització en un 
valor resultant del producte d'aquesta mitjana d'intensitat per una constant (que s'ha 
fixat en 0.85). 
3.3 L'erosió 
Motivació 
Un cop calculada la imatge de moviment cal aplicar-hi un filtre morfologic d'erosió 
per tal d'eliminar al maxim el soroll existent. Com el lector haura pogut comprovar en 
l'apartat anterior, el nivell de soroll a tractar no és molt elevat. Tot i aixo, els metodes 
que posteriorment aplicara el sistema per al reconeixement de gestos se'n poden veure's 
for~a afectats, alguns més que d'altres. A més arnés, fins i tot en aquells arxius de vídeo 
en que el soroll esperat en cada frame sigui mínim no es podria assegurar la seva 
inexistencia en totes i cada una de les imatges de moviment calculades. 
Perdua d'informació valida a causa de l'erosió 
El gran inconvenient de l'aplicació d'una erosió a la imatge de moviment és que és 
segur que, juntament amb píxels afectats pel soroll, s'anul· len també pixels on s'ha 
detectat moviment de manera no erronia. Com més elevat fos el nivel1 de sorol1 a 
eliminar, més afectat es veuria el conjunt de pixels que interessa conservar. Ara bé, si el 
filtre temporal aplicat garanteix un bon nivel1 de robustesa al sorol1, els efectes negatius 
de l'erosió es minimitzen, com és en aquest caso Queda, doncs, refermada l'alternativa 
escol1ida per al filtre temporal. 
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Descripció 
S'ha dissenyat un filtre d'erosió forga agressiu, amb l'objectiu d'assegurar 
l'anul· lació deis punts afectat pel soroll. Si bé és cert que també cert nombre de punts 
que corresponen al moviment es veuran anul· lats, s'ha comprovat que aixo no afecta 
gaire a la posterior detecció de postures. A més, donada la naturalesa deis objectius 
plantejats per a aquest projecte, el que interessa principalment és detectar el moviment 
deis bragos, que són els que determinen les postures a identificar, mentre que és 
permissible, i fins aconsellable, I'eliminació i no consideració deis petits moviments 
produIt en altres parts del coso En altres paraules, mentre es mou un brag en una o altra 
direcció, per exemple, no interessa detectar els petits moviments de la roba que es 
generen a alguna altra part cos o mentre, per altra banda, es resta en una mateixa 
posició de manera voluntaria tampoc interessa detectar els petits moviments involuntaris 
que efectua el cos i que absolutament sempre són presents. 
Amb els objectius que s'acaben d'esmentar, el sistema recorre la imatge de 
moviment calculada en el pas anterior amb una finestra d'una certa mida i pren la 
següent decisió: si no s'havia detectat moviment al pixel central no pren cap mesura i si, 
per contra, se n'havia detectat es compten quants altres píxels de la finestra també 
s'havia detectat moviment i si aquest nombre és major que un cert marge, es manté el 
pixel centrat saturat. Altrament, s'anul . la el pixel. 
Les figures 9 i 10 mostren, en pseudocodi, el procés d'erosió efectuat per l'aplicació 
i que es troba implementat en el metode erode(} de srcjtemporaLJilter. cpp. 
acció erosió(S): 
des de i=l fins a EROSIONS 
erosionar (S) 
fi des de 
fi acció 
Figura 9: erosió 
acció erosionar (S) : 
per a tot pixel E S fer 
q +-- comptar píxels finestra (S,pixel) 
si q-l < MtNIM aleshores 
D(i,j) = O 
altrament 
D(i,j) 1 
fi si 
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fi per a tot 
fi acció 
Figura 10: erosionar 
En la implementació de I'aplieació s'ha utilitzat una finestra de mida 3x3 per a 
l'erosió, i es realitzen tres erosions consecutives. 
Si la mida de la imatge és de NxM píxels, el eost de I'erosió sera de: 
O(N . M . MIDA_FINESTRA . EROSIONS) 
Així dones, cal tenir en compte que un valor baíx per a MÍNIM_PÍXELS 
suposara, per exemple, una erosió menys agressiva pero pot ser que calgui augmentar el 
nombre d'erasions. Cal tenir en compte també que el valor parametre MÍNIM_PÍXELS 
depen directament de la mida de la finestra ja que el que realment es vol comptar és 
quina praporció deis píxels de la finestra estan saturats. Tot i que es podria haver posat 
en forma de quocient fix, s'ha optat per a que MÍNIM_PÍXELS tingui un valor enter 
depenent del de MIDA_FINESTRA. 
Alternatives en la eombinació de valors per als parametres de l'erosió 
Durant el desenvolupant de I'aplicació s'ha provat altres possibles combinacions 
de valors tant per als parametres del filtre d'erosió com per al llindar de binarització. És 
cert que amb un llindar de binarització inferior i un filtre d'erosió menys agressiu, basat 
en una finestra de comptat major i aplicat diverses vegades s'aconsegueíx una menor 
deformació del moviment que no esta causat pel sorall mentre que també s'elimina 
aquella part del moviment que, tot i no ser propiament sorall, no interessa de detectar. 
Ara bé, amb filtres d'aquestes característiques s'incrementa de manera dramatica el 
temps d'execució (per més que la complexitat deis algorismes aplicats resti igual). Tant 
és així que l'establiment d'un llindar de binarització alt, tot i que depenent de la 
il . luminació de I'escena, i l'aplicació un nombre molt reduit de cops d'una erasió 
agressiva és l'única combinació que permet al sistema tenir un temps d'execució que 
permeti seguir el ritme de la seqüencia de vídeo. 
A continuació es mostren els resultats d'aplicar un filtre valors 1 i 2 per al 
parametre EROSIONS i 6, 7 i 8 per a MÍNIM_PÍXELS en un finestra de 3 . 3 píxels: 
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Figura 11: resultats de l'aplicació de l'operador d'erosió 
Totes les imatges de la taula corresponen a un mateix instant de la seqüimcia de 
vídeo, en que I'individu que realitza els gestos esta movent els dos brru;os a1hora (en 
aquest cas, els dos brru;os a1hora cap amunt). Com es pot observar, en la majoria 
d'imatges de moviment, un cop erosionades, encara persisteixen saturats certs píxels 
corresponents al moviment de la roba. De fet, els dos únics casos en que alxo no passa és 
en els que es realitzen dues erosions amb el parametre MÍNIM_PÍXELS amb els valors 7 
i 8. Com es pot observar, en aquests dos casos també s'ha erosionat una certa part del 
moviment corresponent al braºos, part que en cas que MÍNIM_PÍXELS pren el valor 8 
resulta excessiva. S'ha comprovat a base d'experimentació que el filtre que acostuma a 
donar un millor resultat és el de dues erosions, amb una finestra de 3x3 i 
MÍNIM_PÍXELS fixat a 
3.4 Detalls d'implementació 
Les c1asses que intervenen el procés d'adquisició de la imatge i del crucul de la 
imatge de moviment són les tres següents: Vision_system, TemporaLfilter i Model. Cada 
una esta definida en un fitxer en el directori include (includejvision_system.h, 
includejtemporaLfilter.h i includejmodel.h) i implementada en un fitxer del directori 
sre (srejvision_system.epp , includejtemporal-filter .cpp i srejmodel.epp). 
La c1asse Vision_system és sobre la que la interfície grMica delega totes les 
tasques que no tinguin a veure amb la interacció de I'usuari, invocant-ne el metode step. 
Així dones, Vision_system s'encarrega d'obtenir una frame de la seqüimcia de vídeo que 
delega en TemporalJilter I'aplicació deIs filtres detallats previament. Pel que fa a la 
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dasse Model, és la que emmagatzema la informació relativa als punts en que s'ha 
detectat moviment. La seva existencia la justifica el fet que el sistema estigui pensat per 
a ser per a seqüencies de vídeo en que s'hagi d'identificar les postures de més d'un 
individuo Un cop agrupats els píxels amb en fundó del subjecte que realitza el moviment, 
cada instancia de la dasse M odel contindra la informació respectiva a un deIs individus. 
Vision system 1 . Model 
-stop -points: llista de punts 
+updateJlQintsO 
1 l~ 
I Point I 1 
Temporal_filter 
1 2
1 
+push imageO Ipllmage 
1 
-calculato_DIO 
-calculate_MDIO 
-erodeO 
Figura 12: diagrama UML de les classes que intervenen en el 
processat de la imatge 
La dasse IplImage és la dasse de la llibreria d'OpenC\'" que encapsula tota la 
informadó que fa referencia a un frame. Les dues imatges contingudes en la dasse 
TemporalJilter són les dues imatges de moviment necessaries per al calcul de la imatge 
de moviment modificada. Pel que fa a CvCapture, és també una dasse de la llibreria 
OpenCV, i és l'encarregada de mantenir la seqüencia de vídeo 
El diagrama de seqüencia de la figura 13 mostra la interacció entre les dasses de 
l'aplicació en el ciílcul de la imatge de moviment. 
6 OpenCV és una llibreria utilitzada en la implementació de l'aplicació que encapsula els metodes 
per l'accés a imatges i el manteniment d'entrades de vídeo [5] 
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ICyC~Pture I 
, 
1'V¡SiOO svstem 
step 
----------~ .. ' , 
: cvRetrieveFrame : 
loop 
, , 
I ti , 
, 
, 
, 
, 
seis 
pushjmage 
update POints(s) 
'Temporal fi!ter 11 ~ 
I [ Per a tot s en sets i ro en models ] 
, 
ti 
Figura 13: diagrama de seqüEmcia UML de Vision_system::step en el processat de la imatge 
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Capíto14 
Metodes descartats 
Un cop processada la imatge i segmentat el moviment , es tracta la informació per 
a identificar-ne les postures. Amb aquest motiu s'han explorat fins a cinc possibles 
metodes a aplicar, deis quals un ha acabat sent integrat en I'aplicació. EIs quatre que es 
presenten primer, que són els metodes descartats, estan tots ells basats en la triangulació 
de Delaunay i el graf de Voronoi. Donada la importancia de tots dos conceptes, als quals 
a més a més aquest document tornara a referir-se més endavant, s'ha cregut convenient 
incloure un apartat on se n'expliquin les característiques més importants. 
El fet que un determinat metode hagi estat descartat i no hagi estat integrat de 
manera definitiva en I'aplicació no significa que no pugui ser vi1iid per a projectes amb a 
altres objectius, també dins del camp de la visió per computador i, fins i tot, del 
reconeixement de postures. 
4.1 Conceptes previs 
4.1.1 La triangulació de Delaunay 
Triangulació d'un núvol de punts 
Una triangulació d'un conjunt de punts és una divisió del pla en forma graf pla en 
que els nodes corresponen als punts del conjunts i les arestes del qual, per ser pla, no es 
tallen entre elles. Totes les cares d'un graf d'aquestes característiques són planes i 
afitades, excepte l'exterior, que no és afitada. 
Figura 14: exemples de triangulació d'un conjunt de punts 
Les dues imatges de la figura 14 són exemples de triangulacions d'un mateix 
conjunt de punts. En el cas general, un núvol de n punts es pot triangular en un temps 
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O(n ·logn). Per aprofundir en les propietats de les triangulacions, així com per a la 
cerca d'algorismes per al seu cillcul es poden consultar les referimcies [6J (capítol 5.3) i [7J 
(capítoI6). 
Representació d'una triangulació en forma d'estructura de dades 
Una de les estructures de dades que s'acostumen a utilitzar per a desar la 
informació d'una triangulació i, en general, és l'estructura de dades anomenada DCEL 
(acronim de l'angles Doubly-Connected Edge List, [7J capítol 1.2.3.2). Un DCEL ha de 
permetre els recorreguts ordenats del grafo Per al desenvolupament de l'aplicació que 
tracta aquesta memoria se n'ha implementat un que s'ha anat ampliant de mica a mica 
per a ajusta a les necessitats de cada moment del desenvolupament. Se'n pot consultar el 
codi a src/DCEL.cpp i la seva definició a include/DCEL.h. 
La triangulació de Dalunay 
Pel que fa a la triangulació de Delaunay, és aquella que deixa buit de punts del 
conjunt els discs corresponents a tots circumcercles definits per qualsevol subconjunt de 
tres punts que corresponen als tres vertexs d'una mateixa de les cares de la triangulació. 
En altres paraules, per a qualsevol cara de la triangulació, si considerem la circumferencia 
que conté en la seva frontera els seus tres vertexs, el seu interior no conté cap altre punto 
Aquesta propietat se sol anomenar la restricció de Delaunay. 
Cal recordar que tres punts del pla defineixen sempre una, 
circumferencia que els conté en la seva frontera. 
o 
o 
. o 
D 
o 
o 
només una, 
Figura 15: a l'esquerra, triangulació que no compleix. la restricció de Delaunay, a la dreta, una 
que si la compleix 
De la figura anterior, la triangulació de l'esquerra no compleix la restricció de 
Delaunay. Com es pot observar, els vertexs A, B i C defineixen una cara de la 
triangulació pero el seu circumcentre no esta lliure d'altres vertexs de la triangulació, ja 
que conté D. En canvi, la figura de la dreta sí que compleix la restricció de Delaunay. 
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A més a més, es dona la propietat que, per tot conjunt de punts del pla, només 
existeix una triangulació que compleixi la restricció de Delaunay, que és a la que 
s'anomena triangulació de Delaunay. 
Per al calcul de les triangulacions de Delaunay en aquesta aplicació s'ha utilitzat 
la classe Delaunay_Triangulation_2 de la llibreria CGAL'. 
4.1.2 El graf de Voronoi 
Descripció 
Donat un conjunt de punts del pla, el graf del Voronoi ([6J capítol 5 i 14, [7J capítol 6) 
és una descomposició del pla en regions cada una de les quals conté un, i només un, punt 
del conjunto A més a més, es compleixen dues propietats més. La primera és que per a 
qualsevol punt d'una de les cares del graf de Voronoi, el punt del conjunt inicial que té 
més a prop és sempre aquell punt, l'únic, que conté la regió. La segona és que les úniques 
regions no afitades són aquelles que corresponen als punts continguts en el frontera de 
l'envolupant convexa del núvol de punts, mentre que la resta de regions són afitades i 
convexes. 
La figura de l' esquerra mostra la partició de 
Voronoi del pla més senzilla que és la 
generada per dos punts, tret de la generada 
per un sol punt, que és tot el pla. En la 
partició generada pels dos punts A i B, les 
dues regions de Voronoi estan delimitades 
per la mediatriu del segment que els uneix. 
Cada costat de la mediatriu delimita un 
semipla i, en efecte, un punt que caigui a 
Figura 16: diagrama de Voronoi de dos punts un dels dos semiplans tindra més a prop, 
d'entre A i B, aquell que contingui el 
semipla. 
Generalitzant, el graf de Voronoi és la intersecció de tots els semiplans generats 
per les mediatrius dels segments que uneixen cada parell de punts del conjunto Les 
n . lustracions de la figura següent mostren alguns exemples de graf de Voronoi. 
7 La llibreria CGAL [8] implementa en C++ diversos algorismes estructures de geometria 
computacional. Ha estat utilitzooa per a la implementació del sistema 
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Figura 17: diversos grafs de Voronoi ' 
Dualitat Voronoi-Delaunay 
S'acostuma a dir que els problemes del graf de Voronoi d'un núvol de punts i la 
triangulació de Delaunay són problemes complementaris ja que cada un es pot reduir a 
l'altre, i a l'inrevés : donat el graf de Voronoi, la triangulació de Delaunay es genera 
construint els segments que uneixen cada parell de punts les regions deis quals 
comparteixen algun costat en graf de Voronoi. 
Figura 18: diagrama de Voronoi i triangulació de Delaunay d'un núvol de punts' 
Així mateix, a partir de la triangulació de Delaunay es pot construir el graf de 
Voronoi respectiu construint la intersecció deis semiplans generats per la mediatriu de les 
arestes. 
Donada una aresta del graf de Voronoi, s'anomena aresta dual de l'anterior 
aquella aresta del graf de la triangulació de Delaunay que la genera. A més a més, els 
punts on es creuen les arestes de Voronoi s'anomenen vertexs de Voronoi. 
, Les figures han estat realitzades amb l'applet publicat en la pagina web 
http:j jwww.personal.kent.eduj-rmubammajCompgeometryjMyCGjVoronoijlncremental2jincre 
mental2.htm 
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4.2 Crust 
Descripció 
El metode del crust ([9]) treballa sobre la triangulació de Delaunay i el graf de 
Voronoi d'un conjunt de punts. L'entrada esperada per als algoritmes que el calculen és 
un conjunt de punts situats sobre la silueta d'una figura, mentre que la sortida és 
precisament aquesta mateixa silueta; de fet, el conjunt d'arestes que pertanyen a la 
silueta i que després caldra ordenar i fer que s'enllacin entre elles. 
El motiu d'aconseguir una silueta deis punts en que s'ha detectat el moviment és 
la possibilitat d'executar-hi a sobre un codi cadena a partir del qual trobar, per exemple, 
les mans o el cap. També es podria dissenyar algun tipus d'operador per a comparar 
siluetes o aconseguir a partir d'ella una forma que per a creuar-la amb una serie de 
models predefinits i buscar-ne el de maxima coincidencia. 
La figura següent mostra el crust calculat a partir d'uns certs conjunts de punts 
d'entrada: 
'. 
Figura 19: exemples de crust de conjunts de punts 9 
Construcció 
El crust és un subgraf de la triangulació de Delaunay. Donada una aresta de la 
triangulació de Delaunay i la seva aresta dual del graf de Voronoi, l'aresta de Delaunay 
pertany al crust si i només si existeix alguna circumferencia que contingui en la seva 
frontera els dos vertexs de Delaunay i que no contingui en el seu interior cap deIs vertexs 
de Voronoi i sempre i quan l'aresta de Voronoi talli l'aresta de Delaunay. No es tenen en 
9 Les figures han estat realitzades amb l' applet inclo. en la pagina web 
http://www.dma.fi.upm.es/mabellanas/practicasgc/crust/crust.html. 
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consideració, pero, aquells parells d'arestes duals que no es tallin entre elles. Per a 
calcular el crust, dones, cal recórrer totes les arestes de la triangulació i comprovar que 
es compleixi la condició esmentada. 
u 
w 
v 
Figura 20: exemple de dualitat Voronoi - Delaunay 
En I'exemple de la figura anterior, no és possible crear cap circumferimcia que, 
passant per u, vi w deixi a I'exterior el vertex de Voronoi restant. Per tant, l'aresta de 
Delaunay que es tracta en aquest cas no seria inclosa en el crust. 
Tenint en compte que l'aresta de Voronoi ha de tallar la seva aresta dual i que, 
per tant, els vertexs de Voronoi cauran a una i altra banda de l'aresta de Delaunay 
només cal comprovar el següent: que alguna de les dues circurnferencies descrites pels dos 
vertexs de Delaunay i un deis vertexs duals de Voronoi no conté l'altre vertex de 
Voronoi. 
funci6 calcula crust (D, V) 
par a tota aresta d E 
v+- dual(d,V) 
D fer 
.i ~ es creuen (v, d) al •• hor •• continua amb la 
següent iteració 
(d " d,) +- vertexs( d) 
(v" v,) +- vertexs(v) 
C, +- circuniferencia(d"d" v,) 
C, +- circu"!forencia(d " d" v,) 
si ~ conté(C
" 
v,) o ~ conté(C" v,) al •• horas 
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fi si 
fi par 
retorna e 
fi funci6 
Figura 21: calcul del crust 
La implementació d'aquest cadi es pot consultar en el metode compute() de 
l'arxiu srcjcrust.cppJO. 
Ordenació de les arestes 
Segons la implementació que s'hagi escollit per a la representació de les arestes 
caldra ordenar-les un cop s'hagi escollit quines corresponen al crust i quines no. És el que 
ha passat en el cas que ens ocupa, ja que en cada aresta s'hi representen només els 
vertexs que connecta. No hagués passat si, per contra, en cada aresta hagués existit algun 
tipus d'enllw;ament a les arestes amb les que incideix. 
El cadi per a l'ordenació de les arestes, o deIs vertexs de fet, manté obertes una 
serie de seqüencies en les que s'hi van inserint vertexs en un extrem o l'altre, obrint noves 
seqüencies per totes aquelles arestes que no corresponguin a cap deis extrems de les 
seqüencies ja obertes i fusionant aquelles en que es detecti una aresta comuna. 
Afinament de la silueta 
Un deis problemes a l'hora d'aplicar aquest metade es troba quan el "gruix" de la 
silueta a calcular és major a un sol punt o píxel, ja que tots eis punts del conjunt inicial 
seran inc1osos en el crust. La figura següent exemplifica el que s'acaba d'explicar: 
Figura 22: crust d'una imatge de moviment en que es percep cert "gruix" en la frontera de la 
figura 
10 De fet, el metode computeO mencionat implementa l'algorisme d'nn sol pas de Gold, com 
s'explica més detalladament en l'apartat 4.3 
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Com es pot comprovar, hi ha parts de la imatge en que es detecten dues siluetes 
"para! . leles" i d'altres parts en que el gruix de la silueta és for~a gran. Aquest gruix, en 
la practica, es tradueix en una sola línia amb nombre ingent de ziga-zagues que seria 
impossible de tractar. Per a solucionar-ho, pot aplicar-se una nova erosió, o poda de fet, 
que recorri la imatge i elimini "gruixos" de pixels, tal i com fa el codi següent: 
acció poda (I) 
DIST+-4 
(N,M) +- mida(l) 
par a tot púel E 1 f.r 
ai ~I(píxel) ~ O al.ahorea 
ai e < DIST al •• hor •• 
I(i,j) O 
fi ai 
c +- c +1 
altrament 
c+-c+l 
fi ai 
fi par a tot 
fi acció 
Figura 23: poda de la imatge de moviment 
L'aplicació del codi de la figura 23 estaria condicionada pel tipus de recorregut 
que es faci de la imatge a afinar. De fet, caldria realitzar el mateix procediment fent un 
recorregut per files i posteriorment fent-Io per columnes. Aixo és el que fa el metode 
metode prune-points() de I'arxiu src/model.cpp. 
En la següent figura es pot comprovar com l'aplicació del oodi anterior elimina el 
problema del gruix en les siluetes: 
Figura 24: exemple d'afinament del crust 
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Altres problematiques 
Figura 25: exemple de con per a la saludó 
de discontinuitats del crust 
Tot aixo, restarien per resoldre altres 
problemes pels que, tot i que s'han abordat, no 
s'ha trobat solució en aquesta aplicació. Un 
d'ells és el de les discontinuitats: per a trobar 
una silueta sencera o una forma que pugui ser 
comparable posteriorment, es necessari resoldre 
les discontinujtat8 del crust. En els exemples 
mostrats fins ara, el nombre de ruscontinuitats 
és relativament petit, pero en d'altres 
circumstimcies pot arribar a ser molt gran. S 'ha 
pogut comprovar durant l'estudi d'aquest metode que les discontinuitats en la silueta 
calculada es deuen, sobretot, a la no homogeneitat de la distribució deIs punts d'entrada 
a l'algorisme alllarg de la silueta que es vol segmentar. La poda presentada anteriorment 
resol part d'aquestes diferencies, ja que iguala la concentració de punts en aquelles zones 
en que era més elevada. Tot i aixo, continuen visualitzant-se importants discontinuitats 
entre els punts, que són les que causaran les discontinuitats en el crust. La connexió de 
les diverses seqüencies inconexes del crust no és un problema de solució trivial. Una 
possible solució es podria basar en una especie de codi cadena que, a l'anar recorrent una 
seqüencia d'arestes o punts, calcules una aproximació de la inclinació de l'últim tramo Un 
cop arribat a la fi de la seqü,oncia, es llen~aria un con de cerca de la següent cadena amb 
la que connectar-se, similar a la figura de l'esquerra. 
Esta ciar que els resultats d'un metode així dependrien tan de l'obertura del con 
com de la manera de calcular-ne la inclinació. A més a més, la cerca realitzada seria 
exhaustiva, tot i que aplicada només a la regió delimitada del con. Segurament el temps 
de crucul seria intractable en certes ocasions i, en tot cas, no sembla un metode aplicable 
en una aplicació que ha d'executar-se en temps real i amb un temps de crucul que depen 
de la separació en temps entre frames. 
És, dones, el problema de les discontinuitats en el crust el causant que aquest 
metode no hagi estat el que s'ha incorporat definitivament al sistema. 
Detalls d'implementació 
Les classes que s'han implementat per al metode del crust són les que es mostren 
en el diagrama UML de la figura 26, juntament amb els seus metodes principals. 
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Vlaion_aystem 
_1 
1 . 1 
+step() modela +updote ...J)OintsO 
+pruno ...p<>IntsO 
. 
CGAL::De 
1 I PoInt I I DCEL y-- __ <<u ... » 2 eru" 
--
-- ~ crust r «~> launoL trlangutation _2 +computeO -----
1 1 
J Edge I . 
Figura 26: diagrama UML de les classes que intervenen en el c&cul del crust 
S'ha dissenyat la elasse Grust no per a que emmagatzemi informació sinó el de 
calculi el crust i, en definitiva, serveixi d'interfície entre el sistema de visió i la llibreria 
CGAL. És la elasse Model on la que acaba contenint tota la informació generada en el 
c81cul del crust, pero sense entrar en contacte amb la CGAL. 
El metode step de la elasse Vision_system és invocat des de la interfície grafica i 
s' encarrega de l' adquisició de la imatge i l' aplicació deis fUtres explicats en detall en 
l'apartat anterior. A continuació, actualitza els models. 
1·\1Skln system I 
1 
I stop 
--------• .¡¡ calcular imatge de 
I dlferéncia jE-------_. 
updote ...J)Oints 
~---------- ______ I 
I m'~odm I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
.' 
[per o tot m o modela] 
Figura 27: diagrama de seqüencia de Vision_system::step en el chlcul del crust 
Al ser actualitzat, cada model aplica la poda detallada en l'apartat anterior i 
calcula el crust. Com ja s'ha comentat, la elasse Grost serveix com a interfície entre les 
elasses del sistema de visió i les elasses de ]a llibreria CGAL: 
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EJ 
updateJ)Oints : 
ai 
B 
I 
I 
I 
I 
I prunteJ)Oints 
I I 
I 
I 
I 
~_~um __ m; 
1 ... ____________ 1 
compute 
I 
I 
I 
I 
I 
I 
I 
I 
i -1 CGAL ··!leIa!!"·Y Iri."mdatjo" 21 
I 
I 
I ~ ~e_~~! _~ ~~~~?6 i construir el crust 
I 
I 
I 
I 
I f-------------- J 
I 
~-------------I 
Figura 28: diagrama de seqüimcia de Model: :update-points en el chlcul del crust 
4.3 Anti-crust 
Descripció 
L'anti-crust ([9]) és un metode l'objectiu del qual és aconseguir una esquelització 
d'una figura a partir d'un conjunt de punts situats en la seva frontera. L'esqueletització 
és una tecnica molt utilitzada en el reconeixement de formes i s'acostuma a comparar 
I'esquelet obtingut en una certa figura d'una certa imatge amb un esquelet esperat. Cal 
dir que la comparació entre esquelets no és un tema menor i no sempre és senzilla de 
definir. En aquest projecte, pero, no s'ha desestimat el metode abans que fos necessari 
plantejar-se un operador de comparació. 
A continuació es mostren alguns exemples d'esquelets obtinguts a I'aplicar el 
metode de I'anti-crust a un conjunt de punts situats en la silueta d'una figura. 
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Figura 29: exemples d'anti-crust de conjunts de punts 
Construcció 
El motíu que l' anti-crust s' anomeni així és perque es el metode que es pot 
considerar el complementari del crust, i a I'inrevés. L'anti-crust no és un subgraf de la 
triangulació de Delaunay, sinó que és un subgraf del diagrama de Voronoi del canjunt de 
punts. Pero si per calcular el crust s'havia de recórrer totes les arestes de la triangulació 
de Delaunay, el mateix es pot fer per al crucul de I'anti-crust, ja que és equivalent 
recórrer les arestes de Voronoi que recorre'n les seves duals, les de Voronoi. En canvi, la 
decisió de la inclusió d'una aresta de Voronoi a l'anti-crust és exactament la contraria a 
la que decidía la inclusió de I'aresta de Delaunay al crust: alla on es decidia la no inclusió 
al crust d'una aresta de Delaunay ara es decideix la inclusió de la seva aresta dual a 
I'anti-crust. En aquest cas, pero, tampoc es tenen en compte aquelles arestes duals que no 
es tallen. 
El cadi que calculi un I'anti-crust és, doncs, de deducció immediata si es parteix 
del codi que calculava el crust. Tot i aixo, el que s'implementa realment en l'aplicació és 
l'algorisme d'un sol pas de Gold, que s'explica a cantinuació. 
AIgorisme d'un sol pas de Gold (One-step Gold Algorithm, [9]) 
L'algorisme d'un sol pas de Gold calcula, en un sol recorregut de les arestes de la 
triangulació de Delaunay el crust i I'anti-crust del núvol de punts. Un cop vist el metode 
per a calcular el crust, tant el de l'anti-crust com l'algorisme de Gold són immediats. A 
continuació se'n fa una descripció en pseudocodi. Per altra banda, se'n pot consultar la 
implementació en el metode compute() de I'arxiu srcjcrust.cpp. 
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funci6 algorisme de Gold (D, ~ 
per a tata aresta d E D fer 
v+- dua/(d, V) 
.i ~ es creuen (v, d) ale.hor •• continua amb la 
següent iteració 
(d"d,) +- vertexs(d) 
(VI' v,) +- vertexs(v) 
CI +-circumferencia(dl,d"v, ) 
C, +-circumferencia(d"d"v,) 
.i ~ conté (e" v,) 
.i ~ conté(e" v,) ale.hor •• C+-Cud 
altrament AC +- ACuv 
fi si 
altrament AC+-ACuv 
fi si 
fi par 
retorna (e,Ae) 
fi funci6 
Figura 30: algorisme de Gold 
En la implementació que es pot trobar al consultar el codi de la implementació es 
comproven algunes condicions més que afecten als casos degenerats, tals com arestes amb 
un deis extrems a l'infinit i al filtratge d'arestes excessivament llargues, tot i que seuse 
extrems a \'infinito No s'ha cregut oportú incloure-ho al pseudocodi ja que dificultaria la 
seva comprensió de forma considerable. Per altra banda, un cop presentat el pseudocodi 
anterior, si el lector en consulta la implementació no Ji sera difícil d'identificar aquelles 
comprovacions que corresponen a\s casos indicats. 
Discontinultats i ramificacions 
Les dificultats observades al treballar amb l'anti-crust són, com de fet és 
d'esperar, paral ·leles a les mancances observades al metode del crust. Alla on 
s'observaven discontinuitats en el crust ara s'observen ramificacions que s'estenen fins 
més enlla de la figura. A més a més, les propies variacions en la distribució deIs punts 
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situats al damunt de la silueta de la figura causen també discontimütats en el que 
podríem anomenar les branques principals de l'esquelet. 
Figura 31: exemples de ramificacions i discontinuitats en l'anti-crust 
En la figura anterior, tot i que es es pot reconeixer les postures a partir de 
l'esquelet, també es poden observar els problemes esmentats, sobretot el que fa a les 
discontinuitats en les branques principals de l'esquelet, cosa que en dificultaria en 
sobremanera la poda per a poder comparar-lo després amb d'altres esquelets. 
En la següent, pero, la postura ja és més difícil d'identificar, mentre que 
s'observa un alt nivell de ramificació en una de les branques principals de l'esquelet (en 
concret, la corresponent al brae; dret de l'individu que efectua els moviments): 
Figura 32: un altre exemple de discontinuitats i ramificacions en l'anti-crust 
A més a més, la mateixa branca principal en la que s'observa un alt nivell de 
ramificació tampoc és totalment connexa, patint certes discontinuitats entremig, de 
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vegades de la mida d'un sol píxel. Pel que fa a la branca corresponent al brae; esquerre (el 
dret el la imatge), que també esta en moviment en el tram de la seqüencia de vídeo a la 
que correspon el frame, ni tan sois s'observa quelcom al que puguem anomenar una 
branca principal. 
Podes de l'esquelet 
S'ha explorat dues estrategies per a la identificació de les branques principals de 
I'esquelet. La primera es basa en la poda de I'esquelet, comen~ant a retallar cada branca 
pels seus dos extrems. El següent codi, que caldria executar una o més vegades, segons 
correspongui i al que se Ji passa com a parametre un DCEL amb l'estructura de 
I'esquelet, n'i! . lustra el comportament: 
acció poda (DCEL): 
l~rp 
per a tot e E E(DCEL) fer 
si grau(eJ = l ó grau(e,) = l aleshores 
1 ~lue 
fi si 
fi per a tot 
per a tot e E 1 fer 
DCEL ~ DCEL \ e 
fi per 
fi acció 
Figura 33: poda del DCEL 
La segona estrategia assajada llen<;a, des de cada vertex un recorregut a la 
resta de vertexs del graf, incrementant en u un comptador associat a I'aresta cada 
vegada que aquesta és visitada en algun recorregut. D'aquesta manera, 
s 'identifiquen aquelles arestes que formen part de les branques principals de 
I'esquelet, podent-Ies extreure posteriorment. 
funció recórrer (DCEL) 
per a tot e E E(DCEL) fer 
recórrer(DCEL,e) 
fi per a tot 
nouDCEL~rp 
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per a tot e e E(DCEL) fer 
si visitat(e) > MARGE aleshores 
nouDCEL ~ nouDCEL u e 
fi si 
fi per a tot 
retorna nouDCEL 
fi funci6 
Figura 34: recorregut d'un DCEL per a la seva poda 
acció recórrer(DCEL, e) 
1 ~ vei"ns(DCEL,e) 
per a tot e'e 1 fer 
recórrer (DCEL ,e') 
fi per 
visitat( e) ~ visitat( e) + 1 
fi acci6 
Figura 35: recorregut d'un DCEL a partir d'una aresta per a la seva poda 
Ambdues tecniques pateixen per igual els problemes deguts a la no connectivitat 
de les diverses parts en que es troben partides les branques principals. En la primera, es 
poden components senceres de les branques principals, fent-ne molt difícil la seva 
posterior reconstrucció, mentre que en la segona no es detecten com a principals trams 
que s 'hi haurien de detectar. 
A més a més, possibles i dificultoses reconstruccions a part, el cost computacional 
de les dues tecniques presentades és molt gran, sobretot en el cas deis recorreguts, i és un 
deis motius pels quals s'ha considerat no aplicable el metode del crust al problema que 
s'intenta resoldre en aquest projecte. Per a que el lector es faci una idea, el metode deis 
recorreguts pot trigar en executar-se ben bé un parell o tres de segons per cada frame, 
una xifra del tot no assumible. 
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Detalls d'implementació 
La implementació del metode de l'anti-crust pril.cticament no varia en relació a la 
que s'ha presentat per al metode del crust. S'ha aprofitat la dasse Grost per a 
implementar l'algorisme d'un pas de Gold i calcular, en una mateixa invocació del 
metode compute, tant el crust com l'anti-crust. 
4.4 Alpha-shape 
Descripció 
L'alpha shape, o a -shape ([10]), és una generalització del concepte d'envolupant 
convexa. L'envolupant convexa d'un conjunt de punts es pot definir com la mínima regió 
convexa del pla, i generalitzable a qualsevol dimensió, que conté tots els punts del 
conjunto Una definició alternativa seria la de la intersecció de tots els plans que contenen 
el conjunt de punts. Generalitzant encara més, podríem considerar aquests plans com a 
discs de radi infinito 
a -hulls i a -shapes 
Una a -hull, dones, es defineix precisament com a la intersecció del conjunt de 
discs de radi Ya que contenen els punts del conjunt, sent l' a -shape el resultat d'unir 
amb segments rectes els punts extrems de l' a -hull que són veins entre ells. A més a 
més, també es defineixen a -hull i a -shape per aa <O : en aquest cas, no és la 
intersecció d'aquells discs que contenen el núvol de punts sinó el complement de la 
intersecció d'aquells discs de radi Ya que no contenen cap punt del conjunto Queda clar 
que si els discs no contenen cap deis punts del conjunt, el complement de la seva 
intersecció els conté tots. 
És precisament per a a negatives que té aquest metode té interes a I'hora 
d'estudiar la forma, amb una noció de forma molt intuitiva, que pren un conjunt de 
punts. A partir d'ara, aquest document es referira als possibles valors d' a en termes 
absoluts. És a dir, es passara per alt la definició per a a positives i es considerara sempre 
la definició relativa al complement de la intersecció deis discs de radi mida X a I 
Encara que sembli poc ortodox, és una generalització que s'acostuma a realitzar sovint. 
Cal definir, ni que sigui breument, el concepte de veinatge entre punts d'un 
alpha-hull: sigui un deis discs cerdes que defineixen l'alpha-hull, la frontera d'aquest disc 
contindra, o "xocara", entre cap i tres punts del conjunto Es diu que dos punts són a-
veins quan tots dos estan sobre la frontera d'alguna de les circumferencies que defineixen 
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l' a -hull. En el cas degenerat em que tres punts siguin concíclics i, per tant, existeixi 
alguna circumferimcia la frontera deis quals els contingui als tres, podem definir un ordre 
de veinatge entre ells equivalent a I'ordre en que apareixen en la circumferimcia. 
Si per a valors a petits l' a -shape és equivalent a I'envolupant convexa, a 
mesura que va augmentant-se'n el valor, van afegint-se punts a l' a -shape. A més, a 
I'augmentar el valor d' a, es van creant diferents components connexes fins l'extrem en 
que, a partir d'un cert valor a', cada punt del conjunt forma una component connexa de 
l' a -shape conjunto 
La taula de la figura 36 mostra els a -hulls calculats per a diversos valors d' a 
sobre un conjunt de punts en forma de lletra ge majúscula. S'hi pot observar com, a 
mesura que creix el valor d' a , es va afinant la forma de G, pero a partir d'un cert 
moment comencen a sorgir diverses components connexes. 
Construcció 
El citlcul de l'alpha-shape requereix també, com la resta deIs metodes descrits fins 
ara, el crucul previ de la triangulació de Delaunay. Un cop calculada la triangulació de 
Delaunay, al complexitat de caJcul de I'alpha-shape, per a un valor a determinat, és 
lineal respecte del nombre de punts. Per tant, en total, la complexitat és de O(n . logn). 
Les imatges de la figura 37 mostren I'aplicació deis l'algorisme de creació d'una 
alpha-shape sobre imatges de moviment obtingudes d'una mateixa seqüimcia de vídeo. 
Per a la construcció de les alpha-shapes s'ha utilitzat les funcionalitats incloses en 
la classe Alpha_shape_2 de la llibreria CGAL, com es pot apreciar en el metode compute 
del fitxer srcjalpha_shape.cpp. A I'igual que passava amb el crust i I'anticrust, un cop 
invocat el metode encarregat de construir I'alpha-shape cal ordenar-ne les arestes i els 
vertexs de manera que es puguin recórrer de seqüencialment. 
És d'esperar que, si la segmentació del moviment ha estat prou satisfactoria, en 
aquelles seqüencies d'arestes de I'alpha-shape que no corresponguin a articulacions o 
extremitats del cos la variació de les inclinacions de les arestes respecte de les seves 
incidents no sigui molt pronunciada. Per tant, i amb I'objectiu d'aprofitar el que 
s'acaba d'anunciar, podria ser aplicable algun tipus de codi cadena que identifiqués 
articulacions i altres parts del cos tals com mans, cap, peus, etc. on la variació en la 
inclinació de les arestes hauria d'augmentar considerablement. 
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Figura 36: a -hulls d'un conjunt de punts per a diversos valors d' a 
Figura 37: exemples d'alpha-shapes aplicats sobre imatges de moviment 
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Tantes a -shapes com punts 
Un deis inconvenients, pero, de les alpha-shapes és el fet que n'existeixen tantes 
com punts tingui el conjunt sobre el que s' apliquen. Aixo fa que, si bé sigui probable que 
d' entre totes les possibles alpha-shapes existeixi alguna sobre la qual es pugui aplicar un 
codi cadena de manera satisfactoria, no totes elles sigui igual de poasible i, el que és més 
greu, que no hi hagi cap manera de saber a priori sobre quines s'obtindran bons resultats 
i sobre quines no. 
El problema deis forats 
Un altre deis inconvenients és que els polígons obtinguts al calcular les alpha-
shapes poden tenir forats. De fet, a l'aplicara el metode sobre un conjunt de punts la 
majoria deis quals es troben sobre la figura de la silueta és molt usual l'existencia de 
forats. En un principi, la detecció de forats o, més ben dit, la detecció de quina de les 
seqüencies d'arestes és l'exterior, és for~a trivial. N'hi ha prou en adonar-se'n que aquella 
seqüencia d'arestes que sigui l'exterior i que, per tant, embolcalli la resta contindra el 
vertex amb alguna de les coordenades extrerns (o bé la coordenada x milxima, o bé la 
mínima, o anillogament per la coordenada y). Per tant, només cal inc10ure algunes línies 
codi de control en l'algorisme d'ordenació de les seqüencies d'arestes que recordi quina de 
les seqüencies construides fins al moment compleix la condició esmentada. 
Detalls d'implementació 
El disseny i implementació de la classe Alpha_shape ha estat efectuat amb el 
mateix propOsit que el de la c1asse Crust, presentada en l'apartat anterior: servir com 
interfície entre la c1asse Model i la llibreria CGAL per tal de minimitzar al maxim 
l'acoblament de la c1asse Model. 
CGAl::AIpha_Ihape_2 
'1' 
I..:;<uees» 
I 
+compute() 
" 
',<uees» 
" 
Vllllon_aY""m 1 ModeI . 
+step() +updste ...POinta() 
+pruneJlOInta() 
PoIygon 
1 
1 
Figura 38: diagrama UML de les classes que intervenen en el c8lcul de l'alpha-shape 
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El metode Model::update_points té el mateix significat que el que prenia 
fins ara, amb ['única diferencia que aquest cop enlloc de calcular un crust o un 
anticrust, es calcula una a -shape : 
~ :Aloha .hape I 
update"'points 
I 
: prunte...,POints 
~-~------_____ I 
: .. ___________ J 
1 compute 
I 
r: -----~~I CGAl":Alp~a .haDe 2 
I 
I 
I 
~: 
i 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I ~----------------~ 
I I 
I I 
:E-------------- 1 
I 
~-------------I 
Figura 39: diagrama de seqüencia de Model::updat,-points en el cillcul de l'alpha-shape 
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Capíto15 
Primer sistema de reconeixement de postures 
En aquest capítol es presentara un metode de reconeixement de postures basat en 
la comparació de polígons generats a partir d'envolupants convexes. De tots els metodes 
explorats, és el primer sobre el qual s'ha arribat a construir un sistema d'identificació de 
postures, tot i que els resultats obtinguts no han estat prou bons, motiu pel qual s'ha 
acabat implementant en la versió final de l'aplicació un altre metode, com s'explica en el 
capítol6. 
5.1 Envolupant convexa 
Descripció 
L'envolupant convexa d'un conjunt de punts és aquell polígon convex d'area 
mínima que els conté a tots. Com ja s'havia esmentat en el capítol anterior, l'envolupant 
convexa és un cas extrem de les a -shape i, per tant, es pot calcular també a partir de 
recorreguts de la triangulació de Delaunay i el graf de Voronoi, tot i existir altres 
metodes de citlcul amb la mateixa o major complexitat. 
L'objectiu de la utilització d'envolupant convexes ha estat el de mirar si, al 
calcular-les, és possible aconseguir formes semblants cada vegada que aparegui una 
mateixa postura en el video. Si fos possible, es podrien crear una series de formes 
plantilla o models sobre els quals comparar les envolupants calculades a partir de les 
imatges de moviment. Com a metode de comparació s'ha escollit el calcul de la diferencia 
simetrica entre dues figures. Siguin P i Q dos polígons, la seva diferencia simetrica (D) es 
defineix de la forma següent: 
D = PIl(PUQ)UQIl(PUQ) 
Un cop calculada la diferencia simetrica, la mesura de semblan~a entre Pi Q ens 
la dona el calcul de l'area de D: a menor area, major semblan~a. 
La figura 40 mostra el resultat de calcular l'envolupant convexa sobre algunes 
imatges de moviment. 
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Figura 40: exemples d'aplicació de l'envolupant convexa sobre imatges de moviment 
De les imatges que s'acaben de mostrar es pot extreure ja una conc1usió: la 
informació que aporta l'envolupant convexa no es suficient per discriminar postures en 
que intervingui la part inferior del coso Tot i que aquesta limitació és evident, l'objectiu 
d'aquest projecte és el d'identificar postures realitzades amb els br~s, i on la posició de 
la resta del cos és, en principi, indiferent. Aixo si, sera necessari que l'individu que 
realitzi les postures mantingui les carnes en una posició més o menys fixa. Gracies a la 
imatge de diferencia modificada i a l'erosió que s'aplica sobre ella certs petits moviments 
en les carnes no afectarien críticarnent el reconeixement, pero si que ho faria un 
moviment continu de les extremitats inferiors del coso 
Transformacions geometriques 
Abans de poder rea1itzar la diferencia simetrica entre els dos polígons és necessari aplicar-
hi un parell de transformacions geometriques: 
translació: la necessitat de la translació és for~a evident: si volem comprar 
els dos polígons abans s'hauran de traslladar tots dos per tal que se 
superposin els dos el maxim possible. De fet, per a assegurar-ne una 
superposició maxima no hi hauria més remei que realitzar una cerca 
exhaustiva, traslladant un polígon darnunt l'altre i identificant la posició 
relativa en que la diferencia simetrica és mínima. Com que una cerca d'aquest 
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tipus seria inviable pel que fa al temps d'execució, el que es realitzara en 
aquest cas és el crucul del centre de gravetat deIs polígons i una translació de 
tot el polígon respecte el centre de gravetat, fent coincidir ambdós centres en 
un mateix origen de coordenades. 
Figura 41: operació de translació 
- escalat: és necessari per a que el reconeixement de les postures sigui 
independent de la distancia entre l'usuari i la camera o, fins i tot, independent 
de la mida de l'usuari. S'entén que la independencia de la distancia entre 
camera i usuari estara sempre limitada dins del raonable per les 
característiques de la camera. Així dones, el sistema ha d'identificar com a 
identics els dos polígons de la figura següent: 
Figura 42: operació d'escalat 
Per a determinar ]' escalat a aplicar als polígons es calculen tots els vectors 
amb origen al centre de masses i amb final en un deIs vertexs del polígon, per a 
tots els vertexs, s'identifica el vector més llarg d'entre tots ells i es realitza un 
escalat a amb el valor del modul del vector esmentat. D'aquesta manera, es 
normalitzen tots els vectors deixant el més llarg d'ells amb longitud u i la resta 
amb longitud menor que u, tal com il . lustra la figura 43.Figura 43 
Figura 43: operador de normalització 
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Cal dir que cal realitzar abans la translació que l'escalat, ja que es 
necessari que abans que aquest últim es realitzi cal que el polígon estigui centrat 
en l'origen de coordenades. 
A continuació es mostra en pseudocodi el procediment realitzat per a la 
translació i escalat deIs polígons: 
acci6 trasllada i escala (P): 
K ~ maxim módul vector (P, c" cy ) 
per a tot pePfer 
P -c 
P ~ x x 
x K 
fi per tot 
fi acció 
Figura 44: transformacions geometriques per a la comparació de polígons 
funció maxim módul vector (P,cx,cy): 
máxim~O 
per a tot p E P fer 
si X2 + y2 > máxim aleshores 
maxim~ X2 + y2 
fi si 
fi per tot 
retorna ~ X2 + y2 
fi funció 
Figura 45: c8.1cul del m8x..im moduI d'un vector entre el centroide d'un polígon i els seus vertexs 
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Els metodes per a calcular l'area, el perímetre i el centroide d'un polígon que 
s'han implementat en l'aplicació corresponen als algorismes proposats en la pagina web 
personal del professor Paul Bourke de la University of Western Australia ([11]). Tots ells 
es troben implementats en la cJasse Polygon, definida en include/Polygon.h i 
implementada en src/polygon.cpp i corresponen als metodes _compute_area el del calcul 
de l'area, compute_centroid el del calcul del centroide i transalte_and_scale-points els 
altres dos. 
Per descomptat, en el cas deis polígons de referencia que s'utilitzaran per a la 
correspondencia d'un cert poJígon amb una postura no és necessari realitzar les 
transformacions geometriques cada vegada que s'opera amb ells. Es realitzen una sola 
vegada i s'emmagatzemen a la base de dades amb les transformacions ja realitzades. 
El problema deis moviment efectuats en frames anteriors 
Cal tenir en compte que, fins ara, les envolupants convexes es calculaven sobre els 
píxels saturats en la imatge de moviment. Si no es resol d'alguna manera, es donen sovint 
situacions en que un deis br~s que definiran de la postura a reconeixer ja s'ha fixat en 
algun altre moment de la seqüencia de vídeo i, per tant, l'envolupant convexa només 
contindra la informació d'aquell bra<; que esta en moviment. En la figura següent 
s'exemplifica aquesta situació: mentre que en la primera imatge de moviment 
l'envolupant calculada només té en compte el bra<; que es movia, en la segona apareixen 
dos vertexs de l'envolupant acumulada en el bra<; que restava immobiJ. 
Figura 46: exemples d'obtenci6 de diferents envolupants per a una mateixa postura 
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Una possible solució 
Aquestes situadons podrien for~ax a que per a una mateixa postura el sistema 
dispongués de més d'una plantilla en funció de si un algun deis dos br~os esta aturat. 
Com que a cada frame es compaxa l'envolupant calculada amb totes les disponibles a la 
base de dades, el disposax de més d'una plantilla per postura faxia augmentax 
drasticament el temps de crucul, sobretot si tenim en compte que el calcul de la diferencia 
simetrica implica un temps de crucul cousiderable. A més a més, complicaxia el 
manteniment de la base de dades. 
La solució implementada 
És pels motius explicats en el paxagraf anterior que s'ha optat per una solució en 
que es tingui en compte no només el moviment detectat en el frame actual, com s'havia 
treballat fms axa, sinó també part del moviment de frames anteriors. L'objectiu és que, 
d'alguna manera, el sistema "recordi" aquelles parts de la imatge en que no s'ha detectat 
moviment en l'última imatge de diferencia modificada pero en que si se n'havia detectat 
anteriorment. 
Per a fer-ho, s'ha modificat la c1asse Model per a que, un cop calculada I'envolupant 
convexa, a la que s'anomenaxa envolupant actual, la compari amb una altra envolupant 
construida a partir de les envolupants calculades en frames anteriors, a la que 
anomenaxem envolupant acumulada. El procés és el següent: per a cada vertex de 
l'envolupant acumulada es verifica que no existeixi cap vertex de I'envolupant actual a 
menys d'una certa distancia. A continuació es calcula I'envolupant convexa de la unió 
deis vertexs de l'envolupant actual i d'aquells vertexs de l'envolupant acumulada que 
complien la propietat esmentada. El següent pseudocodi, que rep com a paxametres 
I'envolupant actual i l'acumulada, descriu el procediment amb més detall: 
funci6 actualitza forma (actual, acumulada): 
l~? 
per a tot p E actual fer 
l~lup 
fi per 
fer a tot pe acumuladafer 
b~CERT 
per a tot p'E actual fer 
.i distimcia(p,p') < DIST ale.hore. 
b~FALS 
fi .i 
fi per a tot 
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si b aleshores 
lf---lup 
fi si 
fi per a tot 
r f--- envolupant convexa (1) 
retorna r 
fi funció 
Figura 47: actualització de l'envolupant acumulada 
Aquest metode es troba implementat en la funció update_shape de la classe Model 
(include/model.h, src/model. cpp). 
El reconeixement de formes, un cop aplicat el procediment descrit, no es 
realitzara amb l'envolupant convexa de la imatge de moviment, sinó amb l'envolupant 
que hem anomenat acumulada. El resultat és que en la forma obtinguda i a partir de la 
qual es reconeixera una postura conté tant la informació del bra<; o bragos que es movien 
en l'última imatge del vídeo com deis bragos que es puguin estar quiets. En efecte, en el 
bra<; que esta quiet sempre hi correspondran un o dos vertexs de l'envolupant acumulada. 
Per altra banda, un cop el brag es torni a moure es tornara a detectar moviment a la 
regió proxima als vertexs que corresponien al bra<; aturat, que a partir d'aleshores seran 
desestimats. 
5.2 Detalls d'implementació 
Les classes principals que intervenen en el metode que s'acaba d'explicar són les 
següents: Vision_system, Recognition_system, Shape_comparer, Model, Polygon, 
Convex_hull i mysqlpp::Connection. Aquesta última es troba implementada en la llibreria 
Mysql++, que és la que dona a l'aplicació la interfície de comunicació amb la base de 
dades. A més a més, s'ha implementat una classe anomenada Leaming_system que 
s'encarrega de la introducció a la base de dades de les plantilles utilitzades per al 
reconeixement de postures. 
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I mysqlpp::Connection I 
, 
Recognftlon_sysfem 1 Vlsio"_system , 
+reloadO rs 
+slepO 
+find besl frtO 
L .l. 
, 
models o , 
, 
I Persistence_manager ~ 
«uses:> 
Model yo Shape comparer 
000 +updale-POintsO I Point I 
> +reloadO +updale_shapeO o 
+find bes! filO +gel shapeO 
--«use~~.?--'··---· 1 
«uses» , ..... 
Convex_hull 
LeamlnSLsystem 
+computeO 
+add_sampleO , shape 
+new modelO ! «uses» Polygon 
'" CGAL::Convex_hull_2 I +symmetric differenceO , 
Figura 48: diagrama UML de les classes que intervenen en el primer metode de reconeixement de 
postures 
A part de la classe Convex_hull, la funció de la qual és senzillament el crucul de 
l'envolupant convexa mitjangant una crida al metode convex_hulL2 de la llibreria 
COAL, les dues elasses noves implementades en l'aplicació són Recognition_system i 
Shape_ comparer. 
La primera és una classe abstracta concebuda com a interfície entre el sistema de 
visió (Vision_system) i un sistema de reconeixement de postures. Qualsevol classe que 
s'encarregui del reconeixement de postures haura d'heretar de Recognition_system i 
implementar els metodes reload i jind_bestJit, que han estat definits com a metodes 
virtuals. El metode reload s'encarrega senzillament de carregar d'on faci falta la 
informació relativa a les postures a reconeixer; en aquest cas, d'una base de dades. Per 
altra banda, el metode jind_bestJit rep com a parametre una instancia de la elasse 
Model i s'encarrega de cercar la postura que millor hi correspon. En aquest cas, 
Shape_ comparer és la classe que implementa aquests dos metodes, realitzant una 
comparació basada en la diferencia simetrica entre polígons. Més endavant s'introduira 
una altra elasse que, heretant també de Recognition_system, en redefineix els metodes 
virtuals pero aplica un altre sistema de reconeixement de postures. 
La classe Persistence_manager actua de controlador de la capa de dades. El seu 
significat, disseny i implementació es detallen en el capítol 8.1, dedicat a la gestió de la 
persistencia. 
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Així doncs, és la classe Vision~system qui, un cop invocat sobre ella el metode 
step, actualitza els models i els passa a una instancia de Recognition~system per a que 
siguin tractats i ho fa així independentment de sigui quina sigui la classe que 
n'implementa els metodes virtuals: 
, 
, 
B I 'I B,oom:: SVstom I 
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k----d..~~. 
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ti 
Figura 49: diagrama de seqüimcia UML de Vision~system::step en el primer metade de 
reconeixement de postures 
El metode Model::update~shape és on s'implementa l'algorisme actualitza forma, 
que previament ha estat explicat en detall. 
EJ 
upctateJJOin1s0 I t: 
I compute 
k 
, e , 
, 
, 
~_~a~ 
, , 
~-------j 
, 
~ ____________ J 
I Conv:x hyl! I 
, 
, 
, 
, 
, 
t' 
Figura 50: diagrama de seqüencia UML de Model::update..J}oints en el primer metade de 
reconeixement de postures 
Com ja s'ha comentat, en aquest cas és la classe Shape~comparer on 
s'implementen els metodes de reconeixement de formes la que, un cop executada la funció 
find~best..Jit retorna al sistema de visió la postura reconeguda (de fet, un identificador 
de la postura reconeguda en forma d'enter): 
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I m· ShM .. -- I I m;= I I··~ I 
f1nd best lit (m) : t I 
- - I I I 
------•• .;¡ gecahape: : 
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.' 
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pootura , ( __________ ___ - __ 1 
Figura 51: diagrama de seqüencia UML de Shape_comparer:.find_best . ..fit 
5.3 Resultats i conclusions 
5.3.1 Resultats 
Descripció deis expermients 
S'ha escollit un conjunt de sis postures que I'aplicació hauria d'identificar i s'han 
dissenyat, per a cada una d'elles, una plantilla. El disseny de les plantilles ha estat un 
procés manual i iteratiu, basat la copia i afinament deis polígons més freqüents per a 
cada postura. 
En la figura següent es mostren les postures amb les que s'han realitzat els 
experiments, una plantilla "ideal" puntejada en vermell sobre la propia postura i la 
plantilla amb la que ha treballat I'aplicació i construida a base d'entrar polígons a la base 
de dades mitjangant la interfície gril.fica. 
--1 
1 1 1 
!"'_I w O 
<J [> 
--, 
1 4 1 !"'_I 
--, 
1 5 1 !"'_I 
--, 
1 • 1 !"'_I 
Figura 52: postures considerades per al seu reconeixement 
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Originariament s'havien considerat també les tres postures següents: 
• • • 
Figura 53: postures descartades per al seu reconeixement 
Pero s'han desestimat a partir de proves inicials a causa de que les seves 
envolupants es confonien massa sovint amb les de les postures 3, 2 i 1 respectivament. 
Resultats 
En els experiments que aquí es mostren corresponen a quatre arxius de vídeo 
escollits per diversos motius: 
- v7.mpeg i vl0.mpeg: són vídeos curts amb un índex d'encert molt baix 
- vl1.mpeg: és el vídeo més llarg i amb un índex d'encert més alto Ara bé, part 
d'aquest encert es deu a la repetició de seqüimcies de postures que el sistema identifica 
facilment. 
- v12.mpeg: és un altre vídeo curt on apareixen només tres postures i l'índex 
d'encert no és tan baix com en els dos primers. 
En cap deis quatre es repeteixen escenari i indumentaria. En cada vídeo s'ha 
comptabilitzat, per a cada postura, els cops en que apareix (A), els cops que ha estat 
identificada correctament( OK), les vegades en que no s'ha identificat cap postura quan 
apareixia (falsos negatius, FNJ i les vegades s'ha reconegut una altra postura en el seu 
lloc i quantes altres vegades (falsos positius, FP). 
Arxiu' v7 mpeg Arxiu' vlO mpeg 
Postura A OK FN FP Postura A OK FN FP 
1 2 2 1 O 1 1 O 1 O 
2 1 O 1 O 2 1 O 1 O 
3 - - - - 3 1 O 1 O 
4 4 O 3 1 4 6 1 4 1 
5 1 1 O O 5 2 1 O O 
6 1 1 O O 6 3 3 O O 
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Arxiu· vl1.mpeg Arxiu· v12 mpeg 
Postura A OK FN FP Postura A OK FN FP 
1 4 2 2 O 1 3 O 3 O 
2 3 3 O O 2 - - - -
3 4 4 O O 3 - - - -
4 16 12 4 O 4 5 3 1 O 
5 3 2 1 O 5 2 2 O O 
6 3 1 2 O 6 - - - -
El fet que hi hagi postures que no apareguin en algun dels vídeos, o que hi 
apareguin un sol cop mentre que d'altres hi apareixen més respon a que segons el vídeo es 
vulgui emfatitzar unes determinades postures o successions de postures. S 
Si només observem l'índex global d'encerts en cada vídeo obtenim la següent 
taula de resultats: 
arxiu índex d'encert 
v7.mpeg 44% 
vlO.mpeg 29% 
vll.mpeg 73% 
v12.mpeg 50 % 
5.3.2 Conclusions 
Es posar en dubte la representivitat deIs quatre arxius de vídeo escollits per a 
il . lustrar-ne els resultats. El problema és que seria practicament impossible decidir un 
conjunt de vídeos que realment ho fossin, de representatius, perque el sistema es 
comporta de manera molt diversa segons les seqüencies de postures que es facin i l'entorn 
en que s'hagi gravat el vídeo, per anomenar els dos factors principals que incideixen sobre 
el seu comportament. 
Tampoc seria il· lustratiu calcular una taxa mitjana d'encerts i errors: es vol 
desenvolupar un sistema els resultats del qual siguin el maxim d'independents de factors 
externs i que, per tant, es comporti de manera molt similar en totes les situacions en que 
es proví. 1 ja s'ha pogut comprovar que el sistema es comporta de manera molt diferent 
depenent de la situació. 
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Per tant, tot i que en certes circumstancies un sistema com el que s'ha explicat 
podria donar un índex d'encerts for~a elevat (en la majoria de vídeos amb alt nivel! 
d'encerts aquest se situa al voltant del 65%), no és vruid per a una aplicació que 
compleixi els objectius descrits al primer apartat d'aquest documento 
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Capíto16 
Segon sistema de reconeixement de postures 
En aquest capítol s'explica un segon sistema de reconeixement de postures que ha 
estat el que s'ha decidit d'incorporar a l'aplicació. El metode que utilitza no esta 
fonamentat en la triangulació de Delaunay ni en el graf de Voronoi, a diferencia de la 
resta de metodes explorats. 
És, probablement, molt més senzill i intuitiu que el sistema presentat en el capítol 
5, i amb uns resultats molt millors. De fet, el procés es pot resumir en només un parell de 
passos: 
identificació movimentjbra<; : per a cada pixel en que s'havia 
detectat moviment en el filtre temporal es decideix si correspon al bra<; dret o 
a Pesquerra. 
estimació de la inclinació del bra<;: un identificat el moviment 
corresponent a cada br8.9, se'n busca un "eix" i se'n calcula la inclinació. Com 
es veura a més endavant, aquest "eix" correspon a la recta de regressió. 
Identificació de la postura: un cop estimada la inclinació de cada brag 
respecte del cos cal decidir si correspon a alguna de les postures a identificar. 
EIs dos primers passos es detallen en els següents apartats. En canvi, no 
s'ha dedicat un capítol a l'explicació de la identificació de la postura un cop estimada la 
inclinació deis bragos, ja que el procediment és realment trivial: només cal comprovar que 
la inclinació de cada bra<; correspon a l'esperada, dins d'un cert marge d'error, per a cada 
postura. 
6.1 Clústering 
Els algorismes de clústering, que en catala es traduiria COID a agrupament, són 
aquells agrupen en diverses categories els individus d'una població. Per a fer-ho, cal 
definir els aspectes que s'avaluen de cada individu i la forma de decidir la semblanga 
entre dos individus. Aplicats sobre els punts, o pixels, en que s'ha detectat moviment, 
podem agrupar-los seguint un criteri de proximitat. D'aquesta manera es pretén agrupar 
els píxels en que s'ha detectat moviment en dos conjunts, un per al bra<; esquerre i un per 
al dret. 
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S'ha implementat i analitzant el comportament de dos algorismes de clústering: el 
k-means i un de jerarquic, que s'analitzen en els propers punts. Si el lector vol ampliar la 
informació que s'hi ofereix, pot consultar la referencia [12J. 
6.1.1 K-means 
Descripció 
El k-means és un algorisme de clústering que es caracteritza per agrupar 
els individus (punts en el nostre cas) en un nombre k de conjunts que l'algorisme ha de 
coneixer a priori. Tot i que podria semblar una mica rudimentari, és adient al cas que 
aquí ens preocupa, ja que, en principi, volem identificar exactament dos conjunts de 
punts. 
El funcionament del k-means és for~a senzill. Es tracta senzillament d'anar 
assignant els punts al conjunt al que són més propers i actualitzant, a cada pas, el centre 
de gravetat deIs conjunts. El procediment, que a continuació es mostra en pseudocodi, es 
repeteix fins que no s'observen canvis en cap deIs conjunts. En una representació grafica 
de l'algorisme, els centres de massa deis clústers s'aniran apropant a cada iteració al 
centre de gravetat deis punts que acabaran categoritzats en el conjunto 
funci6 k-means (k,P) 
inicialitzar k conjunts e = cl .. c, 
mentre hi hagi canvis fer 
per a tot p E P fer 
assignar p al conjunt de e més proper 
fi per 
actualitzar el centre de gravetat deIs 
conjunts de e 
fi mentre 
retornar e 
fi funci6 
Figura 54: k-means 
Només cal definir dues coses: la inicialització deIs conjunts la mesura de 
proximitat que s'utilitzara. 
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Proximitat 
Pel que fa a la mesura de proximitat, s'ha utilitzat la distancia Manhattan, que 
no és res més que el quadrat de la distancia euclidiana entre dos punts. L'ús de la 
distancia Manhattan té l'avantatge que requereix del calcul d'arrels quadrades, de 
manera que accelera el procés, mentre que els resultats que se n'obtenen són els mateixos 
que en la distancia euclidiana. 
Inicialització 
La decisió de la inicialització del k conjunts té més transcendencia: es poden 
obtenir diferents solucions per a la mateixa instancia del problema segons com se 
n'inicialitzin els centres de gravetat (de fet, segons on s'inicialitzin). Les tres imatges de 
la figura següent mostren els resultats d'aplicar I'algorisme del k-means sobre un mateix 
conjunt de punts amb diferents inicialitzacions deis centres de gravetat deIs conjunts. 
Cada color correspon a una categoria, mentre que el quadrats marquen els centre de 
gravetat inicials de cada un deIs conjunts: 
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• O O 
. - 061 • • • • 00 00 • .- •• O 00 •• e 00 
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Figura 55: exemples d'aplicació del k-means sobre un mateix conjunt de punts amb diverses 
inicialitzacions deIs centres de gravetat 
És evident, doncs, que, de manera general, per a aplicar amb exit el metode del k-
means cal coneixer previament certes característiques deIs individus a agrupar. El resulta 
ser un inconvenient en altres casos no ho és en el que aquí es tracta de fer: es pot afirmar 
que, a priori, els punts que corresponguin al brac; dret estaran a la dreta de la imatge i els 
que corresponguin al brac; esquerre n'estaran a I'esquerra (de fet és al revés, pero es 
considerara així). 
En la implementació que es pot consultar en el metode k_means de I'arxiu 
srcjutils.h els centres de gravetat deIs conjunts s'inicialitzen en el centre de gravetat del 
conjunt de punts. A cada iteració, un deIs conjunts avan~a cap a I'esquerra, mentre que 
l'altre ho fa cap a la dreta. 
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La figura 56 mostra el resultat de l'aplicació del k-means sobre els vídeos 
preparats per al reconeixement de les postures. EIs punts de color vermell corresponen a 
un deis clústers, mentre que els verds corresponen a l'altre. 
Figura 56: exemples d'aplicació del k-means sobre imatges de moviment 
Que passa si només es mou un brac;? 
Quan els dos clústers corresponen al moviment de cada un deis bra~os és trivial 
diferenciar quin és quin: el de més a l'esquerra és el br~ esquerre, i aniLlogament per al 
dret. El problema es presenta quan només es mou un br~. La practica ha demostrat que 
també aquest cas és facilment identificable: si els centres de gravetat deis dos conjunts 
estan a una certa distancia menor que un cert marge, és que els dos conjunts corresponen 
a un sol br~. És precisament aixo el que fa la aplicació per a distingir quan es mou un 
br~ de quan es mouen els dos. 
Un cop l'aplicació s'ha assabentat que només es movia un br~, cal determinar 
quin. Per a fer-ho, el sistema recorda sempre les coordenades x mínima i x maxima en 
que s'ha observat moviment, actualitzant-les frame a frame i ca\culant-ne el punt mig 
(x",). Un cop s'han mogut els dos bra~os la vertical Xm es mou al voltant de l'eix vertical 
del subjecte que realitza les postures, de manera que per a distingir si el brag que es 
movia era l'esquerra o el dret només caldra comparar-ne el centre de gravetat i mirar a 
quina banda de Xm cau. 
Aquest sistema, per senzill que sembli, funciona sempre que el subjecte ja hagi 
mogut tots dos bragos. Abó dones, és perfecte per a les seqü,mcies de vídeo en que es 
comen~a movent ambdós bra~os. Ara bé, no funciona per a identificar quin és el brag que 
realitza el primer moviment del vídeo si l'altre es troba aturat. 
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Per a solucionar-ho, el que fa l'aplicació en aquests casos és recordar el centre deis 
punts del bra~ en que s'ha detectat moviment en tres frames diferents. Un cop obtinguts 
aquests tres centres de gravetat, es tra~a la circurnferEmcia que descriuen i se'n calcula el 
centre. Si el centre de la circurnferEmcia es troba a la dreta deis tres centres de gravetat és 
que s'estava movent el br~ esquerre, i a I'inrevés per al br~ dret (figura 57) 
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Figura 57: exemples de definició d'una circumferEmcia per part de tres punts 
De les dues figures anteriors, en la de l'esquerra els tres punts situats obtinguts a 
partir del centre de gravetat calculat per al br~ defineixen una circumferEmcia el centre 
de la qual queda a la dreta deis punts. Per tant, el que es movia era el bra~ esquerre. 1 a 
I'inrevés per a la figura de la dreta. Com que el rang de moviment de cada br~ és 
precisament el de la semicircumferencia dreta o esquerra es pot assegurar que els tres 
punts amb que es calcula sempre quedaran, tots tres, a una banda o a I'altra de la 
vertical que passa pel centre del disco 
El problema de la convergencia 
En teoria, I'algorisme del k-means convergeix en una solució. A la practica, en 
poblacions de molts individus pot ser que s'executi indefinidament. Aixo és així perque en 
ocasions ocorre que un individu es troba a la mateixa distancia del centre de massa de 
tots els clústers i, en canvi, l'assignació de l'individu a un deis clústers no en varia el 
centre de gravetat per qüestions de precisió en la representació numerica que utilitza el 
computador. Com que en un cas extrem en que a cada iteració només canviés de clúster 
un deis punts es farien tantes iteracions com punts hi haguessin, s'ha fixat com a nombre 
maxim d'iteracions del k-means el nombre de punts del conjunt inicial per a evitar els 
casos en que l'algorisme no convergís. 
A base d'aplicacions de l'algorisme, s'ha comprovat que I'assignació a un o altre 
conjunt deis punts que causen la divergencia no acaba afectant a l'exit del reconeixement. 
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El problema del sorolJ 
El principal inconvenient que té l'aplicació del k-means en aquesta aplicació és 
que tant els píxels que corresponen realment a moviment com aquells que corresponen al 
soroll són assignats a un deis dos conjunts. Tot i que la combinació del filtre temporal i el 
filtre d'erosió que s'hau aplicat minimitza el nivell de soroll, no l'auul· len. Com que 
posteriorment es calculara la recta de regressió del punts de cada conjunt, és inevitable 
que la inclinació d'aquesta recta es vegi afectada pel soroll. Tot i que l'efecte del soroll 
sobre la inclinació de la recta de regressió és pot considerar for~a petit, el següent metode 
de clústering analitzat intenta minimitzar-lo encara més. 
6.1.2 Clústering jerarquic 
Descripció generica 
Els algorismes de clústering jerarquic es diferencien d'algorismes com el k-meaus 
en el fet que no cal saber a priori el nombre de conjunts en que es classificarau les 
mostres (en aquest cas, els punts). Per a fer-ho, s'inicialitzen tauts clústers com punts del 
conjunt i en cada iteració de l'algorisme se'n fusionen dos. D'aquesta manera, a cada 
iteració el nombre de clústers disminueix en un. L'algorisme acaba quau, o bé només 
queda un clúster que conté tots els punts o quau es compleix algun criteri d'acabament. 
A la representació grafica deis diferents nivells de classificació generats per un 
algorisme de clústering jerarquic se la sol anomenar dendrograma, a causa de la seva 
forma d'arbre: 
_______ J?L ___ J?J ______ .P.4 ______ .P.. ______ .P.~ ______ Pli. _______________ ~_at_i~icial 
________ , ,________ _________ _ _________________________________ .!!!tr.!'_~. 1 
___________________________ '--;---' ___________________________________ !!!!l!96 2 
_____________ L-__ , __ .J'--___________ _ ________________________ tt!I@2!ó3 
________________ -------.1...-,--T""----'--------- -----------------~!!l!9!. 4 
------------------------------------.L..'--r--...J.-----------______ !!!!l!96 5 
________________________________________________ J ___________________________ tt!I!9!6 6 
Figura 58: dendograma associat a un algorisme de clústering jerarquic 
El criteri d'elecció deis dos clústers que es fusionen acostuma a ser un criteri basat 
en una metrica de proximitat entre clústers: aquells dos clústers que es troben més 
proxims d'entre tots els parells de clústers actius en l'algorisme són els que es fusionen. 
A més, en aquest tipus d'algorisme cal definir que s'entén per a distancia entre 
dos conjunts o clústers. Segons les característiques de l'aplicació es poden usar les 
següents definicions de distancia entre conjunts: 
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- la distancia entre els dos punts més propers de cada conjunt 
- la distancia entre els dos punts més allunyats de cada conjunt 
- la distancia entre els centres de gravetat de cada conjunt 
Quan s'utilitza la primera de les definicions s'acostuma anomenar a l'algorisme 
com a algorisme del veí més proper (nearest neighbor clústering), que segurament és la 
versió més utilitzada deis algorismes de clústering jerarquics. 
Descripció de l'algorisme implementat 
En aquest cas, pero, la definició que s'ha utilitzat és la tercera, la que fa 
referencia als centres de gravetat. La raó és ben senzilla: mentre que el caleul de la 
distancia entre els dos centres de gravetat és de cost constant no ho és la cerca deis dos 
punts més propers de dos conjunts. Per a optimitzar al mitxim la cerca deis dos punts 
més propers de dos conjunts caldria cercar-los en I'envolupant convexa de cada un deis 
conjunts, cosa que tindria cost no constant, així com tractar la fusió entre dos conjunts 
com la fusió entre dues envolupants convexes, cosa que tampoc tindria cost constant. En 
canvi, al considerar la distancia entre dos conjunts com la distancia entre els seus centres 
de gravetat, la fusió entre conjunts es pot realitzar en temps constant, així el caleul de 
distancies. 
Com a metrica de distancia o proximitat entre conjunts, s'ha utilitzat, com ja feia 
el k-means, la distancia Manhattan enlloc de la euclidiana, pels mateixos motius que 
s'han esmentat en l'apartat anterior. 
El pseudocodi que es mostra tot seguit resumeix el funcionament de l'algorisme, 
que es troba implementat al metode hierarchical de l'arxiu src/utils.cpp: 
funció jerárquic (P) 
C +--llista de clústers 
per tot p E P fer 
c +-- iniciali tzar un clúster amb centre a p 
C +-- Cuc 
fi per tot 
mentre mida(C) < 1 i ,criteri acabament fer 
(cpc,) +--parell més proper (C) 
CI~CIUC2 
C +-- (C\(c,uc,))uc' 
fi mentre 
fi funció 
Figura 59: clústering jerarquic 
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La cerca del parell de clústers més propers 
La utilització de la distancia entre centres de gravetat no quedaria justificada si 
per a la cerca deis dos parens de clústers més propers s'hagués de calcular la distancia 
entre cada paren d'ens, cosa que tindria una complexitat de O(n') respecte el nombre de 
punts inicial. Per a baixar el cost d'aquesta cerca s'ha tornat afer ús de la triangulació 
de Delaunay. Una de les propietats que de la triangulació de Delaunay és que, deIs tres 
punts als que cada vertex de la triangulació és adjacent, segur que un d'ens és el seu veí 
més proper. Per tant, ennoc d'una complexitat quadratica s'obté una de lineal O(n). Cal 
pagar un cost O(n 'Zogn) inicial per a la construcció de la triangulació. A més, en cada 
unió entre dos conjunts caldra eliminar de la triangulació els dos centres de gravetat i 
afegir-hi un nou punt amb vertex en el centre de gravetat del nou conjunt unió. Per tant, 
caldra pagar un cost 0(3' Zogn) a cada iteració per a actualitzar la triangulació. En total, 
si tenim en compte que el nombre d'iteracions sera lineal respecte el nombre de punts, 
amb un maxim de n iteracions, el cost de I'algorisme de clústering jerarquic implementat 
és de: 
O(n 'logn) + O(n) . 0(3' logn) = O(n 'logn) 
Avantatges d'un agrupament jerarquic 
El principal avantatge d'utilitzar un algorisme d'aquest tipus en I'aplicació que 
tracta aquest document és la de la identificació de punts, o conjunts de punts més ben 
dit, en que s'havia detectat moviment a causa de soron o fins i tot d'altre tipus de 
moviment que no es desitja tractar, com per exemple petits moviments del cos pero que 
no corresponen als brru;;os o moviments de la roba. 
Per a identificar aquests conjunts de punts que no es vol que intervinguin en el 
calcul de la inclinació deIs bragos el que s'ha fet és posar com a requisit de la unió de dos 
clústers que la distancia entre ens sigui menor a una distancia maxima. És evident que 
aquesta mesura no permet de diferenciar els píxels afectats pel sorol! que estiguin a prop 
deIs píxels corresponents a moviments deIs brru;;os, pero si que permet detectar conjunts 
de píxels amb moviment a una certa distancia deis brru;;os que, per altra banda, serien els 
que més afectarien al citlcul de la inclinació. 
Resultats 
La figura 60 mostra els resultats del clústering jerarquic sobre seqüencies de 
vídeo. 
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Figura 60: aplicació d'un algorisme de clústering jerarquic sobre imatges de moviment 
Es pot comprovar que les zones marcarles amb una el . lipse contenen píxels que 
han estat agrupats en clústers diferents als que corresponen a moviment deIs bra~os. 
Amb l'algorisme del k-means aquests píxels haurien estat identificats com a membres 
d'algun deIs clústers corresponents a un br~. 
Si la segmentació del moviment ha estat prou satisfactoria, els conjunts 
corresponents als píxels deIs br~os sempre tenen molts més membres que la resta, de 
manera que per a identificar-los es pot utilitzar el nombre de píxels de cada clúster com a 
criteri per decidir si corresponen o no a un br~. Per a casos extrems, també es pot 
utilitzar el criteri de la distancia del centre de gravetat del clúster a la de clústers 
d'imatges interiors que sí que corresponien a un br~. 
Conclusions 
És evident que el clústering jerarquic ofereíx una nou filtre per a seleccionar 
aquells píxels amb moviment que no es volen tenir en consideració, alhora que identifica 
també els clústers corresponents als br~os. La principal aplicació d'aquests avantatges 
seria el poder utilitzar uns filtres temporal i d'erosió més permissius. Aixo evitaria 
l'eliminació de moviment que realment caldria tenir en compte a canvi d'una menor 
eliminació del sorol! i d'altre moviment, amb la certesa que serien filtrats posteriorment 
per l'algorisme de clústering. 
Tot i aixo, el temps d'execució d'un algorisme de clústering és massa elevat per a 
una aplicació en temps real com la que s'ha desenvolupat. De fet, en els experiments 
realitzats l'aplicació no podia seguir el ritme de la seqüimcia de video, cosa que for~aria a 
saltar-se frames si es volgués que continués sent executable en temps real. A més a més, 
el gran avantatge d'aplicar el clústering jerarquic és el de poder disminuir l'agressivitat 
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deIs filtres temporal i d'erasió, cosa que alhora implica el tenir un nombre major de píxels 
que hauran de ser agrupats posteriorment i, per tant, més temps d'execució. De fet, les 
figures que s'han mostrat com a exemples de clústering jerarquic sobre imatges de 
moviment han estat realitzades amb el filtre d'erosió i el temporal molt més permissius 
del que s'havia fet fins ara. 
Per tant, s'ha escollit el k-means com a algorisme de clústering de l'aplicació, 
tenint sempre consciencia que aixo implica una major agressivitat del filtre temporal i 
del d'erosió. 
6.1.3 Least squares 
Descripció 
Per a caracteritzar el comportament d'un conjunt de mostres d'una determinada 
població se solen utilitzar el que s'anomenen mesures de regressió, en que es busca una 
funció que matematica que s'hi ajusti el maxim possible. Si la funció que desitja ajustar 
és lineal, es parla de regressió lineal. La tecnica deis quadrats mínims (least squares, ) és 
una tecnica de regressió lineal en que es cerca aquella recta que minimitza el sumatori, 
per a cada punt de la mostra, de les diferencies entre les ordenades de les mostres y la 
corresponent ordenada de la recta per a la mateixa abscissa que el punt en qüestió. 
En concret, si tenim un conjunt de punts P = P¡"Pn , el metode deIs quadrats 
n 
mínims traba la recta y(x) = mx+ctal que minimitza el sumatori ¿I y(x) - Pi, l. 
Ft 
A l'aplicar aquesta tecnica sobre el núvol de punts obtinguts del moviment de 
cada un deIs brac;os s'espera obtenir una recta amb una inclinació similar a la que tenia el 
brac; en el moment del citlcul i, d'aquesta manera, estimar la seva posició respecte del coso 
Per al seu calcul, s'ha fet ÚS del metode lineaLleasLsquares de la llibreria CGAL. 
El problema de l'estabilització del bral< 
Com en totes les mesures estadístiques, la recta de regressió s'ajustara millor al 
brac; com més quantitat de punts intervinguin en el seu citlcul. Ara bé, just en els 
instants previs a que el brac; es fixi en una posició determinada, el nombre de píxels en 
que s'ha detectat moviment sol ser molt menor respecte del nombre de pixels amb 
moviment que es detectaven mentre el brac; passava d'una posició a una altra. Per tant, 
just en aquests moments la inclinació de la recta de regressió que es calcula no 
s'acostuma a adir amb la inclinació real del brac;o És per aquest motiu que no s'estima la 
inclinació del brac; a no ser que hi hagi un nombre núnim de punts per a calcular-ne la 
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recta de regressió. Tot i que se solen perdre precisament es perden els instants en que el 
brru; més s'aproxima a la seva posició final, l'error que aixo comporta no sol ser suficient 
com per no identificar correctament la postura. 
L'efecte d'outliers sobre la recta de regressió quan s'aplica el k-means 
La recta calculada pel least squares acostuma a veure's greument afectada si 
existeix un nombre més o menys considerable del que es podrien anomenar outliers. 
S'entén aquí per outliers aqueJls punts que han participat en el calcul de la recta de 
regressió pero que els píxels als que corresponen no estan en la zona deis brru;os. Aquests 
punts poden estar produits per soroll aleatori, pero quan prenen més importancia és quan 
els produeix un moviment del cos o de la indumentaria en una zona proxima al bra~, ja 
que és en aquests casos quan es concentren en un nombre majar i, a més a més, de forma 
no dispersa, com si passa amb el soroll. 
Mentre que el eJústering jerarquic permet identificar i filtrar conjunts de píxels 
amb moviment que realment no formen part deis píxels del brru;, al k-means tots els 
pixels en que s'ha detectat moviment formen part d'un deis dos conjuntsll i, per tant, 
intervenen en el calcul de la recta de regressió. 
En la següent figura es mostra l'efecte que produeix sobre la recta de regressió un 
conjunt de punts com l'esmentat, en aquest cas els corresponents al eJúster del brru; dret 
(el dret en la imatge, l'esquerra del subjecte): 
Figura 61: exemple de l'efecte d'outliers sobre la recta de regressió 
En la figura 61 s'ha marcat amb una línia discontinua la recta de regressió 
calculada, que com es pot comprovar no és la que s'esperaria obtenir per a estimar a 
partir d'ella la ineJinació del bra~, i amb un cereJe el conjunt de punts que caldria evitar 
que intervinguessin en el seu calcu!. A més arnés, els dos punts blancs senyalen els 
centres de gravetat deis dos eJústers. 
11 Cal recordar que semprc k=2 que en l'utilització del k-means en aquest projecte. 
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Un cop descartada l'aplicació d'un algorisme de dústering jerarquic, cal evitar 
aquest problema derivat de la utilització del k-means. Per a fer-ho, abans de calcular la 
recta de regressió s'ordenen els punts del clúster en funció de la seva distancia al centre 
de gravetat i es calcula la mediana d'aquestes distancies. Per a acabar, s'eliminen tots 
aquells punts del clúster que estiguin a una certa distancia en funció de la mediana 
calculada del centre de gravetat. 
La següent figura mostra el mateix frame de vídeo que la figura 61. Ara, pero, es 
marquen amb color blau els píxels que han estat eliminats del clúster i que no intervenen 
en el calcul de la recta de regressió. 
Figura 62: efecte de l'eliminació d'outliers en el citlcul de 
la recta de regressió 
En aquest cas, la recta de regressió sí que s'aproxima molt més a la que seria 
d'esperar. De vegades, pero, també s'eliminen pixels que caldria conservar, perque 
corresponen als bra<¡os. Aixo és el que ha succeit en aquest cas amb els punts marcats en 
blau de l'el· lipse situada més a l'esquerra de la imatge. Tot i aixo, el nombre de píxels 
que s'eliminen per error és for~a petit. A més a més, solen pertanyer a clústers for~a 
compactes, de manera que l'efecte de la seva eliminació sobre el crucul de la recta de 
regressió és núnim (de fet, en la major part deis casos es pot considerar nul). 
6.2 Detalls d'implementació 
L'estructura general del digarama de les dasses que intervenen en aquest motode 
de reconeixement de postures és for~a simlar al presentat en el capítol 5.2. Aquet cop, 
enlloc de la classe Shape_comparer s'utilitza la classe Angle_comparer, que és 
l'encarregada de, donats dos angles, determinar si corresponen a alguna postura. Com es 
pot comprovar del següent diagrama, a l'igual que Shape_ comparer, A ngle_ comparer 
també implementa la classe Recognition_system, que actua com a interfície entre amb el 
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sistema de visió, de manera que els canvis en el codi a efectuar entre un metode de 
reconeixement de postures i l'altre siguin mínims: 
Recognltion_system Vision system 
1 1 -
mysqlpp::Connection 
1 
+reload() rs +step() 
+find best fitO 
, ;;. 1 
models 1 . 1 1 
Angla_comparer Model 
Persistence_manager 1 
----
. 
> +reload() +updateJ)Olnts() I Point I +find best fi~) L _______ ...J ........ 
. 
-' 1 
/' l.:./«uses» 
I PFC::k_means I 
1 shape 
Cluster 
~~-~~~~9> 1 +compute Jinear_least_squares _fittingO 
Figura 63: diagrama UML de les classes que intervenen en el segan metode de reconeixement de 
postures 
De la mateixa manera que passava fins ara, la classe Vision_system actualitza els 
models que, un cop actualitzats son processats per una instancia que implementi 
Recognition_system: 
step 
·V¡sion system I EJ 
update .JXIints 
, 
, 
, 
, 
, 
, 
, 
, 
, 
.. 
1 I'W RecoqnitiQo svstem I 
, 
, 
, 
, 
, 
, 
I [par a tot m] 
, 
, 
, 
, 
, 
, 
, 
, 
, 
"----------------~.: 
Figura 64: diagrama de seqüemcia UML de Vision_system::step en el segan metode de 
reconeixement de postures 
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Com ja s'ha comentat, Angle~comparer només comprova que els angles calculats 
en el model corresponguin a alguna postura (tot deixant un cert marge d'error). 
I Angle ~mparer I 
find_best_fit(m) , 8 
.' 
'a , 
, 
, 
, 
'b , 
, 
, 
, 
, 
, 
, 
, 
, 
, 
.. , 
, 
, 
get_right_angle : 
.: 
: Comprovar si els angles a,b s'ajusten a alguna postura 
IE-----------, 
, 
, 
, 
, 
postura I ( ________________ 1 
Figura 65: diagrama de seqüencia UML d'Angle_comparer::find_best-fit 
Per la seva banda, la classe Model rep un conjunt de punts del sistema de 
visió a traves de la crida update~points, en calcula els clústers i determina, amb 
el metode compute~lefLright, quin brag correspon cada un deIs clústers. 
3 
update_points(C) : 
~ 
I k_means(C) I 
r: ---------.¡. PFC::k_means 
: clusters . 
, 
, 
, 
~ , , 
k----' 
, 
, 
, 
, 
postura I (------------ ___ -1 
Figura 66: diagrama de seqüencia UML de Model::update_points en el segan metade de 
reconeixement de postures 
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6.3 Resultats i conclusions 
6.3.1 Resultats 
Descripció deis experiments 
En aquest cas, s'ha provat el sistema de detecció de postures implementat sobre 
un conjunt de nou postures: les sis sobre les que s'havia provat ja el sistema desenvolupat 
en el capítol anterior més les tres que havien estat descartades aleshores. De fet, les 
postures a recon¡'¡xer son totes aquelles en que cada brag pot tenir una inclinació de O, 7r 
Ó ~ radians respecte de tronc del coso 
(Ii) • o ~ J;, 
~r) .e !Jo 
(le ~ lA o~ 
o~ !Jo 
!Jo 
Figura 67: postures considerades per al seu reconeixement 
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A més a més s'ha establert un marge d'error esperat en la correspondencia entre 
la inclinació estimada i la inclinació esperada deIs brru;os en una postura. En concret, 
aquest marge és de is per sobre i per sota de la inclinació esperada: 
Figura 68: marges d'error en el reconeixement de postures 
Resultats 
A continuació es mostraran detalladament els resultats d'aplicar el sistema de 
reconeixement descrit en aquest capítol sobre quatre arxius de vídeo. El significat de les 
columnes de les taules és identic al de les taules que mostraven els resultats del sistema 
desenvolupat en el capítol anterior!'. 
Arxiu: v15.mpeg Arxiu: v16.mpeg 
Postura A OK FN FP Postura A OK FN FP 
1 5 5 O O 1 7 7 O O 
2 3 3 O O 2 6 6 O O 
3 5 4 O 1 3 10 10 O O 
4 10 10 O O 4 16 15 1 O 
5 4 4 O O 5 2 2 O O 
6 1 1 O O 6 2 2 O O 
7 6 6 O O 7 4 4 O O 
8 3 3 O O 8 5 5 O O 
9 2 2 O O 9 3 3 O O 
12 Cops en que apareix (A), cops que ha estat identificada correctament( OK), les vegades en que 
no s'ha identificat cap postura quan apaxeixia (falsos negatius, FN) i les vegades s'ha reconegut 
una altra postura en el seu lIoc (falsos positius, FP). 
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L'índex d'encert13 en els dos arxiu de vídeo s'aproxima molt al 100%: mentre que 
en el primer és del 97,5%, en el segon arriba al 98%. Ara bé, en la majar part deis casos 
no s'aconsegueix un nivell d'eficacia tan elevat, tot i que si for~a acceptable, com passa 
en els vídeos analitzats en les dues taules següents: 
Arxiu: v18.mpeg Arxiu: v19.mpeg 
Postura A OK FN FP Postura A OK FN FP 
1 2 2 O O 1 9 8 O 1 
2 2 2 O O 2 8 6 2 O 
3 4 3 1 O 3 5 5 O O 
4 13 11 1 1 4 18 17 O 1 
5 6 6 O O 5 4 3 O 1 
6 5 4 1 O 6 2 2 O O 
7 6 6 O O 7 3 1 1 1 
8 3 3 O O 8 3 3 O O 
9 3 3 O O 9 4 2 O 2 
En aquest cas, els resultats no són tan bons. En I'arxiu v18.mpeg I'índex 
d'encertés del 90%, mentre que en I'arxiu v19.mpeg és del 84%. Tot i que existeix una 
certa diferencia entre els índex d'encert en un i altre vídeo, es poden prendre com a 
valors representatius en aquells casos en que la quantitat d'errors del sistema de 
reconeixement de postures és més elevada, casos en que l'índex d'encerts rarament baixa 
del 80% i que se sol situar en un marge del 85-90%. 
6.3.2 Conclusions 
Errors indtiits pel filtre temporal 
Pel que fa als errors que s'hi produeixen, el gran defecte del sistema proposat és 
que "arrossega" els errors. És a dir, l'errar en el reconeixement d'una postura condiciona 
el reconeixement de les següents postures, sovint induint a un nou error. Aixo ve 
provocat en gran part al fet que la informació per a identificar les postures es deriva del 
13 Calculat com nombre d'encerts (OK) entre nombre d'aparicions (A) totals, en percentatge. 
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moviment que es produeix en el vídeo de manera que una estimació erronia de la 
inclinació d'un bra<; no es pot solucionar mai fins que el bra<; torni a posar-se en 
moviment, aiectant al reconeixement de totes les postures que es produeixin mentre el 
bra<; resta immobil. 
Errors indults per "rebots" en la estimació de les inclinacions 
Arnés, l'aplicació també té en compte possibles caJculs erronis i espontanis de la 
inclinació del bra<;, de manera que no es tenen en compte aquelles inclinacions estimades 
que no siguin properes, dins d'un cert marge, a les inclinacions estimades en frames 
anteriors. Aquest filtrat de possibles errors sol ser molt efectiu, ja que cada cop que es 
desestima una inclinació calculada per ser massa lIunyana a les anteriors, se sol produir, 
en frames posteriors, en una especie d'efecte rebot un nou calcul d'inclinació que si que 
s'ajusta millor a les calculades fins a1eshores. 
Errors en la inicialització 
Una altre font d'errors sol ser la fase inicial del reconeixement. El d'inicialització 
detallat en el punt 6.1.1 és teoricament correcte i, un cop dut a la practica, funciona 
sempre que el primer moviment d'un deIs dos bra~os s'efectul d'una manera clara i, 
sobretot¡ sense petits moviments inicials. Tot i que aquests petits moviments previs es 
filtren en l'aplicació, de manera que no es tinguin en compte en la inicialització deIs 
clústers, no sempre es realitza amb exit i en aquests casos de vegades es produeix un 
error, al que se sumen les dues carimcies que s'acaben d'explicar. 
Conclusions 
Tot i la presencia d'errors, cosa que sempre cal evitar, és evident la diferencia 
qualitativa entre el sistema detallat en el capítol 5 i el desenvolupat en aquest capítol. Si 
bé és cert que no s'aconsegueix un encert del 100%, el sistema s'hi apropa for~a i si que 
l'arriba a aconseguir en aquells casos en que les condicions són més favorables. 
Pel que fa aIs objectius de l'aplicació que es marcaven a I'inici d'aquest document, 
es considera s'han complert en molt bona part: 
Il . luminació no controlada: s'ha provat el sistema tant en espais tancats 
com oberts, amb lIum artificial i llum natural, i fins i tot per a diferents hores 
del dia. És necessari que la i!. luminació tingui un mínim de qualitat, de 
manera que a simple vista no costi reconeixer objectes de I'escena, per 
exemple. Tot i aixo, no cal aplicar el sistema sobre entorns amb unes 
condicions d'i!· luminació preparades per a l'ocasió. Aixo si, l'aplicació és 
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vulnerable a diferencies d'i!· luminació de les diferents parts d'una mateixa 
escena. 
Fons no estructurat: s'ha provat amb exit el sistema sobre seqüencies de 
vídeo amb diversos fons d'escena que, en cap cas, han estat disposats d'una 
certa manera per a afavorir l'aplicació. Entre els diversos fons hi ha una 
llibreria, parets amb una tonalitat uniforme (enguixades), una finestra amb 
una reixa o parets cap element pero sense que siguin uniformes. 
Robustesa al sorol! provocat per la vibració de la camera i a 
moviments involuntaris: tan una condició com l'altra s'han aconseguit 
amb forga exit. Un part d'aquest hit es deu a la combinació entre el tipus de 
filtre temporal aplicat i el filtre d'erosió, que eliminen la major part del soroll, 
així com també moviments involuntaris, petits moviments de l'escena que 
solen ser produits per altres agents (com ara objectes moguts pel vent, 
insectes, etc). Finalment, tot allo que no ha estat correctament filtrat acaba 
sent-ho, en la practica totalitat, pel filtre que s'aplica a continuació de 
l'algorisme de clústering. 
Aplicació en temps real: el sistema s'executa al mateix ritme que els arxius 
de vídeo. En comptades ocasions en que els cruculs prenen més temps de 
l'esperat, hi ha frames posteriors de la seqü,mcia que no es tracten, per tal de 
poder mantenir el ritme de 30 imatges per segon. Aixo, pero, es produeix 
rarament i, quan passa, el nombre d'imatges desestimades no sol ser major 
que u. En tot cas, no s'ha comprovat que afecti al reconeixement de les 
postures. 
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Capíto17 
Interpretació de les cadenes de postures 
7.1 Introducció 
L'aplicació final d'un sistema de reconeixement de postures és la interpretació de 
seqüencies d'aquestes postures. En un sistema com el del projecte URUS, introduit al 
principi d'aquest document, o en qualsevol altre, serien les cadenes de postures, i no les 
postures en si mateixes, les que tindrien un significat per al sistema, que executaria una a 
altra acció en funció de la cadena que s'hagués reconegut. Com ja s'ha explicat en 
apartats anteriors, l'objectiu principal d'aquest projecte era el reconeixement de postures, 
i no el desenvolupament d'un llenguatge a partir d'elles. És per aixo que no s'ha 
dissenyat cap tipus de gramatica per al llenguatge, sinó que només s'ha definit la part 
corresponent a la semantica. 
El que fara l'aplicació és cercar una determinada cadena extreta de la seqüencia 
de postures extretes del vídeo en un diccionari de cadenes correctes (a les que sovint es 
referira com a paraules, de la mateixa manera que el mot símbol fara referencia a 
postura). Un simple algorisme de string matching no és aconsellable en aquest cas, ja que 
cal tenir en compte els possibles errors en el reconeixement de postures. Cal dones, algun 
tipus d'algorisme que permeti la cerca, en el diccionari, d'aquella paraula que més 
s'assembla a la que s'ha extret del vídeo. 
7.2 Requisits de llenguatge 
S'ha fixat tres requisits que ha de complir el sistema d'interpretació de postures 
que s'incorpori en l'aplicació: 
permetre la successió de seqüencies de símbols. És a dir, definir un mecanisme 
per a la delimitació entre seqüimcies de símbols. 
donat un símbol de la seqüencia, permetre que succeeixi qualsevol altre 
símbol, sense tenir en compte postures "de pas" com a símbols de la 
seqütmcia14• 
permetre repeticions consecutives d'un mateix símbol (postura) 
14 S'entén aquí com a postura de pas aquella postura d'aparició obligatoria entre la realització 
voluntaria de dues postures. Per exemple, entre les postures 1 i 8 (veure pagina 70) la postura 2 és 
una postura de paso 
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Simbol espai 
La solució al primer requisit s'ha establert considerant una de les postures a 
reconiüxer com a simbol de delimitació entre seqüimcies (que de vegades sera referit com 
a símbol espai). Aixo comporta, de fet, una limitació en la potencia del conjunt de 
símbols disponible, pero no s'ha trobat cap altra solució millor. Una alternativa possible 
seria adoptar com a simbol espai l'absimcia de postures o, més ben dit, el reconeixement 
d'una postura que no s'adigui a les 6 o 9 a reconeixer (segons el metode empleat). Tot i 
aixo, s'ha considerat que per a l'usuarÍ és més faeil adoptar una certa postura com a 
símbol espai que no el haver-se de preocupar de restar en una postura "indefinida". 
Temps d'estabilització 
Pel que fa al segon i tercer requisits, s'ha empleat el mateix mecanisme per a 
satisfer-Ios tots dos: s'ha establert un interval de temps anomenat temps d'estabilització. 
Per a que el sistema consideri el sÍmbol corresponent a una determinada postura com a 
part de la seqüencia de postures actuals a interpretar és necessari que es reconegui la 
postura durant un nombre de frames consecutius determinat que ve determinat pel 
quocient entre el temps d'estabilització i la freqüencia de la seqüencia de vídeo. 
Per tant, si l'usuari vol efectuar dues postures p¡ i P, pero per a fer-ho a 
d'efectuar una postura de pas P3 pot fer-ho de tal manera que si no resta en P3 un espai 
de temps major que el d'estabilització el sistema no el tindra en compte per a la 
interpretació. Aixo no treu, pero, que la postura P3 hagi estat reconeguda. 
Temps de repetició 
El mecanisme per a satisfer el tercer requisit té la mateixa base que el del temps 
d'estabilització. Si I'usuari resta en una determinada postura un temps superior al fixat 
com a temps de repetició, el sistema construeix un nou sÍmbol a partir de la postura 
reconeguda. 1 així tantes vegades com es desitgi. 
Unificació del temps d'estabilització i el temps de repetició 
Tot i que en les primeres versions del sistema s'ha treballat amb temps de 
repetició i d'estabilització diferenciats, és evident que es poden unificar en un sol 
concepte/variable. És així com es troba en la versió final de I'aplicació. 
96 
Implementació 
El següent fragment de pseudocodi, que rep com a entrada una postura 
reconeguda, il· lustra el mecanisme que utilitza l'aplicació per a la creació de cadenes de 
símbols i la seva posterior comparació amb el contingut d'un diccionario 
acció cadena(P): 
si P = última_postura aleshores temps temps + 1 
si temps > TEMPS ESTABILITZACÓ aleshores 
si símbol(P) = SIMBOL_ESPAI aleshores 
Levenshtein (P) 
fi si 
altrament 
fi si 
cadena actual +--- cadena actual U símbol (P) 
temps+--- O 
altrament 
fi si 
fi acció 
temps+--- O 
última_postura=P 
Figura 69: construcció de cadenes de sÍmbols a partir de postures reconegudes 
A continuació s'explica amb detall que és la distancia de Levenhstein que, com es 
pot comprovar, no es pot calcular fins que no es disposa de tots els símbols de la 
seqüencia. 
7.3 Distancia de Levenshtein 
Introducció 
La distancia de Levenshtein ([14] capítol 3.1.1) és una metrica que permet la 
mesura del nivell de similitud entre dues cadenes de símbols. En concret, mesura el 
nombre de passos necessaris per a convertir una determinada cadena d'origen en una 
altra realitzant, en cada pas, una de les següents operacions: 
eliminació d'un símbol (all ~ al) 
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addició d 'un símbol (carro ~ carros) 
substitució d'un símbol per un altre (cara ~ casa) 
A part de la distancia de Levenshtein, una altra metrica d'ús molt estes per a 
determinar la semblan~a entre dues cadenes és la distancia Damerau-Levenshtein que, a 
més de les tres operacions de la distancia de Levenshtein també té en consideració la 
transposició de símbols en una cadena1'. Donat el procés de reconeixement de postures no 
s'ha cregut que l'operació de transposició hagi de ser considerada com una de les 
operacions basiques en el caJcul de distancies. 
Alg. de programació dinamica per al crucul de la distancia de Levenshtein 
L' algorisme per al caJcul de la distancia de Levenshtein és un típic exemple de 
programació dinamica, en que es fa us d'una matriu de resultats intermedis per a 
disminuir el temps de computació. Com a tot algorisme de programació dinamica, cal 
definir la matriu que s'utilitzara, el metode per a omplir-la i la seva inicialització: 
Siguin les dues paraules d'entrada a l'algorisme W=Wl .. WM i W' =W¡' .. WN' , la 
matriu M de resultats intermedis sera de mida (N+ 1) . (M+ 1). 
Per a 1 s: iS: M, 1 S:jS: N, M'J contindra la distancia de Levenshtein deis mots 
Wj .• Wi i w/ .. w/ i sera calculat de la manera següent: 
• Mi,j = Mi-J, j-l en cas que W¡= Wj' 
• MJ = mínim(Mi-l,j, Mi,j-!, M¡.l,j-l)+l altrament. 
En aquest últim cas, cada un deis valors empresos en el calcul del mínim té el 
següent significat: 
• M'_l. j + 1 : és el cost de l'eliminació del darrer símbol Wi sobre la 
distancia de Levenshtein de les paraules Wl .. Wi-l i W¡' .. W;'. 
• M,. ~l + 1: és el cost de l'adició del símbol Wj sobre la distancia de 
Levenshtein de les paraules Wj., wd w/ .. Wj~¡'. 
• Mi_l. ~l + 1 és el cost de la substitució del caracter Wi per Wj' sobre la 
distancia de Levenshtein de les paraules Wj •• Wi-l i WI ' •• Wj-l '. 
Pel que fa a la inicialització de la matriu, a les caselles de la primera fila i de 
la primera columna se'ls assigna els següents valors: 
• Mo,i = i, per a 1 ~ i'5: N 
• Mi,o = i, per a 1'5: i:5, M 
15 La transposició és l'intercanvi entre dos símbols de posicions les posicions respectives en la 
cadena. Per exemple, ¿' a ¿' b ¿' és una transposició de ¿' b ¿' a ¿' , i viceversa 
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En acabar, la posició MM,N contindra la diferencia de Levenshtein deis dos mots, 
Al ser necessari recórrer tota la matriu per a obtenir el valor final, el cost en temps 
d'execució de l'algorisme queda fixat en: 
O(N'M) 
Pel que fa al cost en espai, una implementació immediata de l'algorisme ocuparia 
un espai en memoria de mida O(N'M) , Cal observar, pero, que l'assignació de valors als 
elements de la matríu es pot realitzar tant a partir d'un recorregut per columnes com a 
partir d'un per files, L'avantatge del recorregut per files és que al fer-lo només és 
necessari emmagatzemar els valors de la matriu corresponents a dues files: la que s'estigui 
omplint en un determinat instant i la immediatament anterior, En una implementació 
d'aquest tipus, que és el que s'ha efectuat per a l'aplicació, el cost en espai és de: 
O(2·min(N,M)) = O(min(N,M)) 
Si generalitzem el cost en temps O(N'M) per a O(N') (en aquest cas N seria el 
valor de la paraula més llarga del diccionari prenent com a falsa condició que cap cadena 
d'entrada sera més llarga) i considerem un diccionari amb K paraules, el cost de cercar la 
paraula del diccionari que millor es correspon a la d'entrada és de: 
O(K'N') 
Ús de fites per a la interrupció del crucul 
Un cop el sistema reconegui una seqüencia de postures, aquesta seqüE.mcia sera 
comparada amb totes les que disposa el diccionari per a determinar quina és la que més 
s'hi aproxima millor, A mesura que es realitzen els cruculs, si es memoritza el valor la 
mínima distancia de Levenshtein obtinguda, es pot fer servir aquest valor com a fita per 
a interrompre la resta de calculs de Levenshtein quan es detecti que la sobrepassen: si 
tots els valors de la fila que l'algorisme esta omplint en un determinat instant són 
superiors a la mínima distancia de Levenshtein calculada fins el moment, segur que el 
resultat final sera major que aquesta fita i, per tant, es pot interrompre el calcul. 
Un cop aplicades les dues optimitzacions explicades, l'algorisme queda així: 
Funció Levenshtein(A,B, fita): 
M~matriu de dimensions (2, IAI) 
per a i=l .. IAI fer M[O,i] = i 
fila~l 
mentre fila<IBI fer 
M[fila, i] = fila 
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per a i=1 .. IAI fer 
si A[i] = B[fila] aleshores 
M[fila rnod 2, i] = M[(fila-l) rnod 2, i-1] 
altrament 
fi si 
M[fila rnod 2, i] =1 + rninirn( 
M[ (fila -1 ) rnod 2, i], 
M[ fila rnod 2, i-l], 
M[ (fila -1 ) rnod 2, i-l] 
fi per 
si Vi M[fila, i] > fita aleshores interrornpre 
l'execució 
fi mentre 
retornar M[fila rnod 2, IAI] 
fi funci6 
Figura 70: algorisme de programació dinanuca per al crucul de la distancia de Levenshtein 
La implementació d' aquest algorisme es pot consultar en el metode 
IS_lisLbased::levenshtein de l'arxiu srcjis_lisLbased.cpp 
Per descomptat, per a compravar que tots els valors d'una fila són majors o 
menors que la fita no cal recórrer-la tota, sinó que es pot recordar en tot moment el 
mínim valor calculat en la fila en qüestió. S'ha optat per la notació Vi Mlfila, iJ > jita 
per a facilitar la comprensió del tras de pseudocodi. 
Exemple 
Les matrius de la figura 71 mostren l'estat de la matriu de pragramació diniunica 
en un instant intermedi i en l'instant final, durant el crucul de la distancia de Levenshtein 
de dues paraules: 
G 
A 
R 
R 
Í 
o 
1 
2 
3 
4 
5 
e A M Í 
1 2 3 4 
1 2 3 4 
2 1 2 3 
3 2 2 
G 
A 
R 
R 
Í 
e A M Í 
o 1 2 3 4 
1 1 2 3 4 
2 2 1 2 3 
3 3 2 2 3 
4 4 4 ~:fl~ 
5 5 5 ~4 3 
Figura 71: exemples de crucul de la distancia de Levenshtein 
100 
En la figura 71 s'ha marcat en negreta la casella de la matriu que s'esta omplint 
en cada instant i s'han ombrejat les caselles que intervenen el calcul del valor. En la 
matriu de la dreta, s'ha assignat el valor 3 a l'última casella de la columna, de manera 
que la distancia de Levenshtein entre les paraules camí i garrí és de 3. 
Construcció d'un mot a partir d'un altre 
Un cop executat l'algorisme d'emplenat de la matriu de programació dinamica, es 
poden recuperar, una a una, les operacions efectuades per al pas d'un mot a l'altre a 
partir d'un recorregut invers de la matriu. En l'aplicació que aquí es documenta, pero, 
només té interes la distancia de Levenshtein, i no les operacions efectuades, de manera 
que aquesta part opcional de l'algorisme no ha estat implementada. A més a més, 
l'optimització en espai que s'ha aplicat per a evitar el manteniment en memoria de tota 
la matriu sencera no en permet el recorregut inverso 
A vantatges i inconvenients 
Per al calcul de la distancia de Levenshtein és necessari disposar de tots els 
símbols deIs dos mots. En aquesta aplicació aixo significa disposar de tots els mots del 
diccionari i de tots els símbols de la seqüencia de postures a interpretar. Per tant, és 
necessari haver reconegut totes les postures de la seqüencia abans de decidir-ne la seva 
correspondencia amb alguna de les seqüencies del diccionari. Aixo comporta la realització 
d'un esfor~ de calcul molt gran en moments determinats de l'execució de l'aplicació. En 
cas que la comparació de la cadena obtinguda amb els mots del diccionari requereixi. 
Donat que l'aplicació que es documenta és de temps real, un excés de temps en el 
crucul de les distancies de Levenshtein podria veure's reflectit en el no tractament d'una 
seqüencia de frames per a permetre que l'aplicació no perdi el ritme d'execució respecte el 
de la seqüencia de vídeo. És per aixo que s'ha explorat un altre metode basat en el calcul 
de resultats intermedis a mesura que s'identifiquen les postures de la seqüencia, metode 
que es detalla el següent apartat 
Implementació 
Les classes principals que intervenen en la cerca de paraules basada en la 
distancia de Levenshtein són les del diagrama de la figura 72, en la pagina següent. 
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I Vision system 1 1 RecognltIon_system 
1 +queryJ)OSeO 
1 
Interpretation system 1 1 J Dictionary 
+push symbolO L .l. 
L ,.l. 
IS_levanshteln_basad LisCdictlonary 
-cadena 
-words 
+push_symbol() 
+push_symboIO 
+compareO 
Figura 72: diagrama UML de les dasses que intervenen en el eaJeul de distancies de Levenshtein 
S'han dissenyat la classe abstracta Interpretation_system per a que serveixi 
d'interfície entre el sistema de visió i el sistema d'interpretació de cadenes de símbols. 
Qui s'enearrega propiament del citlcul de les distancies de Levenshtein és la classe 
IS_levenshtein_based, que implementa la interfície mencionada. A més, la classe 
LisL dictionary implementa una altra interfície, Dictionary, i conté una llista ordenada 
de les paraules del diccionari. De fet, aquesta llista bé podria ser no ordenada, pero s'ha 
implementat d'aquesta manera per a afavorir la comprensió de l'usuari quan es mostren 
les paraules de la llista (veure punts 8.2 i 8.3). 
El mecanisme d'interacció entre el sistema de visió i el d'interpretació és molt 
senzill: el sistema de visió demana al de reconeixement la darrera postura reconeguda, si 
és que n'hi ha, i en passa el símbol corresponent al d'interpretació. 
I Vision syslem I 
I 
step : 
.~ 
I 
I 
I 
:( 
I 
<é-------' 
I Recognili:n SYSlem I 
I 
query.J)ose : 
., 
I 
l'lnleroretalion syslem 
I 
I 
I 
I 
I 
I 
I 
I 
I 
~I 
Figura 73: diagrama de seqüimcia UML de Vision_system::step en el eaJeul de distancies de 
Levenshtein 
Quan la classe IS_levenshtein_based rep un símbol a través de la invocació del 
metode push_symbol, comprova si correspon al símbol espai i, en aquest cas, realitza les 
comparacions amb les cadenes del diccionari. En cas contrari, l'afegeix a la cadena actual. 
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·16 leyenshtejn basad I 
push_symbol(p) 
IF 
ELSE 
, 
ti 
, 
~ __ J100mpare 
, 1 
:~---
af~ir p a la cadena 
~------_. 
, 
, 
, 
, 
<E--------~ 
[ p és simbol espai J 
Figura 74: diagrama de seqüencia UML de Is~levenshtein~based::push~symbol 
La referencia [15], en el seu capítol 4, ofereix diverses implementacions 
d'algorismes per al ci1lcul de la distancia de Levenshtein, tots ells justificats i 
minuciosament detallats. 
7.4 Algorisme de comparació de cadenes al vol 
Motivació 
S'ha considerat la possibilitat d'incloure un algorisme de comparació de cadenes 
de símbols que substitueixi al del calcul de la distancia de Levenshtein i que, a diferencia 
d'aquest, actui al vol: que per a cada símbol afegit a la cadena es realitzin ja un conjunt 
de cruculs intermedis per a la comparació de manera que no sigui necessari un esforg de 
calcul puntual i molt elevat sinó que es vagi repartint a mesura que avanga el 
reconeixement de postures. 
Diccionari en forma d'arbre 
L'algorisme de Levenshtein utilitzava un diccionari (la llista de sequencies de 
símbols correctes) en forma de llista que, a més a més, no calia que fos ordenada, ja que 
era indiferent l'ordre en que es comparessin amb la cadena extreta de les postures 
reconegudes. En aquest a cas, pero, el conjunt de cadenes a correctes estara estructurat 
en forma d'arbre amb les següents propietats: 
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cada node de I'arbre té associat un símbol, excepte el node arre!. 
sigui nO,nl .. nk un recorregut en profunditat des d'un node fill del node arrel 
fins a un node qualsevol en que cada node té associat els símbols SO,SI .• S, es 
compleix que: qualsevol paraula del diccionari amb prefix So ·SI· •• ·S. esta 
representada en el subarbre que penja de n •. 
en un recorregut des de I'arrel de I'arbre fins a un node fulla, cada node 
correspon a un sÍmbol d 'una cadena correcta i, a més, apareixen en el 
recorregut en el mateix ordre en que els símbols apareixen en la cadena. 
els nodes fills de cada node apareixen ordenats segons el símbol que 
representen. 
un node que representi el símbol darrer d'una cadena del diccionari contindra 
una marcador que I'identifiqui com tal. És necessaria la inclusió d'aquest 
marcador per a permetre I'existencia en el lIenguatge de paraules que puguin 
ser, alhora, sufixos d'a1tres paraules de major longitud. 
Tot i que en I'aplicació s'utilitzen variables de tipus enter com a símbols, en el 
següent exemple s'han utilitzat lIetres de I'abecedari per a afavorir-ne la comprensió. Així 
dones, un arbre d'aquestes característiques tindria una forma similar al següent arbre que 
conté les paraules atleta, atic, casa, cotxe, som, somera i soto EIs nodes finals s'han 
marcat amb un contorn més gruixut: 
Figura 75: exemple de diccionari estructurat en forma d'arbre 
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Algorisme de recorregut de l'arbre basat en el manteniment de cerques 
L'algorisme de recorregut de l'arbre mantindra un conjunt de cerques que s'aniran 
actualitzant i eliminant pas a pas cada vegada que s'afegeixi un símbol a la seqüencia de 
símbols actuals. Cada seqüencia de cerca contindra la següent informació: 
el cost de la cerca: e 
el prefix format pels nodes visitats per la cerca: P 
una referencia a un node de l'arbre corresponent a l'últim node visitat per la 
cerca: N 
Per a cada nou símbol c i cada cerca S l'algorisme comprova que el node associat 
a S tingui un fill associat al símbol c. En aquest cas, avan~a a S cap al node fill, fent que 
hi apunti el camp N, afegint c al prefix i mantenint-ne el costo En cas contrari, que el 
node de S no tingui cap fill amb c es contemplen els següents casos: 
Cas 1: la postura corresponent al símbol c no s'ha reconegut correctament, ja 
que s'ha reconegut una postura per una altra de diferent. En aquest cas, com 
que c és incorrecte s'inicia una nova cerca per a cada fill del node associat a la 
cerca S. Cada nova cerca contindra el mateix prefix, afegint-hi el símbol al 
que esta associat el seu node i s'actualitzara el cost per a reflectir que s'ha 
processat un símbol de forma incorrecta. La figura següent il· lustra una 
situació d'aquest tipus: 
Prefix: at 
Nou simbol: m 
Nade associat cerca 
Nodes pels quals 
s'inciara una nova cerca 
a 
Figura 76: cas 1 en l'algorisme de recorregut d'un diccionari en forma d'arbre 
arbre hasat en el manteniment d'estructures cerques. 
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Cas 2: c ha estat reconegut de forma correcta, pero entre I'últim sÍmbol de la 
cadena i c hi havia un altre sÍmbol la postura del qual no ha estat reconeguda. 
En aquest cas, es buscara si d'entre els nodes "nets" (nodes descendents a dos 
i inferiors en dos nivells) del node associat a la cerca n'existeix algun amb el 
símbol c. En aquest cas, la cerca hi saltara i se n'actualitzara el prefIx i el 
costo 
PreflX: ca 
Nou simbol: s 
Node associat a la 
cerca 
Net associat al 
simbo] s 
Següent node de 
la cerca 
Figura 77: cas 3 en l'algorisme de recorregut d'un diccionari en forma d'arbre 
arbre basat en el manteniment d'estructures cerques. 
Cas 3: c ha estat reconegut de forma correcta, pero no aixÍ el sÍmbol anterior 
a c en la cadena actual. Aquest cop es comprovara si el node pare del node al 
que apunta a la té a1gun node "net" que contingui el sÍmbol c. Si és així, la 
cerca saltara fIns aquest node i s'actualitzara el seu costo 
Prefix: ca 
Nou simbol: t 
Nade associat a la 
cerca 
Pare del node 
actual 
Net associat amb 
el simbol t 
Figura 78: cas 3 en l'algorisme de recorregut d'un diccionari en forma d'arbre 
arbre basat en el manteniment d'estructures cerques. 
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A més, l'algorisme desestimara aquelles cerques el cost de les quals sobrepassi un 
cert marge, ja que es les paraules reconegudes a partir d'elles es consideraran massa 
llunyanes a la cadena actual com per correspondre-hi. 
Cal afegir que els tres casos contemplats no són excloents, és a dir, l'algorisme 
comprova si es compleix cada un deis tres. 
Costos associats a les decisions de l'algorisme 
Cada cop que l'algorisme hagi d'interpretar que el darrer símbol de la seqüimcia 
actual era eIToni i "l'intercanvil" per un altre símbol s'afegira un cost a la cerca que en 
s'hagi pres aquesta decisió. Aquest cost vindra determinat per l'intercanvi que s'hagi 
produit, sent menor entre aquelles postures més semblants i major en aquelles que no ho 
són. 
Les figures 79, 80, 81 i 82 presenten els costos que s'han utilitzat en la implementació 
d'aquest algorisme. Els costos s'han dissenyat de manera que siguin simetrics, és a dir, 
que la substitució d'un caracter e per un de e' tingui el mateix cost que la substitució 
inversa. És per aixo que a les figures que es presenten tot seguit cada associació entre 
dues postures e i e' apareix un sol cop: e-e' té el mateix valor que e'-e 
-r~ ~i­
I¡-( 1 ) 1.1 2 '¡ -i-~I;Z --J Y ~ IIJ 
-¡ i 
Figura 79: costos associats a les postures 1 i 2 
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Figura 80: costos associats a les postures 3 i 4 
~. 
11 
Figura 81: costos associats a les postures 5 i 6 
4 
H 
Costs de l' algorisme 
• 11 
Figura 82: costos associats a les postures 7 i 8 
El cost de cada iteració d'aquest metode és lineal respecte del nombre de cerques 
que cal mantenir o actualitzar: cada nade té un maxim de 9 fill, un per símbol del 
llenguatge (8 de fet, si descomptem el símbol espai). Així mateix, cada nade té un maxim 
de 81 nets (64 descomptant el símbol espai). Així dones, per a cada cerca el nombre de 
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nodes de I'arbre que es visitaran sera sempre igual o menor a 81 + 9·3 = 108 (64 + 8 
3 = 88, descomptant el símbol espai). És un nombre gran pero, en tot cas, finito 
El principal problema és el nombre de cerques que es mantindran simultitniament 
en memoria i que hauran de ser actualitzades en cada iteració. De fet, es poden arribar a 
crear fins a 19 (17 descomptant la presencia del símbol espai) cerques en cada iteració, 
fent que el nombre total de nodes a visitar en cada iteració pugui augmentar a un ritme 
quadratic. 
EIs casos pitjors que s'han considerat son aquells en que I'arbre del diccionari és 
complert: cada node té exactament 9 subarbres fills (8). En la major part deis casos, 
pero, fins i tot en diccionaris amb un alt nombre de paraules, I'arbre del diccionari no sol 
ser tan dens, de manera que I'algorisme obté un rendiment acceptable. 
Implementació 
L'esquema de les classes que intervenen en aquest metode és molt similar al vist 
en el metode basat en la distancia de Levenshtein. De fet, el que canvia és les classes que 
implementen les interfícies que s'han explicat en I'apartat dedicat a la implementació del 
metode anterior. 
I Vision system 1 1 Recognition_system 
1 +query "'poseO 
1 
Interpretation_system 1 1 I Dictionary 
+stepO L ;> 
, ~ 
15 tree based Tree_dlctionary 
-cadena -words 
+push symbolO +push symbolO 
1 1 
. 
. 
Search . 1 I I -cadena Entry 
+push symbolO 
Figura 83: diagrama UML de les classes que intervenen en la interpretació al vol de cadenes de 
símbols 
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A més a més, apareixen les classes Search, que implementa el concepte 
d'estructura de cerca, i la classe Entry que conté la informació de cada un deis nodes de 
l'arbre en que esta estructurat el diccionario 
EIs mecanismes d'interacció entre el sistema de visió i el d'interpretació de 
seqüimcies de símbols són exactament els mateixos. Aquest cop, pero, quan la classe 
IS_tree_based rep un símbol a través del metode push_symbol actualitza el conjunt de 
cerques a partir de la verificació deis casos vistos en aquest mateix apartat. 
-15 treo baSed 
, 
push_symbol(p) 
~. 
I 
I 
Y 
I 
: Si es necessario crear noves cerques 
I 
~--------------
I 
~-------{ 
I 
I 
I 
I 
I 
.' 
Figura 84: diagrama de seqüimcia UML de IS_treebased::push_symbol 
7.5 Conclusions 
Inconvenients del metode de comparació al vol 
Mentre que el principal avantatge de la comparació al vol de cadenes de 
símbols a partir d'un arbre de cerques és, precisament, el fet que no es realitza tot 
I'esfor~ de caJcul de forma puntual sinó repartida, el seu gran inconvenient és que no 
es pot assegurar que el resultat obtingut sigui optim. 
Si es tenen en consideració els tres casos explicats en les pagines 94 i 95 es 
comprovara que en cada iteració de I'algorisme cada cerca retrocedeix fins a un 
m8.xim de dos nivells en I'arbre que conté les paraules del diccionario És a dir, per a 
un prefix Xl'" • X •. , . x".1 en que el nou símbol reconegut c sigui diferent a x" 
s'arribara a considerar la possibilitat de substitució o eliminació tan sois de x".1 , x" o 
el propi símbol c. Totes aquelles paraules que s'adiguin més a la cadena d'entrada 
pero que en el moment d'actualitzar les cerques quedin més enlla de la substitució 
deis dos símbols mencionats no seran considerades com a possibles solucions. Per 
descomptat, es podria implementar I'actualització de cerques de manera que 
tinguessin en consideració I'erroneitat no només deis dos darrers símbols de la 
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cadena sinó d'un nombre majar de símbols de la cadena. Tot i aixo, aquest nombre 
hauria de ser finit per a no fer la cerca intractable des del punt de vista 
computacional. Així dones, es mantindria l'inconvenient de la no idoneitat de la 
solució obtinguda. 
Solució incorporada a l'aplicació 
S'ha acabat optant pel metode de comparació de cadenes basat en la 
distancia de Levenshtein. Els dos principals motius són l'extret del punt anterior i el 
fet que, tot i que l'algorisme de programació de dinamica per al Levenshtein té una 
complexitat de O(K·N2 ) (on K és el nombre de cadenes del diccionari), el temps de 
caJcul invertit en la seva execució sobre l'equip en que s'han realitzat les proves 
(veure el punt 2.7) és prou petit com per a que l'aplicació no perdi el ritme de la 
seqüimcia de vídeo. Cal dir, pero, que probablement no sigui així en entorns 
d'execució menys potents. En tot Cas' l'entorn d'execució utilitzat per a les proves 
no és d'alt rendiment i es considera que qualsevol equip actual amb un mínim de 
prestacions no hauria de tenir problemes en l'execució de l'algorisme de calcul de les 
distancies de Levenshtein. 
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Capíto18 
Interfície grafica i persistencia 
8.1 Objectius 
S'ha dotat l'aplicació d'una interfície grafica que en faciliti la seva posada a 
prova i que permeti la lectura de resultats de una forma senzilla, així com la gestió 
d'alguns deis elements que depenen de l'usuari, tals com la base de dades de polígons 
utilitzats com a plantilla en el sistema de reconeixement explicat en el capítol 5. En 
concret, la interfície griilica ha de complir els següents objectius; 
Permetre l'elecció del metode de reconeixement de postures entre els dos 
que han presentats en el capítols 5 i 6. 
Permetre la carrega d'arxius de vídeo i o la selecció d'entrada de vídeo a 
través d'una webcam. 
Permetre l'aturada i posada en marxa de les seqü<mcies de vídeo en el cas 
que corresponguin a un arxiu, així com del salt d'un instant del vídeo a 
un altre. 
Permetre la visualització de la informació extreta de les imatges del vídeo 
que s'utilitzaran en el reconeixement de postures, és a dir: els pixels en 
que s'ha detectat moviment, un cop passats tots els filtres i el clústers 
calculats a partir deis píxels amb moviment, l'envolupant calculada en el 
cas del sistema de reconeixement de postures basat en envolupants. 
Permetre la gestió deis polígons utilitzats com a plantilles en el sistema 
de reconeixement basat en envolupants: creació de noves plantilles, 
eliminació de plantilles existents i assignació de nous polígons a una 
plantilla ja existent. 
Permetre la gestió del diccionari utilitzat en el reconeixement de paraules 
basades en postures. En concret: adició i eliminació de paraules i 
fíxament del període de temps que delimiti el pas d'una paraula a una 
altra (el símbol espai). 
A més a més, cal dotar l'aplicació d'un senzill sistema de persistencia que 
permeti l'emmagatzematge i restauració de dades corresponents a les plantilles i a la 
informació relativa al diccionari. Durant el desenvolupament del sistema s'ha 
utilitzat una base de dades MYSQL com a suport temporal de persistencia. Ara bé, 
donada la relativa senzillesa de les dades a e=agatzemar i el fet que l'ús d'un 
SGBD difículta la portabilitat de l'aplicació, s'ha cregut convenient, pero, que 
l'aplicació fínal disposés d'un sistema de gestió de la persistencia basat en arxius. 
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8.2 Disseny de les vistes 
S'ha dissenyat tres vistes per a cobrir les necessitats de l'aplicació: 
vista principal: és la que mostra la major part de la informació, 
incloent la seqüimcia de vídeo, els pixels amb moviment, els clústers, etc. 
Satisfa els quatre primers objectius enumerats en el punt anterior. 
vista de gestió d'envolupants: satisfa l'objectiu cinque. 
vista de diccionari: s' encarrega de la gestió del diccionari i satisfa 
l'últim deIs objectius enunciats. 
vista d'interpretació: mostra l'actual cadena de símbols extreta del 
reconeixement de postures, la darrera cadena extreta i la paraula del 
diccionari que més s'ajusta a aquesta última cadena. 
La vista principal sera, a més, la primera que es mostri a l'usuari a l'iniciar 
l'aplicació. La resta de les vistes seran mostrades a partir d'elements situats en la 
vista principal A continuació es mostrara el disseny que s'ha efectuat per a cada una 
de les tres vistes, així com captures de pantalla mostrant el resultat de la seva 
implementació. 
8.2.1 Vista principal 
«8» 
<<A;» 
«C» 
«o» ~ Activar interpretaci6 
I <<ntproduir-» I I «envolupants» I I <<dicdonarf» I I «inte!pretaci6» I 
«8» «F» 
t-------------- 1--------------
I g Mostrar moviment : I g' ActIvar reconeixement : 
I I I I 
I • Abans de clusterizar I I • M6tode envolupants I 
I 
• Despr6s de clustaritzar 
I I 
• Métode inclinaci6 
I 
I I I I L _____________ I L _____________ I 
I «rapid» I I <<webcam» I I <<carregar» I I «sortir» I 
Figura 85: disseny de la vista principal 
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Cada un deis elements grafics té el següent significat: 
< <A> >: és el visor de la seqüimcia de vídeo. Permet tan veure un vídeo 
a partir d'un arxiu com d'una webcam. A més, permet que l'usuari 
dibuixi un polígon sobre la imatge, per tal d'assignar polígons a les 
plantilles utilitzades en un deis metodes de reconeixement de postures. 
Per a dibuixar el polígon, l'usuari clica, de manera ordenada, sobre els 
punts en que vol situar els vertexs. 
< <B> >: mostra la inclinació estimada de cada un deis dos bragos, en 
cas que estigui activat aquest tipus de reconeixement de postures. Per a 
fer-ho, mostra dues barres cada una de les quals té la inclinació del brag 
a la que corres pon. 
< <C> >: visor que mostra una imatge representant l'última postura que 
l'aplicació ha reconegut. Disposa d'una barra d'estat en la part inferior 
que s'omple a mesura que es satisfa el temps d'estabilització i que torna a 
inicialitzar-se per a cada repetició d'una postura. 
< <D> >: permet activar i desactivar la interpretació de les postures 
reconegudes com a seqüencies de símbols que formen paraules. Aquest 
element només esta actiu en el cas que s'hagi activat també el camp 
«F». Si no és així, resta inactiu a les accions de l'usuari i l'aplicació 
no aplica la interpretació de les postures. 
«E»: permet escoUir a l'usuari si vol que es mostrin, sobreposats 
sobre la seqüencia de vídeo, aqueUs punts en que s'ha detectat moviment. 
A més, permet escollir si vol que es mostrin abans o després de l'aplicació 
de l'algorisme de clústering, de manera que es mostraran o tots d'un 
mateix color o de diversos colors segons al clúster al que correspongui 
cada un. 
< <F> >: permet activar i desactivar el reconeixement de postures, així 
com escollir quin és el tipus de reconeixement que es vol efectuar. El 
visor < <B> > funcionara només en el cas que hagi estat escollida l'opció 
del reconeixement per estimació de la inclinació deis bragos. 
< <Envolupants> >: obre la vista de gestió d'envolupants. 
< <Diccionari> >: obre la vista de gestió del diccionario 
< <Interpretació> >: obre la vista d'interpretació 
«R.apid»: desactiva el visor «A» i fa que l'aplicació realitzi les 
tasques que siguin necessaries el més rapid possible, sense necessitat de 
sincronitzar el ritme del reconeixement amb el ritme de l'arxiu de vídeo. 
Aquesta funcionalitat només sera útil quan s'executi l'aplicació en 
entorns de mií.xím rendiment la capacitat de caIcuI deis quals sigui prou 
elevada com per a que els caIculs es realitzin a un ritme for~a més rapid 
que el del vídeo. 
«Reproduir»: activa i desactiva la reproducció i processat (a ritme 
normal, no rapid) de la seqüimcia de vídeo. 
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8.2.2 
«Webcam»: permet la selecció de la senyal de vídeo d'una webcam 
connectada a l'ordinador com a entrada de vídeo de I'aplicació. 
< <Carregar> >: permet la navegació a través del sistema de fitxers i la 
selecció i d,rrega d'un arxiu de vídeo. 
< <Sortir> >: surt de l'aplicació 
Vista de gestió d'envolupants 
Llista de plantilles 
«A» 
<<Afegir» 
Postura 
«C» I «crear» I 
<<Eliminar» I <<sortir» I 
Figura 86: disseny de la vista de gestió d'envolupants 
A continuació es detalla el significat de cada un deis elements de la vista: 
< <A> >: és una llista amb les envolupants existents. Permet la selecció 
d'una envolupant i la seva eliminació al polsar «Eliminar». 
«B»: mostra l'envolupant seleccionada en la llista «A». Mentre 
que la informació de «A» era simplement textual, el visor «B» 
mostra el polígon corresponent a la plantilla seleccionada. 
< <Afegir> >: afegeix un nou polígon a una plantilla ja existent. En 
concret, a la plantilla seleccionada en «A». El polígon que s'afegirit 
és el que hagi estat construit per l'usuari en la vista principal, en cas que 
ho hagi feto Com ja s'ha explicat, I'usuari pot construir un polígon 
directament sobre la imatge que mostra el visor de la seqüEmcia de vídeo. 
< <Crear> >: crea una nova plantilla a partir del polígon dibuixat per 
l'usuari en la vista principal. La plantilla correspondra a la postura 
indicada en el camp «C». 
< <Sortir> >: tanca la vista. 
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8.2.3 Vista de diccionari 
Uista de paraules 
Nova ¡)araula 
«B» 
I <<Afeg;p. I 
Interva! d'estabilitzaci6: 
<<A» <<C» I <<Fixar1» I 
Postura utilitzada com a espai 
«O» I «Fixar2» I 
I «Eliminar» I I «Sortlp> I 
Figura 87: disseny de la vista de diccionari 
EIs significats deIs elements principals d'aquesta vista és el següent: 
< <A> >: és una !lista que contindra les paraules existents en el 
diccionari en el moment en que s'ha creat la vista. Permet la selecció 
d'una o diverses paraules i la seva eliminació al clicar sobre el botó 
< <eliminar> > 
«B»: camp d'entrada de text en que I'usuari entra una nova 
seqüimcia de postures que codifiquen una nova paraula. S'efectua la seva 
addició al diccionari al polsar sobre < <Afegir> > 
«C»: camp d'entrada numerica que permet a l'usuari fixar el valor 
del temps d'estabilitzacW' de les postures. El canvi es fa efectiu al polsar 
sobre el botó «Fixarl». 
«D»: »: camp d'entrada numerica que permet a I'usuari fixar la 
postura que sera utilitzada com a símbol espai"- El canvi es fa efectiu al 
polsar sobre el botó «Fixarl». 
< <Sortir> >: tanca la vista. 
1619 Veure l'apartat 7.2 
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8.2.4 Vista d'interpretació 
Cadena actual: 
«A» 
Última cadena: Correspondencia: 
«8» «C» 
I <<$ortir» I 
Figura 88: disseny de la vista d'interpretació 
Els significats deis elements principals d'aquesta vista és el següent: 
< <A> >: camp de text que mostra la cadena de símbols actual. 
«8»: camp de text que mostra la darrera cadena de símbols 
completa extreta a partir del reconeixement de postures 
< <C> >: camp de text que mostra la paraula del diccionari que més 
s'ajusta a la darrera cada de símbols. 
Implementació de les vistes 
Per a implementar les vistes s'ha decidit utilitzar la llibreria Gtkmm ([16]), 
que és un wrapper "per alllenguatge C++ de les popular llibreria grafica GTK + (en 
que es basa l'entorn d'escriptori Gnome i bona part de les aplicacions de codi lliure). 
L'elecció d'aquesta llibreria grafica ha estat condicionada per les següents raons: 
Existencia d'implementacions de Gtkmm tan per a GNU/Linux com per 
a Windows. Tot i que actualment l'aplicació és compatible només amb 
GNU/Linux, una posterior millora a efectuar-hi seria la seva adaptació 
per a un entorn Windows. Per a fer-ho, caldria eliminar la dependencia 
corresponent a la llibreria CGAL, que és utilitzada en aquesta aplicació i 
que és l'única dependencia que condiciona la portabilitat a Windows. 
Existencia d 'entorns grafics per al disseny de la interfície: com ara 
l'aplicació GLADE, utilitzada en el desenvolupament d'aquest projecte. 
GLADA permet el disseny de la interfície de forma grafica, creant un 
fitxer XML que posteriorment s'incloura en el codi. El propi GLADE 
inclou una llibreria C++ que a l'incloure's en el codi de l'aplicació 
processa el fitxer XML mencionat i crea la interfície, tot de manera 
transparent al programador al que, per altra banda, se li ofereix un 
mecanisme senzill per a l' accés als elements de la interfície. 
18 Un wrapper és una interfície per a un deterrninat llenguatge de programació a una llibreria 
programada en un a1tre llengutage 
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Relativa facilitat d'ús: excepte elements molt concrets de les interfícies 
Gtkmm, la utilització de la major part deis elements és relativament 
senzilla. 
Disponibilitat de documentaeió: la referencia de les Gtkmm disponible en 
la pagina web deIs desenvolupadors és molt extensa i detallada. A més, 
existeixen multitud de tutorials i guies per al seu aprenentatge. 
L' arxiu generat per G LAD E amb informació respecte la disposició deIs 
elements griúics de la interfície es troba a files/mainframe.glade. A més a més, per a 
cada vista ha calgut implementar els metodes associats a les aecions efectuades per 
l'usuari sobre els elements de la vista. 
8.2.5 Vista principal 
EIs visors corresponents als camps «A> > i < <B> > es troben definits i 
implementats, respectivament, en els arxius include/viewer.h i src/viewer. cpp i 
include/angle_viewer.h i src/angle_viewer.cpp. La resta de la vista es troba 
implementada a src/ui.cpp i definida a include/ui.h. 
'l"lJl J .. J,!31n¡I r ri ;1 
.~{"íh§~ .. 
'. ·O~¡;Íi(Új¡c ............. 
.. . "" .... ":,,.~ .... 
• ~"'f]'ri ........ 
Figura 89: implementació de la vista principal 
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8.2.6 Vista de gestió d'envolupants 
A part de l'arxiu filesjmainframe.glade, que conté informació pel que fa la 
disposició de la vista, els metodes associats es troben definits a 
includejleaming_system.h i implementats a includejleaming_system. cpp. 
La següent figura mostra tant la vista de gestió d'envolupants com la vista 
principal en un moment en que l'usuari hi ha dibuixat un polígono 
Figura 90: implementació de la vista de gestió d'envolupants 
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8.2.7 Vista de diccionari 
La implementació d'aquesta vista es pot consultar en els arxius 
include/ dietionary_ manager. h i sre / dietionary_ manager. cpp 
8.2.8 
.1234 
3334 
33341 
333415 
383415 
4334 
55 
Figura 91: implementació de la vista de diccionari 
Vista d'interpretació 
Se'o pot consultar la implemeotació a src/interpreter _ widget. cpp la 
definició a include/interpertecwidget.h. 
l.1 í ,J 
Figura 92: implementació de la vista d'interpretació 
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8.3 Persistencia 
8.3.1 Alternatives 
L'aplicació requereix d'una serie de dades que és convenient que 
s'emmagatzemin al disc de manera que pugujn ser reutilitzades en posteriors 
execucions: 
el conjunt de paraules a lnterpretar a partir de les postures reconegudes 
els valors corresponents a la postura que servirA com a símbol d'espai i el 
temps d'estabilització per a que una postura esdevingui un símbol en la 
cadena a interpretar. 
els polígons que seran utilitzats com a plantilla en el metode de 
reconeixement de postures explicat en detall en el capítol 5. 
Al llarg del desenvolupament s'han tingut en consideració dos mecanismes 
diferents per a la gestió de la persistencia, deIs quals s'apunten tot seguit les 
característiques principals: 
Persistencia basada en fitxers de text: es tracta d'emmagatzemar 
les dades en fitxers de text que seran escrits i processats per l'aplicació. 
Els seus principals avantatges són la no creació de dependencies a 
l'aplicació, ja que el tractament de fitxers es realitzaria a partir de la 
propia llibreria estandard de C++, i la possibilitat que l'usuari els editi 
amb eines externes a l'aplicació que aquí es documenta. El seu principal 
desavantatge és que cal dissenyar un format que s'ajusti a les necessitats 
de l'aplicació i l'usuari i implementar-lo posteriorment, tenint en compte 
que pot esdevenir una important font d'errors. 
Persistencia basada en SGBD'· Relacional: en aquesta opció, les 
dades s'emmagatzemen en una base de dades relacional, que és qui 
s'encarrega del seu manteniment. Té com a gran avantatge l'estabilitat i 
seguretat de la majoria deis SGBD, tot i que afegeix una dependencia 
important a l'aplicació. 
S'ha considerat que la possibilitat que l'usuari modifiqui les dades des de fora 
l'aplicació no representa un argument de pes per a l'elecció de la primera opció: és 
preferible que les dades a emmagatzemar siguln editades i modificades des de la 
propia aplicació, per tal de filtrar i evitar possibles errors. S'ha decidit, per tant, 
d'incorporar una sistema basat en SGBD. 
19 Sistema de Gestió de Bases de Dades 
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8.3.2 Disseny i implementació 
La informació de la base de dades s'emmagatzemara en quatre taules: 
template: guarda informació relativa als polígons que s'utilitzen com a 
plantilla en el primer metode de reconeixement de postures explicat en 
aquest documento En concret, en desa un identificador, la postura a la 
que correspon la plantilla i el nombre de polígons que hi ha estat 
assignats. 
vertex: cada entrada d'aquesta taula emmagatzema la informació 
relativa a un vertex d'algun deis polígons plantilla: les coordenades i 
l'identificador de la plantilla. 
dictionary: emmagatzema les paraules utilitzades pel diccionari a l'hora 
d'interpretar les cadenes de postures reconegudes. 
numerical_ variables: emmagatzema els valors d'algunes variables 
unievaluades de l'aplicació. Per a cada una, en guarda el nom, en forma 
de cadena de caracters, i el valor actual. 
Template 
pose: ¡nt 
kt: ¡ot 
q: ¡nt 
Dictionary 
word: string 
plantilla 
Vertex 
~:int 
~ double 
x: double 
NumericaL variables 
name: string 
value: int 
Figura 93: diagrama UML de les taules de la base de dades 
Controlador de la persistencia 
S'ha decidit, a més, implementar un controlador de gestió de la permanencia 
que aglutini totes les operacions d'accés a la base de dades. A més, s'ha aplicat el 
patró singleton a aquest controlador, de manera que durant l'execució de l'aplicació 
n'existira una sola instancia a la que accediran la resta de classes que necessitin 
algun servei relacionat amb la persistencia. 
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Interpretation_system 
«uses» \ 
\ 
\ 
\ 
Persistence_manager 1 
- static persistence_manager* ptrlnstance 
- Persistence_managerO 
+ static get_referenceO 
Dictionary _manager 
, 
\ \ <<u8e$» 
, 
Figura 94: diagrama UML del controlador de la persistencia i les classes que !'invoquen 
Com es pot deduir de la figura anterior, la dasse Persistence_manager és la 
que implementa el controlador de la persistencia. La seva definició es pot trobar al 
fitxer includejpersistence_manager.h la seva implementació a 
srcjpersistence_ manager. cpp. 
Mecanisme d'accés al controlador de la persistencia 
La majoria deis metodes de Persistence_manager no tenen un interes 
particular, ja que es tracta de simples accessos a la base de dades, excepte 
geLreference(} i el la funció creadora. Com es pot comprovar del diagrama de 
classes anterior, la funció creadora de la dasse esta declarada com a privada, de 
manera que no és accessible des de la resta de classes, que han d'invocar el metode 
estatic Persistence_manager ::geLreference per a obtenir una referencia de la classe 
singleton, emmagatzemada en la variable ptrlnstance. 
Així dones, si A és una classe qualsevol que necessita accedir al sistema de 
persistencia, haura d'invocar el metode geLreference per a obtenir una instancia del 
controlador de la persistencia i, aquest cop si, invocar-ne el servei corresponent: 
I persjsten~_manager I IL..!p~tr~l~n~s~ta~n:c:::e::.:.:p=e=r~s~is~te~n:,ce~=m=a=na~g~e:",r=-J 
geLreference 
I 
I 
... 1 
I Si ptrlnstance == NUll crear la instancia 
~------------_. 
I I 
I I 
~-------------, 
1 ptrlnstance . 
I 
I ( 
selVei 
Figura 95: diagrama de seqüencia UML del mecanisme d'accés al controlador de la 
persistencia 
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Capítol 9 
Conclusions i continu'itat 
9.1 Objectius i requeriments de l'aplicació assolits 
El punts 2.3 i 2.5 d'aquest document enumeraven una serie d'objectius i 
requisits que havia de complir l'aplicació. DeIs objectius del punt 2.3 el de més 
importancia era el primer, que feia referencia a la cerca i elecció d'un metode per al 
reconeixement de postures i la implementació d'un sistema que s'hi basés. L'últim 
metode escollit, el basat en l'estimació de la inclinació deis br~os, sembla ser una 
bona primera aproximació per al reconeixement de postures. Probablement, pero, un 
sistema de reconeixement de postures amb aplicació real no hauria d'estar basat en 
un sol metode sinó que hauria d'utilitzar-ne una combinació, o tractar les dades 
obtingudes per una serie de metodes. Tot i aixo, el sistema que s'ha implementat es 
podria considerar com a una bona base per a un de més complexo 
Pel que fa a la base de dades de vídeos amb postures, s'ha arribat a realitzar 
vídeos per a un total de prop de 90 minuts en diverses condicions i escenes: 
exteriors, interiors, diferents il· luminacions i indumentaria, etc. Probablement, els 
vídeos presos siguin millorables en qualitat i en quantitat, pero han servit al seu 
proposit, que era el de proporcionar dades d'entrada a l'aplicació. 
Per acabar, la interfície gritfica, tot i ser minimalista, permet provar el 
sistema carregant-hi vídeos, seleccionant entrada per webcam i observant els 
resultats produits per l'aplicació. El que segurament es troba a faltar és algun 
mecanisme per a saltar d'un instant a un altre en els arxius de vídeo. Tot i que s'ha 
intentat implementar, finalment no ha estat possible degut a errors en el sistema de 
playback de la llibreria OpenCV, en que es basa bona part de l'aplicació. EIs errors 
als que es fa referencia han estat reiteradament admesos per l'equip de l'OpenCV i 
és d'esperar que se solucionin en futures versions de la llibreria. 
Si el punt 2.3 enumerava els objectius del projecte, el 2.5 explica els requisits 
del sistema de reconeixement de postures. S'ha posat molt d'emfasi des d'un principi 
en complir el mB.xim possible els requisits que s'hi esmentaven ja que del seu 
compliment en depen en gran mesura la qualitat del sistema. El grau d'assoliment 
aconseguit en tots ells és millorable. De fet, seria molt difícil determinar un maxim 
nivell d'assoliment per a cada un d'ells: quan el sistema es mostra robust i efic~ en 
determinades condicions sempre es pot posar a prova en d'altres més complicades. 
Tot i aixo, s'ha aconseguit que el reconeixement de postures sigui for~a efica~ en 
diferents tipus d'escenaris (diferents il· luminacions i fons d'escena) i que sigui 
robust a petits moviments, tant els produits per l'usuari com els produits per la 
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propia camera. L'últim requisit feia referencia a la necessitat d'execució en temps 
real: el sistema ha estat, definitivament, posat a prova en dos equips de sobretaula 
sense grans prestacions (un d'ells l'entorn de treball descrit en el punt O i l'altre un 
de similar al primer) i en un ordinador portatil d'uns sis anys d'antiguitat i de 
prestacions realment baixes. En els dos equips de sobretaula el rendiment, pel que fa 
a execució en temps real, ha estat bo, sense que la necessitat de seguir el ritme de la 
seqüencia de vídeo influís en el reconeixement de postures. No ha estat així en el 
cas del portatil, en que es for~a l'aplicació a disminuir l'eficacia del reconeixement 
per tal de poder seguir executant-se en temps real. Tot i aixo, es considera que 
l'execució de l'aplicació ha de ser acceptable en la majoria d'entorns amb una 
capacitats mínimes i que, en tot cas, el cost d'adquisició d'una estació dedicada al 
reconeixement de postures no seria major que el de l'adquisició d'una estació de 
treball nova. 
9.2 Objectius personals assolits 
El motiu principal de l'elecció de la tematica del projecte que s'ha 
documentat en aquesta memoria ha estat la voluntat d'explorar el món de la visió 
per computador. Crec que la realització del projecte m'ha permes una presa de 
contacte amb la visió, assabentar-me de les principals Mees d'aplicació i 
d'investigació actuals i coneixer i posar en practica algunes de les tecniques que s'hi 
acostumen a utilitzar. Una altra disciplina de la que el projecte a requerit un cert 
estudi ha estat la geometria computacional. Si bé aquest no era un objectiu inicial, 
la combinació entre el propi estudi realitzat en aquest itmbit i el fet que les primeres 
etapes del projecte hagin coincidit amb la realització de l'assignatura de Geometria 
Computacional (GEOC) de la FIB ha fet augmentar molt notablement el meu 
interes al respecte. 
També m'ha estat possible de realitzar certes tasques de recerca, donada la 
naturalesa de part del projecte, cosa que era un altre deIs objectius personals que 
m'havia establert en l'inici de la seva realització. Més enlla deIs coneixements 
específics adquirits pel que fa a la visió i la geometria computacional, que valoro 
molt positivament, aixo m'ha permes d'adquirir certa practica en la metodologia 
basada en l'estudi previ de les tecniques candidates a ser utilitzades en un 
determinat problema, la valoració de cada una d'elles, l'elecció de la millor 
candidata, la seva implementació, l'extracció de conclusions sobre la seva eficacia i 
rendiment i, sovint, la repetició de bona part del procés per a seleccionar una altra 
tecnica quan l'escollida anteriorment no satisfa les expectatives. 
Per acabar, la realització del projecte també m'ha suposat una primera 
experiencia amb la construcció d'un sistema informatic d'una certa envergadura i la 
practica de certes metodologies propies del desenvolupament software tals com el 
manteniment d'un sistema de versions, l'aplicació de patrons de disseny apresos 
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durant la carrera (patró singleton i l'ús de classes interfície, per exemple), l'ús 
tecniques de debugging i la creació de codi seguint uns objectius de mínima qualitat. 
Tot i que hagués estat preferible el maxim aprofitament i rendiment en tots aquests 
aspectes des del primer instant del projecte, el cert és que he anat notant-hi una 
millora a mesura que passava el temps i identificava errors o ambits en els que 
millorar. 
9.3 Continultat 
El disseny i implementació de l'aplicació han estat efectuats de manera que 
afavoreixin un eventual desenvolupament més enlla deIs objectius marcats per a 
aquest projecte de final de carrera. És evident que el sistema que s'ha desenvolupat 
pot ampliar-se en diversos ambits: facilitat d'ús per a l'usuari, dotació d'un bloc de 
llenguatge més potent, millora de l'efectivitat del reconeixement en un ventall més 
ampli de situacions, etc. Tot i que és impossible esmentar les possibles millores, a 
continuació se n'enumeren un conjunt de les que s'ha considerat més importants, 
classificant-les en categories: 
millores de funcionalitat propies d'un sistema de visió per computador: 
• Suport per a estereovisió i reconeixement de postures tenint en 
compte la component profunditat. 
• Estimació de la flexió del brae; en I'execució de postures per part 
de I'usuari. Probablement sigui aplicable una tecnica basada en 
metodes de clústering i calcul de rectes de regressió, de forma 
semblant a la que s'ha explicat al capítol 6. 
• Determinació de I'angle de rotació de la camera i compensar-lo 
durant el reconeixement de postures, que actualment s'hi veu 
afectat. 
• Implementació de filtres temporals i morfologics adaptatius que 
tinguin més i millor en compte les circumstancies en que es 
produeix l'escena. 
millores de funcionalitat propies de la interfície grafica: 
• Incloure a la interfície més opcions per a la reproducció de vídeo 
(sobretot saltar d'un instant a un altre no consecutius). És 
possible implementar-ho amb la propia llibreria OpenCV, pero en 
la versió a día d'avui existeixen forc;a errors en el sistema de 
playback, motiu pel qual no s'ha pogut implementar de momento 
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millores encarades al rendiment, i no propies d'un sistema de visió: 
• En el cas d'entrada de dades a través de fitxer de vídeo, no 
sincronitzar el caJculs del sistema amb la reproducció del vídeo, 
de manera que no existeixin intervals de temps entre frames 
consecutius en que el sistema resta a I'espera del nou frame (com 
passa actualment) i es puguin realitzar caJculs sobre frames més 
enllit de I'instant en que es trobi la reproducció. 
• Estudi de les possibilitats que ofereixin CUDA i OpenCL i la 
seva aplicació al sistema 
• Realització de calculs no necessaris de manera totalment 
immediata en diferents threads al principal. Per exemple, el 
caJcul de les distancies de Levenshtein es podria executar en un 
nou thread per tal de no afectar a la sincronització amb l'entrada 
de vídeo. 
• Estudi d'altres possibilitats de paral· lelització deis caJculs de 
I'aplicació. 
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