Abstract-This paper considers a massive multiple-inputmultiple-output (MIMO) system with low-resolution analog-todigital converters (ADCs). In this system, inspired by supervised learning, we propose a novel communication framework that consists of channel training and data detection. The underlying idea of the proposed framework is to use the input-output relations of a nonlinear system, formed by a channel and a quantization at the ADCs, for data detection. Specifically, for the channel training, we develop implicit and explicit training methods that empirically learn the conditional probability mass functions (PMFs) of the nonlinear system. For the data detection, we propose three detection methods that map a received signal vector to one of the indexes of possible symbol vectors, according to the empirical conditional PMFs learned from the channel training. We also present a low-complexity version of the proposed framework that reduces a detection complexity by using a successive-interference-cancellation (SIC) approach. In this lowcomplexity version, a symbol vector is divided into two subvectors and then these two subvectors are successively detected using SIC. When employing the proposed framework with one-bit ADCs, we derive an analytical expression for the symbol-vectorerror probability. One major observation is that the symbolvector-error probability decreases exponentially with the inverse of the number of transmit antennas, the operating signal-tonoise ratio, and the minimum distance that can increase with the number of receive antennas. Simulations demonstrate the detection error reduction of the proposed framework compared to existing detection techniques.
I. INTRODUCTION F UTURE wireless systems are possible to provide communication links with Gbps data rates by using a massive antenna array [1] and/or by using a wide (possibly multigigahertz) bandwidth [2] . The common drawback of both approaches is a significant power consumption at a receiver, caused by high-precision (e.g., 8∼14-bit precision) analog-todigital converters (ADCs), because a total power consumed by the ADCs scales linearly with the number of precision levels, bandwidth, and the number of the ADCs [3] [4] [5] . For example, the power consumption of the ADCs is shown to be proportional to both the number of precision levels and the bandwidth, under Nyquist rate sampling [5] . Therefore, Y.-S. Jeon and N. Lee are with the Department of Electrical Engineering, POSTECH, Pohang, Gyeongbuk, 37673 Korea (e-mail: jys900311@postech.ac.kr, nylee@postech.ac.kr).
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the use of the high-precision ADCs at the receiver becomes impractical when the massive antenna array and/or the wide bandwidth are used.
Low-resolution (e.g., 1∼3-bit precision) ADCs have been regarded as a cost-effective solution to reduce the power consumption of future wireless systems that include massive multiple-input-multiple-output (MIMO) systems and wideband communication systems [6] [7] [8] [9] . In spite of the benefits, the use of low-resolution ADCs gives rise to numerous challenges. One challenge is that obtaining accurate channel state information at the receiver (CSIR) is difficult using conventional pilot-based channel estimation techniques. In addition to that, the conventional data detection methods, developed for linear MIMO systems, provide a poor detection performance due to the nonlinearity at the ADCs.
Recently, extensive work has been proposed to resolve the channel estimation and data detection problems in uplink massive MIMO systems with one-bit ADCs [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . In the uplink systems, because a base station (BS) is equipped with a large number of ADCs, the use of the one-bit ADCs significantly reduces a power consumption at the BS. For the channel estimation problem in such systems, numerous methods have been developed to improve the accuracy of CSIR. The developed methods include a least-squares (LS)-based method [12] , a maximum-likelihood (ML)-based method [13] method, and a method using Bussgang decomposition [14] . For the data detection problem, the optimal ML detection (MLD) has been introduced in [13] and some other lowcomplexity methods have also been developed in [15] , [16] .
Unlike the uplink systems in which a large number of ADCs are used at the BS, there has been only limited interests to the downlink massive MIMO systems with low-resolution ADCs where the number of ADCs used at the user is small. The downlink systems, however, is still of importance because the users are much more sensitive than the BSs with respect to the power consumption induced by a high sampling rate ADC when using a large bandwidth.
In the downlink massive MIMO systems, the use of the onebit ADCs causes severe performance limitations such as high symbol-error-rate (SER) or low capacity [9] , as the number of received signals that can be distinguished at the receiver is extremely small. To overcome these performance limitations, the low-resolution ADCs beyond one-bit precision are highly recommended for the downlink systems. Unfortunately, it is very difficult to find the optimal channel estimation and data detection methods for the multi-bit ADCs beyond one-bit precision. The main difficulty rises from the fact that the quantization function of such ADCs is even more complicated than that of the one-bit ADCs. As alternative approaches, suboptimal solutions have been introduced in [17] [18] [19] [20] [21] to solve the channel estimation and data detection problems in MIMO systems when using the multi-bit ADCs. One representative work is a joint channel-and-data estimation method in [19] developed by using Bayesian inference theory. This method, however, requires a high implementation complexity, which may not be affordable to apply in practical communication systems. To reduce the complexity, low-complexity solutions such as zero-forcing (ZF) type channel estimation [13] , ZF detection [22] , and minimum-mean-square-error (MMSE) detection [21] have been proposed. The major limitation of these work [13] , [21] , [22] is a poor SER performance, especially when the receiver is equipped with a small number of antennas.
In this paper, we study a data detection problem in a massive MIMO system with low-resolution (e.g. 1∼3-bit precision) ADCs. Specifically, we consider both downlink and uplink massive MIMO systems, where the number of receive antennas is assumed to be small and large, respectively. For both systems, we present a novel communication framework inspired by supervised learning. The major contributions of this paper are summarized as follows:
• We propose a supervised-learning-aided communication framework that consists of two phases: 1) channel training and 2) data detection. The underlying idea of the proposed framework is to use the input-output relations of a nonlinear system, formed by a channel and a quantization at the ADCs, for the data detection. For the channel training, we develop implicit and explicit methods that empirically learn the conditional probability mass functions (PMFs) of the system, which statistically describe the input-output relations of the nonlinear system including the randomness. One attractive feature of the implicit training method is that an explicit channel estimation process is not required for the training. For the data detection, we develop three detection methods; empirical maximum-likelihood detection (eMLD), minimum-meandistance detection (MMD), and minimum-center-distance detection (MCD). The common strategy of the developed detection methods is to map a received signal vector to one of the indexes of possible symbol vectors, according to the empirical conditional PMFs learned from the channel training. One key application of the proposed framework is the downlink massive MIMO systems with low-resolution ADCs.
• We present a low-complexity supervised-learning-aided communication framework that significantly reduces the detection complexity of the proposed framework. The key idea of the low-complexity framework is to use a successive-interference-cancellation (SIC) approach. This low-complexity framework consists of three phases: 1) symbol vector division, 2) channel training, and 3) data detection. In the symbol vector division phase, the receiver divides a symbol vector into two subvectors with a reduced size. In the channel training phase, the receiver learns the input-output relations between the first subvector and received signals. In the data detection phase, the receiver successively detects two subvectors in the manner of SIC. One key application of the low-complexity framework is the uplink massive MIMO systems with low-resolution ADCs.
• We analyze the symbol-vector-error probability (SVEP) of the supervised-learning-aided communication framework when employing the one-bit ADCs. Our approach for the analysis is to treat all possible received signals as codewords of a nonlinear code. Using this approach, we derive an upper bound of SVEP in a closed-form for a fixed channel matrix in terms of the minimum Hamming distance d min of the code. One major observation is that SVEP decreases exponentially with the inverse of the number of transmit antennas, the operating SNR, and the minimum distance that can increase with the number of receive antennas. To provide a more clear understanding for the error performance under a random channel realization, we derive the approximate distribution of d min in a closed-form, assuming a Rayleighfading channel distribution and binary-phase-shift-keying (BPSK) modulation. In particular, for the case of N t = 2, we provide an exact distribution of d min . Our analysis results show that d min increases linearly with N r ; this can be interpreted as a diversity gain in the MIMO system with low-resolution ADCs.
• Using simulations, we show the symbol-error-rate (SER) gain of the supervised-learning-aided communication framework compared to existing detection techniques for both downlink and uplink massive MIMO systems with low-resolution ADCs. For the downlink system, the proposed framework provides a significant SER reduction as the number of ADC bits increase. For the uplink system, the low-complexity framework provides a good tradeoff between the SER performance and the detection complexity. In addition to the performance evaluation, we also show the validation of the analysis results by simulations. Notation: Upper-case and lower-case boldface letters denote matrices and column vectors, respectively. E[·] is the statistical expectation, P(·) is the probability, (·) ⊤ is the transpose, (·) H is the conjugate transpose, | · | is the absolute value, Re(·) is the real part, Im(·) is the imaginary part, and ⌊·⌋ is the floor function.
II. SYSTEM MODEL
In this section, we present a system model for a massive MIMO system with low-resolution ADCs.
Consider a transmitter equipped with N t transmit antennas intends to send N t independent data symbols to a receiver equipped with N r receive antennas. Let
] ⊤ ∈ C N t be the data symbol vector sent by the transmitter at time slot n. The received signal vector r[n] ∈ C N r at time slot n before the ADCs is
where H ∈ C N r ×N t denotes a channel matrix, and
⊤ is a noise vector in which the elements are independent and identically distributed (i.i.d.) circularly-symmetric complex Gaussian random variables with zero mean and variance σ 2 , i.e.,
and is drawn from a constellation set X with constellation size M = |X|. For instance, X = {−1, +1} for BPSK modulation. The SNR of the considered system is defined as ρ = N t σ 2 . We assume a block fading channel in which the channel remains constant for T time slots. A transmission frame containing T time slots consists of two different types of a frame: 1) a pilot transmission frame and 2) a data transmission frame. The first T t time slots are allocated for the pilot transmission frame, and the subsequent T d time slots are allocated for the data transmission frame, i.e., T = T t + T d . During the pilot transmission frame, the transmitter sends pilot signals that are known at the receiver, while during the data transmission frame, the transmitter sends data signals that convey the information to the receiver. The details will be explained in the sequel.
Each antenna of the receiver is equipped with two lowresolution ADCs that are applied to real and imaginary parts of the received signal, respectively. Each ADC performs elementwise B-bit scalar quantization to the input signal. We adopt B-bit uniform scalar quantizer at the ADCs, defined as
where r low = (−2 B−1 +1)∆, r up = (2 B−1 −1)∆, and ∆ is the step size of the uniform quantizer. The set of all possible outputs of this quantizer is
where |Y| = 2 B . The total ADC process can be described using a function Q : C N r → Y 2N r defined as
where x R,i is the ith element of x R , and 
A. Downlink and Uplink Scenarios
We consider both downlink and uplink scenarios for the massive MIMO system with low-resolution ADCs, as illustrated in Figs. 1(a) and 1(b) , respectively. Specifically, in the downlink scenario, we assume that the transmitter (base station) randomly selects N t ≤ 2BN r log 2 M antennas for the transmission even if it is equipped with more than N t antennas. The purpose of this assumption is to prevent from an unavoidable detection error. This error occurs when the number of possible inputs, M N t , exceeds the number of possible outputs that can be distinguished at the receiver, 2 2BN r . In the sequel, we will connect each scenario with the proposed framework. III. MOTIVATION AND CHALLENGES In this section, we provide a motivating example that presents the key concept of the supervised-learning-aided communication framework. We then introduce the motivation and challenges of this framework.
A. Motivating Example
In this example, we present the key concept of the proposed framework which consists of two phases: 1) channel training and 2) data detection.
1) Considered Scenario:
We consider a real-coefficient MIMO channel with N t = 2 and N r = 2, for which the coefficients are given by
When BPSK modulation is used at the transmitter, i.e., X = {−1, +1}, the transmitter equipped with two transmit antennas is capable of sending four symbol vectors:
, and
The set of the possible symbol vectors is denoted as X 2 = {x 1 , x 2 , x 3 , x 4 }, and the index set of X 2 is denoted as K = {1, 2, 3, 4}. We assume that the receiver uses the one-bit ADCs with ∆ = 2. In this scenario, the proposed communication framework which consists of channel training and data detection is explained below.
2) Phase I (Channel Training):
In the channel training phase, the transmitter sends all possible symbol vectors to the receiver by spanning T t = 4 time slots. In other words, the transmitter uses pilot signals defined as 4 ]. Under the premise that the noise signal is ignored during the training phase, the output signals of the one-bit ADCs are
By letting y k = y[k] for k ∈ {1, 2, 3, 4}, the set of the above four received signals is denoted by Y t = {y 1 , y 2 , y 3 , y 4 }. During the pilot transmission frame, the receiver is assumed to know the transmitted pilot signals X t . Under this assumption, the receiver obtains a set T = {(y k , x k )|k ∈ {1, 2, 3, 4}} of the four received-signal-and-symbol-vector pairs. This set informs the input-output relations of a nonlinear system formed by a channel matrix H and the quantization of the ADCs.
3) Phase II (Data Detection): By using T , the receiver determines a mapping function f : Y 2N r → K that maps the received signal to one of the indexes of possible symbol vectors. Then from the mapping function f , the receiver estimates which symbol vector was transmitted. One possible mapping-function design is to assign the index of the vector in Y t that is closest to the received signal vector y[n] for n ∈ {5, 6, . . . , T }. This mapping function is represented as
where · 2 is the Euclidean norm. From (8) , the detected symbol vector is obtained asx[n] = x f (y[n]) for n ∈ {5, 6, . . . , T }. 
As a result, the receiver correctly estimates the transmitted symbol vector asx [5] = x 3 . Remark 1 (Connection to Supervised Learning): We can interpret the proposed framework through the lens of a classification problem in supervised learning. The determination of the mapping function f using the training examples (y k , x k ) for k ∈ {1, 2, 3, 4} is equivalent to the design of a classifier f : Y t → K by using the training set T = {(y k , x k )|k ∈ {1, 2, 3, 4}}. Here, the index of the symbol vector and the received signal correspond to a class label and a feature vector, respectively. In this regard, the classifier f serves as the detection rule, because the index of the symbol vector for the received signal y[n], n ≥ 5, is detected as k
. As a result, designing a good detection rule that accurately detects the symbol vector is equivalent to designing a good classifier that correctly assigns the class label.
B. Motivation of Supervised-Learning-Aided Communication Framework
The supervised-learning-aided communication framework is especially useful to solve a data detection problem in a MIMO system with low-resolution ADCs. First of all, learning the input-output relations of a nonlinear system is sufficient for the reliable detection when noise is negligible, as seen in the motivating example. In other words, perfect CSIR is not necessary to enable reliable data detection in such nonlinear systems. Furthermore, the number of possible received signals, 2 2BN r , is finite in the MIMO system with low-resolution ADCs. Therefore, learning the input-output relations is a valid approach in such system. Whereas, the effectiveness of this learning approach can be degraded when using the infiniteresolution ADCs because the number of possible received signals is infinite. In this case, it is better to apply the conventional channel estimation and data detection methods, based on a linear MIMO channel model.
C. Challenges in Supervised-Learning-Aided Communication Framework
At a glance, the supervised-learning-aided communication framework seems simple, but in practice, applying this framework to a general MIMO system with low-resolution ADCs entails two major challenges:
• Channel ambiguity: For some realizations of channel matrix H, the received signals from two different symbol vectors can be identical even without noise, i.e., Q(Hx i ) = Q(Hx j ) for i j. Because of this identity, these two symbol vectors cannot be distinguished using the corresponding received vectors when employing the proposed framework.
• Noise ambiguity: A similar ambiguity problem can also be caused by noise. More precisely, two different symbol vectors can be the same as a result of the effect of noise i.e., Q(
. Either type of ambiguity problem causes failure to determine a correct mapping function f , and therefore results in a detection error during the subsequent data transmission frame. In Sections IV and V, we generalize the proposed framework to resolve the noise ambiguity problem. In Section VI, we provide the analytical characterizations of the proposed framework to understand how the channel ambiguity problem affects the detection error.
IV. SUPERVISED-LEARNING-AIDED COMMUNICATION FRAMEWORK
In this section, we generalize the concept of the supervisedlearning-aided communication framework introduced in Section III. For the generalization, we develop various channel training methods and data detection methods that enable the application of this framework for a practical MIMO system with low-resolution ADCs.
A. Phase I: Channel Training
In the channel training phase, the receiver learns the inputoutput relations of a nonlinear system, formed by a channel and the quantization function of the ADCs, by utilizing T t pilot signals. Unlike in the motivating example, in practice, these input-output relations cannot be characterized by deterministic functions due to the existence of a random additive noise vector. To characterize the input-output relations including the randomness, we consider a conditional probability mass function (PMF) which is the probability of receiving a certain output for each possible candidate of input. Specifically, we develop two different channel training methods: Implicit and explicit methods. Both methods empirically learn the conditional PMFs of the nonlinear system, but only the explicit method requires an explicit channel estimation process. Details of each method are described below.
1) Implicit Channel Training Method:
The key idea of the implicit channel training method is to repeatedly send all possible symbol vectors so that the receiver observes the multiple received signals for each symbol vector. These multiple observations allow the receiver to empirically learn the conditional PMF of the received signals for each symbol vector. One key advantage of the implicit training method is that an explicit channel estimation process is not needed for the channel training. This advantage is very attractive for a MIMO system with a coarse quantization at the ADCs (e.g., one-bit ADCs) because obtaining accurate CSIR is difficult in the system using conventional pilot-based channel estimation techniques.
In the implicit channel training method, the transmitter sends all possible symbol vectors as pilot signals. Let L be the number of repetitions of each symbol vector, and K be the number of possible symbol vectors where K = M N t . The implicit training method may require a total of K L time slots for the period of the pilot transmission frame, i.e., T t = K L. Somewhat surprisingly, this length can be reduced by the half if the system satisfies two conditions:
• Condition 1: The constellation map is symmetric with respect to the origin, i.e., −x ∈ X for all x ∈ X. • Condition 2: The quantization function of the ADCs is symmetric with respect to the origin, i.e., Q(−r) = −Q(r).
Fortunately, Condition 1 holds for both quadrature-amplitudemodulation (QAM) or PSK modulation, while Condition 2 holds for the uniform scalar quantizer defined in (2) . Based on these two conditions, without loss of generality, we can assign the indexes of the symbol vectors to satisfy x K−i+1 = −x i for all i, where x k ∈ X N t is the kth possible symbol vector. Then we have
for i ∈ 1, 2, . . . ,
and t ∈ {1, 2, . . . , L}, where d = denotes equality in distribution. The equations in (10) imply that the conditional PMF of x K−i+1 can be obtained from that of x i for i ∈ 1, 2, . . . , Motivated by this fact, our strategy for the implicit channel training method is to send the following pilot signals:
where the indexes of the symbol vectors are assigned to satisfy
After sending the pilot signals in (11), the receiver creates empirical conditional PMFs by using the received signals observed during the pilot transmission. Under the premise that the receiver has perfect knowledge of X t , an empirical conditional PMF for each symbol vector x k is created aŝ
for y ∈ Y 2N r , where 1(A) is an indicator function that equals one if an event A is true and zero otherwise. In addition, the set of trained signals for the kth symbol vector is obtained as
Then the total set of trained signals during the channel training is
By using the above strategy, the receiver is possible to create the empirical conditional PMFs for all symbol vectors by utilizing T t = K L 2 pilot signals.
2) Explicit Channel Training Method:
The major limitation of the implicit channel training method is that the required duration for the channel training exponentially increases with the number of transmit antennas. To overcome this limitation, we develop an explicit channel training method, which requires the same training overhead as conventional pilot-based channel estimation techniques.
The central idea of the explicit channel training method is to artificially generate received signals for all possible symbol vectors, instead of actually sending them. These generated signals take the role of trained (observed) signals in the implicit training method and therefore can be used to create the empirical conditional PMFs. The artificial generation of the received signals is possible only when the receiver has the prior knowledge of the channel matrix, the quantization function of the ADCs, the received SNR, and the possible symbol vectors. Therefore, in order to obtain the channel matrix at the receiver, the explicit channel training method requires a conventional channel estimation process (e.g., [13] , [14] ), different from the implicit channel training method.
In the explicit channel training method, the receiver first estimates a channel matrix by using the conventional channel estimation method with T t pilot signals, then generates artificial received signals for each symbol vector based on the estimated channel matrix. LetĤ ∈ C N r ×N t be the estimated channel matrix and L a be the number of artificial received signals for each symbol vector. The lth artificial received signal for the kth symbol vector is generated aŝ
whereẑ (ℓ) ∈ C N r is the lth artificial noise vector whose elements are independently generated from CN (0, σ 2 ). When the estimated channel matrix is perfect, the artificial received signal in (14) follows the exactly same distribution with the actual received signal. By using {ŷ
ℓ=1 , the receiver creates an empirical conditional PMF for each symbol vector x k as follows:p
for y ∈ Y 2N r . With the explicit channel training method, the set of trained signals for the kth symbol vector is given by
Notice that the training overhead of this training method is not necessarily scaled with the number of transmit antennas or the modulation size.
B. Phase II: Data Detection
In the data detection phase, the receiver detects symbol vectors transmitted during the data transmission frame. For the data detection, we develop three detection methods referred to as eMLD, MMD, and MCD. The common strategy of the developed methods is to map a received signal to one of the indexes of possible symbol vectors, according to the empirical conditional PMFs learned from the channel training. Details of each method are described below.
1) Empirical-Maximum-Likelihood Detection (eMLD):
The idea of eMLD is the selection of the index of the input symbol vector that maximizes the empirical conditional PMF, namely,
When the number of repetitions approaches infinity, this detection strategy is equivalent to the optimal ML detection method, because the empirical distribution converges to the corresponding true distribution by the law of large numbers. When L is insufficient, however, there is a non-zero probability that y[n]
In this case, the detection method in (16) fails to detect a correct symbol vector becausê p(y[n]|x k ) = 0 for all k. To resolve this problem, the receiver finds a set of vectors that are closest to y[n] among the received signal vectors in Y t , and then use these vectors to select the optimal index k, as illustrated in Fig. 2(a) . Let N(y[n]) be the set of the closest vectors to y[n] among the vectors in Y t with respect to the Euclidean distance, i.e.,
where R min [n] = min y t ∈Y t y[n] − y t 2 . From (17), the eMLD method, f eMLD :
Remark 2 (Connection to a K-nearest neighbors classifier): The eMLD method resembles with a K-nearest neighbors (KNN) classifier which is widely used to solve the classification problem in supervised learning. The key idea of the KNN classifier is that when an unlabeled vector is observed, it finds the K-nearest neighbors to the observed vector, and assigns a label to the vector by using the majority voting of neighbors' labels. As explained, eMLD finds the neighbor set N(y[n]), then assigns the index f eMLD (y[n]) as the most probably index for the vectors in N(y[n] ). Therefore, the eMLD method is similar to the KNN classifier in the sense that they simply compare the number of neighbors' labels. One notable difference is that eMLD uses the neighbor set of elements that are equidistant from the received vector.
2) Minimum-Mean-Distance Detection (MMD): Unfortunately, eMLD partially uses the empirical conditional PMFs, because it finds the index that maximizes the sum of the empirical PMFs of the nearest neighbors only. This partial exploitation of the empirical PMFs may result in a high data detection error when L is insufficient. Therefore, to fully exploit the empirical PMFs, we present an alternative detection method, which is called MMD.
The key idea of MMD is to compare the mean of the distances from a received signal using the empirical PMF. As illustrated in Fig. 2(b) , the MMD method, f MMD : Y 2N r → K = {1, 2, . . . , K }, selects the index of the symbol vector that yields the conditional minimum mean distance, i.e.,
where y t ∈ Y t,k is a random vector that follows the empirical PMF obtained during the training phase, and E y t [·] denotes the expectation with respect to the empirical PMF of y t . As seen in (19) , MMD differs from eMLD. On the one hand, MMD finds the index that minimizes the weighted sum of the empirical PMFs, where the weights are the distance between the received vector and the trained vector, y[n] − y t 2 . On the other hand, eMLD finds the index that maximizes the non-weighted sum of the empirical PMFs. Although the optimality of MMD is not guaranteed, it may perform better than eMLD when L is insufficient, because MMD additionally uses reliability information captured by the distance between the received signal and the trained signal.
3) Minimum-Center-Distance Detection (MCD): One drawback of eMLD and MMD is that they entail high computational complexity. In both methods, the receiver requires to compute all distances among the received signal and the vectors in Y t . Particularly, when the size of Y t is large (e.g., L ≫ 1), the complexities of these two methods may not be acceptable for use in practical systems. Therefore, to reduce the detection complexity, we present a simple detection method, called MCD.
The key idea of MCD is to create a set of K representative vectors at the receiver for decoding as depicted in Fig. 2(c) . Specifically, during the training phase, the receiver has observed L output vectors each symbol vector x k . The receiver creates a representative output vector for the kth symbol vector x k by computing the empirical conditional expectation, i.e.,
Notice thatȳ t,k ∈ R 2N r is not necessarily an element of Y 2N r . Utilizingȳ t,k for k ∈ {1, 2, . . . , K }, the MCD method, f MCD : Y 2N r → K, finds the index that minimizes the distance between y[n] andȳ t,k as follows:
Remark 3 (Connection to a nearest-centroid classifier): The principle of MCD is very close to that of a nearestcentroid classifier (NCC) which is a simple solution of the classification problem in supervised learning. NCC assigns the class label of a unlabeled observed vector by using the centroid vectors that represent their classes. Similarly, MCD determines the index of the detected symbol vector as the index with the minimum distance from the conditional mean vector of the trained signals, each of which is associated with an input symbol vector. This resemblance is a good example to show an interesting connection between a data detection problem in wireless communications and a classification problem in supervise learning.
C. Applications
One key application of the supervised-learning-aided communication framework is a downlink massive MIMO system with low-resolution ADCs, illustrated in Fig. 1(a) . In this system, the number of possible symbol vector is less than the number of possible outputs that can be distinguished at the receiver, i.e., K = M N t ≤ 2 2BN r . Under this constraint, the proposed framework is able to learn the input-output relations more accurately as K is small when using the same amount of pilot signals. This results in the detection accuracy improvement of the subsequent data detection phase. In addition, when K L 2 ≤ T t for any L ∈ N, the proposed framework is able to use the implicit channel training method which does not use an explicit channel estimation process. Then the detection accuracy of the proposed framework is not limited by the accuracy of CSIR obtained by the channel estimation.
V. LOW-COMPLEXITY SUPERVISED-LEARNING-AIDED COMMUNICATION FRAMEWORK
One drawback of the supervised-learning-aided communication framework requires a high detection complexity, especially when the number of transmit antennas or the modulation size is large. To overcome this drawback, in this section, we develop a low-complexity supervised-learning-aided framework that uses a successive-interference-cancellation (SIC) approach.
The key idea of the low-complexity framework is to divide the symbol vector into two symbol subvectors with the reduced size, and then to detect these subvector successively in the manner of SIC. The proposed low-complexity framework consists of three phases: 1) symbol vector division, 2) channel training, and 3) data detection.
A. Phase I: Symbol Vector Division
In the symbol vector division phase, the receiver divides a symbol vector into two subvectors. Specifically, we consider a channel-dependent symbol vector division that exploits an estimated channel matrix. Therefore, before the division, the receiver estimates a channel matrix by using the conventional channel estimation method (e.g., [13] , [14] ) with T t pilot signals transmitted during the pilot transmission frame. The estimated channel matrix will also be used for the subsequent two phases, channel training and data detection phases.
After the channel estimation, the receiver divides the symbol vector x[n] into two subvectors x (1) [n] ∈ X N t,1 and x (2) [n] ∈ X N t,2 , where N t,1 ∈ N and N t,2 ∈ N such that N t = N t,1 + N t,2 . With x (1) and x (2) , the received signal after the ADCs at time slot n can be rewritten as
where H (1) ∈ C N r ×N t,1 and H (2) ∈ C N r ×N t,2 are the channel sub-matrices associated with x (1) [n] and x (2) [n], respectively.
Our strategy for the symbol vector division is to maximize the distance between the subspace spanned by H (1) and that spanned by H (2) in (22) . The purpose of this strategy is to minimize the effect of the second subvector on the detection of the first subvector. To realize our strategy, we develop an algorithm that divides the elements of the symbol vector into two groups according to the correlation of the associating channel vectors. Let I (1) and I (2) be the index sets of the symbol vector elements for x (1) and x (2) , respectively. Then by the definition, I (1) ∪ I (2) = {1, 2, . . . , N t } and I (1) ∩ I (2) = ∅ with |I (1) | = N t,1 and |I (2) | = N t,2 . With these definitions, the proposed algorithm for the symbol vector division is summarized in Algorithm 1.
Algorithm 1
The proposed algorithm for symbol vector division 1: Set I (1) = ∅ and I (2) = {1, 2, . . . , N t }. 2: Find k ⋆ = argmax k ĥ k 2 , whereĥ k is the kth column ofĤ. Find k ⋆ = argmax k j ∈I (1) |ĥ ⊤ jĥ k | ĥ j 2 ĥ k 2 .
6:
Update I (1) ← I (1) ∪ {k ⋆ } and I (2) ← I (2) \ {k ⋆ }.
7: end for
As seen in Algorithm 1, in Steps 1∼3, the receiver sets an index that has the maximum channel norm as the first element of I (1) . In Steps 4∼7, the receiver finds the index k ⋆ that produces the maximum correlation value with the previously selected channel vectors; then the receiver updates set I (1) by adding k ⋆ to an element. Steps 4∼7 are repeated for N t,1 −1 times. From Algorithm 1, the receiver obtains the two submatrices, each associated with x (u) for u ∈ {1, 2} as follows:
where i (u) j is the jth element of I (u) . Remark 4 (Determination of N t,1 and N t,2 ): The key parameters of the symbol vector division are N t,1 and N t,2 which adjust the performance-complexity tradeoff achieved by the low-complexity framework. In the aspect of the detection complexity, the optimal selection is N t,1 = N t,2 = N t 2 because this selection minimizes the sum of the search-space sizes of two subvectors, given by
Whereas, in the aspect of the performance, the optimal selection is N t,1 = N t and N t,2 = 0, and the detection accuracy may decrease as N t,1 decreases. This result is because of the fact that the joint detection outperforms the separate detection of two symbol subvectors. Due to this tradeoff, the systems should determine the parameters N t,1 and N t,2 according to the performance requirement and the affordable complexity.
B. Phase II: Channel Training
In the channel training phase, the receiver learns the inputoutput relations between the first symbol subvector and the received signals. Unfortunately, the channel training methods developed in Section IV-A cannot be directly applied to learn the above relations due to the effect of the second symbol vector, as seen in (22) .
Considering the above difficulty, our strategy for the channel training is to learn the input-output relations between the first symbol vector and the effective received signals that are projected onto the orthogonal subspace spanned by H (2) . According to this strategy, an effective received signal after the projection at time slot n is obtained as
where
r is a projection matrix whose rows are the orthogonal basis of the left null space of
Unlike in MIMO systems with infinite-precision ADCs, the effective received signal in (25) is corrupted by the interference signals of H (2) x (2) even after the orthogonal projection, because of 1) the nonlinearity of the quantization function Q(·) and 2) the imperfect channel estimation, i.e.,Ĥ (2) H (2) . Nevertheless, the orthogonal-projection approach can still be used to reduce the effect of the interference caused by the second symbol subvector; the residual interference after the projection vanishes as the precision of the ADCs increases.
Based on the above strategy, we apply the explicit channel training method to empirically calculate the PMF of the effective received signalỹ conditioned on the first symbol subvector x (1) . Specifically, we marginalize the conditional PMF for all possible x (2) because the receiver does not have any information of the transmitted second symbol subvector x (2) at the time of the first stage. Define x (1) k ∈ X N t,1 and x (2) k ∈ X N t,2 be the kth possible candidate for the first and second subvectors, respectively. With these definitions, a marginal conditional PMF for x (1) k is represented as
for k ∈ {1, . . . ,
are the numbers of possible candidates of x (1) and x (2) , respectively. In (27), the pair-wise conditional PMF, p(ỹ|x
j ), is empirically obtained by applying the explicit channel training method. To do this, the receiver generates L a,1 artificial received signals for (x (1) k , x (2) j ) as in (14) . The ℓth artificial training vector is given bŷ
whereẑ (ℓ) ∈ C N r is the lth artificial noise vector whose elements are independently generated from CN(0, σ 2 ) for ℓ ∈ {1, . . . , L a,1 }. By using the artificial training vectors, the empirical conditional PMF for (x
forỹ ∈ R 2N r −2N t,2 . By applying (29) to (27), the empirical conditional PMF for x
(1) k marginalized with respect to all possible x (2) is obtained aŝ
Note that for L a,1 = 1 case, the receiver does not include an artificial noise when generating the artificial training vector. Then the set of training signal vectors for x
C. Phase III: Data Detection
In the data detection phase, the receiver detects symbol vectors transmitted during the data transmission frame. The key idea of the data detection is to use a SIC approach based on the results of the previous two phases. More precisely, the receiver estimates the transmitted first subvector based on the empirical conditional PMFs obtained during the channel training; then the transmitted second subvector is estimated by canceling the effect of the first subvector.
First, the receiver detects the first subvector, x (1) , by applying the MCD method in Section IV-B. To apply MCD, the receiver exploits the empirical conditional PMFs for the first subvector obtained in the channel training. Let x 
Then the detection rule for the first subvector, f MCD,1 :
. From (32), the detected symbol vector for x (1) is obtained asx (1) 
, where
After detecting x (1) , the receiver applies the MCD method to estimate the second symbol subvector, x (2) . Different from detecting x (1) , when applying the the MCD method, the receiver can now cancel the effect of x (1) [n] by utilizing the previously detected subvectorx (1) [n]. To do this, the receiver uses the detection rule for the second subvector,
In (33), a vector
can be interpreted as a representative training vector for x (2) k when only a single artificial received signal is generated. From (33), the detected symbol vector for x (2) is obtained asx (2) 
The symbol vector transmitted at time slot n, x[n], can be reconstructed from the detection of two subvectors, x (1) [n] andx (2) [n], for n ∈ {T t + 1, . . . , T }.
] ⊤ be the detection of the symbol vector x[n]. For an index m ∈ {1, 2, . . . , N t }, if m corresponds to the jth element of I (u) , the mth element ofx[n] is determined asx
is the jth element ofx (u) [n] for u ∈ {1, 2}.
D. Applications
One key application of the low-complexity supervisedlearning-aided communication framework is an uplink massive MIMO system with low-resolution ADCs, illustrated in Fig. 1(b) . In this system, a large number of symbol vectors can be distinguished at the receiver, but the corresponding detection complexity is significant. This complexity may not be affordable in a practical system using the framework in Section IV. Therefore, the low-complexity framework can be adopted as a solution to resolve this complexity problem, by determining the parameters N t,1 and N t,2 according to the performance requirement and the affordable complexity. One can reduce the detection complexity further by applying the proposed low-complexity detection framework recursively.
VI. ANALYSIS FOR MIMO SYSTEMS WITH ONE-BIT ADCS
In this section, we provide the analytical characterizations of the detection error performance for a MIMO system with one-bit ADCs.
A. Symbol-Vector-Error Probability (SVEP)
We first present the analytical expression for the upper bound of the symbol-vector-error probability (SVEP) when the MCD method is applied for a MIMO system with one-bit ADCs. The result is given in the following theorem:
Theorem 1. Consider MIMO systems with one-bit ADCs. When MCD is applied, the upper bound of the symbol-vectorerror probability (SVEP) for high SNR is
is the lth element of g k , and
Proof: In this proof, we omit the index n of time slot for ease of exposition. Suppose that the receiver equipped with one-bit ADCs adopts the MCD method. Then the receiver detects the symbol vector asx = x k ⋆ , where k ⋆ = f MCD (y), and y = Q(Hx + z) ∈ {−1, +1} 2N r . Let P vec e,k = P (x x k |x = x k ) be the pair-wise error probability that the detected symbol vector is different from x k when the transmitter sends x k . Then SVEP is defined as
Suppose that SNR is sufficiently large to satisfy that
Then the detection rule of the MCD method in (21) with the one-bit ADCs is rewritten as
where the equality of (39) holds only for the one-bit-ADC case, and a 0 is the zero norm that denotes the number of nonzero elements in a vector a. From (39), P vec e,i of the MCD method is upper bounded as
For further analysis, we define a set C = {Q(Hx 1 ), Q(Hx 2 ), . . . , Q(Hx K )}. We interpret this set as an error-correcting code; each element Q(Hx k ) can be treated as a codeword vector of C. For any code, one can define the distance between two codes Q(Hx k ) and Q(Hx i ) as
is the necessary condition for an event that the MCD method outputs x i when x k was sent. Thus, we obtain an upper bound as
, sign(·) is the signum function, g k,l is the lth element of g k , z R,l is the lth element of z R ,
From the fact that z R,l is i.i.d. as N(0,
2 ) for all l, we have
where Φ(·) is the cumulative distribution of the standard normal random variable. Let S i, j ⊂ {1, 2, . . . , 2N r } be the ith possible subset of {1, 2, . . . , 2N r }, which consists of j elements. By the above definitions, (42) can be rewritten as
Aggregating the results in (36), (42), and (45) yields
is the decreasing function of |g k,l |, (46) is further upper bounded as
is the index of the element of g k that has the ith-minimum absolute value, and g min = min (k,l) |g k,l |. This completes the proof.
Theorem 1 demonstrates that the upper bound of SVEP decreases exponentially with SNR, ρ, the minimum channel gain,
, and the inverse of N t . The most interesting parameter here is d min . Because d min is determined by the channel matrix H and the quantization function Q(·), it significantly affects SVEP. In particular, in a certain channel realization H, the received signals from two different symbol vectors x i and x j cannot be distinguished due to the channel ambiguity, i.e., Q(Hx i ) = Q(Hx j ) for i j. In this case, SVEP cannot be made arbitrarily small even with sufficiently large SNR; this agrees with the upper bound derived in (35) which becomes constant for d min = 0.
To reduce SVEP, it is important to design the communication system with large enough minimum distance of the code C = {Q(Hx 1 ), Q(Hx 2 ), . . . , Q(Hx K )}. One simple way to enlarge the minimum distance is to increase the number of receive antennas N r . For example, if N t = 2, we have four possible input vectors {x 1 , x 2 , x 3 , x 4 } ∈ {−1, +1} 2 and a code C = {Q(Hx 1 ), Q(Hx 2 ), Q(Hx 3 ), Q(Hx 4 )} ∈ {−1, +1} 2N r for the communications. Clearly, the minimum distance d min increases with N r , because each codeword can be mapped into a higherdimensional space. This characteristic can be interpreted as a receive diversity gain in the MIMO system with one-bit ADCs.
B. Distribution of d min for Rayleigh-Fading Channel
We have shown that the detection error performance of the MIMO systems with the one-bit ADCs depends on D = 
where δ i, j = x i − x j 0 , and p eq,δ = 2 π arctan
Proof: When the BPSK modulation is used for the transmission, for any x ∈ X N t , −x is also one of the possible symbol vectors. Therefore, we can set the indexes of the symbol vectors to satisfy that x 2 N t −k+1 = −x k for k ∈ {1, . . . , 2 N t −1 }. This process yields
When the receiver is equipped with the one-bit ADCs defined as in (2) and (4), the following equality holds:
Applying (52) to (51) with Q(−Hx j ) = −Q(Hx j ) yields
Notice that when n > N r , the right-hand side (RHS) of (53) becomes zero, so P (d min ≥ N r + 1) = 0. Unfortunately, exact calculation of the RHS of (53) is difficult due to the complicated correlation among Q(Hx i ) for all i. Instead, we approximate the RHS of (53) by ignoring the correlation among Q(Hx i ) as follows:
The probability of each pair event in (54) is calculated as
where the equality of (55) follows from (2). For Rayleighfading channels, each channel element is drawn from an IID circularly-symmetric complex Gaussian random variable with zero mean and unit variance. Therefore, for each symbol vector x i ∈ {−1, +1} N t , all elements of g i defined in (43) are IID as N 0, N t 2 . Using this fact, the RHS of (55) is rewritten as
, and δ i, j = x i − x j 0 be the number of different elements between two symbol vectors x i and x j . Then the distributions of u i, j,l and v i, j,l are given by
for all l ∈ {1, . . . , 2N r }. From (57) and the definitions of u i, j,l and v i, j,l , we obtain
Substituting (58) into (56) and then applying the result to (54) yields (50). This completes the proof.
As explained in Theorem 2, the exact CCDF of d min is very complicated for the general number of the transmit antennas. When N t = 2, however, it is possible to derive the exact CCDF of d min as follows:
Proof: When N t = 2, the equation in (53) simplifies to
Because δ 1,2 = 1, substituting both (56) and (58) into (60) yields
This completes the proof. N t =2 Fig. 3 . SER vs. SNR of the proposed framework and conventional MLD for a small-scale MIMO system when QPSK modulation and one-bit ADCs are employed with N r = 4. We set T t = 10 for N t = 1 and T t = 40 for N t = 2; this setting corresponds to L = 5 case for the implicit channel training method.
One interesting observation from Corollary 1 is that the maximum possible value of d min is N r , which agrees with our intuition. To clearly see how d min increases as a function of N r , we also provide the following corollary: Corollary 2. When N t = 2, the probability that d min is larger than n = cN r asymptotically goes to 1, for any 0 ≤ c < 1, i.e.,
Proof: Theorem 5.3.2 in [23] says that for 0 ≤ t ≤ m,
where m is a positive integer. Because
2N r k=0
2N r k 2 −2N r = 1, applying the above inequality to (59) yields
Let n = cN r for any 0 ≤ c ≤ 1. Then the lower bound of (64) becomes
Except for c = 1, the RHS of the above inequality goes to 1 as N r increases, so we obtain the results in (62).
As we expected in Section VI-A, Corollary 2 shows that for a sufficiently large N r , d min = N r with high probability. In this case, SVEP exponentially decreases as N r increases.
VII. NUMERICAL RESULTS
In this section, using simulations, we evaluate the performance of the proposed framework compared to existing detection techniques, for both uplink and downlink massive MIMO systems with low-resolution ADCs. Furthermore, we validate the analysis results given in Section VI, by simulations. Fig. 4 . SER vs. SNR of the proposed framework and conventional ZF detection for a small-scale MIMO system when QPSK modulation and lowresolution ADCs are employed with N t = 4, N r = 6, and T t = 100. ZF-type CE in [13] is adopted for both the explicit channel training method and ZF detection in [13] .
A. Downlink Scenario: Small Number of Receive Antennas
We consider a downlink scenario in which the receiver is equipped with a small number of antennas and low-resolution ADCs. In the simulations, low-resolution ADCs use the uniform scalar quantizer defined in (2) with ∆ = 0.5. Channels are modeled as Rayleigh fading, i.e., each element of the channel matrix is drawn from an i.i.d. circularly-symmetric complex Gaussian random variable with zero mean and unit variance. A block fading duration (a coherence time interval) is set to be T = T t + T d = 1000. Fig. 3 shows the SERs of the proposed framework with the implicit channel training method and conventional MLD, for various numbers of transmits antennas. As seen in Fig. 3 , MLD with perfect CSIR achieves the optimal SER, but this performance cannot be attained in practice because realizing perfect CSIR is impossible. The proposed framework, which is a practical technique, shows the similar decreases in SERs with the optimal method as SNR increases. Whereas, MLD with imperfect CSIR (ML-based CE or ZF-type CE) suffers from severe SER degradation in the high SNR regime, due to the effect of the inaccurate CSIR. Fig. 4 shows the SERs of the proposed framework with the implicit channel training method and conventional ZF detection, for various numbers of ADC bits. Although both technique rely on the same channel estimation method, only the proposed framework provides a significant SER reduction as the number of ADC bits increases, whereas the conventional ZF method still suffers from high SER floor. This result shows the effectiveness of the proposed framework for the use in a multi-bit-ADC case.
In Figs. 3 and 4 , the proposed framework with different data detection methods show very similar SERs for all antenna configurations and SNRs. Because MCD has the lowest detection complexity without much loss in the SERs, this method can be a good solution for the use in practical MIMO systems with low-resolution ADCs.
One important observation from Figs. 3 and 4 is that when low-resolution ADCs are used with a small number of receive antennas, both the transmission rate and the resolution at the receiver should be properly determined in order to enable 5 . SER vs. SNR of the proposed framework, the low-complexity framework, and conventional ZF detection for a large-scale MIMO system when QPSK modulation and low-resolution ADCs are employed with N t = 6, N r = 32, and T t = 100. ZF-type CE in [13] is used for all the considered detection techniques. reliable communications. More precisely, if the transmission rate, N t log 2 M, is comparable to the total bit-resolution at the receiver, 2BN r , significant error occurs regardless of the detection techniques that are employed. For example, when the total bit-resolution at the receiver is only two times higher than the transmission rate, i.e., 2BN r = 2 × N t log 2 M, SER is severely degraded for all detection techniques (see N t = 2 case in Fig. 3 and one-bit-ADC case in Fig. 4) . Reliability of the communication can dramatically be improved either by reducing the number of active antennas at the transmitter (Fig. 3) or by increasing the resolution of the ADCs at the receiver (Fig. 4) .
B. Uplink Scenario: Large Number of Receive Antennas
We consider an uplink scenario in which the receiver is equipped with a large number of antennas and low-resolution ADCs. Simulation settings are same as in Section VII-A unless specified otherwise. Fig. 5 shows the SERs of the proposed framework in Section IV, the low-complexity framework in Section V, and conventional ZF detection for two different cases: ZF-type CE in [13] (Fig. 5(a) ) and perfect CSIR (Fig. 5(b) ). The proposed framework achieves the lowest SER among the considered techniques and shows an additional SER reduction for a larger number of artificial training signals, L a . Comparing to the proposed framework, the SER performance of the lowcomplexity framework degrades as N t,1 decreases, but also the reduction in the detection complexity increases for decreasing N t,1 . More precisely, from (24), the size of the search space for the low-complexity framework with N t,1 = 5 and N t,1 = 4 are roughly 25% and 6.6% of that of the proposed framework, respectively. Although the conventional ZF detection has the lowest detection complexity, this method suffers from a high error floor even for the moderate SNR with two-bit ADCs. When perfect CSIR is available, the proposed framework and the low-complexity framework show the significant SER reduction, compared to the case with imperfect CSIR.
C. Validation of Analysis
We validate the analysis in Section VI by simulations for a MIMO system with the one-bit ADCs (B = 1).
Fig. 6 compares analysis and simulation results for the SVEP of the proposed framework with MCD. In Fig. 6 , the upper bounds of the SVEP, derived in Section VI-A, are compared with the SVEPs obtained by simulations. Fig. 6 shows that all simulated SVEPs are lower than the derived upper bounds, and the differences between them decrease as SNR increases. These results coincide with the analysis in Theorem 1. Two simulated SVEPs with and without a high-SNR assumption in (37) only show a small difference. Therefore, although the upper bounds are derived with the high-SNR assumption, the derived results can also be used to characterize SVEP for all SNR values. Fig. 7 compares analysis and simulation results for the CCDFs of d min . For N t = 2, the analyzed and simulated CCDFs are almost the same regardless of N r . For N t = 4, although the simulated CCDF is not exactly the same as the analyzed CCDF, the difference between two CCDFs is negligible. These results validate the analysis given in Corollary 1 and Theorem 2. One important observation from Fig. 7 is that the value of d min is expected to increase as N r increases; this result coincides with the intuition obtained from Corollary 2. 
VIII. CONCLUSION
In this paper, we have presented a novel communication framework for a massive MIMO system with low-resolution ADCs, inspired by supervised learning. Using this framework, we have shown that learning the input-output relations of the system is an effective approach for the data detection in the nonlinear system, especially when employing the lowresolution ADCs. We have also revealed an interesting resemblance between the data detection problem in wireless communications and the classification problem in supervised learning. For the one-bit ADCs, we have analyzed the symbol-vectorerror probability of the presented framework. The analysis results show that the upper bound of this probability decreases exponentially with the minimum distance that can increase with the number of receive antennas. Simulations suggest that the presented framework can be extended to MIMO systems that use ADCs with an arbitrary number of precision levels.
Although we have focused on single-user massive MIMO systems, it is also possible to apply the presented framework to multi-user massive MIMO systems with low-resolution ADCs. An important direction for future research is to extend the presented framework to frequency-selective channels, which may further improve the practicality. For this extension, it would be possible to use some approaches developed in [15] , [16] , [20] . It would also be interesting to optimize the detection rule of the presented framework by considering various kernel functions based on the empirical conditional PMFs. One can also investigate the impact on how non-uniform quantization methods affect the performance of the proposed framework as a future work.
