Abstract. Biodiversity sampling is labor intensive, and a substantial fraction of a biota is often represented by species of very low abundance, which typically remain undetected by biodiversity surveys. Statistical methods are widely used to estimate the asymptotic number of species present, including species not yet detected. Additional sampling is required to detect and identify these species, but richness estimators do not indicate how much sampling effort (additional individuals or samples) would be necessary to reach the asymptote of the species accumulation curve. Here we develop the first statistically rigorous nonparametric method for estimating the minimum number of additional individuals, samples, or sampling area required to detect any arbitrary proportion (including 100%) of the estimated asymptotic species richness. The method uses the Chao1 and Chao2 nonparametric estimators of asymptotic richness, which are based on the frequencies of rare species in the original sampling data. To evaluate the performance of the proposed method, we randomly subsampled individuals or quadrats from two large biodiversity inventories (light trap captures of Lepidoptera in Great Britain and censuses of woody plants on Barro Colorado Island [BCI], Panama). The simulation results suggest that the method performs well but is slightly conservative for small sample sizes. Analyses of the BCI results suggest that the method is robust to nonindependence arising from small-scale spatial aggregation of species occurrences. When the method was applied to seven published biodiversity data sets, the additional sampling effort necessary to capture all the estimated species ranged from 1.05 to 10.67 times the original sample (median ' 2.23). Substantially less effort is needed to detect 90% of the species (0.33-1.10 times the original effort; median ' 0.80). An Excel spreadsheet tool is provided for calculating necessary sampling effort for either abundance data or replicated incidence data.
INTRODUCTION
Estimating species richness, a central activity in studies of biodiversity (Magurran 2004) , presents a statistical challenge because it is rarely possible to collect enough individuals or samples to discover all the species that are present (Gotelli and Colwell 2001) . Nevertheless, asymptotic species richness can be estimated statistically from a single random sample of individuals (abundance data) or from a collection of random samples in which only species occurrences are recorded (incidence data). Three methods for estimating species richness are (1) fitting a statistical distribution to rank abundance data, (2) extrapolating a species accumulation curve to its asymptote, and (3) estimating the asymptotic number of species with nonparametric estimators (Longino et al. 2002) .
For individual-based (abundance) data, the area under a fitted, lognormal abundance distribution has been used to estimate the total number of species, including undetected rare species that are hidden by a ''veil line'' of incomplete sampling (Preston 1962) . Other species abundance models such as the log-series, geometric, negative binomial, Zipf-Mandelbrot, and the broken-stick (Magurran 2004) can also be fit to abundance data to estimate asymptotic species richness. Curve-fitting methods, which can be applied to both abundance data and incidence data, extrapolate a fitted function such as the Michaelis-Menten equation or a mixture model out to the asymptote of the speciesaccumulation graph (Sobero´n and Llorente 1993, Colwell et al. 2004) . A variety of nonparametric estimators can also be used to estimate total species number from either abundance or incidence data (Chao 2005) . Nonparametric estimators, which are based on frequency counts, use information on the number of rare or infrequent species in the collection to estimate the number of undetected species. All of these methods generate estimates of asymptotic species richness, and many also generate variances and confidence intervals about the estimates. Connolly et al. (2005) provided a formula for estimating how much sampling is required to unveil the parametric lognormal abundance distribution. However, no models to date have included a nonparametric estimate of the sampling effort (number of individuals or samples) that would be necessary to reach the asymptote of a species accumulation curve by actually detecting all species present. Because biodiversity sampling is labor intensive Colwell 1997, Lawton et al. 1998) , such an estimate of sampling effort is of great interest for effective planning of biotic inventories.
In this paper, we derive estimators for the sampling effort required to reach the asymptotic richness estimated by Chao1 and Chao2, two widely used nonparametric estimators of species richness for abundance and incidence data, respectively. The relatively simple solutions are based on a derivation by the founder of modern computer science, Alan Turing, who used it in cryptographic analyses during World War II. We provide an Excel spreadsheet macro for performing the calculations, and we present estimates of complete sampling effort for several published biodiversity surveys. Simulation results based on data sets from two large biodiversity inventories demonstrate the robustness of the proposed method to departures from some of the sampling assumptions.
SAMPLE SIZES FOR ASYMPTOTIC ESTIMATORS

Abundance data
Assume that there are S species in a target biological community or assemblage. A random sample of n individuals is selected (with replacement) from the community. A lower bound of species richness is obtained as
where S obs is the number of species observed, and f r is the count (frequency) of species that are observed exactly r times in the sample (Chao 1989) . Thus, f 1 is the number of ''singletons,'' or species represented by exactly one individual in the sample; f 2 is the number of ''doubletons,'' or species represented by exactly two individuals in the sample; and f 0 is the unknown number of species that are present in the community but not detected by the sample and therefore each have zero individuals in the sample. Because the sample size n is often large, we can ignore the term (1 À 1/n) in Eq. 1 and obtain the following Chao1 estimator (S est ) for species richness if f 2 . 0:
In this equation,f 0 ¼ f 2 1 /(2f 2 ) is an estimator for the number of species present but undetected in the sample. The Chao1 estimator represents a universal lower bound in the sense that it is valid under all types of species abundance distribution. Thus, all estimated sampling effort derived in this paper represents minimum effort. If f 2 ¼ 0, the Chao1 estimator is replaced by
Even before we derive a formal result, Eq. 2 already provides a heuristic ''stopping rule'' for biodiversity sampling: Sampling will be complete when every species is represented by at least two individuals (no singletons), so thatf 0 ¼ 0 and S est ¼ S obs . No additional sampling effort is needed once this condition is satisfied, as there are no additional undetected species. Becausef 0 ¼ f 2 1 / (2f 2 ) may not be an integer, the conditionf 0 ¼ 0 in data analysis is modified tof 0 , 0.5. That is, when there are fewer than 0.5 species remaining undetected, the sampling is deemed complete and no additional effort is needed. Whenf 0 ! 0.5, the problem is to estimate the additional number of individuals needed to observe the remaining, undetected species. Applying the above stopping rule for completeness, sampling should continue until singletons vanish. As we will see, this may require a very large additional sample size, because by the time the total sampling effort is extensive enough to reveal two individuals of each species found only once in the original sample, single individuals of additional species will have inevitably surfaced. For hyperdiverse communities with a large proportion of very rare species, the challenge of estimating richness from sample data is daunting (Mao and Colwell 2005) .
According to Good (1953 Good ( , 2000 , Alan Turing studied aspects of this problem in the context of deciphering encoded messages intercepted from the German military during World War II. Assume that an original sample of size n is available. Turing (and others) proved that, for the next individual sampled, the probability of encountering each of the f r species in frequency class r, r ¼ 0, 1, . . . is approximately
As a special case, the probability of encountering each of the undetected species (r ¼ 0) is thus f 1 /(nf 0 ). Because there are f 0 species in the frequency class r ¼ 0, the probability q 0 that the next individual sampled represents a previously undetected species can be estimated by Good (1953 Good ( , 2000 interpreted Eq. 3 in the following way: the relative abundance (or discovery probability) of any species in the frequency class r is approximately (r þ 1)f rþ1 /(nf r ). A remarkable implication for r ¼ 0 is that the relative abundance for each undetected species is roughly f 1 /(nf 0 ), and the total relative abundances of the undetected species can thus be accurately estimated by q 0 ¼ f 1 /n. The usual maximum likelihood estimate (MLE) for the relative abundance of any undetected species is 0, but this estimate is obviously not reasonable when sampling is incomplete. Eq. 4 is a special case of the nonparametric empirical Bayes method, in which the estimator is ''updated'' by information contained in the sample (the proportion of singletons), but the functional form of the prior distribution is not assumed (Good 2000) .
For our purposes, the information in the original sample will be used to predict the minimum number m of additional observations (individuals) needed to achieve the following version of the stopping rule: There are no singletons in the enlarged sample of size n þ m. Equivalently, the expected number of singletons in the enlarged sample of size n þ m is less than 0.5 (because the theoretical expected value may not be an integer).
Note that the singletons in the enlarged sample of size n þ m include two groups of species: (1) any species represented by only a singleton in the original sample for which no additional individuals are detected by the enlarged sample, and (2) any species not detected in the original sample for which exactly one individual is observed in the additional sampling. Let p i be the relative abundance (or discovery probability) of the ith species in the community and X i be the number of individuals of the ith species observed in the original sample. Then the expected number of species in the first group is
where I(Á) is an indicator function that equals 1 when true and 0 otherwise, meaning in this case that only singletons (X i ¼ 1) in the original sample contribute to the sum. The term (1 À p i ) m denotes the probability that the ith species is not observed in any of the m additional observations. Similarly, the expected number of species in the second group is
where the term mp i (1 À p i ) mÀ1 denotes the probability that the ith species is observed only once in the m additional observations. In this case, only undetected species (X i ¼ 0) in the original sample contribute to the sum. Based on the information in the original sample data, the expected number of singletons in the enlarged sample with size n þ m is
Applying Turing's formula to the first sum in Eq. 7 and using Eq. 3 with r ¼ 1, we have that the relative abundance p i for a singleton (i.e., X i ¼ 1) is approximately equal to 2f 2 /(nf 1 ). Thus, a first-order approximation for the number of singletons represented by first sum in Eq. 7 can be found by substituting p i in this sum by 2f 2 /(nf 1 ), noting that there are f 1 of them:
Similarly, for the second sum in Eq. 7, the relative abundance for an undetected species is approximately f 1 /(nf 0 ), using Eq. 3 with r ¼ 0. Thus the second sum in Eq. 7 can be approximated by
Note that f 0 appears in Eq. 9, indicating we have to provide an estimate for the number of undetected species. From Eq. 2, we substitutef 0 ¼ f 2 1 /(2f 2 ) into Eq. 9 as an estimate of the number of undetected species and obtain
Combining Eq. 8 and Eq. 9a, the approximate number of singletons in the enlarged sample with size n þ m is (letting x ¼ m/n, the ratio between the additional and original sample sizes)
, which is less than 0.5 if and only if
is an exponentially increasing function of x (see the figure in the Excel spreadsheet calculator in the Appendix). To estimate m, if we first find the solution x* for the equation
, then the minimum required additional number of individuals is m ¼ nx*. A bootstrap percentile method (Efron and Tibshirani 1993:170) described in the Supplement can be used to construct a lower confidence limit. In many cases, the sampling effort required to reach the asymptote may be prohibitively large (as we later show for empirical data sets). However, a large fraction of the S est may be reached with considerably less sampling. If g is the fraction of S est that is desired (0 , g , 1), then the objective is to find the additional sample size m g such that the number of species reaches the target value gS est , i.e., the number of previously undetected species discovered in the additional sample is gS est À S obs . In order to make the requirement sensible, the target number must be greater than the observed number in the current sample, so we must require that g . S obs /S est . We can apply Eq. 10 in Shen et al. (2003) to predict that the number of previously undetected species in the additional sample of size m g approximately equalsf
From Eq. 11, the additional number of individuals needed to detect a fraction g of S est is obtained from the following equation:
This gives the following solution:
Incidence data
In most biodiversity studies, individual organisms are not sampled randomly and independently, as required by our sampling model and by most statistical models for biodiversity estimation. Instead, multiple individuals are collected or censused in traps, baits, quadrats, plots, or timed surveys. It is these sampling units, and not the individual organisms, that are actually sampled randomly and independently. For very abundant organisms (such as microbes), or taxa with clonal growth forms (such as many plants and invertebrates), it may not even be possible to count individuals within each sampling unit, and only their presence or incidence can be recorded. However, estimation is still possible for a set of replicated samples in which the incidence of each species is recorded in the sample.
When applied to incidence data based on t replicated samples, let Q 1 and Q 2 represent the number of species that occur in exactly one sample (''uniques'') or in exactly two samples (''duplicates''), respectively (Colwell and Coddington 1994) . For replicated incidence data, the estimator of species richness, known as Chao2, incorporates a correction for small sample size
Parallel arguments and results allow estimation of m (for incidence data, m is the number of samples needed to achieve S est ¼ S obs , and m g is the number of samples needed to achieve gS est ). (Details of the derivation are provided in the Supplement.) For replicated incidence data, the probability q 0 that the next incidence (the next species collected, regardless of its abundance) represents a previously undetected species is q 0 ¼ Q 1 /T, where T ¼ P t i¼1 iQ i denotes the total number of incidences in t samples. Thus, q 0 also represents the proportion of previously undetected species in an additional sample. The additional number of samples needed to reach the asymptotic Chao2 estimate is equal to m ¼ tx*, where x* is the solution of the following equation:
To reach a fraction g of S est for sample-based data, the required number of additional samples is
EMPIRICAL EXAMPLES Table 1 illustrates the calculation of m and m g (g ¼ 0.95 and 0.90) for four examples from the literature for abundance-based data. Table 2 shows three examples of incidence-based data. The estimates for m (for g ¼ 1.00) vary considerably, ranging from 1.05 times more data than the original sample (tropical rain forest tree seedlings, Butler and Chazdon 1998) to 10.67 times (forest Lepidoptera; Fisher et al. 1943) . Substantially less effort is needed to detect 95% or 90% of the species. The probability that the next individual discovered represents a previously undetected species (for abundance data) or that the next sample includes a previously undetected species (for replicated incidence data) varies accordingly from 0.0004 to 0.0556, although these values are a nonlinear function of sampling effort.
Although these examples include both abundancebased and incidence-based data, in reality all of the data sets in Tables 1 and 2 represent some form of samplebased collection, because individual organisms are not randomly sampled. For example, the Fisher et al. (1943) light trap data consist of pooled records of light traps taken over four years, and the Dahlberg and Odum (1970) fish data represent multiple trawls, pooled within a season and across habitats. Both of these data sets contain a large number of singletons, and it is possible that some of this rarity reflects the pooling of heterogeneous samples (Longino et al. 2002) . The Cunningham et al. (2002) data are also pooled pitfall collections, although these were taken within a single habitat type. The robustness of our method to the dependence of sampled individuals will be shown in Simulation analyses.
Similarly, two of the incidence data sets (Maudsley et al. 2002 , Ellison et al. 2007 ) are themselves pooled collections of pitfall traps, litter samples, and other methods that were used within a single plot, which is considered the sampling unit for these analyses. Each sample in the seedbank data of Butler and Chazdon (1998) , in contrast, represented a single soil sample.
When incidence-based methods are used with sample plots of fixed area, we can estimate the total area that would be needed to collect all of the species. Ellison et al. (2007) used a variety of standardized sampling methods (hand collecting, litter samples, pitfall traps, and baits) to sample ant occurrences in 18 75 3 75-m plots of red oak forest in Blackrock, New York, USA. Combining all sampling methods, 33 species were collected. At the plot level, the data set contains eight uniques (species with one occurrence) and five duplicates (species with two occurrences). The estimated total number of species is 39, which would require an additional 62 randomly selected plots to achieve (Table 2 ). Because the area of each plot is 5625 m 2 , we estimate a total of (18 þ 62) 3 5625 ¼ 393 750 m 2 ¼ 39.4 ha as a minimum area that would be needed to detect all of the ant species present. In contrast, the total area of comparable habitat in the Blackrock reserve is 1092 ha (B. Schuster, personal communication), so the necessary sampling represents ;3.6% of the total habitat area.
SIMULATION ANALYSES
We conducted a simulation experiment to examine the performance of the proposed methods. We treated the data from each of several large biodiversity surveys/censuses as the true community, generated subsamples from it, and then used our method to estimate how much sampling would be needed to reach a fraction (including 100%) of the estimated asymptote. Here we report only three representative cases because the findings were consistent with those from other data sets. For abundance data, we analyzed Lepidoptera records at light traps in Britain (Fisher et al. 1943 ; the first example in Table 1 ). This data set included 15 609 individuals representing 240 species. For incidence data, we analyzed two quadrat sizes (50 3 50 m and 25 3 25 m) from the 50-ha Barro Colorado Island (BCI), Panama, 1985 tree census . This data set included 238 018 individual trees and shrubs (!1 cm in diameter at breast height) representing 299 species. Because the spatial location of each stem in the BCI census was recorded, we could test the robustness of our method to spatial aggregation of individuals within and among species, which is known to be present in these data.
For each data set, we considered a range of 14 subsample sizes. We generated 1000 random subsamples for each fixed subsample size. Note here that some subsample sizes were allowed to exceed the total number of individuals in the inventory or census because our sampling was conducted with replacement. For each subsampling level in each data set, we first calculated S est , the estimated asymptotic richness, using Chao1 (for abundance data) or Chao2 (for incidence data), and then computed the required additional sample size to reach Notes: Each row represents a different data set from the literature. Abbreviations are: n, number of individuals collected; S obs , observed species richness; S est , estimated asymptotic species richness, based on the Chao1 estimator; f 1 , the number of species represented by exactly one individual (''singletons''); f 2 , the number of species represented by exactly two individuals (''doubletons''); q 0 , the probability that the next individual sampled represents a previously undetected species, estimated as f 1 /n; g, target fraction of S est that is to be reached. The entries in each ''g'' column represent the number of additional individuals needed to reach 100% (g ¼ 1), 95% (g ¼ 0.95), and 90% (g ¼ 0.90), respectively, of S est .
For this case, g must be greater than 0.971 because of the restriction gS est . S obs . iQ i ¼ total number of incidences; S obs , observed species richness; S est , estimated asymptotic species richness, based on the Chao2 estimator; Q 1 , the number of species represented by exactly one sample (''uniques''); Q 2 , the number of species represented by exactly two samples (''duplicates''); q 0 , the probability that the next observed sample contains a species new to the survey (i.e., the proportion of species in the next sample that are new to the survey), estimated as Q 1 /T; g, target fraction of S est that is to be reached. The entries in each ''g'' column represent the number of additional samples needed to reach 100% (g ¼ 1), 95% (g ¼ 0.95), and 90% (g ¼ 0.90), respectively, of S est .
For this case, g must be greater than 0.930 because of the restriction gS est . S obs . à For this case, g must be greater than 0.938 because of the restriction gS est . S obs .
100% (g ¼ 1) and 95% (g ¼ 0.95) of S est . Table 3 shows the average results (over 1000 subsample runs) for abundance data (Fisher's Lepidoptera data set) for g ¼ 1 and g ¼ 0.95. Table 4 shows the results for incidence data, based on the BCI tree data set, for g ¼ 1 and g ¼ 0.95, for 50 3 50 m quadrats. In Table 5 , we compare analyses based on both abundance data and the corresponding incidence data for the BCI tree data set (for g ¼ 1), for 25 3 25 m quadrats, in order to investigate the sensitivity of our method to spatial aggregation of individuals.
Ideally, we would compare the estimated additional sample size (as calculated from our equations) with the simulated sample size (which is obtained by continuing our simulated process until we reach the target). However, in some data sets, the estimate S est may exceed the observed number of species in the full data set, so that the simulated size is not attainable (because we can never reach a species richness higher than the full observed species richness in the inventory or in the census). Therefore, we used an alternative metric: the achieved number of species (or equivalently, the Notes: Each row represents the average of 1000 simulation runs. Abbreviations are: n, size of the random subsample; S obs , average number of species in the subsample; target S est , average estimated number of species present in the assemblage, based on the subsample; g, target fraction of S est that is to be reached; estimated m, average estimated additional number of individuals needed to be sampled to reach the target S est ; estimated m g , average estimated additional number of individuals needed to be sampled to reach the target gS est (calculated from Eq. 12); achieved S est , the average number of species obtained when additional sampling effort is simulated; achieved g, achieved S est /target S est .
In this case the average gS est , S obs , so no simulation was performed for this subsample size. Notes: Each row represents the average of 1000 simulation runs. Abbreviations are: t, number of quadrats randomly selected; S obs , average number of species in the subsample; target S est , average estimated number of species present in the assemblage, based on the subsample; g, target fraction of S est that is to be reached; estimated m, average estimated additional number of quadrats needed to be sampled to reach the target S est ; estimated m g , average estimated additional number of quadrats (Eq. 15) needed to be sampled to reach the target gS est ; achieved S est , the average number of species obtained when additional sampling effort is simulated; achieved g ¼ achieved S est /target S est .
In this case the average gS est , S obs , so no simulation was performed for this subsample size.
achieved g) when the estimated additional sampling has been carried out in the simulation. Thus, if the estimator is performing well, for any fixed value of g (including g ¼ 1), we should find the achieved species richness is very close to our target gS est with an observed value of g very close to the anticipated g value. We found that, as subsample size is increased and more information is collected, the estimated asymptotic target gS est (including g ¼ 1) increases accordingly (Tables 3, 4 , and 5). Thus, the estimated additional sampling effort needed to reach the target gS est initially increases with subsample size. This result reflects a general property of species accumulation curves: They typically have initially steep slopes because common species are quickly sampled, but their slopes decrease at large sample sizes because much greater effort is needed to sample the remaining rare species (Gotelli and Colwell 2001) . For the target of complete sampling (g ¼ 1), up to a critical point, as S est is approaching the true species richness, the estimated effort starts to decline and eventually falls to 0. In all of our analyses, these critical points correspond to very large subsample sizes, implying that the search for rarest species requires substantial effort. However, if the target is set to be 95% of S est (g ¼ 0.95), then the additional effort needed is much less than the level required for complete sampling.
When subsample sizes are relatively small, our estimates are conservative in the sense that the required additional sampling effort is slightly overestimated, up to a maximum of 20%, as shown for the smallest samples in Tables 3, 4 , and 5. When sample size is increased, based on the achieved values of g in these tables, our method is generally satisfactory because most values of g are close to their nominal levels, especially for the case of g ¼ 0.95. Our method performed similarly well for both abundance (Table 3 ) and incidence data (Table 4 , and the left half of Table 5 ).
For the BCI forest census, in which there is spatial aggregation in the occurrence of some tree species (Table  4 and the left half of Table 5 ), our method was quite robust to spatial aggregation if the data were analyzed as incidences in quadrats.
Does our method work for nonrandom sampling? To answer this question, we randomly drew quadrats from the BCI data and then counted all individuals within the selected quadrats. Because individual species occurrences are to some extent aggregated within a quadrat, the sampled individuals are not statistically independent and may not satisfy the assumption of random sampling. Notes: Each row represents the average of 1000 simulation runs. In the data, t quadrats were randomly selected from the whole area. Records in the selected quadrats were treated and analyzed either as replicated incidence data (left half of the table) or as the underlying abundance data (right half of the table). Terms are as defined in Tables 3 and 4. FIG. 1. Average of the observed, target, and achieved number of species as a function of the number of 25 3 25 m quadrats subsampled from the 50-ha Barro Colorado Island (BCI), Panama, incidence data . ''Observed'' is the mean observed species richness; ''Target'' is the mean estimated species richness for a given number of quadrats; and ''Achieved'' is the mean richness obtained when the prescribed additional sampling effort is simulated. See Table 5 for details.
However, the achieved g values performed adequately and differ little from those based on incidence sampling ( Figs. 1 and 2 ).
DISCUSSION
Biodiversity sampling is an important, but laborintensive activity, and the sampling effort may have to be increased several-fold in order to detect all of the rare species in the tail of the rank abundance distribution, as we have shown in the simulation study. The methods presented here can provide guidance regarding how much additional sampling would be minimally required to detect all of the species (or a specified target proportion) present in an area.
We applied our method to two ecological sampling protocols: (1) Individuals are sampled independently from the study community and abundance data are recorded (abundance data); and (2) the community is sampled multiple times and incidences are recorded within each sample (replicated incidence data). For the first protocol, our method has some degree of robustness to the spatial aggregation of individuals (Table 5 for BCI data). For the second protocol, our method performed well with quadrat sampling (Tables  4 and 5) .
Of course, spatial aggregation affects all species diversity estimators and statistical inferences about biodiversity patterns. In theory, if the functional form of the aggregation were known (e.g., negative binomial), our method could be modified to take this into account (e.g., Kobayashi 1982 , 1983 , Smith et al. 1985 , but in practice the functional form cannot be reasonably inferred. When strong aggregation is present, we suggest that investigators should not sample individuals, but instead should sample quadrats or other sampling units, so that aggregation is no longer present at the larger spatial scale. Then our methods for replicated incidence data can be applied (Table 4 and the left half of Table 5 ). Chazdon et al. (1998) showed a similar advantage of incidence sampling for richness estimation when aggregation is present.
If the goal is to detect all estimated species, it is inevitable that the estimated effort required will often be prohibitively large (the case of g ¼ 1 in all tables). We suggest using a slightly smaller fraction (g ¼ 0.95) for more realistic sampling objectives. An alternative method is to establish a low target for q 0 in Eq. 4, the probability of finding a new additional species, and use this as a guide for additional sampling. This alternative criterion is based on a statistical optimal stopping rule and has some good statistical properties (Rasmussen and Starr 1979) .
A limitation of this study is that our method assumes sampling with replacement, because the asymptotic species richness estimators (Chao1 and Chao 2), as well as Turing's frequency formulas were all derived from such sampling schemes. However, for most quadrat sampling in plant and animal surveys, quadrats/plots/ transects/traps are selected without replacement. We are currently investigating modifications to our method for sampling without replacement.
