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Résumé
Dans les moteurs Diesel à injection directe, la qualité de la combustion dépend fortement de la pulvérisa-
tion du carburant dans la chambre de combustion. Cette pulvérisation est due à l’aérodynamique dans la
chambre, mais elle est également influencée par les caractéristiques de l’écoulement du carburant à la sortie
de l’injecteur. Comme les phénomènes en jeu sont excessivement rapides (de l’ordre de la micro-seconde)
et qu’ils interviennent dans les géométries très petites (de l’ordre du micro-mètre), les études expérimen-
tales sont difficiles à réaliser. On se propose donc de développer un code de simulation qui a deux buts :
accéder à une meilleure compréhension de l’écoulement dans l’injecteur (pour optimiser les géométries de
l’injecteur), et prédire les conditions de sortie de l’écoulement pour fournir des conditions aux limites aux
codes de simulation de combustion dans la chambre.
Nous commençons par décrire les phénomènes intervenant dans l’injecteur et la façon dont ils influencent
l’atomisation dans la chambre. Nous faisons ensuite une revue des modèles permettant de simuler les écou-
lements diphasiques, en montrant les domaines de validité de chacun d’eux. Nous expliquons le modèle
que nous avons choisi basé sur l’hypothèse d’un écoulement homogène à l’échelle de la maille, et son im-
plémentation dans KIVA-MB. Une attention particulière est portée sur les conditions aux limites en sortie
de l’injecteur, pour lesquelles nous utilisons des conditions non réflectives. Des résultats de simulation sont
décrits et validés pour un injecteur mono-trou et un injecteur multi-trous, montrant les possibilités du code
à accéder à une meilleure compréhension de la topologie de l’écoulement dans l’injecteur au cours d’une
injection complète.
Mots-clefs
Moteur Diesel, Injecteur, Modélisation diphasique, Cavitation, KIVA, Conditions aux limites non réflectives
Abstract
Combustion quality in Direct Injection Diesel engine depends strongly on the jet atomization in the com-
bustion chamber. Atomization is due to aerodynamical interaction, but it is also influenced by the liquid
flow characteristics at the injector exit. As the phenomena are extremely rapid and they take place in very
small geometries, experimental investigations are pretty hard to manage. Consequently, our purpose is to
develop a simulation code which has two goals : a better comprehension of the flow in the injector in order
to optimize the injector geometry, and the prediction of the flow characteristics at the injector exit, in order
to provide boundary conditions to combustion simulation codes.
At first, we describe phenomena occuring in the injector and their influence on atomization. Their we make
a revue of the two-phase models, defining their validity domains. We present the model that we use, based
on a homogeneous flow assumption in each mesh cell, and its implementation in KIVA-MB. We show that a
particular attention has been focused on exit boundary conditions : we used non-reflective conditions. Simu-
lations results are then described and validated for a one-hole injector and a multi-hole injector, showing the
code possibilities to get a better understanding of the liquid flow in an injector during the whole injection.
Keywords
Diesel Engine, Injector, two phase flow modelling, Cavitation, KIVA, Non-reflective boundary conditions
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Introduction générale
LES contraintes actuelles, tant écologiques qu’économiques, forcent les constructeurs automobiles à ré-duire la consommation et la pollution des moteurs Diesel. Le système d’injection est un des paramètres
les plus importants dans le fonctionnement de ces moteurs. Il est d’ailleurs souvent appelé “le cœur du mo-
teur” [23] : il contrôle l’apport de carburant en fonction des besoins du moteur, et assure une haute pression
d’injection requise pour l’atomisation dans la chambre de combustion. Il contribue ainsi à la distribution de
carburant qui détermine les caractéristiques de la combustion. De cette façon, ce système a un impact direct
sur la consommation, les émissions et le bruit des moteurs en général.
Dernièrement les technologies utilisées dans les systèmes d’injection ont évolué, principalement dans
le domaine des véhicules particuliers, des utilitaires légers et du sport. En effet, les contraintes de hautes
performances, de faibles consommation et émissions, de bas bruit, et de coût font de l’optimisation des
systèmes d’injection un sujet de recherche particulièrement d’actualité.
Dans les véhicules légers, les moteurs à injection indirecte sont remplacés par les moteurs à injection
directe (utilisés depuis un certain temps dans les camions, les bateaux ou pour l’industrie). Dans un moteur
à injection indirecte, l’énergie utilisée pour effectuer le mélange air-carburant provient du mouvement de
l’air dans la préchambre ou “chambre à swirl” (voir figure 1). La combustion intervient dans la préchambre,
puis se développe dans la chambre de combustion. Dans le cas d’un moteur à injection directe, le carburant
est injecté directement dans la chambre, et l’énergie utilisée pour mélanger le combustible avec l’air vient
de la quantité de mouvement du jet liquide délivrée par l’injecteur. Dans ce cas, la pression dans l’injecteur
doit donc être bien supérieure à celle d’une injection indirecte.
FIG. 1: À gauche : principe de l’injection indirecte en Diesel. À droite : principe de
l’injection directe.
Ce sont les nouveaux systèmes d’injection (type common-rail, voir figure 2) qui assurent une pres-
sion d’injection suffisante (jusqu’à 1600 bar actuellement). Le contrôle électronique de l’injection permet
l’optimisation des paramètres d’injection en fonction des données extractibles du véhicule lors de son uti-
lisation : la commande fournie par l’utilisateur (via la pédale d’accélération), les conditions de température
et de pression, le régime, la transmission, la suralimentation, les conditions à l’échappement (dans le cas de
la régénération de filtre à particules par exemple).
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FIG. 2: Système d’injection common-rail [23].
Parmi les configurations de systèmes d’injection, on retiendra le système de rampe commune (common-
rail), qui consiste à mettre en parallèle les différents injecteurs sur une rampe d’alimentation en gasoil. La
pression dans cette rampe est maintenue à une valeur élevée grâce à une pompe haute pression, et le dia-
mètre des orifices de sortie des injecteurs a été diminué jusqu’à atteindre des valeurs de l’ordre de 100µm.
La pression d’injection (donc la quantité de mouvement fournie au liquide en sortie de l’injecteur) est élevée
quel que soit le régime moteur, ce qui permet un mélange optimisé dans la chambre de combustion.
Cette augmentation de la pression d’injection et la diminution des diamètres des injecteurs provoquent
une augmentation de la vitesse au sein des orifices d’injection. De la même façon, la physique propre de
l’écoulement liquide en sortie d’injecteur (dans la chambre de combustion) est modifiée, ce qui affecte la
combustion : l’atomisation du spray, c’est à dire la transformation de l’écoulement liquide “ continu” (nous
verrons plus tard que cette notion est discutable) dans l’orifice de l’injecteur en un brouillard de gouttelettes
dans la chambre de combustion, est dépendante des conditions de l’écoulement à la sortie de l’injecteur.
Depuis longtemps, les expériences ont montré que l’écoulement dans l’orifice d’injection a une grande in-
fl uence sur le comportement du liquide à la sortie de celui-ci [14].
De ce fait, les modélisateurs de la combustion en conditions moteur ont besoin de connaître exactement
comment le jet liquide sort de l’injecteur pour simuler de façon physique son atomisation et accéder à
une bonne taille de gouttes de liquide dans la chambre, paramètre important de la combustion. Le but de
ce travail est donc double : créer un outil de diagnostic de l’écoulement dans l’injecteur (en fonction de
la géométrie et des conditions d’injection), et un outil prédictif des conditions aux limites en sortie de
l’injecteur pour améliorer les calculs dans la chambre de combustion.
Organisation du travail
Ce mémoire est constitué de sept chapitres. En premier lieu, nous expliquons ce qui se passe dans un
injecteur Diesel haute pression, en mettant principalement l’accent sur la cavitation qui infl uence le com-
portement du spray dans la chambre de combustion.
Nous verrons ensuite dans le deuxième chapitre de quelle façon l’écoulement dans l’injecteur infl uence
l’atomisation : nous mettrons en valeur les facteurs les plus importants en gardant à l’esprit que les conclu-
sions de ce chapitre conditionneront le choix du modèle numérique. Une partie de ce chapitre est également
consacrée à l’étude des modèles d’atomisation actuels.
Le troisième chapitre est une revue bibliographique qui nous renseigne sur les méthodologies de simu-
lation des écoulements cavitants. Nous essayerons de dresser une liste la plus exhaustive possible, afin de
justifier le choix de la méthode que nous aurons décidé d’utiliser. Cette méthode est décrite en détails dans
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le quatrième chapitre. Les bases de notre modèle y sont expliquées ainsi que ses avantages et ses limites de
validité.
Le code de simulation numérique CavIF (que nous avons développé dans le cadre de la thèse) est décrit
dans le cinquième chapitre où sont expliqués la discrétisation en temps et espace, les conditions aux limites,
le mouvement de maillage.
La présentation des résultats débute au sixième chapitre qui a pour thème la validation du code. Des
résultats de calculs sur des configurations pour lesquelles les solutions sont bien connues analytiquement
sont montrés et comparés avec leurs solutions analytiques.
Le septième chapitre englobe les résultats obtenus pour une injection dans un injecteur monotrou, puis
une comparaison qualitative avec des résultats expérimentaux d’une configuration étudiée par Soteriou et
al. [123]. Nous montrerons ensuite les résultats numériques d’une injection pilote dans un injecteur multi-
trous.
Enfin nous conclurons ce mémoire et augurerons sur les suites à envisager à ce travail.
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Chapitre 1
Que se passe-t’il dans un injecteur
Diesel haute pression ?
1.1 Principe de fonctionnement d’un circuit d’injection
haute pression
1.1.1 Rôle des hautes pressions d’injection
ASSURER un dosage précis de la quantité de carburant à injecter, ainsi qu’une préparation du mé-lange adaptés au régime de fonctionnement du moteur, c’est le rôle du circuit d’injection dans
un moteur Diesel. En effet, la régulation de la charge et du régime d’un moteur Diesel est effectuée grâce
au débit d’injection. Afin de s’assurer d’un bon mélange dans le cylindre (c’est à dire d’améliorer l’atomi-
sation) on doit injecter le carburant le plus vite possible, donc augmenter la pression d’injection, et ce même
pour les régimes moteur les plus faibles.
Pour remplir ces conditions, les équipementiers font appel à plusieurs technologies. Nous en citerons
deux, les plus médiatiques et utilisées actuellement. La première est l’injecteur-pompe (utilisé dans les
moteurs TDI de Volkswagen). Dans ce système, la pompe haute pression est intégrée à l’injecteur pour
constituer une seule unité. Un injecteur-pompe est affecté à chaque cylindre du moteur. Il est commandé
par un poussoir ou un culbuteur à partir de l’arbre à cames du moteur. La suppression des tuyauteries haute
pression entre la pompe et l’injecteur permet d’atteindre des pressions d’injection de plus de 2000bar. Néan-
moins, la commande de l’injecteur étant mécanique et indissociable du régime moteur, il est impossible avec
ce système de mettre au point des stratégies de pré- et post-injection (par exemple pour la réduction du bruit
et le post-traitement des polluants).
La seconde solution technique est le système d’injection à accumulateur, ou système common rail
(utilisé dans les moteurs JTD d’Alfa Romeo, dCi de Renault, HDI de PSA, CDI de Mercedes). Cette tech-
nologie est basée sur la séparation de l’étage de génération de pression et de l’étage d’injection. La pression
d’injection (jusqu’à 1600bar), produite indépendamment du régime moteur et du débit d’injection, est "sto-
ckée" dans le rail. Le phasage et le débit d’injection sont fixés par un calculateur électronique et effectués par
un injecteur piloté par une électrovanne ou un actionneur piezo-électrique1. À chaque cylindre du moteur
est affecté un injecteur.
1.1.2 Le circuit common rail
Le circuit common rail peut être séparé en trois parties bien distinctes : l’étage basse pression, l’étage
haute pression et le calculateur électronique. L’étage basse pression est constitué (les numéros entre paren-
1Nous parlerons dans ce document des injecteurs de première génération, i.e. à électrovanne.
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thèses appellent la légende de la figure 1.1) :
FIG. 1.1: Étage basse pression d’un circuit common-rail Bosch.
– du réservoir carburant du véhicule (1) et son préfiltre (2) ;
– de la pompe de préalimentation (3) ;
– du filtre à carburant (4) ;
– des conduites basse pression (5).
Nous nous intéresserons plus particulièrement à l’étage haute pression, qui est composé des éléments sui-
vants (les numéros entre parenthèses appellent la légende de la figure 1.2) :
FIG. 1.2: Étage haute pression d’un circuit common-rail Bosch.
– la pompe haute pression (1) avec la vanne de désactivation d’élément (2) et le régulateur de pression
(3) ;
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– les conduites haute presssion (4) ;
– l’accumulateur de pression ou rail (5) ;
– le capteur manométrique de rail (6) ;
– le limiteur de pression (7) ;
– le limiteur de débit (8) ;
– les injecteurs (9).
La pompe haute pression a pour rôle d’assurer l’interface entre les circuits basse pression et haute
pression. Elle doit fournir de façon continue suffisamment de carburant compressé dans toutes les conditions
moteur, y compris lors d’un démarrage rapide. Elle génère en permanence la pression du gasoil dans le rail.
Le régulateur de pression permet de réguler la pression dans le rail en fonction de la charge moteur. Si
la pression est trop élevée, le régulateur s’ouvre et une partie du carburant contenu dans le rail retourne
au réservoir. En cas de pression trop faible, le régulateur se ferme et isole ainsi les circuits basse et haute
pression. L’accumulateur a pour fonction de stocker le carburant sous haute pression. Ce “ grand volume” de
stockage permet d’amortir les oscillations de pression générées par le pompage et l’injection du carburant.
La pression qui règne dans la rampe, commune à tous les cylindres, reste relativement stable, même en cas
de prélèvement de grandes quantités de carburant. La pression d’injection est donc théoriquement toujours
constante à l’ouverture de l’injecteur. Le limiteur de pression sert de soupape de surpression. Il limite la
pression dans le rail en ouvrant, en cas de surcharge, un canal de décharge. Le limiteur de débit est actif
en cas de dysfonctionnement d’un des injecteurs qui débiterait en continu. Si le débit d’un des injecteurs
dépasse la valeur maximale prédéterminée, le limiteur de débit bloque l’arrivée du carburant vers l’injecteur
défaillant.
1.1.3 L’injecteur
L’injecteur est le composant du circuit qui transforme l’énergie potentielle de pression du fl uide en
énergie cinétique dans la chambre de combustion. C’est l’élément clef du système haute pression. Il est
composé de trois groupes fonctionnels :
– l’électrovanne ;
– le système de commande hydraulique ;
– la buse d’injection.
Le pilotage de l’aiguille est assuré indirectement par un circuit hydraulique amplificateur de force. En effet,
à la différence d’un injecteur basse pression (type injecteur essence), l’électrovanne n’est pas en mesure de
générer la force nécessaire au mouvement de l’aiguille.
Le fonctionnement de l’injecteur peut être divisé en quatre étapes (le moteur et la pompe haute pression
étant en marche). La figure 1.3 permet une meilleure compréhension de la chronologie de l’injection.
L’injecteur est fermé. L’électrovanne n’est pas activée et reste fermée. Le ressort plaque la bille soli-
daire de l’induit contre la portée conique du calibrage. La haute pression régnant dans le rail s’établit donc
dans la chambre de commande (voir figures 1.3 et 1.4), et dans l’espace environnant la buse d’injection. La
force appliquée par la pression du rail sur la face supérieure de la tige, combinée avec la force exercée par
le ressort, maintient l’aiguille en position fermée.
L’injecteur s’ouvre. L’électrovanne s’ouvre rapidement sous l’effet du courant d’attraction. La force de
l’électroaimant activé surpasse celle du ressort. L’induit libère donc le passage du calibrage de sortie. Le fort
courant d’attraction diminue alors très rapidement, jusqu’à se stabiliser au niveau du courant de maintien de
l’électroaimant. Grâce à l’ouverture du calibrage de sortie, le carburant passe de la chambre de commande à
l’espace qui la surplombe (là il est utilisé comme liquide de refroidissement pour l’électrovanne). Puis, par
l’intermédiaire du canal de retour, le carburant est emmené jusqu’au réservoir. Le calibrage d’entrée em-
pêche une compensation totale du débit sortant, ainsi la pression diminue dans la chambre de commande.
La pression dans l’espace environnant la buse d’injection est donc maintenant plus importante que celle
dans la chambre de commande, provoquant la levée de l’aiguille de l’injecteur. L’injection commence. La
vitesse d’ouverture de l’aiguille est déterminée par la différence de débit entre le calibrage d’entrée et le
calibrage de sortie.
L’injecteur est complètement ouvert. La tige de contrôle atteint sa butée hydraulique et reste donc stable
sur un “ coussin” de carburant. Cet amortisseur est constitué du fl ux de carburant entre le calibrage d’entrée
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FIG. 1.3: Injecteur Bosch.
CHAPITRE 1 : QUE SE PASSE-T’IL DANS UN INJECTEUR DIESEL HAUTE
PRESSION ? 23
FIG. 1.4: Zoom sur la chambre de commande de l’injecteur.
et celui de sortie. La buse d’injection est complètement ouverte et le carburant est injecté dans la chambre
de combustion à une pression à peu près équivalente à celle du rail. La répartition des forces est identique à
celle qui est intervenue au cours de l’ouverture.
L’injecteur se ferme. L’électrovanne est désactivée. L’induit descend sous la force du ressort et la bille
obture le calibrage de sortie. La pression dans la chambre de commande (en amont du calibrage d’entrée)
remonte alors jusqu’à atteindre celle du rail. Par conséquent, la force exercée par la pression sur la face
supérieure de la tige augmente. La contribution de cette force avec celle du ressort devient supérieure à la
force exercée par la pression environnant la buse. Par conséquent, l’aiguille se ferme et obture les trous
d’injection. La vitesse de fermeture de l’aiguille est déterminée par la section du calibrage d’entrée.
1.1.4 La buse d’injection
La buse d’injection, ou nez de l’injecteur, est un élément déterminant du système afin de contrôler :
– le dosage de l’injection (durée et débit) ;
– la répartition des jets (nombre et forme des jets, mélange dans la chambre de combustion) ;
– l’étanchéité entre la chambre de combustion et l’injecteur.
Les buses sont montées sur les injecteurs (jouant alors le rôle de porte-injecteurs) et sont spécifiques au
moteur sur lequel est monté le système d’injection. Les moteurs actuels sont équipés de nez d’injecteurs
multitrous, qu’on peut distinguer en deux catégories principales : les injecteurs à trou borgne (numéros 3 et
4 de la figure 1.5) ou les injecteurs à siège perforé (numéro 5 de la figure 1.5).
Dans le cas d’une buse à trou borgne, les trous d’injection sont disposés dans un sac (appelé également
trou borgne) et sont usinés soit de façon mécanique, soit par électroérosion. L’avantage de ce système est la
tolérance relativement importante de l’usinage, mais l’existence d’un volume mort dans la buse augmente
les émissions d’hydrocarbures imbrûlés (HC). En effet, en fin d’injection, lorsque l’aiguille est fermée, un
volume de carburant reste dans le sac et est injecté de façon incontrôlée dans la chambre de combustion,
soit sous forme liquide (jet non atomisé), soit sous forme gazeuse (évaporation du carburant).
Afin d’éviter ce phénomène, les équipementiers ont cherché à minimiser le volume mort des trous
borgnes, ce qui a abouti à l’apparition des mini-sacs.
La mise au point de buses à siège perforé (ou VCO2) a permis d’écarter ce problème. Cette technologie
consiste à percer les trous d’injection dans la zone conique du corps de la buse. Ces trous sont recouverts par
l’aiguille à la fin de la fermeture. Il n’y a donc aucune liaison entre le sac et la chambre de combustion. La
quantité injectée et la durée d’injection sont ainsi contrôlées de façon beaucoup plus précise que dans le cas
d’une buse à trou borgne. Le désavantage de cette technique provient des tolérances d’usinage qui sont plus
sévères. Le perçage des trous s’effectue habituellement par électroérosion (processus d’usinage qui consiste
à enlever de la matière par l’action de l’énergie dissipée entre une électrode et la pièce métallique à usiner).
2VCO : Valve covered Orifice, littéralement “ orifices recouverts par l’aiguille” .
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FIG. 1.5: Différents types de nez d’injecteurs [23].
1.1.5 Ordres de grandeur de l’écoulement dans le nez de l’injecteur
Les ordres de grandeurs caractéristiques d’un injecteur Diesel sont présentés dans le tableau 1.1 [49]
[141]. Les grandeurs thermodynamiques sont exprimées pour des conditions standard de pression et de tem-
pérature.
Les échelles de longueur sont très petites et les vitesses sont très importantes. Le nombre de Reynolds
montre d’ailleurs que l’écoulement est turbulent (Re ∼ 15000). Par contre, le nombre de Weber relatif à
la tension de surface est important
(
We ∼ 1.5× 106
)
, ce qui montre que les forces de tension de surface
sont négligeables par rapport à la dynamique de l’écoulement. Au vu des niveaux de pression en amont et
en aval de l’orifice de l’injecteur, le fl uide est compressible dans l’orifice.
1.2 La cavitation
La cavitation est définie par Franc et al. [48] comme “la rupture du milieu continu de liquide sous l’effet
de contraintes excessives”. En pratique, l’apparition de la cavitation se caractérise par la chute de pression
en-deçà de la pression de vapeur saturante du liquide (voir figure 1.6), résultant en la formation de bulles, de
poches ou de films de vapeur. Ceux-ci sont des germes de gaz incondensables (toutes petites bulles) présents
dans le liquide. La forme de cavitation la plus étudiée est la cavitation par bulles, souvent rencontrée dans les
écoulements à grande échelle d’utilisation industrielle (sillages d’aubes, circuits hydrauliques, mais aussi
sillage de torpilles supercavitantes, etc.). L’étude de la dynamique des bulles s’appuie sur les travaux de
Rayleigh et de Plesset3 en considérant :
– que l’interface se développe sphériquement,
3Ces travaux consistent en l’analyse du mouvement de l’interface d’un germe de rayon initial Rinit
plongé dans un liquide au repos ou l’accompagnant dans son mouvement sans vitesse de glissement.
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Symbole Unité Valeur
Diamètre de la buse D0 mm 0.12 à 0.2
Longueur de la buse L0 mm 1
Masse volumique du liquide ρl k g /m3 850
Pression amont Pin j M Pa 100
Pression aval Pch M Pa 5
Vitesse de sortie du liquide Vch m/s 300-400
Durée d’injection Tin j µs 150-2000
Débit de gasoil injecté m˙in j mg /ms 10-30
Temps d’advection dans l’orifice Ta µs 2-3
Pression de vapeur saturante Ps at Pa 300
Tension de surface σ N /m 0.028
Nombre de Reynolds R e = ρVchD0
µl
- ∼ 150 0 0
Viscosité de la phase liquide µl N .s/m2 2.6 7 6 × 10−3
Nombre de Weber W e = ρlVchD0
σ
- ∼ 1.5× 10 6
TAB. 1.1: Ordres de grandeur dans les injecteurs Diesel
P
T
Ebullition
VAPEUR
Cavitation
LIQUIDE
Psat
SOLIDE
FIG. 1.6: Diagramme (P,T) d’un corps pur
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– que le liquide occupe un grand domaine au regard de celui qu’occupe la bulle et obéit à un compor-
tement newtonien,
– que le liquide est incompressible.
Cette étude conduit à l’expression de l’équation de dynamique de la bulle ou équation de Rayleigh-
Plesset :
ρ
[
R
d2R
dt2
+
3
2
(
dR
dt
)2]
+
4µ
R
dR
dt
=
(
P∞0 − Psat +
2σ
Rinit
) (
Rinit
R
)3k
− P∞ + Psat −
2σ
R
(1.1)
Cette relation doit être accompagnée des conditions initiales portant sur le rayon initial de la bulle Rinit
et de sa vitesse R˙(t = 0).
Dans l’absolu, plusieurs mécanismes peuvent créer la chute de pression qui provoque la cavitation [48].
Les survitesses locales, qui sont provoquées par la géométrie des parois dans un écoulement globalement
permanent (exemple : pales d’hélice de bateau). Le caractère fortement non permanent d’écoulements en
conduites, qui se traduit par des termes temporels de l’accélération du liquide très importants (exemple :
coups de bélier). Les rugosités de parois qui peuvent donner lieu à des sillages cavitants de petite taille.
Les mouvements vibratoires des parois qui peuvent engendrer des champs de pression alternatifs. Ces mé-
canismes ont tous le même effet : la création d’une zone de cisaillement très important. Concrètement, la
chute de pression est créée par les contraintes de cisaillement local, qui provoquent une rupture du conti-
nuum liquide par étirement.
1.3 Cavitation et écoulement dans l’injecteur Diesel
Séparer l’étude de la cavitation et l’étude de la dynamique du fl uide dans l’injecteur n’a pas de sens.
La cavitation est intimement liée à la dynamique de l’écoulement, elle est même créée par celle-ci, comme
nous l’avons dit précédemment.
Les vitesses très importantes et les recirculations (voir figure 1.7) que l’on rencontre dans les injecteurs
Diesel peuvent résulter en de fortes chutes de pression locale, jusqu’à atteindre des valeurs inférieures
à la pression de vapeur saturante du carburant. Les poches gazeuses qui se forment alors résultent de la
cavitation partielle, pour laquelle la cavité prend naissance à l’entrée vive de l’orifice et se referme sur la
paroi (voir figure 1.8), ou de la supercavitation pour laquelle la cavité se referme au sein de l’écoulement,
bien en aval de l’entrée vive (voir figure 1.9).
Frontiere de separation de couche limite
Couche limite
Zone de recirculation
FIG. 1.7: Séparation de la couche limite et zone de recirculation
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FIG. 1.8: Représentation de la cavitation partielle dans un injecteur. L’écoulement est de
gauche à droite.
FIG. 1.9: Représentation de la supercavitation dans un injecteur. L’écoulement est de
gauche à droite.
FIG. 1.10: Représentation de l’hydraulic fl ip dans un injecteur. L’écoulement est de
gauche à droite.
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L’intensité de la cavitation peut être caractérisée par le nombre de cavitation CN [112], défini comme :
CN =
Pinj − Pch
Pch − Psat
, (1.2)
alors que la dynamique de l’écoulement est caractérisée par le nombre de Reynolds (voir tableau 1.1). La
particularité de l’écoulement dans les injecteurs Diesel est un nombre de Reynolds relativement faible (en
comparaison avec le nombre de Reynolds caractérisant un écoulement d’eau liquide dans une conduite de 1
m de diamètre, et à une vitesse de 1m/s. Re = 106), mais les taux de cisaillement sont excessivement im-
portants. En effet, on passe d’une vitesse de l’ordre de quelques centaines de m/s au centre de la conduite à
des vitesses négatives proches des parois dues à la recirculation sur une distance radiale inférieure à 100µm.
1.3.1 Échelle de grandeur de la cavitation
Il est important de noter que, contrairement aux méthodes générales d’expérimentation en chimie (où
l’on mène les essais sur une maquette à petite échelle du process, pour transférer ensuite les résultats à
l’échelle réelle du prototype grâce aux lois de similitude), les premières expériences sur des injecteurs ont
été effectuées sur des maquettes à grande échelle. Walzel [136] a effectué une étude dimensionnelle sur les
grandeurs physiques à modifier lors d’essais sur des maquettes à grande échelle d’injecteurs. Mais il n’a
pas pris en compte les grandeurs caractéristiques de la cavitation. Nous allons voir en quoi ceci peut être
discutable.
Notons que la cavitation a sa propre échelle de grandeur (en temps et espace). Les essais effectués
sur des maquettes à grande échelle (facteur d’échelle souvent rencontré : ×20 à ×40) ne peuvent rendre
compte des phénomènes apparaissant en conditions réelles d’utilisation des injecteurs [6, 25], même si la
caractérisation des différences n’a pas été effectuée à ce jour. En effet, les similitudes ne concernent que les
nombres de Reynolds et de cavitation [76]. Un exemple de conditions est donné dans le tableau 1.2.
Taille réelle Maquette ×40
Pinj 1000bar 2bar
Pch 50bar 0.1bar
L0 1mm 4cm
Vinj 500m/s 21m/s
Ta 2µs 1000µs
TAB. 1.2: Comparaison entre un injecteur à taille réelle et une maquette à grande échelle,
les lois de similitude étant respectées.
Si on considère la densité de sites de nucléation du gasoil (environ 101 2 germes par m3), on constate
qu’au vu des débits d’injection et des vitesses, seuls quelques sites sont susceptibles de passer dans la buse
pendant le temps d’injection pour un injecteur taille réelle [49]. Par ailleurs, il a été montré que la plupart
des germes présents dans le liquide sous forme de microbulles disparaissent par diffusion gazeuse au bout
d’un certain temps. Il est alors nécessaire de soumettre le liquide à des déséquilibres de pression plus forts
pour entraîner la cavitation. En maquettes à grande échelle, la présence de sites de nucléation est plus im-
portante, la cavitation ne se développe donc pas de la même manière : à première vue, dans les maquettes
à grande échelle, la cavitation apparaît plutôt sous forme de brouillard de bulles [120]. De plus, les études
effectuées à grande échelle tentent de faire correspondre le nombre de Reynolds et le nombre de cavitation
avec ceux rencontrés en réalité, mais les pressions dans l’écoulement ne sont alors plus représentatives de
celles rencontrées en taille réelle [51,120] (pressions de l’ordre de quelques bar). La dynamique de la bulle
de cavitation dépendant de ce paramètre, on peut s’attendre à remarquer de grandes différences avec les
comportements apparaissant dans les injecteurs de grandeur réelle. Néanmoins, le fait de procéder à des ex-
périences sur des maquettes à grande échelle permet d’observer et comprendre des phénomènes impossibles
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à détecter dans des injecteurs réels. Ce type d’expérience est donc indiscutablement très utile qualitative-
ment.
De plus, de récents résultats expérimentaux [123] ont montré que le comportement de l’écoulement
dans un injecteur de série est qualitativement le même que celui dans une maquette à grande échelle, y
compris au niveau de la cavitation. Qu’est-ce-que cela signifie ? Cela montre que la nucléation du liquide
n’est pas dans notre configuration une condition nécessaire pour produire de la cavitation : en effet, on
peut penser que les contraintes mécaniques subies par le fl uide sont si extrêmes que les sites de gaz incon-
densables, qui sont les précurseurs de la cavitation dans des configurations-type (sillage d’aube, hydrofoil,
etc.) n’ont aucune utilité dans notre cas. La tension très importante subie par le fl uide est suffisante pour
créer la cavitation.
1.3.2 Résultats expérimentaux
Les visualisations des structures de cavitation dans les injecteurs en conditions réelles sont malaisées,
néanmoins certains résultats méritent d’être référencés. En taille réelle on aperçoit plutôt la formation de
poches de cavitation4, advectées par l’écoulement. L’apparition de ces poches est reproductible pour chaque
injecteur [25]. Par contre, dans le cas de deux injecteurs identiques au niveau de la géométrie (sac et orifice),
la cavitation n’apparaît pas au même endroit pour chacun d’entre eux [11]. Ces différences à l’apparition
de la cavitation peuvent s’expliquer par l’état de surface des injecteurs. En effet, les études qualitatives
concernant la cavitation considèrent des surfaces parfaitement polies. Il y a donc lieu de considérer la rugo-
sité de surface dans notre configuration. La moindre aspérité est susceptible d’induire des survitesses très
supérieures à celles résultant du profil de vitesse, ce qui infl ue sur le lieu d’apparition de la cavitation [85].
Voyons les résultats des expériences en taille réelle : à partir d’un seuil de CN , la cavitation appa-
raît à l’entrée de la buse d’injection. On voit la formation de poches et non pas de "brouillard de bulles"
isopression P=Psat
Pinj
Vena contracta
Pch2C1
Psat
Pch
Pression
FIG. 1.11: Apparition de la vena contracta. En haut : schéma montrant la zone de contrac-
tion. En bas : profil de pression le long de l’écoulement. L’écoulement se fait de gauche à
droite.
comme l’a proposé Soteriou [120] en 1995. Ses visualisations de 1999 [121] montrent bien la formation
d’une poche à l’entrée de la buse, en accord avec les visualisations de Genge [56]. Il y a formation d’une
"vena contracta" dans laquelle l’écoulement est accéléré (comme dans un venturi) et la pression dans la
4La cavitation à poches, au contraire de la cavitation à bulles, n’a pas besoin de germes, sinon d’un seul,
pour se produire et subsister. Une fois que la poche est formée, elle s’auto-entretient [85].
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zone de recirculation5 est inférieure ou égale à Psat (voir figure 1.11). En aval de la singularité géométrique
l’écoulement liquide se rattache et occupe la totalité de la section géométrique de la conduite. Le jet de
sortie apparaît immédiatement perturbé et l’angle de spray augmente [36] [45]. Ces perturbations semblent
être principalement dûes aux oscillations de la longueur de la poche de cavitation.
De même, les visualisations des expériences menées par le CRMT [36] montrent des structures de type
poches, haricots, de tailles caractéristiques assez importantes, et mettent en valeur les plissements qui se
forment à la surface des poches de vapeur. Ces plissements sont également visibles sur les résultats expéri-
mentaux en taille réelle de Genge [56] (voir figure 1.12).
FIG. 1.12: Visualisation de la cavitation pour Pinj = 120bar, et Pch = 40bar. L’écoule-
ment se fait de droite à gauche [56].
En augmentant encore CN, il y a allongement de la zone de contraction, jusqu’à l’orifice de sortie de
l’écoulement. C’est l’hydraulic fl ip (voir figure 1.10). La poche de vapeur recirculante demeure en contact
permanent avec la paroi de l’orifice et atteint la chambre de combustion, et dès ce moment le phénomène de
cavitation disparaît [141]. Comme la pression dans la cavité est largement inférieure à celle de la chambre
de combustion, la poche gazeuse se remplit de gaz issu de la chambre de combution, à une pression égale
à Pch. Le jet liquide sortant de l’injecteur est alors cylindrique, et de surface lisse [120]. D’après les ana-
lyses expérimentales de Chaves, l’hydraulic fl ip n’apparaît que dans les injecteurs monotrous à symétrie de
révolution parfaite [25]. Les expériences de Tamaki et al [125] tendent à prouver que l’apparition de l’hy-
draulic fl ip est inévitable, dès lors que la pression d’injection est suffisante. Néanmoins, lorsqu’ils essaient
de perturber l’écoulement en amont (à l’aide d’un filet à l’entrée de la buse), l’hydraulic fl ip n’apparaît plus.
Ce phénomène est excessivement complexe et instable, il dépend du nombre de cavitation, de la turbulence
de l’écoulement [120] et de l’état de surface de l’injecteur (difficile à caractériser dans les cas d’injecteur
réel). Les expériences menées par le CRMT [36] ont montré qu’il n’y a pas de transition entre l’allongement
progressif de la zone de cavitation en fonction du CN et l’apparition soudaine de l’hydraulic fl ip. Cet effet
indésirable n’a cependant que peu de chances d’apparaître dans le cas réel d’injection Diesel, ou alors de
5Lecoffre [85] affirme, en partant du principe qu’un décollement de couche limite laminaire ne peut se
former que dans une zone de gradient de pression positif, que la zone de pression minimale est en amont de
la poche.
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façon très brève [121].
Dans les résultats des expériences de Chaves, une mince couche de liquide est présente entre la poche
gazeuse et la paroi (voir figure 1.9). De ce fait il n’y a pas "d’accrochage" de la poche de cavitation, et la
pression dans cette poche n’est pas Pch. C’est la supercavitation. La surface du jet est alors perturbée et
l’angle de spray augmente. Ceci est certainement dû aux imperfections de l’état de surface du matériau, aux
asymétries existant dans l’injecteur et aux fl uctuations de pression en amont de l’orifice.
On remarque de très importantes instabilités au sein de l’écoulement, avec des temps caractéristiques
très courts. Chaves a remarqué de fortes oscillations de pression dans l’orifice de l’injecteur [28].
Cavitation hétérogène à l’endroit de la marche
Développement de la cavitation
Lâcher de poche
Advection de la poche par l’écoulement
FIG. 1.13: Lâcher de poches dans l’écoulement, déroulement chronologique
Les lâchers de poches (voir figure 1.13) provoquent la fl uctuation de la section de sortie effective de
l’écoulement. Ils induisent également une structure d’écoulement complexe et une augmentation de la tur-
bulence. Ces lâchers s’effectuent pour des nombres de cavitation faibles (de l’ordre de 1). Dans une confi-
guration d’injecteur Diesel (CN=15 à 20), on arrive à un état quasi-stationnaire très rapidement, représenté
dans la figure 1.9.
La diminution de section est reconnue dans la plupart des résultats expérimentaux et des analyses phé-
noménologiques [8, 49]. En effet, une certaine partie de la section de passage du fl uide est occupée par le
gaz. Arcoumanis et Gavaises [8], dans leur modèle de circuit d’injection, ont considéré cette portion de sec-
tion à partir de la perte de charge de la buse. Mais la non-stabilité de cette aire durant le temps d’injection
(voir figure 1.14) a été négligée.
De même, Favennec [46] a étudié la cavitation intervenant dans les injecteurs VCO cinq trous en écou-
lement stationnaire, pour différentes positions d’aiguille. Elle a mis en évidence le coefficient de vitesse Cq ,
rapport de la vitesse effective sur la vitesse dérivée de l’équation de Bernoulli.
Cq =
Q
n×Ageo√
2(Pi n j−Pc h )
ρl
(1.3)
Q est le débit volumique de fl uide, n le nombre de trous d’injection. Le coefficient a été étudié en fonction
de la levée de l’aiguille et du nombre de cavitation. Il a été montré que :
– sans l’aiguille, et pour toutes pressions d’injection, le coefficient d’écoulement augmente dans le
régime non cavitant, atteint un maximum à l’apparition de la cavitation, ensuite diminue lorsque la
cavitation se développe et atteint un seuil pour les nombres de cavitation élevés (Cq = 0.72) ;
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– pour les hautes levées d’aiguille (supérieures à 25µm) et pour toutes les pressions d’injection, on ob-
serve le même comportement, mais le seuil atteint pour les nombres de cavitation élevés est inférieur
(0.72 pour une levée de 300µm et 0.65 pour une levée de 25µm) ;
– pour les levées d’aiguille faibles (10µm), le coefficient d’écoulement augmente avec la pression
d’injection, à Pch constante. Néanmoins, cette augmentation semble être due à la déformation re-
lative de l’aiguille aux pressions importantes. En traçant le nombre d’écoulement en fonction du
nombre de cavitation à Pinj constante, on obtient des courbes analogues à celles tracées dans les cas
ci-dessus.
L’intérêt de cette étude est de caractériser le débit effectif de fl uide instantané durant un cycle d’injec-
tion, et de permettre ainsi la modélisation du processus d’injection, en considérant une aire effective à la
sortie de l’injecteur.
cas (b)cas (a)
FIG. 1.14: La section de passage du liquide n’est pas forcément égale à l’aire géomé-
trique. Cas (a) : la section de passage est diminuée, la vitesse augmente. Cas (b) : la
section de passage reprend sa valeur initiale, mais la vitesse diminue car est infl uencée
par l’arrivée d’une poche de cavitation en cours de collapse. Voir également la figure
2.11 pour l’impact sur le spray.
Chaves [28] a mis en évidence expérimentalement les fl uctuations de vitesse, et s’est aperçu que le
profil de vitesse subit de fortes variations, dans des échelles de temps très petites (de l’ordre de la µs). Cela
provoque de fortes turbulences au sein même de l’écoulement juste à la sortie de l’injecteur. Nous verrons
leur impact dans la section §2.2.
Arcoumanis et al. [6] ont effectué des visualisations de cavitation pour un injecteur Bosch vertical 6
trous d’échelle×20. Ils ont remarqué l’apparition d’une cavitation en “ fil” (voir figures 1.15 et 1.16), qui se
développe dans le sac de l’injecteur VCO. Celle-ci pourrait expliquer l’érosion de l’aiguille que l’on peut
observer dans les injecteurs inclinés. Un écoulement secondaire relie les différents orifices, et un tourbillon
se développe dans le volume reliant les trous. Ceci a été attribué à l’interaction entre l’écoulement princi-
pal provenant de l’amont de l’injecteur et l’écoulement secondaire, dû aux fl uctuations de débit dans les
différents trous. Cette cavitation dans le sac provoque l’advection d’un nuage de bulles dans l’orifice de
l’injecteur. La cavitation est alors purement dynamique et est fonction uniquement du nombre de Reynolds ;
c’est à dire qu’elle n’est pas fonction de la pression dans la chambre, ni de la pression d’injection, mais
seulement du champ de vitesse présent dans le sac.
La cavitation dans le sac a été également visualisée par Kim et al. [77] lors d’expériences sur des ma-
quettes d’injecteurs à échelle×10 avec de l’eau. En taille réelle, Arcoumanis et al. [5] et Walther et al. [135]
ont observé le même type de structure, montrant que ce type de phénomène peut apparaître en conditions
d’utilisation réelles.
Eifl er [45] a repéré des zones de cavitation au siège de l’aiguille, certainement dues à la faible section
de passage du fl uide, et à la vibration de l’aiguille dans ses expériences sur des injecteurs en taille réelle.
Badock a d’ailleurs entériné cette hypothèse dans ses visualisations expérimentales lors de la levée et de la
descente de l’aiguille [12] (voir figure 1.17).
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FIG. 1.15: Schéma de visualisation de la cavitation en fil dans un injecteur 6 trous, vue
du dessous. Les images sont prises à des intervalles de temps de 100µs [6].
FIG. 1.16: Visualisation de la cavitation en fil dans un injecteur transparent [53].
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FIG. 1.17: Ecoulement instationnaire dans une buse d’injecteur pour différentes pressions
dans la rampe [12].
Cette analyse qualitative montre que la cavitation peut se développer au sein du sac, permettant alors
l’advection de bulles au sein du conduit. Il est donc nécessaire, dans le cas de la modélisation, de prendre
en compte l’écoulement amont, et non pas l’écoulement dans l’orifice de sortie seulement.
1.4 Impact de l’écoulement sur la cavitation
1.4.1 Dissymétrie de l’écoulement
Dans le cas d’étude d’un injecteur type multitrou, l’écoulement n’est pas axisymétrique. La géométrie
de cet injecteur nécessite un apport tridimensionnel aux réfl exions.
Soteriou [120] a effectué des expériences avec un injecteur multi-trou taille réelle, et a remarqué de
fortes dissymétries selon les trous d’injection (voir figure 1.18). Arcoumanis [6] a également remarqué les
fortes dissymétries et écoulements secondaires dans le sac dus à la géométrie réelle des injecteurs. On peut
résumer les causes de dissymétrie des écoulements dans chaque orifice d’injection par le fait que :
– la direction de l’écoulement à l’entrée de la buse n’est pas parallèle à l’axe de symétrie ;
– des imperfections (état de surface, centrage de l’aiguille) peuvent infl uencer l’écoulement de façon
non symétrique ;
– les phénomènes de cavitation excessivement instationnaires provoquent des fl uctuations de débit
dans les différents trous d’injection et créent des écoulements secondaires au sein du sac, perturbant
l’entrée du liquide dans les orifices d’injection.
Soteriou [120] a également remarqué que l’écoulement en amont de la buse (aiguille et sac) infl uence
le comportement de la cavitation : la turbulence encourage le rattachement de la couche limite séparée qui
existe le long de la paroi de la buse. La géométrie amont a alors un important impact sur la phénoménologie
de l’écoulement en aval.
Pour tenir compte de ces facteurs, il faut effectuer les calculs tridimensionnels dans le sac et dans la
buse.
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1.4.2 Écoulement secondaire
Date et al [38] ont remarqué, dans leurs maquettes d’injecteurs d’échelle ×40, la formation d’un écou-
lement secondaire dans l’orifice d’injection (voir figure 1.19), créé par le décollement de l’écoulement à
l’entrée de l’orifice et la dépression en “ haut” du conduit. La combinaison de l’écoulement principal, qui est
décollé au début de l’orifice et de l’écoulement secondaire conforte les résultats de visualisation du spray
de Soteriou [120], montrant un spray dirigé vers “ le bas” .
Il s’avère qu’actuellement, ce sont ces écoulements secondaires qui sont les plus étudiés expérimen-
talement. Dans ses dernières publications, Soteriou [123, 124] montre dans une géométrie simplifiée d’in-
jecteur à grande échelle, la formation de tourbillons à l’entrée de la buse d’injection. Ces structures tour-
billonnantes sont créées par une plaque obturant la moitié de la section de passage du fl uide à l’entrée de
l’orifice. Les tourbillons sont advectés par l’écoulement et sont encore visibles de façon très évidente dans
le spray, assez loin de l’orifice d’injection (voir figure 1.20).
On remarque qu’au centre de ces tourbillons se forme une zone de cavitation, assez similaire à la cavi-
tation "en fil" observée par Gavaises (figure 1.15).
Ces résultats expérimentaux montrent que la structure de l’écoulement à l’intérieur même de l’orifice
a un impact très fort sur la cavitation, et que la résolution numérique de ce type de structure est obligatoire
pour obtenir des résultats proches de la réalité : ceci est d’autant plus important que la structure du spray est
également affectée par ce phénomène (nous le verrons au chapitre suivant).
FIG. 1.18: À gauche : singularités de jets issus d’un injecteur VCO taille réelle. À droite :
même type de singularités pour une maquette d’injecteur VCO à grande échelle
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Bas de l’orifice
Haut de l’orifice
FIG. 1.19: Ecoulement secondaire présent dans l’orifice, vue en coupe de l’orifice de
l’injecteur
FIG. 1.20: Visualisations de Soteriou dans un injecteur monotrou simplifié : infl uence de
l’écoulement secondaire sur la cavitation. En haut à gauche : représentation en vue de
côté de l’orifice d’injection. En haut à droite : repésentation en vue de dessus. En bas :
visualisation de la cavitation au centre de la structure tourbillonnante (vue de dessus).
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1.4.3 Limitation du débit dans l’orifice
Des résultats expérimentaux ont montré que dans le cadre de tubes venturi cavitants [106,120], l’écou-
lement est “ étouffé” au niveau de la restriction : la vitesse d’écoulement est égale à la vitesse du son dans le
fl uide. Pour expliquer ce phénomène qui peut paraître surprenant, penchons-nous sur l’étude de Nurick [97],
qui a modélisé en mono-dimensionnel l’écoulement dans un injecteur à entrée vive.
Nurick s’est basé sur le fait qu’une vena contracta se forme dans l’écoulement, due à la zone de re-
circulation (au sein de laquelle la cavitation se développe). Il néglige ensuite le transfert de masse entre la
cavité et le liquide. Il considère une ligne de courant, partant d’un point d’arrêt 1 à l’entrée de l’injecteur
(à P = Pinj), passant par un point C dans la zone de contraction (à P = Psa t ), et sortant de l’injecteur
au point 2 (à P = Pch). Voir la figure 1.11 pour une meilleure visualisation de la configuration. La section
de passage géométrique (égale à pi D20) est notée Ag eo. La section de passage du fl uide dans la zone de
contraction est notée Ac. Ces deux variables sont reliées par :
Ac = Cc ×Ag eo (1.4)
Von Mises [133] a calculé le coefficient de contraction Cc, qui dépend seulement de la géométrie. Ce
coefficient a été trouvé égal à 0.61.
A partir de ces hypothèses, Nurick a écrit la conservation de masse en considérant le liquide incom-
pressible :
m˙ = ρlAcVc (1.5)
Vc étant la vitesse au point de contraction. En écrivant la loi de Bernoulli sur la ligne de courant
{1,C,2}, on a :
Pinj = Psa t +
1
2
ρlV
2
c = Pch +
1
2
ρlV
2
2 (1.6)
En combinant les équations 1.5 et 1.6, on obtient pour le débit l’expression suivante :
m˙ = Ag eoCc
√
2ρl(Pinj − Psa t ) (1.7)
On remarque que le débit n’est fonction que de la pression amont. L’information n’a pas le temps
de “ remonter” l’écoulement, on est alors en supersonique6. Ce modèle prédit donc l’existence du passage
transsonique dans l’injecteur.
1.5 Conclusion
En résumé, si l’on veut effectuer une modélisation correcte de l’écoulement cavitant dans les injecteurs
Diesel, les phénomènes à prendre en compte sont les suivants :
– le caractère transitoire de l’écoulement ;
– les effets tridimensionnels dûs à l’assymétrie des injecteurs multi-trous et aux écoulements secon-
daires ;
– la compressibilité du liquide ;
– les imperfections concernant le nez de l’injecteur (décentrage de l’aiguille, état de surface) ;
– l’évolution des pressions aux limites (pression d’injection et pression dans la chambre) pendant la
durée d’injection.
6L’expression de Cc de Von Mises est purement géométrique, elle ne dépend pas des conditions d’écou-
lement. La pression de vapeur Psa t est indépendante vis-à-vis des conditions d’injection également. Donc
aucun paramètre de l’écoulement n’est dépendant de la pression aval.
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Chapitre 2
Phénoménologie et modélisation de
l’atomisation
2.1 Qu’est ce que l’atomisation ?
DANS un moteur Diesel à injection directe, le carburant est introduit dans la chambre de combustion parl’injecteur. Le jet liquide issu de l’orifice de l’injecteur doit ensuite être réduit en de fines gouttelettes,
qui vont s’évaporer facilement et ainsi favoriser la combustion. Transformer le jet liquide en “ spray” (nuage
de gouttelettes) c’est l’atomiser. Cette transformation s’effectue en deux étapes. Le fractionnement primaire
du jet produit des gouttes directement à partir de la colonne liquide. Le fractionnement secondaire divise ces
gouttes issues du fractionnement primaire en gouttes encore plus petites. Dans le cadre de notre étude, nous
nous contenterons d’explorer la sortie de l’injecteur, nous nous limiterons donc au fractionnement primaire.
Reitz et Bracco [111] ont analysé la stabilité linéaire des jets liquides à section circulaire, et ont dégagé
quatre régimes de breakup, par ordre de vitesse d’injection croissante (voir figure 2.1) :
– Le régime de Rayleigh : les forces de tension de surface créent des ondes de surface qui vont en
s’amplifiant le long du jet. Lorsqu’elles ont atteint une amplitude suffisante, le jet se casse en son
extrémité en des gouttes de diamètre supérieur au diamètre du jet.
– Le régime first-wind induced breakup : les forces aérodynamiques commencent à jouer un rôle non
négligeable. Les forces de tension ont maintenant une fonction d’atténuation. On observe la forma-
tion d’ondes de surface de grande longueur d’onde à la surface du jet, et le breakup aboutit à la
formation de gouttes dont le diamètre est de l’ordre de celui du jet.
– Le régime second-wind induced breakup : des instabilités de petite longueur d’onde se développent
à la surface du jet et sont arrachées à cause des forces aérodynamiques dues à la différence de vitesse
entre le jet liquide et le gaz environnant. Les gouttes ainsi formées sont d’un diamètre inférieur à
celui du jet.
– Le régime d’atomisation : le jet se désintègre immédiatement à la sortie de l’injecteur, à cause de la
très forte différence de vitesse entre le liquide injecté et le gaz. Les gouttes formées ont un diamètre
de l’ordre de quelques microns.
Dans le cas d’une injection haute pression dans un moteur Diesel, les vitesses sont très importantes et
le régime de fractionnement du jet est celui d’atomisation : dès la sortie du jet de l’injecteur, on remarque
la désintégration du jet en de fines gouttelettes et en filaments liquides.
2.2 Caractéristiques influençant l’Atomisation
Actuellement l’atomisation du jet reste un phénomène expliqué théoriquement par les effets aérodyna-
miques dans la chambre de combustion du moteur (voir figure 2.2).
La critique de cette théorie porte principalement sur le fait que l’amplification de la perturbation initiale
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FIG. 2.1: Représentation schématique des régimes d’atomisation. (a) : régime de Ray-
leigh. (b) : first wind induced breakup. (c) : second wind induced breakup. (d) : régime
d’atomisation.
FIG. 2.2: Instabilités aérodynamiques sur le jet
requiert un temps fini pour se développer, ce qui impliquerait une longueur intacte de jet à la sortie du nez.
Or, lors de l’atomisation d’un jet, un spray divergent est observé directement à la sortie de la buse.
Des visualisations radiographiques montrent l’existence d’un “ core” (noyau) liquide à la sortie de l’in-
jecteur [137]. Celui-ci est représenté schématiquement figure 2.3. Néanmoins, l’accès à la structure interne
du noyau liquide est malaisé, celui-ci étant opaque. Il serait donc certainement plus juste de parler de noyau
dense de liquide. En effet, Chaves [28] a montré que ce noyau était certainement composé de liquide et de
bulles gazeuses.
Noyau liquide du jet Jet turbulent totalement développé
FIG. 2.3: Visualisation du noyau dense à la sortie de la buse [137]
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DeJuhasz [40] propose que le processus d’atomisation du liquide peut apparaître à l’intérieur de la
buse et que la turbulence du liquide peut jouer un rôle important dans le processus de désintégration du jet.
Schweitzer [117] suggère que la composante radiale de la vitesse dans l’écoulement en conduite turbulent
peut causer la dislocation immédiate du jet à la sortie du nez. Néanmoins, Bergwerk [14], en constatant que
les composantes des vitesses turbulentes (aux nombres de Reynolds qui nous intéressent) ne sont pas suffi-
santes pour expliquer le phénomène d’atomisation, émet l’hypothèse que les phénomènes de cavitation dans
le nez peuvent créer des fl uctuations de pression de larges amplitudes conduisant à l’atomisation. Sadek,
dans la même optique, suggère que les bulles de cavitation peuvent infl uencer le processus de breakup du jet.
D’autres auteurs [90] suggèrent que le fractionnement du jet est dû au réarrangement du profil de vi-
tesse : Rupe [113] a observé qu’un jet laminaire à haute vitesse pouvait être plus instable qu’un jet turbulent
pleinement développé.
Une autre suggestion est l’accélération brutale subie par le fl uide due au changement rapide de condi-
tions aux limites de l’écoulement.
En amont de l’injecteur, les oscillations de pression d’alimentation améliorent l’atomisation [57].
Les études expérimentales menées sur ce sujet par de nombreux auteurs ont montré que la cavitation
est un facteur très important, mais en aucun cas la seule cause de l’atomisation. Les facteurs qui infl uencent
le comportement du jet sont :
– la turbulence du liquide en sortie d’orifice,
– le lâcher des poches et la fl uctuation du profil de vitesse et de pression,
– le collapse des poches de cavitation,
– la dissymétrie de l’écoulement dans l’injecteur multi-trou,
– la rugosité de la paroi (taux d’hydro-érosion, usure, usinage),
– le diamètre du trou et sa longueur.
Nous allons maintenant étudier chacun de ces facteurs pour déterminer ceux qui infl uencent le plus
l’atomisation primaire.
2.2.1 La turbulence
Un des premiers à étudier l’impact de la turbulence sur l’atomisation est Schweitzer [117], qui a conclu
que les théories habituelles attribuant l’atomisation à la friction de l’air seulement n’étaient pas valables. Il
a considéré que la turbulence contenue dans le jet est de première importance, bien que l’interaction aéro-
dynamique aide à l’atomisation. Actuellement, il est généralement admis que l’interaction aérodynamique
est l’agent qui produit l’atomisation, bien que la turbulence du jet soit d’importance. C’est la turbulence
(certainement combinée avec d’autres effets) qui donne au jet un aspect de surface irrégulier [90], aug-
mentant alors la traînée aérodynamique. L’action des forces de friction dues à l’atmosphère ambiante s’en
trouve améliorée. En effet, ces forces agissent directement sur la surface du jet, permettant de produire de
petites gouttes à partir des gouttes et filaments issus d’une “ atomisation due à l’action des forces internes”
(turbulence, relaxation du profil de vitesse, etc.).
Une expérience [89] a été menée pour déterminer l’impact de la turbulence du jet sur le processus
d’atomisation. À nombres de Weber, d’Ohnesorge et de Reynolds constants, quatre jets sont comparés (voir
figure 2.4). La seule différence entre ces jets est la valeur de  (croissante de gauche à droite).  est défini
comme :
 =
∫ A
0
[VZ(r)]
3
d A
V 3A
(2.1)
où Vz(r) est la vitesse de liquide locale et V la vitesse moyenne du liquide sur l’aire A. On a :
–  = 1 pour un écoulement de fl uide parfait dans une conduite,
–  = 1.1 à 1.2 pour un écoulement turbulent pleinement développé,
–  = 2.0 pour un écoulement laminaire pleinement développé.
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FIG. 2.4: Effet du design de la buse sur la stabilité d’un jet {glycerol-eau}. Diamètre du
jet : 2.54 m m , R e = 4 7 50, Z = 0.026 , vitesse du jet : ∼ 20m / s. L0
D0
= 0, 1, 5, 10 [89].
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Le paramètre  peut donc être défini comme le rapport de l’énergie cinétique du liquide sur l’énergie
cinétique d’un écoulement équivalent de fl uide parfait.
Les visualisations expérimentales de Mac Carthy mettent en valeur l’impact de la turbulence sur le régime
d’atomisation. En fait, la variation de  est générée par la croissance du rapport L0
D0
. Lorsque la longueur
de l’orifice n’est pas assez importante, la turbulence n’a pas le temps de s’instaurer. Le jet apparaît alors
totalement lisse. En augmentant L0
D0
, il y a formation d’instabilités de surface (ondes de surface, filaments),
et transition vers la turbulence. Le jet apparaît alors totalement rugueux, la désintégration de celui-ci est
plus rapide et due à la structure interne de l’écoulement liquide.
Cette étude met en évidence l’impact de la turbulence interne sur le comportement du jet à atomiser.
Il ne faut pas voir dans ce facteur la cause principale de l’atomisation, mais une contribution qui tend à
améliorer la désintégration du jet. Cette expérience montre que le temps caractéristique de l’atomisation est
proportionnel à l’intensité de la perturbation initiale.
2.2.2 Dissymétrie de l’écoulement
Les dissymétries observées par Soteriou [120] nous amènent à penser que le spray est fortement in-
fl uencé par les phénomènes tridimensionnels dans l’injecteur. C’est un des facteurs dominants de l’impact
de l’écoulement dans l’injecteur sur l’injection en multi-trou. En effet, cela infl ue sur le profil de vitesse
en sortie et sur l’angle du spray. Dans ses expériences, Soteriou constate que dans le cas d’une maquette
grande échelle, un PHF (partial hydraulic fl ip) se développe : le jet a alors une section de sortie inférieure
au cas non-cavitant, et est dirigé vers le bas (voir figure 1.18). Dans le cas d’un injecteur à taille réelle le
même phénomène peut être remarqué, mais le spray a tendance à se diriger plutôt sur un coté que vers le
bas. Une hypothèse est qu’un manque de symétrie dans l’injecteur fait tourner l’écoulement vers un coté.
Winklhofer [138] montre expérimentalement (par ses mesures optiques dans une chambre de combustion
avec injection directe en stationnaire) que le spray change de direction pendant le temps d’injection, et que
ce phénomène est reproductible. Il n’a pas poussé ses investigations sur ce sujet plus loin, mais une hypo-
thèse avancée est l’apparition d’une condition d” ’hydraulic fl ip” temporaire dans l’injecteur.
Si on reprend la configuration expérimentale de Soteriou (déjà vue dans la section §1.4.2), et que l’on
s’intéresse au comportement du spray dans le cas où des tourbillons sont créés dans l’orifice, on remarque
(voir figure 2.5), que les structures tourbillonnaires qui sont présentes à l’intérieur de l’orifice subsistent très
loin en aval, dans la chambre de combustion. La figure 2.6 montre deux visualisations du spray en sortie
FIG. 2.5: Visualisations de Soteriou dans un injecteur monotrou simplifié : infl uence de
l’écoulement interne de l’injecteur sur le spray.
de l’injecteur simplifié de Soteriou. Les tourbillons au centre desquels nous avons remarqué la cavitation et
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qui se forment à l’entrée de l’orifice sont tellement infl uents à la sortie de l’injecteur qu’ils conduisent à la
séparation du spray en deux parties de façon très distincte. Dans la figure du haut, les tourbillons s’entre-
croisent avant de se séparer. Dans la figure du bas, la structure du spray reste mono-corps, les tourbillons se
contentant d’interagir l’un avec l’autre, sans s’entrecroiser. Ceci montre que le jet Diesel est très fortement
infl uencé par l’écoulement interne dans l’injecteur, et que les caractéristiques de l’écoulement dans l’orifice
restent présentes dans la chambre de combustion.
FIG. 2.6: Visualisations de Soteriou en sortie de l’injecteur monotrou simplifié : structures
présentes dans le spray. À gauche : images brute. À droite : images filtrées permettant de
distinguer l’écoulement secondaire présent dans le spray.
On peut voir sur les figures 2.7 et 2.8 les visualisations expérimentales de la phase liquide effectuées par
Mokkadem pour un injecteur 5 trous dissymétrique (les trous sont dans un plan qui n’est pas perpendiculaire
à l’axe de révolution de l’aiguille de l’injecteur) [94]. Mokaddem a mis en évidence trois phases, lors de
l’injection :
– faible levée d’aiguille : on a des jets réguliers avec des angles larges ;
– phase intermédiaire : de fortes disparités entre les jets sont visibles ;
– levée maximale d’aiguille : on observe des jets réguliers.
Remarquons la différence de structure des sprays : visiblement, l’injection de 15mm3 montre un résul-
tat plus asymétrique que l’injection de 40mm3 de carburant. L’explication est simple : la levée d’aiguille
dans le premier cas est deux fois moindre. De plus, la levée maximale n’est pas tenue aussi longtemps que
pour les cas de pleine charge. De ce fait, tout se passe, pour une injection de 15mm3, comme si l’aiguille
était en position intermédiaire pendant tout le cycle d’injection. On se retrouve alors typiquement dans le
cas montré par Badock en figure 1.17. La cavitation est toujours présente au siège de l’aiguille, provoquant
des asymétries dans l’écoulement. Dans le cas de pleine charge, la cavitation n’est présente que dans la buse
d’injection, le comportement est plus symétrique.
Date et al [38] ont étudié expérimentalement l’écoulement dans des maquettes d’injecteurs standard
de moteurs Diesel à injection directe, d’échelle de taille 40. Le liquide injecté est de l’eau, et il n’y a pas
d’apparition de cavitation au sein de l’injecteur. Néanmoins, ils ont montré que la direction de sortie du jet
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FIG. 2.7: Visualisation de la phase liquide pour un injecteur incliné 5 trous. Les degrés
vilebrequin sont indiqués pour chaque visualisation [94]. Pinj = 65M Pa, Q = 15mm3,
Pa d m = 1.15bar, Pma x en fin de compression = 50bar, et ϕinj = 3 50 V˚ .
FIG. 2.8: Visualisation de la phase liquide pour un injecteur incliné 5 trous. Les degrés
vilebrequin sont indiqués pour chaque visualisation [94]. Pinj = 65M Pa, Q = 40mm3,
Pa d m = 1.15bar, Pma x en fin de compression = 50bar, et ϕinj = 3 50 V˚ .
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de l’orifice d’injection n’est pas axiale aux faibles levées d’aiguille, et qu’un rétablissement de l’angle de
spray s’effectue pour les hautes levées.
2.2.3 Lâcher des poches et fluctuation de pression et du profil de vi-
tesses
La cavitation dans un injecteur de taille réelle forme des poches gazeuses qui sont advectées par l’écou-
lement. Ces lâchers provoquent des variations de vitesse à la sortie de l’orifice (ils ont aussi lieu en écou-
lement “ stationnaire” ). Chaves [27] a étudié des fl uctuations de vitesse de sortie dans les injecteurs Diesel.
Il part du principe que d’importantes modulations de pression apparaissent dans l’injecteur, dues notam-
ment à un effet de coup de bélier consécutif au mouvement de l’aiguille. Ses visualisations stroboscopiques
(f = 500k H z) montrent bien les structures du spray en sortie d’injecteur. La valeur de la vitesse est modu-
lée de l’ordre de 40% autour de sa valeur moyenne. De ce fait, les petits éléments fl uides (indice b) quittant
l’injecteur à vitesse “ faible” sont rattrapés par les éléments plus rapides (indice a) qui sortent du nez 10µs
plus tard à un endroit que nous appellerons point de stagnation. D’après le modèle cinématique de Chaves,
la vitesse en ce point est la moyenne des vitesses :
us =
ua + ub
2
(2.2)
Un genre de “ splashing” apparaît (voir figure 2.9). La quantité de mouvement se conservant, il y a
formation d’une vitesse radiale, de valeur :
ur =
ua − ub
2
(2.3)
FIG. 2.9: Photographies haute vitesse du splashing d’une goutte d’eau sur un film liquide
[39].
Ce modèle est très simple, mais la comparaison avec les visualisations expérimentales est assez satis-
faisante. Pour le cas de la figure 2.10, le spray est injecté dans un milieu ambiant à pression atmosphérique.
La vitesse de sortie du spray est d’environ 300m/s. La structure cavitante que l’on voit dans la première
image n’est pas la cause du phénomène observé plus en aval (renfl ement), mais plutôt une conséquence de
la fl uctuation de pression, qui provoque un lâcher de poche. Cette sortie de la poche a bien sûr un impact sur
le profil de vitesse en sortie d’injecteur, mais, d’après Chaves [26], ce n’est pas la cause primaire du renfl e-
ment observé. Même dans le cas d’injection sans apparition de cavitation dans le canal, on peut observer ce
type de structure, due à la modulation de la pression d’alimentation de l’injecteur.
Chaves et Obermeier [28] ont visualisé les advections de bulles dans l’écoulement, et mesuré les profils
de vitesse. Ils ont trouvé que les poches perturbaient les profils de vitesse en sortie d’injecteur, et que l’on
trouvait des “ traces” de poches à une distance d’un diamètre en aval de l’orifice, c’est à dire qu’après cette
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FIG. 2.10: Visualisation stroboscopique de l’impact de la fl uctuation de la pression d’in-
jection sur le spray.
distance les poches, visiblement, n’existent plus. Le collapse de celles-ci intervient donc très près de la sor-
tie de l’injecteur, amplifiant vraisemblablement les perturbations initiales et conduisant à une atomisation
plus rapide.
Penchons-nous sur la phénoménologie de la sortie des poches de cavitation et la conséquence sur le
spray (voir figure 2.11), en gardant à l’esprit l’étude de Chaves énoncée ci-dessus. Lorsque les poches de
cavitation sortent de l’injecteur, le profil de vitesse se modifie, la valeur moyenne de la vitesse augmente
(voir figure 1.14). Les éléments fl uides qui se situent en aval, à vitesse plus réduite, sont rapidement rejoints
par les éléments plus rapides. Un renfl ement se crée, qui est ensuite soumis aux forces aérodynamiques, et
se désintègre en des filaments et gouttes très fins ressemblant beaucoup aux filaments issus d’une couronne
de splashing d’une goutte sur un film liquide (voir figure 2.9).
(d)
(c)
(b)
(a)
FIG. 2.11: Sortie des poches de cavitation et infl uence sur le spray. (a) : situation avant
le passage des poches. (b) : sortie des poches de cavitation. (c) : formation du renfl ement.
(d) : instabilités et arrachage dû à l’action aérodynamique.
Les renfl ements observables dans le spray sont dûs à un phénomène cinématique. Ils sont provoqués
par une fl uctuation du profil de vitesse. Trois causes peuvent être distinguées : la fl uctuation de la pression
48
CHAPITRE 2 : PHÉNOMÉNOLOGIE ET MODÉLISATION DE
L’ATOMISATION
FIG. 2.12: Représentation schématique de l’infl uence du collapse de la cavitation dans
l’orifice sur le profil de vitesse en sortie. (a) : une poche de cavitation est proche de la
sortie, le profil de vitesse est établi. (b) : la poche commence à collapser, les vitesses au
centre de la conduite diminuent, un renfl ement se forme sur le jet. (c) : le collapse conti-
nue, il y a aspiration au centre du trou de l’injecteur et des vitesses radiales importantes
à la périphérie du jet.
d’injection, le collapse de poches de cavitation avant la section de sortie (voir figure 2.12) et le lâcher de
poches. Nous avons vu dans les parties précedentes que la cavitation peut avoir dans certaines conditions un
caractère instationnaire plus ou moins cyclique (lâchers de poches), indépendant des conditions de pression
d’alimentation du canal : même à pression constante en amont, les structures cavitantes peuvent se détacher
et être advectées dans le spray. Il est donc difficile de distinguer la cause réelle des renfl ements dans le cas
expérimental montré dans la figure 2.10. Est-ce réellement la fl uctuation de pression qui crée le renfl ement,
ou est-ce la combinaison de deux effets modulateurs du profil de vitesse : la fl uctuation de pression et le
lâcher de la poche ? Il est vrai que ce type de structure a été montré expérimentalement par Chaves pour
des jets laminaires à faible vitesse, sans cavitation dans le canal. Néanmoins, dans le cas montré ici, c’est
certainement la combinaison des deux effets qui provoque une telle discontinuité dans le spray.
2.2.4 Collapse des poches de cavitation
Lorsque la bulle de cavitation est soumise à une pression extérieure importante, elle commence à im-
ploser. Pendant cette implosion, l’énergie potentielle stockée dans la bulle à sa taille maximale est pro-
gressivement convertie en énergie cinétique dans le milieu environnant. Cette énergie cinétique accélère
le fl uide pendant les étapes successives du collapse. Comme l’énergie dégagée est concentrée dans un vo-
lume de plus en plus petit, la vitesse et la pression associée au moment final de l’implosion peuvent être
très élevées. La pression générée par le premier rebond du collapse est propagée dans le milieu sous forme
d’onde de pression. En négligeant les effets de tension superficielle et de viscosité, et en assumant que la
bulle ne contient que de la vapeur, on peut associer ce processus de collapse à un temps Ti, appelé Temps
de Rayleigh.
Ti ∼= 0.915Rinit
√
ρ
P∞ − Psat
(2.4)
Pour prendre un exemple concret, une bulle de vapeur de gasoil de diamètre initial 50µm soumise à une
surpression de 3bar met 2.5µs pour imploser. La comparaison entre la théorie et l’expérience concernant
ce temps de collapse est excellente.
Certains auteurs [58] ont considéré la compressibilité du liquide afin “ d’adoucir” la singularité de la
vitesse radiale quand R tend vers zéro [48].
Les pressions développées dans le liquide durant le processus de collapse atteignent des valeurs exces-
sivement élevées. En première approche, lors du collapse d’une bulle sphérique, on peut écrire l’équation
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suivante :
P − P∞
P∞ − Psat
=
R
3r
(
R3init
R3
− 4
)
−
R4
3r4
(
R3init
R3
− 1
)
(2.5)
La résolution de cette équation donne des résultats non physique, dans le sens où la pression est infinie
quand le rayon R de la bulle tend vers zéro. Les effets, négligés ici, de viscosité, de tension superficielle et
de pression de gaz incondensable jouent un rôle modérateur en évitant à la pression d’atteindre une valeur
infinie dans le fl uide.
On peut différencier différents phénomènes liés à la “ disparition” des poches de cavitation dans le cas
des injecteurs.
2.2.4.1 Collapse au sein même du liquide
Eifl er [45] met en évidence dans une de ses visualisations d’injection “ liquide dans liquide” qu’une
bulle de cavitation implose à la sortie de l’injecteur, et que sous l’effet de l’impulsion, elle désagrège le
noyau dense du spray. Notons que la visualisation montrant ce phénomène est la seule à notre connaissance,
sur toutes les expériences concernant l’atomisation du spray. Par contre, il est probable que le caractère
très instationnaire de la cavitation à l’intérieur de l’orifice (collapse de supercavitation) conduise à une per-
turbation importante du profil de vitesse en sortie. En résumé, la cavitation ne provoque certainement pas
l’atomisation directement, mais elle a plutôt tendance à infl uencer celle-ci indirectement. Afin de mieux
comprendre le mécanisme, étudions les travaux déjà effectués sur les collapses des bulles de cavitation en
écoulement libre.
Ohl [98] a effectué des expériences sur le collapse des bulles de cavitation, en utilisant une méthode de
visualisation de 20.8 millions d’images à la seconde (voir figure 2.13). On remarque que le collapse de la
FIG. 2.13: Collapse d’une bulle de cavitation en écoulement libre. Fréquence d’images :
20.8 millions par seconde [98].
bulle s’effectue en un temps très court (correspondant de façon très précise au temps de Rayleigh), et qu’une
onde de pression se propage au sein de l’écoulement. La comparaison avec les prédictions du modèle de
collapse de Gilmore est satisfaisante (voir figure 2.14). Hosny [69] cite pour l’eau des surpressions très
localisées lors des collapses de bulles de 500 à 1000bar, et des températures de 1000 à 5000 degrés Celcius
à l’endroit du collapse. Pour information, on peut citer le phénomène de sono-luminescence à la fin du
collapse, qui consiste en une concentration d’énergie telle, que des photons sont émis à partir de la zone
ponctuelle de fin de collapse.
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FIG. 2.14: Comparaison entre l’expérience et le modèle de Gilmore [98].
2.2.4.2 Collapse au voisinage d’une surface libre
Lorsque le collapse intervient à proximité d’une paroi, un jet liquide de haute vitesse est formé, et il est
dirigé vers la paroi (voir figure 2.15), ce qui provoque l’érosion du matériau. Si le collapse est proche d’une
surface libre, le jet liquide à haute vitesse se dirige vers la direction opposée à la surface et un renfl ement
apparaît sur celle-ci (voir figure 2.16). Chahine a étudié ce phénomène. Lorsque la bulle collapse dans le jet,
cela provoque une surpression dans l’écoulement ainsi qu’au niveau de la surface libre. Cette surpression est
très importante [49] [64]. De plus, on remarque la formation d’un jet rentrant dirigé à l’opposé de la surface
libre, qui traverse la bulle de part en part [22]. En même temps un jet se forme sur la surface libre et s’élève
assez haut à une vitesse importante. L’énergie cinétique de ce jet est énorme ; il peut se fractionner sous
l’effet des forces aérodynamiques dues à la vitesse relative liquide/gaz. Aussi il peut amplifier ou accentuer
la perturbation initiale sur la surface du jet. Winklhofer [138] suppose que les ligaments formés à la surface
du jet sont générés par le collapse des bulles de cavitation près de la sortie de l’injecteur. Il remarque que la
fréquence d’apparition des ligaments augmente avec la pression d’injection. En conditions moteur, elle est
de l’ordre de 10 à 100kHz.
FIG. 2.15: Collapse d’une bulle proche d’une paroi [98]. Le jet liquide est dirigé vers la
paroi.
2.2.4.3 Éclatement à la surface du jet
La bulle de cavitation peut atteindre la surface du jet et éclater. Boulton-Stone et Blake ont effectué
des expériences sur l’éclatement des bulles au niveau d’une surface libre (voir figure 2.17) [19]. Leurs ex-
périences montrent que lorsque la bulle atteint la surface, une pellicule de liquide sépare le gaz contenu
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FIG. 2.16: Collapse d’une bulle au voisinage d’une surface libre.
dans la bulle de l’atmosphère. Puis ce film se rompt, et l’on peut voir la formation d’un jet liquide. Ce
jet est formé sur l’axe de symétrie du cratère et entraîne le fl uide. Il est intéressant de noter que les jets
à haute vitesse ne sont pas formés quand la bulle est grosse, vu qu’il n’y a pas assez d’énergie potentielle
dans la configuration de base. De plus, le jet formé peut accentuer la perturbation initiale de la surface du jet.
FIG. 2.17: Eclatement d’une bulle au voisinage d’une surface libre.
2.3 Conclusion sur les facteurs influençant l’atomisation
Nous avons vu dans ce chapitre les facteurs susceptibles d’avoir un effet sur l’atomisation primaire.
Les effets aérodynamiques sont le facteur principal de l’atomisation. Quid alors de l’écoulement interne ?
On peut dégager trois conséquences du comportement du fl uide dans l’injecteur sur le spray, par ordre
d’importance :
– Une vitesse de sortie du liquide plus importante (voir section §1.3), due à une section de sortie du
liquide inférieure à la section géométrique.
– Un niveau de turbulence accru dans le jet, dû au caractère fortement instationnaire de la cavitation
(la longueur de cavitation n’est pas constante dans la buse, mais fl uctue par collapse et reformation
successifs).
– Une perturbation plus importante de la surface du jet. La turbulence interne du jet provoque des
perturbations de surface (voir section §2.2.1), c’est d’ailleurs pour cela que les écoulements non
cavitants s’atomisent également, mais moins bien que lorsqu’il y a cavitation. C’est également pour
cela que les écoulements avec hydraulic fl ip ne s’atomisent pas du tout, ou alors très en aval de la
buse, car les deux causes responsables de la perturbation initiale, i.e. la turbulence et la cavitation,
ne sont pas présentes dans le canal.
À notre avis, l’image que l’on doit garder de l’infl uence de la cavitation sur le spray est que la cavitation
provoque de fortes perturbations initiales (à la sortie de l’injecteur) de la surface du jet et les interactions
aérodynamiques non linéaires avec l’atmosphère amplifient fortement ces perturbations, jusqu’à produire
des gouttes.
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En résumé, les facteurs tels que la cavitation, les fl uctuations de pression d’injection, la turbulence
produisent puis amplifient la perturbation initiale entraînant une atomisation plus ou moins rapide.
2.4 Modèles d’atomisation
2.4.1 Modèle Taylor-Analogy Breakup
Le modèle TAB a été proposé par O’Rourke et Amsden [100]. Il est basé sur une analogie suggérée
par Taylor entre l’oscillation d’une goutte et l’oscillation d’un système {Masse + Ressort} de masse m. La
force de rappel du ressort (raideur k) est apparentée à la tension de surface. La force externe F est analogue
aux forces aérodynamiques. A l’analogie les auteurs ont ajouté les forces d’atténuation (forces de viscosité
du liquide) (amortissement d).
L’équation d’un oscillateur harmonique forcé et amorti est :
mx¨ = F − kx− dx˙ (2.6)
x est le déplacement de l’équateur de la gouttelette de sa position d’équilibre (voir figure 2.18).
x
Goutte oscillante
Position d’équilibre
FIG. 2.18: Oscillation de la goutte autour de sa position d’équilibre.
En accord avec l’analogie de Taylor, les coefficients sont les suivants :
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(2.7)
On pose y = x
Cbr1
. Le breakup se passe si et seulement si y > 1. Cf = 13 , Ck = 8, Cd = 10 et
Cb = 0.5 sont des coefficients empiriques introduits pour faire correspondre les résultats aux mesures ex-
périmentales.
Deux temps de breakup sont dégagés de l’étude des auteurs : un pour le régime “ bag breakup” , corres-
pondant aux faibles nombres de Weber, et un pour les forts W e caractérisant le régime “ stripping breakup” :
tbu ,B AG = pi
√
ρlr
3
1
8σ
(2.8)
tbu ,S T R I P P I N G =
√
3
√
ρl
ρg
r1
urel
(2.9)
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Pour prédire la vitesse normale de la goutte "fille" et l’angle de spray, on utilise l’hypothèse suivante :
au moment du breakup, l’équateur de la goutte se déplace vers l’extérieur avec une vitesse x˙ = Cbr1y˙. Il
semble raisonnable que les gouttes filles aient une vitesse normale
V⊥ = CvCbr1y˙, (2.10)
où Cv≈1. On obtient alors l’angle de spray θ suivant :
tan
(
θ
2
)
=
V⊥
urel
= Cv
√
3
3
√
ρg
ρl
. (2.11)
On peut remarquer que cette équation ne tient nullement compte du rapport L0/D0 dans le calcul de
l’angle. Néanmoins, selon les auteurs, en donnant une oscillation initiale aux grandes gouttes injectées,
l’angle initial peut varier, et les effets de géométrie peuvent être inclus dans les calculs.
Afin de prédire la taille de gouttes après breakup, on utilise une méthode basée sur la conservation
d’énergie. Dans cette analyse on égalise l’énergie de la goutte avant breakup aux énergies combinées des
gouttes "filles" après breakup. On obtient alors :
r1
r32
= 1 +
8K
20
+
ρlr
3
1
σ
y˙2
(
6K − 25
120
)
; (2.12)
r32 est le rayon moyen de Sauter des gouttes filles. Ce rayon est une donnée du modèle. Il est calculé
comme étant le rapport du volume sur la surface de toutes les gouttes injectées. La valeur de K est détermi-
née par comparaison avec la taille de gouttes mesurée expérimentalement. Dans leurs calculs les auteurs ont
utilisé K = 10/3. La taille des gouttes "filles" est trouvée grâce à un tirage au hasard dans une distribution
en χ2 ayant pour rayon moyen de Sauter r32.
Même si ce modèle traite principalement le fractionnement secondaire des gouttes, il a été utilisé dans
KIVA pour l’atomisation primaire du jet.
2.4.2 Modèle de Reitz
Ce modèle [110] est basé sur l’étude de la stabilité linéaire d’une colonne de liquide injectée dans un
gaz stationnaire incompressible (voir figure 2.19).
Il est appelé modèle "WAVE". La colonne de liquide est discrétisée numériquement par des particules
liquides, dites “ blobs” , de dimension le diamètre de l’orifice d’injection. Le nombre total de particules
injectées est une donnée alors que le nombre de ces particules injectées par unité de temps est déterminé par
le débit. L’analyse de stabilité linéaire permet d’obtenir la longueur d’onde la plus amplifiée et sa fréquence :
Λ
r1
= 9.02
(1 + 0.45Z0.5)(1 + 0.4T a0.7)
(1 + 0.87Weg
1.5)
0.6
(2.13)
r1 est le rayon de la goutte mère1 (r1(t = t0) = a), Z est le nombre d’Ohnesorge, qui représente le
1on appelle goutte mère la goutte avant le breakup, et les gouttes filles les gouttes issues de la goutte
mère après le breakup
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FIG. 2.19: Etude de stabilité d’une colonne de liquide.
rapport de la force de viscosité interne de la goutte sur la force de tension superficielle.
Ω
[
ρlr
3
1
σ
]0.5
=
0.34 + 0.38Weg
1.5
(1 + Z)(1 + 1.4Ta0.6)
(2.14)
On a alors le rayon de la goutte fille r2 par :
r2 =


B0Λ si B0Λ ≤ r1 (2.15a)
min


(
3pi a2ω
2Ω
)0.33
(
3a2Λ
4
)0.33 si B0Λ > r1 (une seule fois) (2.15b)
avec B0 pris égal à 0.61. Dans l’équation 2.15a il est supposé que de petites gouttes sont formées avec
une taille proportionnelle à la longueur d’onde la plus rapide en amplification ou l’onde la plus probable.
L’équation 2.15b s’applique à des gouttes plus grandes que le jet et suppose que la perturbation a une fré-
quence Ω/2pi (une goutte est formée à chaque période) ; ce cas particulier est valable au régime de Rayleigh,
et n’est donc pas abordé dans le cas de l’injection Diesel.
La taille de la goutte fille est déterminée par le volume de liquide contenu dans une onde de surface. La
taille de la goutte mère décroit pendant le temps de breakup tbu comme suit :
dr1
dt
=
−(r1 − r2)
tbu
, avec r2 < < r1 (2.16)
avec r2 = B0Λ et Λ dépend de r1. On peut remarquer que la diminution du rayon r1 est continue dans
le temps, au contraire du modèle TAB (voir figure 2.20).
On peut exprimer le temps de breakup en fonction de Λ, Ω et r1 comme :
tbu = 3.726B1
r1
ΛΩ
et r1(t = t0) = a (2.17)
Reitz fixe la constante B1, dépendant de la géométrie de l’injecteur, à 10. On donne aux gouttes filles
une composante de vitesse radiale V0 = U0tan
(
θ
2
)
uniformément distribuée entre 0 et θ. Cet angle est
donné par :
tan
(
θ
2
)
= A1Λ
Ω
U0
(2.18)
A1 est une constante fonction du design de la buse, prise égale à 0.188.
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FIG. 2.20: Désintégration continue de la goutte mère pendant le temps de breakup par le
modèle WAVE.
2.4.3 Modèle de Huh-Gosman
Ce modèle tente de lier de façon explicite l’écoulement dans l’injecteur Diesel au processus d’atomisa-
tion [71]. Les auteurs ont effectué une analyse d’ordres de grandeur dans une configuration type injection
Diesel [70]. Ils ont obtenu les ordres de grandeur suivants :
– Les forces de tension de surface basées sur les diamètres du nez et de goutte sont :
σ
D0
= 87
σ
Dgoutte
= 522 (2.19)
– La force gravitationnelle est :
ρlg D0 = 2.5 (2.20)
– La force liée à l’inertie du gaz est :
ρgV
2
ch = 8× 105 (2.21)
– La force liée à la turbulence : la turbulence contenue dans le jet est estimée de la façon suivante : le
calcul est basé sur un bilan de forces instantanées sur le volume de contrôle défini dans l’orifice :
ρlu
2
turbpiD0L0 = ∆Porifice
piD20
4
(2.22)
La chute de pression dans l’orifice est décomposée comme suit :
∆Ptotal = ∆Porifice + ∆Psingularite + ∆Pacceleration (2.23)
On estime la variation de pression totale par :
∆Ptotal =
1
C2d
ρlV
2
ch
2
(2.24)
avec Cd le coefficient de perte de charge dans la conduite. La dépression engendrée par la singularité
à l’entrée est :
∆Psingularite = Kc
ρlV
2
ch
2
(2.25)
avec Kc le coefficient de perte de charge singulière, relié à la géométrie de l’orifice. La dépression
due à l’effet Venturi dans l’orifice est calculée par :
∆Pacceleration =
(
1−
A2eff
A2geo
)
ρlV
2
ch
2
(2.26)
D’où :
∆Porifice =
1
C2d
ρlV
2
ch
2
−
(
1− Aeff
Ageo
2
)
ρlV
2
ch
2
−Kc
ρlV
2
ch
2
(2.27)
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La turbulence du jet peut alors être estimée comme :
ρlu
2
turb = 4.96× 105 (2.28)
Au vu des ordres de grandeur, les auteurs ont donc dégagé deux facteurs prédominants : l’inertie du gaz
et la turbulence du jet.
Le modèle d’atomisation considère donc les effets à la fois de l’amplification de l’onde infinitésimale
sur la surface du jet et la turbulence du jet. Les auteurs insistent sur le fait que la turbulence interne est plus
efficace pour amplifier les perturbations initiales de la surface que le mécanisme d’amplification d’ondes,
car le taux d’amplification exponentiel devient nul quand la perturbation est d’amplitude nulle.
A partir de ce moment deux hypothèses sont effectuées :
(a) l’échelle de longueur de la turbulence est l’échelle dominante de l’atomisation :
LA =
{
C1Lt
C2Lω ,
(2.29)
où Lt est l’échelle de longueur de la turbulence et Lω la longueur d’onde des perturbations de surface.
(b) L’échelle de temps de l’atomisation est une combinaison linéaire de l’échelle de temps de la turbu-
lence et du temps caractéristique des ondes de surface.
τA = C3τt + C4τω (2.30)
Comme la mesure de la turbulence dans les injecteurs n’a pas encore été effectuée, l’énergie cinétique
turbulente et le taux de dissipation d’énergie sont estimés à :
k¯ =
V 2ch
8L
D
[
1
Cd
2
−Kc −
(
1− s2
)] (2.31)
¯ =
V 3ch
L
D
[
1
Cd
2
−Kc −
(
1− s2
)] (2.32)
L’énergie cinétique turbulente moyennée est issue du bilan des forces agissant sur l’écoulement dans
l’orifice, comme donné dans la relation 2.22. Le taux de dissipation, lui, est trouvé en transformant une
partie du travail effectué par la différence de pression égal à la dissipation totale en énergie thermique dans
le volume de l’orifice.
Les échelles de temps et de longueur de turbulence sont alors définies en fonction de k¯ et ¯ :
Lt = Cµ
k¯
3
2
¯
(2.33)
τt = Cµ
k¯
¯
(2.34)
Cµ est une constante fixée à 0.09 dans le modèle k − . Notons que le rapport s a un effet négligeable
dans les relations 2.31 et 2.32. La constante K est fixée à 0.27 en comparaison avec les calculs d’écoule-
ments dans l’orifice [70].
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Voyons maintenant comment est traitée la turbulence dans les gouttes injectées : la turbulence interne
des gouttes mères décroît avec le temps. Le modèle k −  est appliqué à chaque goutte mère assumant une
turbulence isotrope homogène sans production de turbulence interne. Il est alors possible de trouver une
solution analytique du système :
dk
dt
= − (2.35)
d
dt
= −c
2
k
c = 1.92 (2.36)
avec les conditions initiales : k0 et 0. La solution est :
k(t) =
[
0
kc
0
(c − 1)t + k1−c0
] 1
1−c
et (t) = 0
[
k(t)
k0
]c
(2.37)
Les échelles de temps et de longueur de la turbulence peuvent alors être définies en fonction du temps
et des conditions initiales :
Lt(t) = L
0
t
(
1.0 + 0.0828t
τ0t
)0.457
τt(t) = τ
0
t + 0.0828t
(2.38)
t est le temps pris à partir de l’injection de la particule. L0t et τ0t sont les conditions initiales de la turbu-
lence à la sortie de l’injecteur, données à partir des équations 2.33 et 2.34. Il est intéressant de remarquer que
les longueur et temps caractéristiques de la turbulence augmentent au cours du temps, alors que le rapport
Lt
τt
diminue avec le temps.
Il faut maintenant définir le temps caractéristique d’amplification d’onde, dérivé de la théorie d’insta-
bilités de Kelvin-Helmholtz, en négligeant les termes de tension de surface et de viscosité du liquide [70] :
τω =
1√
ρg
ρl
Vch
Lω
(2.39)
Les quatre constantes du modèle C1, C2, C3, C4 sont fixées comme suit : C1 = 2.0 (longueur carac-
téristique de l’atomisation égale à deux fois l’échelle intégrale de la turbulence), C2 = 0.5 (la moitié de
l’onde de surface se détache pour former une goutte), C3 = 1.2 et C4 = 0.5 sont fittées grâce aux expé-
riences.
L’angle de spray est trouvé par :
tan
θ
2
=
LA/τA
Vch
(2.40)
Le taux de breakup primaire est calculé comme suit :
dD1
dt
= k1
LA
τA
ou k2
Lω
τω
(2.41)
Les constantes k1 et k2 sont ajustées pour correspondre aux résultats expérimentaux de la pénétration
du spray et de la distribution de taille de gouttes. k1 = 0.05 et k2 = 0.01.
La taille des gouttes filles est tirée de l’étude de Reitz. L’avantage de cette méthode est la prise en compte
de la géométrie de l’injecteur et sa répercussion sur l’écoulement. Ceci est un bon début, mais le fait qu’ils
n’aient pas considéré la cavitation dans l’injecteur, alors qu’ils calculent des pressions négatives grâce à leur
code2, à l’intérieur même du nez, est la principale critique de ce modèle.
2Le modèle de Huh-Gosman a été codé dans le programme EPISO-SPRAY
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2.4.4 Modèle WAVE-FIPA
Le modèle de breakup proposé par Habchi et al. [63] tente de prendre en compte les effets de densité
locale du spray pour la détermination des constantes intervenant dans le calcul de temps de breakup. Ce
modèle calcule d’une manière différente le temps de breakup des grands blobs injectés et des gouttes issues
de l’atomisation. Les corrélations expérimentales de Pilch [103] donnant les temps de breakup en fonction
des nombres de Weber sont utilisées pour le breakup des gouttes, alors que le modèle WAVE est utilisé pour
le breakup des blobs.
Le raisonnement est le suivant : le modèle WAVE [110] offre une bonne précision sur les temps de
breakup si la vitesse relative gaz/liquide est bien estimée numériquement. Ceci est difficile à obtenir avec
les dimensions actuelles des maillages. Pour outre-passer cette difficulté, les utilisateurs de WAVE corrigent
leurs vitesses relatives (donc leurs nombres de Weber) en modifiant leurs constantes de temps de breakup.
L’idée est donc de relier le temps de breakup à la densité locale du spray. Quand le spray est dense (près de
l’orifice d’injection), la vitesse relative de la phase gazeuse située entre les gouttes est faible, et les ondes
d’instabilités de surface sont atténuées. Dans cette zone, la constante de breakup B1doit être augmentée
(plus petite vitesse relative entre la phase liquide et la phase gazeuse).
Le modèle utilise l’approche de Reitz pour le breakup primaire, en prenant l’expression 2.17 pour le
temps de breakup.
Pour le breakup des gouttes, le modèle FIPA est utilisé. Le temps de breakup est défini par :
tbu = C1Tbu
(
ρg
ρl
)−0.5
2r1
urel
(2.42)
Tbu est le temps de breakup donné par les corrélations de Pilch Tbu = f(We) [103].
La taille caractéristique de la goutte mère instable change continuellement durant le temps de breakup, à
l’instar du modèle WAVE (voir figure 2.20).
dr1
dt
= − r1 −RS
(tbu − tbuS)α
(2.43)
α est une constante qui permet d’adapter le comportement du modèle aux résultats expérimentaux. La
détermination des constantes de breakup B1 et C1 se base sur le fait que même dans les zones denses du
spray, le liquide occupe une part importante du volume mais reste structuré en entités discrètes (blobs ou
gouttes) dans une phase gazeuse continue. B1 et C1 doivent relier la densité locale du spray au temps de
breakup. L’espacement relatif des gouttes est défini (voir figure 2.21) comme x
d
.
dx
FIG. 2.21: Géométrie d’un groupe de gouttes de diamètre d et d’espacement x.
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Deux espacements relatifs critiques ont été définis par les auteurs : (x
d
)1 = 3 et (xd )2 = 50.
Si x
d
> 50, alors on considère que les gouttes ne sont pas infl uencées par les autres gouttes et la valeur
de B1 est prise égale à B12 = 10. Quand xd < 3, le spray est très dense et alors B1 doit être supérieur à B12.
Alors B1 = B11 qui est une constante définie par l’utilisateur. Entre ces valeurs critiques, B1 est obtenu par
interpolation linéaire. La constante C1 est trouvée de la même manière. C1 = C12 = 1 désigne une goutte
isolée et la relation C11
C12
= B11
B12
est utilisée pour trouver la seconde valeur (voir figure 2.22).
1
503 x/d
B
122
11 11 C
CB
11 CB
FIG. 2.22: Valeurs des constantes du modèle WAVE-FIPA en fonction de l’espacement
relatif des gouttes.
2.4.5 Modèle de Vallet-Borghi
Ce modèle eulérien [132] a pour principe de calculer l’écoulement d’un fl uide de masse volumique
variable, d’après les travaux en combustion de Borghi [16] [17]. Il est basé sur le fait que le fractionnement
primaire d’un liquide en régime d’atomisation s’effectue immédiatement à la sortie de l’injecteur, dans une
zone très dense, et qu’un traitement eulérien à une seule vitesse est alors possible. Le fl uide est décrit par
une masse volumique variant de celle du liquide à celle du gaz, et caractérisée par une équation d’état.
Cette équation d’état est liée à la fraction massique du liquide Y . En zone purement gazeuse ou dipha-
sique , la masse volumique du mélange peut être exprimée par :
ρ(Y,ρg) =
ρg
1− Y
(
1− ρg
ρl
) (2.44)
Et l’équation d’état s’écrit (le gaz est supposé parfait) :
P =
ρ(1− Y )
1− ρY
ρl
R0
Wg
T (2.45)
Dans les zones purement liquides, l’équation d’état est celle d’un fl uide incompressible :
ρl = co nstante (2.46)
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La résolution de l’écoulement passe par la résolution du système des équations de conservation moyen-
nées : 

∂ρ¯
∂t
+
∂ρ¯u˜j
∂xj
= 0
∂ρ¯u˜i
∂t
+
∂ρ¯u˜iu˜j
∂xj
= − ∂P¯
∂xi
+
∂τij
∂xj
− ∂ρ¯u˜
′′
i
u′′
j
∂xj
∂ρ¯Y˜
∂t
+
∂ρ¯u˜j Y˜
∂xj
= −∂ρ¯u˜
′′
j
Y ′′
∂xj
(2.47)
La modélisation de la taille des fragments liquides (gouttes) est effectuée par l’intermédiaire d’une
analogie entre l’équation de la surface liquide moyenne volumique et l’équation de transport de surface de
fl amme en combustion turbulente. Si l’on considère n gouttes de rayon r par unité de volume, il vient la
relation suivante :
r
3
=
n 4
3
pir3
n4pir2
=
ρ¯Y˜ /ρl
Σ
(2.48)
L’expression pour Σ se définit comme :
ρ¯
DΣ/ρ¯
Dt
=
∂Σ
∂t
+
∂Σu˜i
∂xi
=
1︷ ︸︸ ︷
∂
∂xi
(
νt
S cΣ
∂Σ
∂xi
) 2︷ ︸︸ ︷
+(A + a)Σ
3︷ ︸︸ ︷
−VaΣ2 (2.49)
Dans l’équation 2.49, le terme 1 est un terme de diffusion classique ; le terme 2 un terme de production,
prenant en compte deux mécanismes : l’étirement macroscopique par les gradients de vitesse moyenne de
l’écoulement (le terme A est lié à l’instabilité de Kelvin-Helmholtz), et l’étirement microscopique piloté par
les petits tourbillons (le terme a est inversement proportionnel au temps de Kolmogorov) ; le terme 3 est le
terme de destruction (Va a la dimension d’une vitesse, dépendant des caractéristiques du fl uide, de Y˜ et de k˜.
L’équation de transport de densité de surface n’est pas directement implantée dans le code, car elle pose
des problèmes numériques dans les zones sans liquide (Σ → 0 quand Y˜ → 0). Une variable R est donc
définie par :
R =
ρ¯Y˜
Σ
=
ρlr
3
(2.50)
D’où :
ρ¯
DR
Dt
=
ρ¯
Σ/ρ¯
DY˜
Dt
− ρ¯Y˜(
Σ/ρ¯
)2 DΣ/ρ¯Dt (2.51)
L’équation de conservation de la grandeur R se déduit alors de celles de Y˜ et de Σ
ρ¯
, soit :
ρ¯
DR
Dt
=
ρ¯
Σ
(
−∂ρ¯u˜
′′
i Y
′′
∂xi
)
− ρ¯
2Y˜
Σ
2
(
∂
∂xi
(
νt
S cΣ
∂Σ
∂xi
))
− ρ¯
2Y˜
Σ
2
(
(A + a)Σ
)
+
ρ¯2Y˜
Σ
2
(
VaΣ
2
)
(2.52)
Ce modèle a été intégré à KIVA II. Il a été confronté à des calculs de DNS effectués par Lafaurie concer-
nant l’atomisation d’un jet liquide. Néanmoins, seules deux variables ont été comparées : le taux volumique
de liquide moyenné et l’étalement du jet. Qualitativement, l’accord est bon mais les valeurs montrent des
écarts relativement importants.
Une validation portant sur des résultats expérimentaux d’injection coaxiale liquide/gaz typique d’un
moteur de fusée a été également effectuée. Ici, seule la comparaison des profils axiaux du taux volumique
liquide a été effectuée. Il s’avère que l’accord entre les mesures et les résultats numériques est bon tant que
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le taux volumique liquide est supérieur à 50%. Ensuite, le modèle sous-estime celui-ci. La prédiction par le
modèle de la longueur du core dense Lco est bonne : les corrélations expérimentales sont de la forme :
Lco = X D0
√
ρl
ρg
(2.53)
avec X = 15.8 selon Arai et al. [4] et X = 7 selon Chehroudi et al. [29]. Les résultats du modèle donnent
une longueur de core proportionnelle à
√
ρl
ρg
, avec un coefficient X = 10. Le critère caractérisant la lon-
gueur de core liquide est Y˜ > 95% sur l’axe.
Les résultats de ce modèle sont donc encourageants, et offrent une nouvelle voie de modélisation de
l’atomisation. D’ailleurs Yi et Reitz [140] ont écrit un modèle monodimensionnel basé sur ce modèle pour
décrire le fractionnement d’un jet à basse vitesse (régimes de Rayleigh et first wind induced breakup).
2.4.6 Modèle de Gavaises-Arcoumanis
Ce modèle développé par Gavaises [54] considère les effets de la cavitation sur la désintégration du jet
liquide. L’hypothèse est que le jet se désagrège suite au collapse des bulles de cavitation émergeant de l’in-
jecteur. Il est supposé que les bulles interagissent avec la turbulence du jet liquide, et qu’ainsi elles peuvent
éclater à la surface du jet avant la fin de leur collapse. Pour chacun des deux cas, un temps caractéristique
est calculé et le minimum des deux permet de déterminer l’échelle de temps du processus d’atomisation.
Ainsi une échelle de longueur des perturbations créées sur la surface du jet par ces effets peut être déter-
minée. Comme le nombre de bulles dans l’écoulement est inconnu, un nombre de cavitation dynamique est
introduit :
C N d y n =
Pinj − Pc h
1
2
ρlu
2
J E T
(2.54)
De son modèle de conduite qui décrit l’écoulement dans l’injecteur, Gavaises obtient une vitesse d’in-
jection effective UJ E T due à la cavitation, qui permet de déterminer une aire effective de sortie occupée par
le liquide AE F F = pir2E F F . La différence entre l’aire géométrique pir2hole et l’aire effective est la surface
occupée par les bulles de cavitation. Un rayon de bulle équivalent peut donc être défini comme :
RC AV ,E F F =
√
r2hole − r
2
E F F et r
2
E F F =
√
AE F F
pi
(2.55)
A partir des corrélations donnant l’énergie cinétique turbulente dans l’orifice KT U R B (voir équation
2.56), une fl uctuation de la vitesse du liquide peut être estimée en considérant une turbulence isotrope par :
KT U R B =
u2J E T
8
L0
D0
[
1
C d 2or if ic e
− kf or m
]
, avec kf or m = 0.45 (2.56)
uT U R B =
√
2
3
KT U R B (2.57)
On estime le temps de collapse τC O LLAP S E par le temps de Rayleigh (voir équation 2.4). On peut
estimer un temps caractéristique de l’éclatement τBU R S T , qui représente le temps nécessaire à la bulle
de rayon RC AV ,E F F pour atteindre la périphérie du jet ; en faisant l’hypothèse que la bulle se déplace
radialement avec une vitesse égale à la fl uctuation de vitesse uT U R B :
τBU R S T =
rhole −RC AV ,E F F
uT U R B
(2.58)
On définit ensuite le temps caractéristique d’atomisation comme :
τAT O M = min {τC O LLAP S E ,τBU R S T } (2.59)
A ce stade, Gavaises fait la remarque suivante : les bulles de cavitation ne sont pas sphériques à la sortie
de l’injecteur, et donc la relation 2.4 permettant de calculer τC O LLAP S E ne représente pas le temps réel de
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collapse. Néanmoins il s’affranchit de cette difficulté en introduisant un coefficient expérimental. Enfin il
définit une échelle caractéristique de longueur des perturbations sur la surface du jet comme :
LATOM = 2piRCAV,EFF (2.60)
A partir du temps et de la longueur caractéristiques d’atomisation, on peut alors introduire la force
agissant sur la surface du jet chaque fois qu’il y a collapse ou éclatement de bulle :
FTOTAL = C × CNdyn ×MJET ×
LATOM
τ2ATOM
(2.61)
C est une constante empirique déterminée à partir des comparaisons modèle/expériences et MJET
la masse de l’élément du jet liquide à atomiser (MJET = 43pir3JET ρl). La force de tension de surface
s’opposant à l’atomisation du jet, le diamètre stable maximum d’une goutte est calculé en posant :
FTOTAL = FSURFACE (2.62)
avec :
FSURFACE = 2pirJET σ (2.63)
Pour prendre en compte la distribution de taille de gouttes, Gavaises considère que la probabilité de
formation d’une goutte de diamètre di et de masse mi est la même, quelle que soit la taille de gouttes, de
zéro au diamètre stable.
L’angle de sortie du spray est calculé comme suit (θSPRAY représente la moitié de l’angle du spray) :
tan (θSPRAY ) =
LATOM
τATOMuJET
(2.64)
La distribution radiale des gouttes est inversement proportionnelle à leur masse, et l’expression suivante est
utilisée :
θi = CPROFI LE × θSPRAY
(
1−
mi
mma x
)
(2.65)
CPROFI LE est un coefficient dépendant du profil de vitesse à la sortie de l’injecteur. Hiroyasu [66] a
émis l’hypothèse que les dissymétries de distribution massique de liquide par rapport à l’axe du spray sont
attribuées à l’écoulement non uniforme de sortie de l’injecteur. Ces variations dans la distribution massique
de carburant dépendant du profil de vitesse de sortie sont prises en compte dans le coefficient CPROFI LE ,
défini comme :
CPROFI LE = XX
Q(θi)
Qtota l
(2.66)
où XX est un nombre pris au hasard uniformément distribué dans l’intervalle [0, 1], Q(θi) est le débit de
liquide à l’angle θi et Qtota l le débit total. Si le profil de vitesse est uniforme, alors CPROFI LE = XX . Ce
modèle, couplé au modèle de conduite développé par les auteurs [54], a été utilisé pour mettre en évidence
les différents mécanismes conduisant à l’atomisation : la force aérodynamique notée FAERO = ρgU2I N J , la
turbulence contenue dans le jet liquide FTURB = ρlU2TURB , et la force rapportée à la cavitation FCAV =
FT OT AL
AE F F
. Toutes ces forces sont rapportées à l’aire effective d’injection AEFF et sont donc exprimées en bar.
UI N J est la vitesse moyenne d’injection, UTURB est la vitesse turbulente du liquide, FTOTAL est définie
par la relation 2.62. La pression aval dans la chambre est fixée à 30ba r et la densité du gaz à 11kg /m3.
Les forces sont tracées en fonction de la pression d’injection (prise au sac). Il se dégage de cette étude les
constatations suivantes :
– A faibles vitesses d’injection, la force aérodynamique est plus importante que la force liée à la
turbulence du liquide.
– Ces deux forces coexistent et sont de même ordre de grandeur quand l’écoulement devient turbulent.
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– La force caractérisant la turbulence liquide est relativement élevée même quand la cavitation est
présente dans l’orifice d’injection, car le niveau de turbulence est estimé via la vitesse d’injection
effective.
– Et dans tous les cas de figure, la force liée à la cavitation atteint des valeurs beaucoup plus impor-
tantes que les deux autres forces (rapport d’ordre 2), et est donc supposée contrôler le processus de
désintégration du jet.
Les résultats numériques ont été confrontés à des mesures expérimentales instantanées (sur la durée
d’injection) de vitesse et de taille des gouttes à différentes distances de l’orifice d’injection. Les résultats
des modèles prenant en compte l’aérodynamique et la turbulence du liquide ne donnent pas des résultats sa-
tisfaisants. Mais le modèle prenant en compte l’infl uence de la cavitation permet d’approcher les courbes ex-
périmentales de manière très satisfaisante. Principalement au point de mesure proche de l’injecteur (10mm),
le modèle d’atomisation par collapse des bulles permet d’approcher les courbes expérimentales, alors que
dans cette zone les autres modèles donnent des résultats médiocres (écarts de rapport 2 à 3).
Néanmoins, il est notable que tant d’hypothèses, de constantes empiriques dans un modèle (on en dé-
nombre une douzaine en ce qui concerne la perte de charge dans l’orifice et le breakup) amènent à penser
que les résultats obtenus sont plus ou moins “ fittés” pour correspondre aux courbes expérimentales. Bien
que les résultats effectivement obtenus ne sont pas réellement utilisables pour accéder à une meilleure com-
préhension du breakup, ce modèle a l’attrait d’offrir enfin un couplage entre l’écoulement dans l’injecteur
et l’atomisation du liquide.
2.4.7 Modèle de fractionnement primaire basé sur l’énergie du col-
lapse des bulles de cavitation
Le principe de ce modèle (nommé CEB pour Cavitation bubble collapse Energy Breakup) [95] est
de prendre en compte le collapse des bulles de cavitation dans le processus de breakup. Au contraire du
modèle présenté précédemment, cette étude est basée sur le principe de conservation d’énergie. Un modèle
phénoménologique de la cavitation dans les injecteurs permet d’obtenir une distribution de taille de bulles
en sortie, en prescrivant le rayon moyen de Sauter de celles-ci. L’évolution du diamètre de ces bulles suit
ensuite la théorie de Rayleigh. Et comme les bulles passent d’un rayon initial Rin à un rayon final Rex,
l’énergie relative au processus est transmise au liquide et peut être exprimée par :
Eb u =
4piPl
R3in −R
3
ex
. (2.67)
En intégrant la contribution d’énergie pour toutes les bulles, l’énergie cinétique turbulente peut être expri-
mée par :
kb u =
∑ Eb u
ml
. (2.68)
L’énergie turbulente générée par le collapse de la cavitation représente 80% de l’énergie cinétique turbulente
totale du fl uide [7]. Le reste de cette énergie est calculée grâce à la relation empirique :
kflow =
V 2ch
8
(
L0
D0
) ( 1
Cd2hole
− 1.45
)
. (2.69)
En considérant une turbulence isotrope, on peut exprimer la vitesse turbulente de la goutte mère par :
Utu rb =
√
2 (kflow + kb u )
3
, (2.70)
et ensuite exprimer un bilan de forces sur la goutte mère : la force de tension de surface se retrouve en
compétition avec les forces aérodynamiques et de turbulence, qui sont calculées comme suit :
Faero = piD0
2
3
D0
ρg
2
U2rel ,
Ftu rb = piD0
2
3
D0
ρg
2
U2rel ,
Fsu rf = piσD0.
(2.71)
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Lorsque Faero +Fturb > Fsurf , le diamètre de la goutte mère est réduit jusqu’à rétablir l’équilibre des
forces. Le diamètre de la nouvelle goutte est donc :
Dnew = 3
σ
ρlU2turb
. (2.72)
Le surplus du volume est réparti entre les gouttes filles, dont le diamètre est calculé grâce au modèle WAVE
(voir section §2.4.2), en substituant Uturb à la vitesse relative entre la vitesse de la goutte mère et la vitesse
du gaz. On considère ensuite que les gouttes filles ne contiennent plus de bulles de cavitation et le modèle
TAB est utilisé pour le fractionnement secondaire (voir section §2.4.1).
Des tests de ce modèle ont été effectués par les auteurs dans KIVA3. La dépendance des résultats à la
valeur que l’on spécifie pour le rayon des bulles de cavitation en sortie d’injecteur est montrée, tant pour
la pénétration du spray que pour la forme de celui-ci. Trois rayons de bulles ont été testés : 20µ m, 25µ m,
et 30µ m. Les résultats pour les deux premières valeurs sont très proches, montrant un bon accord avec les
résultats expérimentaux. Par contre, pour 30µ m, le code a tendance à surestimer la pénétration du spray
et à diminuer l’angle de celui-ci. En effet, les bulles plus grosses mettent plus de temps à collapser, donc
les gouttes en sortie de l’injecteur restent intactes plus longtemps et conservent leur quantité de mouvement.
Le gros avantage de ce modèle est qu’il calcule l’angle du spray, alors que dans la plupart des modèles
on doit le prescrire. Par contre, une meilleure connaissance des conditions de sortie du jet de l’injecteur
permettrait de ne pas avoir à fixer les rayons de bulles de cavitation de façon arbitraire.
2.5 Conclusion concernant les modèles d’atomisation
L’état de l’art en modélisation de l’atomisation montre bien l’historique de la compréhension du phé-
nomène : jusqu’à maintenant, la théorie a expliqué la pulvérisation par l’amplification d’une perturbation
initiale de la surface d’un jet liquide cylindrique (pour WAVE) ou l’amplification de l’oscillation d’une
goutte (pour TAB), expliquées par les effets aérodynamiques (vitesse relative entre le liquide et le gaz).
Avec l’augmentation de la vitesse et de la pression d’injection, d’autres facteurs sont apparus, que nous
avons identifiés au début de ce chapitre. Les modèles récents d’atomisation montrent l’intégration de ces
phénomènes (cavitation, turbulence, mélange diphasique à la sortie de l’injecteur) à un stade pour l’instant
très empirique. En effet, la difficulté d’accès expérimentale aux caractéristiques du jet en sortie d’injecteur
représente un frein important à la compréhension et la représentation des infl uences de l’écoulement dans
l’injecteur sur la pulvérisation du jet.
La difficulté principale est de définir de façon précise les conditions aux limites à la sortie de l’injecteur.
Afin de s’affranchir de modèles empiriques pour rendre compte du comportement du fl uide avant son entrée
dans la chambre de combustion, on se propose de modéliser l’écoulement à l’intérieur de l’injecteur. Ceci
permettra la livraison aux modèles d’atomisation de conditions aux limites permettant de prendre en compte
les facteurs autres qu’aérodynamiques dans la pulvérisation des jets Diesel.
Chapitre 3
L’état de l’art en modélisation
diphasique des écoulements cavitants
EN général, la cavitation, qu’elle se présente sous forme de bulles, de poches, de films, de tourbillons,est un phénomène instationnaire. Un modèle diphasique tridimensionnel instationnaire est l’outil le
mieux adapté pour représenter les écoulements cavitants. Une revue des modèles existants permettra de
savoir l’étendue du domaine de validité de chacun de ceux utilisés à ce jour.
Le critère de choix du modèle repose essentiellement sur les attentes du modélisateur quant aux ré-
sultats voulus, et aux phénomènes présents dans sa configuration. Un paramètre essentiel est le traitement
de l’interface (et donc des forces de tension de surface). De façon sommaire, si la taille caractéristique des
structures gazeuses est de l’ordre de la taille des mailles, alors on peut négliger les forces de tension de
surface. Si elle est beaucoup plus petite, alors les effets de tension de surface seront importants (nous re-
viendrons sur ce point plus tard).
Tomiyama [129] a dégagé de ses études sur les modèles un classement des types de méthodes en fonc-
tion des dimensions caractéristiques des structures gazeuses dans l’écoulement (voir tableau 3.1).
On peut d’ores et déjà écarter les méthodes microscopiques (méthodes basées sur la résolution des
équations de Bolzmann), qui n’ont pas d’intérêt dans le cadre de notre étude.
Le classement des modèles ci-après est inspiré de celui qu’ont effectué Floryan et Rasmussen [47].
Concernant le traitement eulérien du problème, nous n’aborderons que le cas avec grille de calcul fixe.
Les avantages principaux de ces méthodes sont les suivants :
– les interfaces peuvent supporter de fortes déformations sans, en principe, de grosses pertes de préci-
sion (cela dépend du modèle) ;
– la facilité relative du traitement d’interfaces multiples.
En revanche, le gros désavantage est la difficulté de calculer précisément la position de l’interface
lorsque c’est nécessaire.
3.1 Méthodes de suivi et de capture d’interface
Ces modèles concernent des écoulements contenant deux fl uides non miscibles, de densités différentes
constantes, d’effets visqueux ou diffusifs négligés. Les équations d’Euler peuvent être utilisées. On écrit
la conservation de la masse, de la quantité de mouvement et de l’énergie pour chacun des deux fl uides en
dehors de l’interface.
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Résolution spatiale Méthode Applicabilité aux problèmes
pratiques
Faible : ∆x >> d Méthode moyennée
(homogène, à deux fl uides)
Forte
Intermédiaire : ∆x ∼ d Méthode de capture de bulles Moyenne
Forte : ∆x < d Méthode de suivi et capture
d’interface (VOF, Level Set)
Faible
Très forte : ∆x < < d Méthode microscopique
(méthode de Boltzmann)
Faible
TAB. 3.1: Méthodes numériques pour les calculs de dynamique de bulles [129]. ∆x :
taille de la cellule, et d : diamètre de la bulle.


div (−→u ) = 0
∂−→u
∂t
+−→u .∇−→u + ρ−1∇P = 0
∂T
∂t
+−→u .∇T − λ∇T = 0
(3.1)
Le point délicat de cette méthode concerne la modélisation de l’interface. Au niveau microscopique,
l’interface a une épaisseur : c’est une zone de transition rapide. La physique est complexe, il faut un maillage
très fin. Au niveau macroscopique, l’interface est sans épaisseur. C’est une discontinuité. Il faut alors choisir
une méthode numérique appropriée pour représenter l’interface. Le maillage est de taille raisonnable et la
physique est plus simple dans ce cas.
Les conditions de raccord à l’interface dépendent des phénomènes physiques (forces exercées sur l’in-
terface, transferts entre phases...)
En général, on ajoute la gravité au système 3.1, les efforts visqueux et la tension superficielle.
3.1.1 Méthode de suivi d’interface “Surface Tracking”
Le "Surface Tracking" est la méthode de suivi d’interface [131]. L’interface est explicitement définie et
advectée par l’écoulement. La méthode consiste à représenter l’interface par une série de points qui forme
une frontière mobile, et d’interpoler entre ces points pour représenter la frontière physique. A chaque pas de
temps, l’information concernant la localisation des points et la séquence selon laquelle ils sont reliés est sto-
ckée. Les points sont alors advectés selon l’équation d’évolution de l’interface (vitesse locale). L’avantage
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des cette méthode est de pouvoir résoudre les structures de l’interface à l’échelle de sous-maille. Mais ceci
nécessite des capacités de stockage importantes. La répartition des points situant l’interface peut également
être problématique, dans le sens où un segment peut être construit avec beaucoup de points, laissant un autre
segment avec une résolution insuffisante.
Dans certains écoulements, la surface de l’interface peut augmenter ou diminuer. Il est donc nécessaire
d’être capable d’ajouter ou retirer des points sur l’interface. A l’heure actuelle, la meilleure façon de repré-
senter et manipuler des interfaces à longueurs changeantes n’a pas été trouvée.
Les méthodes de suivi d’interface ont généralement été utilisées en mono ou bidimensionnel, dans le cas
d’interfaces qui ne sont pas en interaction. La complexité de la spécification de l’interface et du traitement de
l’interaction en 3D limitent l’application de cette méthode en tridimensionnel (même si Tryggvason [130]
a montré une utilisation en 3D de cette méthode). Dans la suite, nous désignerons les avantages d’une mé-
thode par↗ et ses inconvénients par↘.
↗ pas de diffusion, donc précis ;
↘ problème topologique (coalescence, fragmentation) ;
↘ difficile à programmer, surtout en 3 dimensions.
3.1.2 Méthode de capture d’interface "Front-Capturing"
Dans cette méthode, l’interface est définie implicitement à l’aide d’une fonction volumique convectée
par l’écoulement. L’interface n’est pas représentée mais reconstruite si c’est nécessaire. Cette méthode ne
résout pas les détails de l’interface qui sont plus petits que la taille de la maille. La localisation, l’orientation
et la courbure de l’interface ne peuvent être déterminés précisément, ce qui a un effet sur la résolution des
contraintes visqueuses et des tensions de surface.
↘ diffusion numérique pour le front qui s’étale, donc imprécis sans précautions particulières ;
↗ facile à programmer en mono- et bidimensionnel ;
↗ relativement efficace et économique.
Les algorithmes de ce type sont les suivants :
– VOF,
– Level Set.
Ces méthodes sont principalement utilisées pour les cas de calculs instationnaires, du fait que le maillage
est fixe (méthode eulérienne). Elles ont néanmoins quelques inconvénients, principalement lors des interac-
tions entre interfaces ou lorsque l’interface se replie sur elle-même. La détection de ces situations est assez
délicate. De plus, l’extension de ces modèles au cas tridimensionnel est malaisée. Voyons maintenant en
détail les deux principales méthodes de capture d’interface.
3.1.2.1 Méthode VOF (Volume Of Fluid)
Le principe de cette méthode est de définir une fonction caractéristique convectée par l’écoulement.
Cette fonction est singulière à l’interface. Elle représente pour chaque cellule la fraction volumique occupée
par un des deux fl uides.
c(t, x ) = 1 dans le fl uide 1,
c(t, x ) = 0 dans le fl uide 2, et
ρ(t, x ) = c(t, x )ρ1 + (1− c(t, x ))ρ2 .
(3.2)
Pour le fl uide moyen on calcule dans tout le domaine :
{
div (−→u ) = 0
∂−→u
∂t
+−→u∇−→u + ρ−1∇P = f
(3.3)
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Ensuite on advecte c par :
∂c
∂t
+−→u∇c = 0 (3.4)
Après advection de c, il faut reconstruire l’interface dans les mailles où 0 < c < 1. Trois types d’algo-
rithmes de reconstruction existent : la reconstruction d’interface constante par morceaux [96] [67] [82], la
reconstruction d’interface en escalier [33], et la reconstruction d’interface affine par morceaux (méthodes
CIAM, FLAIR...).
Voyons en particulier la méthode CIAM1 (Calcul d’Interface affiné par Morceaux), développée par
Li [87], qui a été utilisée pour modéliser l’instabilité de Rayleigh-Taylor. Elle a été intégrée au code SUR-
FER. CIAM comporte deux parties : la reconstruction de l’interface et l’advection de celle-ci. En deux
dimensions, l’interface est représentée par un segment de droite dans chaque cellule. Une reconstruction
“ idéale” pourrait être une série de segments qui se raccordent entre les cellules, mais ceci impose trop de
contraintes sur la reconstruction. Donc CIAM calcule d’abord une approximation de la direction normale n
de l’interface (voir figure 3.1).
FIG. 3.1: (a) Interface réelle et fractions volumiques correspondantes. (b) Reconstruction
idéale de l’interface. (c) Reconstruction par CIAM [87].
Une simple différence finie centrée en huit points de la fraction volumique permet d’obtenir de bons
résultats [20]. La position du segment est alors ajustée pour que la fraction volumique soit égale à la valeur
prescrite. Voyons plus en détail le cheminement de la méthode, toujours en deux dimensions : on considère
une cellule carrée d’arête h unité dont l’origine est en (0, 0). Le segment de direction normale (m, n)
appartient à l’ensemble de droites parallèles d’équation :
mx + ny = ζ (3.5)
ζ est un paramètre à déterminer. Après quelques opérations de symétrie, il peut être supposé que 0 <
m ≤ n. Les deux segments de direction normale (m, n) qui passent par le point (1, 0) ou (0, 1) donnent
lieu à deux fractions volumiques critiques α1 = m/2n et α2 = 1−α1 qui induisent trois formules pour ζ :

ζ =
√
2cmn si 0 ≤ c ≤ c1
ζ = (2cn + m)/2 si c1 ≤ c ≤ c2
ζ = m + n−
√
2(1− c)mn si c2 ≤ c ≤ 1
(3.6)
L’interface est donc reconstruite. Il faut maintenant l’advecter par une méthode lagrangienne, dans
laquelle la vitesse sur l’interface est calculée par interpolation linéaire. Soit A un point dans la cellule
indexée i, j dont les coordonnées normalisées par h sont (x, y) ∈ [0, 1]2. Les interpolations de la vitesse
sont :
u = (1− x)ui− 1
2
,j + xui+ 1
2
,j
v = (1− y)vi,j− 1
2
+ yvi,j+ 1
2
(3.7)
1La traduction en anglais de CIAM est PLIC, pour : Piecewise Linear Interface Connection.
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Les nouvelles coordonnées de A sont alors :
x′ =
(
1− ui− 1
2
,j
k
h
+ ui+ 1
2
,j
k
h
)
x + ui− 1
2
,j
k
h
y′ =
(
1− vi,j− 1
2
k
h
+ vi,j+ 1
2
k
h
)
y + vi,j− 1
2
k
h
(3.8)
k est le pas de temps. La nouvelle équation de l’interface m′x + n′y = ζ ′ est alors :
m′ = m/
(
1− ui− 1
2
,j
k
h
+ ui+ 1
2
,j
k
h
)
n′ = n/
(
1− vi,j− 1
2
k
h
+ vi,j+ 1
2
k
h
)
ζ ′ = ζ + m′ui− 1
2
,j
k
h
+ n′vi,j+ 1
2
k
h
(3.9)
Le champ de fraction volumique est alors recalculé à partir de ces nouvelles équations d’interface. Des
tests ont également été effectués en trois dimensions, donnant des résultats satisfaisants. Néanmoins le pro-
blème s’en retrouve plus complexe et plus cher à résoudre.
Un modèle du type VOF a été développé par PRINCIPIA [92] pour l’application à l’injection Diesel.
Ce modèle calcule l’écoulement des deux phases incompressibles en tridimensionnel. L’interface est cap-
turée par la méthode VOF. Le déplacement des interfaces est piloté par la vitesse du liquide. La condition
de cavitation est gérée par trois constantes d’entrée du modèle : la pression d’initiation de la cavitation, la
“ fréquence de cavitation” et la pression de vapeur saturante.
Si on veut effectuer un calcul cavitant, un premier calcul en stationnaire doit être effectué en monopha-
sique. Lorsque ce calcul a convergé, on utilise sa solution comme condition initiale. La cavitation apparaît
alors dans les zones où la pression est inférieure à la pression d’initiation. Ensuite, un test est effectué
sur chaque cellule du maillage. Si cette cellule est à une pression inférieure à la pression de vapeur satu-
rante pendant le nombre de pas de temps consécutifs correspondant à la “ fréquence de cavitation” , alors
cette maille est “ vaporisée” (VOF fixé à 0). La méthode de résolution utilise un schéma du type “ pseudo-
compressibilité” . Le calcul d’un système non-linéaire des équations discrétisées est considéré, à un instant
donné, comme la limite asymptotique de la solution d’un problème d’évolution en fonction d’une variable
fictive, le pseudo-temps. La disparition de la cavitation est traitée de manière purement dynamique (pas de
critère sur la pression, c’est à dire que la condensation n’est pas prise en compte). L’interface est advectée
par la vitesse du liquide seule. La dynamique de l’écoulement est donc pilotée essentiellement par celle du
liquide.
3.1.2.2 Méthode Level Set
Le principe de cette méthode est de définir une fonction distance à l’interface qui est advectée par
l’écoulement. Cette fonction est continue et "suffisamment" régulière.

Φ(t, x) < 0 dans le fl uide 1,
Φ(t, x) > 0 dans le fl uide 2,
Φ(t, x) = 0 à l’interface.
(3.10)
L’interface se déplace avec les particules fl uides, l’évolution de Φ est donc donnée par :
∂Φ
∂t
+ u.∇Φ (3.11)
La masse volumique et la viscosité sont supposées constantes dans les deux fl uides, et donc prennent
deux valeurs dépendant du signe de Φ :
ρ(Φ) = ρg + (ρl − ρg)H(Φ) (3.12)
Et :
µ(Φ) = µg + (µl − µg)H(Φ) (3.13)
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Avec H(Φ) fonction de Heaviside, donnée par :
H(Φ) =


0 si Φ < 0
1
2
si Φ = 0
1 si Φ > 0
(3.14)
On peut alors écrire l’équation de Navier-Stokes pour les deux fl uides, on obtient alors :
ρ(Φ)
Du
Dt
= −∇P +∇.(2µ(φ)D)− σK(Φ)δ(Φ)∇Φ + ρ(Φ)g (3.15)
D est le tenseur des taux de déformation. Une présentation de l’implantation numérique de cette mé-
thode est présentée par Smereka [118]. Unverdi et Tryggvason [131] montrent une utilisation 2D et 3D
de cette méthode sur l’advection de bulles. Cette méthode est difficilement utilisable pour les cas de forts
gradients de masse volumique ou de viscosité entre les deux phases. Une méthode d” ’interface grossie” est
montrée par Smereka [118], dans laquelle on ne considère plus un saut entre les grandeurs caractéristiques
des deux phases, mais une transition continue.
3.1.2.3 Traitement de la tension de surface pour ces deux méthodes
La tension de surface ou tension superficielle σ est “ la résultante des forces de cohésion intermolécu-
laire qui s’exercent au voisinage des interfaces liquide-gaz, liquide-solide ou solide-gaz, perpendiculaire-
ment à celles-ci” [61].
Le traitement de la force de tension de surface dans ces méthodes est effectué d’une façon classique, en
considérant la courbure de l’interface qui est présente dans la cellule.
Méthode VOF :
−→
F = σK(c)
−→∇c
−→n =
−→
∇c
|∇c| et K(c) = −div−→n
(3.16)
Level Set :
−→
F = σK(Φ)δ(Φ)−→n
−→n =
−−→
∇Φ
|∇Φ| et K(Φ) = −div−→n
(3.17)
On calcule δ(Φ) comme une régularisation de la masse de Dirac.
3.1.3 Suivi de bulles "Bubble Tracking"
Un de ces modèles, développé par Tomiyama et al. [129], a pour intérêt que les auteurs se sont penchés
sur le problème d’échelle de l’écoulement diphasique au regard de l’échelle de résolution en espace des
codes numériques. En partant du principe que les modèles existants ne sont valables que pour des échelles
de grandeur bien définies, ils ont voulu créer un modèle de “ transition” entre ces types de modèles. En effet,
il a été vu que les modèles à deux fl uides ont une longueur caractéristique supérieure à la taille des bulles, et
du coup ne peuvent prendre en compte les modifications à petite échelle du champ de vitesse. Inversement,
les méthodes du type capture d’interface (VOF, Level Set) peuvent traiter ces phénomènes, mais ne peuvent
être appliquées à des problèmes de type industriel. Les auteurs citent l’exemple suivant : Si l’on considère
un système {Air + Eau} (voir figure 3.2) consistant en une bulle de 18mm et de plusieurs petites bulles
de 2mm de diamètres, un modèle de capture d’interface devra, si l’on veut conserver une bonne précision,
considérer une dizaine de mailles de calcul le long du diamètre des petites bulles, soit une taille de cellule
d’environ 0.23mm. Le nombre total de mailles serait alors supérieur à 12 millions. Ce qui est considérable,
au regard des moyens de calcul actuels.
Pour cette même application un modèle de suivi de bulle peut résoudre le problème avec une précision
suffisante pour une taille caractéristique des mailles de 23mm. Soit environ 12000 cellules. Il faut tout de
même noter que les modèles de suivi de bulles, jusqu’à maintenant, ne pouvaient traiter le comportement de
bulles de taille supérieure à la taille de la cellule de calcul [119]. La méthode que propose Tomiyama ici tente
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FIG. 3.2: Système de bulles de Tomiyama [129]. Comparaison des tailles des cellules de
calcul pour le B.T.M. (Bubble Tracking Method) et le I.T.M. (Interface Tracking Method).
de résoudre les écoulements pour lesquels d∗ est compris2 entre 0 et 2, mais aussi quand d∗ est supérieur à 2.
Les auteurs veulent prendre en compte les effets du mouvement de la bulle sur la vitesse du liquide et le
champ de pression. En négligeant les forces agissant sur la phase liquide quand d∗ est grand, les équations de
conservation de la masse et de la quantité de mouvement pour la phase continue liquide sont les suivantes :
∂αl
∂t
+∇. (αlul) = 0 (3.18)
αlρl
(
∂ul
∂t
+ ul.∇uL
)
= −αL∇P + F V + αLρLg + ξ
[
αgCV ρl
(
Dug
Dt
− Dul
Dt
)
+ MD + MLF
]
(3.19)
avec CV , coefficient virtuel de masse, MD la force de traînée interfaciale par unité de volume, MLF
la force “ transverse lift” . Le paramètre ξ prend les valeurs suivantes :
ξ =
{
1 pour 0 < d∗ ≤ 2
0 pour d∗ > 2 (3.20)
On retrouve bien le critère de prise en compte des forces selon la taille relative des bulles. Les fractions
volumiques vérifient :
αg + αl = 1 (3.21)
La diffusion visqueuse est donnée par :
F V = ∇.
(
αlµTP
[
(∇ul)T +∇ul
]) (3.22)
µTP est la viscosité de la phase liquide en écoulement diphasique. Le mouvement de chaque bulle est
prédit par l’équation suivante :
(
ρi + CV ρl
) Dui
Dt
= −∇P + CV ρl Dul
Dt
−miD + ρig − ξmiLF (3.23)
2d∗ est une grandeur adimensionnelle, rapport de la taille de la bulle d sur la taille de la maille ∆x.
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Les exposants i se rapportent à la i-ème bulle. Les forces de traînée et de “ lift” sont données par :
miD =
3
4di
CiDρl|ui − ul|(ui − ul) , miLF = CiLF ρl(ui − ul)× ro t(ul) (3.24)
CD et CLF sont les coefficients de traînée et de “ transverse lift” , respectivement. Le gradient de pres-
sion intervenant dans l’équation 3.23 pour d∗ ≤ 2 est calculé en utilisant l’équation de quantité de mouve-
ment du mélange :
∇P = (αgρg + αlρl)g + F V − αgρg Dug
Dt
− αlρl Dul
Dt
(3.25)
Pour d∗ > 2, ∇P dans les directions x et y sont calculés directement à partir d’un champ de pression
autour d’une bulle, alors que l’équation 3.25 est utilisée dans la direction verticale.
La relation entre M et m est donnée par :
M =
1
Vlmn
N∑
i=1
γilmnV
i (3.26)
Les indices l, m, n sont des entiers qui représentent une position discrète d’une cellule de calcul. Vlmn
est le volume de cette cellule, N le nombre total de bulles dans le domaine, V i le volume de la i-ème bulle,
et γilmn est la fraction de la bulle i qui occupe la cellule (l, m, n). De ce fait, on peut calculer le taux de
vide, la vitesse du gaz et la dérivée particulaire de la vitesse du gaz comme :
αg lmn =
1
Vlmn
N∑
i=1
γilmnV
i
ug lmn =
1
αg lmnVlmn
N∑
i=1
γilmnV
iui
(
Dug
Dt
)
lmn
=
1
αg lmnVlmn
N∑
i=1
γilmnV
i Du
i
Dt
(3.27)
Des modèles de formes de bulles doivent être utilisés pour calculer γilmn dans les équations 3.26 et 3.27
et les conditions aux limites de vitesse pour d∗ > 2.
Pour plus de précision sur le processus de résolution, voir la publication de Tomiyama et al. [129]. Cette
méthode a été utilisée pour le déplacement de bulles dans un réservoir rempli de liquide, le tout étant au
repos initialement. Les bulles ne se déplacent que par le mouvement induit par le principe d’Archimède. Il
n’y a pas de changement de phase. Néanmoins, ce procédé mérite d’être cité ici, car l’introduction du para-
mètre ξ dans les équations est une tentative de créer un modéle de “ transition” entre les modèles utilisables
à grande et petite échelles.
3.2 Modèles de mélange
Ces modèles sont utilisés pour des écoulements compressibles diphasiques. On traite “ le” fl uide dipha-
sique avec une pseudo-densité qui varie entre les extrêmes liquide/vapeur. L’interface gaz/liquide n’est pas
explicitement déterminé (sauf à posteriori lors des post-traitements des résultats, ou par calcul du gradient
de taux de vide).
On écrit pour "le" fl uide la conservation de masse, de quantité de mouvement et d’énergie.
La pseudo-densité ρ doit être déterminée à partir des conditions d’écoulement (pression...). La mé-
thode considère que les masses volumiques sont constantes sur le domaine liquide pur et sur le domaine
vapeur pure (voir figure 3.3). Mais l’interface n’est plus considéré comme une singularité. On définit une
équation d’état, généralement ρ = f(P ). Néanmoins cette approche paraît trop simplifiée. La dynamique
des bulles de cavitation montre que la masse volumique est fonction de la pression locale, mais également
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liquide
ρ
vapeur
Liquide cas (b) : le modèle considère l’interface 
comme une zone de transition.
cas (a) : l’interface est une singularité.
Vapeur
Interface
ρ
vapeur
ρ
ρ
liquide
Vapeur Liquide
Interface
FIG. 3.3: Pseudo-densité dans l’écoulement diphasique.
de l’évolution, en fonction du temps, de la bulle, qui est causée par le champ de pression (équation de
Rayleigh-Plesset).
Des exemples d’équations d’état utilisées dans la littérature sont présentés dans le tableau 3.2.
La principale difficulté pour ces modèles est de définir une équation d’état qui corresponde au cas que
l’on étudie. Delannoy et Kueny [41] ont développé un modèle de cavitation par poches sur un profil d’aube.
Ne possédant pas de données expérimentales concernant le transfert de masse et de quantité de mouvement
entre phases, ils ont émis des hypothèses validées par des résultats expérimentaux sur un écoulement non
visqueux, non turbulent et isotherme. La plus simple est l’égalité des vitesses entre phases. Le calcul est
effectué pour un mélange homogène de masse volumique ρ = αvρv+(1−αv)ρl. La loi d’état relie P et ρ, et
représente le mélange sous trois formes : la phase liquide incompressible, la phase gazeuse incompressible
et la zone de mélange homogène compressible (cette zone n’existe que pour des raisons numériques). La
masse volumique de la vapeur et du liquide purs est supposée constante (la compressibilité est négligée), et
une loi d’état sinusoïdale est utilisée dans la zone de mélange. Pour l’élaboration de cette loi, le modélisateur
fixe les valeurs de masse volumique dans le domaine gazeux ρg , dans le domaine liquide ρl, la valeur de la
pression saturante Pv et la vitesse du son minimale dans le mélange amin. Les auteurs citent les études de
Jakobsen [75] (qui néglige les transferts thermiques) et de Cooper [37] (qui considère la cavitation comme
une transformation isentropique) pour fixer la valeur de amin pour l’eau froide : Jakobsen obtient la valeur
amin = 3.3m/s et Cooper amin = 0.038m/s. Delannoy et Kueny choisissent une valeur intermédiaire :
amin = 0.2m/s. Cette valeur permet de fixer la pente maximale de la loi sinusoïdale à la pression Pv , en
considérant une transformation isentropique :
(
dρ
dP
)
P=Pv
=
1
a2min
. (3.28)
En faisant l’hypothèse que pour la pression Pv on a la valeur de masse volumique suivante :
ρ(P = Pv) =
ρv + ρl
2
, (3.29)
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Equation d’état Auteurs
Dρ
Dt
= C0(P − Pv) Chen et Heister [31]
ρ =
P (P + Pc)
K(1 − Y )P (T + T0) + Y R (P + Pc)T Ikohagi et al. [72]
ρ = ρv + ∆ρ
[
1 + s in
(
P − Pv
∆ρa2min
)]
Delannoy et Kueny [41]
P = Pg,s a t + Pgl lo g
[
ρla
2
l (ρl + α(ρg − ρl))
ρg
(
ρga2g − α(ρga2g − ρla2l )
)
]
(voir
l’équation 4.39)
Schmidt [114]
∇2P + F (P ) = G(ρ,−→v , ∂ R
∂ t
, R ) + T (ρ,−→v ) Kubota [81]
D2ρ
Dt2
= F (α′Lo
2)(P − Pv) + G(α′)
(
D ρ
D t
)
2
,avec
α′ = 3
√
α = 3
√
1− ρ, et Lo = Ro
(
1
αo
− 1
) 1
3
Chen et Heister [30]
TAB. 3.2: Equations d’état pour le domaine diphasique utilisées dans les modèles de
mélange.
et en introduisant la grandeur ∆ρ comme :
∆ρ =
ρl − ρv
2
, (3.30)
on peut écrire la loi d’état sinusoïdale pour le domaine diphasique de la façon suivante, pour assurer la
continuité avec les domaines liquide et vapeur :
ρ = ρv + ∆ρ
[
1 + s in
(
P − Pv
∆ρa2
m in
)]
. (3.31)
Cette équation est valable pour des valeurs de pression comprises entre Pv −∆P et Pv + ∆P , avec :
∆P =
pi
2
∆ρa2
m in
. (3.32)
Les résultats obtenus par ce modèle sont encourageants au point de vue qualitatif : on remarque la naissance
d’une poche sur le profil, le grossissement de la cavité, la création d’un jet rentrant qui se développe sous la
poche et le lâcher de la poche de vapeur recirculante. Néanmoins, la comparaison avec l’expérience montre
que la fréquence d’oscillation et la longueur des poches ne sont pas bien prédites par le modèle.
Schmidt [114] a développé un modèle spécialement adapté aux écoulements dans les injecteurs com-
mon rail, en instationnaire. Ce modèle prend en compte la compressibilité du liquide. L’équation d’état est
barotrope. L’inconvénient de cette méthode est qu’on ne peut connaître les effets de la cavitation par bulles.
On n’a pas accès aux informations telles que le rayon des bulles, ou la vitesse liquide/gaz à l’interface,
vu que l’équation de Rayleigh-Plesset n’est pas résolue. Néanmoins, ses résultats mettent en évidence les
réductions de section de sortie et des vitesses concordantes avec les résultats expérimentaux de Chaves [25].
Cocchi et Saurel [34] ont étudié un modèle pour les écoulements bidimensionnels instationnaires au-
tour de projectiles supersoniques dans l’eau. Ils ont adopté une formulation diphasique compressible qui
fait intervenir une loi d’état valable pour le liquide, le mélange diphasique et la vapeur aux basses et hautes
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pressions. Contrairement aux modèles habituellement proposés, celui-ci tient compte des phénomènes ther-
miques dûs aux ondes de choc et aux ondes de détente. Ceci impose donc le traitement de l’équation d’éner-
gie, et permet de ne pas considérer Psa t et T comme constantes.
Avva et al. [10] proposent un modèle, basé sur l’enthalpie, sensé limiter l’empirisme dans la prédiction
de la cavitation. Ce modèle est utilisé dans un écoulement bidimensionnel stationnaire (basée sur les travaux
d’Ishii et Zuber [73]), et les équations d’enthalpies des phases sont combinées en une seule pour l’enthalpie
de mélange en utilisant l’hypothèse d’équilibre thermique local. Le principe du modèle est le suivant : on
assume l’équilibre thermique local, on considère que les phénomènes thermiques ont une échelle de temps
très inférieure à celle de l’écoulement. Les résultats obtenus pour le cas d’une marche [97] et d’un hydrofoil
ont été encourageants mais, en l’absence d’une vitesse de glissement, la cavité s’est trouvée sous-évaluée.
De plus, la stabilité du modèle pose problème, dû principalement au rapport de densités (résolution possible
pour jusqu’à un rapport de 3000).
Boulon et Chahine [18] ont développé un modèle 3D pour simuler l’écoulement tridimensionnel insta-
tionnaire autour d’un hydrofoil. Le but de ce modèle est d’étudier précisément le “ breakup” de la cavitation
par poche, avec une comparaison avec l’expérience. L’écoulement est considéré comme non visqueux. La
cavitation apparaît quand P < Psa t . La cavitation par poche est simulée sur la surface de l’aube en exami-
nant la pression sur la surface du solide. La pression est donnée par l’équation de Bernoulli. La pression sur
la surface de contact bulle/paroi est calculée en fonction du rayon de courbure de la bulle. La surface de la
cavité se déplace avec la vitesse locale du fl uide.
Chen et Heister [32] ont développé un modèle laminaire basé sur le même principe que celui de Ku-
bota [81], qui prend en compte la variation du nombre de bulles dans l’écoulement. Le nombre d’inclusions
par unité de masse est supposé constant, c’est à dire que par unité de volume, il évolue en fonction du taux
de vide. L’équation de Rayleigh-Plesset utilisée prend en compte le taux de vide du mélange diphasique et
indirectement l’infl uence des bulles entre elles. Elle permet d’évaluer les situations hors-équilibre en écou-
lements cavitants. Le traitement diphasique utilisé fait intervenir une pseudo-masse volumique ρ∗ = ρm
ρl
qui
varie entre 0 (vapeur pure) et 1 (liquide pur). La viscosité est déterminée de la façon suivante (µg  µl) :
µ = ρ∗µl. Chen, grâce à ce modèle, a mis en évidence les effets d’échelle et de rayon de courbure à l’entrée
de l’injecteur. Les résultats sont qualitativement corrects. Cependant les effets visqueux microscopiques et
la tension de surface ne sont pas pris en compte alors qu’ils sont importants dans la dynamique des bulles
de petites dimensions.
Ces auteurs avaient auparavant [30] étudié un modèle de mélange, mais en partant du fait que la loi
d’état ne doit pas être seulement barotrope, mais que la valeur de la masse volumique locale devait refl éter
l’historique du champ de pression rencontré par la particule fl uide dans la région cavitante. Ainsi on ne se
trouve plus exactement en présence d’une équation d’état, vu que des termes temporels apparaissent dans
celle-ci. Elle est de la forme :
D ρ
D t
= C0(P − Psa t ) (3.33)
L’algorithme de Chen et Heister distingue trois régions : la région cavitante ; la région où P < Psa t
(à ce moment la pression est réajustée à la pression de vapeur saturante) ; et enfin la région où on n’a ni
grossissement, ni collapse de la cavitation, la masse volumique adimensionnalisée est fixée à 1.
3.3 Modèles à deux fluides
Ce type d’approche a été principalement utilisé pour la modélisation des écoulements "à bulles", afin
de prendre en compte la turbulence des deux phases, la traînée des inclusions sur l’écoulement. L’approche
consiste à résoudre les équations de champ pour l’une et l’autre phase, et de coupler les résultats grâce à
l’équation de conservation de la masse.
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Un modèle de cavitation par bulles a été développé par Kubota et al. [81]. Ce modèle résout les écoule-
ments visqueux mais non turbulents. Il est basé sur la résolution de l’équation de Rayleigh-Plesset utilisée
pour représenter la croissance, l’évolution et la disparition d’un ensemble de bulles de vapeur. Le liquide
est supposé incompressible, le mélange diphasique est, lui, compressible selon le taux de vide. Il n’y a pas
de glissement entre phases, et l’écoulement est isotherme. Le transfert de masse entre phases est ignoré.
La densité du mélange s’écrit ρ = (1 − αv) avec αv = 43piR3n, avec n le nombre d’inclusions par unité
de volume et R le rayon des bulles. Les masse et quantité de mouvement de la vapeur sont négligés, car
ρg
ρl
= 10−5. Le calcul de rayon des bulles est obtenu à partir d’une équation de Rayleigh-Plesset modifiée
pour tenir compte de l’interaction entre bulles. Il faut remarquer que la tension superficielle est négligée.
On considère la densité de germes dans l’écoulement constant. Les calculs ont été effectués pour le sillage
d’un hydrofoil pour simuler les décrochements tourbillonnaires cavitants. Ceci permet de remarquer l’im-
portance des effets visqueux sur la formation de la cavitation : les zones fortement cisaillées sont sources
de rotationnel, et sont donc propices à la formation de vortex. Les nuages de bulles se localisent dans le cas
du calcul au centre des structures tourbillonnaires, et ceci coïncide avec les visualisations expérimentales.
Kubota indique que pour mieux prédire le comportement du nuage de bulles, il est nécessaire de prendre
en compte la convection et la distribution des bulles (calcul de D n
D t
), la variation de la viscosité du mélange
en fonction du taux de vide et le glissement entre phases. Une limitation a été imposée sur le taux de vide
présent dans la cellule : il est limité pour sa valeur inférieure par le volume occupé par les bulles de diamètre
R0 (fixé) et pour sa valeur supérieure par 0.95 pour pouvoir obtenir une stabilité du solveur (trop grande
différence de masse volumique) [139].
Lorsque le taux de vide est égal à 0.95, voici ce qui est effectué par le modèle [139] : l’équation du
rayon de la bulle continue à être calculée, alors que cela n’a aucun sens physique. Néanmoins, le prinicpe
de conservation de la masse n’est pas violé car les équations du mélange sont toujours résolues.
Alajbegovic et al. [2] ont développé un modèle à deux fl uides, qu’ils ont implémenté dans le code FIRE.
La phase liquide est considérée comme continue, et la phase gazeuse comme dispersée. La résolution du
terme d’échange de masse entre les deux phases est approximé en utilisant l’équation de Rayleigh simplifiée
[59] :
Γgl = ρgN
′ ′ ′ 4piR2
∂ R
∂ t
= −Γlg (3.34)
R est le diamètre moyen des bulles, et N ′ ′ ′ est la densité de bulles. N ′ ′ ′ est calculé en le reliant à N ′ ′ ′
0
,
densité de bulles initiale fixée à 101 2 [50] et au taux de vide :
N ′ ′ ′ =
{
N ′ ′ ′
0
si α ≤ 0.5
2(N ′ ′ ′
0
− 1)(1− α) + 1 si α > 0.5 (3.35)
Cette équation est sensée prendre en compte la coalescence des bulles lorsque le taux de vide est
important. Néanmoins, cette approche n’est pas adaptée lorsque l’on arrive à des valeurs de α proches de
1 [1].
Les résultats montrés dans la figure 3.4 montrent que les résultats numériques sont proches des résul-
tats expérimentaux, mais les valeurs de fraction volumique sont très faibles. Pour des valeurs supérieures, la
physique n’est plus bien résolue. Il est inportant de noter qu’Alajbegovic effectue actuellement des calculs
d’injection essence dans le nez et à la sortie de celui-ci, en modélisant l’essence liquide, l’essence vapeur
formée par cavitation, et l’air contenu dans la chambre. Ses premiers résultats quantitatifs semblent encou-
rageants.
Schulz [116] a présenté une méthode numérique basée sur celle de Kubota et al. Au niveau macrosco-
pique, le fl uide est visqueux, compressible et le mélange est homogène (liquide incompressible et gaz +
vapeur). Le nombre de bulles par unité de volume obéit à l’équation suivante :
∂ n
∂ t
+
−→∇(n−→u ) = 0 (3.36)
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FIG. 3.4: Champ de taux de vide pour différentes dépressions. Les résultats expérimentaux
sont à gauche, les résultats numériques à droite. La palette de couleur va de 0 à 0.1 pour
la fraction volumique [2].
Au niveau microscopique, les bulles de cavitation obéissent à l’équation de Rayleigh-Plesset modifiée
qui tient compte de l’interaction entre les bulles. La tension superficielle et la viscosité microscopique sont
prises en considération. Le couplage entre les modèles microscopique et macroscopique est réalisé grâce à
une équation de Poisson. Dans le cas du test de la marche, on voit bien la création d’un nuage de bulles au
sein du vortex, puis il est convecté en aval et implose sous de plus hautes pressions alors qu’un autre nuage
se forme.
Lambert [83] a utilisé un modèle d’écoulement diphasique instationnaire compressible et turbulent
dans un injecteur common rail, avec le code “ MELODIF” . Sont écrites les lois de conservation de masse,
de quantité de mouvement et d’énergie pour les deux fl uides en présence. On obtient alors deux systèmes
d’équations partielles, qui sont couplés à l’aide de conditions d’interface ponctuelles et instantanées. On
obtient un modèle à six équations, que l’on couple avec l’équation de Rayleigh-Plesset simplifiée (pas de
tension de surface ni de viscosité microscopique), afin d’apprécier le mouvement pulsatoire des bulles. Une
attention particulière est portée à la modélisation de la turbulence pour les deux phases. Lors de la résolu-
tion, on voit des résultats donnant des pressions négatives localement. Cela n’est pas étonnant : en situation
industrielle, on voit des liquides qui subissent des pressions négatives avant de caviter. Néanmoins dans ce
cas les pressions sont de l’ordre de quelques bars, et non pas 200 bars comme dans les résultats de Lambert.
Ces valeurs faussent certainement les résultats physiques. Dans ce modèle, la concentration en inconden-
sables n’est pas prise en compte contrairement aux modèles de Chen et Schulz. Les bulles métastables en
sortie d’injecteur ne sont donc pas simulées (la pression à la sortie provoque la disparition des bulles de
vapeur).
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3.4 Codes disponibles
Actuellement de gros efforts sont effectués par les développeurs de codes commerciaux pour calculer la
cavitation. La plupart du temps, des codes diphasiques sont “ adaptés” (ajout d’un terme source dans l’équa-
tion de α) pour pouvoir prendre en compte ce phénomène. On peut dégager trois logiciels dans lesquels est
implantée une subroutine cavitation.
3.4.1 FLUENT
Dans la version actuelle de FLUENT, trois modèles diphasiques sont accessibles : modèle VOF, modèle
de cavitation (modèle à deux fl uides), et modèle ASM (Algebraic Slip Mixture)3.
Penchons-nous plus avant sur le modèle de cavitation, qui est expliqué dans le manuel de FLUENT et
dans [35]. Ce modèle est excessivement proche de celui d’Alajbegovic [2]. Il ne considère pas d’interface
entre les deux fl uides non miscibles, mais un fl uide homogène (pas de glissement entre phases). Comme
pour le modèle VOF dans le code, il résout une simple équation de quantité de mouvement pour les deux
phases et une équation sur α pour la phase transportée. L’équation de continuité pour la phase gazeuse est :
∂
∂t
(αg) +
∂
∂x i
(αguj) =
1
ρg
(
m˙gl −
∂ρ
∂t
)
(3.37)
m˙gl est le transfert de masse entre le liquide et la vapeur. αl est calculé à partir de :
αg + αl = 1 (3.38)
Le calcul du transfert de masse entre phases est basé sur le modèle d’Alajbegovic [2], soit :
m˙gl =
3ρgαg
R
√
2(P − Psat)
3ρl
(3.39)
Avec :
R =
(
αg
4
3
pin
) 1
3
(3.40)
Les paramètres de cavitation du modèle sont les suivants : la pression de vapeur saturante Psat dans
l’équation 3.39, et le nombre de bulles n dans l’équation 3.40.
Quelles sont les limitations de ce modèle ? En fait, jusqu’à l’année 2000, le collapse n’était pas pris en
compte par le modèle : les bulles ne pouvaient que grossir. Maintenant, un modèle de collapse a été implanté
mais d’après les travaux de Maître [91] le collapse n’est pas assez rapide. De plus, ces bulles sont consi-
dérées comme sphériques dans l’écoulement, cela signifie que l’on ne peut calculer que des écoulements à
grande échelle. Condition supplémentaire, les bulles doivent avoir un diamètre largement inférieur à la taille
des cellules de calcul. Ces limitations sont trop importantes pour pouvoir utiliser ce modèle dans notre cas.
3.4.2 ESTET-ASTRID
Le code de thermo-hydraulique ASTRID4 a été développé par la Direction des Etudes et Recherches
d’EDF, pour permettre de modéliser les écoulements bi- ou tridimensionnels diphasiques turbulents à inclu-
sions dispersées, pour lesquels une des phases est constituée d’inclusions semi-rigides de petites tailles par
rapport aux échelles moyennes de l’écoulement.
3Notons que dans FLUENT, les modèles VOF et ASM ne peuvent gérer l’échange de masse entre phases.
4Analyse et Simulation des écoulements TRIdimensionnels Diphasiques
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Le code est à différence ou volumes finis. Au centre des mailles sont les noeuds de pression, et les
vitesses sont calculées aux noeuds du maillage. La discrétisation est donc effectuée sur une grille semi-
décalée.
La turbulence de l’écoulement peut être prise en compte et est modélisée grâce au concept de viscosité
turbulente par analogie avec les écoulements monophasiques. Pour la phase continue, cette viscosité est
déduite d’un modèle classique k −  à deux équations. Pour la phase dispersée, le modèle traite l’entraî-
nement local des inclusions par la turbulence de la phase continue (hypothèse de Tchen) ou bien les deux
équations de transport de la phase dispersée (énergie turbulence et covariance des mouvements fl uctuants).
Les transferts interfaciaux de masse peuvent être donnés par des lois qui sont fixées par l’utilisateur. Seule
la phase continue est considérée comme compressible.
Il n’y a pas de subroutine cavitation à proprement parler. Mais celle-ci peut être modélisée grâce à un
terme source de transfert de masse à l’interface, par exemple de type Alajbegovic [2].
Ce modèle considérant les inclusions de petite taille, la résolution de problèmes de type cavitation à
poches n’est pas possible, dès lors que la taille des structures gazeuses atteint la taille de maille. Dans notre
cas, l’utilisation d’un tel modèle ne semble donc pas appropriée.
3.4.3 STAR-CD
Ce code permet d’utiliser un modèle à deux fl uides basé sur le schéma d’Alajbegovic [2] ou un modèle
de mélange proche de celui de Schmidt [115]. Nous n’avons pu tester ce code lors de notre recherche.
3.5 Modèles testés
Deux modèles de cavitation ont été testés pour les conditions d’injection Diesel. Nous présenterons
les comparaisons des résultats de chaque code avec les résultats expérimentaux exitants. Nous discuterons
ensuite des méthodes utilisées, et de l’approche qui nous paraît la plus appropriée à notre système.
3.5.1 CAVALRY
CAVALRY est le modèle développé par Schmidt [114], utilisant l’hypothèse de mélange de phases, géré
par une équation d’état barotrope. Le liquide et le gaz sont considérés comme compressibles, le nombre de
Mach de l’écoulement étant au moins égal à 0.4. Des essais ont été menés, considérant la géométrie dite de
Chaves, que l’on peut voir dans la figure 3.5.
Aspect numérique du code : les équations du modèle consistent en trois EDP5 et une équation algé-
brique (l’équation d’état). Voir Schmidt [115] pour le développement des méthodes numériques. Ce que
l’on peut retenir, c’est que les équations sont résolues sur une multigrille, en utilisant un schéma de Runge-
Kutta du troisième ordre en temps. Toutes les dérivées spatiales sont différenciées au second ordre au centre
de la maille. Les variables thermodynamiques sont localisées aux centres des cellules de calcul, les vitesses
et variables d’espace aux noeuds, les vitesses contravariantes sur les faces des cellules. Une viscosité du
quatrième ordre est ajoutée aux vitesses, afin de lisser les effets dus aux termes axisymétriques non conser-
vatifs et pour étoffer la viscosité moléculaire, qui est très basse. Le schéma est explicite, le pas de temps est
limité par la vitesse du son et la vitesse locale. De ce fait, le code est plus performant pour les nombres de
Mach modérés et importants que pour les nombres de Mach faibles.
Ecrivons tout d’abord l’équation de continuité du fl uide moyen :
∂ρ
∂t
+
∂(ρuj)
∂xj
= 0 (3.41)
5Equations Différentielles Partielles
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Visualisations
FIG. 3.5: Maillage dit de Chaves. Nombre de noeuds : 140×40.
Où t est le temps, xj sont les coordonnées spatiales cartésiennes, uj les composantes du vecteur vitesse,
ρ la masse volumique du mélange, P la pression statique et τij le tenseur des contraintes visqueuses.
Les équations de Navier-Stokes en compressible, en négligeant les forces de pesanteur :
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂P
∂xi
+
∂τij
∂xj
(3.42)
Le tenseur des contraintes visqueuses pour un fl uide newtonien est :
τij = 2µdij −
2
3
µ
∂uj
∂xj
δij ; dij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.43)
où µ est le coefficient de viscosité du mélange, δij le symbole de Kronecker6 et dij est le tenseur des
taux de déformation.
Une équation d’état barotrope relie P à ρ. Cette équation d’état est basée sur l’évolution isentropique
d’un écoulement compressible. On a :
dP
P
= γ
dρ
ρ
(3.44)
En introduisant la célérité du son dans les conditions locales du mouvement a2 = γP/ρ, on obtient
alors directement :
dP = a2dρ (3.45)
avec a, qui est donné par Wallis [134] comme :
a =
√√√√√ 1
(αρg + (1− α)ρl)
(
α
ρga2g
+
1− α
ρla2l
) (3.46)
6δi=jij = 1 et δ
i 6=j
ij = 0.
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ag et al sont les célérités du son du gaz et du liquide, respectivement. Dans l’expression 3.46, α est le
taux de vide, présenté comme :
α =
ρ− ρl
ρg − ρl
(3.47)
En faisant l’hypothèse d’une vitesse du son constante dans chaque phase, la pression peut être intégrée
comme une fonction du taux de vide. En intégrant à partir de l’état saturé, cela donne :
P = Psat + Pgl ln
[
ρga
2
g (ρl + α(ρg − ρl))
ρl
(
ρga2g − α(ρga2g − ρla2l )
)
]
(3.48)
Pgl est fonction des propriétés de la vapeur et du liquide :
Pgl =
ρga
2
gρla
2
l (ρg − ρl)
ρ2ga
2
g − ρ2l a2l
(3.49)
Le système à résoudre peut alors se résumer de la façon suivante :
∂ρ
∂t
+
∂(ρuj)
∂xj
= 0
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂P
∂xi
+
∂τij
∂xj
P = Psat + Pgl ln
[
ρga
2
g (ρl + α(ρg − ρl))
ρl
(
ρga2g − α(ρga2g − ρla2l )
)
] (3.50)
Le point important de la résolution numérique est le changement rapide de densité (rapport de l’ordre
de 105), mais sans jamais atteindre 0. Un schéma de capture de choc du troisième ordre est appliqué à
l’équation de continuité. Pour s’assurer de la stabilité du schéma, la densité est vérifiée à chaque sous-pas
de temps et est réactualisée à 10−7 si elle se trouve en-dessous de cette valeur. L’équation d’état est basée
sur les études de Wallis [134], en forme adimensionnalisée elle est montrée sur la figure 3.6.
La grille de calcul est en 2 dimensions, le diamètre de la buse est de 200µm. Il y a symétrie axiale selon
l’axe de l’injecteur. Les conditions aux limites du cas-test sont les suivantes : 1000bar à l’amont et 50bar à
l’aval. L’injecteur est initialement rempli de liquide au repos. Les résultats obtenus sont dans la figure 3.7.
Le temps de calcul est de 100000s sur une Silicon Graphics du type O2000 pour une simulation de 30µs.
FIG. 3.7: Résultats de simulation avec CAVALRY. Pression amont : 1000bar, pression
aval : 5 0bar. Visualisation de la fraction de vapeur aux temps suivants : (a) : à 2.11µs ;
(b) : à 3.5 3µs ; (c) : à 3.76µs ; (d) : à 3.9 9µs ; (e) : à 4.46µs ; (f) : à 4.70µs ; (g) : à
4.9 3µs ; (h) : à 15 .7µs
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FIG. 3.6: Loi d’état de Schmidt adimensionnalisée. Si P ∗ = 1, alors P = 1000bar. Si
ρ∗ = 1, alors ρ = 8 50k g / m 3.
Dans cette figure, on remarque en (a) la formation d’une zone de recirculation, juste en aval de la singu-
larité. Cette zone est advectée, et en cet endroit se forme en (b) la première poche de cavitation. Remarquons
alors la formation d’une autre recirculation juste en aval de la singularité, dans laquelle se forme une autre
poche en (c). Ensuite, les poches formées coalescent en (d) et forment une poche plus importante, qui peut
se fragmenter en (e) et (f). Remarquons que la première poche formée a été détruite en (d). Ensuite, tout va
très vite et l’écoulement est quasi-stationnaire à partir de 15µs.
Il est relativement difficile de valider un modèle dans notre situation : comme nous l’avons vu, les don-
nées expérimentales sont rares à ce jour. Néanmoins, l’étude expérimentale de Chaves [25] sur l’injecteur
monotrou à alimentation symétrique a permis de mettre en valeur la structure de la cavitation visuellement,
et de dégager certaines grandeurs à la sortie de l’injecteur (notamment la vitesse de sortie). De même, les
visualisations du CRMT [36] concernant la cavitation sur une marche permettent de comparer les résultats
numériques avec les visualisations expérimentales.
Pour tester le code, le cas du collapse d’une bulle axisymétrique en milieu infini doit être testé, afin de
s’assurer que la modélisation de la cavitation est bien effectuée. Les résultats numériques sont comparés aux
résultats expérimentaux de Ohl [98]. Le collapse calculé est légèrement plus lent que le collapse mesuré,
mais néanmoins est en bon accord avec les valeurs expérimentales. Une des raisons que l’on peut invoquer
pour expliquer le léger désaccord est que la résolution de la bulle devient de plus en plus problématique
lors du collapse (diminution de taille), et une part de l’énergie du collapse est perdue lorsque la bulle est de
taille inférieure à la maille. Néanmoins, on retrouve à la fin du collapse une forte onde de compression qui
se propage dans le milieu, comme on peut le voir sur les photographies de Ohl (voir figure 2.13). La modé-
lisation de cette onde de pression est possible grâce à la prise en compte de la compressibilité du liquide.
Schmidt a comparé les vitesses obtenues en sortie d’injecteur calculées par CAVALRY et celles me-
surées par Chaves. Le résultat est montré en figure 3.8. Les résultats numériques s’accordent relativement
bien avec les mesures expérimentales.
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FIG. 3.8: Vitesses mesurées et prédites à la sortie de l’injecteur, au centre de la section.
L0/D0 = 4 [115].
De même, les comparaisons de coefficient de perte de charge ont montré des résultats encourageants
(voir figure 3.9). Les résultats obtenus avec le code CAVALRY prédisent bien la vitesse de sortie au centre
de l’injecteur, ainsi que le débit massique.
FIG. 3.9: Coefficient de perte de charge en fonction du nombre de cavitation [115].
Schmidt a également étudié le cas d’injecteurs asymétriques, qui peut être considéré comme plus repré-
sentatif des conditions réelles d’injection moteur. En fait, il s’est limité à calculer l’écoulement dans la buse
d’injection, en considérant que l’écoulement qui vient de l’aiguille passe entièrement dans la buse, sans re-
circuler dans le sac (ce qui est discutable, cf. [6]). Néanmoins, les résultats obtenus avec cette géométrie très
simple sont qualitativement intéressants, car en accord avec les visualisations expérimentales existantes : en
effet, Knapp [79] a identifié un comportement cyclique des cavités attachées (que l’on peut voir également
dans [108] et [21]). Ce comportement est décomposé en trois phases : la formation et le grossissement de
la cavité, le remplissage, et la disparition. Regardons la figure 3.10 pour comprendre la phénoménologie :
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au départ, le film de cavitation est en formation (i). Le profil de vitesse en sortie est droit. Ensuite, le film
est totalement développé (ii). Le profil de vitesse est considérablement modifié. A partir de (iii) se produit
le collapse, au début relativement lent, puis excessivement rapide (iv). A cette occasion, on remarque des
valeurs de vitesse en sortie négatives. En fait, cela voudrait dire que le fl uide présent dans la chambre re-
monte dans le conduit (c’est l’hydraulic fl ip, montré par Soteriou [120]). Comme CAVALRY traite le cas
de liquide injecté dans le liquide, ce n’est pas le gaz contenu dans la chambre qui remonte. Une fois que
le film a collapsé (v), des poches détachées sont advectées par l’écoulement. Ensuite le film se reforme en
(vi) de la même façon qu’en (i). Le profil de vitesse a repris sa configuration initiale. Le cycle peut alors
recommencer. Schmidt a mesuré une fréquence d’apparition de l’ordre de 25 à 35kHz pour ce phénomène.
FIG. 3.10: Comportement cyclique de la cavitation dans le cas asymétrique. Visualisation
de la phase vapeur, et des vecteurs vitesse en sortie [115].
On peut remarquer que la comparaison entre les résultats numériques et les expériences existantes
concernant la cavitation sont en bon accord, les phénomènes physiques semblent être bien résolus par le
modèle, tant au niveau de la cavitation (collapse) que de l’écoulement (vitesses). La résolution du problème
par ce type de méthode, i.e. modèle de mélange pour écoulement à haute vitesse, semble donner des résultats
probants. Néanmoins, il est vrai que l’accès aux échelles de cavitation (grandeur et forme des structures)
n’est pas possible avec ce modèle. Un essai d’implémentation de suivi d’interface a été effectué par Schmidt
[115]. Le schéma de suivi d’interface transportait avec succès la vapeur et pouvait garder un front de densité
à l’interface droit quand le champ de vitesse était prescrit. Mais quand le champ de vitesse était calculé,
le front de densité posait des problèmes de stabilité (violation des critères sur le CFL). Plusieurs solutions
avaient été envisagées, mais aucune n’a produit des résultats suffisants pour garder la robustesse du code.
En effet, les modèles de suivi d’interface considèrent les deux fl uides comme incompressibles, et chaque
phase est résolue séparément. La masse volumique n’intervient donc pas dans l’expression de la dérivée de
la quantité de mouvement, ce qui évite les problèmes de stabilité.
3.5.2 EOLE
Le principe de ce code, développé par la société PRINCIPIA dans le cadre de l’étude GSM D1.2 (entre
1998 et 2000), a été brièvement expliqué dans la section §3.1.2.1. Nous allons néanmoins nous pencher plus
avant sur les méthodes utilisées dans ce code.
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Les hypothèses considérées sont les suivantes [92] :
– phases liquide et vapeur incompressibles,
– calcul de l’écoulement dans les deux phases,
– déplacement des interfaces à la vitesse du liquide,
– prise en compte de la tension superficielle.
On écrit les équations de Navier-Stokes instationnaires pour un écoulement tridimensionnel incom-
pressible pour les deux phases. Celles-ci sont résolues par une méthode de pseudo-compressibilité. Il s’agit
d’une méthode itérative qui permet de coupler l’équation de continuité, dans laquelle n’apparaît pas la pres-
sion, et l’équation de quantité de mouvement qui sont les deux équations-bilan à satisfaire en chaque point
du maillage. Elle consiste à calculer la solution d’un système non-linéaire des équations discrétisées, à un
instant donné, comme la limite asymptotique de la solution d’un problème d’évolution en fonction d’une
variable fictive, le pseudo-temps τ . On introduit pour cela, respectivement dans les équations de continuité
et de quantité de mouvement des dérivées fictives par rapport au pseudo-temps. La solution transitoire en
pseudo-temps n’a aucun sens physique, mais si la solution asymptotique existe, elle vérifie les équations-
bilan de masse et de quantité de mouvement à chaque pas de temps physique. Cette technique permet d’itérer
sur toutes les non-linéarités du problème, et donc d’utiliser des schémas entièrement implicites.
La discrétisation spatiale est de type volumes finis sur un maillage structuré multi-blocs. On utilise un
schéma centré en espace où les inconnues sont les valeurs moyennes des champs de vitesse, de pression et
de pseudo-masse volumique, et dans lequel on introduit des termes de viscosité artificielle du second et du
quatrième ordre. L’intégration en pseudo-temps est assurée par un schéma de Runge-Kutta à cinq étapes.
L’accélération de la convergence en pseudo-temps est assurée par deux techniques : un lissage impli-
cite des résidus à chaque étape de Runge-Kutta et le calcul d’un pseudo-temps local, pour chaque cellule de
maillage, réglé par un critère de type CF L . L’algorithme de résolution est en figure 3.11.
1. Itération en temps physique (∆t choisi tel que CFLVOF =1).
a. Itérations en pseudo−temps.
 i. Etapes Runge−Kutta.
− Calcul des flux pour les cellules liquides, mixtes et vapeurs.
− Réactualisation de la vitesse et de la pseudo−densité dans les
           deux phases et aux interfaces.
− Calcul du rayon de courbure des interfaces et de la tension
            superficielle.
− Conditions limites sur les frontières externes.
 ii. Fin des étapes Runge−Kutta.
a. Fin des itérations en pseudo−temps.
2. Fin de l’itération en temps physique.
3. Réactualisation du VOF donc de la position des interfaces.
4. Critère de vaporisation.
FIG. 3.11: Principales étapes de l’algorithme général de résolution d’EOLE.
3.5.2.1 Initiation de la cavitation dans EOLE
Avant toute simulation, on doit calculer l’écoulement stationnaire monophasique dans la géométrie.
Après convergence, le fichier résultat est utilisé comme fichier de conditions initiales dans le cas dipha-
sique. On fixe quatre grandeurs : Pci, la pression critique d’apparition de la cavitation, que l’on ajuste de
façon à fixer la taille et le nombre de mailles que l’on souhaite pour représenter la poche de cavitation
initiale ; Pcv , la pression critique de vaporisation utilisée en cours de calcul ; Pv , la pression de vapeur satu-
rante du fl uide ; et f , la durée de confirmation d’apparition de la cavitation.
La cavitation ne peut se former que si P < Pci, ou P < Pcv pendant f pas de temps. f permet
également de “ lisser” la cavitation, pour éviter la formation de structures cavitantes dues aux instabilités
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numériques portant sur la pression, créées par l’apparition de la cavitation. En effet, lorsque le critère de
cavitation est rempli, la valeur du VOF dans la maille concernée est forcée à 0 (la maille est totalement
remplie de vapeur). Ceci viole la loi de conservation de la masse. Néanmoins, ce processus que l’on peut
qualifier d” ’instantané” , qui intervient dans chaque cellule liquide ou mixte dont la pression répond au cri-
tère de cavitation, est pondéré par la convection du champ de VOF qui a pour effet de réalimenter en liquide
la cellule, selon la valeur du VOF dans les cellules adjacentes et le sens des vitesses. Pour résumer, la poche
de vapeur ne pourra se développer que si la vitesse du liquide (et donc la vitesse de déplacement de l’inter-
face) est essentiellement perpendiculaire à la ligne isobare de pression de vapeur saturante.
Comme on l’a vu, le critère de cavitation est peu physique : l’utilisateur a la liberté de faire plus ou
moins caviter l’écoulement. De plus, le phénomène de collapse tel qu’il est connu, c’est à dire l’éffondre-
ment excessivement rapide de la bulle sur elle-même, dû à une surpression, n’est pas modélisé du tout.
La bulle ne peut que croître, ou alors être détruite par la dynamique de l’écoulement. En effet, le VOF est
advecté à la vitesse du liquide. Si la vitesse dans la maille amont est supérieure à celle dans la maille aval,
la structure délimitée par le VOF se trouve réduite de taille (cela arrive de plus en plus dans les maillages
grossiers). De ce fait, le caractère très violent de la dynamique de la cavitation est perdu.
3.5.2.2 Résultats numériques
Les résultats obtenus avec le code sont qualitativement corrects. Regardons quelques exemples des ré-
sultats obtenus par le code EOLE.
FIG. 3.12: Visualisations de la valeur du VOF avec EOLE, respectivement à 1.25µs, à
1.9 8µs, et à 3.2µs
Les résultats donnés par ce code sont extrêmement sensibles aux conditions de cavitation réglées par
l’utilisateur. Dans le cas présenté figure 3.12, le taux de fréquence est de un, Pcv = −2.5 × 108, et
Pci = −2 × 10
8
. On voit à t = 3.2µ s la cavitation qui se forme près du coin, qui est due aux instabi-
lités numériques de pression. En changeant la fréquence, on observe une cavitation plus lente mais sans
bruit numérique. On peut tout de suite remarquer que la recirculation ne se forme pas aussi bien que dans
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les résultats de CAVALRY.
Les derniers résultats obtenus par PRINCIPIA [9, 93] montrent qu’ils observent une fréquence de pas-
sage de structures gazeuses très proche de celle mesurée par Chaves.
Les résultats obtenus dans la même configuration que celle testée avec CAVALRY, pour le même type
de cavitation, montrent que le débit massique n’est pas conservé, que la largeur du film est inférieure à celle
obtenue avec le modèle de mélange, et que le film est plus court. En effet, les structures gazeuses ont du
mal à sortir de la buse. La condition limite à la sortie de l’injecteur semble détruire les structures cavitantes.
A présent, PRINCIPIA tente de modéliser l’écoulement triphasique dans la chambre de combustion en
zone dense, afin de relier les caractéristiques du fl uide dans l’injecteur au comportement du spray.
3.6 Conclusion
L’étude des modèles diphasiques menée dans cette partie nous a permis de nous rendre compte qu’aucun
modèle diphasique, actuellement, ne peut traiter toutes les grandeurs relatives à la cavitation. Chaque modèle
fait appel à une méthode différente appropriée à certains types de problèmes. Dans le cas de l’injecteur
Diesel, nous allons voir que les modèles existants appropriés sont peu nombreux. Nous présenterons sous
la forme d’un tableau (tableau 3.3) les avantages et inconvénients de chaque modèle relativement à notre
système, tout en gardant à l’esprit le tableau 3.1 donnant les caractéristiques des résolutions spatiales de
chaque modèle.
Comme nous l’avons vu, la structure de l’écoulement dans l’injecteur veut que la modélisation soit
effectuée sur la totalité de celui-ci (i.e. siège de l’aiguille, sac et buses d’injection). Le système considéré
consiste en un domaine tridimensionnel, rendant ainsi la méthode de suivi d’interface inutilisable.
La méthode de capture d’interface nécessite une résolution spatiale importante : si l’on veut être
capable de résoudre des structures cavitantes de l’ordre de 10µm, il faut une résolution de l’ordre de
∆x = 2.5µm. Au vu des dimensions du canal, il faudrait un nombre de mailles en 3D de l’ordre de :
400 ∗ 802 = 2.5millio n s de mailles pour mailler la buse d’injection seule. Mais un avantage de la méthode
de capture d’interface est de pouvoir modéliser l’écoulement en sortie de l’injecteur, où les tailles carac-
téristiques des entités sont de l’ordre de 1µm. La résolution serait alors de 0.25µm, ce qui représente un
maillage de la buse de l’ordre de 2.5× 109 mailles (voir figure 3.13). Pour ne mailler qu’un orifice d’injec-
tion, ceci est énorme au regard des capacités de calcul actuelles.
Bien sûr, nous avons mis en valeur le fait que la cavitation est de type poche, donc les échelles de lon-
gueur typiques des entités gazeuses sont supérieures aux valeurs données ci-dessus. Néanmoins, un autre
aspect est à observer : le changement de topologie dans l’écoulement est très important, nous avons vu
que des recirculations étaient à même de se former, provoquant les lâchers de poches. Les changements de
topologie, pour être bien traités par des méthodes de capture d’interface, demandent des raffinements du
maillage aux endroits critiques (coalescence, séparation). Cette méthode n’est pas adaptée pour les écou-
lements très fortement cisaillés, pour des rapports entre les masses volumiques ρl/ρg très importants. De
plus, les fl uides considérés sont considérés comme incompressibles (problèmes numériques lorsque l’on
traite la compressibilité des deux phases), le phénomène de collapse, qui est primordial dans l’écoulement,
n’est pas bien traité : l’onde de pression créée par celui-ci ne peut pas se développer. Pour bien modéliser
notre écoulement diphasique, cette méthode n’est donc pas adaptée.
La méthode de suivi de bulle n’est pas utilisable dans notre problème, la structure des poches étant du
type “ haricots” , la géométrie de celles-ci ne peut être caractérisée d’une façon aussi sommaire que celle
utilisée dans le modèle de Tomiyama. De plus, la méthode nécessite de calculer la dynamique de chaque
entité gazeuse, ce qui est excessivement cher dans notre cas.
Les méthodes de mélange offrent la possibilité de pouvoir être facilement applicables en 3D. Les tailles
de poches ne peuvent être résolues avec ce type de modèle. La seule grandeur effective concernant la cavita-
tion que l’on peut dégager est le taux de vide dans une maille. De plus, les interactions phase dispersée-phase
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FIG. 3.13: Nombre de mailles nécessaire en tridimensionnel pour traiter dans la buse
l’écoulement avec des tailles d’inclusion D, avec une méthode de capture d’interface
type VOF.
continue ne sont pas résolues. Néanmoins, nous avons vu que les tailles des poches sont souvent supérieures
à celles des mailles, la dynamique de l’écoulement peut donc être simplement déduite de la dynamique de
la vapeur dans celui-ci. Comme le nombre de Weber de l’écoulement est de l’ordre de 105, les forces de ten-
sion superficielle sont négligeables devant les forces inertielles. La prise en compte de la tension de surface
n’a donc pas à être effectuée. De plus, pour certaines lois d’état, la compressibilité des deux fl uides (liquide
et vapeur) peut être faite, ce qui permet de bien modéliser les phases finales du collapse, et le comportement
trans-sonique de l’écoulement.
Les méthodes à deux fl uides sont également généralisables en 3D. Celles-ci offrent l’avantage de ré-
soudre la dynamique du liquide et de la vapeur, et de considérer les interactions entre les bulles et le liquide.
Ces méthodes sont principalement utilisables pour des tailles caractéristiques d’inclusions très inférieures
à la maille, et posent des problèmes de modélisation physique lorsque le taux de vide s’approche de 1.
Une loi d’état pour le liquide peut être incorporée pour tenir compte de la compressibilité de celui-ci. Les
modélisations de phénomènes tels que le collapse posent problème, lorsque le rayon des bulles tend vers
0. En général, les conditions limitantes sur le taux de vide sont trop importantes pour pouvoir utiliser ces
méthodes dans notre cas.
En conclusion, la méthode qui semble la plus à même de modéliser la physique de notre écoulement est
la méthode de mélange. Ceci nous amène à négliger la vitesse relative entre phases et la tension interfaciale.
De plus, la modélisation de la turbulence en présence de cavitation n’est pas aisée. Nous verrons dans le
chapitre suivant les hypothèses nécessaires à l’élaboration de notre code de calcul.
Chapitre 4
Le modèle de mélange homogène à
l’équilibre (HEM)
NOUS avons vu à la fin du chapitre précédent que la méthode la plus adaptée à la résolution des écou-lements que nous souhaitons étudier est la méhode de mélange. L’objectif du présent chapitre est
d’expliquer en détails le principe de cette méthode et d’en poser les équations de façon rigoureuse.
4.1 Hypothèses du modèle de mélange
Le principe de base du modèle de mélange est d’exprimer de façon moyenne à l’échelle de la maille les
propriétés physiques du fl uide. Cela revient à effectuer un filtrage des équations à l’échelle de la maille.
La première hypothèse que nous allons adopter dans notre modèle est que les vitesses des deux composants
du mélange sont les mêmes à l’interface, c’est à dire qu’il n’y a pas de vitesse de glissement entre phases.
De ce fait, les phénomènes relatifs à l’interaction dynamique entre les phases ne sont pas modélisés si les
tailles des inclusions (dans notre cas les bulles ou poches de cavitation) sont de taille inférieure à la maille.
La question principale est donc : est ce que dans notre configuration ce type de modélisation est accep-
table ? En fait, tout est question d’importance relative. Nous sommes en présence d’un écoulement dont les
vitesses sont très importantes, et les rapports de masse volumique et de pression sont excessivement élevés
(environ 105). La cavitation est un phénomène très violent, qui risque de surpasser les autres manifestations
physiques (turbulence, forces de traînée etc...). Or le modèle de mélange est le seul qui puisse représenter
les forts gradients et fortes accélérations des poches de cavitation à l’heure actuelle. Il nous paraît donc
justifié de mettre de côté de façon temporaire les termes qui nous paraissent négligeables par rapport à la
cavitation, c’est à dire la turbulence en premier lieu, la tension de surface et la vitesse relative entre phases.
De plus, les récentes publications sur la question montrent qu’un grand nombre de modélisateurs de
la cavitation utilisent des modèles de mélange pour différentes configurations [68, 88, 107], en obtenant de
bonnes comparaisons avec l’expérience. De plus, les tentatives actuelles d’intégrer un modèle de turbulence
classique (type k − ) dans les écoulement cavitants montrent qu’une formulation de la turbulence spéci-
fique à la cavitation est nécessaire [15]. En effet, la cavitation affecte la turbulence et la turbulence affecte
la cavitation, mais on ne sait pas encore comment est régie l’interaction entre les deux phénomènes.
Nous nous proposons d’introduire le modèle de mélange qui nous a paru le plus approprié à notre étude,
c’est à dire celui utilisé par Schmidt [115] dans sa thèse.
4.2 Expression de la vitesse du son dans le mélange
L’étude du mélange diphasique homogène est tirée de l’étude de Wallis [134]. L’hypothèse principale
du modèle est la suivante : Il existe des différences de vitesse, de température, de potentiel chimique entre
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les deux phases, ce qui provoque des transferts de quantité de mouvement ou de chaleur mutuels. Très sou-
vent, ces processus sont très rapides, particulièrement quand une des phases est finement dispersée dans
la seconde, et on peut faire l’hypothèse que l’équilibre est atteint. Dans ce cas, les valeurs moyennes de
vitesse, de température et de potentiel chimique sont les mêmes pour tous les composants et alors on obtient
un écoulement homogène en équilibre. Les équations sont alors excessivement simples et faciles à utiliser.
4.2.1 Équations d’un écoulement diphasique monodimensionnel
On peut écrire les équations de base pour un écoulement homogène en équilibre dans une conduite en
monodimensionnel :
l’équation de continuité :
W = ρV A = const , (4.1)
l’équation de quantité de mouvement :
W
dV
dz
= −A
dP
dz
−Υτw −Aρg cos θ , (4.2)
l’équation d’énergie :
dqe
dz
−
dw
dz
= W
d
dz
(
h +
V 2
2
+ gzg
)
, (4.3)
avec A l’aire de passage dans la conduite, Υ le périmètre de la conduite, τw le cisaillement à la paroi, d q ed z
le transfert de chaleur à la paroi par unité de longueur, zg la coordonnée verticale et θ l’angle d’inclinaison
de la conduite par rapport à la verticale.
L’équation 4.2 est souvent réécrite en forme explicite pour le gradient de pression. Ainsi :
dP
dz
= −
Υ
A
τw −
W
A
dV
dz
− ρg cos θ . (4.4)
Les trois termes de droite peuvent être considérés comme les termes de friction, d’accélération et gravita-
tionnel sur le gradient de pression. On peut les définir de la façon suivante :
−
(
dP
dz
)
F
=
Υ
A
τw (4.5)
−
(
dP
dz
)
A
=
W
A
dV
dz
(4.6)
−
(
dP
dz
)
G
= ρg cos θ (4.7)
La densité du mélange peut être écrite sous la forme suivante, à partir du taux de vide :
ρ = αρg + (1− α)ρl (4.8)
Et en fonction de la fraction massique :
1
ρ
=
X
ρg
+
1−X
ρl
(4.9)
La masse de chaque phase par unité de volume est exprimée en fonction de α et X :
Xρ = αρg (4.10)
(1−X)ρ = (1− α)ρl (4.11)
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4.2.2 Calcul du gradient de pression dû à la friction
On décrit le taux de cisaillement à la paroi par :
τw =
1
2
CfρV
2 (4.12)
Le gradient de pression dû à la friction est donc :
−
(
dP
dz
)
F
= 2Cfρ
V 2
D
(4.13)
avec D, le diamètre hydraulique. Une modification de l’équation 4.13 peut être effectuée grâce aux substi-
tutions des débits massique et volumique :
V =
Ql + Qg
A
(4.14)
ρV = G =
Wl + Wg
A
(4.15)
Des équations 4.9 et 4.15 on déduit :
V =
G
ρ
= G
[
X
ρg
+
1−X
ρl
]
(4.16)
En utilisant les équations 4.16, 4.14 dans l’équation 4.13, on a :
−
(
dP
dz
)
F
=
2CfG
2
D
(
X
ρg
+
1−X
ρl
)
(4.17)
4.2.3 Calcul du gradient de pression dû à l’accélération
Comme le débit massique est constant et que les deux phases ont la même vitesse, le gradient de
pression dû à l’accélération devient :
−
(
dP
dz
)
A
= G
dV
dz
(4.18)
En substituant à v l’équation 4.1 dans l’équation 4.18 on obtient :
−
(
dP
dz
)
A
= G
d
dz
(
W
Aρ
)
(4.19)
En développant le terme de droite :
−
(
dP
dz
)
A
= G2
d
dz
(
1
ρ
)
−
G2
ρ
1
A
dA
dz
(4.20)
De plus, en dérivant l’équation 4.9 :
d
dz
(
1
ρ
)
=
dX
dz
(
1
ρg
−
1
ρl
)
+ X
d
dz
(
1
ρg
)
+ (1−X)
d
dz
(
1
ρl
)
(4.21)
Dans la région diphasique (liquide-vapeur) pour une substance pure, ρl et ρg sont fonction de la pression
seulement. L’équation 4.21 peut donc être réécrite :
d
dz
(
1
ρ
)
=
dX
dz
(
1
ρg
−
1
ρl
)
+
dP
dz
[
X
d
dP
(
1
ρg
)
+ (1−X)
d
dP
(
1
ρl
)]
(4.22)
Le terme de gradient de pression d’accélération est maintenant trouvé de l’équation 4.20 grâce à l’équation
4.22 :
−
(
dP
dz
)
A
= G2
(
dX
dz
(
1
ρg
−
1
ρl
)
+
dP
dz
[
X
d
dP
(
1
ρg
)
+ (1−X)
d
dP
(
1
ρl
)]
− ...
...−
(
X
ρg
+
1−X
ρl
)
1
A
dA
dz
) (4.23)
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4.2.4 Calcul du gradient de pression dû à la gravité
La chute de pression due à la gravité est trouvée en substituant ρ des équations 4.9 dans 4.7 :
−
(
dP
dz
)
G
= g cos θ
ρgρl
Xρl + (1−X)ρg
(4.24)
4.2.5 Équation de la vitesse du son
En combinant les équations 4.17, 4.23 et 4.24 dans la forme de l’équation 4.4, on obtient une expression
à partir de laquelle on peut calculer le gradient de pression comme suit :
−
dP
dz
=
2Cf G
2
D
(
X
ρg
+ 1−X
ρl
)
+ G2 dX
dz
(
1
ρg
−
1
ρl
)
−G2
(
X
ρg
+ 1−X
ρl
)
1
A
dA
dz
+ g cos θ
ρgρl
Xρl+(1−X)ρg
1 + G2
[
X d
dP
(
1
ρg
)
+ (1−X) d
dP
(
1
ρl
)] .
(4.25)
Cette équation peut être exprimée de plusieurs façon, selon les substitutions de variables que l’on veut
effectuer. Néanmoins, le sens physique de la contribution de chacun des termes au gradient de pression
reste, et est de la forme :
−
dP
dz
=
CF + CX
dX
dz
+ CA
1
A
dA
dz
+ Cgg cos θ
1−M2
. (4.26)
Dans cette équation, CF , CX , CA, et Cg sont des coefficients qui expriment respectivement les effets de
friction, changement de phase, changement de section et gravité sur le gradient de pression. Le terme M2 au
dénominateur a la même signification que le nombre de Mach au carré dans un écoulement monophasique.
Ansi, En comparant les équations 4.25 et 4.26 et en utilisant l’équation 4.15, on peut déduire l’expression
de la célérité d’une onde de pression dans le mélange diphasique homogène :
a =
(
−ρ2
[
X
d
dP
(
1
ρg
)
+ (1−X)
d
dP
(
1
ρl
)])
−
1
2
(4.27)
En utilisant les équations 4.8, 4.10 et 4.11, une autre expression en fonction de α est trouvée :
a =
{
[αρg + (1− α)ρl]
[
αρg
(
−
d
dP
(
1
ρg
))
+ (1− α)ρl
(
−
d
dP
(
1
ρl
))]}
−
1
2
(4.28)
Les vitesses du son dans chaque phase sont définies de la façon suivante :
a2l =
dP
dρl
= ρ−2l
(
−
d
dP
(
1
ρl
))
−1
(4.29)
a2g =
dP
dρg
= ρ−2g
(
−
d
dP
(
1
ρg
))
−1
(4.30)
L’équation 4.28 peut alors être écrite comme :
1
a2
= [αρg + (1− α)ρl]
[
α
ρga2g
+
1− α
ρla2l
]
(4.31)
La courbe représentative de la variation de la vitesse du son dans le mélange diphasique en fonction du
taux de vide est montrée dans la figure 4.1. Les vitesses du son pour la vapeur pure et le liquide pur sont
constantes, et entre ces deux extrêmes on peut voir que la vitesse varie de manière assez importante. En
fait, dans le cas d’un mélange diphasique, la vitesse du son du mélange chute bien en-deçà des vitesses
des phases pures. Pour une gamme importante de taux de vide, elle est même inférieure à 2m/s. On peut
expliquer ce comportement par les réfl exions des ondes entre les interfaces des deux phases. Cela nous
amène à deux constats :
– au vu des valeurs de la vitesse du son, on peut penser que l’écoulement devient supersonique locale-
ment ;
– comme le nombre de Mach est important, la compressibilité de l’écoulement dans le domaine dipha-
sique est une évidence.
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FIG. 4.1: Vitesse du son en fonction du taux de vide du mélange. Courbe linéaire/log.
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3
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4.3 Élaboration de la loi d’état HEM
L’expression de la vitesse du son du mélange est utilisée pour écrire la loi d’état. En effet, si on considère
que le mélange subit des transformations isentropiques, on peut écrire :
dP = a2dρ. (4.32)
En considérant le taux de vide α comme :
α =
ρ− ρl
ρg − ρl
, (4.33)
l’équation 4.32 devient :
dP = (ρg − ρl) a
2dα. (4.34)
Afin de déterminer la loi d’état barotropique du fl uide diphasique, on se propose d’intégrer la relation 4.34
entre l’état à la pression de vapeur saturante Pg,sat (pour laquelle α = 1) et un état du fl uide à la pression
P . L’intégrale s’écrit donc :
P − Pg,sat =
∫ α
α=1
ρg − ρl
[αρg + (1− α)ρl]
[
α
ρga2g
+ 1−α
ρla
2
l
]dα , (4.35)
soit, en sortant de l’intégrale les termes constants :
P − Pg,sat = ρga
2
gρla
2
l (ρg − ρl)
∫ α
α=1
1
[αρg + (1− α)ρl]
[
(1− α)ρga2g + αρla
2
l
]dα . (4.36)
La résolution de l’intégrale donne le résultat suivant :
P − Pg,sat =
ρga
2
gρla
2
l (ρg − ρl)
a2gρ
2
g − a
2
l ρ
2
l
log
[
ρla
2
l (ρl + α(ρg − ρl))
ρg
(
ρga2g − α(ρga
2
g − ρla
2
l )
)
]
. (4.37)
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Par commodité, on simplifie la notation en notant le terme multiplicatif du logarithme Pgl. Ce terme a la
dimension d’une pression et est fonction des propriétés de la vapeur et du liquide :
Pgl =
ρga
2
gρla
2
l (ρg − ρl)
ρ2ga
2
g − ρ
2
l a
2
l
. (4.38)
La loi d’état HEM H peut donc être formulée de la façon suivante :
P = H(ρ) = Pg,sat + Pgl log
[
ρla
2
l (ρl + α(ρg − ρl))
ρg
(
ρga2g − α(ρga
2
g − ρla
2
l )
)
]
. (4.39)
La valeur de la pression pour le cas où le fl uide est purement gazeux (α = 1) est :
P(α=1) = Pg,sat + Pgl log
[
a2l ρlρg
a2l ρlρg
]
= Pg,sat , (4.40)
et la valeur de la pression Pl,sat quand α = 0 (le fl uide est du liquide) est :
Pl,sat = Pg,sat + Pgl log
[
a2l ρ
2
l
a2gρ
2
g
]
. (4.41)
Le terme Pgl log
[
a2l ρ
2
l
a2gρ
2
g
]
représente l’écart de pression entre l’état purement vapeur (à la pression de vapeur
saturante) et l’état purement liquide. Il est noté ∆lgP . Nous allons voir, dans la section suivante, que ce
terme est important pour étendre l’expression de la loi d’état pour du liquide compressible.
4.4 Extension de la loi d’état HEM
La loi d’état est écrite pour le domaine diphasique : ρg ≤ ρ ≤ ρl (ce qui correspond à un taux de
vide α ∈ [0, 1]). Dans les domaines où l’écoulement est purement gazeux ou liquide, on écrit une équation
d’état supposant une transformation isentropique, avec des vitesses du son de chaque phase constantes (voir
équation 4.32). Ainsi : ∫ P
P=0
d P =
∫ ρ
ρ=0
a2gd ρ si ρ < ρg ,∫ P
P=Pl,sa t
d P =
∫ ρ
ρ=ρl
a2l d ρ si ρ > ρl .
(4.42)
Ce qui entraîne, après intégration :
P = a2gρ si ρ < ρg ,
P = Pl,sat + a
2
l (ρ− ρl) si ρ > ρl .
(4.43)
Le domaine liquide est modélisé comme un gaz parfait dont la compressibilité est très faible (vitesse du son
importante). La continuité de l’équation est effective sur tout l’intervalle d’utilisation du modèle. La courbe
de la loi d’état en log-log est montrée dans la figure 4.2, avec les entrées suivantes : ρg = 1× 10−2k g /m3,
ag = 150m/s (car Pg,sat = 250Pa pour du gasoil à 100˚C), ρl = 770k g /m3, et al = 1200m/s. On peut
remarquer au premier abord les forts gradients de pression et de masse volumique rencontrés dans la partie
diphasique. Comme nous l’avons dit dans le chapitre précédent, l’interface est une discontinuité que nous
avons modélisée ici de façon continue (voir figure 4.3 en échelle log/linéaire). On voit que dans cette zone,
qui représente la partie diphasique de la loi d’état, le gradient de masse volumique est très important au
regard de la variation de la pression (770k g /m3 à 1k g /m3, la pression variant de 1500 à 5000 Pa). Cette
variation montre bien le saut de masse volumique à l’interface entre la vapeur et le liquide.
Dans la zone liquide (ici pour ρ = 770k g /m3), on voit que la pression peut varier de 104 à 107Pa sans
changement notable de la masse volumique. C’est une zone “ pseudo-incompressible” , c’est à dire que la
masse volumique varie très peu en fonction de la pression. Le carburant est dans cette zone encore liquide, et
donc très faiblement compressible. La loi d’état représente bien cette caractéristique du fl uide. Néanmoins,
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FIG. 4.2: Équation d’état HEM. Courbe log/log.
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FIG. 4.3: Zone interfaciale de la loi d’état.
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FIG. 4.4: Zone pseudo-incompressible de la loi d’état.
cette représentation de la pseudo-incompressibilité du liquide peut amener à des problèmes numériques :
en effet, si on effectue des calculs pour des configurations où la masse volumique est d’environ 770kg/m3,
on voit bien que pour une petite variation de ρ, la pression peut varier d’un facteur 104. Cet effet peut être
important dans certains cas. En effet, l’utilisation de la loi d’état est une force pour calculer le champ de
pression , dans le cadre d’écoulements très compressibles ou à fort nombre de Mach. Mais pour des vitesses
faibles ou pour un fl uide très faiblement compressible, fondamentalement, la pression ne peut se déduire
de la masse volumique du fl uide. Dans ces cas, il faut écrire une équation complémentaire sur la pression.
On peut citer quelques méthodes pour résoudre le champ de pression d’écoulements incompressibles :
MAC [65], SIMPLE [102], SIMPLER [101], PISO [74]. Ceci ne sera pas étudié dans le cadre de notre
travail, mais il est important de noter que le domaine de validité de la loi d’état HEM se limite à des
écoulements à fort nombre de Mach (vitesse très élevée). Or dans un injecteur Diesel, les vitesses sont
très importantes et l’écoulement est très compressible. On considère donc que l’utilisation du modèle HEM
est adaptée dans notre cas.
4.5 Modélisation de la viscosité
Il est maintenant nécessaire d’établir l’expression de la viscosité moléculaire du mélange à l’échelle de
la maille, en fonction du taux de vide. L’approche la plus simple et la plus intuitive est celle utilisée par
Kubota [81], qui consiste à exprimer la viscosité du mélange par une moyenne arithmétique des viscosités
des phases liquide et vapeur, supposées constantes :
µ = (1− α)µl + αµg . (4.44)
Une expression harmonique peut également être utilisée :


µ = µg si α < 0.5−  ,
µ = 2
µgµl
µg + µl
si 0.5−  < α < 0.5 +  ,
µ = µl si α > 0.5 +  ,
(4.45)
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avec , valeur qui est prescrite par Benkenida [13] à 5×10−2. Enfin une moyenne géométrique est également
applicable dans ce cas et est de la forme :
µ =
µgµl
αµl + (1− α)µg
. (4.46)
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FIG. 4.5: Différentes expressions de la viscosité du mélange en fonction du taux de vide.
On remarque dans la figure 4.5 que ces expressions de la viscosité donnent des résultats très différents
dans la zone diphasique. Une manière de définir la modélisation de la viscosité dans notre cas est d’étu-
dier un écoulement de Poiseuille (écoulement de deux couches de fl uides de densités différentes entre deux
parois). La continuité de la contrainte de cisaillement à l’interface est très importante, car le fl uide le plus
visqueux sera entraîné par le fl uide le moins visqueux. Comme la solution analytique de ce problème est
connue, il est très facile de comparer les résultats de profils de vitesse pour les trois expressions de la visco-
sité du mélange. Benkenida a montré dans un article consacré au problème de l’expression de la viscosité
en écoulement diphasique [13], que l’expression la plus appropriée est la loi géométrique.
4.6 Conclusion
Il est évident que la loi d’état utilisée dans un code de mélange est la clef de voûte de la modélisation
du comportement du fl uide. En effet, dans le cas d’un écoulement cavitant comme le nôtre, la dynamique
est très dépendante du champ de pression.
Nous avons posé les principales hypothèses de notre modèle :
– le mélange est homogène à l’échelle de la maille ;
– l’écoulement est isentropique ;
– il n’y a pas de vitesse relative entre phases, ni de forces de capillarité.
100
CHAPITRE 4 : LE MODÈLE DE MÉLANGE HOMOGÈNE À L’ÉQUILIBRE
(HEM)
FIG. 4.6: Réfl exion des ondes de pression dans un domaine comportant un "nuage de
bulles".
La loi d’état HEM a pour qualité d’être basée sur l’expression théorique de la vitesse du son dans un mé-
lange diphasique. Ceci nous a permis de prendre en compte une caractéristique importante de l’écoulement
à l’échelle de la maille : la vitesse du son dans les zones de mélange est très faible (de l’ordre de quelques
mètres par seconde), corroborant les résultats des études de Jakobsen [75] et Cooper [37]. Ce résultat peut
s’expliquer par les multiples réfl exions des ondes de pression sur les interfaces des bulles réparties de façon
homogène dans le liquide (voir figure 4.6), diminuant la vitesse de propagation.
Du point de vue numérique, l’utilisation de l’équation d’état pour déterminer le champ de pression évite
le risque d’obtenir des pressions négatives dans les zones de forts gradients.
La méthode que nous avons utilisée pour modéliser le mélange nous offre des garanties de stabilité
numérique pour le code. Le chapitre suivant traitera de l’intégration de ce modèle dans un code de calcul
tridimensionnel.
Chapitre 5
Élaboration du code CavIF
5.1 Introduction
L’OBJET de ce chapitre est de présenter les caractéristiques numériques du code de simulation d’écoule-ments cavitants dans les injecteurs Diesel CavIF. Après une analyse bibliographique consultable sous
forme de rapport interne IFP [42] et de publication [43], le choix de la méthode de modélisation s’est porté
sur une simulation continue de l’écoulement dans les injecteurs, i.e. une méthode eulerienne de résolution
d’un écoulement diphasique dont la masse volumique dépend de la pression (loi d’état barotrope).
Nous avons mis en évidence les caractéristiques numériques du code nécessaires à la fin de la partie
§1.5. Rappelons-les brièvement ici :
– calculs tridimensionnels pour prendre en compte le caractère asymétrique de l’écoulement,
– mouvements de maillage pour simuler la levée et descente d’aiguille,
– prise en compte d’un maillage multi-blocs pour pouvoir diminuer le nombre de mailles nécessaire
dans des géométries complexes.
À partir de l’étude des codes existants, nous nous sommes rendus compte qu’aucun d’entre eux ne ré-
pondait aux contraintes définies dans notre cahier des charges. Nous avons donc eu le choix entre écrire un
nouveau code ou partir d’une base (code existant) pour y intégrer notre modèle de mélange et les méthodes
numériques qui nous paraissent nécessaires. À l’IFP, un code de simulation est utilisé pour les calculs de
combustion et d’aérodynamique interne dans les chambres de combustion : KIVA. Il a été développé au
départ dans les laboratoires de Los Alamos [3], puis utilisé à l’IFP, où il a subi des modifications et amélio-
rations [62]. Comme on peut s’en douter, la connaissance générale de ce code au sein de l’équipe calculs
est excellente. C’est un atout essentiel, qui nous a permis de nous décider pour l’implantation du modèle de
mélange homogène à l’équilibre dans le code KIVA-MB V8.0.
Ce chapitre commence par l’étude du schéma d’advection utilisé dans KIVA, en le comparant à celui
utilisé dans le code CAVALRY [114]. En effet, dans CAVALRY est utilisé un schéma d’advection dit “ de
capture de choc” du troisième ordre, alors que dans KIVA un schéma d’advection de quasi-second ordre
est utilisé. Il nous faut donc effectuer un calcul type, pour savoir si la méthode d’advection existante dans
KIVA est suffisante pour nos calculs.
5.2 Comparaisons ISNAS/QSOU
5.2.1 Le schéma ISNAS
Le schéma d’advection décrit par Zijlema [142] et utilisé dans CAVALRY, en volumes finis d’ordre
trois, permet de préserver la monotonicité du calcul. Si on considère l’équation de transport par advection
d’un champ scalaire en deux dimensions, on peut écrire :
∂Φ
∂t
+
∂u Φ
∂x
+
∂v Φ
∂y
= 0, (5.1)
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où Φ est le champ scalaire. La discrétisation du terme convectif de l’équation 5.1 est effectuée en utilisant
la méthode des volumes finis sur une grille décalée :
∫
Ω
(
∂uΦ
∂x
+
∂vΦ
∂y
)
dxdy ≈ uΦ|
i+ 1
2
,j
i− 1
2
,j
∆x + vΦ|
i,j + 1
2
i,j− 1
2
∆y (5.2)
où ∆x et ∆y sont les tailles des cellules dans les directions i et j. Pour simplifier les calculs, on pose
∆x = ∆y.
L’approximation des valeurs de Φ aux faces peut être effectuée de plusieurs façons. Une approche
évidente est la méthode d’upwind d’ordre un (montrée ici pour l’expression de Φi+ 1
2
,j ) :
Φi+ 1
2
,j = Φi,j si ui+ 1
2
,j > 0,
Φi+ 1
2
,j = Φi+1,j si ui+ 1
2
,j < 0.
(5.3)
Ce schéma est du premier ordre et monotone. Néanmoins, il est extrêmement diffusif numériquement. Il
est donc rarement utilisé. Une autre méthode est d’approximer la valeur à la face Φi+ 1
2
,j avec le schéma
QUICK :
Φi+ 1
2
,j =
1
2
(Φi,j + Φi+1,j )−
1
8
(Φi−1,j − 2Φi,j + Φi+1,j ) , si ui+ 1
2
,j > 0,
Φi+ 1
2
,j =
1
2
(Φi,j + Φi+1,j )−
1
8
(Φi,j − 2Φi+1,j + Φi+2,j ) , si ui+ 1
2
,j < 0.
(5.4)
Ce schéma est du troisième ordre dans le cas d’un maillage uniforme, mais n’est pas monotone. Donc en
cas de forts gradients, il est susceptible de produire des oscillations.
Afin de construire un schéma d’ordre élevé qui renforce la monotonicité, Leonard [86] a introduit la
normalisation des variables, et Gaskell et Lau [52] ont proposé un critère de limitation de convection. Si on
considère un volume de contrôle entourant le point (i, j) et une vitesse d’advection u|i+ 1
2
,j > 0, la variable
normalisée (NV) Φˆ au point (i + k, j) est définie telle que :
Φˆi+k ,j =
Φi+k ,j − Φi−1,j
Φi+1,j − Φi−1,j
, avec k = −1,−
1
2
, 0,
1
2
, 1. (5.5)
Ainsi Φˆi−1,j = 0 et Φˆi+1,j = 1. Avec cette définition, plusieurs schémas d’upwind peuvent être réécrits
d’une façon plus simple. Ainsi, le schéma QUICK peut être reformulé :
Φˆi+ 1
2
,j =
1
2
(
Φˆi,j + 1
)
−
1
8
(
−2Φˆi,j + 1
)
=
3
4
Φˆi,j +
3
8
. (5.6)
De la même manière, le schéma d’upwind d’ordre un se ramène à :
Φˆi+ 1
2
,j = Φˆi,j . (5.7)
Les deux schémas dépendent linéairement de Φˆi,j . En utilisant l’expansion de Taylor, on peut montrer
que pour n’importe quel schéma basé sur des caractéristiques NV linéaires ou non linéaires, les propriétés
suivantes sont vraies :
– Un schéma avec une caractéristique NV qui passe par le point ( 1
2
, 3
4
) dans le diagramme NV est du
second ordre ;
– Un schéma avec une caractéristique NV qui a une pente de 3
4
au point ( 1
2
, 3
4
) est du troisième ordre.
Pour la construction d’un schéma monotone on utilise le critère suivant, formulé par Gaskell et Lau
[52] : Si on considère une caractéristique NV continue :
f : Φˆi,j → Φˆi+ 1
2
,j , (5.8)
le schéma correspondant préserve la monotonicité si et seulement si :
– ∀Φˆi,j ∈ [0, 1[, Φˆi,j 6 f
(
Φˆi,j
)
6 1 ;
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– ∀Φˆi,j /∈ [0, 1[, Φˆi+ 1
2
,j = f
(
Φˆi,j
)
= Φˆi,j ;
– f(0) = 0, et f(1) = 1.
Nous allons voir maintenant comment le schéma ISNAS a été construit, en suivant les critères définis pré-
cédemment. L’idée est de dériver un polynôme du troisième ordre qui passe par les points (0, 0), (1, 1) et
( 1
2
, 3
4
), et ayant une pente de 3
4
au point ( 1
2
, 3
4
). On trouve le polynôme suivant :
Φˆi+ 1
2
,j = Φˆ
3
i,j −
5
2
Φˆ2i,j +
5
2
Φˆi,j . (5.9)
De ce fait, la caractéristique NV qui satisfait les critères précédents est :
Φˆi+ 1
2
,j =


Φˆi,j pour Φˆi,j < 0,
Φˆ3i,j −
5
2
Φˆ2i,j +
5
2
Φˆi,j pour 0 6 Φˆi,j 6 1,
Φˆi,j pour Φˆi,j > 1.
(5.10)
Le schéma limiteur de fl ux est dérivé comme suit. L’équation 5.9 est réécrite sous la forme :
Φˆi+ 1
2
,j = Φˆi,j +
1
2
(
3Φˆi,j − 2Φˆ
2
i,j
) (
1− Φˆi,j
)
. (5.11)
En termes de variables “ non normalisées” , cette équation s’écrit simplement :
Φi+ 1
2
,j = Φi,j +
1
2
Ψ(ri+ 1
2
,j) (Φi+1,j − Φi,j) , (5.12)
où Ψ est un limiteur de fl ux qui doit être dérivé et l’argument du limiteur ri+ 1
2
,j est le rapport de deux
gradients de solution consécutifs défini par :
ri+ 1
2
,j =
Φi,j − Φi−1,j
Φi+1,j − Φi,j
. (5.13)
À partir de l’équation 5.5, ce rapport peut être exprimé en termes de variables normalisées par :
ri+ 1
2
,j =
Φˆi,j
1− Φˆi,j
. (5.14)
Des équations 5.11 et 5.14, on déduit le limiteur de fl ux :
Ψ(r) =
r2 + 3r
(1 + r)2
, pour r > 0. (5.15)
5.2.2 Le schéma QSOU
Ce schéma a été mis en place afin d’assurer la monotonicité du calcul dans le code KIVA [3]. Il aurait
pu être appelé “ méthode du gradient minimal” , car si Φi est compris entre Φi−1 et Φi+1, alors la pente est
calculée telle que :
∂Φ
∂x
|i=
sign (Φi − Φi−1)
∆x
min (| Φi − Φi−1 |, | Φi−1 − Φi |) . (5.16)
De plus, si Φi n’est pas compris entre Φi−1 et Φi+1, alors la pente est fixée à 0.
On peut résumer le schéma QSOU pour un cas monodimensionnel avec des tailles de cellules variables.
En posant ∆xi = xi+1−xi et ∆Φi = Φi+1−Φi pour des raisons de simplicité, on peut exprimer les pentes
dans chaque cellule par :
∂Φ
∂x
|i=
{
sign (∆Φi) min
(
|∆Φi|
∆xi
, |∆Φi−1|
∆xi−1
)
, si ∆Φi∆Φi−1 > 0,
0 sinon.
(5.17)
Ainsi la valeur de Φi+ 1
2
est donnée par :
Φi+ 1
2
=


Φi +
∂Φ
∂x
|i (xi+ 1
2
− xi)
(
1− δ Va
Vi
)
si δ V a > 0,
Φi+1 −
∂Φ
∂x
|i (xi+1 − xi+ 1
2
)
(
1 + δ Va
Vi+ 1
)
sinon.
(5.18)
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5.2.3 Advection d’un champ scalaire avec différents schémas
Afin d’évaluer les différents schémas (UPWIND, QSOU, ISNAS, ISNAS RK3), nous avons déve-
loppé un programme permettant d’effectuer l’advection d’un champ scalaire dans un domaine mono- ou
bi-dimensionnel. Une interface homme-machine permet le choix du schéma d’advection et du CFL. Nous
présentons ici les résultats des tests d’advection de créneau d’amplitude 1.0 sur un domaine monodimen-
sionnel. Le maillage est régulier,de dimension 0.1 et contient 100 noeuds. Les résultats du test sont repré-
sentés dans les figures 5.1 et 5.2. Deux choses peuvent être remarquées au premier abord : l’UPWIND se
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FIG. 5.1: Advection d’un créneau pour des CFL de 0.1 à 0.4.
démarque des autres schémas par sa diffusivité : jusqu’à un CFL de 0.8, le créneau est très diffusé. Par
contre, pour CFL> 0.8, l’UPWIND colle à la solution analytique du problème (propriété inhérente d’un
schéma UPWIND). Quant à l’ISNAS, il devient instable pour un CFL> 0.4 si l’avancement en temps est
d’ordre un (grosses oscillations pour CFL= 0.5).
Concernant les autres schémas, on peut remarquer que l’ISNAS RK3 est stable sur la totalité de la
gamme de CFL testée, et est très faiblement diffusif. Le QSOU a les mêmes particularités, même s’il est un
peu plus diffusif pour les faibles CFL.
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FIG. 5.2: Advection d’un créneau pour des CFL supérieurs à 0.5.
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5.2.4 Comparaison dans le code bidimensionnel CAVALRY
Afin de tester le schéma QSOU dans une configuration d’écoulement cavitant, nous l’avons implanté
dans CAVALRY. Nous avons effectué le test sur la géométrie de l’injecteur de Schmidt bidimensionnelle
(voir figure 3.5), avec des conditions d’injection de Pinj = 1000ba r, et Pch = 50ba r. À deux temps de
calcul définis, nous avons comparé les débits et vitesse moyenne en sortie de l’injecteur (voir figure 5.3),
ainsi que les profils radiaux de masse volumique (voir figure 5.4). On remarque que les résultats sont très
proches entre les deux méthodes : on remarque même que le schéma QSOU, qui à priori devait donner des
résultats plus diffusifs, conserve bien les gradients de masse volumique : juste en aval du rayon de courbure
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FIG. 5.3: Comparaison du débit et de la vitesse moyenne en sortie
de l’injecteur (dans la zone où la cavitation est la plus forte, à i = 55), les profils radiaux de masse volu-
mique donnés par QSOU et ISNAS sont confondus. Plus en aval, à i = 120, le schéma QSOU calcule un
gradient plus raide que celui donné par ISNAS. Enfin, en sortie (à i = 140), les deux profils sont identiques.
Ces résultats très proches entre les deux schémas convectifs se retrouvent bien dans le calcul du débit mas-
sique, ainsi que pour l’expression de la vitesse moyenne en sortie de l’injecteur.
Ce test comparatif montre que dans le cas de l’injecteur bidimensionnel, l’utilisation du schéma QSOU
n’altère en rien la qualité des résultats obtenus par ISNAS. De plus, ce schéma a pour avantage de réduire
d’un facteur 2 le temps de calcul par rapport au schéma ISNAS. Il nous est donc apparu possible d’utiliser
un schéma d’advection de type QSOU dans notre code de calcul d’écoulements cavitants.
5.2.5 Choix du schéma d’advection
Au vu des résultats de l’implantation du QSOU dans CAVALRY et du test d’advection d’un créneau
en monodimensionnel, on peut raisonnablement penser que l’utilisation du QSOU pour la modélisation de
l’écoulement cavitant est appropriée. Il suffit donc maintenant d’implanter le modèle de mélange homogène
à l’équilibre dans le code KIVA2. Cette partie du travail sera abordée dans la prochaine section.
5.3 Implantation dans la structure KIVA2-MB
5.3.1 Modélisation et équations du problème
5.3.1.1 Structure du code et avantage de la loi d’état
L’intérêt d’utiliser le code KIVA est que la structure globale existe et des fonctionnalités telles que
les conditions de symétrie ou le mouvement de maillage sont intégrées dans le soft. Le code KIVA a une
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FIG. 5.4: Comparaison des profils radiaux de masse volumique
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structure “ALE” (Arbitrary Lagrangian-Eulerien) : c’est une formulation mixte pour laquelle les éléments
fl uides se déplacent avec une vitesse arbitraire dite “ vitesse de grille” . Cette formulation a l’avantage, en
plus de sa capacité à traiter des domaines déformables, de décomposer l’opérateur différentiel temporel en
trois étapes :
– contribution de tous les termes source ;
– contribution du gradient de pression et de la diffusion visqueuse ;
– contribution des termes convectifs.
Les deux premières étapes, purement lagrangiennes (dite phases A et B), ne voient la variation des
quantités que par l’évolution des termes sources (chimie, diffusion, forces de pression). Les termes convec-
tifs n’interviennent pas dans ces étapes puisque le maillage suit le fl uide avec sa vitesse.
Pendant la troisième étape, eulérienne (dite phase C), le maillage se déplace avec sa vitesse propre et les
termes convectifs qui résultent de la différence de vitesse entre le fl uide et le maillage sont pris en compte
dans le calcul de la solution finale.
Le modèle de mélange est expliqué dans le chapitre §4. Le principe de ce modèle est de pouvoir ex-
primer la valeur de la pression à chaque endroit du domaine grâce à une simple relation analytique ne
dépendant que de la masse volumique du mélange. Cela permet de résoudre des configurations d’écou-
lements dans lesquelles les variations de pression sont très importantes, sans craindre d’obtenir de fortes
instabilités numériques. Les changements de phase dans l’écoulement seront calculés de façon “ implicite”
au sens propre du terme par l’évolution de la masse volumique, il n’y a donc besoin de la phase lagran-
gienne que pour le calcul des forces de gradient de pression et des contraintes visqueuses dans l’équation
de quantité de mouvement.
5.3.1.2 Description des équations
Le système à résoudre est un système classique des équations de Navier-Stokes pour un fl uide mono-
phasique, compressible et visqueux, en trois dimensions :
∂ρ
∂t
+
∂(ρuj)
∂x j
= 0
∂(ρui)
∂t
+
∂(ρuiuj)
∂x j
= −
∂P
∂x i
+
∂τij
∂x j
P = Pg ,sa t + Pg l log
[
ρla
2
l (ρl + α(ρg − ρl))
ρg
(
ρga2g − α(ρga
2
g − ρla
2
l )
)
]
,
(5.19)
avec :
τij = 2µdij −
2
3
µ
∂uj
∂xj
δij ; dij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(5.20)
La résolution du système d’équation se fera de la façon suivante : en tout point du domaine de calcul,
on exprimera la variation en temps de masse volumique (∂ρ
∂t
) et la variation en temps de la quantité de mou-
vement dans les trois directions (∂ρ u
∂t
,
∂ρ v
∂t
et ∂ρ w
∂t
). Il sera ensuite aisé de calculer les grandeurs physiques
ρ, u, v et w et de déduire la pression P grâce à l’équation d’état.
5.3.2 Discrétisation spatiale
Le calcul en volumes finis consiste à considérer que l’équation est satisfaite “ en moyenne” sur un
volume de contrôle donné. Soit Φ une grandeur définie en chaque point du domaine, on peut écrire :∫
Ω
Φdv = ΦΩVΩ. (5.21)
Dans la suite de ce chapitre, et par souci de simplicité dans les équations, les notations ρ, P , ui, µ repré-
sentent les valeurs dans les volumes de contrôle respectifs. Pour dériver Φ ponctuellement selon la direction
x, en utilisant la formule de Green (qui permet de remplacer les intégrales de volume par des intégrales de
surface), on peut écrire : ∫
Ω
∂Φ
∂x
dv =
∫
∂Ω
Φ.n xdS, (5.22)
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FIG. 5.5: Numérotation locale des
noeuds de la maille i4
FIG. 5.6: Partie du volume de contrôle de
quantité de mouvement centré en i4 qui
appartient à la maille i4
avec Ω, volume de contrôle de Φ. Il faut discrétiser l’ensemble du domaine par des mailles hexaédriques
(mailles à six faces). Chaque sommet de la maille régulière est un noeud du maillage, et l’ensemble de ces
mailles constitue le maillage sur lequel sont calculées les dérivées spatiales. Toute grandeur a une valeur
uniforme à l’intérieur d’une maille et sur chacune des faces de celle-ci. Comme chaque élément (maille ou
noeud) doit être identifiable, voyons comment sont numérotés ces éléments.
5.3.2.1 Numérotations
Numérotation mono-indicielle globale
Les mailles et noeuds sont numérotés dans CavIF par une méthode continue , qui consiste à compter les
mailles d’abord selon l’axe −→Oi (indice i), puis selon −→Oj (indice j) et enfin −→Ok (indice k). Le numéro d’une
maille correspond au numéro de son noeud situé “ en bas à gauche” . i4 étant le numéro d’une maille, on a
alors :
i4 = (k − 1)N kp + (j − 1)N xp + i. (5.23)
On dit que, dans ce cas, le maillage est structuré.
Numérotation locale
Les huit sommets d’une maille sont également numérotés localement, avec le noeud inférieur gauche portant
le numéro 4 (voir figure 5.5). On repère également pour les calculs de fl ux les six faces de la maille : la face
l (left) est la face bornée par les noeuds 4378, la face r (right) par les noeuds 1265, la face f (front) par les
noeuds 4158, la face d (derrière) par les noeuds 3267, la face t (top) par les noeuds 8567, et enfin la face b
(bottom) par les noeuds 4123.
Il est important de noter que, comme la face r de la maille i4 est la face l de la maille i4 + 1 (et que la
même analogie peut être faite pour les faces f et b), on utilise généralement pour le calcul des fl ux trois
faces caractéristiques, i.e. les faces l, b et f .
5.3.2.2 Volumes de contrôle
La discrétisation utilisée est de type décalé. Les vitesses sont localisées aux noeuds, et les quantités
thermodynamiques sont définies aux centres des mailles. Deux types de volumes de contrôle sont donc
utilisés par le code.
Volume de contrôle de masse
Comme nous l’avons vu, les quantités thermodynamiques sont définies aux centres des mailles et sont
constantes dans toute la maille. Donc le calcul du terme ∂ρ
∂t
est effectué au centre de la maille, définissant
alors le volume de contrôle comme la maille régulière elle-même.
Volume de contrôle de quantité de mouvement
Les vitesses étant localisées aux noeuds, le volume de contrôle de quantité de mouvement est décalé. Il
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est obtenu à partir des centres des mailles et des côtés adjacents. Il n’est plus un hexaèdre, car il possède
24 faces, chacune d’entre elles étant comparable en taille au quart de la face de la maille régulière. Trois
des faces du volume de contrôle de quantité de mouvement se situent à l’intérieur d’une des huit mailles
régulières ayant en commun l’espace contenu dans le volume de contrôle de quantité de mouvement (voir
figure 5.6). Les points d’intersection des sommets du volume de quantité de mouvement avec les faces des
mailles régulières sont donc définis implicitement pour que la face de la maille régulière soit divisée en
quatre «sous-faces»de la même aire.
5.3.3 Discrétisation temporelle
Le schéma de Runge-Kutta d’ordre trois consiste à diviser le pas de temps ∆t en trois sous-pas de
temps, en affectant à chaque variable calculée à un sous-pas de temps un poids, afin d’obtenir la valeur de
ρ et ui à la fin du pas de temps physique. Le passage du pas de temps n au pas de temps n+ 1 s’effectuant
en trois sous-pas de temps : k = 1, 2, 3, on peut écrire :
ρk = γk
(
∂ρ
∂t
)k
∆t+ ψk
(
∂ρ
∂t
)k−1
∆t+ ρk−1
ui
k =
γk
(
∂ρui
∂t
)k
∆t+ ψk
(
∂ρui
∂t
)k−1
∆t+ ρk−1
∗
ui
k−1
ρk
∗
P k = H
(
ρk
)
(5.24)
Le mouvement de maillage lagrangien est pris en compte dans le calcul des conditions initiales du premier
sous-pas de temps de Runge Kutta :
ρ0 = ρn−1
V nijk
V n+1ijk
, ρ0
∗
ui
0 = ρn−1
∗
ui
n−1
(V ∗ijk)
n
(V ∗ijk)
n+1
,
(
∂ρ
∂t
)0
= 0 and
(
∂ρui
∂t
)0
= 0 , (5.25)
où ρk
∗
est la masse volumique dans le volume de contrôle de quantité de mouvement calculé au pseudo-
pas de temps k, V nijk et (V ∗ijk)n sont respectivement le volume de contrôle de masse et le volume de contrôle
de quantité de mouvement calculés au pas de temps n. γk et ψk sont les constantes du schéma de Runge-
Kutta. Cette méthode permet des calculs avec des CFL : dis play s ty le (|ui|+ a) ∆t∆x jusqu’à 1.5.
Les valeurs des coefficients utilisés dans CAVIF sont montrées dans le tableau 5.3.3. On remarque
k=1 k=2 k=3
γ
8
1 5
5
1 2
3
4
ψ
−
1 7
6 0
−
5
1 2
TAB. 5.1: Coefficients de Runge-Kutta utilisés dans CAVIF.
qu’avec la méthode d’avancement en temps de Runge-Kutta, le mouvement de maillage n’est pris en compte
qu’au premier sous-pas de temps. Aux autres sous-pas de temps, on considère le maillage fixe aux positions
définies pour le pas de temps n+ 1.
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5.3.4 phase B
Le calcul des termes de gradient de pression et de diffusion sont calculés de la façon suivante :
V ∗ijk
(
∂ρui
∂t
)k,B
= −
24∑
β=1
P k−1Ak−1β +
24∑
β=1
τk−1Ak−1β (5.26)
β se rapporte aux faces du volume de contrôle de quantité de mouvement (β varie de 1 à 24).
5.3.5 Phase C
5.3.5.1 Équation de conservation de la masse
Dans une maille de volume Vijk, la variation de masse volumique en fonction du temps peut être écrite
de manière discrétisée de la façon suivante :
Vijk
(
∂ρ
∂t
)k
= −
6∑
α=1
δV k−1α , (5.27)
avec δV k−1α défini comme :
δV k−1α = ρ
k−1
α u
k−1
α A
k−1
α . (5.28)
ρα représente la valeur de la masse volumique appliquée à la face Aα de la maille (les mailles étant hexa-
édriques, α varie de 1 à 6).
5.3.5.2 Équation de conservation de quantité de mouvement
La partie de l’équation de quantité de mouvement relative à la convection est calculée comme suit :
V kijk
(
∂ρui
∂t
)k,C
= −
24∑
β=1
(ui)
k−1
β δM
k−1
β , (5.29)
avec :
δMk−1β =
1
8
(
ρk−1ext δVext − ρ
k−1
int δVint
)
, (5.30)
où les indices int et ext se rapportent aux faces des volumes de contrôle de masse situées de part et d’autre
de la face du volume de quantité de mouvement β.
5.4 Conditions aux limites
5.4.1 Conditions aux limites en entrée par un code monodimension-
nel
Nous avons vu dans le chapitre consacré à la présentation du système common-rail que le rail avait pour
rôle de limiter les fortes oscillations de pression présentes dans le système lors des ouvertures et fermetures
des injecteurs. Néanmoins, il est bien connu que des oscillations de pression se forment dans les conduites
haute pression du circuit d’injection, et que celles-ci infl uent sur les débits injectés dans le cas de la succes-
sion de pré-injection et d’injection principale très rapide.
Dans le cadre de cette étude, un travail particulier a été mené afin de modéliser le comportement du
gasoil dans le circuit d’injection en amont de l’injecteur [60]. Nous avons utilisé un code monodimensionnel
pour deux objectifs :
– déterminer les conditions aux limites en entrée du nez de l’injecteur ;
– représenter en monodimensionnel le comportement du fl uide dans le circuit haute pression pour
développer les compétences de l’IFP dans le domaine des systèmes d’injection.
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Grâce à la collaboration avec la société IMAGINE et leur logiciel AMESIM, nous avons pu modéliser un
système d’injection haute pression de première génération et recaler ses résultats par rapport aux résultats
expérimentaux. Ces travaux ont été effectués dans le cadre du stage ingénieur de F. Guigues à l’IFP. Il faut
bien insister sur le fait que toutes les données géométriques inhérentes à l’injecteur sont très difficiles à
obtenir : il a donc fallu beaucoup de tests de validation afin de trouver les valeurs géométriques nécessaires
à nos calculs. Nous ne reviendrons pas ici sur les détails de l’étude ; nous allons montrer plutôt les résultats
pertinents pour notre couplage faible entre le modèle AMESIM et le code CAVIF.
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FIG. 5.7: Taux d’introduction expérimentaux (traits continus) et numériques pour Prail =
400 bar. Temps de commande de 200, 300, 500, 700, 1000, 2400 µs. Abscisse : temps en
secondes.
On voit dans les figures 5.7, 5.8, et 5.9 les taux d’introduction calculés comparés aux mesures pour
différents temps d’activation des injecteurs et pour plusieurs pressions rail. On remarque que les résultats
numériques sont proches des résultats expérimentaux, tant au niveau qualitatif (forme du taux d’introduc-
tion) qu’au niveau quantitatif.
L’obtention du signal de pression dans le nez est l’objectif dans le cadre du couplage faible entre ce
modèle et le code 3D CAVIF. Nous ne pouvons comparer nos résultats à cause de la grande difficulté à
réaliser des mesures expérimentales de ce signal.
De ce fait, nous considérons que si le taux d’introduction obtenu numériquement est très proche de
l’expérimental, alors le signal de pression du modèle est réaliste.
La figure 5.10 montre clairement le lien entre le taux d’introduction et les oscillations de pression dans
le nez. Les creux et bosses du taux d’introduction et de la pression coïncident parfaitement. Ceci confirme
l’hypothèse de validation précédente.
La chute de pression dans le nez de l’injecteur est initiée par le début d’injection. Celle-ci est stoppée
par l’arrêt de la levée d’aiguille. En effet, lorsque l’aiguille monte, elle libére un volume que comble le
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FIG. 5.8: Taux d’introduction expérimentaux (traits continus) et numériques pour Prail =
800 bar. Temps de commande de 125, 200,300, 400, 500, 800, 1200, 2400 µs. Abscisse :
temps en secondes.
carburant. Lorsqu’elle se stabilise, le volume de réserve et la section de passage sont fixés mais le carburant
continue d’affl uer : il y a un coup de bélier. La suite du signal est due à l’onde de pression circulant entre le
nez de l’injecteur et le rail. La fréquence de ces oscillations de pression est de l’ordre de 1kHz.
Ces résultats montrent que dans le cas de la modélisation d’une injection de longue durée (> 1ms), il
faut prendre en compte les fl uctuations de pression en entrée du nez de l’injecteur (> 100bar). Néanmoins,
dans le cadre de cette thèse, nous nous contenterons de modéliser une injection courte (type injection pilote)
pendant laquelle l’infl uence de la fl uctuation de pression sera négligeable. Nous utiliserons donc des condi-
tions aux limites plus conventionnelles, sans avoir recours au modèle monodimensionnel et en considérant
la pression en entrée du nez de l’injecteur comme constante.
5.4.2 Conditions aux limites en entrée simplifiées
Loin en amont du nez de l’injecteur, le fl uide a une vitesse négligeable et un état de stagnation défini. La
condition à l’entrée relie les conditions à l’intérieur du domaine à celles du point d’arrêt par une équation
de conservation d’énergie et un modèle de diffusion entre le point le plus proche et le champ extérieur.
L’équation 5.31 montre comment la pression d’entrée Pin est mise à jour en utilisant la pression d’arrêt P0
et la pression dans la cellule la plus proche P1 :
∂Pin
∂t
= β
P0 − 2Pin + P1
2
. (5.31)
L’équation 5.32 relie la pression à l’infini et la densité ρ0 à la norme de la vitesse à l’entrée. À partir
de Pin on calcule ρin grâce à l’équation d’état du liquide. Le calcul de la vitesse à l’entrée requiert une
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FIG. 5.9: Taux d’introduction expérimentaux (traits continus) et numériques pour Prail =
1350 bar. Temps de commande de 125, 200, 300, 1200, 2600 µs. Abscisse : temps en
secondes.
direction et une norme, donc la vitesse est fixée perpendiculaire à la section d’entrée :
P0
ρ0
=
Pin
ρin
+
u2 + v2 + w2
2
. (5.32)
Les équations 5.31 et 5.32 sont résolues à l’entrée en supposant qu’il n’y a pas de cavitation en entrée
du domaine de calcul. Parce que l’entrée est subsonique, la condition à la frontière doit pouvoir combiner
l’information qui vient de l’amont, avec celle qui vient de l’intérieur du domaine. L’équation 5.31 permet à
l’information qui vient de l’intérieur du domaine d’affecter la condition à la frontière, alors que l’équation
5.32 connecte physiquement l’entrée à l’amont. La constante β détermine la force du couplage entre les
pressions intérieure et extérieure. La valeur choisie pour β est 0.05.
5.4.3 Conditions aux limites en sortie du trou d’injection
Le fl uide, tel qu’il est considéré dans le code, est très fortement compressible. De ce fait de fortes ondes
de pression se propagent à l’intérieur du domaine, par exemple quand le front fl uide se propage vers la sortie
de l’injecteur au début de l’injection ou quand des structures gazeuses atteignent la sortie.
Dans le cas de conditions aux limites classiques en incompressible type {pression fixe}, on comprend
bien que des réfl exions d’ondes peuvent se produire sur la section de sortie. De plus, le code n’est pas à
même de résoudre les variations brutales de pression.
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FIG. 5.10: 1 : Taux d’introduction (en kg/s) et 2 : signal de pression (en bar) dans le nez
de l’injecteur pour Prail = 800 bar et un temps de commande de 2400 µs. Abscisse :
temps en secondes.
5.4.3.1 Détermination du système à résoudre en sortie
La condition à la sortie est beaucoup plus compliquée, afin de prendre en compte la compressibilité
du liquide. Cette frontière doit permettre aux ondes de pression de passer de l’intérieur du domaine vers
l’extérieur sans les réfl échir. Cette frontière doit également laisser passer les poches de cavitation et doit
être stable sur une gamme importante de nombres de Mach. Enfin, elle représente la pression aval, qui est
spécifiée. L’analyse utilisée est similaire à celle de Thompson [127, 128], Poinsot et Lele [104, 105] pour
construire les équations en différences finies. On écrit donc les équations de Navier Stokes sous forme
d’équations caractéristiques. Le système à résoudre est, en considérant le fl uide non visqueux :
∂ρ
∂t
+ ∂ρu
∂x
+ ∂ρv
∂y
+ ∂ρw
∂z
= 0
∂ρu
∂t
+ ∂ρuu
∂x
+ ∂ρvu
∂y
+ ∂ρwu
∂z
+ ∂p
∂x
= 0
∂ρv
∂t
+ ∂ρuv
∂x
+ ∂ρvv
∂y
+ ∂ρwv
∂z
+ ∂p
∂y
= 0
∂ρw
∂t
+ ∂ρuw
∂x
+ ∂ρvw
∂y
+ ∂ρww
∂z
+ ∂p
∂z
= 0
(5.33)
On peut écrire le vecteur de variables conservatives :
U˜ =
(
U˜1, U˜2, U˜3, U˜4
)t
= (ρ, ρu, ρv, ρw)
t
.
(5.34)
Et le vecteur des variables primitives, qui sont choisies pour une interprétation plus pratique :
U = (U1, U2, U3, U4)
t
= (ρ, u, v, w)
t
.
(5.35)
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La matrice reliant le système U˜ utilisée pour intégrer les équations au système U sur lequel on réalise
l’analyse aux limites est :
P =
∂U˜
∂U
, (5.36)
et peut être écrite :
P =


1 0 0 0
u ρ 0 0
v 0 ρ 0
w 0 0 ρ

 . (5.37)
On peut alors calculer P−1, inverse de P :
P−1 =


1 0 0 0
−u
ρ
1
ρ
0 0
− v
ρ
0 1
ρ
0
−w
ρ
0 0 1
ρ

 . (5.38)
On définit maintenant le vecteur F k des variables conservatives selon la direction k, normale à la sortie du
domaine de calcul (ici la direction x) :
F x =
(
ρu, ρu2 + p, ρuv, ρuw
)t
. (5.39)
On peut alors écrire :
∂F x
∂x
= Qx
∂U
∂x
. (5.40)
La matrice Qx est composée d’éléments qxij tels que :
qxij =
∂F xi
∂Uj
, (5.41)
et la matrice Qx s’écrit donc :
Qx =


u ρ 0 0
u2 + a2 2ρu 0 0
uv ρv ρu 0
uw ρw 0 ρu

 , car dp = a2dρ. (5.42)
Le système d’équations à résoudre peut s’écrire maintenant sous la forme :
∂U˜
∂t
+
∂F x
∂x
+ C˜ = 0 ; (5.43)
C˜ contient tous les termes dans lesquels n’apparaît aucune différentielle de premier ordre de U˜ selon la
direction x. Ces termes sont supposés être convectés passivement selon x et ne jouent aucun rôle dans
l’analyse des ondes caractéristiques. En définissant Ax = P−1Qx, on peut réécrire l’équation 5.43 sous
forme primitive, sachant que :
∂U
∂t
+Ax
∂U
∂x
+ C = 0, avec C = P−1C˜. (5.44)
La matrice Ax est calculée et est égale à :
Ax =


u ρ 0 0
a2
ρ
u 0 0
0 0 u 0
0 0 0 u

 . (5.45)
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En posant det(Ax − λI ) = 0, on peut trouver les valeurs propres de Ax :
λ1 = u− a
λ2 = u
λ3 = u
λ4 = u+ a.
(5.46)
Une base de vecteurs propres associée aux valeurs propres ci-dessus est calculée :
r1 =
(
− ρ
a
, 1, 0, 0
)t
r2 = (0, 0, 1, 0)
t
r3 = (0, 0, 0, 1)
t
r4 =
(
ρ
a
, 1, 0, 0
)t
.
(5.47)
On peut maintenant écrire S, matrice prenant comme colonnes les vecteurs ri :
S =


− ρ
a
0 0 ρ
a
1 0 0 1
0 1 0 0
0 0 1 0

 . (5.48)
En inversant S, on trouve une base de vecteurs propres li :
S−1 =


− a
2ρ
1
2
0 0
0 0 1 0
0 0 0 1
a
2ρ
1
2
0 0

 , (5.49)
l1 =
(
− a
2ρ
, 1
2
, 0, 0
)t
l2 = (0, 0, 1, 0)
t
l3 = (0, 0, 0, 1)
t
l4 =
(
a
2ρ
, 1
2
, 0, 0
)t
.
(5.50)
Le vecteur l1 est associé à la valeur propre (u−a), l4 à (u+a), l2 et l3 à u. Les ondes l1 et l4 correspondent
aux ondes acoustiques alors que les autres sont convectées par l’écoulement. On peut définir le vecteur L
de composantes Li représentant les variations d’amplitude :
Li = λili
∂U
∂x
. (5.51)
En utilisant L, on peut réécrire l’équation 5.44 :
∂U
∂t
+ SL+ C = 0, (5.52)
ou sous forme conservative :
∂U˜
∂t
+ PSL+ C˜ = 0. (5.53)
Le vecteur SL représentant les termes convectifs du système primitif est :
SL =


ρ
a
(L4 − L1)
L1 + L4
L2
L3

 . (5.54)
Avec les valeurs de Li telles que :
L1 =
1
2
(u− a)
[
−a
ρ
∂ρ
∂x
+ ∂u
∂x
]
L2 = u
∂v
∂x
L3 = u
∂w
∂x
L4 =
1
2
(u+ a)
[
a
ρ
∂ρ
∂x
+ ∂u
∂x
]
.
(5.55)
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On peut alors réécrire le système conservatif 5.33 en développant l’équation 5.53, ce qui donne :
∂ρ
∂t
+ ρ
a
(L4 − L1) = 0
∂ρu
∂t
+ uρ
a
(L4 − L1) + ρ (L1 + L4) = 0
∂ρv
∂t
+ vρ
a
(L4 − L1) + ρL2 = 0
∂ρw
∂t
+ wρ
a
(L4 − L1) + ρL3 = 0.
(5.56)
Ce système est utilisé pour calculer
(
∂ρ
∂t
, ∂ρu
∂t
, ∂ρv
∂t
, ∂ρw
∂t
)
au niveau de la sortie du domaine de calcul.
5.4.3.2 Discrétisation du système
Concernant la discrétisation du système 5.56, on peut dégager plusieurs configurations de sortie du do-
maine :
Sortie subsonique
Les trois ondes caractéristiques L2, L3 et L4 quittent le domaine alors que L1 entre à la vitesse λ1 = u−a.
Pour que l’information concernant la pression à l’infini (dans la chambre) puisse entrer dans le domaine, on
assure que le problème est bien posé en fixant :
L1 = κ(p− p∞), (5.57)
et tous les Li avec i 6= 1 sont estimés à partir des points à l’intérieur du domaine (par extrapolation).
Sortie supersonique
Les quatre ondes caractéristiques quittent le domaine et leur valeur est estimée en fonction des conditions à
l’intérieur du domaine, par extrapolation.
Entrée subsonique
Dans le cas où u < 0, trois ondes caractéristiques entrent dans le domaine (L1, L2 et L3), alors que la
quatrième sort du domaine (L4), et doivent donc être fixées. On peut alors écrire :
L1 = κ(p− p∞)
L2 = 0
L3 = 0
L4 =
1
2
(u+ a)
[
a
ρ
∂ρ
∂x
+ ∂u
∂x
]
.
(5.58)
Entrée supersonique
Le traitement de L2 et L3 est le même que pour une entrée subsonique. L1, onde entrante, est calculée par
l’équation 5.57. L4, onde entrante également, est égale à L1.
L1 = L4 = κ(p− p∞)
L2 = L3 = 0.
(5.59)
5.4.4 Conditions aux limites aux parois
Les éléments solides (parois aux limites du domaine ou surface d’obstacles internes au domaine de
calcul) sont simulés par des interfaces imperméables à l’écoulement : dans le cas d’un écoulement visqueux
comme celui que nous étudions, les conditions aux limites à la paroi sont les suivantes :
– conditions d’adhérence : toutes les composantes du vecteur vitesse sont fixées égales à celles de la
vitesse de la paroi (nulles dans le cas d’une paroi non mobile) ;
– conditions de fl ux : les fl ux de toutes les grandeurs scalaires sont nuls à travers les parois. Nous
considérons les parois adiabatiques, le fl ux de chaleur est donc négligé dans le code.
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FIG. 5.11: Configurations des blocs de mailles dans KIVA et CavIF.
5.5 Les conditions de symétrie
Comme le code KIVA, CavIF est basé sur une formulation cartésienne des équations (repère (O,−→i ,−→j ,−→k )),
et est applicable à des géométries cylindriques (paramètreCY L = 1), ou cartésiennes (CY L = 0) en bi- ou
tridimensionnel. Le maillage est composé de blocs de cellules de dimensions suivantes : NX cellules dans
la direction i, NY dans la direction j et NZ dans la direction k. Grâce à ce formalisme, on peut dégager
cinq types de traitement des symétries (voir figure 5.11) :
– domaine de calcul bidimensionnel cartésien (NY = 1, CY L = 0) ;
– domaine de calcul tridimensionnel cartésien (NY > 1, CY L = 0) ;
– domaine de calcul bidimensionnel cylindrique (NY = 1, CY L = 1, J SE CT R = 1) ;
– domaine de calcul tridimensionnel cylindrique à symétrie de révolution (NY > 1, CY L = 1,
J SE CT R = 1) ;
– domaine de calcul tridimensionnel cylindrique (NY > 1, CY L = 1, J SE CT R = 0).
5.5.1 Symétrie par rapport à un plan
Dans le cas d’un domaine de calcul symétrique, on peut réduire le maillage en considérant un plan du
domaine comme plan de symétrie. Alors les fl ux normaux à cette surface sont nuls.
5.5.2 Symétrie axiale
On peut voir un exemple de cette symétrie dans la figure 5.12. Dans ce cas, les cellules bordant le
domaine sur les plans de symétrie sont considérées comme voisines (la face "back" de la cellule à JMAX
est considérée comme la "front" de JMIN), permettant la gestion du calcul du fl ux sur le plan de symétrie.
De plus, les vitesses sur ce plan sont moyennées par rapport à la masse de chaque volume de quantité de
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FIG. 5.12: Mécanisme de formation des maillages pseudo-polaires.
mouvement. Sur l’axe de symétrie, la taille de chaque volume de quantité de mouvement tend vers 0, et une
moyenne des vitesses axiales est effectuée sur chaque plan −→z .
5.6 Architecture multi-blocs de CavIF
Le code KIVA-MB est utilisé à l’IFP pour effectuer des simulations dans la chambre de combustion des
moteurs. Dans le cadre de calculs pour des géométries de moteurs 2 temps, il est vite apparu nécessaire de
résoudre le problème des cellules inactives, inhérent aux maillages structurés. En effet, pour des géométries
complexes comportant souvent des canaux d’entrée/sortie, le nombre de mailles pour discrétiser le système
peut devenir rapidement excessivement important : on peut voir dans la figure 5.13 le nombre de mailles à
définir (rectangle rouge) pour mailler une géométrie en forme de “ C” .
Pour pallier à ce problème, qui oblige à utiliser des ressources de mémoire importantes pendant le
calcul, une méthode a été mise au point afin de limiter le nombre de mailles pour définir une géométrie
complexe : il s’agit de l’algorithme multi-blocs [62], dont le principe est le suivant : on découpe le maillage
tridimensionnel en autant de blocs qu’il est nécessaire pour optimiser la place mémoire (le résultat concer-
nant le maillage en “ C” est montré avec trois blocs dans la figure 5.14 : les mailles économisées par le
calcul sont représentées par la zone hachurée). Entre deux blocs en interaction (X et Y ), on définit une zone
tampon d’une largeur de trois mailles : les mailles donneuses, intermédiaires et accepteuses. Les calculs des
termes différentiels sont effectués par bloc. Tout au long du calcul, on transfère les grandeurs (fl ux, gran-
deurs différentielles) des mailles donneuses du bloc X aux mailles accepteuses du bloc Y , et inversement.
On s’assure donc bien de la continuité de l’écoulement à l’interface entre les blocs.
Dans KIVA, la méthode de gestion de blocs multiples est seulement possible avec des blocs cartésiens
(CY L = 0). Au vu des géométries tridimensionnelles typiques des injecteurs Diesel, il nous a semblé
indispensable de gérer les interfaces entre les blocs cylindriques et les blocs cartésiens. Nous avons donc
modifié les parties du programme traitant du multi-bloc afin de permettre la liaison entre un bloc cylindrique
(pour représenter le sac de l’injecteur ou le siège de l’aiguille), et un ou des blocs cartésiens (pour représenter
l’orifice d’injection ou le haut de la buse d’injection).
5.7 Le mouvement de maillage
Afin de simuler les mouvements de parois dans l’injecteur (levée et descente d’aiguille), il est nécessaire
que le code puisse prendre en compte les mouvements et déformations de maillage. Dans le cadre du code
KIVA, le mouvement de maillage est géré dans la phase C, pendant le “ rezoning” , c’est à dire pendant le
calcul des fl ux permettant de passer de la phase lagrangienne à la phase eulérienne. Deux solutions sont
utilisables dans le code pour simuler un mouvement de maillage :
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FIG. 5.13: Maillage d’une géométrie par
une méthode mono-bloc.
FIG. 5.14: Maillage d’une géométrie par
une méthode multi-bloc.
– fixer le maillage de départ et le maillage d’arrivée, ainsi que l’intervalle de temps entre les deux
positions. Le code calcule à chaque début de pas de temps physique la nouvelle position de chaque
noeud du maillage par interpolation linéaire.
– fixer le maillage de départ et identifier le plan du maillage qui est mobile, ainsi que sa vitesse de
déplacement. À chaque début de pas de temps physique, le code déplacera les noeuds mobiles, et
effectuera si besoin une redistribution du maillage si des mailles sont trop "écrasées".
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Chapitre 6
Validation du code CavIF
6.1 Validation de la consistance géométrique
LE principe de la loi de consistance géométrique est le suivant [126] : tout champ uniforme et constant,solution des équations de Navier Stokes, doit le rester quel que soit le mouvement du maillage. Dans
un premier temps, nous allons vérifier si ce principe est bien respecté par le code, d’abord par une translation
simple du maillage, puis par une déformation de celui-ci.
6.1.0.1 Translation du maillage
L’idée est d’opérer une translation du domaine de calcul pour les conditions initiales suivantes : le fl uide
a une masse volumique constante, et la vitesse en chaque noeud fl uide est égale à la vitesse des parois, soit
Wp. La translation est effectuée selon l’axe
−→
Oz. Le pas de temps est fixé pour que le maillage tridimen-
sionnel régulier avance de l’équivalent de la moitié de la hauteur d’une maille à chaque itération (critère
CFL = 0.5). Le maillage contient 15 ∗ 15 ∗ 15 noeuds.
Suivant la loi de la consistance géométrique, la masse volumique en chaque maille et la vitesse en
chaque noeud reste bien constante, validant ainsi les calculs des fl ux convectifs lors du mouvement et de la
reconstruction du maillage à chaque pas de temps.
6.1.0.2 Déformation du maillage
La manière de procéder est la suivante : soit un écoulement uniforme (nul par exemple) dans un do-
maine discrétisé par un maillage régulier de dimensions 10 × 10 × 2 noeuds, noté 0 dans la figure 6.1. On
déforme ce maillage en opérant un mouvement des noeuds du maillage par rapport aux deux noeuds du
centre désignés par les coordonnées xc = 5, yc = 5, zc = 1 et z = 2. Les noeuds à la paroi restent, quant à
eux, fixes. On effectue un certain nombre de cycles de déformation linéaire (montrés dans la figure 6.2) du
maillage entre les positions extrêmes du maillage notées −1 et 1 (montrées dans la figure 6.1), et on vérifie
qu’aucune vitesse parasite n’est apparue du fait des mouvements des noeuds du maillage.
Le résultat obtenu à la suite de ce test montre que les vitesses parasites apparues sont de l’ordre de la
précision machine, validant ainsi le principe de consistance géométrique.
6.1.0.3 Mouvement d’un piston uniformément accéléré
Ce test consiste à simuler le comportement d’un gaz lors d’une compression isentropique. Le gaz est
au repos dans un volume dont la paroi supérieure en z = z0(t = 0) est un piston uniformément accéléré
dont la vitesse est Wp = at, a étant l’accélération. Si a est négatif, le piston pousse et comprime le fl uide.
Il se forme une onde de compression simple, dont le front se propage dans le domaine à la vitesse c (vitesse
du son dans le gaz). Dans la zone où z < z0 − ct, le gaz est immobile. Sur la paroi du piston, la vitesse
du gaz est la même que celle du piston. L’expression de la variation de la vitesse du fl uide dans la région
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FIG. 6.1: Déformation du maillage. À gauche : déformation extrême −1 ; au milieu :
position intermédiaire 0 ; à droite : déformation extrême 1.
comprise entre le piston et la position du front avant de l’onde a été donnée analytiquement par Landau et
Lifchitz [84] pour z0 − ct < z < z0 + 12at2 :
−w =
1
γ
(
c +
γ + 1
2
at
)
−
1
γ
[(
c +
γ + 1
2
at
)2
− 2aγ (ct− z)
] 1
2
. (6.1)
Cette solution n’est valable que jusqu’au moment où se forme une onde de choc. Cet instant a pour valeur :
tchoc =
2c
|a| (γ + 1)
. (6.2)
De façon équivalente, si a est positif, le piston s’éloigne de la paroi fixe du domaine, provoquant l’apparition
d’une onde de détente simple, dont le front avant se déplace dans le domaine à travers le gaz immobile à la
vitesse c. L’équation 6.1 reste valable avant l’apparition d’une onde de choc dont l’instant est défini par le
temps calculé dans l’équation 6.2.
La première validation consiste à modéliser la compression d’un domaine bidimensionnel de hauteur
z0 = 15.0cm. Le piston, situé en z0, se déplace à la vitesse Wp = at, avec a = 8.0 × 107, alors que le
bas du domaine est une paroi immobile. La configuration testée consiste en un maillage bidimensionnel de
dimensions 6 ∗ 50 noeuds. Les résultats sont donnés dans la figure 6.3. Comme on peut le voir, les résultats
numériques sont en accord avec la solution analytique pour les différents temps représentés. La vitesse du
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FIG. 6.2: Mouvement de déformation du maillage : −1, 0 et 1 correspondent respective-
ment aux maillages présentés figure 6.1.
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fl uide sur la surface du piston est bien celle du piston, validant ainsi la condition limite à la paroi mobile.
La vitesse de déplacement de l’onde est égale à la vitesse du son dans le gaz, et le profil de vitesse cor-
respond bien à l’expression donnée par Landau et Lifchitz. La vitesse est dirigée partout dans le sens de
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FIG. 6.3: Compression d’un gaz isentropique. A gauche : profils de vitesse aux temps t =
2 5µs, 5 0µs, 7 5µs, 100µs, 12 5µs, 15 0µs, 17 5µs, 2 00µs, 2 2 5µs, 2 5 0µs. A droite : profils de
masse volumique aux mêmes temps
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FIG. 6.4: Détente d’un gaz isentropique. A gauche : profils de vitesse aux temps t =
2 5µs, 5 0µs, 7 5µs, 100µs, 12 5µs, 15 0µs, 17 5µs, 2 00µs, 2 2 5µs, 2 5 0µs. A droite : profils de
masse volumique aux mêmes temps
déplacement du piston et décroît de façon monotone (en valeur absolue) entre la paroi du piston et le bas
du domaine. Notons que la pression et la masse volumique décroissent de façon monotone également, et
dans le même sens. La compression étant isentropique, nous avons vérifié la constance du terme PV γ , avec
γ = 1.4 tout au long de la compression. Nous avons arrêté le calcul avant l’apparition de l’onde de choc.
Un test de détente isentropique a également été effectué, en commençant le calcul avec les mêmes
conditions initiales que celles du test précédent. Maintenant a = 8.0 × 107. En comparant les résultats
numériques avec la solution analytique, on voit un très bon accord à l’instar de la compression. Nous avons
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continué le calcul après le temps d’apparition de l’onde de choc (voir l’équation 6.2) et avons remarqué
qualitativement que, de manière logique, quand t > tchoc, le gaz ne peut plus suivre le piston. De ce fait,
une zone de dépression se forme, au-delà de laquelle la vitesse du gaz continue à se conformer à l’équation
6.1.
6.2 Conditions aux limites
Nous avons vu dans le chapitre précédent que les conditions aux limites en sortie utilisées dans CavIF
sont plus compliquées que celles utilisées habituellement dans les codes de mécanique des fl uides à écoule-
ments non réactifs. Nous allons maintenant procéder à la validation de ces conditions, et nous en profiterons
pour montrer leur intérêt et les possibilités qu’elles nous offrent dans le cadre de la modélisation d’écoule-
ments cavitants.
La première phase consiste à pouvoir modéliser le début de l’injection : dans CavIF, on simule le début
de l’injection (avant l’ouverture de l’aiguille de l’injecteur) en commençant le calcul à partir des conditions
initiales suivantes : le domaine de calcul est rempli de liquide au repos (à vitesse nulle), à une pression égale
à celle qui règne dans la chambre de combustion (50bar). La condition en pression en entrée est de la valeur
de Pinj . Le début d’injection consiste en la propagation de l’onde de pression, et la détente dans l’orifice
dûe au fait que la pression dans la chambre de combustion reste constante. La difficulté numérique est de
résoudre la propagation du front à l’intérieur du domaine, puis sa sortie vers la chambre de combustion (qui
correspond aux premiers instants de la sortie du jet) sans réfl exion numérique, mais tout en conservant une
condition de pression (la pression de sortie tend vers la pression régnant dans la chambre de combustion).
Le cas-test est effectué sur un maillage d’un injecteur type “ Chaves” (voir figure 3.5). La figure 6.5
montre la moyenne sur la section de sortie des valeurs de pression et de masse volumique en fonction du
temps. La pression d’injection Pinj est de 1000bar, et la pression dans la chambre de combustion Pch est
de 50bar. On remarque que jusqu’à 0.8µ s de calcul, la pression et la masse volumique en sortie restent
constantes : l’onde de pression n’est pas encore arrivée jusqu’à la sortie. À partir de 0.8µ s, on remarque
alors des comportements différents en fonction de la valeur de κ (voir §5.4.2). Nous avons vu que si κ = 0,
nous sommes en présence d’une condition parfaitement non réfl échissante. Ce cas est vérifié ici : la pression
de sortie n’est pas ramenée vers la valeur de pression dans la chambre.
Dans les cas qui nous intéressent (avec des conditions de réfl exion qui permettent de ramener la pression
de sortie vers Pch), on voit qu’avec l’augmentation de κ, on ramène de plus en plus vite la pression de sortie
vers Pch, et que l’on reste ensuite à cette valeur stable. Notons toutefois que dans ce cas de calcul la
cavitation n’a pas encore atteint la sortie de l’injecteur, et que l’on a donc encore un écoulement liquide
jusqu’à la sortie de l’injecteur.
Dans la figure 6.6, on remarque l’évolution temporelle de la vitesse en sortie de la géométrie : on
remarque que la vitesse lorsque la relaxation est nulle, reste bien constante dès la sortie de l’écoulement (à
Vch = −50m/s). Lorsqu’on impose un coefficient de relaxation différent de 0, la vitesse est plus importante
dans le sens de l’écoulement (vers −130m/s) mais sa valeur est la même quelle que soit la valeur de κ, dès
qu’on atteint l’état stationnaire. De plus, on remarque que plus le coefficient est important, et plus la vitesse
de sortie atteint rapidement sa valeur. Pour le cas où κ = 500, on remarque même la réfl exion de l’onde qui
est remontée jusqu’à l’entrée de l’injecteur et qui s’est ensuite redéveloppée (les conditions d’entrée sont
imparfaitement non réfl ectives) pour atteindre la sortie vers 1.6µ s. Ce phénomène a déjà été observé par
Charlette et Helie [24] sous forme d’énergie totale acoustique.
La figure 6.6 montre également le profil de pression selon l’axe de l’injecteur (la sortie est en 0, l’en-
trée à 1 × 10−3m) à deux moments clefs : le profil 1 représente le champ de pression avant la sortie de
l’écoulement, et le profil 2 représente le champ de pression après la sortie du front (à 0.9µ s pour κ = 500).
On remarque bien qu’après la sortie du front, la réfl exion, malgré un gradient de pression très important, est
faible, et la relaxation de la pression vers Pch s’effectue très rapidement, mais sans comportement instable
numériquement. Ce comportement valide la consistance des conditions aux limites en sortie de l’injecteur.
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FIG. 6.5: Pression et masse volumique en sortie du domaine en fonction du coefficient de
relaxation κ
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FIG. 6.6: Vitesse en sortie du domaine en fonction du coefficient de relaxation (à gauche).
Profil de pression sur la longueur de la conduite, avant et après réfl exion (à droite)
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6.3 Collapse d’une bulle dans un milieu semi-infini
Afin de valider le schéma numérique et l’équation d’état barotrope, on se propose de simuler un cas-test
connu : le collapse d’une bulle symétrique dans un milieu infini. L’étude de la dynamique de la bulle a été
effectuée par Rayleigh et Plesset, en considérant que :
– la bulle reste sphérique,
– la bulle est très petite au regard de l’espace qu’occupe le liquide, et que le liquide a un comportement
newtonien,
– le liquide est incompressible.
Ceci amène à l’équation de Rayleigh et Plesset (voir l’équation 1.1). Comme CavIF ne prend en compte
ni les effets de tension de surface σ ni les gaz incondensables (c’est à dire que la bulle ne contient que de la
vapeur pure), cette équation peut se simplifier :
ρ
[
R
d2R
dt2
+
3
2
(
dR
dt
)2]
+
4µ
R
dR
dt
= −P∞ + Psa t . (6.3)
L’intégration en temps est effectuée grâce à un schéma de Runge-Kutta du quatrième ordre par le logiciel
Matlab, et peut être comparée au temps de Rayleigh :
T = 0.915Rinit
√
ρ
P∞ − Psa t
(6.4)
Afin de simuler un domaine infini, le domaine de calcul doit être beaucoup plus grand que la bulle, afin
de se prévenir des effets de paroi avant la fin du collapse. Le test est effectué sur une grille de calcul de
50× 50 noeuds. Dans la figure 6.7 est montrée la comparaison entre les résultats numérique et théorique de
l’évolution du rayon de la bulle en fonction du temps, pour une bulle de 1mm de rayon. On peut voir qu’au
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FIG. 6.7: Bubble radius versus time. Rinit = 1m m .
début du collapse, le modèle est en bon accord avec les résultats théoriques. À la fin du collapse, la résolu-
tion spatiale de la bulle devient tellement faible que le code ne peut résoudre l’énergie du collapse. De ce
fait, le temps de collapse est bien reproduit, mais l’interface de la bulle n’est plus suffisamment discrétisée.
Cela infl ue donc sur la vitesse de collapse. Néanmoins, l’accord général est bon, ce qui permet de valider le
comportement dynamique du modèle de cavitation.
Après le collapse, une onde de pression se propage à partir du centre de la bulle (où l’énergie est
confinée à la fin du collapse), comme on peut le voir dans les visualisations expérimentales [98].
CHAPITRE 6 : VALIDATION DU CODE CAVIF 129
6.4 Collapse d’une bulle au voisinage d’une paroi
Lors du collapse d’une bulle au voisinage d’une frontière fixe, un jet liquide se forme et s’impacte sur
la paroi. L’onde de pression émise par l’impact du jet provoque l’érosion par cavitation. On se propose de
simuler ce cas sur un maillage de 30× 30× 30 noeuds. Le centre de la bulle est placé à un diamètre de dis-
tance de la paroi. La pression régnant à l’intérieur de la bulle est fixée au départ à sept ordres de grandeurs
plus faible que la pression régnant dans le liquide environnant. On peut voir dans la figure 6.8 le processus
du collapse près d’une frontière fixe : à 1.2 ∗ 10−6s, la bulle a déjà collapsé, et une zone de dépression
s’est formée sur la surface de la paroi. Ceci cause la formation d’un jet liquide qui est dirigé vers la paroi
(à 1.6 ∗ 10−6 et 2.0 ∗ 10−6s). On peut remarquer une onde de pression se propageant à partir de l’endroit
du collapse. Alors que le jet tape le mur, une forte onde de pression (bien supérieure à la première) se crée.
Plus tard, on remarque que la seconde onde de pression résulte de la combinaison de deux effets (voir à
2.4 ∗ 10−6s) : le jet et la première onde de pression atteignent la paroi en même temps, augmentant dans
cette zone la concentration d’énergie.
Les résultats numériques sont en accord qualitativement avec les expériences : nous avons vu que
pendant le collapse une forte onde de pression est formée, qui provoque les dégâts habituellement observés
dans les installations industrielles.
6.5 Écoulement cavitant dans un injecteur monotrou
Une géométrie classique bidimensionnelle est utilisée pour calculer l’écoulement dans un injecteur Die-
sel. Le but de cette étude est d’identifier la topologie de l’écoulement dans un injecteur monotrou, pour des
conditions d’injection classiques : Pinj = 1000ba r et Pc h = 50ba r. La longueur de l’orifice est de 1mm,
et son diamètre est de 0.2mm ( L
D
= 5).
Les conditions initiales sont les suivantes : le nez de l’injecteur est rempli de carburant liquide à une
pression initiale de 50ba r. La pression totale à l’entrée est fixée à 1000ba r. De ce fait, au début du calcul,
une onde de compression se développe dans le nez. Dès qu’elle atteint la sortie, les conditions aux limites
la relaxent vers 50ba r. Alors le fl uide est fortement accéléré à travers la constriction.
Comme on peut le voir dans la figure 6.9, une zone de recirculation est formée en aval de l’entrée vive,
au centre de laquelle la cavitation apparaît à 4.8 ∗ 10−6s. Alors la cavitation s’étend tout au long de l’orifice
et atteint la sortie à t = 8∗10−6s (voir la figure 6.9). On peut voir dans les figures 6.10 and 6.11 la longueur
de la zone cavitante. L’énorme chute de pression à l’entrée vive cause une baisse importante de la masse
volumique (voir la figure 6.11), qui se relaxe ensuite le long de l’orifice. Néanmoins, le profil de masse vo-
lumique en sortie (figure 6.12) montre que la cavitation est encore fortement présente quand le “ jet liquide”
quitte l’injecteur et entre dans la chambre de combustion du moteur.
La topologie de l’écoulement est comparable aux visualisations de Soteriou [121], qui montrent une
grosse poche de vapeur attachée à l’entrée, et la cavitation qui reste localisée dans la couche limite.
En s’intéressant au débit en sortie d’injecteur, on remarque que dès que la cavitation atteint la sortie,
l’écoulement se comporte comme s’il était “ choqué” et le coefficient de perte de charge reste constant à
C d = 0.62. Cette constatation peut être comparée aux résultats expérimentaux de Ohrn et Nurick [99, 97].
En fait, l’écoulement reste attaché tant que la cavitation n’a pas atteint la sortie, comme on peut le voir dans
la figure 6.9. La figure 6.13 montre l’augmentation du coefficient de perte de charge, jusqu’à 8 ∗ 10−6s. À
ce moment, la cavitation atteint la sortie et l’écoulement est détaché sur toute la longueur de l’orifice, ce qui
conduit à une situation bien connue de limitation de fl ux.
Ces résultats sont en accord avec les visualisations expérimentales et les mesures, validant le code pour
une configuration typique d’injection.
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FIG. 6.8: Collapse d’une bulle proche d’une paroi. La masse volumique est représentée,
et l’isosurface est fixée à α = 0.9 [44].
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FIG. 6.9: Développement et stabilisation de la cavitation dans l’orifice d’un injecteur
monotrou. Masse volumique du mélange en g/cm3.
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FIG. 6.10: Profils de pression près de la paroi. À gauche : à t=7.5 ∗ 10−6s. À droite : à
t=11.4 ∗ 10−6s.
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FIG. 6.11: Profil de masse volumique à t=11.4 ∗ 10−6s près de la paroi.
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FIG. 6.12: Profils radiaux de la masse volumique. À gauche : immédiatement après l’en-
trée vive. À droite : à la sortie.
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FIG. 6.13: Cd en fonction du temps.
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Chapitre 7
Résultats de calculs
7.1 Introduction
DANS le chapitre précédent, nous avons validé CavIF dans des situations “ académiques” , mettant enévidence les possibilités du code au regard des écoulements cavitants. Ceci nous a permis d’utiliser
et de valider chaque fonctionnalité indépendamment (architectures multi-blocs, mouvement de maillage,
conditions aux limites). Nous utilisons dans ce chapitre le code comme outil prédictif (dans la section 7.2),
et comme aide à la compréhension (dans la section 7.3), en utilisant l’ensemble de ses possibilités.
La première section consiste à modéliser l’écoulement dans un injecteur monotrou, en comparant les
résultats à une série d’expériences. On analyse la dépendance de la perte de charge en fonction du nombre
de cavitation et du rayon de courbure de l’entrée de l’orifice.
Nous effectuons ensuite une analyse de l’écoulement dans un injecteur monotrou simplifié en tridimen-
sionnel (grâce à l’aide de Celia Soteriou, de Delphi Diesel Systems). Nous relions les caractéristiques de
l’écoulement interne aux conclusions sur le spray qui ont été menées dans la section § 2.2.2.
Enfin, la simulation d’une injection pilote pour un injecteur multi-trou tridimensionnel permet d’accé-
der à une meilleure compréhension de la topologie de l’écoulement. Nous mettons en évidence l’importance
des écoulements secondaires dans l’orifice sur les conditions de sortie de l’orifice d’injection.
7.2 Calculs pour un injecteur monotrou
7.2.1 Influence du rayon de courbure à l’entrée de l’orifice
Dans le cadre de l’étude GSM D1.2 (partenariat PSA-Renault-IFP), des études expérimentales ont été
réalisées par le CRMT [85] sur des injecteurs monotrous afin de tester l’infl uence de l’entrée de l’orifice
(modifiée par hydroérosion ou électroérosion). En parallèle, des calculs numériques sur ces géométries ont
été effectués par PRINCIPIA sur le code EOLE. Le but de cette section est de comparer les résultats obtenus
expérimentalement lors de cette étude avec les codes CAVALRY et CavIF.
Le domaine de calcul et un détail du maillage à l’entrée de l’orifice sont présentés dans la figure 7.1.
C’est cette géométrie qui est utilisée pour les codes CavIF et EOLE. CAVALRY est utilisé avec le maillage
présenté dans la figure 3.5.
7.2.1.1 Entrée vive (R = 0)
L’orifice de l’injecteur est de diamètre 200µm et de longueur 1mm. Trois pressions d’alimentation ont
été testées : Pin j = 300, 500, 1000bar et la pression aval est fixée à 60bar. On compare par rapport à
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FIG. 7.1: À gauche : domaine de calcul utilisé. À droite : zoom du maillage sur l’orifice.
l’expérimental le coefficicient de décharge Cd.
Il est important de noter en premier lieu que CAVALRY étant codé en coordonnées “ body-fitted” , on
ne peut représenter l’angle vif (autrement le déterminant de la jacobienne de transformation est nul). On est
donc obligé de créer un léger arrondi (de l’ordre du micromètre) pour que le code puisse calculer ce cas.
Dans le tableau suivant on peut voir, à partir du moment où l’écoulement a atteint son état stationnaire,
le coefficient de décharge moyenné Cd, défini comme :
Cd =
1
Tsim − T s tab
∫ Tsi m
Tst a b
∑Mso r s
i=1 (1− αi(t))Vi(t)Ai√
2 (Pi n j−Pc h )
ρl
A0
d t , (7.1)
où Msor s représente le nombre de mailles en sortie, Ai la section de sortie de chacune, Vi leur vitesse
débitante, Tsta b le temps physique avant stabilisation de l’écoulement, Tsim le temps de simulation, et A0
la section géométrique de sortie de l’orifice d’injection. Les résultats des trois codes montrent les mêmes
tendances : l’augmentation de la pression d’injection provoque une diminution du coefficient de décharge.
Ceci est dû à la formation d’une poche de cavitation plus importante en fonction du nombre de cavitation.
Il y a une différence entre les résultats de CavIF et ceux des deux autres codes, mais aucune mesure expé-
rimentale n’est disponible à titre de comparaison. Néanmoins nous verrons dans la partie §7.2.2 que le fait
que le domaine de calcul utilisé dans Cavalry ne prenne pas en compte l’écoulement en amont de l’orifice a
une infl uence importante sur le résultat final.
Au cours du développement de la cavitation, on remarque la formation de poches au centre des recir-
culations, puis la formation d’une cavitation par poche détachée de la paroi (un film liquide subsistant entre
la cavitation et la paroi). Cette cavitation reste stationnaire, mais les conditions en amont de l’orifice (dans
le siège de l’aiguille) provoquent des oscillations de vitesse dans l’orifice, visibles dans la figure 7.3 et dans
les courbes de coefficients de décharge présentées dans la figure 7.2.
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FIG. 7.2: Coefficient de débit en fonction du temps. Résultats de calcul de CAVIF.
FIG. 7.3: Développement de la cavitation pour un angle vif et Pinj = 300bar. Infl uence
de l’écoulement amont.
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Pression (bar) Cd (-)
CRMT EOLE CAVALRY CAVIF
300 - 0.81 0.85 0.76
500 - 0.79 0.81 0.72
1000 - 0.73 0.78 0.69
TAB. 7.1: Coefficients de décharge dans un injecteur monotrou à entrée vive, en prenant
en compte le sac dans le domaine de calcul.
7.2.1.2 Entrée légèrement arrondie (R = 10µm)
Nous avons légèrement arrondi l’entrée vive pour simuler un trou très peu érodé, proche de celui uti-
lisé par le CRMT pour ses expériences. Les résultats obtenus sont les suivants : Les résultats numériques
Pression (bar) Cd (-)
CRMT (R = 10µm) EOLE CAVIF
300 0.85 0.83 0.82
500 0.81 0.84 0.80
1000 0.81 0.75 0.78
TAB. 7.2: Coefficients de décharge dans un injecteur monotrou avec rayon d’entrée de
10µm.
montrent une légère sous-estimation du Cd par rapport aux données expérimentales, mais encore une fois
la diminution du coefficient de décharge avec l’augmentation du nombre de cavitation est bien représentée.
La valeur de Cd est supérieure dans ce cas au Cd obtenu pour l’entrée vive : la zone de cavitation est plus
petite sur la section, ce qui permet d’augmenter la section efficace, représentative de la section de passage
du liquide.
7.2.1.3 Entrée arrondie (R = 5 0µm)
Dans le cas d’un injecteur monotrou fortement érodé, on remarque (voir tableau 7.2.1.3) que les co-
efficients de perte de charge sont supérieurs aux valeurs rencontrées pour des angles plus vifs. Ceci est dû
au fait qu’il n’y a plus de recirculation à l’entrée de l’orifice, que les contraintes dues au cisaillement sont
inférieures au cas précédent. Il est également important de noter que le Cd, dans ce cas, reste stable : On ne
voit plus l’infl uence de l’écoulement amont sur le comportement du fl uide dans l’orifice.
Pression (bar) Cd (-)
EOLE CAVIF
300 0.96 0.93
500 0.91 0.90
1000 0.89 0.90
TAB. 7.3: Coefficients de décharge dans un injecteur monotrou avec un rayon d’entrée de
5 0µm.
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7.2.1.4 Synthèse des résultats
En augmentant le rayon de courbure à l’entrée de l’orifice, on observe plusieurs conséquences :
– la cavitation diminue, car on diminue les zones de recirculation : le nombre de cavitation n’est donc
pas suffisant pour caractériser la cavitation dans ce type de configuration ;
– l’infl uence de l’écoulement amont sur le comportement du fl uide à la sortie de l’orifice est diminué,
rendant le débit plus stable(moins de fl uctuations de vitesse) ;
– on augmente le débit injecté (on gagne près de 30% de débit massique à Pinj = 1000ba r entre
l’entrée vive et le rayon de courbure de 50µ m).
7.2.2 Influence de l’écoulement amont pour un injecteur à entrée
vive
Dans le cas où on ne modélise que l’orifice de l’injection (sans le siège de l’aiguille), on remarque
une structure d’écoulement complètement différente de celle décrite dans la section 7.2.1.1. L’évolution
en fonction du temps du Cd est montrée dans la figure 7.4. À partir du moment où la cavitation atteint la
sortie tout en restant attachée à la paroi de l’orifice, l’écoulement est “ choqué” , comme on l’a vu dans la
section §6.5. Ce phénomène a été largement décrit dans de nombreux travaux [14, 55, 66, 80, 97, 99, 109,
115, 120]. En fait, la cavitation peut saturer l’écoulement dans l’injecteur, à condition que les conditions
amont soient non perturbées. Dans le cas où des fl uctuations de vitesse, dues à la configuration du siège
de l’aiguille, interagissent avec l’écoulement dans l’orifice, la cavitation se détache de la paroi (un film de
liquide s’interpose entre la poche et la paroi). Ceci montre bien, comme nous l’avons dit dans la section
1.3.2, que des conditions type "hydraulic fl ip" ne peuvent intervenir que si l’écoulement amont est stable,
ou alors n’apparaître que très brièvement.
0e+00 1e−05 2e−05 3e−05 4e−05
Temps (s)
0.0
0.2
0.4
0.6
0.8
C
d
 (
−
)
Pinj = 500bar
Pinj = 300bar
Pinj = 1000bar
FIG. 7.4: Coefficient de débit en fonction du temps. Résultats de calcul de CAVIF sans
prise en compte du siège de l’aiguille.
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7.3 Écoulement tridimensionnel dans une géométrie d’in-
jecteur simplifiée
Afin de comprendre ce qui se passe dans un injecteur Diesel, nous avons vu que certains expérimen-
tateurs effectuaient des tests sur des maquettes à grande échelle. Il est même souvent utile de simplifier la
géométrie afin de mieux visualiser les phénomènes que l’on veut étudier. C’est le cas de Soteriou [123],
qui effectue des tests sur un injecteur monotrou de taille ×20. Elle y ajoute des inserts (voir figure 2.5)
afin d’augmenter la complexité de l’écoulement et se rapprocher d’une configuration d’injecteur réel. Cette
géométrie a d’abord été utilisée dans le cadre d’un programme d’étude sur les injecteurs à géométrie va-
riable. Mais les conclusions expérimentales peuvent être généralisées aux écoulements dans les injecteurs
classiques (type VCO).
Soteriou et al [122, 123, 124] ont montré qu’au sein de l’écoulement dans l’orifice de sortie de l’injec-
teur se développent des tourbillons. Au centre de ces tourbillons peut se former de la cavitation. Mais la
caractéristique principale de ces structures est qu’elles subsistent jusqu’à la sortie de l’injecteur et au-delà,
dans le spray (voir figure 2.6).
Le code CavIF pouvant traiter des écoulements tridimensionnels, il est intéressant de voir s’il est ca-
pable de reproduire ce type de structures. Nous avons donc reproduit l’injecteur de Soteriou avec un insert
grâce au mailleur ICEM-CFD. Le nombre de noeuds est de 30×53×108, et une symétrie en plan I = 1 est
effectuée au centre de la conduite pour réduire le temps de calcul. Des sections dans le plan (−→i ,−→j ) sont
montrées figures 7.5 et 7.6.
Les conditions de calcul sont les suivantes : Pinj = 140bar, et Pc h = 75bar, soit un nombre de
cavitation CN = 0.86 (qui, associé à l’équivalence du nombre de Reynolds permet la comparaison aux
expériences de Soteriou). Le liquide est au départ au repos dans toute la géométrie à la pression P = 75bar.
Les résultats de calcul sont montrés dans les figures 7.7, 7.8, 7.9 et 7.10 en représentant le domaine complet
(symétrie par rapport au plan i = 1) pour comparaison avec les résultats de soteriou. Au début du calcul,
l’écoulement s’établit (développement de l’onde de pression jusqu’à la sortie), puis il y a débouchement de
l’écoulement dans l’orifice de sortie, qu’on peut voir dans la figure 7.11 : on voit la vitesse dans la partie
inférieure de la section qui se dirige vers le haut de l’orifice. Le fl uide dans la partie haute de la section est
à l’arrêt (proche de la paroi de l’insert, qui bouche la moitié de la conduite). Sur le périmètre de la section
de passage du fl uide, on remarque une diminution de la masse volumique due au cisaillement (pouvant
conduire à une apparition locale de cavitation attachée).
En progressant dans l’orifice vers la sortie, on remarque l’apparition de structures cohérentes. Dans la
figure 7.12, un tourbillon au centre duquel la masse volumique décroît très fortement est visible. C’est à cet
endroit que la masse volumique est la plus faible du domaine (ρ = 20k g /m3) et que la poche de cavitation
a commencé de se former (voir figure 7.8).
Plus loin en avançant dans l’orifice, cette structure cohérente occupe la totalité de la demi-section (voir
figure 7.13). On retrouve le type d’écoulement montré dans la figure 1.19 : les sens sont inversés, mais cela
est dû au fait que dans un injecteur classique, l’écoulement arrive par “ le haut” (par le siège de l’aiguille).
Dans notre cas, l’écoulement arrive par “ le bas” (sous l’insert). Le tourbillon a permis d’entretenir la poche
de cavitation, celle-ci s’est développée vers “ le bas” , grâce à la formation d’un tourbillon secondaire dans
la partie inférieure de la section. Ce comportement de la poche est aussi visible dans les figures 7.10.
La poche de cavitation se retrouve ensuite au centre du vortex secondaire, dans la partie inférieure de
la section de l’orifice (voir figure 7.14). Ce vortex se diffuse ensuite (entraînant le collapse de la poche
de cavitation) jusqu’à la sortie, où l’on remarque la structure principale qui est encore prédominante (voir
figure 7.15). Il est intéressant de voir que l’écoulement qui sort le plus rapidement dans la direction axiale
est également le plus rotationnel : cela explique les structures visibles dans le spray par Soteriou , et qui
subsistent loin en aval de l’injecteur (voir figure 2.5).
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La visualisation des vecteurs vitesse dans le plan i = 1 (figure 7.3) montre l’écoulement “ moyen” au
centre de l’orifice, et est en accord avec le schéma proposé par Soteriou (voir figure) : on voit l’accélération
du fl uide à son entrée dans l’orifice (où on remarque l’apparition de la cavitation vue figure 7.11), puis son
“ impact” sur la partie supérieure de l’injecteur, et son “ rebond” qui force le fl uide à se déplacer vers “ le
bas” . La comparaison avec le schéma proposé par Soteriou dans la figure 1.20 montre l’intérêt du code pour
l’analyse qualitative des structures de sprays : nous avons expliqué pourquoi le spray est dirigé vers “ le
bas” , et comment se sont formées les structures tourbillonnantes dans cette géométrie.
FIG. 7.5: Plans de mailles utilisés dans le calcul de l’injecteur de Soteriou
FIG. 7.6: Gros plan sur un rang de mailles de l’orifice de sortie
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FIG. 7.7: Calcul injecteur type Soteriou. Isosur-
face pour α = 0.3 au début du calcul
FIG. 7.8: Calcul injecteur type Soteriou. Isosur-
face pour α = 0.3 : apparition de la cavitation
FIG. 7.9: Calcul injecteur type Soteriou. Isosurface pour α = 0.3 : développement de la
cavitation
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FIG. 7.10: Calcul injecteur type Soteriou. Visualisation de lâchers de structures cavi-
tantes. Isosurface pour α = 0.3
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FIG. 7.11: Calcul injecteur type Soteriou. Plan
en k = 50.
FIG. 7.12: Calcul injecteur type Soteriou. Plan
en k = 6 0.
FIG. 7.13: Calcul injecteur type Soteriou. Plan
en k = 7 5.
FIG. 7.14: Calcul injecteur type Soteriou. Plan
en k = 8 0.
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FIG. 7.15: Vitesse à la sortie : visualisation de la projection des vecteurs vitesse sur le
plan k, et du module de la vitesse.
FIG. 7.16: Plan i = 1
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7.4 Calculs pour un injecteur multitrou avec mouvement
de maillage
L’intérêt principal du code est de pouvoir simuler des écoulements cavitants instationnaires dans les
injecteurs Diesel. Les tests effectués jusqu’à maintenant concernaient essentiellement l’étude de l’écoule-
ment établi. On se propose maintenant d’étudier un injecteur multitrou (axisymétrique) qui effectue une
injection pilote (temps d’injection court). On simulera l’écoulement dans le nez de l’injecteur pendant toute
la durée de l’injection pilote. La buse d’injection étudiée a six orifices d’injection, chacun de longueur 1mm
et de diamètre 165µm. L’angle de nappe est faible (60˚).
7.4.1 Maillage et conditions du calcul
La géométrie et le maillage multi-blocs de la buse d’injection sont montrés dans la figure 7.17. Le
maillage est structuré de trois blocs :
– le bloc 1 (en rouge), de coordonnées cylindriques, et qui est mobile au cours du temps : il représente
la partie du domaine qui se déforme au cours de la levée de l’aiguille ;
– le bloc 2 (en vert), de coordonnées cartésiennes, et qui est fixe dans le temps : c’est l’orifice d’injec-
tion ;
– le bloc 3 (en bleu), de coordonnées cartésiennes, et qui est fixe dans le temps : il représente la partie
haute de la buse d’injection, par où le fl uide entre dans le domaine.
Comme l’injecteur est axisymétrique, seul le sixième du domaine est maillé, et des conditions de sy-
métrie axiale sont appliquées au bloc 1. Des conditions de symétrie planaire sont appliquées aux blocs 2 et
3. Le maillage est constitué au total de 72534 noeuds.
Nous simulons la levée d’aiguille de l’injection pilote d’un point de fonctionnement à 1500 tr/min, à
charge partielle (voir figure 7.18) pour lequel la durée de commande est de 270µs . Après élimination de la
phase de décompression de la tige de l’aiguille, la durée d’injection totale a été estimée à 360µs. L’injection
se compose de trois phases : la levée d’aiguille pendant 220µs , une phase stabilisée pendant 30µs , puis
la descente de l’aiguille pendant 110µs . La pression d’injection est égale à 1600bar et la pression dans la
chambre de combustion au moment de l’injection est de 40bar. Les conditions initiales de pression sont
montrées dans la figure 7.19 : la pression est fixée à 1600bar dans le siège de l’aiguille et dans le sac (blocs
1 et 3), et à 40bar dans l’orifice d’injection.
FIG. 7.17: Géométrie du nez de l’injecteur 6 trous. A gauche : géométrie du domaine de
calcul. À droite : maillage utilisé pour le calcul.
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FIG. 7.18: Construction de la levée d’aiguille à partir de la mesure de levée de tige.
7.4.2 Exploitation des résultats
L’écoulement cavitant obtenu est très complexe (voir figure 7.20). Le liquide arrivant dans le siège,
représenté par les lignes de courant bleues, se sépare en deux parties. La première partie passe directement
dans le trou et la seconde passe entre les trous pour arriver dans le sac puis remonter vers la partie basse de
l’orifice (les lignes de courant en noir). Ces deux courants de liquide n’ont pas la même vitesse à l’entrée du
trou, et un écoulement tourbillonnaire s’installe le long de l’orifice. Le cisaillement entre les deux courants
et le vortex qui en résulte génèrent une diminution locale de la densité qui conduit à la cavitation.
FIG. 7.19: Visualisations du plan de symétrie de l’orifice. A gauche : géométrie du do-
maine de calcul. À droite : conditions initiales de pression.
La série d’images présentée dans les figures 7.26, 7.27, 7.28, 7.29 et 7.30 montre le développement de
la cavitation au cours de l’injection, et son impact sur le profil de vitesse en sortie de l’injecteur. Sur ces
images, on a représenté, d’une part, un champ de vitesses dans le plan passant par les axes du trou et de
l’aiguille pour les figures 7.26, 7.27 et 7.28, et un champ de vitesses dans le plan de la section de sortie
de l’orifice pour les figures 7.29 et 7.30. D’autre part, les poches de cavitation sont représentées par une
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iso-surface du taux de vide α = 0.5.
Au début de l’injection, la cavitation apparaît à l’entrée de l’orifice, et occupe la totalité de sa section.
La poche est "accrochée" à l’entrée vive du trou. Elle se développe ensuite le long de l’orifice, au centre du
tourbillon, jusqu’à la sortie de l’injecteur et se détache de l’entrée. On note que ce type d’injecteur à faible
angle de nappe (60˚) développe une super-cavitation entretenue par le tourbillon qui suit pratiquement l’axe
du trou (qui ressemble à celui qui se produit dans un siphon) et non pas seulement par le bord vif d’entrée du
trou d’injection comme pour les injecteurs classiques à fort angle de nappe. La perméabilité des injecteurs
à faible angle de nappe devrait donc être moins sensible à l’électro-érosion.
L’infl uence de la cavitation sur le profil de vitesse à la sortie du trou peut être mis en évidence en
observant l’écoulement à 1.06 × 10−4s et 1.16 × 10−4s dans la figure 7.26. La longueur de la poche de
cavitation a fortement diminué entre ces deux figures. Il y a donc eu un collapse partiel de la poche de
cavitation qui a eu pour conséquence une forte diminution de la vitesse dans cette zone jusqu’à la section
de sortie. On note aussi le caractère instationnaire de l’écoulement lié à la présence de la cavitation dans
la section de sortie du trou. Le profil de vitesse en sortie du trou d’injection présente un maximum (Vmax)
allant jusqu’à 540m/s (voir figure 7.21) alors que la vitesse débitante atteint un maximum beaucoup plus
faible de 360m/s (i.e. égale aux deux tiers de Vmax et aussi approximativement égale à 0.6 fois la vitesse
de Bernoulli, Vbern = 606m/s).
FIG. 7.20: Structure de l’écoulement. À gauche : lignes de courant. À droite : vecteurs
vitesse et zone de cavitation.
Par ailleurs, le coefficient de décharge Cd est assez faible et sa valeur maximale n’atteint que 0.55 (voir
figure 7.22). Ceci est dû principalement à la faible durée d’injection qui ne semble pas suffisante pour que
le Cd atteigne la valeur nominale obtenue en fonctionnement stabilisé. Donc, pour les calculs d’injection
pilotes par le code KMB par exemple, il faut utiliser une valeur de Cd largement inférieure à sa valeur
nominale mesurée dans des conditions stabilisées. Pour ce type d’injection de courte durée, la cavitation ne
semble limiter fortement le débit que pendant la phase de fermeture de l’aiguille (voir figure 7.23) où le taux
de vide atteint 25 pour cent de la section de sortie. En effet, pendant la phase stabilisée, entre 150 et 300µs,
le taux de vide α dans la section de sortie est assez faible puisqu’il est compris entre 5 et 10 pour cent.
En revanche, la cavitation peut avoir d’autres conséquences : nous avons mis en évidence que la direction
d’injection n’est pas parallèle à l’axe du trou. Le mouvement tourbillonnant autour de la cavitation conduit
à la formation d’une nappe liquide entourant un cœur de vapeur (voir figures 7.29, 7.30 et 7.24) analogue à
celle que nous connaissons dans les nez des injecteurs à swirl utilisés dans les moteurs essence à injection
directe. L’angle de cône moyen dans la section de sortie du trou diminue de 30 à 15˚au cours de l’injection
(voir figure 7.25). Cet angle de cône moyen a été calculé dans la section de sortie de la manière suivante :
θ =
1
Ag eo
Msors∑
i=1
Ai arctan
[
Vτ ,i
Vi
]
(7.2)
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FIG. 7.21: Vitesses moyenne et maximale en sortie de l’orifice.
FIG. 7.22: Coefficient de décharge au cours de l’injection.
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FIG. 7.23: Taux de vide à la sortie de l’injecteur.
où Ageo est l’aire de la section du trou d’injection, Vi est la vitesse débitante liée à la face de sortie i
d’aire Ai, parallèle à l’axe du trou et Vτ,i la vitesse tangentielle dans le plan de la section de sortie, créée
par le mouvement de rotation du liquide autour de la poche de cavitation. En réalité, la vitesse de rotation
du liquide crée à la sortie de l’injecteur une force centrifuge qui dévie la nappe de liquide pour former
un angle de cône effectif. La valeur ce dernier va aussi dépendre de la densité de l’air dans la chambre
de combustion au moment de l’injection. Donc, l’angle calculé ici est destiné simplement à donner une
indication sur l’évolution de l’angle de cône effectif du spray dans la chambre de combustion. Ce résultat
est en accord qualitatif avec les observations expérimentales de Kim [78] sur les effets transitoires dans
l’injecteur infl uençant les jets diesel. Les angles mesurés au début de l’injection ont toujours une valeur très
supérieure aux valeurs mesurées pendant la phase d’injection stabilisée. De plus, il montre que la cavitation
formée dans un injecteur VCO se cantonne bien à l’entrée du trou au début de la levée de l’aiguille, et
qu’elle se développe ensuite sur la longueur du trou sous la forme d’une cavitation en fil, corroborant bien
les résultats obtenus dans cette section.
La figure 7.31 montre l’évolution de la pression à l’intérieur de l’injecteur au cours de l’injection. Il
est intéressant de remarquer qu’au début de l’injection, l’aiguille se lève et "aspire" le contenu du sac, ce
qui diminue la pression à cet endroit jusqu’à environ 10bar (voir figure 7.32). Ensuite, l’aiguille se lève,
et la section de passage entre l’aiguille et son siège est suffisante (et la perte de charge assez faible) pour
que le sac se remplisse à nouveau, et la pression dans le sac augmente jusqu’à la valeur de 1500bar. A
la fermeture, la perte de charge augmente, et l’écoulement qui parvient à passer par le siège de l’aiguille
n’est plus suffisant pour décharger l’injecteur, et le sac se vide à nouveau bien que l’aiguille soit en train
de comprimer le liquide. La pression dans le sac diminue jusqu’à 750bar‘à la fermeture de l’aiguille. Ceci
peut expliquer les interactions constatées expérimentalement entre injections successives de courtes durées.
Il est important de remarquer la non-uniformité de la pression sur la surface du siège de l’aiguille. Cette
force agit sur le mouvement de l’aiguille et peut conduire à des vibrations transversales (par exemple, sur
les injecteurs à simple guidage) pouvant infl uencer la répartition du débit entre les trous de l’injecteur, et
causer ainsi des comportements asymétriques trous à trous.
Enfin, la figure 7.33 présente une comparaison du taux d’introduction obtenu par le calcul avec un taux
d’introduction mesuré avec le même injecteur pour une durée plus longue. Nous constatons un accord très
satisfaisant pendant la phase d’ouverture (qui est indépendante de la durée d’injection). La masse injectée
obtenue par le code CavIF est de 9mm3.
Ces résultats démontrent la faisabilité de calcul 3D avec CavIF. Cependant, des problèmes peuvent
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FIG. 7.24: Représentation schématique de l’angle de jet consécutif au collapse partiel de
la poche de cavitation.
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FIG. 7.25: Évolution de l’angle de jet au cours de l’injection.
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FIG. 7.26: Visualisation des vecteurs vitesse et de l’isosurface α = 0.5 de 5.9 6× 10−5s à
1.2 8× 10−4s
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FIG. 7.27: Visualisation des vecteurs vitesse et de l’isosurface α = 0.5 de 1.4 0× 10−4s à
2.62× 10−4s
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FIG. 7.28: Visualisation des vecteurs vitesse et de l’isosurface α = 0.5 à 3.22× 10−4s et
3.33× 10−4s
apparaître pour des calculs plus longs lorsque des re-circulations arrivent au niveau de la sortie du trou. Des
tests supplémentaires sur les conditions aux limites NSCBC sont nécessaires dans ces conditions.
7.5 Conclusion
Grâce au code CavIF, nous avons mis en évidence dans ce chapitre deux caractéristiques principales
des écoulements cavitants dans les injecteurs Diesel :
– l’impact des conditions en amont de l’orifice sur la topologie de l’écoulement dans l’injecteur ;
– la présence d’un écoulement secondaire dans l’orifice, et qui subsiste à la sortie de l’injecteur et peut
infl uencer le comportement du spray dans la chambre de combustion ;
– l’évolution temporelle des caractéristiques de l’écoulement (angle de spray en particulier) au cours
de l’injection.
Nous avons montré que, contrairement à ce qui se passe dans un injecteur monotrou, la cavitation se
développe dans un injecteur multitrou au centre d’un tourbillon qui prend naissance dans la zone où le fl uide
qui vient du sac et le fl uide qui vient du porte-injecteur se rencontrent. Ce tourbillon provoque une augmen-
tation de l’angle de cône pour les faibles levées l’aiguille (à l’ouverture et à la fermeture). Cela illustre la
problématique du contrôle des paramètres de combustion pour de faibles débits injectés (injection pilote) :
le débit injecté et la topologie du spray à la sortie de l’injecteur sont mal maîtrisés, et cela affecte la qualité
de la combustion (dégradation du bruit et des émissions).
Les résultats numériques sont en accord avec les mesures expérimentales (angle de spray et débit in-
jecté) dans le cas de l’injecteur multi-trou tout au long de l’injection. L’outil développé permet donc de
simuler une injection complète et les conditions aux limites en sortie de l’injecteur peuvent être utilisées
dans un code de calcul dans la chambre de combustion. Ceci permettra de comprendre l’impact de l’écoule-
ment sur la qualité de la combustion, et donc sur les prestations du moteur (bruit, émissions, performances).
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FIG. 7.29: Écoulement tourbillonnant dans le trou de 4.76 × 10−5s à 2.02 × 10−4s. Iso-
surface pour α = 0.5.
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FIG. 7.30: Écoulement tourbillonnant dans le trou de 2.86 × 10−4s à 3.33 × 10−4s. Iso-
surface pour α = 0.5.
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FIG. 7.31: Visualisation du champ de pression au cours de l’injection.
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FIG. 7.32: Pression dans le sac au cours de l’injection.
FIG. 7.33: Taux d’introduction obtenu par calcul, comparé au taux d’introduction pour
une durée d’activation de l’injecteur plus longue.
Conclusion générale
ACCÉDER à une meilleure connaissance de l’écoulement dans les injecteurs Diesel a un double objectif.Du point de vue de l’équipementier, ceci permet d’optimiser les géométries de la buse d’injection.
Pour le constructeur automobile, mieux estimer les conditions de l’écoulement à la sortie de l’injecteur
permet d’optimiser la combustion dans la chambre. Or, actuellement, l’écoulement dans l’injecteur reste
principalement caractérisé par des études expérimentales dans des maquettes grande échelle et souvent
simplifiées, avec les limites que l’on a expliquées. L’intérêt des modèles numériques est donc important,
surtout dans le cadre de processus de conception qui font de plus en plus appel au calcul pour dimensionner
les systèmes.
Intérêt de CavIF
Nous avons, dans le cadre de ce travail, développé un code de simulation numérique qui permet d’accé-
der à une meilleure connaissance de l’écoulement dans les injecteurs Diesel. Nous avons utilisé la structure
existante du code de simulation KIVA MB, dans laquelle nous avons intégré la loi d’état barotrope déter-
minée à partir des études de Wallis [134] et Schmidt [114]. Les caractéristiques du code CavIF sont les
suivantes :
– on considère le fl uide comme compressible, en état gazeux, liquide ou diphasique ;
– les conditions aux limites permettent aux structures cavitantes de sortir du domaine de calcul ;
– la structure multi-blocs permet d’associer des blocs cylindriques à des blocs cartésiens ;
– le mouvement de maillage permet de représenter la levée ou descente d’aiguille ;
– la résolution en temps de Runge-Kutta d’ordre 3 permet de diminuer le temps de calcul ;
– la résolution en espace du second ordre est suffisante pour résoudre les forts gradients de masse
volumique et de pression.
Après avoir validé le code dans des configurations connues (collapses de bulles, écoulement dans un
injecteur monotrou symétrique, mouvement de maillage), nous avons effectué deux calculs en trois dimen-
sions afin de montrer l’intérêt de l’outil numérique dans la caractérisation et la compréhension de l’écoule-
ment diphasique dans les injecteurs Diesel.
Le premier cas est l’injecteur simplifié de Soteriou, pour lequel des structures tourbillonnantes sont
visibles dans le spray, loin en aval de l’injecteur. Nous avons montré la structure interne de l’écoulement,
comment les vortex sont formés (juste en aval de l’insert), nous avons vu que la cavitation se formait au
centre de ces tourbillons, et que ceux-ci subsistent jusqu’à la sortie de l’orifice.
La seconde configuration est l’injecteur multi-trous avec mouvement de maillage : nous avons simulé
une injection complète, comprenant la levée et la descente de l’aiguille. La conclusion principale de ce
calcul est que l’écoulement à la sortie de l’injecteur est fortement instationnaire, et que les structures tour-
billonnantes (au centre desquelles la cavitation se forme) sont également extrêmement importantes, prin-
cipalement au début de l’injection. Elles ont un effet direct sur l’établissement du spray dans la chambre :
on peut observer un fort angle de spray au début de l’injection, puis une diminution et une stabilisation
jusqu’à la proche fermeture de l’aiguille. Ces paramètres sont à prendre en considération dans le cadre de
la modélisation du jet dans la chambre, et de la combustion.
Ces simulations ont mis en valeur deux caractéristiques principales de l’écoulement dans les injecteurs
Diesel, qui n’ont pas forcément été montrées expérimentalement :
– la vorticité : la cavitation dans l’injecteur se forme au centre des structures tourbillonnantes, et
celles-ci subsistent dans le spray ;
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– les aspects transitoires de la cavitation : lors des collapses des poches de cavitation, le profil de
vitesse en sortie de l’injecteur est très fortement perturbé.
L’évolution du code
Afin d’assurer la pérennité du code et son évolution, des améliorations nous paraissent nécessaires
pour une meilleure simulation des écoulements cavitants. Pour ceci, nous proposons de lister les principales
hypothèses que nous avons considérées pour l’élaboration de CavIF.
– L’injection est de type "liquide dans liquide". Ceci est particulièrement limitant lorsque l’on veut
simuler le début de l’injection : actuellement, on commence le calcul en considérant la buse de
l’injecteur remplie de liquide, alors que c’est le gaz issu de la chambre de combustion qui occupe ce
volume. De plus, nous ne sommes actuellement pas en mesure de simuler l’aspiration d’air succédant
aux collapses de poches de cavitation. L’intégration d’une "troisième phase" permettra également
d’élargir l’application du modèle à la zone dense du spray, dans la chambre de combustion.
– L’écoulement est laminaire. Au vu de la taille des mailles utilisée actuellement, cela ne pose pas
de problème, car on résout les petites structures de l’écoulement. Néanmoins, une étude plus appro-
fondie de la turbulence dans les écoulements cavitants est nécessaire, surtout si l’on veut modéliser
l’écoulement en sortie de l’injecteur.
– La loi d’état considère le liquide comme un "pseudo-gaz parfait". Une loi d’état plus élabo-
rée, ou un traitement numérique qui évitera d’utiliser la loi d’état barotrope dans les zones pseudo-
incompressibles assurera une meilleure robustesse du code.
– Il n’y a pas de vitesse de glissement entre phases. Afin de modéliser l’atomisation primaire dans
la chambre de combustion et les effets aérodynamiques, il faudra considérer cette vitesse relative.
De plus, cette hypothèse nous a amenés à négliger l’interaction du liquide avec les bulles de petite
taille relativement à celle des mailles. L’introduction d’une densité de surface associée à un modèle
de cavitation et de traînée de sous-maille permettra de prendre en compte les effets de "nuages de
bulles" sur l’écoulement.
– L’écoulement est isotherme. Dans le cadre de notre étude, nous avons négligé les effets thermiques.
Si l’on veut étudier l’infl uence de la température dans la buse sur les propriétés du gasoil, l’intégra-
tion de l’équation d’énergie est nécessaire.
– La tension de surface est négligée. Si on limite l’étude à l’écoulement dans l’injecteur et au frac-
tionnement primaire, les forces de tension de surface peuvent être négligées. Par contre, elles sont
importantes pour l’étude du fractionnement secondaire.
Vers une optimisation des systèmes d’injection
Le code permet d’accéder aux structures fines de l’écoulement interne, ce qui n’est pas aisé expérimen-
talement. Il s’inscrit donc naturellement dans le développement de nouvelles géométries afin d’optimiser
les paramètres d’infl uence dans la combustion : le taux d’introduction et les fl uctuations de vitesse et de
direction (angle de cône) en sortie. CavIF pourra également être utile dans le diagnostic de problèmes ren-
contrés par les constructeurs automobiles et les équipementiers : la cavitation et ses effets, comme l’usure
des sièges et des aiguilles, et l’encrassement des buses d’injection. De plus, un couplage avec un code
de simulation monodimensionnel du circuit haute pression permettra de prendre en compte l’évolution de
la pression en amont de la buse pendant toute la durée de l’injection, et l’interaction entre les injections
successives (comme l’infl uence de la pilote sur la principale).
Vers de meilleures simulations de la combustion
L’outil élaboré dans le cadre de cette thèse est une première étape vers un meilleur couplage des condi-
tions de sortie des injecteurs aux conditions aux limites des codes de combustion. Comme suite à ce travail,
l’extension du code à la zone de fractionnement primaire (par une gestion eulérienne de l’atomisation) per-
mettra de mieux comprendre les phénomènes intervenant dans la pulvérisation du jet : les thèses de J.-B.
Moreau et de B. Truchot sont en cours à l’IFP sur ce sujet. Les conclusions de son travail seront doubles :
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elles assureront, avec l’augmentation de la puissance de calcul, la possibilité de simuler l’atomisation du
jet de façon eulérienne dans la zone dense du spray, et elles permettront de poser les bases de modèles de
sous-mailles pour les codes lagrangiens type KIVA-MB au voisinage de la sortie de l’injecteur.
Vers de nouvelles applications
Avec CavIF, nous ne modélisons ni les tailles des structures gazeuses ni l’interaction de celles-ci avec
l’écoulement liquide. L’élaboration d’un modèle de densité de surface interfaciale couplé à un modèle de
sous-maille de traînée et de turbulence permettra de simuler l’interaction des structures gazeuses avec le
liquide. Cela augmentera le domaine d’application du modèle, rendant possible l’accès aux structures de
type "nuage de bulles" et une meilleure compréhension de la topologie de ces écoulements. Ainsi, nous
pourrons étudier le processus de formation et de destruction de la cavitation dans les champs de pression
rencontrés dans les aubages, par exemple.
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Abstract
Jet atomization in Diese l engines is mainly d u e to aerod y namical interactions w ith th e gas in th e
comb u stion ch amb er. B u t se v e ral stu d ie s ov er th e y ears h av e sh ow n th at p h y sical p roc esses oc c u ring in
th e inje c tor, su ch as cav itation and p ressu re fl u c tu ations serv e to imp rov e atomization. B ase d on th ose
p re v iou s e x p e rimental stu d ie s, w e are p re senting in th is p ap er a d esc rip tion of th e p h enomena th at oc c u r
in th e inje c tor, and th e ir infl u enc e on th e atomization in th e d ense region. It is sh ow n th at th e transient
b e h av iou r of th e e x it v e loc ity d u e to p ressu re fl u c tu ations and cav itation is th e main factor acting on
p rimary b reak -u p . An analy sis of th e e x isting cav itation nu merical mod e ls is mad e , in ord er to id entify
th e most ad ap te d to th e ty p ical confi gu ration of Diese l mu lti-h ole inje c tor fl ow .
Introdu ction
C onsid e ring fu tu re e cological and e conomical re -
q u irements, motorist engine ers h av e to d e v e lop le ss
consu ming and p ollu ting engines. O ne of th e solu -
tions ad ap te d to th ese re q u irements is to imp rov e
comb u stion b y acting on sp ray atomization. A w ay
is to raise th e liq u id v e loc ity at th e noz z le e x it, b y
increasing inje c tion p ressu re and d e c reasing th e ori-
fi c e d iameter. T h e C ommon R ail system can
ach ie v e h igh inje c tion p ressu res (1000 − 1500 b ar)
at low load s and sp e e d s, in ord er to ov ercome th e
fact th at conv entional Diese l inje c tor h ole s d iame-
ters are too large to b e e ffi c ient at th ese regimes,
cau sing low inje c tion p ressu res and a w eak mix tu re
p re p aration in th e comb u stion ch amb er [1]. Dimen-
sions of th e orifi c e d iameters h av e d e c rease d now a-
d ay s to rou gh ly 130µm. C onse q u ently , je t v e loc itie s
at fu ll inje c tion grow to se v e ral h u nd re d s meters p e r
se cond . T h e se cond itions mak e e x p e rimental anal-
y sis of th e fl ow in th e inje c tor and near th e noz z le
e x it v e ry d iffi c u lt. T h e re fore , link ing th e je t atom-
ization p rop ertie s to th e internal fl ow ch aracteris-
tic s is q u ite comp licate d . Nev erth e le ss, av ailab le
p re v iou s lite ratu re stu d ie s h av e sh ow n th at se v e ral
factors are to aff e c t atomization. T h e ch allenge is
now to id entify each of th em, and to ch aracteriz e
th e ir infl u enc e on th e sp ray in ord er to imp rov e th e
mix tu re p re p aration and comb u stion mod e lling of
h igh -p re ssu re Diese l engines.
In th is p ap er are p resente d fi rst th e re su lts of
p re v iou s e x p e rimental stu d ie s sh ow ing inje c tors in-
ternal fl ow stru c tu re , and th e ir e ff e c ts on th e d e v e l-
op ment of th e sp ray . Nex t, a d isc u ssion ab ou t th e
cav itation mod e lling in Diese l inje c tors is mad e , in
ord er to id entify th e b e st av ailab le nu merical meth -
od s.
Internal flow in Diesel injectors
M ain ch aracteristic s of th e fl ow insid e Diese l in-
je c tors (se e tab le 1) sh ow th at th e fl ow is h igh -
sp e e d , th e h ole siz e s are small, th e inje c tion d u ra-
tion is v e ry sh ort, th e p re ssu re is v e ry h igh . As a re -
su lt, e x p e rimental inv estigations on real-siz e noz z le s
are rare . Nev erth e le ss, some of th em h av e allow e d
u s to id entify th e main b e h av iou r of th e fl ow . T h e
main p h enomenon ap p earing in th is confi gu ration
is cavitation [2], ch aracteriz e d b y th e cav itation
nu mb er [3] :
C N =
Pinj − Pc h
Pc h − Psa t
(1)
At fi rst, it se ems imp ortant to e x p lain w h at is cav -
itation. F ranc et al. [4] h av e d e fi ne d cav itation
as “th e liq u id continu u m ru p tu re d u e to e x c e ssiv e
stress”. P ractically , cav itation ap p ears as soon as
th e p ressu re d e c reases b e low th e liq u id v ap or p res-
su re . In Diese l noz z le , cav itation is d u e to sh ear
stress : cav itation is create d b y th e fl ow stru c tu re
and aff e c ts th e fl ow stru c tu re . Now , it se ems re le -
v ant to e x p lain th e fl ow top ology in th e inje c tor.
M ost of th e e x p e rimental stu d ie s on real-siz e d
noz z le s h av e b e en mad e on ax isy mmetrical single -
h ole d noz z le s [5, 6, 7, 8, 9]. W e w ill not go b ack ov er
th e fact th at e x p e riments h av e to b e p e rformed on
real-siz e d noz z le s only , as it h as b e en re p orte d b y
Arcou manis et al. [10]. E x p e riments h av e sh ow n
th e ap p earance of cav itation at th e entry corner of
th e noz z le . F igu re 1 can sh ow sch ematically w h at
h ap p ens in th e noz z le h ole . T h e p artic u larity of th e
internal fl ow in Diese l inje c tors is a re lativ e ly low
Rey nold s nu mb er, b u t w ith a strong sh ear stress
d u e to th e small orifi c e siz e . T h e v e loc ity goes from
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Recirculation region
Boundary layer
Figure 1: Boundary lay er detachment. F low from
left to right.
zero at the wall up to several hundreds meters per
second in the middle of the hole. Thus, the recircu-
lation formed at the nozzle entry leads to a strong
pressure decrease, even below the saturating vapor
pressure Psat, inducing cavitation at the center of
the recirculation region. As CN is increased, cavi-
tation appears at the nozzle entry (see figure 2). A
vapour pocket is formed, creating vena contracta.
The flow is accelerated while the pressure in the re-
circulation region decreases below Psat. The exit
jet is immediately perturbed, and the spray angle
is increased [8]. Downstream of the vena contracta,
PchPinj
Vena contracta
Pressure
pressure P=Psat
2C1
Psat
Pch
Figure 2: C avitation appearance. F low from left to
right.
flow reattaches and occupies the whole geometric
area. As CN is further increased, the contraction
region develops downstream, and reaches the noz-
zle exit. This is h ydraulic flip (see figure 3). Due
to the pressure difference, the air contained in the
combustion chamber is sucked into the recirculation
region. The pressure value in the gazeous pocket is
then equal to the pressure chamber Pch and cavi-
tation disappears [11]. The liquid jet interface be-
comes totally smooth which prevents atomization
Hydraulic flip
Pressure
Pinj
Psat
Pch
Recirculation region
Pch
Figure 3: H ydraulic fl ip. F low from left to right.
[12]. In fact, this phenomenon is extremely com-
plex and unstable, it depends mainly on the flow
turbulence [12]. Tamaki et al. [9] studies tend to
prove that hydraulic flip’s appearance is inevitable
as soon as the injection pressure is sufficient. But as
soon as the flow is perturbed upstream, hydraulic
flip is not present anymore. Chaves has also shown
that in real-sized experiments, hydraulic flip hardly
appears [7], or very briefly. He rather observed a
thin liquid layer between the vapour pocket and
the wall (see figure 4). This is supercavitation.
In this case, the vapour pocket’s pressure is equal
Cavitation pocket
Pinj Pch
Figure 4: S upercavitation regime. F low from left to
right.
to Psat and the spray angle is increased, indicating
cavitation effects on atomization.
S trong instabilities are to be seen in the exper-
iments results [13]. In fact, cavitation does not de-
velop continuously, but rather in a quasi-cyclical
way. The vapour pocket grows at the nozzle’s entry
corner, the recirculation breaks it, and the pocket
just formed is advected by the flow (see figure 5).
Those advected pockets lead to a fluctuation of the
exit area, and do increase turbulence in the flow.
The effective area concept has been brought to
the fore for a long time in experimental data and
phenomenological studies [14, 15]. It is reported
that vapour entities reach the nozzle exit [16], lead-
ing to the decrease of the exit area and increas-
ing the liquid velocity. Favennec [15] has shown
Heterogeneous cavitation at the entry corner
Cavitation development
Pocket breaking
Pocket advection
Figure 5: Chronological pocket breaking. Flow from
left to right.
that this area depends on the needle position dur-
ing the injection. This leads to a further problem,
i.e. the impact of the upstream conditions on the
development of the flow in the nozzle. As a mat-
ter of fact, real nozzles are multi-holed and asym-
metrical. Soteriou et al. [12] have shown that up-
stream conditions are really important considering
the development of cavitation, and some factors can
perturb the flow in the nozzle. In [12] it is shown
that the form which the cavitation takes depends
on Reynolds number of the flow. Arcoumanis et
al. [10] have visualized the flow in ×20 scaled 6-
holed injectors. They have seen string cavitation in
the sac, connecting several holes together (see figure
6). This phenomenon takes place in an extremely
transient and intermittent way. It seems obvious
Figure 6: String cavitation in the sac [1 0].
that the bubble foam due to string cavitation in-
fluences the flow in the nozzle. Sac cavitation has
been also seen by K im et al. [17] in ×10 scaled in-
jectors, and by Eifler [8] in real-sized injectors. It
is certainly due to the high velocities present near
the needle, and the needle vibration. Badock [6]
has confirmed this by seeing sac cavitation during
the needle opening and closing. In the same way,
Soteriou et al. [12] have remarked that turbulence
caused by the flow in the sac improves the reattach-
ment of the boundary layer in the nozzle. Date et al.
[18] have seen a secondary flow in the nozzle, due to
the boundary layer reattachment in the nozzle’s 3D
geometry, which explains the spray visualizations
of Soteriou et al. [12], showing the spray directed
downwards at the nozzle exit. Furthermore, cavita-
tion significantly increases turbulence in the nozzle
[12], but this turbulence seems to be qualitatively
and quantitatively different from that generated af-
ter a liquid-filled recirculation bubble, as Ruiz and
He [3] have shown in their experiments under quasi-
cavitating conditions. This tends to prove that fur-
ther studies have to be performed in order to model
turbulent internal cavitating flows, as conventional
turbulence models do not seem adapted to this con-
figuration.
In the case of Diesel injectors, the velocities en-
countered are so great that the compressibility of
the fluid can be conceivable : Some experimental
results have shown that flows in venturis can be
chocked [19]. By the same way, flows in injectors
can be chocked [12]. A one-dimensional analytical
study of the flow [20] can be used to understand the
chocking condition of the flow. The sound velocity
in the flow, and the vapour fraction value can lead
to Mach number values about 1 [21, 22]. In this
case, compressibility of the liquid and vapour is to
be considered. In the same way, such catastrophic
phenomena like collapse can cause huge fluid veloc-
ities [4, 23, 24, 25].
All those experimental results lead to a conclu-
sion with regards to cavitation modelling in the in-
jector :
• Cavitating flows in injectors are characterized
by a huge shear stress.
• Fluid velocities in the nozzle are close to the
two-phase flow sound velocity.
• Cavitation develops as pocket, and not as bub-
bles as usually seen in large-scale flows.
• Cavitation is very unstable, transient and in-
termittent.
• Further experimental studies have to be per-
formed in order to characterize the turbulence
in the nozzle.
• Cavitation is influenced by the upstream flow
in the sac.
• The flow is tridimensional in the sac and the
orifice.
Impact of nozzle flow on atomization
Up to now, spray has been considered as a result
of aerodynamical interation between the liquid jet
issued from the nozzle and the gas contained in the
combustion chamber. But several studies tend to
prove that atomization is influenced by several fac-
tors caused by the upstream flow (i.e. in the injec-
tor) and operating conditions (Pinj , total injected
mass). A good review of these factors has been done
by Reitz and Bracco [26]. The most vivid example
is the Mokaddem vizualisation of the liquid phase in
the combustion chamber [27] (see figure 7). At low
needle lift, the five issuing jets are different from
one hole to another, whereas at full injection the
five sprays are identical.
Figure 7: Temporal sequence of the liquid phase
evolution by M ie scattering method on the liquid
droplets. The crank angle is given after the start
of injection. P inj = 65 M P a, Inj = 356.6, ρl= 20
kg/m3, Q = 40 mm3/injection [27].
Using Flash radiography, Warken and Krehl [28]
have shown that an intact liquid core exists at the
nozzle exit. But optical access to the internal struc-
ture of the jet is hardly possible, because of the
opacity of the jet immediately downstream of the
nozzle. It seems more convenient to talk about a
dense core. In his experiments, Chaves [7], Badock
et al. [29] and Fath et al. [30] have seen gazeous
structures in the core, due to cavitation in the noz-
zle. V apour bubbles disappear rapidly in the dense
core, typically one or two nozzle diameters down-
stream. This dense region is the one that interests
us with regards to primary breakup. In fact, at-
omization needs a perturbation on the jet surface
to happen. This perturbation takes place immedi-
ately at the nozzle exit. The possible causes of the
perturbation are listed below.
Schweitzer [31] has considered that the turbu-
lence of the jet is of primary importance in at-
omization, and that the aerodynamical interaction
only improves atomization. At the present time, the
contrary is generally admitted since several studies
tend to show that turbulence does only give to the
liquid jet an irregular surface aspect [32], raising the
drag and consequently the friction due to the am-
biant gas. Mac Carthy experiments [33] show that
by increasing L0/D0 ratio (see table 1) and keeping
the same Reynolds and Ohnesorge numbers, atom-
ization is improved. This is only due to turbulence
in the nozzle and shows that this factor tends to
improve atomization.
Considering that cavitation has a direct effect
on atomization is not a good interpretation of the
process. Paradoxically enough, the collapse of the
gazeous structures in the dense spray is a catas-
trophic process [34, 4, 35, 23, 36, 25], but the only
known visualization that shows a jet disintegration
due to a collapsing bubble has been made by Ei-
fler [8]. The collapse of the bubbles (as Winklhofer
showed [37]) and the bubble burst at the surface
[38] certainly produce surface perturbation, but no
direct atomization is done by this way. The main
effects of cavitation that influence the spray be-
haviour are rather the raise of the exit velocity due
to the fact that liquid passes through a reduced ef-
fective area, and the velocity profile perturbations
due to the transient and intermittent characteris-
tic of cavitation in the nozzle. The attached cavity
has a pseudo-cyclical behaviour, as it can be seen
in [39, 40, 41].
The velocity perturbations have been studied by
Chaves et al. [42] in terms of upstream pressure
fluctuations. This study is based on the fact that
a water-hammer effect is produced due to the nee-
dle movements. Those pressure fluctuations cause a
transient behaviour of the spray : as velocity fluctu-
ate, some fast fluid elements can catch up with the
slower downstream elements, producing a sort of
splashing. A bulge is formed,
Figure 8: Diesel
spray structure.
Pinj = 80M P a ,
Tch = 800K,
D0 = 0.2mm.
and this is seen in Chaves vizual-
isations. For the moment, the
causes of the velocity fluctua-
tions are not clearly understood
: It can whether be the pres-
sure fluctuations, or whether the
cavitation fluctuation that pro-
duce those structures. In any
case, those factors are closely
connected. Bruneaux vizualisa-
tions voir gilles et mieux ex-
ploiter la figure. Deman-
der a son GSM la permission
show the same type of structures
in engine conditions (see figure
8).
As atomization is produced
by aerodynamical interactions,
it seems obvious that the exit
jet velocity is the main fac-
tor influencing the spray be-
haviour. We can deduce from
the above-mentioned experimen-
tal studies that the major effects
of the internal flow on the spray
are the velocity fluctuations due
to cavitation and the pressure
waves.
Cavitation modelling
Up-to-date spray models do
not take in account the non-stationary conditions
at the nozzle exit, because of the lack of knowledge
of nozzle exit conditions. As experimental inves-
tigations are hardly possible in the injectors, the
modelling tool is the solution to know those condi-
tions. Several two-phase model types exist, depend-
ing on flow conditions. Floryan and Rasmussen [43]
have made a very good review of the existing mod-
els. We have seen the main characteristics of the
flow, allowing us to choose the appropriate meth-
ods. We have classified the models in two families :
the interface tracking and capturing methods, and
the others, i.e. methods that do not take in account
the interface location.
Interface is explicitely defined by the model
• For interface tracking [44], interface is explicitely
defined and advected by the flow. The interface is
defined by markers which form a moving bound-
ary, and an interpolation between these points is
made to represent the physical boundary. At each
time step, the information concerning the markers
(their location, their sequence) is stored. The ad-
vantage of this method is the access to sub-grid scale
structures. But this needs a big storage capacity.
The main drawback is the points repartition on the
boundary, i.e. several segments can be represented
with a lot of points, whereas others can be very
badly represented. Furthermore, in case of coales-
cence or fragmentation, markers must be added or
removed. The best way to manage this has not been
found yet.
• Front capturing methods consist in defining
explicitely the interface by a volumic function. The
interface is not represented but re-built. The most
used is the Volume of Fluid (VOF) method [45, 46,
47, 48, 49, 50]. The principle is to represent for each
cell the volumic fraction by a function c(t,x) which
is singular at the interface :
c(t,x) = 1 for the phase 1,
c(t,x) = 0 for the phase 2.
(2)
In this method, a set of Navier-Stokes equations
is solved while the density of the fluid varies from
liquid to vapour densities, as following :
ρ(t,x) = c(t,x)ρ1 + (1− c(t,x))ρ2 (3)
The vapour and the liquid are considered as incom-
pressible. As we have seen, the interface is re-built
geometrically. To keep a good accuracy, a lot of
cells are needed to determine the interface loca-
tion. Furthermore, Topological changes like coales-
cence or fragmentation are hardly performed, ex-
cept with a very good spatial resolution. Typically,
10 cells must be assigned to define a bubble diame-
ter [51]. Considering small bubbles whose diameter
is approximately 5µm, the 3D computational grid
contains almost 200 million cells for a typical-sized
single-holed nozzle. As we have seen that the flow
is tridimensional and that we have to compute in
the whole injector, the grid will reach more than 1
billion cells for a five-holed injector.
• By the same way, the Level Set method [52, 44]
consists in defining a continuous and “sufficiently”
regular function which is defined as :
Φ (t,x) > 0 for the phase 1,
Φ (t,x) < 0 for the phase 2,
Φ (t,x) = 0 at the interface.
(4)
The mixture density is given by :
ρ(Φ ) = ρg + (ρl − ρg)H(Φ ) , (5)
with H, Heaviside function, defined as following :
H(Φ ) =


0 if Φ < 0
1
2
if Φ = 0
1 if Φ > 0
(6)
Unverdi and Tryggvason [44] have used this method
for 2D and 3D bubble foam advection. A method
has been proposed by Smereka [52], in order to
smooth the Φ discontinuity at the interface. As a
matter of fact, this method is hardly usable in case
of great density gradients, because of the front dif-
fusion.
• The bubble tracking method [51] is an at-
tempt to link the so-called interface tracking models
(which may be used for inclusions bigger than the
computational cells) to the two-fluid models, which
are well adapted to inclusions far smaller than the
mesh cells. The model is a Eulerian-Lagrangian
model, considering liquid as continuous phase. The
major concept of the method is the ratio d∗ = d
∆x
(d
is the bubble diameter and ∆ x the computational
cell size). The aim of the model is to solve flow
dynamics for 0 < d∗ < 2 and d∗ > 2. The mass
and momentum equations are solved for each phase,
considering no mass transfer. For the continuous
liquid phase, slip between the phases, transverse
lift force and interfacial drag force are not taken
in account for d∗ > 2. The equations for the dis-
persed vapour phase are written for each bubble,
and the bubble shape is determined via graphical
correlations depending on three dimensionless num-
bers (Eo¨tvo¨s, Morton and Reynolds numbers) [53].
The bubble geometry is used to calculate the void
fraction in each computational cell. This method
is clearly not adapted to Diesel engine nozzle flow
modelling, because of the bubble deformation due
to the shear stress. Moreover, the equations used
for each vapour entity are likely to lead to a pro-
hibitive computer time. Nevertheless, this method
is worth citing, because this is an attempt to create
a transition model from large scale models to small
scale models.
Interface location is not defined by the model
• Methods that do not take in account the in-
terface location are the continuum models, and the
two-fluids models. The continuum models, or mix-
ture models, consider a single fluid whose density
is defined by an equation of state. G enerally, this
equation is a simple barotropic one. Some exam-
ples are presented in table 2. The main attractive
feature of these models is this equation of state,
but this is also their weakness : this equation needs
to represent the whole cavitation physics, depend-
ing on the configuration of the flow. Delannoy and
Kueny [54] have developped a pocket model on a
hydrofoil. Their equation of state is barotropic,
and considers three domains : the incompressible
liquid, the incompressible vapour, and the region
of compressible homogeneous mixture. This region
is a sine function of ρ versus P . Chen and Heis-
ter [55] have criticized this model by saying that
temporal terms in the equation of state must be
taken in account. Pressure field history has to ap-
pear in the local density, as shown in the Rayleigh-
Plesset equation [56]. The Chen and Heister al-
gorithm distinguishes three zones : the cavitating
region, the region where P < Psat (the pressure is
then readjusted to Psat in this zone), and the region
where there is neither collapse nor cavitation grow-
ing. This model considers also the two pure phases
as incompressible. Schmidt [21] has developped a
model particularly adapted to instationary cavitat-
ing flows in common-rail injectors. This model con-
siders the liquid as compressible, and is based on the
Wallis [22] study on HEM1 concerning sound veloc-
ity in two-phase flows. The liquid, the vapour and
the liquid/vapour mixture are considered as com-
pressible. The numerical simulation results fit with
the Chaves experimental data on the exit velocity
[7] for a typical axisymmetrical singled-hole nozzle.
• The two-fluid models are usually used for large-
scaled flows, i.e. typically bubbly flows, in order to
take in account each phase turbulence and the bub-
bles drag. The approach consists in solving a set
of Navier-Stokes equations for each phase, and to
link them one to each other using a mass transfer
term in the mass conservation equation (see equa-
tion 7), where N = 2 for a two-phase flow and k is
the phase subscript. For instance, Alajbegovic et al.
[57] have made a two-fluid model using a simplified
Rayleigh-Plesset equation [58] as the mass transfer
1Ho m o g en eo u s E q u ilib riu m Mix tu re
term :
∂αkρk
∂t
+
αkρkvk,i
∂x i
=
N∑
l=1, l 6=k
Γkl (7)
Γ21 = ρ2N
′ ′ ′ 4pi R2
∂R
∂t
= −Γ12 , (8)
w here R is the av eraged b u b b le rad iu s and N ′ ′ ′ the
b u b b le d ensity , w hich is link ed to the v oid fraction
α2 b y :
N ′ ′ ′ =
{
N ′ ′ ′
0
if α2 ≤ 0.5
2(N ′ ′ ′
0
− 1)(1− α2) + 1 if α2 > 0.5
(9)
T his heu ristic form u la is su p p osed to tak e in ac-
cou nt the b u b b les coalescence as soon as the v oid
fraction is great enou gh. In that case, the m od el is
not ad ap ted to high α2 v alu es, for the “transition
from bu bbly to slu g, or even fi lm regim e” [59]. Lam -
b ert [60] has also u sed a tw o-fl u id m od el to com p u te
the internal injector fl ow . A p artic u lar attention
has b een foc u sed on tu rb u lence m od elling for the
tw o p hases. T he liq u id is su p p osed com p ressib le
and ob ey s to the T ait eq u ation :
ρl = ρr ef
[
1− C ln
(
B + P
B + Pr ef
)]−1
(10)
T he resu lts lead to negativ e p ressu re v alu es (w hich
can b e encou ntered in ind u strial cases [24]), w hose
v alu es are great (m ore or less 200 b ar) com p aring
to u su al v alu es of the ord er of sev eral b ar. C onse-
q u ently , the fl ow d y nam ic s resu lts are certainly d is-
torted . F ew com m erc ial cod es d eal w ith cav itation.
In the actu al F LUE NT v ersion, a tw o-fl u id m od el is
p rop osed , and the cav itation can b e m od elled u sing
a m ass transfer term b ased on Alajb egov ic m ethod
(see eq u ation8) [57, 61]. Psa t and the b u b b le d en-
sity are the p aram eters that can b e m od ifi ed b y the
u ser. T he collap se is not tak en into ac cou nt b y the
solv er, i.e. b u b b les can only grow . F u rtherm ore, the
b u b b les are consid ered as sp herical and m u st b e far
sm aller than the com p u tational cell size. In fact,
this m od el is p artic u larly ad ap ted to large scaled
fl ow s, w hich is not the case of Diesel injectors.
C onsid ering the p artic u larities of the ex isting
m od els, w e can conclu d e that interface track ing and
front cap tu ring m ethod s are not ap p rop riate for the
injector fl ow confi gu ration. T he com p u tational cell
nu m b er w ou ld b e too large for actu al com p u ter ca-
p ab ilities. T he tw o-fl u id m ethod is not ad ap ted
to large v ap ou r entities, i.e. w hen som e cells are
fi lled of v ap ou r, w hich is ou r case in ou r confi gu ra-
tion. C onseq u ently , the right ap p roach shou ld b e
to m od el the fl ow thank s to a continu u m m ethod ,
b ased on an ap p rop riate eq u ation of state.
Conclusion
Present-day spray models suff er from the lack
of knowledge of transient boundary conditions at
the orifice exit. W e have described the phenomena
occuring in the injector that influence the spray.
As a conclusion, in order of importance the causes
of the asymmetrical and transient characteristics of
the spray are due to :
• Cavitation which leads to a decrease of the
exit area and consequently increases the exit
velocity.
• Non-stationary characteristic of cavitation and
pressure fluctuations which lead to exit veloc-
ity profile fluctuations.
• V apour structures collapse in the dense region
creating or increasing the perturbations at the
jet surface in the dense core.
As experimental investigations in real-sized in-
jectors are pretty hard to manage, the use of CFD
seems to be judicious. The classical two-phase flow
models have been presented, and the type of method
that seems the most appropriate for injector flow
(i.e. high-speed cavitating flow) modelling is the
continuum one. A lot of improvements have to
be made on the present processing of this method
: the cavitation physics have to be clearly under-
stood in order to take it in account in the equa-
tion of state expression. Nowadays, The S chmidt’s
Cavalry model [21] seems to be the most appropri-
ate to model the injector flow. Nevertheless, the
HEM method [22] considering the two-phase flow
as homogeneous is clearly not usable in case of a
high-speed heterogeneous flow. Consequently, the
expression of a new equation of state taking in ac-
count the vapour pockets history as discussed by
Chen and Heister [55], and the typical size of the
dispersed entities should be done, in order to take
in account the typical transient flow characteristics
at the injector exit.
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Symbol Unit Value
Nozzle diameter D0 µm 120-180
Nozzle length L0 mm 1
Liquid density ρl k g /m
3 850
Injection pressure Pinj M Pa 100
Chamber pressure Pch M Pa 5
Exit velocity Vch m/s 300-400
Injection duration Tinj ms 2-3
G asoil flowrate per injection m˙inj mg /ms 23
Advection duration in the nozzle Ta µs 4-5
Vapor pressure Psat Pa 300
Surface tension σ N/m 0.028
Reynolds number Re =
ρVchD0
µl
- ∼ 15000
Liquid viscosity µl N.s/m
2 2.676E − 03
Table 1: Characteristic values in Diesel injectors (1bar, 300K) [35] [11]
Equation of state Authors
Dρ
Dt
= C0(P − Pv) Chen and Heister [55]
ρ =
P (P + Pc)
K(1− Y )P (T + T0) + Y R(P + Pc)T
Ikohagi et al. [62]
ρ =


ρl, if P > Pv + ∆P
ρv, if P < Pv −∆P
ρv + ∆ρ
[
1 + sin
(
P−Pv
∆ρ a2mi n
) ]
elsewhere.
Delannoy and K ueny [54]
P = Pl
sat +
ρga
2
gρlal
2(ρg − ρl)
ρg2a2g − ρl2a2l
[
ρga
2
g(ρl + α(ρg + ρl))
ρl(ρga2g − ρla2l )
]
Schmidt [21]
∇2P + F (P ) = G(ρ,−→v , ∂R
∂t
, R) + T (ρ,−→v ) K ubota [63]
D2ρ
Dt2
= F (α′Lo
2)(P − Pv) + G(α′)
(
Dρ
Dt
)2
,with
α′ = 3
√
α = 3
√
1− ρ, and Lo = Ro
(
1
αo
− 1
) 1
3
Chen et Heister [64]
Table 2: E quations of state used in continuum methods.
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Abstract
Due to excessive stress in the orifice, cavitation occurs in high-pressure Diesel injectors. As
experiments are very hard to manage for injection conditions (small-scaled, high-speed flow), a
numerical model seems to be the right tool to get a better understanding of the flow features inside
and at the exit of the injector nozzle.
The purpose of this paper is to present a simulation code based on a Homogeneous Equilibrium
Model. The validation of the code for typical cavitating flow configuration is presented. Then
numerical results of cavitating flows in Diesel injectors are shown. Then we report concluding
remarks and objectives.
1 Introduction
The simulation of cavitating flows in high-pressure Diesel injectors has become a very challen-
ging topic in the field of computational fluid dynamics. W e will not go back over the fact that
cavitation has its own length scale and that experiments have to be done only in real-size injector
nozzles (see Arcoumanis et al. 1999). As a matter of fact, the flow inside the injector nozzle is
high-speed, the orifices are small, the injection duration is very short, the pressure is very high. As
a result, experimental investigations on real-size nozzles are rare and numerical modelling is the
right tool to get a better understanding of the flow topology in the injector.
A discussion on cavitation modeling in Diesel injectors has been previously made in Dumont et
al. (2000). Two potential ways of numerical simulation have been identified : the Volume of Fluid
method (VOF) and the continuum method. But the one that represents the best compromise for
high-pressure common rail injector flow modeling is the continuum model. As a matter of fact, the
recent investigations show that this method is widely used to simulate this configuration (see Qin
et al. 2001, Delannoy and Kueny 1990, Chen and Heister 1995, and Schmidt 1997).
The purpose of this paper is to present a new code, called CavIF (Cavitating Internal Flow),
based on the same barotropic equation as the one used in the bidimensional (2D) Cavalry code pre-
sented in Schmidt (1997) and the same numerical multibloc architecture as the KIVA-MB code (see
Amsden et al. 1989, and Habchi and Torres 1992). The model solves tridimensional compressible
and viscous Navier-Stokes equations. Fluid is considered as single-phased, whose density varies from
liquid density to vapor density according to a barotropic equation of state, based on the expression
of the local sound speed depending on the local void fraction. This expression considers the fluid
homogeneously mixed on the sub-grid scale, and is called Homogeneous Equilibrium Model (HEM).
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The resolution of the Navier-Stokes equations is based on a Quasi-Second Order Upwind
(QSOU) scheme for convection, and uses a third-order Runge-Kutta scheme for time advance-
ment. Typical NSCBC formulation (see Thompson 1987, Thompson 1990, Poinsot and Lele 1992)
has been implemented in order to get non-reflective boundary conditions and to solve strong pres-
sure waves propagation.
At first are presented the characteristics of the code : the barotropic equation of state and the
numerical solver. Then the code is validated for a well-known case, the collapse of a cavitating
bubble in a “semi-infinite” domain which is compared to the temporal integration of the Rayleigh-
Plesset equation. The last part of the paper reports numerical results of 2D and 3D cavitation in
a typical Diesel injector geometry.
2 Presentation of the code
2.1 Equations of the model
CavIF solves a compressible and viscous Navier-Stokes system, which consists in the continuity
equation :
∂ρ
∂t
+
∂(ρuj)
∂xj
= 0, (1)
the momentum equation :
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= −
∂P
∂xi
+
∂τij
∂xj
, (2)
and the equation of state which is described in section 2.2 :
P = H(ρ). (3)
The void fraction can be defined as :
α =
ρ− ρl
ρg − ρl
. (4)
The two-phase flow pattern is not known a priori. But In order to fit the limiting cases where one of
the two phases is not present, we consider the dynamic viscosity of the mixture as (see Benkenida
1999 for more details) :
µ =
µgµl
αµl + (1− α)µg
. (5)
As can be seen, the flow is considered as laminar, in spite of the fact that the Reynolds number for
typical injection configuration is quite high (about 15, 000). Nevertheless, regarding the physical
stress the fluid experiences in the very low pressure regions, one can assume that the turbulence
does not influence cavitation. This is certainly true near the sharp edge corner, where pressure
decreases dramatically. Experimental visualizations show that downstream the sharp edge, the in-
terface is wrinckled, and in the reattachement region, turbulence certainly plays a major role in
the breakup and coalescence of the collapsing bubbles. According to Ruiz and He (see Ruiz and He
1999), who have shown that turbulence in cavitating flows cannot be modelled as typical turbulence,
further research is needed in order to understand the physical processes governing this phenomenon.
2.2 Equation of state
The two-phase flow is considered as an homogeneous mixture {vapour+liquid}. Its density is
defined by an equation of state, which is barotropic. In CavIF is used an equation of state based
on the expression of the acoustic speed of the two-phase flow formulated by Wallis (Wallis and
Graham 1962) :
1
a2
= [αρg + (1− α)ρl]
[
α
ρga2g
+
1− α
ρla
2
l
]
. (6)
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It can be clearly seen from figure 1 that the sound speed of the homogeneous mixture decreases
dramatically as soon as the fluid is not composed of a single phase. This can be explained by the
multiple reflexions of the waves between the mixture’s components interfaces. As a matter of fact,
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Fig. 1 – Sound speed, a, versus void fraction, α.
we can almost consider that, as soon as cavitation appears in a numerical cell, the flow becomes
locally supersonic. We will see in sections 2.4.2 and 2.4.4 that this conclusion is very important
with regards to boundary conditions.
As we consider the flow as isentropic, we can assume that :
a2 =
dP
dρ
. (7)
Considering the acoustic speed as constant in pure vapour and pure liquid, we can calculate the
equation of state for the two-phase region H by integrating the expression 7 between the saturation
pressure Pl
sat and the indicated pressure P (see figure 2) :

P = ρa2g if ρ < ρg
P = Pl
sat +
ρga
2
gρlal
2(ρg − ρl)
ρg2a2g − ρl
2a2l
log
[
ρga
2
g(ρl + α(ρg + ρl))
ρl(ρga2g − ρla
2
l )
]
if ρg < ρ < ρl
P = ρa2l if ρ > ρl.
(8)
This equation is used in the code to evaluate analytically P from ρ calculated by the continuity
equation.
2.3 Numerical scheme
The numerical scheme for advection consists in a quasi-second order upwind scheme (QSOU)
as reported in Amsden et al. 1989, which assures the monotonicity of the solution. That is to say
that no negative values (by oscillations) can be obtained, despite pressure and density ratios are
tremendous. This is very important with regards to calculation robustness. Furthermore, as we
have to consider the transient behaviour of cavitation, the time advancement is made thanks to a
third-order Runge-Kutta scheme.
The procedure is as follows :
(
∂ ρ
∂ t
)k
defined at cell centers and
(
∂ ρU
∂ t
)k
defined at vertices are
calculated from equations 1 and 2 thanks to a finite-volume method. Then, according to Runge-
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Fig. 2 – HEM law of state : P = H(ρ).
Kutta advancement, ρk and Uk at pseudo time-step k can be written as, with k = 1, 2, 3 :
ρk = γk
(
∂ρ
∂t
)k
∆t + ψk
(
∂ρ
∂t
)k−1
∆t + ρk−1
Uk =
γk
(
∂ρU
∂t
)k
∆t + ψk
(
∂ρU
∂t
)k−1
∆t + ρk−1∗ U
k−1
ρk−1∗
P k = H
(
ρk
)
(9)
ρk∗ is the density calculated at vertices for the pseudo-time step k, γ
k and ψk the Runge-Kutta
scheme constants.
As we use an explicit scheme the time step has to obey the following stability criterions :
(|U |+ a)
∆t
∆x
< 1,
µ∆t
ρ∆x2
< 1.
(10)
2.4 Boundary conditions
Due to the strongly transient behaviour of the flow and pressure waves propagation, one has
to compute boundary conditions which allow control of the different waves that cross the boun-
daries. Indeed, most of the simulation codes which are used nowadays model the injector exit as
an imposed pressure, i.e. chamber pressure (Pch). But as cavitation is closely related to pressure
field, numericals results show that no cavitation structures can reach the injector exit. In fact, they
“collapse” numerically as soon as they reach the exit boundary.
To prevent from this problem, one has to model more appropriate boundary conditions that
can take in account pressure waves propagation. For the inlet, the Bernoulli equation is written
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between a stagnation point (at conditions Pinj , ρinj) and the inlet cells (at conditions Pin, ρin).
The pressure Pin is calculated thanks to a finite difference between the stagnation point and the
nearest cell pressure Pnear. β is a relaxation coefficient.
Pin = Pin + β(P0 − 2Pin + Pnear) (11)
The inlet velocity direction is assumed perpendicular to the cell inlet face, and its magnitude Uin
is :
Uin =
√
2
(
Pinj
ρinj
−
Pin
ρin
)
(12)
Those boundary conditions allow the pressure from the interior of the domain to influence the inlet
pressure, as we condider the inlet as subsonic and non cavitating.
On the wall, velocity is set to zero.
At the exit, typical NSCBC (Navier-Stokes Characteristic Boundary Conditions) seem to be
the best approach for this type of flow. The method that we use consists in expressing inviscid
Navier Stokes equations as characteristic equations at the exit.
The procedure is as follows : −→n is the outward normal vector of each exit boundary cell face,
−→τ and
−→
b are two vectors which form the local vector base (−→n ,−→τ ,
−→
b ). Velocities (un, uτ , ub) are
the tridimensional velocities expressed in the local base.
After calculations of characteristic equations, the conservative system at the exit can be written :
∂ρ
∂t
+
ρ
a
(L4 − L1) = 0
∂ρun
∂t
+
unρ
a
(L4 − L1) + ρ (L1 + L4) = 0
∂ρuτ
∂t
+
uτρ
a
(L4 − L1) + ρL2 = 0
∂ρub
∂t
+
ubρ
a
(L4 − L1) + ρL3 = 0,
(13)
where the Li’s are the characterisic waves amplitudes, and the λi’s are the propagation velocities
of each characteristic wave, defined as :
λ1 = un − a
λ2 = λ3 = un
λ4 = un + a.
(14)
For subsonic outward flow, λ1 and λ4 represent the velocities of the sound waves moving in the
−−→n and −→n directions, respectively. λ2 and λ3 are the velocities at which uτ and ub are advected
by the flow in the −→n direction.
It can be seen that the waves are assumed to travel only in the normal direction. As a matter of
fact, this can be regarded as a limitation of the boundary conditions. Nevertheless, building an exit
frontier as perpendicular to the flow (and more specifically perpendicular to the wave propagation
direction) as possible is quite obvious for CFD calculations.
The wave amplitudes values (Li) are defined as :
L1 =
1
2
(un − a)
[
−
a
ρ
∂ρ
∂n
+
∂un
∂n
]
L2 = un
∂uτ
∂n
L3 = un
∂ub
∂n
L4 =
1
2
(un + a)
[
a
ρ
∂ρ
∂n
+
∂un
∂n
]
.
(15)
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Depending on the exit flow configurations, several cases have to be considered.
2.4.1 Subsonic outflow
In that case, all λi’s are positive, except for i = 1. That means that the Li’s can be estimated
from the interior values (as waves move outward), thanks to the equations 15, whereas the L1 value
is obtained by considering the chamber pressure (Pch) as constant. If the outlet pressure is not
close to the Pch prescribed value, incoming wave will enter the domain in order to bring the outlet
pressure value back to Pch.
L1 can be simply expressed by :
L1 = κ(P − Pch), (16)
where a mechanical analogy with the spring is obvious. The main point now is to determine κ in
order to get the best behaviour as possible at the exit. It can be noted that, by setting κ = 0, we
get the so-called “perfectly non-reflecting” conditions.
2.4.2 Sup ersonic outflow
As we have seen in section 2.2, sound speed is strongly dependent on void fraction. As cavita-
tion can reach the injector exit, local sound speed can decrease to very low values, leading to local
supersonic flow. In that case, all Li’s are estimated from the interior of the domain as no wave can
enter from the exit. The set of equations 15 is then used to compute Li values. This statement is
very important : when cavitation reaches the injector exit, no relaxation over the exit pressure Pch
is made, and cavitation can normally leave the domain, without any numerical collapse.
2.4.3 Subsonic inflow
The topology of the flow in Diesel injector can lead to “hydraulic flip” (see Y ule et al. 1998,
Tamaki et al. 1998, Soteriou et al. 1995), as recirculation zones reach the orifice outlet. In that
case, the flow enters the domain and the λi’s are negative except λ4. So L4 can be calculated from
the interior values (see equation 15), and the other wave amplitudes are given by the following
equations :
L1 = κ(P − Pch),
L2 = L3 = 0.
(17)
2.4.4 Sup ersonic inflow
This case hardly happens but to be consistent one has to model this configuration too. For
supersonic inflow, all propagation velocities are negative, so all Li values need to be modeled from
outside of the domain.
L1 = κ(P − Pch),
L2 = L3 = 0,
L4 = κ(P − Pch).
(18)
3 Validation of the cavitation model
3.1 Collapse of a symmetric bubble
In order to validate the numerical scheme and the barotropic equation of state, one has to
simulate a well-known test case : the collapse of a symmetric bubble in an infinite domain. The
study of the bubble dynamics has been performed by Rayleigh and Plesset, considering that :
– the bubble shape remains spherical,
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– the bubble is very small compared to the liquid volume, and that liquid has a newtonian
behaviour,
– liquid is incompressible.
That study leads to Rayleigh-Plesset equation :
ρ
[
R
d2R
dt2
+
3
2
(
dR
dt
)2]
+
4µ
R
dR
dt
=
(
P∞0 − Psat +
2σ
Rinit
)(
Rinit
R
)3k
− P∞ + Psat −
2σ
R
. (19)
As CavIF does not handle surface tension effects and incondensable gaz (i.e. the bubble content
is pure vapour), this equation simplifies in this way :
ρ
[
R
d2R
dt2
+
3
2
(
dR
dt
)2]
+
4µ
R
dR
dt
= −P∞ + Psat. (20)
The integration is made thanks to a fourth-order Runge-Kutta scheme, and can be compared
to the so-called Rayleigh time :
T = 0.915Rinit
√
ρ
P∞ − Psat
(21)
In order to simulate a semi-infinite domain, the computational domain which must be far bigger
than the bubble, in order to prevent from wall effects before the end of the collapse. The test is
performed on a 50 ∗ 50 ∗ 50 grid. In figure 3 is showed the comparizon between the numerical and
theoretical results of the radius evolution versus time, for a bubble of radius 1mm. It can be seen
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Fig. 3 – Bubble radius versus time. Rinit = 1mm.
that at the beginning of the collapse, the model agrees very well with the theoretical results. At
the end of the collapse, the bubble resolution becomes so poor that the numerical code cannot take
in account the collapse energy. Therefore, the numerical collapse time is about the same than the
theoretical one, but the interface is not sufficiently discretized, which results in a bad resolution of
the collapse speed. Nevertheless, the agreement is quite good, validating the cavitation and dyna-
mics model.
After the collapse, a pressure wave radiating from the collapse point (where the energy is
confined at the end of the collapse) is resolved numerically, as can be seen in collapse visualizations.
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3.2 Collapse of an asymmetric bubble
During the collapse of a bubble close to a wall, a jet is formed, which impacts on the rigid
boundary. The pressure wave generated by jet impact results in cavitation erosion. The test is
performed on a 30 ∗ 30 ∗ 30 grid. The bubble’s center is placed one diameter away from the wall.
The inner pressure is seven orders of magnitude lower than the surrounding pressure.
Fig. 4 – Collapse of a bubble near a wall. The mixture density is represented, and the isosurface
is fixed for α = 0.9.
We can see in figure 4 the processus of collapse near a rigid boundary : at 1.2∗10−6s, the bubble
has already collapsed, and a depression region has been formed on the wall surface, which leads to
the formation of a liquid jet which is directed towards the boundary (at 1.6∗10−6 and 2.0∗10−6s).
We can remark the formation of a strong pressure wave radiating from the end-of-collapse zone.
As the jet hits the physical boundary, a strong pressure wave (far greater than the first) is formed.
Later, we can remark that the second pressure wave results in the combination of two effects (see
at 2.4 ∗ 10−6s) : the jet hits the wall, and the first pressure wave reaches the wall too, increasing
the energy concentration in this region.
The numerical results are in agreement with the qualitative experimental results : it has been
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seen that during the collapse, a strong pressure wave is formed on the rigid boundary, which leads
to damages in typical industrial applications.
4 Results and Discussions
4.1 2D injector
A classical bidimensional geometry is used to simulate the flow in a typical Diesel injector. The
main point of this study is to identify the flow topology in a single hole nozzle, for typical injection
configuration : Pinj = 1000bar and Pch = 50bar. The orifice is 1mm long, and its diameter is
0.2mm ( L
D
= 5).
The initial conditions are as follows : the nozzle is full of liquid fuel at an initial pressure of
50bar. The inlet total pressure is fixed at 1000bar. Consequently, a compression wave develops
inside the nozzle. As soon as the pressure wave reaches the exit, NSCBC relax the outlet pressure
back to 50bar. Then the fluid is strongly accelerated through the constriction. As we can see in
Fig. 5 – Apparition of cavitation in a single hole orifice. Mixture density in g /cm3.
figure 5, a recirculation region is formed downstream the sharp edge, which results in cavitation at
4.8∗10−6s. Then this cavitation elongates throughout the orifice and reaches the exit at t = 8∗10−6s
(see figure 6). We can see in figures 7 and 8 the behaviour of the cavitation length. The tremendous
pressure drop at the entry corner causes a strong decrease of the mixture density (see figure 8),
which then relaxes along the nozzle. The rising of the mixture density downstream of the corner
can be explained by the collapse and the breakup of cavitation along the orifice. Nevertheless, the
exit density profile (see figure 9) shows that cavitation is still strongly present as the “liquid jet”
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leaves the injector and enters the combustion chamber.
The topology of the flow is similar to Soteriou visualizations (see Soteriou 1999), showing a
large vapour pocket attached to the sharp edge inlet, and the cavitation which is located within
the attached boundary layer.
Fig. 6 – Stabilization of cavitation in a single hole orifice. Mixture density in g/cm3.
Considering the flowrate exiting from the nozzle, we can remark that, as soon as cavitation
reaches the injector exit, the flow behaves as it was “chocked” and the discharge coefficient re-
mains constant at C d = 0.62. This result can be compared to Ohrn experimental results (see Ohrn
et al. 1991). In fact, the flow remains attached until cavitation reaches the exit, as can be seen in
figure 5. This can be clearly seen in figure 10, as the discharge coefficient continues to grow until
8 ∗ 10−6s. At that time, cavitation reaches the exit and the flow becomes completely detached,
leading to a well-known flowrate limitation.
These results are in accordance with experimental visualizations and measurements, validating
the code for a typical injection configuration.
5 3D results
In order to have a better understanding of the cavitating flow in Diesel injector nozzle, one has
to model the flow in the whole geometry as reported in Dumont et al. (2000). In this paper are
presented 3D results of cavitation in a single hole sharp-edge injector. The geometry is discretized
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Fig. 7 – Pressure profiles near the nozzle wall. L eft : at t=7.5 ∗ 10−6s. R ight : at t=11.4 ∗ 10−6s.
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R ight : at the exit.
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thanks to a cartesian mesh of 160, 000 cells, as can be seen in figure 11. The orifice length is 1mm,
its diameter 0.2mm. The injection conditions are : Pinj = 1000bar, Pch = 50bar.
The numerical results are shown in figure 12. Cavitation develops in the same way as previously
Fig. 11 – 3D geometry of a single-hole injector.
seen for the bidimensional case : There is at first the formation of cavitation in the recirculation
region just downstream of the sharp edge corner. Then the cavitation remains attached at the
corner, and develops downstream within the boundary layer. As soon as cavitation reaches the
exit, the flow becomes chocked, and the discharge coefficient stabilizes at 0.62.
The 3D results are in accordance with 2D results and experimental data. This is promising for
the simulation of an injection in a multi-hole injector.
6 Conclusion
In this paper has been presented a 3D, viscous, unsteady numerical tool which is able to predict
cavitation in small orifices, such as Diesel injectors. The code has been validated against bubble
collapse modelling, in order to show that a barotropic equation of state for the fluid is suitable for
cavitation simulation.
An example of 2D calculations in a typical Diesel injector geometry has been shown. The results
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Fig. 12 – Density for the 3D case and velocity vectors.
indicate that cavitation can get out of the injector and reach the combustion chamber (this has
already been shown experimentally). Consequently, we can note that the boundary conditions for
this type of code is of primary importance with regards to cavitation modelling.
The computed 3D case has allowed us to validate the code for a single hole configuration. The
multi-bloc architecture of the code will make possible calculations in complicated geometries (multi
hole injectors), in order to quantify the effects of the injector geometry on the flow topology, espe-
cially on the flow behaviour at the injector exit.
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