Abstract| Multiple Description (MD) coding is a source coding technique for information transmission over unreliable networks. In MD coding, the coder generates several di erent descriptions of the same signal and the decoder can produce a useful reconstruction of the source with any received subset of these descriptions. In this paper we study the problem of MD coding of stationary Gaussian sources with memory. First, we compute an approximate MD rate distortion region for these sources, which we prove to be asymptotically tight at high rates. This region generalizes the MD rate distortion region of El Gamal, Cover and Ozarow for memoryless Gaussian sources. Then, we develop an algorithm for the design of optimal two-channel biorthogonal lter banks for MD coding of Gaussian sources. We show that optimal lters are obtained by allocating the redundancy over frequency with a reverse \water-lling" strategy. Finally, we present experimental results which show the e ectiveness of our lter banks in the low complexity, low rate regime.
I. Introduction

A. The Problem of Multiple Description Source Coding
Recently the problem of transmitting data over heterogeneous packet switched networks has received considerable attention. Packet losses can be due to transmission errors or congestion. If the network is able to provide preferential treatment to some packets, then the use of multiresolution or layered source coding systems is the obvious solution. But if the network cannot di erentiate among packets, and if retransmissions are not allowed (e.g., due to real-time delay constraints or in multicast scenarios), then the source coding strategy should be di erent. Multiple Description (MD) coding o ers a potentially attractive framework in which to develop coding algorithms for such scenarios. A MD coder represents an information source using multiple bit streams (descriptions). Each individual description provides an approximation to the original message, and multiple descriptions can re ne each other, to produce a better approximation than that attainable by any single one alone.
The simplest formulation of the MD problem is illustrated in Fig.1 and involves only two descriptions. This is the so called case of two channels and three receivers. If both descriptions are received then the decoder can reconstruct the source at some small distortion value D 0 (the central distortion), but if either one is lost, the decoder can still reconstruct the source at some higher distortion D 1 or D 2 (the side distortions). 
B. Information Theoretic Performance Bounds
In a way analogous to classical rate-distortion problems in source coding theory, in MD source coding one is also interested in nding a suitable MD rate-distortion region, dened as the set of quintuples (R 1 ; R 2 ; D 0 ; D 1 ; D 2 ) for which there exist codes of rates R 1 and R 2 achieving average distortions D 0 ; D 1 and D 2 . Clearly, we can state that the rate R 1 necessary to achieve the distortion D 1 cannot be smaller than R(D 1 ) (R( ) is the rate-distortion function for the source); similar arguments apply for the other two cases, so we can state that a rst bound for the MD rate region is: 
In general, it is not possible to achieve equality simultaneously in the three equations since two individually good descriptions tend to be similar to each other. Thus, the second description will contribute very little to improve the quality of the rst one. On the other hand two descriptions which are complementary cannot be individually good. Since in general R 1 + R 2 > R(D 0 ) the resulting excess rate is usually called redundancy . One possible formulation of the problem of MD coding then consists in minimizing the side distortion, given some allowed redundancy .
Early papers on MD Coding are information theoretic in nature and try to nd the set of achievable values for the quintuple (R 1 ; R 2 ; D 0 ; D 1 ; D 2 ). El Gamal and Cover determined an achievable rate region for general memoryless sources 10], while Ozarow showed that this region is tight for the case of memoryless Gaussian sources and squared error distortions 23]. Ahlswede 1] studied the case of no excess rate (when there is equality in (3)), and Zhang and Berger 39] considered the no excess marginal rate case (when there is equality in (1, 2) ). Zhang and Berger also showed by counterexample that in the excess rate case the 1 4 ( e 6 ) 2 2 ?4R . At the same time, the MD rate distortion bound (when put in distortion product form) becomes 1 4 2 ?4R . This is an important result because it shows that for the multiple description scalar quantizer (MDSQ) both the side and the central distortion attain the optimal exponential rate of decay (D 0 2 ?2R ; D 1 2 ?2R ). The only sub-optimality of MDSQ at high rates is due to the use of a scalar quantizer which partitions the space into cubic regions instead of an ideal vector quantizer that would optimally partition the space into spheres. Various constructions of MD vector quantizers have been proposed 9], 11], 19] , 30] and the MD lattice quantizers of 30] do e ectively close the gap between the performance of the entropy constrained MD scalar quantizer and the MD rate-distortion bound.
A rather di erent approach pioneered by Wang et al. 22] , 33] and then extended by Goyal and Kova cevi c 13] consists of applying a suitable blockwise transform to the input vector before coding to obtain the MD property. This approach is usually called MD Transform Coding. The basic idea is to decorrelate the vector components and then to introduce again correlation between coe cients, but in a known and controlled manner, so that erased coe cients can be statistically estimated from those received. Techniques based on overcomplete frame expansions have been proposed in 6], 15], 21].
Most of the previous work on MD coding focuses on the case of memoryless sources or sources with nite memory. In 18], Ingle et al. consider the problem of designing DPCM systems for MD coding of sources with memory. Batllo et al. considered a similar problem and proposed a solution that combines the use of an orthogonal block transform and of the MDSQ 2] . As in the memoryless case, this system has some good asymptotic properties. At low rates, however, except for some practical results obtained in the context of still image coding 24], much less is known. Note that Batllo and Vaishampayan use the term Multiple Description Transform Coder (MDTC) to refer to this system. From now on, we will also use that name to refer to their system.
D. Contributions and Paper Organization
In this work we consider sources with in nite memory, speci cally wide sense stationary Gaussian sources and consider the classical MD scenario of two channels and three receivers. We present two new results: a MD ratedistortion region for stationary Gaussian sources which is asymptotically tight at high rates (Theorem 1 of Section 2) and an algorithm for the design of optimal two-channel lter banks for MD coding of Gaussian sources (Theorem 2 of Section 3). The lter banks are designed using an approach similar to the one proposed in the case of block transforms: we construct a rst lter bank to decorrelate the two input sequences and then we use a second lter bank to e ciently recorrelate them. The frequency responses of this second lter bank depend on the total amount of available redundancy and on the allocation strategy of the redundancy over frequency. In Theorem 2, it is shown that the optimal allocation of the redundancy over frequency is obtained using a reverse water-lling strategy.
In a recent paper 34], Yang and Ramchandran have independently worked on the same problem of designing lter banks for MD Coding. The main di erence between their work and the one presented here in Section 3 is that we have moved the quantization step before the transform and approximated the continuous transform with a discrete one. In practical applications it is very important to put the quantization before a non-orthogonal transform so that the square partition cells are maintained (see for instance 12], 14], 22], 32]). This di erent approach leads to a di erent formulation of the optimization problem and, in our case, to the analytical solution presented in Theorem 2, which is not present in 34].
In Section 4 we assess the performance of our system. We compare it against the ideal bounds, the MDTC 2] and the MD-DPCM system 18]. For this comparison we consider two possible scenarios. The rst one is high rates and innite delay/complexity. This rst comparison is interesting because it is under these hypotheses that the optimization problem is stated and solved both in 2] and in this paper. The second scenario is based on practical requirements of low rates and nite delay/complexity. In this regime, performance of the systems considered will not be predicted well by the theory, and there is much to be learned by means of numerical simulations. We conclude in Section 5. 
where: (15) where the minima are over all the probability density functions p(Y;Ŷ 0 ;Ŷ 1 ;Ŷ 2 ) satisfying: 
where (20) follows from the independence of the components y i and from the chain rule for entropy. The inequality in (21) follows from the fact that conditioning reduces entropy and we can achieve equality by choosing 
where the minimum, now, is over all the possible distortions D 1i such that:
Similar arguments apply to equation (14) and that minimization reduces to:
where the minimum is over all the distortions D 2i such that
Consider, now, equation (15) and its alternative representation in (18) . Consider, rst, the term I(Y ;Ŷ 0 ;Ŷ 1 ;Ŷ 2 ); following the same procedure as in (19) (20) (21) (22) (23) we have:
I(y i ;ŷ 0i ;ŷ 1i ;ŷ 2i ); (29) where inequality in (28) follows from the fact that conditioning reduces entropy and equality is achieved if
p(y i jŷ 0i ;ŷ 1i ;ŷ 2i ). For the second term of (18), we obtain: (32) where inequality in (31) + i ; (35) where the last inequality comes from the Ozarow equations and equality can be achieved by a correct choice of each triple (ŷ 0i ;ŷ 1i ;ŷ 2i ). This choice depends on the three distortions D 0i ; D 1i ; D 2i and for an explicit characterization refer to 23]. Eqns. (33) (34) (35) shows that minimization in (15) reduces to:
where the minimum, now, is over all the distortions D 0i ; D 1i ; D 2i such that 1 (24), (25) and (36), we can see that the MD rate region of Y reduces, indeed, to the sum of the MD rate region of each component and that the original minimization problem reduces to: (39) Thus, the problem now is to understand how each component should contribute to the total distortion to minimize the quantities in (37) (38) (39) or, stated in a di erent way, the problem is to understand how the rates R 1 ; R 2 should be allocated to the various components to minimize (37) (38) (39) . Using Lagrange multipliers we can construct the following three functionals:
(40)
(41)
The problem of minimizing the rst two functionals is equivalent to the problem of nding the optimal allocation strategy for the single description case. Di erentiating with respect to D 1i and D 2i and setting equal to zero, we have:
and
where C 1 and C 2 are constants. Hence, the optimum allocation of the rates to the various components results in equal distortion for each component 3], 7]. This is due to the fact that the slopes of the curves (40) the MD rate-region becomes: Theorem 1 shows that at high rates the single description allocation strategy is also optimal in the MD case. That is because the slopes of the three functionals (40-42) are independent of the source. At low rates, this last assumption is not valid. The functional (42) has a slope dependent on the input source variance and in general, it is not minimized with a single description allocation strategy. So we can state the following corollary:
Corollary 1: Under a high rate assumption, and for stationary Gaussian sources, the single description rate allocation strategy is also optimal in the Multiple Description case. At low rates it is, in general, sub-optimal.
III. Optimal two-channel filter banks for MD Coding A. Problem formulation and notation Consider the classical two-channel lter bank scheme shown in Fig. 2 . Here the input x n] is assumed to be a stationary Gaussian random process with known statistics and is fed through an analysis lter bank. The two output sequences are then separately quantized and sent over two di erent erasure channels. We suppose that the channels are independent, that they have the same erasure probability and that R 1 = R 2 . 1 For convenience we will formulate our problem in the polyphase domain 26], 31]. In this case the analysis stage can be equivalently represented by the block scheme shown in Fig. 3 . First we move the quantization step before the transform and approximate our continuous polyphase transform with a discrete one. 2 The discrete transform can be obtained by factoring the continuous one into a product of lifting steps and then sequentially rounding all these intermediate factors 4], 8]. It can be shown that the error due to this approximation can be bounded and that it goes to zero at high rates 12], 14]. The reason why we use this kind of structure is that if the quantization is performed before the transform, then the square partition cells are maintained. This enables the use of nonorthogonal transforms without increasing the quantization error. The importance of performing quantization before the transform in the MD case was pointed out for the rst time in 22] (See also 32]). Since at high rates the di erence between the discrete and the continuous transforms is small, our analysis will be based on properties of the continuous transform. Now consider again Fig. 3 . The input-output relation can be expressed in matrix notation introducing the analysis polyphase matrix H(!):
Call R x (!) the 2 2 polyphase power spectral density (p.s.d.) matrix of the input process. Likewise R y (!) is the p.s.d. matrix of the outputs. The system response has the following form:
where H + (!) denotes the Hermitian transpose of H(!). The synthesis part of the system can be analyzed in a similar fashion. Recall that, given the analysis matrix, the synthesis polyphase matrix G(!) 
Note that Eq. (49) holds because the transform is performed after the quantization. If the transform were performed before the quantization, the shape of the quantization cells would be a ected and one should also consider this e ect to compute the correct rates. This is one of the limitation of the approach taken in 34]. 
Call (!) the error in predicting Y 1 (!) from Y 2 (!):
Since we have used a nonorthogonal transform, we must return to the original space in order to compute the distortion (mean square error distortion in our case); therefore (see also Fig. 4 ): and, nally, using the biorthogonal relations, we can express the distortion as a function of the analysis lters:
Likewise, we can obtain an expression for the distortion D 1 associated with the loss of y 2 n]. Since the two channels have the same erasure probability, the expected distortion due to erasure (side distortion) is:
Note that in our formulation we have only considered the distortion due to erasure and have neglected the one due to quantization, since at high rates, it is much smaller. Our target is to nd a perfect reconstruction lter bank which minimizes the side distortion D. The perfect reconstruction condition is realized by the constraint: det H(!)] = 1. 3 The design of the lter bank is also constrained by the redundancy through equations (48) and (51). Thus, our optimization problem is to nd a perfect reconstruction lter bank which minimizes the side distortion D for a given, xed redundancy .
B. Optimal solution
As a rst step we decompose the matrix H(!) into the product of two matrices M(!) and T (!) To develop our formulation we need to brie y review the results presented in 13], 14]. Here Goyal et al. focus on the problem of designing an optimal block transform to transmit two Gaussian decorrelated variables over two independent erasure channels. 4 In the case the two channels have the same erasure probability and the two components are coded at the same rate (R 1 = R 2 ), they show that the optimal MD transform, also called correlating transform, is: T = 4 Actually they consider also the case of larger vectors. For the twochannel case their work is an extension of the results presented in 22], 33]. 5 It is interesting to notice that if the Gaussian source has a circularly symmetric probability density, i.e., 1 = 2 , then the distortion is independent of . In this case the side distortion cannot be reduced with the addition of redundancy, so the approach based on correlating transforms is useless.
We can now state the following theorem:
Theorem 2: Assume that 0 and that the two p.s.d. 2 1 (!); 2 2 (!) of the two decorrelated input sequences x 1 n]; x 2 n] are such that 1 > 2 where 1 is the essential in mum of 2 1 (!) and 2 is the essential supremum of (66) where j and j , j = 1; 2; are the essential suprema and the essential in ma of the power spectral densities 2 1 (!) and 2 2 (!). Equations (65) and (66) imply that 2 1i > 2 2i ; i = 1; :::; N, since we assumed 1 > 2 . Now, consider the generic i-th couple of element (y 1i ; y 2i ). We can apply the results of 13] to this pair and say that if we are allowed to use a redundancy i then the optimal correlating transform for that pair is: However, we want to minimize the global side distortion:
given a global redundancy budget 
Finding a minimum of L amounts to nding minima for each L i (because the costs are additive). Writing distortion as a function of the redundancy, D i ( i ), and taking the derivative we get:
Thus, for a solution to be optimal, the set of chosen redundancy i has to correspond to constant-slope points on their respective distortion-redundancy curves. Uniqueness follows from the convexity of these curves and from the use of the Kuhn-Tucker conditions when necessary 5]. A constant-slope solution is obtained for any xed value of . To enforce the constraint (71) exactly, one has to search over all the values of until the budget is met. However, if we suppose that i is su ciently large then it is possible to give a closed form for the allocation problem. In fact, it follows that: The approximation in Eq. (74) holds if i is su ciently large. Its value depends on the total redundancy budget and on the di erence 2 1i ? 2 2i . The di erence 2 1i ? 2 2i inuences the slope of the distortion-redundancy curves (74). Now, the global distortion is minimized when the set of chosen redundancy i corresponds to constant slope points. If 
2
When the approximation (74) is not veri ed, namely when at least one of the the two hypotheses 0 and 1 > 2 is not satis ed, the optimal allocation of the redundancy over frequency can only be found numerically. This means that, for any xed , one has to numerically solve Eq. (74) and then has to search over all the values of until the constraint (71) is met.
Consider, now, equations (80) and (81). They express the side distortion in function of the spectral distribution of the redundancy . The side distortion is maximum when we are not allowed to allocate any redundancy over the frequency and its maximum value is:
Its mininum value occurs when we can allocate an in nite amount of redundancy over the frequency and it is equal to:
This value represents the systematic error due to the estimation of one sub-sequence with the other one and cannot be eliminated even at in nite redundancy. The systematic error typically occurs in MD systems based on correlating transforms 14], 32]. This is in contrast with the performance of other systems (i.e. MDTC), where at high rates both side and central distortions decrease with the rate. Thus, this result gives us a rst insight about the performance of the lter bank system: Corollary 2: The lter bank system is not useful at high rates since, independently of the amount of redundancy allocated, the side distortion has a constant factor (the systematic error) that cannot be eliminated.
C. Approximate FIR solutions
Usually the lters obtained with the optimization algorithm of the previous section are of in nite length. However, in some applications it is important to approximate them with FIR lters. Let us call H f (!) the polyphase matrix related to the FIR lter bank and D f the corresponding side distortion obtained with this set of lters. Clearly D f D, where D is the ideal side distortion given by (58), since the best performance is usually achieved with innite length lters. Now, the problem is to design a perfect reconstruction FIR lter bank that minimizes the performance gap D f ? D for each xed redundancy.
We solve this problem numerically by running a constrained minimization algorithm using a gradient descendent approach. The convex function to minimize is k D ? D f k 2 , while the constraints are: the perfect reconstruction condition: det H f (!)] = 1 and the maximum allowed redundancy .
Recall that given an FIR analysis lter bank, perfect reconstruction with FIR lters is possible if and only if det H(!)] is a monomial 31]. So, once we have designed FIR analysis lters with the constraint det H f (!)] = 1, we know that it is possible to reconstruct the signal with FIR synthesis lters. These synthesis lters are obtained in the usual way:
G 0 (!) = e j! H 1 (! + );
Finally, recall that once the FIR lter bank is obtained, it can always be factored into a nite number of lifting steps. These steps can be sequentially rounded and, in this way, one can obtain the discrete version of the continuous transform.
D 
The cross p.s.d. R x12 (!) is given by: 
Observe that the two spectral eigenvalues are equal only at (and of course at ? ). As previously stated, at the points closest to the frequency values where 2 1 (!) = 2 2 (!) it is not possible to use the closed-form (79) even in the high redundancy hypothesis. So, for the Gauss-Markov source, a(!) (and consequently T (!)) can only be found numerically.
In Figure 5 , we show the frequency responses of the two analysis lters as a function of the redundancy for the case = 0:9. It is interesting to notice that the amplitude of the two frequency responses is exactly the same, the two lters di er only for the phase response. This is due to the presence of the principal component lter bank given by M(!) and to the constraint R 1 = R 2 which forces the matrix T (!) to have the shape given by Eq. (82). Moreover, notice that at high redundancies the two lters tend to be low-pass. In the case of = 0:9, the Gauss-Markov process is a low-pass process, thus the frequency responses of the two lters tend to preserve the frequency region where the p.s.d. of the input process is mostly concentrated. This
. This is because, if quantization is performed before the transform, the principal component lter bank does not represent the only solution that gives minimum coding rates. The same phenomenon happens in the block transform case, where the KLT does not represent the only transform that gives minimum rates if quantization is performed before the transform 12], 13]. Thus, this additional degree of freedom makes it possible to have a lter bank (or a block transform 13]) that achieves, at the same time, minimum coding rates and balanced rates. This is the solution that we have at low redundancies.
Finally, in Fig. 6 we show the frequency response of the two FIR analysis lters obtained with the minimization algorithm presented in Section 3.3. The lter are all of length 6. It is interesting to compare these frequency responses with the ones in Fig. 5 . In the FIR case, the amplitude responses of the two lters are not equal, but they tend to be close to each others at high redundancies. Moreover, in the high redundancy region the two frequency responses tend to be low-pass as in the ideal case.
IV. Performance analysis
In order to assess the performance of the lter bank proposed in the previous section, we compare it with the asymptotic ideal bounds found in Section 2 and with other two systems: the MD Transform Coder 2] and the MD-DPCM system 18]. In the next section, we brie y review these two systems. In the simulations, we consider two dif- is an ideal lowpass lter. Moreover, we consider two di erent scenarios: high rate, in nite delay/complexity and low rate, nite delay/complexity. In the rst scenario, the analysis and the results presented in the rst part of this paper are valid. The second more realistic simulation is important, because we do not have clear theoretical answers on the behaviour of the considered systems in this particular context. A. Other MD coding systems The Multiple Description Transform Coder 2] is illustrated in Fig. 8 . It is represented by two main elements: a linear transform which turns out to be a KLT and a set of Entropy Constrained MDSQ. Recall that a MDSQ produces a pair of indices for each input scalar sample. The The analysis part of the MD-DPCM system 18] is illustrated in Fig. 9 . P (z) = b 1 z ?1 + b 2 z ?2 is a second order predictor lter. The quantized predicted sequenceê n] is separated into two subsequences containing the even and the odd samples and these subsequences are sent over two di erent channels. If one subsequence is lost, it is linearly estimated using the received one. Now, if the input source is Gauss-Markov with regression coe cient , it turns out that the estimating lters present in the synthesis part of the system are realizable lters. Moreover, in this case, the side distortion is given by 18]: The interesting element to note is that, as for our system, the side distortion of the MD-DPCM system does not go to zero even at in nite rate.
B. High rate, in nite complexity performance We consider a rst order Gauss-Markov source. In the high rate and in nite complexity hypothesis, the performance of the Multiple Description Transform Coder is given by (90) where S(!) is given by (86). The side and central distortions of the MD-DPCM are given by (91) and (92). For the lter bank case, the lter responses are obtained numerically as shown in Section 3.4. Given the lter responses, the side distortion at high rates is given by Eqns. (57) and (58). The central distortion is obtained by numerically inverting the equations in (49).
In Figure 10 , we compare the four performances: MD Transform Coder, MD-DPCM, MD lter bank and ideal bounds, for the case of = 0:9 and R = 6 bit/sample/channel. As we can see the MDTC outperforms the other two systems. This is not astonishing since in the MDTC both the central and the side distortions decrease exponentially with the rate R. The side distortions of the MD-DPCM system and of our system su er of the systematic estimation error that becomes dominant at high rates and that does not reduce with the rate. It is also interesting to note that the gap between the ideal bounds and the MDTC is constant and equal to 3.06dB. This con rms that this system attains asymptotically optimal performance. C. Low rate, nite delay/complexity performance In practical settings, we are more interested in low rate behaviours and we have to deal with nite delay/complexity constraints. That means that either the KLT or the lters in the lter bank have nite length N. The FIR lters are designed using the numerical optimization presented in Section 3.3. 6 The Multiple Description Transform Coder is the same shown previously except that the KLT operates on blocks of nite length N. Bits are still allocated according to a single description allocation strategy and the MD scalar quantizers are designed such that the index assignment strategy is the same for each of the N components. The MD-DPCM system is made of realizable lters and does not need to be approximated.
In the rst simulation, we consider again a rst order Gauss-Markov process with memory = 0:9. Numerical results are shown in Fig. 11 . Here, we consider two bit-rates R = 2 and R = 3 bit/sample/channel and two di erent length constraints: N = 6 and N = 8. The graphs show the trade-o between side and central distortion for the three systems. The rst interesting thing to note is that, in the low rate regime, the Multiple Description Transform Coder, which is optimal at high rates, is generally outperformed by the other two systems. The MD-DPCM system is the best system in this context. Moreover, comparing the results of Fig. 10 and Fig. 11 , one can conclude that, in this case, our system can attain the same performance of the MD-DPCM system only at the price of in nite delay/complexity (i.e. with in nite length lters).
It seems that one of the reasons why the MD-DPCM system is superior to the other two is because it has been designed assuming that the input source is Gauss-Markov and, thus, it well exploits the particular structure of this source. The other two systems do not take particular advantage of the characteristics of the input source. For this reason, it is of interest to run similar simulations with a di erent Gaussian source. Numerical results are shown in Fig. 12 . In this case, the input source is a low-pass Gaussian source obtained as illustrated in Fig. 7 , where x 1 n] and x 2 n] are two i.i.d. Gaussian sources with variances 2 2 = 1:5 and 2 2 = 0:5 respectively. We consider two bit-rates R = 1 and R = 2 bit/sample/channel and two di erent length constraints: N = 6 and N = 8. We can see that, in this context, our system is the best system in the medium-low redundancy region. It is also of interest to note that the performance gap between our system and the MDTC reduces with the rate, in particular we have noticed that for rates greater than R = 3 bit/sample/channel the MDTC performs better also at low redundancies (See Fig. 13) . Finally, the performance of these two systems slightly increases with the length N but, the length, does not changes the performance gap between them.
In conclusion, this set of experiments indicate that, in the low bit rate regime and at low and medium redundancies, MD-DPCM and lter bank system perform better than the 6 For simplicity, we did not decompose the lters into lifting steps. Doing the decomposition would slightly improve the lter bank scheme. MDTC. Moreover, in this regime and for some classes of Gaussian sources, our system outperforms the other two.
V. Conclusions
In this work we have addressed the problem of MD coding in a subband framework. We have shown how to design perfect reconstruction lter banks that can minimize the side distortion given a certain amount of redundancy. Two other important contributions of this paper are: (a) the characterization of a region which is asymptotically the MD rate-distortion region for general stationary Gaussian sources, and (b) experimental results showing conditions under which our method outperforms other MD methods.
