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Abstract
In this paper we will study the existence of fundamental solutions for
the explicit and implicit backward time dependent Scho¨dinger equation,
via discrete Fourier transform and its symbol for the Laplace operator. In
both cases we will prove that the discrete fundamental solutions obtained
converges to the continuous fundamental solution in the l1−norm sense.
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1 Introduction
The potential theory is a useful tool to solve boundary value problems by the
help of integral equations on the boundary. For constructive analytical consid-
erations and also in the case of numerical applications it is necessary to have an
explicit expression of the fundamental solution. However, the integral represen-
tations obtained using potential theory are not suitable for an explicit compu-
tation of the solutions, due to unacceptable convergence rates of the integral’s
numerical approximations (for more details see [7]).
A more acceptable alternative in computational terms is given by the use of
finite difference approximations. In fact, the connection between the potential
theory and finite difference theory is based in the possibility of obtain explicit
expressions for the fundamental solutions. This second approach has been ap-
plied to elliptic operators, for example, in [3] and [8], where elliptic difference
operators were studied and representations for their fundamental solutions were
given. However, this approach is restricted to the stationary case. In fact, when
1
one takes the time evolution into account, for example, when the operators are
parabolic, additional difficulties appear. One of the main difficulties lyes in its
fundamental solutions, which must be study in distributional sense.
This paper is based on the work developed in [7], where an orthogonal de-
composition of the function spaces in terms of subspaces of null-solutions of the
correspondent Dirac operator were given. In order to extend this approach to
the nonstationary case we introduce Witt basis, as done in [1]. This will gives
us the possibility of apply techniques of the elliptic function theory to parabolic
domains.
For the study of the continuous Schro¨dinger equation
(−∆x − i∂t)u(x, t) = δ(x, t), (1)
we need to study the fundamental solution of the difference equation
((−∆h − i∂τ )Eh,τ ) (hm, τk) = δh,τ (hm, τk).
For that purpose, two approaches are available to us: either one considers
the explicit equation
((−∆h − i∂τ )Eh,τ ) (hm, τk) =


1
h3τ
if (hm, τk) = (0, 0)
0 if (hm, τk) 6= (0, 0)
, (2)
where ∆h, ∂τ and δh,τ are the discrete operators of the Laplacian, the discrete
time derivation and the discrete delta function; or we consider the implicit
version of the equation (2), with an additional time-step.
The paper will be divided as follows: on Section 2, we present some basic
notions about Clifford analysis and finite diferences approximations.
On Section 3 we shall study the existence and behavior of fundamental so-
lutions for the explicit non-stationary Schro¨dinger equation (2); this study will
be divided in three steps: first, we shall prove convergence of the discrete fun-
damental solution to the continuous one on a bounded domain. On the second
step, we prove convergence on a domain of type Gh× [T0,+∞[, T0 > 0. We will
finalize this section with the proof of convergence for the domain R3h×]0,+∞[τ .
On Section 4 we prove the existence of a discrete fundamental solution for
the implicit Schro¨dinger equation and that this fundamental solution converges
to the continuous one.
In Sections 3 and 4 we will omit a general discussion in discrete spaces of
distributions because, on the one hand we want to underline the analogy with
the continuous case. On the other hand we are interested in convergence results
in norms as strong as possible. Therefore, we investigate if Eh,τ belongs to the
space l1(R
3
h × R+τ ).
We will present an explicit expression for discrete fundamental solution of
both the explicit and implicit backward Schro¨dinger equation and we will prove
that these solutions belongs to the space lloc1 (R
3
h×R+τ ). Also, we will prove that
these fundamental solutions converges to the continuous one in l1−norm, when
the size of the mesh tends to zero.
2
2 Preliminaries
2.1 Clifford Analysis
Consider the n-dimensional vector space Rn endowed with a standard orthonor-
mal basis {e1, · · · , en} and satisfying the multiplication rules eiej + ejei =
−2δi,j.
We define the universal Clifford algebra Cℓ0,n as the 2
n-dimensional associa-
tive algebra with basis given by e∅ = 1, as the scalar unit, and eA = eh1 · · · ehk ,
where A = {h1, . . . , hk} ⊂ N = {1, . . . , n}, for 1 ≤ h1 < · · · < hk ≤ n. Each
element x ∈ Cℓ0,n will be represented by x =
∑
A xAeA and each non-zero
vector has their multiplicative inverse given by −x|x|2 . We denote the (Clifford)
conjugation x→ xCℓ0,n by means of its action on the basis elements
1
Cℓ0,n = 1 ej
Cℓ0,n = −ej abCℓ0,n = bCℓ0,naCℓ0,n .
We introduce the complexified Clifford algebra Cℓn as the tensorial product
C⊗ Cℓ0,n =
{
w =
∑
A
zAeA, zA ∈ C, A ⊂ N
}
,
where the imaginary unit interact with the basis elements as iej = eji, j =
1, . . . , n.
Finally we introduce the conjugate of w =
∑
A zAeA as w =
∑
A zA
CeA
Cℓ0,n .
Let now Ω ⊂ Rn × R+ denote a bounded domain with sufficiently smooth
boundary Γ = ∂Ω. A function u : Ω→ Cℓn has a representation u =
∑
A uAeA
with C−valued components uA. Properties such as continuity will be understood
component-wisely. In the following we will use the short notation Lp(Ω), C
k(Ω),
etc., instead of Lp(Ω, Cℓn), C
k(Ω, Cℓn). For more details see [4].
We consider the Dirac operator D =
∑n
j=1 ej
∂
∂xi
which has the property of
factorizing the n-dimensional Laplacian, that is, D2u = −∆u. A Cℓn-valued
function u defined on an open domainG, is said to be left-monogenic if it satisfies
Du = 0 on G.
Taking into account [1], we will imbed Rn into Rn+2. For that purpose we
add two new basis elements f and f† satisfying
f2 = f†
2
= 0, ff† + f†f = 1, fej + ejf = f
†ej + ejf
† = 0, j = 1, · · · , n. (3)
The set {f, f†} is said to be a Witt basis for R2 and it will allows us to create a
suitable factorization of the Schro¨dinger operator where only partial derivatives
are used.
2.2 Finite Difference Calculus
For each ∅ 6= G ⊂ Rn, (n ≥ 1), we denote the associated discrete domain Gh,
for a fixed mesh size h > 0, as
Gh = {hm = (hm1, ..., hmn) ∈ G : m ∈ Zn} .
3
For a continuous function f on G, we denote by Rhf its restriction to the
lattice Gh of mesh size h > 0.
In the following we consider functions restricted to the lattices R3h, R
+
τ . We
define the corresponding discrete l1-spaces in the usual way:
u ∈ l1(R3h) ⇔ ||u||l1(R3h) =
∑
m∈Z3
|u(hm)|h3 <∞
v ∈ l1(R+τ ) ⇔ ||v||l1(R+τ ) =
∑
k∈N
|v(τk)|τ <∞.
For a discrete function u : R3h × R+τ → C4 ∼ C ⊗ H, given as u(hm, kτ) =
(u0, u1, u2, u3), we have the finite difference approximation for the stationary
Dirac operators given by
D−+
h
u =
0
BB@
−∂−1
h
u1 − ∂−2
h
u2 − ∂−3
h
u3
∂−1
h
u0 − ∂3hu
2 + ∂2hu
3
∂−2
h
u0 + ∂3hu
1
− ∂1hu
3
∂−3
h
u0 − ∂2hu
1 + ∂1hu
2
1
CCA , D+−h u =
0
BB@
−∂1hu
1
− ∂2hu
2
− ∂3hu
3
∂1hu
0
− ∂−3
h
u2 + ∂−2
h
u3
∂2hu
0 + ∂−3
h
u1 − ∂−1
h
u3
∂3hu
0
− ∂−2
h
u1 + ∂−1
h
u2
1
CCA ,
uD−+
h
=
0
BB@
−∂−1
h
u1 − ∂−2
h
u2 − ∂−3
h
u3
∂−1
h
u0 + ∂3hu
2
− ∂2hu
3
∂−2
h
u0 − ∂3hu
1 + ∂1hu
3
∂−3
h
u0 + ∂2hu
1
− ∂1hu
2
1
CCA , uD+−h =
0
BB@
−∂1hu
1
− ∂2hu
2
− ∂3hu
3
∂1hu
0 + ∂−3
h
u2 − ∂−2
h
u3
∂2hu
0
− ∂−3
h
u1 + ∂−1
h
u3
∂3hu
0 + ∂−2
h
u1 − ∂−1
h
u2
1
CCA ,
where
∂±sh u
j =
(uj(hm± hes, kτ)− uj(hm, kτ))
h
, j = 0, 1, 2, 3, s = 1, 2, 3,
represent the spatial forward/backward difference operators. We remark that
these difference operators factorize the discrete Laplacian, in the sense that
D+−h D
−+
h u = D
−+
h D
+−
h u = −∆hu I4 =
(
3∑
s=1
∂−sh ∂
s
hu
s
)
I4,
where I4 is the 4× 4 identity matrix. In what follows we denote D+−h and D−+h
as forward/backward difference Dirac operators.
We also have the following (forward) time difference operator (for more de-
tails see [7] and [5])
∂τu
j(hm, kτ) =
uj(hm, τ(k + 1))− uj(hm, τk)
τ
, j = 0, · · · , 3.
Further, we use the notations
δh(hm) =
{
1
h3
if m = (0, 0, 0)
0 if m 6= (0, 0, 0) and δτ (τk) =
{
1
τ
if k = 0
0 if k 6= 0
for the discrete Delta function.
4
We will consider the discrete Fourier transform introduced by Stummel (see
[7] for more details) with respect to x,
(Fhu)(ξ, ·) =


h3
(2π)
3
2
∑
hm∈Z3
u(hm, ·) exp(ihmξ) for ξ ∈ Qh
0 otherwise
,
where Qh =
{
ξ = (ξ1, ξ2, ξ3) ∈ R3 : − π
h
< ξ1, ξ2, ξ3 < +
π
h
}
.
3 Explicit difference equation
As it was indicated before, in this section we study the explicit equation (2).
This will be done in two steps. In the first one we study the existence of a discrete
symbol of the operator in (2), which we use to construct Eh,τ , a fundamental
solution for discrete explicit Schro¨dinger backward time-dependent operator. In
the second part we will estimate the norm
||Eh,τ −RτRhE||l1(Gh×R+τ ),
which will allows to calculate its limit when h and τ tend to zero. Here, E is a
fundamental solution for the continuous Schro¨dinger backward time-dependent
operator, where RτRhE its restriction to the lattice.
3.1 Discrete Symbol of the Fundamental Solution
Let us consider the equation (2). In order to simplify the resolution of this
equation, we need to introduce the abbreviation for the symbol of the discrete
Laplace operator
d2 =
4
h2
(
sin2
(
hξ1
2
)
+ sin2
(
hξ2
2
)
+ sin2
(
hξ3
2
))
.
Applying the discrete Fourier transform to (2), we get the equation((
d2FhEh,τ − i∂τFhEh,τ
))
(ξ, t) =
1
(2π)
3
2
δτ (t)χh(ξ),
with χτ being the characteristic function of Qh, which has the solution
(FhEh,τ ) (ξ, t) = i
2π
H(t)
(
1− iτd2) tτ−1 χh(ξ). (4)
Using the restriction of the continuous inverse Fourier transform F , to the
R3h, F−1h = RhF , which acts as an inverse for Fh, we obtain
Eh,τ (hm, τk) = iH(τk)
(
(1− iτ∆h)k−1 δh
)
(hm), (5)
which is a fundamental solution of the discrete explicit Schro¨dinger backward
time-dependent equation.
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3.2 Convergence Result
As it was indicated before, we will now estimate the norm
||Eh,τ −RτRhE||l1(Gh×R+τ ).
This estimation will be done in two parts. In the first we will consider the
case of the time limited interval, i.e., we will estimate our norm in Gh×]0, T0]τ ,
with T0 ∈ R+. In the second part we will consider our norm in the Gh×]T0,+∞].
3.2.1 Case of the Limited Time Interval
Initially we shall study now the behavior of
||Eh,τ −RτRhE||l1(Gh×]0,T0]τ ).
For this purpose we rewrite the equation (2) in the form
Eh,τ (hm, τ(k + 1))
=
(
1 +
6iτ
h2
)
Eh,τ (hm, τk)
+
iτ
h2
[Eh,τ (h(m1 + 1), hm2, hm3, τk) + Eh,τ (h(m1 − 1), hm2, hm3, τk)
+ Eh,τ (hm1, h(m2 + 1), hm3, τk) + Eh,τ (hm1, h(m2 − 1), hm3, τk)
+ Eh,τ (hm1, hm2, h(m3 + 1), τk) + Eh,τ (hm1, hm2, h(m3 − 1), τk)] ,
which implies that Eh,τ is supported in a cone. From (5) and (6) we get
||Eh,τ (·, τ)||l1(R3h) ≤ 1 ||Eh,τ (·, τk)||l1(R3h) ≤ 1 ||Eh,τ (·, τ(k + 1))||l1(R3h) ≤ 1.
Further, let T0 = τm0, with m0 ∈ N and T0 ∈ R+. By addition with respect
to t, we get the estimation
||Eh,τ ||l1(Gh×]0,T0]τ ) ≤ ||Eh,τ ||l1(R3h×]0,T0]τ ) ≤
m0∑
k=1
τ = T0. (6)
Now we consider the continuous fundamental solution (see [2] for more de-
tails)
E(x, t) =
iH(t)
(4iπt)
3
2
exp
(
i|x|2
4t
)
(7)
of the continuous Schro¨dinger backward time-dependent operator.
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We get
||RhE(·, t)||l1(Gh) ≤ H(t)
∑
hm∈Gh
∣∣∣∣ i(4iπt) 32
∣∣∣∣
∣∣∣∣exp
(
ih2|m|2
4t
)∣∣∣∣ h3
=
H(t)
(4πt)
3
2
∑
hm∈Gh
h3
H(t)
(4πt)
3
2
V ol(Gh),
where V ol(Gh) =
∑
hm∈Gh
h3. Furthermore
||RτRhE||l1(Gh×]0,T0]τ ) =
m0∑
k=1
V ol(Gh)
(4πτk)
3
2
τ
=
V ol(Gh)
(4πτ)
3
2 τ
1
2
m0∑
k=1
1
k
3
2
≤


V ol(Gh)
T0
(4π)
3
2
if τ ≥ 1
V ol(Gh)
T0+m
2
0
(4π)
3
2
if 0 < τ < 1
. (8)
From (6) and (8) we conclude
||Eh,τ −RτRhE||l1(Gh×]0,T0]τ ) ≤


T0 + V ol(Gh)
T0
(4π)
3
2
if τ ≥ 1
T0 + V ol(Gh)
T0+m
2
0
(4π)
3
2
if 0 < τ < 1
.(9)
The previous inequality describes the approximation error of the fundamen-
tal solution (5) for small values of time variable.
3.2.2 Case of the Unlimited Time Interval
In the following, for t = τk ∈ R+τ with t > T0, we study
||Eh,τ (·, t)−RτRhE(·, t)||l1(Gh)
In order to guarantee the convergence of some series and integrals, we need
to consider the following regularized fundamental solution of the Schro¨dinger
operator
Eǫ(x, t) =
iH(t)
(4iπt)
3
2
exp
(
(−ǫ+ i)|x|2
4t
)
,
7
which converges, in Lp(G × R+), with 1 ≤ p < +∞, to the continuous funda-
mental solution (7).
We have
||Eh,τ (·, τk)−RτRhE(·, τk)||l1(Gh)
=
∑
hm∈Gh
|Eh,τ (hm, τk)−RτRhE(hm, τk)| h3
≤ V ol(Gh) max
hm∈Gh
|Eh,τ (hm, τk)−RτRhE(hm, τk)|
= V ol(Gh) max
hm∈Gh
∣∣(RhFFhEh,τ )(hm, τk) − (RτRhFF−1E)(hm, τk)∣∣
= V ol(Gh) max
hm∈Gh
[∣∣(RhFFhEh,τ )(hm, τk)− (RτRhFF−1Eǫ)(hm, τk)∣∣
+
∣∣(RτRhFF−1Eǫ)(hm, τk)− (RτRhFF−1E)(hm, τk)∣∣]
≤ V ol(Gh)
[∣∣∣∣ 12π
∫
R3
[
(FhEh,τ )(x, τk) − (RτF−1E)(x, τk)
]
exp (−ixξ) dξ
∣∣∣∣
+ max
hm∈Gh
∣∣(RτRhFF−1Eǫ)(hm, τk)− (RτRhFF−1E)(hm, τk)∣∣]
≤ V ol(Gh)
2π
[∫
R3
∣∣(FhEh,τ )(x, τk) − (RτF−1E)(x, τk)∣∣ |exp (−ixξ)| dξ
+ max
hm∈Gh
∣∣(RτRhFF−1Eǫ)(hm, τk) − (RτRhFF−1E)(hm, τk)∣∣]
=
V ol(Gh)
2π

||(FhEh,τ )(·, τk) − (RτF−1Eǫ)(·, τk)||L1(R3)︸ ︷︷ ︸
(I)
+ max
hm∈Gh
∣∣(RτRhFF−1Eǫ)(hm, τk)− (RτRhFF−1E)(hm, τk)∣∣︸ ︷︷ ︸
(II)

 .
(10)
By the convergence of the regularized fundamental solution Eǫ to the con-
tinuous one E, we conclude immediately that the term (II) converges to zero,
as ǫ goes to 0+. This fact implies that the study of (10) depends on the analysis
of the term (I). In this case, we need to split this study into the outside of Qh
and its inside.
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In R3 \Qh, we have for the term (I)
||(FhEh,τ )(·, τk) − (RτF−1Eǫ)(·, τk)||L1(R3)
= ||(RτF−1Eǫ)(·, τk)||L1(R3)
=
H(τk)
(4πt)
3
2
(2τk)3
ǫ
3
2
∣∣∣∣
∣∣∣∣exp
(
−τk|ξ|
2
ǫ
)
exp
(
−i
(
τk|ξ|2 − π
4
))∣∣∣∣
∣∣∣∣
L1(R3\Qh)
=
H(τk) 2 ǫ
3
2
(πτk)
3
2
exp
(
−τkπ
2
h2ǫ
)
.
(11)
In Qh we have for (I) the estimation
||(FhEh,τ )(·, τk) − (RτF−1Eǫ)(·, τk)||L1(R3)
=
H(τk)
(2π)
3
2
∣∣∣∣∣
∣∣∣∣∣(1− iτd2)k −
(
2τk
ǫ
) 3
2
exp
(
−τk|ξ|
2
ǫ
)
exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣∣
∣∣∣∣∣
L1(R3)
=
H(τk)
(2π)
3
2
(
2τk
ǫ
) 3
2
·
∣∣∣∣
∣∣∣∣( ǫ2τk
) 3
2
(1− iτd2)k − exp
(
−τk|ξ|
2
ǫ
)
exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣
∣∣∣∣
L1(R3)
≤ H(τk)
(2π)
3
2
(
2τk
ǫ
) 3
2
·


∣∣∣∣
∣∣∣∣( ǫ2τk
) 3
2
(1 − iτd2)k − exp
(
−τkd
2
ǫ
)
exp
(
−i
(
τkd2 − 3π
4
))∣∣∣∣
∣∣∣∣
L1(R3)︸ ︷︷ ︸
(III)
+
∣∣∣∣∣
∣∣∣∣∣exp
(
−τkd
2
ǫ
) 3
2
exp
(
−i
(
τkd2 − 3π
4
))
− exp
(
−τk|ξ|
2
ǫ
) 3
2
exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣∣
∣∣∣∣∣
L1(R3)


︸ ︷︷ ︸
(IV )
(12)
9
From
|ξ|2 − d2
ǫ
=
[
|ξ|2 − 4
h2
(
sin2
(
hξ1
2
)
+ sin2
(
hξ2
2
)
+ sin2
(
hξ3
2
))]
1
ǫ
≤
[
h2
12
(ξ41 + ξ
4
2 + ξ
4
3)
]
1
ǫ
≤ h
2|ξ|2
12ǫ
,
we get∣∣∣∣∣exp
(
−τkd
2
ǫ
) 3
2
exp
(
−i
(
τkd2 − 3π
4
))
− exp
(
−τk|ξ|
2
ǫ
) 3
2
exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣∣
≤
∣∣∣∣exp
(
−τkd
2
ǫ
)
− exp
(
−τk|ξ|
2
ǫ
)∣∣∣∣
∣∣∣∣exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣
+
∣∣∣∣exp
(
−τk|ξ|
2
ǫ
)∣∣∣∣
∣∣∣∣exp
(
−i
(
τkd2 − 3π
4
))
− exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣
≤
∣∣∣∣exp
(
−τkd
2
ǫ
)
− exp
(
−τk|ξ|
2
ǫ
)∣∣∣∣+ 2 exp
(
−τk|ξ|
2
ǫ
)
≤ τk
( |ξ|2 − d2
ǫ
)
exp
(
−τkd
2
ǫ
)
+ 2 exp
(
−τk|ξ|
2
ǫ
)
≤ τkh
2|ξ|2
12ǫ
exp
(
−4|ξ|
2τk
π2ǫ
)
+ 2 exp
(
−τk|ξ|
2
ǫ
)
,
which implies that (IV ) satisfies
(IV ) ≤ τkh
2
3ǫ
∫ √2π
h
0
∫ π
2
0
∫ π
h
−π
h
r5 exp
(
−4r
2τk
π2ǫ
)
dzdϕdr
+ 2
∫ √2π
h
0
∫ π
2
0
∫ π
h
−π
h
exp
(
− (τk)
2
ǫ
)
dzdϕdr
≤ π
8
192
[
exp
(
−8τk
ǫh2
)(
ǫ2h
(τk)2
+
8ǫ
τkh
+
32
h3
)
− ǫ
2h
(τk)2
]
+
2π2
h
(
πǫ
τk(h2 − 1)
) 1
2
∫ 2√ 2τk
ǫh
0
exp(−y2)dy. (13)
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Also, we have the following relation∣∣∣∣( ǫ2τk
) 3
2
(1− iτd2)k − exp
(
−τkd
2
ǫ
)
exp
(
−i
(
τkd2 − 3π
4
))∣∣∣∣
≤
( ǫ
2τk
) 3
2 |1− iτd2|k + exp
(
−τkd
2
ǫ
)
≤
( ǫ
2τk
) 3
2
(1 + τ2d4)k + exp
(
−τkd
2
ǫ
)
≤
( ǫ
2τk
) 3
2
(1 + τ2(h2 − 1)2|ξ|4)k + exp
(
−τk(h
2 − 1)|ξ|2
ǫ
)
,
which implies that
(III) ≤
( ǫ
2τk
) 3
2
∫ √2π
h
0
∫ π
2
0
∫ π
h
−π
h
(1 + τ2(h2 − 1)2r4)kdzdϕdr
+
∫ √2π
h
0
∫ π
2
0
∫ π
h
−π
h
exp
(
−τk(h
2 − 1)r2
ǫ
)
dzdϕdr
=
ǫπ2
τkh
∫ √2π
h
0
(1 + τ2(h2 − 1)2r4)kdr
+
π2
h
∫ √2π
h
0
exp
(
−τk(h
2 − 1)r2
ǫ
)
dr
=
ǫπ2
τkh
C1(ǫ, h, τ) +
π2
2h
(
πǫ
τk(h2 − 1)
) 1
2
∫ π
h
q
2τk(h2−1)
ǫ
0
exp(−y2)dy,
(14)
where
C1(ǫ, h, τ) =
∫ √2π
h
0
(1 + τ2(h2 − 1)2r4)kdr
tends to zero when ǫ < τ8 and
τ
h2
<
1
6π2
.
Taking into account the estimates obtained previously for the terms (III)
11
and (IV ) we conclude that inside Qh we have
(12) ≤ H(t)
(2π)
3
2
(
2τk
ǫ
) 3
2
[
ǫπ2
τkh
C1(ǫ, h, τ)
+
π2
2h
√
πǫ
τk(h2 − 1)
∫ π
h
q
2τk(h2−1)
ǫ
0
exp(−y2)dy
+
π8
192
[
exp
(
−8τk
ǫh2
)(
ǫ2h
(τk)2
+
8ǫ
τkh
+
32
h3
)
− ǫ
2h
(τk)2
]
+
2π2
h
√
ǫ
τk
∫ 2
h
√
2τk
ǫ
0
exp(y2)dy,
]
. (15)
Taking into account the estimations obtained in (11) and (15), we conclude
that
||Eh,τ (·, τk)−RτRhE(·, τk)||l1(Gh)
=
V ol(Gh)
2π
[
2H(τk)
( ǫ
πτk
) 3
2
exp
(
−τkπ
2
h2ǫ
)
+H(τk)
(
2τk
2πǫ
) 3
2
[
ǫπ2
τkh
C1(ǫ, h, τ)
+
π2
2h
√
πǫ
τk(h2 − 1)
∫ π
h
q
2τk(h2−1)
ǫ
0
exp(−y2)dy
+
π8
192
[
exp
(
−8τk
ǫh2
)(
ǫ2h
(τk)2
+
8ǫ
τkh
+
32
h3
)
− ǫ
2h
(τk)2
]
+
2π2
h
√
ǫ
τk
∫ 2
h
√
2τk
ǫ
0
exp(y2)dy,
]]
.
(16)
Evaluating now the l1−norm with respect to the time-lattice
||Eh,τ (·, τk) −RτRhE(·, τk)||l1(Gh×(T0,+∞)τ )
=
∣∣∣∣ ||Eh,τ (·, τk)−RτRhE(·, τk)||l1(Gh)∣∣∣∣l1((T0,+∞)τ )
=
+∞∑
k=m0+1
τ ||Eh,τ (·, τk) −RτRhE(·, τk)||l1(Gh)
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=
V ol(Gh)
2π
+∞∑
k=m0+1
[
2
(
2 ǫ
πkτ
) 3
2
exp
(
−kτπ
2
h2ǫ
)
+
(
kτ
πǫ
) 3
2
[
ǫπ2
kτh
C1(ǫ, h, τ)
+
π2
2h
√
πǫ
kτ(h2 − 1)
∫ π
h
q
2kτ(h2−1)
ǫ
0
exp(−y2)dy
+
π8
192
[
exp
(
−8kτ
ǫh2
)(
ǫ2h
(kτ)2
+
8ǫ
kτh
+
32
h3
)
− ǫ
2h
(kτ)2
]
+
2π2
h
√
ǫ
kτ
∫ 2
h
√
2ǫ
kτ
0
exp(−y2)dy
]]
.
(17)
After straightforward calculations we conclude that the previous series is
convergent and its sums, which we will denote by C2(h, h, τ), tends to zero
when ǫ < τ8 and
τ
h2
<
1
6π2
.
3.2.3 Main Result
Using the inequalities (9) and (17) we obtain the general estimation
||Eh,τ −RτRhE||l1(Gh×R+τ )
≤


T0 + V ol(Gh)
T0
(4π)
3
2
+ C2(ǫ, h, τ) if τ ≥ 1 ∧
(
ǫ < τ8 ∧ τ
h2
< 16π2
)
T0 + V ol(Gh)
T0+m
2
0
(4π)
3
2
+ C2(ǫ, h, τ) if 0 < τ < 1 ∧
(
ǫ < τ8 ∧ τ
h2
< 16π2
) .
For the purpose of our convergence theorem we require that h ≤ h0, where
h0 is an arbitrary constant. Now we can formulate the following convergence
theorem
Theorem 3.1. Let
τ2
h2
<
1
6π2
. Then
||Eh,τ −RτRhE||l1(Gh×R+τ ) → 0 for h, τ → 0+.
Proof. We prove that for an arbitrary δ > 0 there exists a constant h such that
||Eh,τ −RτRhE||l1(Gh×R+τ ) ≤ δ
Also, it is possible to choose a T0 in the lattice R
+
τ , and define
T+0 = T0 + ατ and T
−
0 = T0 − (1− α)τ with α ∈ [0, 1)
such that T+0 ∈ R+τ and T−0 ∈ R+τ . Obviously we have
||Eh,τ −RτRhE||l1(Gh×R+τ )
≤ ||Eh,τ −RτRhE||l1(Gh×]0,T+0 ]τ ) + ||Eh,τ −RτRhE||l1(Gh×(T−0 ,+∞)τ ) .
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Now, a simple estimation using (9) and (17) shows that the right-hand side of
the last inequality is bounded by δ.
4 Implicit Difference Equation
In this section we will make a similar study for the implicit equation, i.e, we will
initially obtain the fundamental solution E∗h,τ of the following implicit equation
(−∆hE∗h,τ )(hm, τ(k + 1))− i(∂τE∗h,τ )(hm, τk) = δh(hm) δτ (τk), (18)
and then we will develop similar convergent results for this solution.
Using the discrete Fourier transform again we find the solution
(FhE∗h,τ )(ξ, t) =
i
2π
(
1 + iτd2
)− t
τ χh(ξ)
in analogy to (4). Finally, we get the following system of equations to calculate
E∗h,τ (x, t)

E∗h,τ (hm, 0) = 0 for hm ∈ R3h
((1 − iτ∆h)E∗h,τ )(hm, τk) = δh(hm) if hm ∈ R3h
((1− iτ∆h)E∗h,τ )(hm, τ(k + 1)) = E∗h,τ (hm, τk) if hm ∈ R3h, τk ∈ R+0 , k ∈ Z+
. (19)
We note that it is also possible to describe the fundamental solution by
application of RhF
E∗h,τ (hm, τk) = RhF
(
H(t)
2π
(1 + iτd2)−
t
τ χh(ξ)
)
(hm, τk).
However, this does not proves our assertion, that of E∗h,τ being a fundamental
solution of (2). For that purpose, we need to do a similar study as in Section
2.2.
4.1 Existence of Fundamental Solution
First we have the following three lemmas
Lemma 4.1. Let fh be an arbitrary bounded function. Then the equation
(1− iτ∆h)vh = fh(x),
for all x ∈ R3h has a unique solution vh.
Proof. We will omit the presentation of this proof because it is very similar to
the proof of the Lemma 1 presented in [5].
The following two lemmas are proved in [5].
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Lemma 4.2. If fh ∈ l1(R3h), then vh ∈ l1(R3h).
Lemma 4.3. If |fh(x)| < K1e−c1|x| and |eh(x)| ≤ K2e−c2|x| with 0 < c1 < c2,
then vh(x) ≤ K5e−(c1−δ)|x| for all δ > 0.
With this three results we can present the following result about the existence
of the fundamental solution.
Theorem 4.4. System (19) has a unique solution E∗h,τ and for arbitrary T0 <
∞ it holds E∗h,τ ∈ l1(R3h × [0, T0]).
Proof. The assertion follows from Lemmas 4.1, 4.2 and 4.3. We remark that the
consideration in Lemma 4.3 can be repeated as long as necessary. An estimation
of the l1−norm with respect to t is possible because the number of time steps
is bounded.
4.2 Convergence
For t = 0 we can write the difference equation in the form(
−i+ 6τ
h2
)
E∗h,τ (hm, τk) = δh(hm)
+
τ
h2
[
E∗h,τ (h(m1 + 1), hm2, hm3, τk) + E
∗
h,τ (h(m1 − 1), hm2, hm3, τk)
+E∗h,τ (hm1, h(m2 + 1), hm3, τk) + E
∗
h,τ (hm1, h(m2 − 1), hm3, τk)
+E∗h,τ (hm1, hm2, h(m3 + 1), τk) + E
∗
h,τ (hm1, hm2, h(m3 − 1), τk)
]
,
We have that∣∣∣∣−i+ 6τh2
∣∣∣∣ ∑
m∈R3
h
∣∣E∗h,τ (hm, τ)∣∣ h3 ≤ 1 + 6τh2 ∑
m∈R3
h
∣∣E∗h,τ (hm, τ)∣∣ h3,
which implies that
||E∗h,τ (·, τ)||l1(R3h) ≤ 1.
In the same way we prove that the inequality
||E∗h,τ (·, τ(k + 1))||l1(R3h) ≤ ||E
∗
h,τ (·, τk)||l1(R3h),
for each k ≥ 1 starting with the corresponding equations (19). We obtain
||E∗h,τ ||l1(Gh×]0,T0]τ ) ≤ ||E∗h,τ ||l1(R3h×]0,T0]τ )
≤
m0∑
k=1
τ = T0.
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In relation to the continuous fundamental solution we have the result (8)
||RτRhE||l1(Gh×]0,T0]τ ) =
m0∑
k=1
V ol(Gh)
(4πkτ)
3
2
τ
=
V ol(Gh)
(4πτ)
3
2 τ
1
2
m0∑
k=1
1
k
3
2
≤


V ol(Gh)
T0
(4π)
3
2
if τ ≥ 1
V ol(Gh)
T0+m
2
0
(4π)
3
2
if 0 < τ < 1
. (20)
Now we study
||E∗h,τ (·, τk) −RhE(·, τk)||l1(Gh),
para k > m0. In order to estimate the right hand side of (10) we need to study
the following inequality, which is very similar to (12)
||(FhE∗h,τ )(·, τk) − (RτRhF−1Eǫ)(·, τk)||L1(R3)
≤ H(τk)
(2π)
3
2
(
2τk
ǫ
) 3
2
·


∣∣∣∣
∣∣∣∣( ǫ2τk
) 3
2
(1 + iτd2)−k − exp
(
−τkd
2
ǫ
)
exp
(
−i
(
τkd2 − 3π
4
))∣∣∣∣
∣∣∣∣
L1(R3)︸ ︷︷ ︸
(V )
+
∣∣∣∣∣
∣∣∣∣∣exp
(
−τkd
2
ǫ
) 3
2
exp
(
−i
(
τkd2 − 3π
4
))
− exp
(
−τk|ξ|
2
ǫ
) 3
2
exp
(
−i
(
τk|ξ|2 − 3π
4
))∣∣∣∣∣
∣∣∣∣∣
L1(R3)


︸ ︷︷ ︸
(V I)
.
(21)
Taking into account that (V I) = (IV ) and the following relation∣∣∣∣( ǫ2τk
) 3
2
(1 + iτd2)−k − exp
(
−τkd
2
ǫ
)
exp
(
−i
(
τkd2 − 3π
4
))∣∣∣∣
≤
( ǫ
2τk
) 3
2
(1 + τ2(h2 − 1)2|ξ|4)k + exp
(
−τk(h
2 − 1)|ξ|2
ǫ
)
,
16
we conclude that the results obtained are equal to the conclusions obtained in
(17). In this sense we can say that
||E∗h,τ −RτRhE||l1(Gh×(T0,+∞)τ ) ≤ C2(ǫ, h, τ) (22)
where C2(ǫ, h, τ) is a quantity that tends to zero when ǫ < τ
8 and
τ
h2
<
1
6π2
.
From (20) and (22) we obtain
||E∗h,τ −RτRhE||l1(Gh×(T0,+∞))
≤


T0 + V ol(Gh)
T0
(4π)
3
2
+ C2(h, h, τ) if τ ≥ 1 ∧ ǫ < τ8 ∧ τh2 < 16π2
T0 + V ol(Gh)
T0+m
2
0
(4π)
3
2
+ C2(h, h, τ) if 0 < τ < 1 ∧ ǫ < τ8 ∧ τh2 < 16π2
.
In this conditions we can present the following theorem
Theorem 4.5. For h→ 0 and τ → 0 we have the convergence
||E∗h,τ (·, t)−RτRhE(·, t)||l1(Gh×R+τ ) → 0.
Proof. For an arbitrary δ we can choose h and τ such that
||E∗h,τ (·, t)−RτRhE(·, t)||l1(Gh×R+τ ) ≤ δ.
If we consider the same T0 of the Theorem 1 and we use T
+
0 in (20) and T
−
0 for
(22) we obtain the desired result.
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