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Résumé
La mise en oeuvre de méthodes d'assimilation d'ensemble est une technique assez récente
visant à simuler les erreurs d'analyse et de prévision d'un système d'assimilation de données.
Cela permet d'une part d'estimer des covariances spatiales des erreurs de prévision, qui sont un
ingrédient essentiel des systèmes d'assimilation de données, dans la mesure où elles permettent
de ﬁltrer et de propager spatialement l'information observée. La dépendance de ces covariances
d'erreur à la situation météorologique devient ainsi accessible avec ces techniques d'ensemble.
D'autre part, l'assimilation d'ensemble est également une méthode de plus en plus utilisée pour
fournir des perturbations initiales aux systèmes de prévision d'ensemble.
Une telle approche peut être mise en place non seulement dans un système modélisant
l'atmosphère sur l'ensemble du globe, mais aussi dans un système régional à aire limitée, en
utilisant dans ce cas des conditions limites latérales appropriées.
Les travaux eﬀectués consistent à examiner certaines propriétés de sensibilité de ces tech-
niques d'assimilation d'ensemble dans ces deux types de contextes (à savoir global et régional,
respectivement).
Il s'agit premièrement d'étudier la sensibilité d'un système global d'assimilation d'ensemble
à son initialisation. Pour cela on compare une technique d'initialisation "à froid" (basée sur
des perturbations initiales nulles) avec une méthode basée sur des perturbations initiales tirées
d'un modèle de covariance.
Dans une deuxième partie, la sensibilité d'une assimilation d'ensemble régionale aux condi-
tions limites latérales est examinée. Dans cette perspective, une comparaison entre diﬀérentes
techniques de production des perturbations latérales est réalisée. Il s'agit notamment de com-
parer les approches basées sur des perturbations latérales qui sont soit nulles, soit tirées d'un
ensemble global, ou encore produites à l'aide d'un modèle de covariance.
Ces études de sensibilité sont menées en utilisant des expérimentations avec les systèmes
global Arpege et régional Aladin. Ce travail s'appuie par ailleurs sur une formalisation des
équations qui gouvernent l'évolution des perturbations au sein d'une assimilation d'ensemble.
Ces études permettent de documenter de manière inédite les propriétés de ces assimilations
d'ensemble, et de déﬁnir des stratégies de mise en oeuvre en grandeur réelle pour l'assimilation
de données ainsi qu'éventuellement pour la prévision d'ensemble.

Abstract
The implementation of ensemble assimilation methods is a fairly recent technique used to
simulate the analysis and forecast errors within a data assimilation system. On the one hand,
this allows to estimate the spatial covariances of forecast errors, which are an essential com-
ponent in data assimilation systems, insofar as they are used to ﬁlter and disseminate spatially
the observed information. The dependence of such error covariances to the weather situation
becomes accessible with these ensemble techniques. On the other hand, the ensemble assimi-
lation is a method increasingly used to provide initial perturbations to ensemble prediction
systems.
Such approach may be implemented not only in a system modeling the atmosphere throu-
ghout the globe, but also in a regional system with limited area using suitable lateral boundary
conditions.
The topic of this thesis consists on examining some sensitivity properties of these ensemble
assimilation techniques in both contexts (global and regional, respectively).
In the ﬁrst part, the sensitivity of a global ensemble assimilation system to its initialization
is examined. This is conducted by comparing a "cold" initialization technique (initial pertur-
bations equal to zero) with a method using initial perturbations which are randomly drawn
from a covariance model.
In the second part, the sensitivity of a regional ensemble assimilation to lateral boundary
conditions is considered. In this context, a comparison between diﬀerent techniques produ-
cing lateral boundaries is achieved. It involves comparing approaches using lateral boundary
perturbations which are equal to zero or drawn from a global ensemble, or generated using a
covariance model.
These sensitivity studies are conducted using experiments with the global and regional mo-
deling systems, ARPEGE and ALADIN respectively. Furthermore, this work is based on a
formalization of the equations governing the evolution of perturbations in an ensemble assimi-
lation.
These studies help to document in a novel manner the ensemble assimilation properties,
and develop strategies for implementing in real scale of data assimilation and possibly ensemble
prediction systems.
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Introduction
Les mouvements atmosphériques peuvent être modélisés par les équations de Navier-Stokes,
un jeu d'équations aux dérivées partielles dont on ignore la solution exacte. Les équations
primitives atmosphériques constituent une variante simpliﬁée des équations de Navier-Stokes,
elles sont utilisées dans les calculs de base des modèles de prévision météorologique.
Pour résoudre ce système d'équations, les météorologues et mathématiciens font appel à
la simulation numérique, ils utilisent des procédés et schémas numériques sophistiqués aﬁn
de fournir une bonne approximation des valeurs de la solution. Ces procédés reposent sur le
principe de la discrétisation spatiale et temporelle des équations aﬁn de permettre un calcul
numérique sur ordinateur. La simulation devient discontinue dans l'espace sur une grille tridi-
mensionnelle de calcul et dans le temps puisque les calculs sont eﬀectués pour des pas de temps
consécutifs.
La résolution de ce nouveau système d'équations, bien que plus simple, demande énormé-
ment de ressources de calcul. L'augmentation fulgurante de la puissance de calcul des super-
calculateurs, les grands progrès en météorologie théorique et en méthodes de calcul numérique
ont permis d'avoir des modèles de prévision numérique du temps (PNT) toujours plus réalistes
et eﬃcaces.
Les équations décrivant la dynamique de l'atmopshère sont des équations d'évolution qui,
en fonction de l'état initial, décrivent l'évolution de l'état futur de l'atmosphère. Pour obte-
nir cet état initial, l'idéal serait de mesurer les paramètres météorologiques en chaque point
de la Terre, en surface et en altitude, et ce au même moment, ce qui n'est pas possible dans
la pratique. Les mathématiciens ont contourné ce problème par ce que l'on appelle assimila-
tion de données. Celle-ci consiste en un ensemble de méthodes mathématiques et numériques
complexes permettant de combiner de manière optimale des observations météorologiques hé-
térogènes dans l'espace et dans le temps et une première estimation de l'état de l'atmosphère,
l'ébauche, qui correspond à une prévision courte échéance, aﬁn d'estimer le meilleur état initial
possible, appelé analyse. Le premier chapitre de cette thèse rappelle les bases et principes
théoriques de la prévision numérique et de l'assimilation de données en météorologie.
Ces sources d'information, à savoir l'ébauche et les observations, ne sont pas parfaites. Les
données atmosphériques observées contiennent des erreurs instrumentales et des erreurs de re-
présentativité. Et l'ébauche, la prévision courte échéance, est elle aussi imparfaite à cause des
erreurs de modélisation et des erreurs dans les conditions initiales. Le système d'assimilation
tient compte des limites de ces deux connaissances par l'utilisation de respectivement les ma-
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trices de covariance d'erreur d'ébauche et d'observation B et R. En eﬀet, les inverses de ces
matrices B−1 et R−1 permettent de pondérer les deux sources d'information dans le système
d'assimilation de données, en fonction du degré de conﬁance qu'on leur attribue.
Par analogie à l'assimilation de données classique qui consiste à utiliser un jeu de données
d'observations et une ébauche pour produire une analyse, l'assimilation d'ensemble consiste
(sous l'une de ses formes les plus répandues) à utiliser un ensemble de n jeux d'observations
perturbées et n ébauches perturbées, aﬁn de produire un ensemble de n réalisations d'analyse
qui soient représentatives des incertitudes d'analyse. Ensuite, on fait évoluer ces analyses en
intégrant le modèle de prévision n fois pour obtenir n prévisions diﬀérentes. On déﬁnit une
perturbation pour un membre i de l'ensemble constitué de n membres comme étant l'écart
entre l'état perturbé x˜i et la moyenne de l'ensemble x˜, avec x˜ = 1n
∑n
i=1 x˜i. Au cours de
cette thèse, des systèmes d'assimilation d'ensemble sont étudiés dans un contexte global mo-
délisant l'atmosphère sur tout le globe et dans un contexte régional sur un domaine à aire
limitée. La conception de ces systèmes s'est fortement inspirée des travaux de [Evensen, 1994]
et [Evensen, 2003] sur le ﬁltre de Kalman d'ensemble.
Le deuxième chapitre est scindé en deux parties. La première s'intéresse aux méthodes d'en-
semble, l'accent est mis en particulier sur l'assimilation d'ensemble variationnelle adoptée dans
les travaux de recherche de cette thèse, et sur leur potentiel à fournir des statistiques d'erreur
d'ébauche du jour ainsi que des valeurs aux limites latérales. La deuxième partie s'intéresse
au rôle et aux propriétés de la matrice B, ainsi qu'à sa modélisation à travers une séquence
d'opérateurs.
La mise en oeuvre de l'assimilation d'ensemble permet de simuler les erreurs de prévision
d'un système déterministe d'assimilation de données. En eﬀet, comme il est impossible de dé-
terminer avec exactitude l'état vrai de l'atmosphère, ainsi que l'erreur d'ébauche, qui est l'écart
entre l'ébauche et l'état vrai de l'atmosphère, l'erreur d'ébauche sera simulée par la perturbation
d'ébauche. Ce mécanisme d'ensemble permet d'estimer soit des covariances d'erreur statiques
(spatialement et temporellement) à partir d'un ensemble en temps diﬀéré d'ébauches per-
turbées sur une période donnée ([Buehner et al., 2005] ; [Belo Pereira et Berre, 2006]), soit des
covariances d'erreur dépendantes de la situation météorologique en cours déduites d'un système
d'assimilation d'ensemble en temps réel, ce qui semble être plus pertinent ([Kucukkaraca et Fisher, 2006] ;
[Berre et al., 2007] ; [Raynaud et al., 2011]). L'intérêt des statistiques d'erreur d'ébauche dé-
pendantes de l'écoulement peut consister par exemple à donner plus de poids aux observations
qui servent à corriger l'ébauche notamment dans les régions dynamiquement et/ou physique-
ment actives comme pour les tempêtes ou les cyclones tropicaux, où les incertitudes d'ébauche
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sont relativement fortes.
Une des contraintes des méthodes d'ensemble est leur coût numérique très élevé. En pra-
tique, aujourd'hui, les ensembles sont constitués d'une dizaine à une petite centaine de membres.
Associé à cela, la taille ﬁnie de l'ensemble engendre un signal parasite appelé bruit d'échantillon-
nage. Des études antérieures ont montré que la combinaison d'un petit ensemble (6 membres par
exemple) et d'un ﬁltrage spatial objectif peut fournir une bonne information sur les variances
d'erreur ensemblistes ([Berre et al., 2007] ; [Raynaud et al., 2009]).
Le succès d'un système d'assimilation et de prévision dans ses deux conﬁgurations, à savoir
déterministe et ensembliste, repose en bonne partie sur la connaissance précise des conditions
initiales de l'état de l'atmosphère. La connaissance de conditions initiales les plus précises pos-
sibles est, cependant, un problème délicat à cause du caractère chaotique de la trajectoire du
système dynamique atmosphérique. Henri Poincaré fut le premier à réﬂéchir au problème de la
dépendance du comportement de certains systèmes vis-à-vis des conditions initiales : Si nous
connaissions exactement les lois de la Nature et la situation de l'univers à l'instant initial, nous
pourrions prédire exactement la situation de ce même univers à un instant ultérieur. Mais, lors
même que les lois naturelles n'auraient plus de secret pour nous, nous ne pourrions connaître
la situation initiale qu'approximativement. (...), il peut arriver que de petites diﬀérences dans
les conditions initiales en engendrent de très grandes dans les phénomènes ﬁnaux ; une petite
erreur sur les premières produirait une erreur énorme sur les derniers. La prédiction devient
impossible.  (Science et méthode, publié en 1908).
Cette reﬂexion n'a été mise en évidence expérimentalement qu'en 1963 par le météorologue
Edward Lorenz qui a montré que l'évolution d'un système dynamique très simpliﬁé, mais ins-
piré de la prévision atmosphérique, est extrêmement sensible à l'état initial : l'utilisation de
conditions initiales avec une précision de trois chiﬀres au lieu de six après la virgule a mené
à des prévisions tout à fait opposées. L'état initial n'étant jamais connu avec une précision
parfaite, la prévision numérique de l'état de l'atmosphère contiendra des erreurs qui croissent
avec le temps d'abord de façon exponentielle (dans la phase des petites erreurs, linéaire) puis
vont saturer pour une amplitude donnée (phase non linéaire). C'est la limite inévitable de la
prévisibilité des modèles.
Aux équations de circulation atmosphérique et aux conditions initiales, on doit adjoindre
les conditions aux limites pour pouvoir résoudre le système d'équations d'évolution de l'atmo-
sphère. Tous les modèles ont besoin des valeurs de toutes les variables pronostiques le long
de chaque limite du modèle. Les modèles à aire limitée ont des limites verticales, dites aussi
latérales, et des limites horizontales (sommet et surface inférieure). Les modèles globaux n'ont
en revanche que des limites horizontales. Idéalement, comme pour les conditions initiales, les
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conditions aux limites devraient être basées sur des données observées, ce qui s'avère impossible
à avoir. En pratique, pour les modèles à aire limitée, les conditions aux limites latérales sont
obtenues à partir d'un modèle à plus grand domaine. Pour des raisons d'implémentation, le
modèle coupleur peut ne pas être disponible localement dans un centre donné de PNT, ce qui
engendre la contrainte de dépendance aux sorties de prévision d'un autre système de PNT et
des coûts supplémentaires de télécommunication.
A part son potentiel d'estimer des covariances d'erreur du jour pour un système déter-
ministe d'assimilation de données, l'assimilation d'ensemble permet également de fournir des
champs perturbés (initiaux et/ou latéraux) aux systèmes de prévision d'ensemble, qui visent à
simuler les incertitudes de la prévision. L'objectif de cette thèse a consisté à examiner certaines
propriétés de sensibilité de ces techniques d'assimilation d'ensemble dans les deux contextes,
global et régional. Dans le troisième chapitre de cette thèse, j'aborde la question de sensibi-
lité du système global d'assimilation d'ensemble ARPEGE à son initialisation. Cette étude a
été menée en comparant une technique d'initialisation à froid, basée sur des perturbations
d'ébauche initiales nulles, avec une méthode basée sur des perturbations d'ébauche initiales
issues d'un tirage aléatoire à partir d'un modèle de covariance.
Dans le quatrième chapitre, la sensibilité du système d'assimilation d'ensemble régionale
ALADIN-France aux conditions aux limites latérales est examinée. Dans cette perspective,
une comparaison entre diﬀérentes techniques de production des perturbations latérales est
réalisée. Il s'agit notamment de comparer les approches basées sur des perturbations latérales
qui sont soit nulles, soit tirées de l'ensemble global d'assimilation de données de Météo-France
[Berre et al., 2007], soit produites par tirage aléatoire à partir d'un modèle de covariance.
Chapitre 1
Prévision numérique du temps et
assimilation de données
1.1 Introduction
Le processus de combinaison d'une prévision récente sur une grille discrète régulière, l'ébauche,
avec des observations, aﬁn de trouver un état initial de l'atmosphère le plus précis possible
sur cette grille, est appelé assimilation de données. Ce processus est basé sur une estimation
statistique ; l'état initial recherché, appelé analyse, correspond à l'état de variance d'erreur
minimale, étant données les covariances d'erreur d'ébauche et d'observations. Ce processus est
répété au cours du temps, à l'inﬁni, il s'agit d'un cycle d'assimilation de données.
La première application de l'assimilation de données en météorologie a eu lieu dans les an-
nées 1950 avec le ﬁltre de Cressman, puis l'intepolation optimale introduite par [Gandin, 1963].
Depuis le début des années 90, les centres de prévision numérique ont commencé à utiliser l'as-
similation variationnelle 3D-Var, puis 4D-Var à partir du début des années 2000. Ces schémas,
plus sophistiqués, d'assimilation variationnelle ont permis la prise en compte de nouvelles ob-
servations plus complexes, en particulier les données satellitaires.
L'ébauche, prévision à court terme, forme le point de départ du processus de création de
l'analyse, elle contient l'état du modèle issu des analyses précédentes.
Des informations observées, mesurées par diﬀérents systèmes d'instruments, sont fusionnées
avec l'ébauche dans le processus d'assimilation de données aﬁn de produire l'analyse. Ces
observations, dispersées dans le temps et dans l'espace, sont généralement traitées et corrigées
avant d'être incorporées dans le système d'assimilation. Elles servent à apporter de petites
corrections à l'ébauche qui est censée être de bonne qualité. Dans les régions où il y a peu
d'observations, l'ébauche contribue presque exclusivement à l'analyse.
Le modèle de prévision est aussi un élément essentiel d'un bon système d'assimilation de
données, il doit projeter dans le futur l'information provenant de l'analyse et prévoir avec
réalisme les structures météorologiques.
Le processus de prévision météorologique est ainsi constitué essentiellement de trois étapes :
la collecte des observations, l'assimilation des données observées aﬁn de produire l'état initial
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pour le système d'équations discrétisées dans le modèle de prévision numérique, et l'intégration
du modèle pour projeter cet état initial dans le futur et produire des prévisions. Malheureu-
sement, des erreurs s'introduisent dans chacune de ces étapes. Par exemple, des erreurs de
mesure instrumentale et des erreurs de représentativité (associées aux échelles spatiales qui ne
sont pas représentées dans le modèle) aﬀectent les observations. D'autres erreurs introduites
dans le processus d'assimilation de données proviennent des hypothèses mathématiques, des
approximations menant au jeu d'équations simpliﬁées, des erreurs de discrétisation (spatiale et
temporelle), de la physique imparfaite du modèle (phénomènes physiques non pris en compte),
de la précision du schéma numérique, de la formulation des conditions aux limites latérales
(dans le cas d'un modèle à aire limitée), etc. Toutes ces erreurs sont intrinsèques, les quantiﬁer
avec précision ou les éliminer complètement est diﬃcile, voire impossible ; le mieux que les
météorologistes puissent faire est de réduire ces erreurs au minimum en étant le plus précis
possible dans la spéciﬁcation des conditions initiales, des conditions aux limites latérales pour
un modèle régional, être judicieux dans le choix des schémas, paramétrisations, approximations,
etc, et tenir compte des erreurs inévitables dans le complexe processus qu'est l'assimilation de
données.
1.2 Prévision numérique du temps
1.2.1 Lois d'évolution de l'atmosphère
Si, comme le pense chaque homme raisonnant scientiﬁquement, les phénomènes atmosphé-
riques se développent à partir de ceux qui les précèdent suivant des lois précises, on peut en
déduire que les conditions nécessaires et suﬃsantes pour une solution rationnelle de la prévision
en météorologie sont les suivantes :
 on doit connaître avec une précision suﬃsante l'état de l'atmosphère à un instant donné,
 on doit connaître avec une précision suﬃsante les lois selon lesquelles un état de l'atmo-
sphère se développe à partir de l'état précédent.
[Bjerknes, 1904], traduction en français par [Gondouin, 1995].
La qualité des prévisions météorologiques dépend donc de la qualité des lois qui décrivent
l'évolution de l'état de l'atmopshère (le modèle de prévision numérique du temps), et de l'état
initial fourni à ce modèle de prévision.
Les lois d'évolution de l'état de l'atmopshère sont très complexes. Elles incluent les lois
fondamentales de la mécanique des ﬂuides : la conservation de la masse, de la quantité de
mouvement et de l'énergie. Elles incluent également certaines caractéristiques concernant le
rayonnement solaire, le rôle du relief et des océans, le type de sol et de végétation, etc. En
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eﬀet, le système atmosphérique fait intervenir une multitude de phénomènes physiques et chi-
miques dont certains ne sont pas bien maîtrisés. Le déﬁ est d'identiﬁer les phénomènes qui ont
de l'importance et négliger les autres, résoudre explicitement certains de ces phénomènes, et
implicitement ceux dont la résolution explicite est très diﬃcile, etc.
Les principaux champs du modèle utilisés pour décrire l'état de l'atmosphère comprennent
généralement, les composantes zonale et méridienne du vent u et v, la température T , la
pression de surface Ps et l'humidité q. Ces variables dépendent du temps t, et des coordonnées
horizontales x et y et verticales z.
Compte tenu de l'ordre de grandeur des divers termes des équations pour l'atmosphère
terrestre, un certain nombre d'approximations peuvent être réalisées :
 Le ﬂuide est un gaz parfait.
 Le ﬂuide est contenu dans une surface sphérique de rayon a et d'altitude z qu'on né-
glige, conduisant à remplacer la distance radiale z + a par le rayon moyen de la terre a
(approximation de la pellicule sphérique mince).
 Le ﬂuide est en équilibre hydrostatique ; cela stipule que la composante verticale de la
force de pression est en équilibre exact avec la force gravitationnelle. Cette hypothèse
est valable aux échelles synoptiques pour lesquelles les vitesses verticales sont d'un ordre
de grandeur inférieur à celui des vitesses horizontales et donc l'accélération verticale est
négligée.
 La composante horizontale de la force de Coriolis résultant du mouvement vertical est
négligée.
En tenant compte de ces approximations, les équations primitives s'écrivent comme suit :
 Equation pour le vent horizontal
d~VH
dt
= −
~∇HP
ρ
− 2~Ωz × ~VH + ~FH
 Equation d'équilibre hydrostatique
0 = −1
ρ
∂P
∂z
− g
 Equation de continuité
dρ
dt
= −ρ~∇.~V
 Equation de la thermodynamique
Cp
dT
dt
=
RT
P
dP
dt
+Q
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 Equation d'état
P = ρRT
 Equation de la vapeur d'eau
dq
dt
= Q
′
où :
x, y, z, t : coordonnées d'espace et de temps.
R : constante des gaz pour l'air sec.
Cp : chaleur spéciﬁque à pression constante de l'air sec.
ρ : masse volumique de l'air atmosphérique.
g : accélération de la pesanteur.
Q : apport massique de chaleur.
Q
′
: apport massique de vapeur d'eau.
P : pression.
T : température absolue.
~V : vecteur vent, de composantes u, v et w.
~VH : vecteur vent horizontal, de composantes u et v.
~FH : force de frottement.
~Ωz : composante verticale du vecteur vitesse angulaire de la rotation de la terre.
q : humidité spéciﬁque.
~∇.~V = ∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
: divergence de la vitesse.
~∇H : [ ∂∂x , ∂∂y ] : gradient horizontal.
d.
dt
= ∂.
∂t
+ u ∂.
∂x
+ v ∂.
∂y
+ w ∂.
∂z
1.2.2 Méthodes numériques
Les champs météorologiques sont des fonctions continues dans le temps et dans l'espace.
La résolution analytique du système d'équations diﬀérentielles est impossible. C'est pour cela
que les mathématiciens ont recours à la simulation numérique qui vise à fournir une bonne
approximation des valeurs de la solution. Cette simulation utilise des schémas sophistiqués
qui reposent sur le principe de la discrétisation spatiale sur une grille tridimensionnelle et la
discrétisation temporelle puisque les calculs sont eﬀectués pour des pas de temps consécutifs.
Le temps et l'espace sont ainsi découpés en un nombre ﬁni d'intervalles, et l'on considère que
les variables recherchées, la température T par exemple, ont une valeur uniforme à l'intérieur
de chaque intervalle.
Le problème ainsi posé est de dimension ﬁnie. Les dérivées sont alors approximées par des
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Fig. 1.1  Représentation schématique de la discrétisation tridimensionnelle. Source : Météo-
France.
diﬀérences ﬁnies. Par exemple, si l'on découpe l'axe des y en morceaux d'égale longueur ∆y,
la dérivée par rapport à y d'une fonction f au point y0 peut être approximée par le rapport
[f(y0+∆y)−f(y0)]
∆y
. En procédant ainsi, on transforme le système d'équations diﬀérentielles initial
en un système d'équations algébriques à N inconnues, où N est très grand : nombre de points
de grille fois nombre de variables fois nombre de pas de temps.
La résolution de ce nouveau système discrétisé, bien que plus simple, demande énormément
de calculs numériques. Et plus on découpe ﬁnement l'espace et le temps (pour se rapprocher
de la réalité) plus les calculs sont coûteux.
La ﬁgure (1.1) représente un exemple de discrétisation spatiale tridimensionnelle pour un
modèle numérique sur la sphère.
1.2.3 Types de modèles de PNT
Les modèles de PNT n'ont pas cessé d'évoluer depuis l'apparition des premiers calculateurs
dans les années 1950. L'amélioration considérable des méthodes de calcul, la meilleure compré-
hension de la météorologie théorique et l'augmentation fulgurante des ressources de calcul ont
joué un grand rôle dans cette évolution. En eﬀet, les très vieux modèles de PNT étaient des
modèles barotropes1 qui négligent les mouvements verticaux. Ces modèles avaient des résolu-
tions entre 100 et 500 km. Plus tard, ils ont été remplacés par des modèles hydrostatiques qui
négligent les accélérations verticales sans pour autant négliger les mouvements verticaux. Ces
modèles ont des résolutions entre 10 et 100 km. Actuellement, des modèles non hydrostatiques
avec des résolutions allant de quelques centaines de mètres à quelques kilomètres tournent en
1Modèles dans lequels les surfaces de pression constante sont parallèles à celles de densité constante. Ces
modèles ne tiennent pas compte des gradients horizontaux de température, ni des cisaillements verticaux du
vent.
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opérationnel.
Les modèles de PNT sont de plusieurs types, un modèle peut être global ou à aire limitée,
spectral ou en points de gille, hydrostatique ou non hydrostatique, etc.
Les modèles globaux couvrent l'ensemble du globe. Ces modèles de circulation atmosphé-
rique générale sont utilisés pour prévoir les phénomènes météorologiques de grande échelle
(ondes planétaires, dépressions, anticyclones, les grandes structures de convection dans les tro-
piques, ...).
Les modèles à aire limitée (appelés aussi modèles régionaux) couvrent une zone géographique
limitée du globe. Ces modèles ayant une maille ﬁne sont généralement destinés à la prévision des
phénomènes météorologiques de petite échelle, potentiellement dangereux et à développement
rapide, tels que les précipitations intenses, les orages violents, le brouillard, les îlots de chaleur
urbains en période de canicule, etc. Ces phénomènes ne peuvent généralement pas être prévus
par les modèles de circulation générale.
Un modèle global est souvent hydrostatique, cela signiﬁe qu'on ignore le terme de l'accélé-
ration verticale dans l'équation du mouvement vertical (1.1) pour atteindre un équilibre entre
le poids de l'atmosphère et le gradient de pression vertical. Le mouvement vertical w n'est
alors pas calculé directement à partir de cette équation, il est déduit à partir d'autres variables
de prévision. Cette simpliﬁcation est très bien tolérée pour la prévision des phénomènes mé-
téorologiques dont la dimension horizontale est beaucoup plus importante que la dimension
verticale.
dw
dt
= −1
ρ
∂p
∂z
− g (1.1)
où ρ est la densité du ﬂuide et g est la gravité.
Avec l'amélioration assez constante de la résolution des modèles de PNT, les modèles régio-
naux deviennent de plus en plus non hydrostatiques, cela signiﬁe que l'équation du mouvement
vertical (1.1) est résolue au complet. Le mouvement vertical est ainsi calculé directement, ce
qui permet d'obtenir une évaluation en principe plus réaliste du mouvement vertical lorsque les
accélérations verticales sont plus importantes que les accélérations horizontales, comme dans
les nuages des orages.
Un modèle à points de grille représente l'atmosphère sur une grille tridimensionnelle de cal-
cul, composée de cubes (appelés mailles), et dont les points (et parfois les centres des mailles)
représentent le lieu des paramètres météorologiques calculés. Chaque point de la grille inﬂuence
et est inﬂuencé par tous les autres points de la grille dans l'évolution des paramètres météorolo-
giques. Les modèles spectraux représentent les variations spatiales des variables météorologiques
comme une série ﬁnie d'ondes ou plus généralement de modes de longueurs diﬀérentes.
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les variables dynamique du modèle.
Des descriptions assez complètes des processus atmosphériques, avec des références scien-
tiﬁques de publications, sont accessibles par exemple sur le site Web du Centre Européen de
Prévisions Météorologiques à Moyen Terme (CEPMMT : www.ecmwf.int). En langue fran-
çaise, le lecteur pourra consulter le livre Fondamentaux de Météorologie par Sylvie Malardel
(Editions Cépaduès, payant, voir à www.cepadues.com).
1.3 Notations et hypothèses
Dans cette rubrique, j'introduis les notations qui seront utiles pour décrire formellement les
concepts et les méthodes de l'assimilation des données, que je vais introduire dans la suite de
ce chapitre.
Soient :
n : la dimension de l'espace du modèle. Elle correspond au nombre des variables du modèle
multiplié par le nombre de points de grille, et donc dépend de la taille de discrétisation du
modèle ;
p : la dimension de l'espace des observations, elle correspond à la taille du vecteur contenant
les observations ;
xt : vecteur de l'état vrai de l'atmosphère de dimension n ;
x : vecteur d'état de l'atmosphère de dimension n ;
xb : vecteur d'ébauche de dimension n ;
xa : vecteur d'analyse de dimension n ;
yo : vecteur d'observations de dimension p ;
H : opérateur d'observation permettant de passer de l'espace du modèle à l'espace des obser-
vations (de la dimension n à p) ;
M : modèle de prévision.
A partir de ces vecteurs et opérateurs sont déduits les matrices et vecteurs suivants (en sup-
posant que les erreurs ε sont non biaisées, i.e. E[ε] = 0) :
T : la transposée.
E[ ] : l'espérance mathématique.
Remarques :
- La dimension de l'espace des observations p est souvent inférieure à la dimension de l'espace
du modèle n, elle est de l'ordre de O(107) pour la première et de l'ordre de O(109) pour la
deuxième dans les modèles hydrostatiques actuels de PNT.
- L'opérateur d'observation H et le modèle de prévisionM sont généralement non linéaires.
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Notation Nom Formule
εb vecteur d'erreur d'ébauche de dimension n εb = xb − xt
εo vecteur d'erreur d'observation de dimension p εo = yo −H(xt)
εa vecteur d'erreur d'analyse de dimension n εa = xa − xt
B matrice de covariance d'erreur d'ébauche de dimension n× n B = E[εbεbT ]
R matrice de covariance d'erreur d'observation de dimension p× p R = E[εoεoT ]
A matrice de covariance d'erreur d'analyse de dimension n× n A = E[εaεaT ]
d vecteur d'innovation de dimension p d = yo −H(xb)
δxa vecteur d'incrément d'analyse de dimension n δxa = xa − xb
Tab. 1.1  Notations utilisées dans les équations.
- L'erreur d'observation εo comprend l'erreur de mesure instrumentale εm, l'erreur de repré-
sentativité εr décrivant les erreurs associées notamment aux échelles spatiales non représentées
par le modèle, ainsi que l'erreur εH associée aux autres approximations de l'opérateur H (par
exemple lors des calculs de transfert radiatif dans le cas de radiances satellites).
εo = εm + εr + εH = yo −H(xt)
Hypothèses :
Pour des raisons pratiques de simpliﬁcation de calcul, les hypothèses suivantes seront utilisées :
- Les erreurs ne sont pas biaisées : E[εb] = E[εo] = 0.
- Les erreurs d'observation et d'ébauche sont décorrélées : E[εbεoT ] = 0.
1.4 Estimation objective : le BLUE
Le processus d'assimilation de données permet de trouver une estimation statistique xa de
l'état vrai de l'atmosphère xt qui soit dépendante linéairement de l'ébauche et des observations
de la manière suivante :
xa = xb +K(yo −H(xb)) (1.2)
où K est un opérateur linéaire, appelé matrice de gain. Pour simpliﬁer les calculs, l'opérateur
d'observation H est supposé linéraire dans ce paragraphe, il sera noté H.
A partir de l'équation 1.2 et des notations déﬁnies dans le tableau 1.1, la relation liant les
erreurs d'analyse εa, d'ébauche εb et d'observations εo s'écrit :
εa = εb +K(εo −Hεb) (1.3)
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L'utilisation de la relation (1.3) dans A = E[εaεaT ] conduit à l'expression suivante de A :
A = (I−KH)B(I−KH)T +KRKT (1.4)
La matrice de gain optimal K doit être choisie de sorte que l'analyse xa minimise la variance
d'erreur totale, celle-ci correspond à la trace de la matrice A :
∂
∂K
trace(A) = 0 (1.5)
La matrice K qui satisfait l'équation (1.5) correspond à :
K = BHT (HBHT +R)−1 (1.6)
Avec ce gain optimal, l'analyse dans la relation (1.2) devient :
xa = xb +BHT (HBHT +R)−1(yo −Hxb) (1.7)
et la matrice A de covariance d'erreur d'analyse dans la relation (1.4) devient :
A = (I−KH)B (1.8)
Les équations (1.6, 1.7 et 1.8) sont appelées équations du BLUE (Best linear Unbiased Esti-
mation).
1.5 Résolution des équations du BLUE
La résolution directe des équations du BLUE fait intervenir la manipulation de matrices de
très grande dimension dont l'inversion est impossible à réaliser avec les ressources de calcul
disponibles à l'heure actuelle. En eﬀet, la taille de la matrice B est de l'ordre de O(1018)
pour un modèle de PNT hydrostatique, ainsi que pour un modèle non hydrostatique opérant
à l'échelle des phénomènes convectifs. Pour contourner ce problème d'inversion de matrices,
deux familles de méthodes sont utilisées en assimilation de données pour le calcul de l'analyse,
les méthodes séquentielles et les méthodes variationnelles.
1.5.1 Approche séquentielle
Elle consiste à résoudre explicitement les équations du BLUE par des calculs algébriques, en
adoptant des hypothèses permettant de réduire le coût de calcul du BLUE. Les principaux
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algorithmes séquentiels utilisés dans la communauté de l'assimilation de données sont l'inter-
polation optimale et les ﬁltres de Kalman.
L'interpolation optimale ([Gandin, 1963] ; [Lorenc, 1981] ; [Daley, 1991]) est une forme sim-
pliﬁée du BLUE. Elle repose sur l'hypothèse que pour chaque composante du vecteur d'état x
de dimension n (une variable du modèle en un point de grille i), seul un nombre réduit d'ob-
servations autour de cette variable est pris en compte pour calculer l'analyse en ce point. La
matrice K est construite par bloc, elle est déterminée en calculant les matrices de gain (équa-
tion 1.6) pour les n composantes du vecteur d'état x. Le problème est résolu sous la forme
d'un système linéaire constitué de multiplications et d'inversions de matrices de dimension res-
treinte, correspondant au nombre d'observations sélectionnées au voisinage de la variable. La
matrice de gain K étant déterminée, il est alors possible de calculer l'analyse (équation 1.7).
Quant aux ﬁltres de Kalman, ils sont décrits en annexe A.
1.5.2 Approche variationnelle
Cette approche ne cherche pas à calculer la matrice de gain K, mais à minimiser une fonction
coût J qui quantiﬁe les écarts aux deux sources d'informations (observations et ébauche),
normalisée chacune par sa covariance d'erreur [Jazwinski, 1970], et ce en utilisant un algorithme
de descente et la méthode adjointe :
J (x) = J o(x) + J b(x)
Dans cette approche, les observations disponibles sont traitées globalement et l'opérateur
d'observation n'est plus nécessairement linéaire. L'algorithme de cette approche est générale-
ment le suivant :
a. Initialisation de la variable du problème de minimisation de J avec xb : x = xb.
b. Déﬁnition d'un critère d'arrêt pour la minimisation, comme par exemple un nombre maxi-
mal d'itérations à ne pas dépasser Nmax, ou ‖∇J ‖ ≤ ε, ou encore ‖∇J‖k+1‖∇J‖k ≤ ε, (∇J est le
gradient de J et ε un seuil d'arrêt).
c. Tant que k ≤ Nmax ou ‖∇J ‖ > ε, faire :
- calcul de J ,
- calcul de ∇J ,
- descente dans la direction du gradient et mise à jour du vecteur d'état x,
- incrémentation de k : k = k + 1.
Il existe de nombreuses variantes pour l'algorithme de minimisation que je ne décris pas da-
vantage dans ce manuscrit.
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Le 3D-Var, le 3D-FGAT et le 4D-Var constituent les principaux algorithmes variationnels uti-
lisés en météorologie.
4D-Var
Dans le schéma variationnel 4D-Var, l'analyse utilise des observations qui sont collectées sur
un intervalle de temps (généralement de 6h) centré sur l'heure de validité de l'analyse (3h de
part et d'autre de l'analyse), cet intervalle de temps est appelé fenêtre d'assimilation.
Les termes J o et J b de la fonction coût du 4D-Var s'écrivent :{
J o(x) = 1
2
∑L
i=0(y
o
i −Hi(xi))TR−1i (yoi −Hi(xi))
J b(x) = 1
2
(x− xb)TB−1(x− xb)
L+ 1 étant le nombre des instants d'observation ti, Hi les opérateurs d'observation correspon-
dants et Ri leur matrice de covariance. xi est l'état du système obtenu après intégration du
modèle entre l'instant initial t0 et l'instant ti :
xi = M0,i(x)
= Mi−1,iMi−2,i−1...M1,2M0,1(x)
Le terme Jo de la fonction coût du 4D-Var peut alors s'écrire sous la forme :
J o(x) = 1
2
L∑
i=0
(yoi −HiM0,i(x))TR−1i (yoi −HiM0,i(x)),
Et le gradient de J est donné par :
∇J (x) = B−1(x− xb)−
L∑
i=0
MT0,iH
T
i R
−1
i (y
o
i −HiM0,i(x))
M0,i et Hi sont les linéaires tangents deM0,i et Hi.
3D-Var
Le 3D-Var est un 4D-Var sans la dimension temporelle. Les observations disponibles à diﬀérents
moments sont ramenées au centre de la fenêtre d'assimilation qui se réduit à un seul instant.
Les calculs sont simpliﬁés par rapport au 4D-Var, car l'algorithme du 3D-Var ne requiert ni
l'intégration de l'adjoint du modèle MT , ni l'intégration du modèleM.
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Fig. 1.3  Schéma illustrant le 4D-Var. Ce procédé assimile les observations (correspondant
aux étoiles bleues) sur la fenêtre d'assimilation indiquée, il utilise une prévision récente appelée
ébauche (ligne noire) comme une toile de fond. La ligne rouge montre la trajectoire générée par
l'analyse 4D-Var, ou la trajectoire optimale, en utilisant toutes les observations disponibles.
Les termes de pénalité Jo et Jb mesurent respectivement la distance aux observations et à
l'ébauche. Le rectangle à gauche montre le cas particulier du 3D-Var (toutes les observations
sont ramenées à l'instant t0). Copyright CEPMMT.
Les termes J o et J b de la fonction coût 3D-Var s'écrivent :{
J o(x) = 1
2
(yo −H(x))TR−1(yo −H(x))
J b(x) = 1
2
(x− xb)TB−1(x− xb)
Le Jb du 3D-Var est le même que celui du 4D-Var. En revanche, Jo est bien plus simple que
celui du 4D-Var puisque toutes les observations sont prises en compte au même instant dans
la fenêtre d'assimilation. La Figure 1.3 illustre cet aspect pour les deux schémas, 3D-Var et
4D-Var.
Dans le cas où l'opérateur d'observation est linéaire, le gradient de J est donné par :
∇J (x) = B−1(x− xb)−HTR−1(yo −Hx)
et l'analyse 3D-Var s'écrit :
xa = xb + (B−1 +HTR−1H)−1HTR−1(yo −Hxb)
3D-FGAT
Le 3D-FGAT (First Guess at Appropriate Time) est un schéma qui se situe entre le 3D-Var
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et le 4D-Var. Le calcul du gradient du J o est simpliﬁé par rapport au 4D-Var puisqu'il ne
fait pas intervenir le modèle adjoint MT (les opérateurs MTi sont remplacés par l'opérateur
identité). Néanmoins, le 3D-FGAT est considéré plus réaliste que le 3D-Var dans la mesure où
les innovations sont calculées en prenant en compte l'intégration du modèleM. Les observations
sont donc traitées aux bons instants (comme pour le 4D-Var).
Les 2 termes J o et J b de la fonction coût 3D-FGAT s'écrivent :{
J o(x) = 1
2
∑L
i=0(y
o
i −Hi(xi))TR−1i (yoi −Hi(xi))
J b(x) = 1
2
(x− xb)TB−1(x− xb)
Et le gradient de J est donné par :
∇J (x) = B−1(x− xb)−
L∑
i=0
HTi R
−1
i (y
o
i −HiM0,i(x))
Algorithmes incrémentaux
En assimilation variationnelle, l'approche couramment utilisée pour la minimisation de la fonc-
tion coût est une approche dite incrémentale [Courtier et al., 1994]. L'utilisation de celle-ci a
été motivée par la réduction des coûts qu'elle engendre par rapport aux méthodes variation-
nelles classiques. En eﬀet, dans l'algorithme incrémental, l'inconnu n'est plus l'état du système
x, mais l'incrément δx = x− xb.
L'hypothèse principale est d'utiliser un modèle d'évolution et un opérateur d'observation
linéarisés pour propager l'incrément et de garder le modèle non linéaire pour propager l'ébauche
xb. Cette hypothèse repose sur le fait que l'ébauche xb est une bonne estimation de l'état du
système, l'incrément δx devrait donc être petit. Les opérateurs non linéaires d'observation H
et du modèleM sont linéarisés au voisinage de l'ébauche de sorte que :
x(ti) = M0→i(x)
= M0→i(xb + δx)
≈ M0→i(xb) +M0→iδx
Hi(xi) ≈ Hi(xbi) +Hiδx
La solution de la nouvelle minimisation après changement de variable est l'incrément d'analyse
qui va être ajouté à l'ébauche xb pour trouver l'analyse : xa = xb + δxa
Pour le cas du 4D-Var incrémental, les termes J o et J b de la fonction coût s'écrivent sous
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la forme : {
J b(δx) = 1
2
δxTB−1δx
J o(δx) = 1
2
∑L
i=0(Hiδxi − di)TR−1i (Hiδxi − di)
avec : di = yoi −HiM0,i(xb). La nouvelle fonction incrémentale est quadratique pour la variable
δx et la minimisation possède une solution unique.
En pratique, le problème incrémental se compose alors de plusieurs minimisations succes-
sives utilisant une résolution spatiale dégradée par rapport au modèle de prévision (mais cette
résolution est augmentée à chaque minimisation). A Météo-France par exemple, le schéma d'as-
similation 4D-Var incrémental, utilisé en opérationnel pour l'initialisation d'ARPEGE, com-
porte deux minimisations s'eﬀectuant à basse résolution, la première à la troncature2 T149 et
la deuxième à T399.
1.6 Quelques exemples de systèmes d'assimilation de don-
nées de type opérationnel
1.6.1 Le système d'assimilation d'ARPEGE
Le modèle français ARPEGE est un modèle global de PNT à courte échéance (environ 5 jours).
Il permet d'intégrer un jeu d'équations primitives hydrostatiques par un schéma semi-implicite
semi-lagrangien pseudo-spectral, avec une décomposition en fonctions harmoniques sphériques
à troncature triangulaire. La maille du modèle ARPEGE est étirée [Courtier et Geleyn, 1988],
avec une résolution plus ﬁne sur la France (environ 7.5 km) et plus lâche aux antipodes (environ
35 km), ce qui correspond à une troncature T1198 et un étirement de C2.2 (cf. Figure 1.4).
L'atmosphère est modélisée sur 105 niveaux verticaux avec un premier niveau à 10 mètres au
dessus de la surface et un dernier niveau à environ 70 km (0,1 hPa). Les paramètres principaux
du modèle sont le tourbillon relatif ζ, la divergence du vent η, la température T , la pression de
surface Ps, l'humidité spéciﬁque q, ainsi qu'un certain nombre de variables liées notamment à
la microphysique.
Pour produire l'état initial du modèle, ARPEGE utilise le schéma d'assimilation variation-
nelle quadri-dimensionnelle (4D-Var). Quatre cycles d'assimilation et de prévision sont réalisés
chaque jour, à 00H, 06H, 12H et 18H UTC. A chaque cycle d'assimilation, l'analyse utilise
comme ébauche une prévision 6h produite par le cycle précédent, et des observations réparties
sur une fenêtre d'assimilation de 6h. L'analyse utilise ainsi des observations passées, présentes
2La troncature d'un modèle représente le nombre d'onde maximal utilisé dans la décomposition en séries
de Fourier ou en série d'harmoniques sphériques. Plus ce nombre est élevé, plus le calcul est coûteux mais
mieux sont représentés les phénomènes de petite échelle. Une description de la relation liant la troncature à la
résolution point de grille est décrite en annexe B.
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Fig. 1.4  Résolution du modèle ARPEGE en troncature T1198, étirement C2.2.
et futures, conventionnelles (radiosondages, mesures avion, stations terrestres, bateaux, bouées,
etc.), et issues de la télédétection (ATOVS, SSMI/S, AIRS, IASI, CRIS, ATMS, SEVIRI, GPS
sol, GPS satellite, SATOB, diﬀusiomètres, etc.). Ce schéma d'assimilation comporte deux mi-
nimisations successives, la première à la troncature T149 C1.0, et la deuxième à T399 C1.0. Les
incréments ﬁnaux sont ensuite interpolés en T1198, puis ajoutés à l'ébauche pour constituer
l'analyse.
1.6.2 Le système d'assimilation d'ALADIN
Le modèle ALADIN [Horanyi et al., 1996] est la version à aire limitée et à haute résolution
du modèle ARPEGE. Il utilise la même dynamique et la même physique qu'ARPEGE, avec
quelques adaptations aﬁn de prendre en compte la haute résolution et la nature aire limitée
du modèle. Il a été développé dans le cadre d'une collaboration internationale entre Météo-
France et plusieurs services météorologiques partenaires en Europe et en Afrique du Nord
dont le Maroc. ALADIN utilise une troncature elliptique des séries double-Fourier, un schéma
d'intégration semi-lagrangien semi-implicite, une diﬀusion horizontale de quatrième ordre et une
initialisation par ﬁltre numérique (DFI). Les équations primitives hydrostatiques sont résolues
pour les composantes horizontales du vent, la température, l'humidité spéciﬁque et la pression
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de surface ([Bubnova et al., 1995] ; [Cordoneanu et Geleyn, 1998]).
La version d'ALADIN pour la France métropolitaine a été utilisée à Météo-France de façon
opérationnelle de 1996 jusqu'à 2012. Elle utilisait le schéma d'assimilation variationnelle de
données 3D-Var toutes les six heures [Fischer et al., 2005]. Le domaine du modèle est centré
sur la France, avec une grille en projection de Lambert de résolution horizontale de 7,5 km
(dans les deux directions x et y). La discrétisation verticale en 70 niveaux se basait sur une
coordonnée hybride (de type pression P en altitude et coordonnée σ = P
Psurf
dans les basses
couches). C'est cette version du modèle qui a été utilisée pour construire l'ensemble régional
dans le chapitre 4. AROME, le modèle non hydrostatique et à très haute résolution (1.3 km
sur l'horizontal et 90 niveaux) est désormais le modèle à aire limitée opérationnel sur la France
métropolitaine. D'autres versions ALADIN sont encore utilisées de façon opérationnelle pour
les régions outre-mer françaises, ainsi que dans plusieurs centres de PNT en Europe et en
Afrique du Nord.
A Maroc-Météo, le modèle ALADIN-Maroc est opérationnel depuis 1996. Le domaine est
centré sur le Maroc avec une résolution horizontale de 10 km et 60 niveaux verticaux. Pour créer
son état initial, ALADIN-Maroc utilise la méthode d'adaptation dynamique en opérationnel
et l'assimilation variationnelle 3D-Var en pré-opérationnel. Une deuxième version d'ALADIN
(ALADIN-NORAF) est opérationnelle à Maroc-Météo depuis mars 2003, elle concerne tout
le nord africain et le sud européen, elle utilise une résolution horizontale de 18 km et 60 ni-
veaux verticaux, et l'adaptation dynamique pour créer son état initial. L'adaptation dynamique
consiste à prendre l'état initial d'ARPEGE et à l'interpoler sur la grille d'ALADIN. Les do-
maines ainsi que l'orographie de ces trois versions d'ALADIN sont montrés dans la Figure 1.5.
Comme tout modèle à aire limitée, ALADIN a besoin d'informations (valeurs de couplage)
sur l'état de l'atmosphère aux bords latéraux du domaine aﬁn de résoudre le système d'équa-
tions primitives. En outre, pour rendre les champs du modèle aire limitée bipériodiques, une
extension du domaine sur les côtés Nord et Est est eﬀectuée. La Figure (1.6) illustre les trois
zones constituant le domaine ALADIN :
- La zone centrale (notée C), représente la région d'intérêt météorologique, où la prévision est
entièrement adaptée aux conditions résolues à petite échelle.
- La zone de couplage (notée I) représente la zone où une solution à grande échelle, générale-
ment obtenue à partir d'ARPEGE, est combinée avec la solution résultante de l'intégration du
modèle ALADIN.
- La zone d'extension (notée E), permet de rendre les champs du modèle bipériodiques, suivant
la méthode de [Haugen et Machenhauer, 1993] et [Radnoti, 1995].
Les conditions aux limites latérales utilisées par la communauté ALADIN sont généralement
fournies par les prévisions du modèle global ARPEGE, interpolées sur la grille d'ALADIN.
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(a) (b)
(c)
Fig. 1.5  Domaine et relief des modèles : (a) ALADIN-Maroc, (b) ALADIN-France, et (c)
ALADIN-NORAF.
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(I)
(C)
(E)
Fig. 1.6  Le domaine horizontal d'ALADIN est constitué de la zone d'intérêt météorologique
(C), de la zone de couplage (I), et de la zone de bipériodisation des champs modèle (E).
1.7 Conclusion
Dans ce chapitre, les grands principes de la prévision numérique du temps ont été rappelés. Les
bases théoriques essentielles de l'assimilation de données en PNT ont été également présentées.
Plusieurs algorithmes d'assimilation ont été montrés selon la nature de l'approche, séquentielle
ou variationnelle, et selon les hypothèses et simpliﬁcations de calcul adoptées. Il a été constaté
que, quel que soit le schéma d'assimilation utilisé, la qualité de l'analyse dépend étroitement à
la fois de la qualité des observations yo, de l'ébauche xb, de la représentation de la matrice R, et
de celle de la matrice B. Ensuite, quelques exemples de systèmes opérationnels d'assimilation
de données ont été présentés, dans un contexte global, puis régional.
La spéciﬁcation avec précision de la matrice de covariances d'erreur d'ébaucheB est particu-
lièrement délicate, or celle-ci constitue une clé essentielle de réussite du processus d'assimilation
de données. Le chapitre suivant sera consacré aux méthodes d'ensemble, capables de produire
des statistiques d'erreur d'ébauche du jour pour un système d'assimilation déterministe. Il
rappelera également le rôle et les propriétés de la matrice B, et expliquera comment cette
matrice est modélisée en s'appuyant sur une décomposition en un produit d'opérateurs creux.

Chapitre 2
Méthodes d'ensemble et modélisation de
la matrice B
2.1 Méthodes d'ensemble
2.1.1 Introduction
Les météorologistes ont historiquement adopté l'approche déterministe pour prévoir le temps.
Ce choix est justiﬁé notamment par la limitation des ressources de calcul et par une utilisation
d'observations de plus en plus précises et de plus en plus nombreuses, ainsi que des techniques
et méthodes en PNT plus sophistiquées.
Après la mise en évidence par Lorenz de la nature chaotique du comportement de l'atmo-
sphère dans les années 1960, certains scientiﬁques ont commencé à s'intéresser aux approches
stochastiques dans la PNT. Une propriété importante du système atmosphérique chaotique est
sa forte sensibilité aux petites erreurs ou perturbations dans les conditions initiales. Ces petites
diﬀérences peuvent éventuellement être ampliﬁées en des diﬀérences signiﬁcatives dans les pré-
visions en un intervalle de temps donné ([Lorenz, 1963] ; [Lorenz, 1965]). Les prévisions ainsi
obtenues peuvent être diamétralement opposées, ce qui indique que la prévision des événements
météorologiques a une incertitude et une limite.
Grâce à l'augmentation (assez régulière) de la puissance de calcul et des capacités de sto-
ckage des données, les méthodes d'ensemble sont devenues une réalité. Elles ont été utilisées
pour la première fois en opérationnel au NCEP et au CEPMMT vers le début des années 1990
([Toth et Kalnay, 1993] ; [Mureau et al., 1993] ; [Molteni et al., 1996]). Quelques années plus
tard, l'approche ensembliste a été largement adoptée par la plupart des grands services météo-
rologiques au monde, dont le SMC du Canada, Météo-France, le Met Oﬃce du Royaume-Uni,
le JMA du Japon, le CMA de la Chine, etc.
Ces méthodes d'ensemble tentent de produire de manière réaliste un échantillon des états
possibles de l'atmosphère, analysés et prévus. Pour cela, [Leith, 1974] a proposé une méthode
dite deMonte Carlo qui utilise un ensemble avec un nombre limité de membres pour représenter
la distribution de probabilité (pdf). Cette méthode est utilisée pour intégrer un système d'assi-
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milation et/ou de prévision itéré plusieurs fois sur la même période, à chaque fois en perturbant
des composantes incertaines dans le système de PNT, comme les observations, les conditions
aux limites latérales, les paramétrisations physiques, etc. Les perturbations sont souvent créées
en tenant compte de critères de réalisme et d'orthogonalité. Il s'agit d'une part d'utiliser des
perturbations dont l'amplitude et la structure spatiale soient en accord avec celles des incer-
titudes associées au paramètre perturbé. D'autre part, il est important que la perturbation
d'un membre donné de l'ensemble soit orthogonale à (c'est-à-dire décorrélée de) celle d'un
autre membre. Cela permet en eﬀet d'assurer que l'ensemble ne contienne pas d'information
redondante.
Les méthodes d'ensemble ont principalement deux objectifs :
1. Fournir des conditions initiales perturbées aﬁn d'initialiser les systèmes de prévision d'en-
semble. Les méthodes les plus populaires utilisées pour cet objectif sont : la méthode des vec-
teurs singuliers utilisée par exemple au CEPMMT [Molteni et al., 1996] et à Météo-France ; la
méthode du cycle de culture des perturbations (bred vectors) pratiquée au NCEP [Toth et Kalnay, 1997] ;
les méthodes d'assimilation d'ensemble telles que Ensemble Kalman Filter utilisée au SMC
[Houtekamer et Mitchell, 2005], Ensemble Transform Kalman ﬁlter utilisée au Met Oﬃce
[Wei et al., 2006] ou encore l'utilisation d'un ensemble d'analyses perturbées ([Houtekamer et al., 1996] ;
[Fisher, 2003] ; [Berre et al., 2006]).
2. Fournir des covariances d'erreur d'ébauche du jour qui seront utilisées par un système d'as-
similation déterministe. Le système d'assimilation d'ensemble ARPEGE de Météo-France en
constitue un exemple ([Berre et al., 2006] ; [Berre et Desroziers, 2010]). Ce type d'application
est maintenant utilisé dans la plupart des centres de PNT globale.
Les méthodes d'ensemble utilisant l'assimilation de données pour créer des états initiaux
perturbés ont été introduites dans les travaux de [Evensen, 1994] dans le cadre du ﬁltre de
Kalman d'ensemble (voir Annexe A). Ultérieurement, d'autres travaux ont mis en oeuvre des
méthodes d'ensemble basées sur des assimilations variationnelles perturbées ([Fisher, 2003] ;
[Belo Pereira et Berre, 2006] ; [Kucukkaraca et Fisher, 2006]). Ces méthodes permettent de ti-
rer parti des avantages respectifs des systèmes ensembliste et déterministe : les prévisions
perturbées de l'ensemble fournissent à l'assimilation déterministe des covariances d'erreur
d'ébauche du jour plus réalistes, et l'assimilation déterministe fournit en retour une analyse
et une prévision à plus haute résolution que celle de l'ensemble.
Par ailleurs, dans un contexte régional, un système d'ensemble basé sur l'assimilation de
données peut être utilisé pour produire les perturbations de ses propres conditions aux limites
latérales, ce qui lui permet potentiellement d'être indépendant d'un autre ensemble à plus
grand domaine. Cet aspect sera abordé dans le quatrième chapitre de ce manuscrit de thèse.
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Fig. 2.1  Schéma d'évolution d'un système d'assimilation d'ensemble. Les ellipses rouges,
verts et bleus représentent respectivement la dispersion des erreurs de l'analyse xa (Pa), de
l'ébauche xb (B) et de l'observation y (R).
2.1.2 Méthode d'ensemble adoptée dans la thèse
Le système d'assimilation d'ensemble variationnelle globale étudié dans le troisième chapitre
repose sur le système d'assimilation d'ensemble ARPEGE de Météo-France (dont la description
est donnée dans la section 2.1.3). Il consiste à perturber l'état initial du modèle à travers la
perturbation explicite des observations (des perturbations aléatoires εo représentatives des er-
reurs d'observation sont ajoutées au vecteur d'observation yo) et la perturbation de l'ébauche
de façon implicite au travers des perturbations de l'analyse précédente, voire de façon plus
explicite en perturbant le modèle ou en ampliﬁant les perturbations de prévision (au travers
d'une procédure d'inﬂation). Après cette étape d'analyse perturbée, on intègre à nouveau le
modèle de prévision numérique pour chacun des membres de l'ensemble à partir de ces condi-
tions initiales perturbées, aﬁn d'obtenir des prévisions diﬀérentes qui se dispersent du fait de
la représentation des erreurs d'analyse et de modèle. Ces diﬀérentes étapes sont illustrées dans
la Figure 2.1.
Il convient de préciser que la taille des ensembles étudiés dans cette thèse se limite à 6
membres. Ce choix a été conditionné par les ressources de calcul disponibles au moment de réali-
ser les expériences requises. D'autre part, des études antérieures ont montré qu'une information
intéressante et robuste sur la dispersion de l'ensemble peut être tirée d'un petit échantillon de
cinq à dix éléments ([Leith, 1974] ; [Kucukkaraca et Fisher, 2006] ; [Isaksen et al., 2007]).
Une version régionale de l'assimilation d'ensemble globale est étudiée au chapitre 4. Elle
utilise le modèle ALADIN-France, le schéma d'assimilation 3D-Var et les prévisions issues du
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système d'assimilation d'ensemble ARPEGE pour les conditions aux limites latérales de ses
membres.
Il faut noter que les versions de l'assimilation d'ensemble ARPEGE étudiées au chapitre 3,
puis au chapitre 4 (pour les besoins de couplage) diﬀèrent légèrement entre elles, ainsi que de
la version opérationnelle actuelle. Ces diﬀérences sont résumées dans le tableau 2.1.
Taille Discrétisation Schéma Troncature de
d'assim la minim
ensemble oper (2015) 25 T479 C1.0 L105 4D-Var T149
ensemble chapitre 4 6 T399 C1.0 L70 4D-Var T107
ensemble chapitre 3 6 T359 C1.0 L60 3D-FGAT T107
Tab. 2.1  Quelques diﬀérences entre les diﬀérentes versions du système d'assimilation d'en-
semble ARPEGE utilisées dans la thèse et la version opérationnelle en 2015.
2.1.3 Le système d'assimilation d'ensemble ARPEGE
Depuis juillet 2008, un système d'assimilation variationnelle d'ensemble (appelé AEARP)
tourne en temps réel à Météo-France aﬁn de simuler les erreurs d'ébauche pour le système déter-
ministe d'assimilation de données d'ARPEGE ([Berre et al., 2006] ; [Berre et Desroziers, 2010]).
Cette assimilation d'ensemble, basée sur ARPEGE, est actuellement constituée de 25 membres
perturbés partant chacun de conditions initiales diﬀérentes, et utilisant une inﬂation multipli-
cative des perturbations des prévisions [Raynaud et al., 2012], aﬁn de représenter l'erreur de
modélisation.
Chaque membre de l'ensemble est proche de la version déterministe du modèle étant donné
qu'il utilise le même modèle ARPEGE, les mêmes observations et le même schéma d'assi-
milation 4D-Var pour la création de l'état initial (avec néanmoins une résolution horizontale
régulière plus lâche, T479C1.0, soit environ 40 Km et une seule minimisation à la troncature
T149). La discrétisation verticale est la même pour les deux conﬁgurations (105 niveaux).
A partir de quatre cycles d'assimilation quotidiens successifs, des statistiques d'erreur
d'ébauche du jour sont déduites du système AEARP, elles sont ensuite spéciﬁées pour l'assimi-
lation déterministe opérationnelle du cycle d'analyse suivant. L'exploitation de ces statistiques
d'erreur est passée par plusieurs étapes à Météo-France. Tout d'abord, AEARP a été utilisée
pour l'estimation de covariances d'erreur d'ébauche climatologiques [Belo Pereira et Berre, 2006].
De juillet 2008 jusqu'à avril 2010, des variances d'erreur du jour ont été spéciﬁées pour le
tourbillon dans l'assimilation d'ARPEGE. Depuis avril 2010 et jusqu'à l'heure actuelle, les
variances d'erreur du jour sont spéciﬁées dans ARPEGE pour toutes les variables du sys-
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tème d'assimilation (le tourbillon, l'humidité spéciﬁque, la divergence non balancée, la tem-
pérature et la pression de surface non balancées). Enﬁn, depuis juillet 2013, des corrélations
d'erreur du jour horizontales et verticales sont spéciﬁées dans ARPEGE déterministe grâce à
une formulation en ondelettes [Fisher, 2003] recalibrée quotidiennement ([Varella et al., 2011] ;
[Berre et al., 2015]) à partir de l'ensemble.
A Maroc-Météo, des statistiques d'erreur d'ébauche climatologiques estimées à partir de
l'ensemble AEARP sur une période de trois mois sont toujours spéciﬁées dans le système
d'assimilation et de prévision ALADIN-Maroc.
Il faut rappeler que l'utilisation de statistiques d'erreur qui dépendent de la situation mé-
téorologique du jour permet de donner plus de poids aux observations dans les régions qui
connaissent des activités dynamiques et/ou physiques importantes (tempêtes, cyclones tropi-
caux, ...). L'objectif est d'utiliser les observations le plus justement possible dans le processus
d'assimilation de données aﬁn de mieux corriger l'ébauche, particulièrement incertaine dans les
conditions instables.
2.2 Modélisation de la matrice B
2.2.1 Rôle et contenu de B
La matrice B joue un rôle fondamental dans l'algorithme d'assimilation de données dans la me-
sure où elle permet de ﬁltrer et de propager spatialement l'information observée ([Daley, 1991] ;
[Derber et Bouttier, 1999]). Dans le cadre du BLUE par exemple, l'incrément d'analyse s'écrit :
δxa = xa − xb
= BHT (HBHT +R)−1(yo −Hxb) (2.1)
Cet incrément dépend étroitement de la matrice B. Celle-ci permet de distribuer l'infor-
mation spatialement à travers les autocovariances aﬁn d'avoir des incréments consistants aux
points voisins du lieu de l'observation, et de distribuer l'information entre variables par l'in-
termédiaire des covariances croisées aﬁn qu'une observation d'une variable du modèle produise
des incréments cohérents pour les autres variables du modèle.
Pour illustrer cet aspect de propagation de l'information observée par la matrice B, l'incré-
ment d'analyse est calculé ici pour un cas scalaire où une seule observation yi de variance σo2
est assimilée au point de grille i, l'opérateur H contient alors la valeur 1 à la position i et des
zéros ailleurs :
δxj = Bj,i
yi − xbi
σo2 +Bi,i
(2.2)
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L'équation 2.2 montre que pour une seule observation yi située à une position i, la procédure
d'assimilation de données génère un incrément d'analyse δxj à une autre position j qui est
proportionnel à Bj,i (Bj,i est l'élément qui se trouve à la j-ème ligne et à la i-ème colonne
de B). Les colonnes de B sont parfois appelées les fonctions de structure (B est une matrice
symétrique déﬁnie positive par construction).
La matrice B est caractérisée par les variances, ainsi que par les corrélations (les covariances
normées par les variances) d'erreur du vecteur d'ébauche εb. La variance d'un paramètre en
un point donné de la grille du modèle quantiﬁe l'amplitude moyenne de l'erreur de l'ébauche.
L'ensemble des variances d'erreur d'ébauche de toutes les variables du modèle et pour tous
les points de la grille tridimensionnelle constitue la diagonale de B. La corrélation permet
de donner une structure spatiale à des observations ponctuelles. Elle décrit l'inﬂuence qu'a
une observation sur les points voisins horizontalement et verticalement, cette inﬂuence décroît
en général avec la distance. Une échelle spatiale caractéristique de la corrélation de l'erreur
d'ébauche est donnée par la longueur de portée, qui est une mesure du rayon de courbure de
la fonction de corrélation.
Si la matriceB a pour coeﬃcients Bi,j, alors les variances sont déﬁnies comme les coeﬃcients
diagonaux Bi,i et les écarts types de l'erreur d'ébauche, notés σbi , correspondent à la racine
carrée des variances (
√
Bi,i). En notant S la matrice diagonale contenant les écarts types
d'erreur d'ébauche, la matrice de corrélation C peut être exprimée par : C = S−1BS−T , et les
coeﬃcients de corrélation s'écrivent : Ci,j =
Bi,j√
Bi,i
√
Bj,j
=
Bi,j
σbiσ
b
j
.
Pour illustrer le contenu de B, prenons l'exemple d'un modèle dont les variables sont : le
tourbillon ζ, la divergence η, la température et la pression de surface (T, ps) et l'humidité
spéciﬁque q. Dans un espace point de grille, chacune de ces variables est représentée par un
vecteur de taille Ng, où Ng représente le nombre total des points dans la grille tridimensionnelle.
Le vecteur d'état x de ce modèle s'écrit donc :
x = (ζ1, ζ2, . . . , ζNg , η1, η2, . . . , ηNg , (T, ps)1, (T, ps)2, . . . , (T, ps)Ng , q1, q2, . . . , qNg)
T
En notant le vecteur d'erreur d'ébauche εb sous la forme :
εb =

ζb − ζt
ηb − ηt
(T, ps)
b − (T, ps)t
qb − qt
 =

ζ
′
η
′
(T, ps)
′
q
′

la matrice B = (εb)(εb)T peut être schématisée comme le montre la Figure 2.2. La barre supé-
rieure dans l'expression de B représente l'espérance mathématique de la quantité en question,
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B=

ζ ′ζ ′T ζ ′η′T ζ ′(T, ps)′T ζ ′q′T
η′ζ ′T η′η′T η′(T, ps)′T η′q′T
(T, ps)′ζ ′T (T, ps)′η′T (T, ps)
′(T, ps)′T (T, ps)′q′T
q′ζ ′T q′η′T q′(T, ps)′T q′q′T

1
Fig. 2.2  Structure caractéristique d'une matrice B. Les variables du modèle sont le tourbillon
ζ, la divergence η, la température et la pression de surface (T, ps) et l'humidité spéciﬁque q. Les
blocs diagonaux (en bleu) représentent les matrices des autocovariances spatiales pour chacune
des variables. Les blocs non-diagonaux (en rouge) représentent les matrices des covariances
croisées entre les diﬀérentes variables.
c'est-à-dire une moyenne sur un très grand nombre de réalisations.
Une représentation schématique de ce que contiennent un bloc diagonal et un bloc non
diagonal de la matrice B est illustrée respectivement dans les Figures 2.3 et 2.4. Les expressions
var et cov représentent respectivement la variance et la covariance du paramètre en question.
2.2.2 Caractéristiques de B
Hétérogénéité et Anisotropie
Une matrice B est dite homogène si les fonctions de corrélation horizontale sont identiques en
tout point de l'atmosphère, et hétérogène si ces fonctions varient en fonction de la position
géographique.
Une matrice B est isotrope si les covariances spatiales sont les mêmes quelle que soit la direction
de séparation entre les deux points considérés, et anisotrope dans le cas contraire.
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ζ ′ζ ′T =

var(ζ ′1) cov(ζ ′1, ζ ′2) · · · cov(ζ ′1, ζ ′Ng)
cov(ζ ′2, ζ ′1) var(ζ ′2) · · · cov(ζ ′2, ζ ′Ng)
...
...
. . .
...
cov(ζ ′Ng , ζ
′
1) cov(ζ
′
Ng , ζ
′
2) · · · var(ζ ′Ng)

Fig. 2.3  Représentation d'un bloc diagonal de B d'autocovariances spatiales pour la variable
ζ. var(ζ ′i) correspond à la variance d'erreur du tourbillon ζ au point de grille i. cov(ζ ′i, ζ ′j)
représente l'auto-covariance entre les erreurs du tourbillon ζ aux points de grille i et j.
η′ζ ′T =

cov(η′1, ζ ′1) cov(η′1, ζ ′2) · · · cov(η′1, ζ ′Ng)
cov(η′2, ζ ′1) cov(η′2, ζ ′2) · · · cov(η′2, ζ ′Ng)
...
...
. . .
...
cov(η′Ng , ζ
′
1) cov(η
′
Ng , ζ
′
2) · · · cov(η′Ng , ζ ′Ng)

Fig. 2.4  Représentation d'un bloc non-diagonal de B des covariances croisées entre les va-
riables ζ et η. cov(η′i, ζ ′j) représente la covariance croisée entre l'erreur d'ébauche de la variable
η au point de grille i et celle de la variable ζ au point de grille j.
En réalité, les variances ainsi que les corrélations d'erreur d'ébauche varient en fonction
de la position géographique, plusieurs études ont montré que la matrice B est hétérogène
([Thépaut et al., 1996] ; [Ingleby, 2001] ; [Hollingsworth et Lonnberg, 1986] ; [Hess, 2010]) et ani-
sotrope ([Desroziers, 1997] ; [Belo Pereira et Berre, 2006]). Ces caractéristiques sont dues prin-
cipalement à la densité et à la nature des observations, à la situation météorologique, à diverses
sources de diﬀérenciation géographique comme le masque terre/mer, les contrastes terre/mer,
la diﬀérence couche limite/atmosphère libre, le relief, etc.
Non séparabilité (horizontale et verticale)
Non séparable signiﬁe que la fonction de corrélation tridimensionnelle ne peut pas être ex-
primée sous la forme d'un produit de corrélations horizontales et de corrélations verticales
([Bartello et Mitchell, 1992] ; [Ingleby, 2001]). Cela signiﬁe que la corrélation horizontale dé-
pend du niveau vertical considéré, et que les corrélations verticales varient en fonction de
l'échelle horizontale en jeu. Les fonctions de corrélation horizontale s'élargissent généralement
avec l'altitude, et les corrélations verticales sont plus faibles pour les petites échelles horizon-
tales [Berre, 2000].
Aspects multivariés
Les champs du modèle sont soumis, à un ordre de grandeur d'approximation donné, à des
contraintes d'équilibre dynamique. A grande échelle et aux moyennes latitudes par exemple, la
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Fig. 2.5  Cartes des écarts types du tourbillon (unité : 10−5s−1) vers 500 hPa, climatologiques
(panel a), et du jour valide le 24 janvier 2009 à 00H UTC (panel b). La carte des écarts types
du jour est assez diﬀérente de la carte climatologique, dans la mesure où la première apporte
un signal supplémentaire caractérisant la situation météorologique du jour, en particulier la
tempête Klaus qui a principalement frappé la France, l'Andorre, l'Espagne et l'Italie entre le
23 et le 25 janvier 2009.
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pression et le vent sont liés par le géostrophisme1, et la pression et la température sont liées par
l'hydrostatisme2. Ainsi, la connaissance de l'un de ces champs implique la connaissance d'une
partie de la structure des deux autres. Pour préserver ces équilibres et la cohérence entre ces
champs, l'analyse respecte cette interdépendance entre variables en partie grâce à la matrice
B. Celle-ci peut en eﬀet contenir des opérateurs de balance (ou d'équilibre) au travers desquels
on représentera ces interdépendances, comme des corrélations statistiques supplémentaires.
La prise en compte des opérateurs de balance dans B permet d'introduire des informations
sur toutes les variables qui sont en équilibre avec la variable observée, ce qui va contribuer à
améliorer la qualité de l'analyse. Par exemple, en présence d'une observation de vent, l'analyse
corrige non seulement le champ du vent du modèle, mais également les champs de la pression
et de la température du modèle. La matrice B est alors dite multivariée car elle met en jeu
plusieurs variables, dont les covariances croisées sont prises en compte.
Dépendance à l'écoulement
L'assimilation variationnelle a pendant longtemps utilisé des statistiques d'erreur d'ébauche
climatologiques, dites aussi statiques. Ces statistiques donnent généralement une estimation
raisonnable des structures moyennes de corrélation. Néanmoins, elles s'avèrent incapables de
représenter correctement l'incertitude dans les zones où des situations météorologiques as-
sez rapides, de petite échelle et de forte intensité dynamique et/ou physique se produisent
(fronts, dépressions, cyclones, convection profonde, etc.) [Dixon et al., 2009]. Ces conditions
météorologiques particulières doivent être représentées par des covariances d'erreur du jour
[Isaksen et al., 2007] qui peuvent être assez diﬀérentes des moyennes climatologiques.
La Figure 2.5 montre par exemple des cartes des écarts types de l'erreur d'ébauche du tour-
billon vers 500 hPa, climatologiques (panel a), et du jour le 24 janvier 2009 à 00h (panel b). Le
24 janvier 2009 a connu l'occurrence d'une forte tempête (Klaus) qui a principalement touché
le sud-ouest de la France, l'Andorre et le nord de l'Espagne. L'utilisation de covariances clima-
tologiques (Figure 2.5.a) dans le calcul de l'analyse ce jour-ci est inappropriée. L'attribution
des poids aux observations et à l'ébauche dans la procédure d'assimilation de données serait
sous-optimale (de bonnes observations peuvent être rejetées) et l'analyse contiendra des erreurs
potentielles qui pourront s'aggraver au cours de la prévision. Une spéciﬁcation des variances
d'erreur du jour (Figure 2.5.b) pour tenir compte du signal spéciﬁque de ce jour, engendré
par le passage de la tempête Klaus, est plus pertinente.
1L'équilibre géostrophique est l'équilibre entre la force de Coriolis et la force du gradient de pression atmo-
sphérique agissant sur une parcelle d'air. Les autres forces comme par exemple la force de friction sont alors
négligées. Cet équilibre est bien vériﬁé dans le cas de mouvements à grande échelle dans les moyennes latitudes.
2L'équilibre hydrostatique est l'équilibre entre le poids de l'atmosphère et le gradient de la pression vertical.
Cet équilibre est assez bien vériﬁé pour les phénomènes météorologiques dont la dimension horizontale est
beaucoup plus importante que la dimension verticale.
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2.2.3 Modélisation de B à l'aide d'une séquence d'opérateurs creux
La taille de la matrice B dans les modèles actuels de la PNT est de l'ordre de O(1018), les
calculateurs actuels ne permettent ni le stockage ni la manipulation de ses éléments. En consé-
quence, la matrice B doit être simpliﬁée à travers sa modélisation.
L'objectif de la modélisation des covariances d'erreur d'ébauche [Fisher, 2003] est de trouver
une approximation de la matrice B, en adoptant certaines hypothèses simpliﬁcatrices qui res-
pectent autant que possible ses propriétés physiques décrites dans la section 2.2.2. Les centres
de PNT utilisent généralement dans leurs systèmes opérationnels des modèles de covariance
simpliﬁés par une ou plusieurs hypothèses, dont notamment l'hypothèse diagonale3.
Les principales méthodes de modélisation de la matrice B dans les systèmes modernes
d'assimilation de données sont exposées dans [Bannister, 2008]. Une modélisation habituelle de
B eﬀectuée à travers une séquence de matrices relativement creuses4 est exposée ci-dessous.
Modélisation de B
1
2 par des opérateurs creux
Il est habituel de modéliser B à travers la conception de l'inverse de sa racine carrée, à sa-
voir B−1/2. Ceci est lié au fait que B−1/2 peut lui-même être conçu comme un opérateur qui
transforme l'erreur de l'ébauche εb en une variable normalisée εb
′
= B−1/2εb, dont les compo-
santes sont de corrélation nulle et de variance égale à l'unité (e.g. [Gustafsson et al., 2001]).
En d'autres termes, la matrice de covariance de εb
′
est la matrice identité I :
E[εb
′
εb
′T
] = E[(B−1/2εb)(B−1/2εb)T ]
= B−1/2 E[εbεb
T
] B−T/2
= B−1/2 B B−T/2 = I
La diagonalité de I signiﬁe que les covariances croisées entre les diﬀérentes composantes de
εb
′
sont nulles.
Dans la pratique, il est habituel [Derber et Bouttier, 1999] d'atteindre cette normalisation
par l'application d'une séquence de plusieurs opérateurs relativement creux, tels que :
B−1/2 = C−1/2 S−1 L−1
3L'hypothèse diagonale consiste à représenter la matrice sous forme diagonale dans un certain espace. Il est
d'usage de considérer que B est diagonale dans une base spectrale, ondelette ou déﬁnie par des vecteurs propres
(sur la verticale par exemple).
4Une matrice creuse est une matrice qui contient beaucoup de zéros. Le stockage et la manipulation de ce
genre de matrice est très eﬃcace. Cela permet une économie de mémoire et une certaine rapidité de calcul.
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
ζ
η
(T, ps)
q
=

I 0 0 0
M I 0 0
N P I 0
0 0 0 I

︸ ︷︷ ︸
L−1

ζ
ηu
(T, ps)u
q

Fig. 2.6  Les variables corrélées du modèle ζ, η , (T, ps) et q sont transformées en d'autres
variables décorélées ζ, ηu , (T, ps)u et q par l'opérateur L
−1 constitué des matrices de régression
linéaireM, N et P . I est la matrice identité
L−1 est un opérateur qui transforme les diﬀérentes variables du modèle (comme le tourbillon,
la divergence, la température et pression de surface et l'humidité spéciﬁque) en un ensemble de
variables décorrélées, à travers l'utilisation de régressions linéaires multivariées et des équations
de balance analytiques comme l'équation de balance non linéaire et l'équation oméga quasi-
géostrophique [Fisher, 2003]. Les variables transformées peuvent être par exemple le tourbillon,
et les résidus des régressions respectives de la divergence, de la température et pression de
surface et de l'humidité spéciﬁque (voir Figure 2.6).
S−1 est une matrice diagonale qui contient les écarts types des erreurs de l'ébauche. En
raison de l'application de L−1, les écarts types sont spéciﬁés pour les variables transformées,
c'est-à-dire pour le prédicteur de la première régression (ici le tourbillon) et pour les résidus
des autres régressions .
C−1/2 est une normalisation par l'inverse de la racine carrée de la matrice de corrélation
spatiale, qui assure que la variable transformée est spatialement décorrélée.
Il est à noter que la racine carrée de la matrice B peut être écrite sous la forme : B1/2 =
L S C1/2 (Figure 2.7). De même, la matrice B peut être écrite comme : B = B1/2BT/2 =
L S C S LT, même si cela n'est souvent pas nécessaire pour les mises en oeuvre pratiques de
la minimisation de la fonction coût.
Les covariances croisées et les couplages multivariés
Une approche habituelle pour la modélisation de B1/2 consiste à représenter les covariances
croisées entre les variables du modèle à travers l'utilisation de régressions linéaires entre le
champ de masse (température et pression de surface), le vent et l'humidité spéciﬁque. Un
exemple de régression linéaire entre l'erreur d'ébauche du tourbillon ζ (ici le prédicteur) et la
divergence η (le prédictand) peut être illustré :
η =Mζ + ηu
où M = Bη,ζB−1ζ,ζ est la matrice de la régression linéaire, Bη,ζ est la matrice des covariances
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Fig. 2.7  Illustration de la décomposition de B1/2 en produit de matrices L, S et C1/2. Les
diﬀérents blocs correspondent aux éléments non nuls, les blocs contenant un I correspondent
aux matrices identité avec des 1 sur la diagonale et des 0 ailleurs.
croisées entre ζ et η, Bζ,ζ est la matrice d'autocovariance de ζ, et ηu est le résidu de la
régression. En considérant qu'une régression linéaire est similaire à une équation de balance, le
résidu ηu peut être appelé la composante non balancée de la divergence, etMζ sa composante
balancée.
Une propriété importante est que le résidu de la régression ηu est décorrélé avec le prédicteur
ζ, précisément en raison de la formule deM :
E[ηuζ
T] = E[(η −Mζ)ζT] = E[ηζT]−M E[ζζT]
= Bη,ζ −Bη,ζ B−1ζ,ζ Bζ,ζ = Bη,ζ −Bη,ζ = 0
Cet exemple illustre l'idée qu'une régression linéaire peut être utilisée pour transformer des
paramètres corrélés (ici le tourbillon et la divergence) en des variables décorrélées (le tourbillon
et la divergence non balancée).
Ces régressions linéaires peuvent être calculées dans l'espace spectral par exemple, ce qui
permet de représenter la dépendance des couplages multivariés par rapport à l'échelle horizon-
tale. D'autre part, les covariances croisées entre les diﬀérents vecteurs d'onde sont généralement
négligées, ce qui correspond à une hypothèse d'homogénéité horizontale. Cette hypothèse peut
néanmoins être relâchée par l'utilisation d'expressions analytiques de couplages masse/vent
(comme le géostrophisme) avant de calculer les coeﬃcients des régressions linéaires, ce qui va
permettre de représenter une partie des variations spatiales et temporelles mises en jeu. Un
exemple d'une équation de balance géostrophique très simple peut correspondre à :
φ = f∆−1ζ
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où φ est la hauteur du géopotentiel, f le paramètre de Coriolis et ∆−1 l'inverse du laplacien.
Il est à noter que l'équation de balance non linéaire et l'équation de balance oméga peuvent
également être utilisées pour représenter les eﬀets de dépendance par rapport à l'écoulement
associés à ces couplages [Fisher, 2003].
Modélisation des corrélations spatiales dans l'espace spectral ou dans l'espace ondelette
La matrice de corrélation C ayant la même taille prohibitive que la matrice B, des modèles
de corrélation horizontale creux sont donc souvent employés. Un modèle de corrélation usuel
consiste en la représentation des corrélations spatiales 3D par une matrice bloc-diagonale dans
l'espace spectral ([Courtier et al., 1998] ; [Berre, 2000]). Dans le cas d'un modèle global sphé-
rique, la transformée spectrale correspond à une représentation en harmoniques sphériques.
Dans le contexte d'un modèle à aire limitée, une représentation bi-Fourier est souvent utili-
sée (même si une procédure spéciﬁque est nécessaire dans ce cas pour rendre périodiques les
champs en points de grille). Les éléments non diagonaux de chaque bloc diagonal correspondent
aux corrélations verticales pour un vecteur d'onde donné. Cette représentation permet ainsi de
représenter la dépendance des corrélations verticales par rapport à l'échelle horizontale.
Il convient de noter que cette représentation creuse en blocs diagonaux des corrélations dans
l'espace spectral correspond à l'hypothèse que les fonctions de corrélation 3D sont horizonta-
lement homogènes. L'utilisation de l'hypothèse d'homogénéité horizontale conduit à estimer
les corrélations à travers une moyenne spatiale globale. Cela permet d'augmenter la taille de
l'échantillon, dont l'ordre de grandeur devient la taille de l'ensemble multipliée par le nombre
de régions indépendantes sur le globe ou sur le domaine régional d'intérêt. Cette augmentation
de la taille de l'échantillon permet de rendre les corrélations estimées plus robustes, et cette
propriété est souvent renforcée par l'utilisation d'une moyenne temporelle. En d'autres termes,
le bruit d'échantillonnage est relativement faible dans ce cas, et le principal problème est plutôt
le manque de représentation des variations horizontales et temporelles dans les corrélations.
Un autre modèle de corrélation creux est basé sur une approche diagonale en ondelettes.
Cette approche a fait l'objet de plusieurs études ([Fisher, 2003] ; [Deckmyn et Berre, 2005] ;
[Pannekoucke et al., 2007]). Une composante donnée en ondelettes est associée à une échelle
spéciﬁque comme dans l'approche spectrale, mais elle correspond également à une position
géographique particulière comme dans la représentation en points de grille. Par conséquent,
la variance des diﬀérentes composantes en ondelettes de l'erreur d'ébauche contient de l'infor-
mation sur les structures spatiales locales des erreurs. C'est cette propriété qui permet à une
approche diagonale en ondelettes de représenter les variations horizontales des fonctions de
corrélation (voir Figure 2.8). Cette approche peut donc être utilisée pour représenter des corré-
lations hétérogènes, qui peuvent être statiques [Fisher, 2003], ou dépendantes de l'écoulement
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Fig. 2.8  Carte des portées horizontales (en km) des corrélations d'erreur de prévision du vent
vers 500 hPa, calculées par une approche en ondelette et moyennées sur la période du 24 février
à 00H UTC au 27 février 2010 à 18H UTC, et superposées au champ analysé du géopotentiel
à 500 hPa (isolignes en dam) du 26 février 2010 à 00H UTC. En représentation spectrale, les
corrélations sont homogènes horizontalement, la portée de corrélation pour le vent vers 500
hPa est d'environ 101 Km. Source : [Berre et al., 2015].
[Varella et al., 2011].
Une autre caractéristique intéressante de l'approche en ondelettes est qu'elle peut aussi être
considérée comme une technique de ﬁltrage spatial appliquée aux corrélations brutes estimées
à partir d'un ensemble [Berre et Desroziers, 2010]. La Figure 2.9.a montre un exemple de carte
des portées de corrélations hétérogènes calculées de façon brute à partir de l'assimilation d'en-
semble ARPEGE. La petite taille de l'ensemble induit une erreur d'échantillonnage qui fait
que les corrélations sont fortement bruitées. L'approche en ondelettes permet de ﬁltrer spatia-
lement une grande partie de l'erreur d'échantillonnage à travers des moyennes spatiales locales
des fonctions de corrélation [Pannekoucke et al., 2007]. Les variations géographiques des por-
tées de corrélation obtenues sont alors plus lisses et la cohérence spatiale est améliorée (voir
Figure 2.9.b).
L'approche en ondelettes est donc une solution intermédiaire entre deux scénarios extrêmes,
d'un côté des corrélations locales tout à fait hétérogènes mais bruitées dans l'espace en points
de grille (Figure 2.9.a), et d'un autre côté des corrélations robustes mais homogènes horizon-
talement dans le cas d'une modélisation purement spectrale.
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Fig. 2.9  Cartes de portées méridiennes (en km) pour la pression de surface, estimées à
partir d'un ensemble de 6 membres, valides le 10 février 2002 à 12H UTC. (a) longueurs de
portée brutes. (b) longueurs de portée ﬁltrées par une approche en ondelette et superposées
avec la pression réduite au niveau de la mer valable prévue à la même date et heure. Source :
[Pannekoucke et al., 2007].
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2.3 Conclusions
Dans la première partie de ce chapitre, les éléments essentiels des méthodes d'ensemble ont
été présentés. Ces méthodes sont connues pour leur capacité à fournir des statistiques d'erreur
d'ébauche du jour pour un système d'assimilation, et des conditions initiales perturbées pour
l'initialisation de systèmes de prévision d'ensemble. L'approche ensembliste adoptée au cours
de cette thèse a été en particulier décrite. Il s'agit d'une assimilation variationnelle d'ensemble
globale basée sur le modèle AREPEGE, et d'une assimilation d'ensemble régionale basée sur
le modèle à aire limité ALADIN.
La deuxième partie de ce chapitre a été consacrée à la description de la matrice de covariance
d'erreur d'ébauche B, son rôle, son contenu ainsi que ses caractéristiques physiques. La matrice
B joue en eﬀet un rôle crucial dans le schéma d'assimilation de données, elle permet de distribuer
l'information observée spatialement et entre les diﬀérentes variables liées par des relations
d'équilibre.
La modélisation de B a évolué au cours de l'histoire de la PNT d'une approche homogène
et statique à une approche hétérogène et dépendante de l'écoulement grâce aux méthodes
d'ensemble et aux techniques de modélisation spatiale et de ﬁltrage. Cette modélisation de B
peut se faire sous une forme mixte, elle utilise l'espace en points de grille pour la représentation
des variances locales, et l'espace en ondelettes ou spectral pour la représentation des corrélations
spatiales, sachant que la représentation en ondelettes a l'avantage de préserver la propriété
d'hétérogénéité des corrélations, contrairement à l'approche spectrale.
La dépendance par rapport à l'écoulement est une autre caractéristique essentielle à prendre
en compte dans l'estimation et la modélisation de la matrice B aﬁn de tenir compte des carac-
téristiques spéciﬁques de la situation en cours. L'assimilation d'ensemble permet d'introduire
cette propriété dans les schémas d'assimilation variationnelle.
Un autre potentiel important d'un système d'assimilation d'ensemble est sa capacité à
produire des conditions initiales perturbées et des conditions aux limites latérales perturbées
pour des ensembles globaux et régionaux. Ces deux aspects constituent le coeur du travail de
thèse, ils seront abordés dans les deux chapitres suivants.

Chapitre 3
Sensibilité de la dispersion d'une
assimilation d'ensemble globale aux
perturbations d'ébauche initiales
Ce chapitre est basé sur l'article [El Ouaraini et Berre, 2011] paru dans le Journal of Geophy-
sical Research (JGR)
3.1 Résumé
La sensibilité des variances d'erreur d'ébauche estimées à partir de l'ensemble aux perturba-
tions d'ébauche initiales est étudiée dans ce chapitre. Cela a été réalisé dans un cadre PNT
quasi-opérationnel, en comparant deux ensembles expérimentaux avec un ensemble de réfé-
rence. Le premier ensemble expérimental est une conﬁguration de démarrage à froid, avec des
perturbations d'ébauche initiales nulles. Le second ensemble utilise des perturbations d'ébauche
initiales issues d'un tirage aléatoire à partir d'une matrice de covariance d'erreur d'ébauche B.
L'ensemble de référence est basé sur une conﬁguration de démarrage à chaud lancée 6 jours
avant la date de début de la période expérimentale.
Une analyse linéaire formelle de l'évolution des perturbations indique que les variances d'er-
reur estimées sont susceptibles de converger après quelques étapes d'analyse/prévision du cycle
d'assimilation, même si l'on s'attend à ce qu'elles soient sous-estimées dans les premières étapes
pour le premier ensemble de démarrage à froid.
Ce résultat théorique a été conﬁrmé par les résultats expérimentaux, qui ont indiqué que la
convergence est atteinte après environ 3-4 jours de cyclage. L'utilisation de tirages aléatoires à
partir d'une matrice de covariance d'erreur d'ébauche fournit des structures de variance qui sont
plus compatibles avec celles de l'ensemble de référence par rapport à l'approche du démarrage
à froid. Les résultats obtenus se sont également avérés assez sensibles à l'amplitude du tirage
aléatoire initial. Par ailleurs, l'impact des diﬀérentes techniques d'initialisation d'ensemble sur
les scores de prévision est relativement neutre une fois que les variances estimées ont convergé
vers des valeurs similaires. Cet impact est plus grand au début de la période expérimentale.
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3.2 Introduction
Dans les schémas d'assimilation de données, les conditions initiales résultent d'une combinaison
d'observations et d'ébauche. Les statistiques d'erreur de ces deux éléments déterminent le poids
et l'étalement spatial de l'information observée et donc jouent un rôle crucial dans la qualité
des conditions initiales et des prévisions ultérieures. Par conséquent, des eﬀorts importants ont
été déployés aﬁn de mieux spéciﬁer respectivement les matrices B et R des covariances d'erreur
d'ébauche et d'observation.
Les techniques d'assimilation d'ensemble sont actuellement souvent utilisées pour calcu-
ler des covariances d'erreur d'ébauche qui soient dépendants de l'écoulement. Cela peut être
réalisé soit dans le contexte du ﬁltre de Kalman d'ensemble (par exemple [Evensen, 1994] ;
[Houtekamer et Mitchell, 1998]), ou dans le cadre d'une approche variationnelle d'ensemble
(par exemple [Kucukkaraca et Fisher, 2006] ; [Berre et al., 2007]). Dans les deux cas, l'approche
repose sur le calcul d'un ensemble d'étapes perturbées analyse/prévision. Les observations dans
cette étude sont explicitement perturbées par l'ajout de valeurs aléatoires tirées de la matrice de
covariance d'erreur d'observation, tandis que l'ébauche est implicitement perturbée par l'évo-
lution des perturbations dans le cycle d'assimilation de données (des perturbations explicites
du modèle peuvent être ajoutées pour représenter la contribution de l'erreur du modèle). A
Météo-France, un système d'assimilation d'ensemble variationnelle tourne opérationnellement
depuis juillet 2008 [Berre et Desroziers, 2010], aﬁn de fournir au système déterministe 4D-Var
des variances d'erreur d'ébauche dépendantes de l'écoulement.
Bien que cela ne soit pas appliqué ici, une extension de la spéciﬁcation des corrélations
d'erreur d'ébauche dépendantes de l'écoulement (et éventuellement des balances) peut égale-
ment être envisagée, en utilisant soit les techniques d'ondelettes ([Pannekoucke et al., 2007] ;
[Berre et Desroziers, 2010]) ou les perturbations d'ensemble dans le vecteur de contrôle de la
minimisation (par exemple [Lorenc, 2003] ; [Buehner et al., 2010]). A noter qu'il existe des ver-
sions du ﬁltre de Kalman d'ensemble dans lesquelles les observations ne sont pas perturbées,
mais qui sont basées sur une transformation linéaire des perturbations d'ébauche vers des per-
turbations d'analyse, en utilisant l'hypothèse restrictive que la matrice de gain spéciﬁée est opti-
male (par exemple [Lermusiaux et Robinson, 1999] ; [Anderson, 2001] ; [Whitaker et Hamill, 2002]).
Dans ce chapitre, la sensibilité des variances d'erreur d'ébauche estimées aux perturba-
tions d'ébauche initiales est étudiée. Cette question a été abordée brièvement dans des études
précédentes qui ont indiqué par exemple que les variances d'erreur d'ébauche deviennent
assez stables après 4 jours de cyclage de l'ensemble d'analyses ([Houtekamer et al., 1996] ;
[Fisher et al., 2005]). Dans le contexte idéalisé d'un modèle global en eau peu profonde, une
comparaison expérimentale de diﬀérentes stratégies d'initialisation est présentée dans [Zupanski et al., 2006].
Les résultats indiquent que l'utilisation de perturbations d'ébauche initiales qui sont spatia-
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lement corrélées est bénéﬁque. La question de l'initialisation est étudiée ici dans un contexte
quasi-opérationnel des deux points de vue théorique et expérimental, par l'analyse des équa-
tions de l'évolution des perturbations, et en comparant les résultats expérimentaux associés
aux diﬀérentes stratégies d'initialisation.
On peut également noter que cette question de l'initialisation du cyclage de l'assimilation
d'ensemble peut avoir une certaine importance dans un contexte opérationnel, par exemple
dans le cas où le cyclage de l'assimilation d'ensemble serait interrompu pour des raisons tech-
niques (liées au calculateur par exemple). Dans ce cas de ﬁgure, un redémarrage à froid ou à
partir de tirages aléatoires peut être envisagé sous la forme d'un mode de secours.
3.3 Dispositif expérimental
3.3.1 Les systèmes déterministe et d'assimilation d'ensemble d'AR-
PEGE
Le modèle ARPEGE de Météo-France [Courtier et al., 1991] est un modèle global spectral.
Dans le cadre de ce chapitre, la version déterministe d'ARPEGE utilise une résolution horizon-
tale étirée correspondant à la troncature T538, avec une résolution horizontale plus ﬁne (15 km)
sur la France (ce qui correspond à un facteur d'étirement égale à 2,4 [Courtier et Geleyn, 1988]),
et une résolution verticale de 60 niveaux allant de la surface jusqu'au niveau 1 hPa. Les va-
riables pronostiques sont le tourbillon ζ, la divergence η, la température T , le logarithme de
la pression de surface PS et l'humidité spéciﬁque q. Le système d'assimilation est basé sur
un schéma 4D-Var multi-incrémental [Veersé et Thépaut, 1998]. Quatre analyses et prévisions
quotidiennes sont calculées à 00h, 06h, 12h et 18h UTC.
La matrice spéciﬁée des covariances d'erreur d'ébauche B utilise en plus de la formu-
lation multivariée de [Derber et Bouttier, 1999], les balances non linéaires et oméga quasi-
géostrophiques [Fisher, 2003]. La partie univariée de la matrice des covariances est basée sur
des corrélations 3D représentées par des blocs diagonaux dans l'espace spectral, et des écarts
types dépendants de l'écoulement représentés dans l'espace des points de grille et qui sont
fournis par un système d'assimilation d'ensemble en temps réel.
Le système d'assimilation d'ensemble utilisé dans ce chapitre correspond à la version qui a
été rendue opérationnelle à Météo-France en juillet 2008 (voir [Berre et al., 2007] ; [Berre et Desroziers, 2010])
pour plus de détails). Cet ensemble est composé de 6 membres et utilise le schéma d'assimila-
tion 3D-Var FGAT (First Guess at Appropriate Time). Il utilise une résolution horizontale plus
basse et non étirée (T359) de la version opérationnelle d'ARPEGE déterministe. Cet ensemble
utilise des perturbations explicites d'observation et des perturbations implicites d'ébauche, four-
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nies par l'évolution des perturbations durant le cycle d'assimilation de données (voir section
3.4). Le cyclage des perturbations dans l'expérience ensembliste est réalisé dans le cadre d'une
hypothèse de modèle parfait. Par conséquent, les écarts types d'erreur d'ébauche résultants
sont inﬂatés par un facteur 1,8 lors de la spéciﬁcation de la matrice B, pour tenir compte de la
contribution de l'erreur du modèle qui n'est pas représentée dans le cyclage des perturbations.
Il convient de mentionner que cette version de l'ensemble a été améliorée en avril 2010 pour
utiliser une résolution plus élevée (70 niveaux verticaux et T399) et le schéma d'assimilation
4D-Var, même si cela n'est pas considéré dans la présente étude.
Le même large éventail de types de données est assimilé dans les systèmes déterministe et
ensembliste : les observations de surface, les données d'avion, les vents provenant de satellites,
les observations de la surface de la mer (par exemple les bouées dérivantes, les rapports des na-
vires), les données de sondage in situ, les données radar proﬁleur de vent, les vents des satellites
géostationnaires (vecteurs de mouvement atmosphérique), les données GPS sol, les radiances
des satellites en orbite polaire (par exemple AMSU-A/B, AIRS, SSMI, IASI).
3.3.2 Techniques d'initialisation de l'ensemble et motivations de l'étude
Les systèmes d'assimilation d'ensemble sont généralement initiés de la même manière décrite
par [Houtekamer et al., 1996] et [Fisher et al., 2005]. Cela correspond à la partie blanche dans
la Figure 3.1. Au début de la période expérimentale (et puis de façon similaire à chaque
étape d'analyse ultérieure), des perturbations d'observation εo0 sont fournies par tirage aléa-
toire à partir de la matrice de covariance d'erreur d'observation : εo0 = R
1
2 ζ, où ζ sont des
nombres aléatoires gaussiens spatialement décorrélés, de moyenne nulle et de variance égale
à 1 (i.e. ζ ∼ N (0, I) où I est la matrice identité dans l'espace d'observation). En revanche,
l'ébauche initiale de chaque membre de l'ensemble n'est pas perturbée et est fournie par le sys-
tème déterministe opérationnel, les perturbations d'ébauche initiales sont donc prises égales à
zéro. D'autre part, lors des prochaines étapes d'analyse/prévision, des perturbations d'ébauche
non nulles sont implicitement obtenues à partir de l'évolution de la prévision 6h des pertur-
bations d'analyse précédentes. Comme discuté brièvement dans [Houtekamer et al., 1996] et
[Fisher et al., 2005], les variances d'erreur d'ébauche deviennent relativement stables après 4
jours de cyclage de l'ensemble.
Une autre approche possible, utilisée par exemple par [Evensen, 2003], consiste à construire
des perturbations d'ébauche initiales à partir d'un tirage aléatoire d'une matrice de covariance
d'erreur d'ébauche B : εb0 = B
1
2η, où η sont des nombres aléatoires gaussiens spatialement dé-
corrélés, de moyenne nulle et de variance égale à 1 (i.e. η ∼ N (0, I) où I est la matrice identité
dans l'espace du modèle, et εb0 ∼ N (0,B)). L'ajout de εb0 à l'ébauche initiale est représenté par
la partie grise dans la Figure 3.1.
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La comparaison entre ces deux techniques d'initialisation est l'une des motivations de ce
chapitre, d'un point de vue aussi bien pratique que théorique. En eﬀet, un problème pratique
peut se poser lors du démarrage de l'expérimentation d'un système d'assimilation d'ensemble
sur une période donnée. C'est assez évident si un tel système ne fonctionne pas de façon opé-
rationnelle en temps réel dans un centre de PNT. Cela peut correspondre par exemple à des
systèmes d'assimilation d'ensemble en stade de développement, et également à l'expérimenta-
tion d'ensembles en temps diﬀéré pour le calcul de covariances d'erreur d'ébauche moyennées
dans le temps ([Fisher, 2003] ; [Buehner et al., 2005] ; [Belo Pereira et Berre, 2006]). C'est éga-
lement le cas dans le cadre de réanalyses sur une période passée, au cours de laquelle une
expérience ou une archive d'assimilation d'ensemble peut ne pas être disponible. Par exemple,
si un tel système d'assimilation d'ensemble est devenu opérationnel (en temps réel) en juillet
2008 à Météo-France, les expériences de réanalyses menées sur des périodes antérieures à juillet
2008 exigent de telles techniques d'initialisation. La sensibilité à ces méthodes d'initialisation se
pose également au niveau de la déﬁnition d'un mode de secours en cas d'interruption technique
du cyclage de l'assimilation d'ensemble (comme évoqué à la ﬁn de la section 3.2). En outre, la
comparaison de ces diﬀérentes techniques d'initialisation est également motivée par des aspects
théoriques. Comme on le verra dans la section 3.4, c'est en fait une façon d'examiner formel-
lement l'évolution des perturbations dans le cyclage de l'ensemble, et ses implications sur les
variances d'erreur d'ébauche.
Il convient de rappeler que ces aspects d'initialisation d'ensemble sont étudiés ici dans le cadre
d'une hypothèse de modèle parfait. Ce cadre est relativement habituel dans les expériences d'as-
similation d'ensemble (par exemple [Fisher, 2003] ; [Buehner et al., 2005] ; [Belo Pereira et Berre, 2006] ;
[Berre et al., 2007]). Ceci est en partie lié au fait que l'erreur du modèle est l'une des sources
d'erreur les plus diﬃciles à être estimée et représentée. D'autre part, la représentation de l'erreur
du modèle est un domaine de recherche toujours actif, et il serait pertinent à l'avenir d'étudier
les techniques d'initialisation dans des expériences d'ensemble en incluant la contribution de
l'erreur du modèle. Cela pourrait se faire par exemple en inﬂatant les perturbations de prévi-
sion d'une façon conforme aux estimations de l'amplitude de l'erreur du modèle, comme dans
[Houtekamer et al., 2009]. D'autres représentations possibles de l'erreur du modèle peuvent
être basées par exemple sur les perturbations des tendances physiques [Buizza et al., 1999], les
schémas de rétrodiﬀusion de l'énergie cinétique stochastique [Shutts, 2005], les approches multi-
modèles ([Meng et Zhang, 2007] ; [Fujita et al., 2007]), bien que [Houtekamer et al., 2009] ont
démontré que la contribution de ces dernières techniques est relativement petite par rapport à
l'inﬂation des perturbations.
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Fig. 3.1  Composantes de l'assimilation d'ensemble. La partie grise a été ajoutée au début
de l'ensemble RANDB aﬁn d'introduire des perturbations d'ébauche initiales tirées de façon
aléatoire de la matrice B.
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3.3.3 Description des expériences d'ensemble
Un ensemble utilisant des perturbations d'ébauche initiales nulles a été lancé au moment
t0, correspondant au 21 janvier 2009 à 00h UTC. Il s'agit d'une expérience de démarrage
à froid, désignée par COLDS. Cet ensemble utilise pour le tout premier cycle d'assimila-
tion des variances d'erreur d'ébauche statiques fournies par un ensemble oﬀ-line antérieur
[Belo Pereira et Berre, 2006]. Un autre ensemble, désigné par RANDB, a été lancé à t0 avec
des perturbations d'ébauche initiales non nulles εb0, fournies par un tirage aléatoire à partir
d'une matrice de covariances d'erreur B, tel que décrit dans la section 3.3.2.
Ces deux ensembles expérimentaux COLDS et RANDB sont comparés à une expérience
d'ensemble de référence, notée REF. L'ensemble REF a été démarré à froid 6 jours avant le
temps t0, soit le 15 janvier à 00h UTC. Cela signiﬁe que si l'ensemble REF utilise des pertur-
bations d'ébauche initiales nulles au moment t0− 144h, il utilise en revanche des perturbations
d'ébauche stables non nulles au moment t0, comme on le verra plus tard. REF peut donc être
considéré comme un ensemble de démarrage à chaud à t0.
Ces trois expériences d'ensemble ont été résumées dans le tableau 3.1 . Elles ont été menées
sur une période de 11 jours après le moment t0. Toutes les expériences sont réalisées sous l'hy-
pothèse du modèle parfait, comme dans la version opérationnelle. La période d'étude a connu
l'occurence de la sévère tempête Klaus. Celle-ci a été considérée comme la plus dévastatrice
sur l'Europe depuis Lothar en Décembre 1999. Elle a frappé l'Europe en début de matinée du
24 janvier et a causé des dommages étendus à travers la France, l'Espagne et l'Andorre avec
des pics de rafales de plus de 200 km/h et des vents soutenus de plus de 170 km/h.
XXXXXXXXXXXXEnsembles
Temps
t0 − 144h t0 ti = t0 + i× 6h (pour i > 0)
COLDS εb = 0 εb 6= 0
RANDB εb 6= 0 εb 6= 0
REF εb = 0 εb 6= 0 (stable) εb 6= 0
Tab. 3.1  Les ensembles COLDS et REF utilisent des perturbations d'ébauche initiales nulles,
en revanche COLDS démarre à t0 alors que l'ensemble REF démarre 6 jours plus tôt (i.e. à
t0−144h). L'ensemble RANDB utilise des perturbations d'ébauche initiales à t0 tirées de façon
aléatoire à partir d'une matrice spéciﬁée de covariance d'erreur d'ébauche.
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3.4 Analyse formelle de l'évolution des perturbations
3.4.1 Evolution des perturbations durant une étape d'analyse/prévision
Les équations qui régissent l'évolution des perturbations de l'ensemble (à savoir les perturba-
tions d'analyse et d'ébauche) sont décrites par exemple dans [Berre et al., 2006]. Par souci de
simplicité dans les dérivations, l'opérateur d'observation Hi (valide au moment ti) et l'opéra-
teur du modèle Mi (intégré depuis le moment d'analyse ti au prochain moment d'analyse ti+1)
seront supposés linéaires. Il est cependant possible de considérer le formalisme non linéaire qui
mènera à d'autres termes non linéaires dans les équations des perturbations, sans que cela n'af-
fecte la discussion principale quant à la dépendance des variances aux perturbations d'ébauche
initiales.
En particulier, lors d'une étape d'analyse à un moment donné ti, l'équation d'analyse trans-
forme les perturbations d'ébauche εbi et perturbations d'observation ε
o
i en perturbations d'ana-
lyse εai , selon :
εai = (I−KiHi) εbi +Ki εoi (3.1)
où Ki est la matrice de gain valide au moment ti : Ki = BiHi
T (HiBiHi
T + Ri)
−1, Bi et Ri
sont respectivement les matrices de covariances d'erreur d'ébauche et d'observation, valides au
moment ti. L'exposant T est une notation pour la matrice transposée. De façon similaire, lors
de l'étape suivante de prévision 6h, les perturbations d'analyse évoluent vers des perturbations
d'ébauche pour la prochaine étape d'analyse au moment ti+1 = ti + 6h, selon :
εbi+1 = Mi ε
a
i (3.2)
3.4.2 Contribution des perturbations d'ébauche initiales aux pertur-
bations d'ébauches ultérieures
Au cours du premier pas d'analyse au moment t0, les perturbations évoluent selon : εa0 =
(I−K0H0) εb0 +K0 εo0, ensuite l'étape suivante de prévision 6h conduit à :
εb1 = M0 (I−K0H0) εb0 +M0 K0 εo0 (3.3)
De façon plus générale, après chaque étape d'analyse/prévision calculée au moment ti (qui
produit des perturbations d'ébauche εbi+1 valides au moment ti+1), l'équation des perturbations
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d'ébauche résultante est :
εbi+1 = Ti+1 ε
b
0 +
i∑
l=0
Ti−l MlKl εol (3.4)
où, pour l entre 0 et i− 1,
Ti−l =
i−1∏
l′=l
Ml′ (I−Kl′Hl′) (3.5)
Ti+1 =
i∏
l=0
Ml (I−KlHl) (3.6)
et T0 = I. Le premier terme du côté droit de l'équation (3.4), à savoir Ti+1 εb0, correspond à la
contribution de la perturbation d'ébauche initiale εb0. A noter que la formule de Ti+1 indique
que εb0 est multiplié successivement (i + 1) fois par l'opérateur Ml (I − KlHl). Le second
terme du côté droit de (3.4), à savoir
∑i
l=0 Ti−l MlKl ε
o
l , correspond à la contribution des
perturbations d'observation ajoutées tout au long des étapes d'analyses successives qui se sont
produites entre t0 et ti. Sachant que εb0(ε
o
l )
T = 0, la variance de la perturbation d'ébauche
V (εbi+1) = ε
b
i+1 ◦ εbi+1 (où ◦ est le produit d'Hadamard (i.e. par élément)) peut s'écrire comme
la somme des variances de deux contributions :
V (εbi+1) = V (Ti+1 ε
b
0) + V (
i∑
l=0
Ti−l MlKl εol ) (3.7)
Ces expressions permettent de dériver deux résultats escomptés quant à la sensibilité à l'initia-
lisation de l'ensemble. Tout d'abord, les variances d'erreur d'ébauche estimées devraient être
sous-estimées quand les perturbations d'ébauche initiales sont nulles (εb0 = 0), étant donné que
la contribution des variances associées V (Ti+1 εb0) est négligée. Le deuxième eﬀet attendu est
discuté dans la section 3.4.3.
3.4.3 Amortissement des perturbations d'ébauche initiales
L'autre résultat attendu de l'équation (3.7) est que, quel que soit le type d'initialisation de
l'ensemble, les variances estimées devraient converger dans le temps vers des valeurs similaires,
en raison de la convergence de V (Ti+1 εb0) vers 0 quand i augmente. Cela est lié au fait que Ti+1
contient en particulier les opérateurs I −KlHl dont les valeurs propres sont comprises entre
zéro et un, comme indiqué dans ([Daley, 1991], p.127), ce qui explique le fait que I−KlHl aura
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tendance à amortir l'amplitude des perturbations d'ébauche lors du calcul de leur contribution
dans les perturbations d'analyse.
D'autre part, l'opérateur Ti+1 ne contient pas seulement I−KlHl, mais aussi les opérateurs
du modèle Ml. L'eﬀect global de Ml sur l'évolution de la variance va dépendre des contribu-
tions respectives des modes locaux de Ml, croissants, stables et décroissants dans diﬀérentes
zones géographiques. Dans certaines régions, l'opérateur du modèle Ml va augmenter la va-
riance de la perturbation à cause des instabilités locales baroclines par exemple. Dans d'autres
régions, Ml va diminuer la variance de la perturbation à cause des processus d'amortissement
tels que la diﬀusion. Les résultats expérimentaux présentés par exemple dans la Figure 16 de
[Belo Pereira et Berre, 2006] suggèrent que l'eﬀet global de Ml sur l'évolution de la variance
est un eﬀet croissant. En d'autres termes, l'eﬀet croissant de Ml peut compenser en partie
l'eﬀet amortisseur de I−KlHl.
L'eﬀet net global attendu de Ml(I − KlHl) peut être examiné en considérant l'équation
d'évolution de la variance d'erreur d'ébauche durant la l-ième étape d'analyse/prévision (déri-
vée d'une manière similaire à l'équation (3.3)) :
V (εbl+1) = V (Ml(I−KlHl) εbl ) + V (MlKl εol ) (3.8)
Les expérimentations avec par exemple des systèmes d'assimilation d'ensemble variationnelle
indiquent que les valeurs globales des variances de perturbation sont relativement statiques
(au-delà des 3-4 premiers jours après l'initialisation de l'ensemble), soit globalement V (εbl+1) ≈
V (εbl ), comme le montre la Figure 6 de [Fisher et al., 2005] et la Figure 6 de [Raynaud et al., 2011].
L'eﬀet de Ml(I −KlHl) sur la variance de perturbation peut alors être exprimé et approché
comme suit :
V (Ml(I−KlHl) εbl )− V (εbl ) ≈ V (Ml(I−KlHl) εbl )− V (εbl+1) (3.9)
En utilisant l'équation (3.8), cela conduit à :
V (Ml(I−KlHl) εbl )− V (εbl ) ≈ −V (MlKl εol ) < 0 (3.10)
En d'autres termes :
V (Ml(I−KlHl) εbl ) < V (εbl ) (3.11)
i.e. l'eﬀet net global attendu de Ml(I−KlHl) est un eﬀet d'amortissement. Ce résultat reﬂète
probablement le fait que l'eﬀet amortisseur de I − KlHl est dans ce cas supérieur à l'eﬀet
croissant de Ml.
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Par ailleurs, en ce qui concerne l'équation (3.7), l'expression Ti+1 =
∏i
l=0 Ml (I−KlHl)
(décrite dans l'équation (3.6)) indique que l'opérateur d'amortissement Ml(I −KlHl) est ap-
pliqué un certain nombre de fois égal à i+1, correspondant au nombre des étapes d'analyse qui
ont eu lieu depuis l'initialisation de l'ensemble. L'eﬀet d'amortissement devrait donc augmenter
lorsque i augmente. Cela exprime le fait que l'inﬂuence des perturbations d'ébauche initiales
εb0 va décroître vers zéro lorsque le nombre des étapes d'analyse augmente. En d'autres termes,
quelle que soit l'initialisation de l'ensemble (démarrage à froid, démarrage à chaud, ou tirages
aléatoires à partir de B), les variances estimées devraient converger dans le temps vers des va-
leurs similaires, correspondant à la contribution V (
∑i
l=0 Ti−l MlKl ε
o
l ) restante dans l'équation
(3.7). A noter que cette convergence vers la valeur asymptotique V (
∑i
l=0 Ti−l MlKl ε
o
l ) de-
vrait se produire à un taux qui dépend notamment des valeurs propres de l'opérateur Ti+1.
Ces deux résultats escomptés quant à la sensibilité à l'initialisation de l'ensemble, à savoir
la sous-estimation des variances dans une approche de démarrage à froid et la convergence
ultérieure des variances quelle que soit la technique d'initialisation utilisée, vont maintenant
être étudiés expérimentalement. Alors que la partie formelle s'est concentrée sur les variances
d'erreur d'ébauche, les résultats expérimentaux seront montrés quant à eux en termes d'écarts
types (qui sont la racine carrée de la variance). Dans le reste du chapitre, nous ferons référence
à des écarts types moyennés horizontalement pour parler des écarts types calculés à partir
de la racine carrée des variances moyennées horizontalement.
3.5 Résultats expérimentaux
3.5.1 Evolution temporelle des écarts types moyennés horizontale-
ment
L'évolution temporelle des écarts types moyennés horizontalement est montrée pour le tour-
billon près du niveau 500 hPa dans la Figure 3.2. Comme prévu d'après la discussion dans la
section 3.4.3, les valeurs d'écarts types issues de l'expérience REF (démarrage à chaud) sont
stables dans le temps tout au long de la période expérimentale. Le fait d'avoir de telles valeurs
quasiment constantes dans le temps est également conforme avec des résultats d'études anté-
rieures tels que la Figure 6 dans [Fisher et al., 2005] et la Figure 6 dans [Raynaud et al., 2011].
En outre, cette stabilité est déjà bien marquée au début de la période (i.e. à partir de t0) : la
période de mise en équilibre (spin-up en anglais) de 6 jours (de t0 − 6 jours à t0) est suﬃ-
samment longue pour fournir des perturbations d'ébauche εb0 à t0 ayant une amplitude stable
et importante.
Ceci est conﬁrmé par l'évolution temporelle des estimations fournies par l'expérience COLDS
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(démarrage à froid). Conformément à la section 3.4, les variances estimées de COLDS sont plus
petites que celles de REF au début de la période, en raison de l'omission des perturbations
d'ébauche initiales. D'autre part, les variances issues de COLDS croissent régulièrement dans
le temps pendant le cycle d'assimilation de données perturbé, et convergent vers des valeurs
stables similaires à celles de REF après 3-4 jours de cyclage. Ce constat est cohérent avec l'autre
résultat discuté dans la section 3.4, à savoir que les variances estimées devraient converger dans
le temps vers des valeurs similaires quelle que soit l'initialisation de l'ensemble.
Ceci est également soutenu par l'évolution de la variance globale de l'expérience RANDB,
avec des variances estimées qui convergent vers des valeurs similaires à celles de REF et de
COLDS après 3-4 jours de cyclage. Par ailleurs, on peut remarquer que les variances initiales
(au moment t0 en particulier) sont plus importantes dans RANDB que dans REF. Ce constat
reﬂète les diﬀérences d'amplitude entre les nombres aléatoires tirés de la matrice spéciﬁée B,
et les perturbations d'ébauche obtenues dans REF. Ces diﬀérences d'amplitude proviennent
du facteur d'inﬂation multiplicatif de 1,8 qui est inclus dans la matrice spéciﬁée B, aﬁn de
représenter la contribution de l'erreur du modèle tel que décrit dans la section 3.3.1. Bien
qu'il soit considéré à l'avenir d'appliquer ce facteur d'inﬂation aux perturbations d'ébauche
pour représenter l'erreur du modèle dans le cyclage des perturbations, ce n'est pas encore le
cas dans la version d'ensemble utilisée dans cette étude. Cela explique le fait que l'amplitude
des perturbations dans RANDB est plus grande que dans REF, et donne l'occasion d'étudier
la convergence des variances dans ce type de situation où l'amplitude des nombres aléatoires
initiaux est plus grande que la valeur asymptotique ﬁnale. La sensibilité aux diﬀérences d'am-
plitude initiale sera également étudiée plus loin dans la section 3.5.3.
L'évolution temporelle des écarts types moyennés horizontalement a également été étudiée
pour d'autres variables et niveaux verticaux, comme le montre la Figure 3.3. Celle-ci indique
que, d'une manière similaire au tourbillon mi-troposphérique (Figure 3.2 ), l'expérience de dé-
marrage à froid fournit des variances estimées pour la température et l'humidité qui sont en
accord avec celles de l'expérience de démarrage à chaud après 3-4 jours de cyclage. D'autre
part, il peut également être noté que la convergence est un peu moins rapide pour l'expérience
RANDB que pour COLDS, en particulier pour la température stratosphérique et l'humidité à
bas niveau. Conformément à l'équation (3.7), celle-ci indique que le terme V (Ti+1εb0) décroît
vers zéro dans RANDB à un taux qui est légérement plus petit que le taux de croissance du
terme V (
∑i
l=0 Ti−lMlKlε
o
l ) (correspondant à la courbe COLDS), qui converge vers les valeurs
V (εbi+1) de RANDB.
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Fig. 3.2  Evolution temporelle des écarts types du tourbillon moyennés horizontalement près
du niveau 500 hPa pour les expériences REF (ligne tiretée), COLDS (ligne continue) et RANDB
(ligne en pointillés).
3.5.2 Evolution temporelle des écarts types locaux
Dans cette section, les cartes d'écarts types du tourbillon près de 500 hPa sont illustrées dans
la Figure 3.4 pour la toute première étape d'analyse/prévision (le 21 janvier à 00h UTC), et
dans la Figure 3.5 un jour plus tard (le 22 janvier à 00h UTC).
Pour COLDS (Figure 3.4, panel du haut), la sous-estimation des écarts types est bien
marquée sur tout le globe par rapport à REF (Figure 3.4, panel du milieu). Toutefois, la
principale dépendance géographique, en fonction des latitudes, est représentée correctement
dans COLDS, avec des valeurs plus élevées dans les moyennes latitudes que dans les tropiques.
D'autre part, on peut noter par exemple que les valeurs dans COLDS ont tendance à être plus
grandes sur les Etats-Unis que sur l'Atlantique Nord, alors que c'est l'inverse qui se produit
dans REF. Cela peut être interprété comme une représentation incorrecte dans COLDS des
variations géographiques associées à des contrastes de densité de données. Cette déformation,
provoquée par l'omission des perturbations d'ébauche initiales, est potentiellement critique dans
cette région de l'Atlantique Nord, précisément parce que REF indique que l'erreur d'ébauche
est censée être grande dans cette zone.
La carte REF peut également être comparée avec la première carte de variance produite
par RANDB (Figure 3.4, panel du bas). Conformément à la Figure 3.2, les valeurs locales ont
tendance à être plus importantes dans RANDB qu'en REF. D'autre part, les contrastes de
densité des données sont bien représentés dans RANDB, avec par exemple de petites valeurs
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Fig. 3.3  Evolution temporelle des écarts types moyennés horizontalement de : la température
près du niveau 50 hPa (panel du haut), la température près de la surface (panel du milieu) et
l'humidité spéciﬁque près de la surface (panel du bas) pour les expériences REF (ligne tiretée),
COLDS (ligne continue) et RANDB (ligne en pointillés).
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sur la zone des USA riche en données, et des valeurs plus grandes dans la région de l'Atlantique
Nord pauvre en données. Cela suggère que, par rapport à une approche de démarrage à froid,
l'utilisation d'un tirage aléatoire à partir de B produit des cartes d'écarts types plus réalistes.
Une comparaison similaire peut être faite un jour plus tard (Figure 3.5). La sous-estimation
de la variance dans COLDS est maintenant beaucoup moins prononcée. En outre, le contraste
de densité de données entre les USA et l'Atlantique Nord est correctement représenté dans
toutes les expériences. Cela suggère qu'une période de cyclage de 24h est suﬃsante à COLDS
pour permettre aux perturbations de se développer dans une large mesure dans l'Atlantique
Nord autant que sur les USA. La carte d'écarts types de RANDB est également proche de REF
par rapport à la Figure 3.4. En outre, on peut remarquer une tendance de RANDB à produire
des maxima locaux qui sont plus compatibles avec REF par rapport à ce que fait COLDS, par
exemple, près de l'Europe et le sud de l'Argentine. Ce résultat est étayé par la Figure 3.6, qui
représente l'évolution temporelle de la corrélation globale entre la carte d'écart type de chaque
ensemble expérimental (COLDS et RANDB) et la carte de l'ensemble de référence (REF). Les
grandes valeurs de corrélation correspondent aux cas où les structures spatiales de l'ensemble
expérimental sont compatibles avec celles de l'ensemble de référence. Comme le montrent déjà
les Figures 3.4 et 3.5, RANDB produit des cartes d'écarts types, qui sont plus réalistes (selon
REF) par rapport à COLDS pendant les 6 premières étapes d'analyse/prévision. L'évolution
temporelle de cette corrélation conﬁrme également que les expériences COLDS et RANDB
produisent des cartes d'écarts types qui sont similaires à REF après 3-4 jours de cyclage.
3.5.3 Sensibilité de l'ensemble RANDB au facteur d'inﬂation des
écarts types
Comme indiqué dans la section 3.5.1, un facteur d'inﬂation multiplicatif est appliqué aux écarts
types d'erreur d'ébauche lors de la spéciﬁcation de la matrice B. Ce facteur est donc inclus dans
εb0 lors de l'utilisation de nombres aléatoires tirés à partir de B dans l'expérience RANDB. La
sensibilité à ce facteur d'inﬂation dans RANDB est étudiée dans cette section, en comparant
les résultats fournis par diﬀérentes valeurs d'inﬂation (dans la randomisation de B) égales
respectivement à 1.4 et 1.0, par rapport aux résultats associés au facteur d'inﬂation de référence
dont la valeur est 1.8.
L'eﬀet associé sur les écarts types moyennés sur le globe est montré dans la Figure 3.7.
Comme prévu, la diminution du facteur d'inﬂation réduit la surestimation initiale des variances
estimées à partir de RANDB par rapport à REF. La Figure 3.8 correspond aux corrélations
globales associées avec la carte REF. Il apparaît que la diminution du facteur d'inﬂation aug-
mente la cohérence avec REF pendant les 6-10 premières étapes d'analyse/prévision, comme
indiqué par les grandes valeurs de corrélation lorsque 1.0 est utilisée comme valeur d'inﬂation.
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Fig. 3.4  Ecarts types du tourbillon près du niveau 500 hPa produits par le premier pas
d'analyse/prévision (le 21 janvier 00h UTC) pour les expériences COLDS (haut), REF (milieu)
et RANDB (bas). Unité : 10−5s−1.
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Fig. 3.5  Ecarts types du tourbillon près du 500 hPa produits par le cinquième pas d'ana-
lyse/prévision (le 22 janvier 00h UTC) pour les expériences COLDS (haut), REF (milieu) et
RANDB (bas). Unité : 10−5s−1.
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Fig. 3.6  Evolution temporelle des corrélations globales entre les cartes respectives des écarts
types du tourbillon près du niveau 500 hPa de RANDB et de REF (ligne en pointillés), et entre
les cartes respectives de COLDS et de REF (ligne continue).
Ce résultat peut être expliqué grâce à l'équation (3.1), qui indique que les perturba-
tions d'analyse peuvent être considérées comme des combinaisons linéaires des perturbations
d'ébauche et d'observation. Ainsi, lors de la diminution du facteur d'inﬂation initial utilisé dans
RANDB, la contribution de l'amplitude des perturbations d'ébauche est plus proche de l'expé-
rience REF, et tout le cyclage analyse/prévision des perturbations devient alors plus proche de
ce qui se passe dans REF. Il en résulte des cartes d'écarts types qui sont plus compatibles avec
REF. Sur la base de ces résultats, le facteur multiplicatif utilisé dans l'expérience RANDB est
pris égale à 1, 0 dans la suite de ce chapitre.
D'autre part, il convient de rappeler que toutes ces expériences d'ensemble ont été réalisées
dans un cadre de modèle parfait. Un développement futur envisagé du système d'assimilation
d'ensemble pourrait consister à appliquer une inﬂation adaptative aux perturbations d'ébauche
pendant le cyclage de l'ensemble aﬁn de tenir compte de l'erreur du modèle.
3.5.4 Sensibilité sur les scores de prévision
Comme indiqué dans la section 3.3, le système d'assimilation d'ensemble de Météo-France
est utilisé aﬁn de fournir au système déterministe ARPEGE des variances d'erreur d'ébauche
dépendantes de l'écoulement, dites aussi du jour. Aﬁn d'étudier l'impact de l'initialisation
de l'ensemble sur la qualité des prévisions déterministes, une étude d'impact a été réalisée sur
la période considérée des 11 jours. Comme les variances estimées deviennent similaires après
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Fig. 3.7  Evolution temporelle des écarts types du tourbillon moyennés horizontalement près
du 500 hPa pour diﬀérentes valeurs du facteur d'inﬂation dans la randomisation de B (pour
l'ensemble RANDB) : 1.8 (ligne en pointillés), 1.4 (ligne tiretée) et 1.0 (ligne continue ﬁne).
La ligne continue épaisse correspond à l'ensemble REF.
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Fig. 3.8  Evolution temporelle des corrélations globales entre les cartes respectives des écarts
types du tourbillon près du niveau 500 hPa de RANDB et de REF pour diﬀérentes valeurs
du facteur d'inﬂation dans la randomisation de B (pour l'ensemble RANDB) : 1.8 (ligne en
pointillés), 1.4 (ligne tiretée) et 1.0 (ligne continue).
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quelques étapes d'analyse/prévision, l'impact sur les scores moyennés dans le temps est plutôt
neutre sur le globe (non représenté), tandis que la sensibilité est plus grande au début de la
période, en particulier sur l'Europe.
Cette sensibilité est illustrée à la Figure 3.9 qui correspond aux valeurs du RMS et du biais
des prévisions 48h sur l'Europe issues d'analyses déterministes 4D-Var utilisant des écarts types
estimés soit à partir de COLDS (ligne continue) ou à partir de RANDB (ligne tiretée). Ces
prévisions 48h ont été évaluées par rapport aux observations de radiosondage (panel (a) de
la Figure 3.9) et par rapport aux observations SYNOP (panel (b) de la Figure 3.9). Comme
prévu, l'impact sur les scores de prévision est relativement neutre une fois que les variances
ont convergé vers des valeurs similaires. En revanche, la sensibilité est plus grande au début
de la période des 11 jours, c'est-à-dire lorsque les variances estimées diﬀèrent dans une large
mesure. L'utilisation des variances fournies par RANDB au lieu de COLDS a un impact positif
pendant les 2-3 premiers jours de la période, en particulier le 24 janvier 2009. Cela correspond
à une meilleure prévision 48h de la profondeur de la tempête Klaus, comme le montre la Figure
3.10 : la tempête prévue est de 5 hPa plus creuse lorsque les variances RANDB sont utilisées
(Figure 3.10, panel du milieu) au lieu de celles de COLDS (Figure 3.10, panel du haut), et
cela est en meilleur accord avec l'analyse opérationnelle de vériﬁcation (Figure 3.10, panel du
bas). La sous-estimation de cette tempête lorsque COLDS est utilisé résulte probablement de
la sous-estimation des variances d'erreur d'ébauche, ce qui implique que l'information observée
s'est vue attribuée un poids insuﬃsant pendant le cycle d'assimilation des données.
En outre, les scores sont semblables aussi bien en utilisant les variances de REF que celles
de RANDB (non représenté). Ces résultats conﬁrment l'idée que l'utilisation de la méthode de
tirage aléatoire à partir de B est plus intéressante que l'utilisation de perturbations d'ébauche
initiales nulles comme dans COLDS, du moins en ce qui concerne le début de la période.
Il convient de noter que ces résultats sont une illustration de la concordance escomptée
entre le réalisme des variances d'erreur d'ébauche et la performance de la prévision. C'est aussi
une illustration qui montre que la sensibilité aux perturbations d'ébauche initiales est une
question qui ne doit pas être négligée dans par exemple les réanalyses et rejeux de prévisions
(reforecasts) d'événements météorologiques extrêmes tels que la tempête Klaus (le 24 janvier
2009).
3.6 Conclusions
La sensibilité des variances d'erreur d'ébauche estimées à partir de l'ensemble aux pertur-
bations d'ébauche initiales a été étudiée dans ce chapitre. Cela a été réalisé dans un cadre
quasi-opérationnel correspondant au système d'assimilation d'ensemble de Météo-France.
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Fig. 3.9  Evolution temporelle du RMS (lignes épaisses) et du biais (lignes ﬁnes) sur l'Europe
des prévisions 48h du (a) géopotentiel (unité : m) au niveau 850 hPa calculés par rapport aux
observations du radiosondage et de (b) la pression au niveau moyen de la mer (unité : hPa)
calculés par rapport aux observations SYNOP, pour les expériences utilisant les variances issues
de RANDB (ligne en pointillés) et de COLDS (ligne continue).
Tout d'abord, la sensibilité a été étudiée formellement, en considérant l'équation linéaire de
l'évolution des perturbations et la contribution associée des perturbations d'ébauche initiales.
Cette équation indique que les variances d'erreur sont susceptibles de converger dans le temps
quel que soit le type d'initialisation de l'ensemble. Elle montre également que les variances
d'erreur sont sous-estimées au cours des premières étapes d'analyse/prévision du cycle d'assi-
milation quand on utilise des perturbations d'ébauche initiales nulles.
Ces résultats théoriques ont été conﬁrmés expérimentalement, en comparant les variances
estimées fournies par diﬀérentes stratégies d'initialisation. Un ensemble de référence a été dé-
marré 6 jours avant la date de début de la période expérimentale aﬁn d'obtenir des perturba-
tions d'ébauche stables. Cet ensemble a été comparé à un ensemble basé sur un démarrage à
froid utilisant des perturbations d'ébauche initiales nulles, et à un autre ensemble expérimental
utilisant des perturbations initiales non nulles issues d'un tirage aléatoire à partir de la matrice
des covariances d'erreur d'ébauche B.
Les résultats ont montré que la convergence des variances estimées est atteinte après 3-4
jours de cyclage du système d'assimilation d'ensemble. En outre, l'initialisation par un tirage
aléatoire de B fournit des structures de variance qui sont plus compatibles avec celles de l'en-
semble de référence. Nous avons également mis en évidence une sensibilité à l'amplitude initiale
de ces nombres aléatoires.
Enﬁn, une étude d'impact indique que l'utilisation de perturbations initiales d'ébauche is-
sues d'un tirage aléatoire à partir de B est bénéﬁque pour la qualité de prévision au début
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Fig. 3.10  Champs de pression au niveau moyen de la mer le 24 janvier 2009 à 00h UTC
(isocontour : 5 hPa). (Haut) : prévision 48h quand on utilise les écarts types issus de COLDS.
(Milieu) : prévision 48h quand on utilise les écarts types issus de RANDB. (Bas) : analyse
opérationnelle de vériﬁcation. Le premier isoligne épais au centre de la tempête correspond au
975 hPa.
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de la période, tandis que l'impact est neutre une fois que les variances ont convergé vers des
valeurs similaires.
Cette étude ouvre également de nouvelles perspectives pour la représentation et l'étude de
la dynamique des perturbations au cours du cycle d'assimilation d'ensemble. En particulier, il a
été constaté que l'évolution des perturbations au cours d'une étape donnée d'analyse/prévision
est sensible à l'amplitude des perturbations d'ébauche. Alors que la présente étude a été menée
dans un cadre de modèle parfait, les résultats soutiennent également l'idée de réaliser les expé-
riences en utilisant les techniques d'inﬂation de perturbation d'ébauche pendant le cyclage de
l'ensemble, aﬁn de représenter la contribution de l'erreur du modèle, mais aussi pour accroître
le réalisme du cyclage des perturbations. Une autre perspective de ce travail consiste à utiliser
la méthode de tirage aléatoire à partir de B aﬁn de construire des perturbations de conditions
aux limites latérales dans les systèmes régionaux d'assimilation d'ensemble. Ce dernier aspect
sera étudié dans le chapitre suivant.

Chapitre 4
Sensibilité de la dispersion d'une
assimilation d'ensemble régionale aux
perturbations des conditions aux limites
latérales
Ce chapitre est basé sur l'article El Ouaraini et al. publié à Tellus en décembre 2015
4.1 Résumé
La mise en oeuvre d'un système régional d'assimilation et de prévision d'ensemble nécessite la
spéciﬁcation de perturbations appropriées des conditions aux limites latérales (CLL), aﬁn de
simuler les erreurs associées. La sensibilité de la dispersion d'analyse et de prévision 6h d'en-
semble à ces perturbations est étudiée dans ce chapitre formellement et expérimentalement en
comparant trois conﬁgurations diﬀérentes de CLL pour le système d'assimilation d'ensemble
utilisant le modèle à aire limitée ALADIN-France.
Bien que les CLL perturbées initiales soient fournies par les analyses LAM perturbées dans
chaque ensemble, les trois conﬁgurations d'ensemble diﬀèrent quant aux CLL utilisées à 3h
et 6h d'échéance de prévision, ce qui correspond respectivement à des : a) CLL perturbées
(GLBC) fournies par un système global opérationnel d'assimilation d'ensemble, il s'agit de la
conﬁguration de référence ; b) CLL non perturbées (ULBC) obtenues à partir d'un modèle glo-
bal déterministe ; c) CLL perturbées obtenues en ajoutant des nombres aléatoires tirés à partir
d'un modèle de covariance d'erreur aux prévisions du système déterministe global (PLBC).
Une analyse formelle des équations d'erreur et de perturbation est d'abord eﬀectuée, aﬁn
de fournir un aperçu sur les eﬀets relatifs des perturbations d'observation et des perturbations
des CLL à diﬀérentes échéances dans les diﬀérentes conﬁgurations d'ensemble. Les variations
horizontales de la moyenne temporelle de la dispersion d'ensemble sont ensuite examinées pour
les prévisions 6h. Malgré l'utilisation de CLL initiales perturbées, l'ensemble régional ULBC
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est sous-dispersif non seulement à proximité des bords latéraux, mais aussi dans environ un
tiers de la zone intérieure, en raison de l'advection pendant le cycle d'assimilation de don-
nées. Cet artefact est évité dans PLBC à travers l'utilisation de perturbations non nulles des
CLL aux échéances 3h et 6h. La sensibilité à l'échelle d'amplitude du modèle de covariance
est également illustrée pour cette conﬁguration. Certains aspects de variation temporelle de la
dispersion d'ensemble et des sensibilités associées aux perturbations des CLL sont également
étudiés.
Ces résultats conﬁrment l'importance des perturbations des CLL pour un système régional
d'assimilation d'ensemble. Ils indiquent également que la perturbation des CLL initiales ne
suﬃt pas pour obtenir une dispersion d'ensemble réaliste, celle-ci peut être obtenue approxi-
mativement en utilisant un tirage aléatoire à partir d'un modèle de covariance pour simuler les
erreurs des CLL au cours de la prévision et du cycle d'assimilation de données associé.
4.2 Introduction
Les conditions aux limites latérales (CLL) représentent une source importante d'erreur d'ana-
lyse et de prévision dans les modèles à aire limitée. En eﬀet, plusieurs études ont montré que
leurs simulations sont vraisemblablement plus sensibles aux erreurs des CLL qu'à celles des
conditions initiales, en particulier pour les petits domaines et les longues intégrations du mo-
dèle ([Anthes et al., 1985] ; [Anthes, 1986] ; [Vukicevic et Errico, 1990] ; [Du et Tracton, 1999]).
En conséquence, les erreurs des CLL doivent être prises en compte et représentées adéquate-
ment lors de la conception et de la mise en oeuvre d'un système régional d'assimilation et de pré-
vision d'ensemble. Une première approche possible consiste à utiliser un jeu de CLL perturbées
fournies par un ensemble global (par exemple [Hou et al., 2001] ; [Storto et Randriamampianina, 2010]).
Cependant, un tel ensemble global peut ne pas être disponible localement dans un centre
donné de PNT régionale. En outre, le transfert d'un grand volume de données ensemblistes
à partir d'un centre de PNT globale est susceptible d'être lourd et coûteux en termes de
télécommunications, en fonction du volume des données et du débit de la ligne de transmis-
sion. De plus, la taille de l'ensemble régional peut être plus grande que celle de l'ensemble
global. Aﬁn de réduire ces problèmes de dépendance et de coût, une seconde approche pos-
sible consiste à utiliser les prévisions d'un modèle déterministe global de PNT pour fournir les
mêmes CLL à tous les membres de l'ensemble régional. Cette approche a été considérée dans des
études dans le contexte du ﬁltre de Kalman d'ensemble (par exemple [Snyder et Zhang, 2003] ;
[Dowell et al., 2004] ; [Zhang et al., 2006]) ou dans le contexte d'une assimilation d'ensemble
variationnelle [Storto et Randriamampianina, 2010]. L'inconvénient est que cela suppose que
les erreurs des CLL sont négligeables, ce qui est vraisemblablement irréaliste. Une troisième
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approche possible consiste à construire des perturbations de CLL par tirage aléatoire à partir
d'un modèle de covariance d'erreur spéciﬁé, supposé être représentatif des erreurs des CLL (par
exemple [Torn et al., 2006]). Cette méthode est susceptible d'être attrayante, car d'une part
elle est relativement facile à mettre en oeuvre localement, d'autre part elle est peu coûteuse en
terme de temps de calcul.
Ces diﬀérentes options ont été partiellement étudiées expérimentalement dans diﬀérents
contextes régionaux de PNT. Par exemple, [Torn et al., 2006] ont concentré leur diagnostic sur
la qualité de la moyenne d'ensemble dans un contexte idéalisé avec des observations simulées,
en comparant la première et la troisième approche (c'est-à-dire l'utilisation soit d'un ensemble
à plus grande échelle, soit l'utilisation de nombres aléatoires tirés d'un modèle de covariance).
Ils ont montré que l'utilisation de cette dernière approche conduit à une qualité de la moyenne
d'ensemble similaire à l'utilisation d'un ensemble à plus grande échelle, bien que certaines dé-
gradations soient visibles près des bords latéraux. [Gebhardt et al., 2011] ont montré que dans
le contexte de l'ensemble COSMO-DE, les perturbations des CLL contribuent de façon signi-
ﬁcative à la simulation de l'incertitude (comparées aux perturbations du modèle basées sur
une approche multi-paramètre), en combinant 4 prévisions déterministes globales diﬀérentes
et 3 jeux diﬀérents de paramètres physiques pour les champs de couplage COSMO-SREPS à
échelle intermédiaire, aﬁn de produire 12 diﬀérentes CLL pour l'ensemble COSMO-DE. En
outre, dans le contexte d'un ensemble méso-échelle sur le Japon, [Saito et al., 2012] ont montré
que les perturbations des limites latérales augmentent la dispersion de l'ensemble et améliorent
la précision de la prévision moyenne de l'ensemble. Dans le contexte d'un ETKF 1,5 km sur le
sud du Royaume-Uni, couplé à un ensemble régional de 24 km, [Caron, 2013] a trouvé qu'une
incohérence entre les perturbations d'analyse et celles des CLL conduit à la génération d'ondes
de gravité aberrantes, ce qui conﬁrme qu'une conception soignée des perturbations des CLL
doit être recherchée.
Tandis que l'inﬂuence des diﬀérentes approches de perturbation des CLL a été partiellement
étudiée expérimentalement dans diﬀérents contextes régionaux de PNT, l'objectif de ce travail
est double. En eﬀet, alors que les recherches précédentes ont été essentiellement expérimentales,
un développement théorique des équations d'erreurs et des perturbations de l'ensemble dans le
cycle d'assimilation de données est présenté ici, aﬁn de discuter les contributions relatives des
erreurs d'observation, des erreurs des CLL et des erreurs du modèle. Un autre objectif de cette
étude consiste à comparer expérimentalement la dispersion associée aux trois options précitées
de perturbation des CLL dans le contexte du système d'assimilation d'ensemble ALADIN-
France, pour lequel le choix et l'eﬀet des perturbations des CLL est susceptible de varier à
diﬀérentes étapes du cycle d'assimilation de données.
D'une part, les CLL initiales sont perturbées car elles sont issues de l'analyse 3D-Var per-
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turbée d'ALADIN-France. D'autre part, les CLL et les perturbations associées doivent être
spéciﬁées aux échéances de prévision 3h et 6h. Une attention particulière sera donc consacrée à
l'étude des eﬀets relatifs des perturbations d'observation et des perturbations des CLL à l'ins-
tant initial (0h), à 3h et à 6h en utilisant la comparaison de dispersion entre les trois approches
de CLL considérées.
4.3 Cadre expérimental
4.3.1 Le modèle à aire limitée ALADIN-France
Les expériences d'ensemble qui seront décrites dans la section 4.3.3 ont été réalisées en utilisant
le système d'assimilation et de prévision ALADIN-France. ALADIN est un modèle spectral à
aire limitée et à haute résolution (voir par exemple [Horanyi et al., 1996]) avec une extension
bi-périodique du domaine de calcul. Il utilise une troncature elliptique des séries double-Fourier,
un schéma d'intégration semi-lagrangien semi-implicite, une diﬀusion horizontale de quatrième
ordre et une initialisation par ﬁltre numérique (DFI). Il est construit sur la base du modèle
global IFS/ARPEGE, et garde la même dynamique, physique et coordonnée verticale (coordon-
née hybride pression épousant le terrain). Les équations primitives hydrostatiques sont résolues
pour les composantes horizontales du vent, la température, l'humidité spéciﬁque et la pression
de surface ([Bubnova et al., 1995] ; [Cordoneanu et Geleyn, 1998]).
La version française d'ALADIN (ALADIN-France) utilise le schéma d'assimilation varia-
tionnelle de données 3D-Var toutes les six heures [Fischer et al., 2005]. Un large éventail d'ob-
servations classiques (par exemple SYNOP, BUOY, TEMP et PILOT) et des données de télé-
détection (comme les données AMSU- A et B, HIRS, MHS, AMV, SEVIRI, AIRS et IASI) sont
assimilées. Ce système tourne sur un domaine européen centré sur la France, avec une grille
de résolution horizontale de 7,5 km (dans les deux directions x et y) et 70 niveaux verticaux
allant de la surface jusqu'à 0,1 hPa.
ALADIN-France a été utilisé à Météo-France de façon opérationnelle de 1996 jusqu'à 2012.
D'autres versions ALADIN sont encore utilisées opérationnellement dans plusieurs centres de
PNT en Europe et en Afrique du Nord, en l'occurence Maroc-Météo.
4.3.2 Les conditions aux limites latérales d'ALADIN-France
Comme tout modèle à aire limitée, ALADIN a besoin d'informations sur l'état de l'atmosphère
à l'extérieur de son domaine d'intégration. La Figure 4.1 montre le domaine horizontal d'ALA-
DIN. La zone centrale, notée (C), représente la région d'intérêt météorologique, où la prévision
est entièrement adaptée aux conditions résolues à petite échelle. La largeur de cette zone cor-
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Fig. 4.1  Le domaine horizontal d'ALADIN : la zone centrale (C) représente la région d'intérêt
météorologique. La zone intermédiaire (I) est la région où le couplage est eﬀectué.
respond à 381 points de grille. La zone (I) représente la zone de couplage où une solution à
grande échelle, généralement obtenue à partir d'ARPEGE, est combinée avec la solution ré-
sultante de l'intégration du modèle LAM. Les CLL sont mises à jour toutes les 3 heures, et
interpolées linéairement dans le temps entre les mises à jour disponibles aﬁn d'avoir les champs
de forçage CLL à chaque pas de temps d'ALADIN. Ces valeurs de couplage sur les bords sont
nécessaires pour résoudre le système d'équations du modèle. La largeur de la zone (I) corres-
pond à 8 points de grille. L'imbrication unidirectionnelle (one-way) est réalisée en utilisant le
schéma de relaxation de Davies ([Davies, 1976] ; [Davies, 1983] ; [Davies et Turner, 1977]). Les
CLL initiales (spéciﬁées à l'échéance de prévision 0h) utilisées dans les trois conﬁgurations d'en-
semble sont fournies par les analyses ALADIN 3D-Var perturbées, tandis que les CLL spéciﬁées
aux échéances de prévision 3h et 6h correspondent généralement aux prévisions 3h et 6h du
modèle global ARPEGE, interpolées sur la grille d'ALADIN. L'utilisation des champs d'ana-
lyse comme CLL initiales dans toutes les expériences évite de générer un problème de spin-up
(appelé aussi temps de démarrage ou temps de stabilisation) dans les premières échéances de
prévision, comme indiqué dans [Fischer et Auger, 2011]. Ce choix est également compatible
avec des résultats expérimentaux plus récents sur l'assimilation d'AROME à Météo-France
(Pierre Brousseau, communication personnelle). Un DFI incrémental est en outre appliqué aux
conditions initiales d'ALADIN-France, d'après l'étude de [Fischer et Auger, 2011].
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4.3.3 Description des ensembles
Trois expériences d'assimilation d'ensemble régionale ont été conduites avec le modèle ALADIN-
France. Chaque ensemble est constitué de six membres, il est exécuté de la même manière que
décrit par exemple dans ([Houtekamer et al., 1996] ; [Fisher, 2003] ; [Berre et al., 2006]). Pour
chaque membre de chaque ensemble, et pour chaque pas d'analyse, des perturbations d'ob-
servation εo sont ajoutées aux valeurs d'observation, aﬁn de simuler les erreurs d'observation.
Ces perturbations d'observation εo sont fournies par tirage aléatoire à partir de la matrice des
covariances d'erreur d'observation R : εo = R
1
2 ζ, où ζ sont des nombres aléatoires gaussiens
décorrélés spatialement, qui ont une moyenne nulle et une variance égale à l'unité (c'est-à-dire
ζ ∼ N (0, I), I étant la matrice identité dans l'espace d'observation). En plus de ces pertur-
bations explicites d'observation, les ensembles utilisent des perturbations implicites d'ébauche,
fournies par l'évolution des perturbations au cours du cycle d'assimilation de données 6h. A
l'exception de l'utilisation de CLL perturbées, les simulations d'ensemble n'utilisent pas de
perturbations explicites du modèle (ce qui revient à utiliser l'hypothèse du modèle parfait).
Cet aspect est probablement important à considérer dans des études futures étant donné que
les erreurs du modèle devraient limiter la sensibilité de la dispersion de l'ensemble aux pertur-
bations des CLL, comme cela sera indiqué dans la section 4.4.1.
Les trois ensembles ont été mis en oeuvre du 23 avril au 10 mai, 2010. Cette période de
18 jours est relativement courte, mais elle s'est révélée suﬃsamment longue pour diagnosti-
quer plusieurs caractéristiques qui sont soit moyennées dans le temps (par exemple, en ce qui
concerne les variations spatiales de la dispersion, et également sa sensibilité à l'amplitude des
perturbations tirées) ou variant dans le temps (par exemple, en ce qui concerne l'évolution de
la dispersion moyennée dans l'espace, mais aussi certains aspects de dépendance à l'écoulement
pendant cette période). L'ébauche initiale ALADIN-France utilisée le 23 avril à 00h UTC est
tirée du système déterministe opérationnel. Cela implique que les perturbations d'ébauche ini-
tiale sont égales à zéro, et que la dispersion d'ensemble augmente pendant les premières étapes
du cycle d'assimilation de données avant d'atteindre des valeurs stables, comme cela sera illus-
tré dans la section 4.6.1.
Chacun des trois ensembles utilise des CLL initiales perturbées (c'est-à-dire à l'échéance de
prévision 0h) qui correspondent aux analyses perturbées issues de chaque membre ALADIN.
Les trois ensembles considérés diﬀèrent par rapport aux CLL spéciﬁées aux échéances de pré-
vision 3h et 6h :
- Le premier ensemble, qui sera appelé ULBC, utilise des CLL non perturbées aux échéances
3h et 6h et qui correspondent aux prévisions déterministes globales d'ARPEGE interpolées sur
la grille d'ALADIN-France. Chaque membre de l'ensemble reçoit donc les mêmes CLL à 3h et
6h que la conﬁguration déterministe d'ALADIN-France. L'omission des perturbations de CLL
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revient à supposer que ces prévisions servant de CLL pour ALADIN-France ne contiennent pas
d'erreur.
- Le deuxième ensemble utilise des CLL à 3h et 6h d'échéance provenant du système d'assimila-
tion d'ensemble global AEARP, opérationnel à Météo-France depuis 2008 ([Berre et al., 2007] ;
[Berre et Desroziers, 2010]). En eﬀet, l'ensemble global AEARP est composée de 6 membres,
utilise une troncature spectrale globale de T399 (soit une résolution horizontale uniforme de 50
km), 70 niveaux verticaux et le schéma d'assimilation 4D-Var. Pour des ﬁns de comparaison,
cet ensemble appelé par la suite GLBC, sera considéré comme la référence.
- Le troisième ensemble utilise des CLL perturbées à 3h et 6h, produites en ajoutant des per-
turbations de CLL aux prévisions déterministes interpolées d'ARPEGE. Les perturbations des
CLL sont générées en utilisant le même procédé que dans [El Ouaraini et Berre, 2011] pour
créer des perturbations d'ébauche initiale : elles sont construites par tirage aléatoire à partir
d'une matrice spéciﬁée de covariances d'erreur PCLL, qui est supposée être représentative des
erreurs des CLL : εCLL = P
1
2
CLL η, où η ∼ N (0, I), I étant ici la matrice identité dans l'espace
du modèle, et εCLL ∼ N (0,PCLL). Dans cette étude, la matrice des covariances PCLL est une
version calibrée de la matrice des covariances d'erreur d'ébauche d'ALADIN B : P
1
2
CLL = α B
1
2 ,
où α est un facteur d'échelle dont la valeur a été ajustée à 0.3, aﬁn d'obtenir grossièrement des
amplitudes de perturbations de CLL similaires à celles dans la conﬁguration GLBC. La sensi-
bilité par rapport au facteur d'amplitude α sera illustrée dans la section 4.5.3. Cet ensemble
sera appelé PLBC dans le reste de ce chapitre.
Il est à noter que l'ensemble ULBC peut être considéré comme un cas limite de PLBC
correspondant à α = 0, ce qui est aussi une façon de fournir de l'information sur la sensibilité
par rapport à α dans PLBC.
A noter également que le choix de α = 0.3 au lieu d'une valeur proche de 1 peut reﬂéter
plusieurs aspects. Tout d'abord, cela peut être lié à des eﬀets de diﬀérences saisonnières (comme
montré par exemple dans [Monteiro et Berre, 2010]). La matrice B spéciﬁée dans ALADIN-
France a été calculée sur une période d'hiver (Janvier-Février 2009), les erreurs d'ébauche
associées sont susceptibles d'être plus importantes qu'en période du printemps, correspondant
à la période d'étude (avril-mai 2010). Deuxièmement, les valeurs relativement importantes dans
la matrice B spéciﬁée dans ALADIN-France peuvent également suggérer que ces valeurs ont été
surestimées, ce qui tend à être soutenu par le fait que cette surestimation a été diagnostiquée
pour le système ARPEGE en 2009. Troisièmement, la matrice PCLL est censée représenter les
erreurs d'analyse et de prévision courte échéance, ces erreurs sont censées avoir des amplitudes
qui sont en partie diﬀérentes des erreurs d'ébauche d'ALADIN-France, de sorte que α ne de-
vrait pas vraiment être égal à 1.
Il est utile de rappeler que la matrice B spéciﬁée, ainsi que les perturbations des CLL
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associées, sont en partie dépendantes de l'écoulement. Cela provient de l'utilisation d'écarts
types d'erreur du tourbillon dépendants de l'écoulement fournis par l'ensemble global AR-
PEGE [Berre et al., 2007], et également de l'utilisation des balances non linéaire et oméga
dépendantes de l'écoulement [Fisher, 2003].
Dans les sections suivantes, les équations d'erreur et de perturbation seront examinées for-
mellement, et les sensibilités de la dispersion d'ensemble en ce qui concerne les perturbations
de CLL seront étudiées expérimentalement pour les analyses et les prévisions 6h. La dispersion
d'ensemble est calculée en utilisant la formule suivante :
σ(i, j, z) =
√√√√ 1
(N − 1)
N∑
n=1
(x˜n(i, j, z)− x˜(z))2
où n est l'indice du membre de l'ensemble, N est la taille de l'ensemble, (i, j) sont les indices de
la position horizontale, z est l'indice de la position verticale, x˜n est l'état du modèle du membre
n, et x˜ est l'état du modèle de la moyenne de l'ensemble, avec x˜(z) = 1
N
∑N
n=1 x˜n(i, j, z).
4.4 Examen formel de l'évolution de l'erreur et de sa si-
mulation d'ensemble
Dans cette section, les équations d'état, d'erreur et de perturbation seront dérivées pour les
conﬁgurations déterministe et ensembliste. L'objectif est de donner un aperçu formel des impli-
cations de l'utilisation des perturbations d'observation et des perturbations des CLL initiales,
et de l'utilisation des CLL aux échéances 3h et 6h perturbées ou pas dans les diﬀérentes ex-
périences d'ensemble. Les dérivations principales sont en partie analogues à celles décrites par
exemple dans [Berre et al., 2006] et [El Ouaraini et Berre, 2011], avec adaptation au contexte
LAM considéré, en incluant les aspects des CLL. Pour des raisons de simplicité dans les dé-
rivations et les discussions associées, les opérateurs du modèle M et d'observation H seront
supposés linéaires. Les erreurs du modèle (c'est-à-dire les erreurs en M) seront incluses dans
les équations d'erreur (section 4.4.1), avant d'être abandonnées dans les équations de perturba-
tion (conformément à l'hypothèse du modèle parfait adoptée dans les expériences d'ensemble,
comme indiqué à la section 4.3.3).
4.4. Examen formel de l'évolution de l'erreur et de sa simulation d'ensemble 79
4.4.1 Evolution des erreurs lors des étapes successives d'analyse/prévision
L'évolution des erreurs lors d'une étape d'analyse donnée (désignée par l'indice l) est donnée
par l'équation suivante de l'erreur d'analyse ea :
eal = (I−KlHl) ebl +Kl eol (4.1)
ebl , e
o
l correspondent respectivement aux erreurs d'ébauche et d'observation, Kl est la matrice
de gain spéciﬁée, et Hl est l'opérateur d'observation.
Ces erreurs d'analyse eal évoluent en erreurs de prévision e
f
l selon :
efl = Ml e
a
l + e
m
l (4.2)
oùMl est le vrai (imparfait) opérateur du modèle de prévision 6h (utilisant des CLL imparfaites
et une représentation approximative des processus dynamiques et physiques), tandis que eml
est l'erreur modèle cumulée sur 6h :
eml = (Ml −MDP?l? ) xl? (4.3)
où MDP?l? est l'opérateur du modèle parfait, c'est-à-dire utilisant non seulement des CLL par-
faites (comme indiqué par l'indice ?) mais aussi une représentation parfaite des processus
dynamiques (D) et physiques (P) (tel que désigné par l'exposant DP?), et xl? est l'état initial
exact pour la l-ième étape considérée d'analyse/prévision.
Cette erreur modèle eml peut être détaillée comme étant la somme de deux termes diﬀérents,
aﬁn de distinguer les erreurs des CLL des autres erreurs du modèle :
eml = (Ml −Ml?) xl? + (Ml? −MDP?l? ) xl? (4.4)
où Ml? est l'opérateur du modèle basé sur des CLL parfaites, mais sur une représentation
réelle (imparfaite) de la physique et de la dynamique. L'équation (4.4) revient donc à exprimer
l'erreur modèle eml comme étant la somme des erreurs des CLL (e
LBC
l ) et des erreurs du modèle
(eDPl ) relatives aux approximations faites concernant la dynamique et la physique du modèle :
eml = e
LBC
l + e
DP
l (4.5)
eLBCl représente la contribution des erreurs des CLL durant l'intégration de prévision 6h consi-
dérée :
eLBCl = (Ml −Ml?) xl? (4.6)
et qui correspond à la diﬀérence entre deux intégrations de prévision démarrant à partir d'un
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état initial parfait xl?, mais dont l'une utilise des CLL parfaites et l'autre des CLL imparfaites,
tandis que eDPl correspond aux erreurs modèle cumulées liées à une représentation imparfaite
des processus dynamiques et physiques :
eDPl = (Ml? −MDP?l? ) xl? (4.7)
En considérant le cycle analyse/prévision du processus de l'assimilation de données, il est
possible d'étendre les erreurs de prévision pour le i-ième cycle comme suit, en fonction des
erreurs précédentes d'observation, de CLL et des autres erreurs modèle (noter aussi que ebi =
efi−1, puisque l'ébauche de la i-ième étape d'analyse est une prévision issue de l'étape précédente
i− 1 de l'analyse) :
efi = Ti+1 e
b
0 +
i∑
l=0
Ti−l ( Ml Kl eol + e
LBC
l + e
DP
l ) (4.8)
où T0 = I peut être considérée comme une matrice de poids associée aux erreurs introduites
durant la i-ième étape en cours d'analyse/prévision (qui correspond à l = i dans la somme
ci-dessus (équation (4.8)), tandis que pour l entre 0 et i − 1, Ti−l est une matrice de poids
attribuée aux erreurs ajoutées au cours de la l-ième étape d'analyse/prévision :
Ti−l =
i−1∏
l′=l
Ml′ (I−Kl′Hl′) (4.9)
et eb0 est l'erreur d'ébauche initiale (c'est-à-dire l'erreur associée à la toute première ébauche à
partir de laquelle le cycle d'assimilation de données est initié), dont la matrice de poids dans
l'équation (4.8) correspond à :
Ti+1 =
i∏
l′=0
Ml′ (I−Kl′Hl′) (4.10)
Les équations (4.8), (4.9) et (4.10) indiquent que cet opérateur T peut être considéré
comme un opérateur de propagation temporelle des erreurs précédentes qui ont été accumu-
lées (et en partie amorties) pendant le cycle d'assimilation de données. Comme étudié dans
[El Ouaraini et Berre, 2011], l'opérateur T tend à agir comme un opérateur d'amortissement
des contributions précédentes des erreurs, parce que les valeurs propres de I−Kl′Hl′ sont infé-
rieures à 1 (comme discuté dans [Daley, 1991], p.127). Cela implique par exemple que l'inﬂuence
de l'erreur d'ébauche initiale devient négligeable après 3-4 jours de cyclage, dans le cadre de
l'étude de [El Ouaraini et Berre, 2011].
En outre, l'équation de l'erreur de prévision (4.8) indique que la contribution relative des
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erreurs des CLL aux erreurs de prévision dépend de l'amplitude des erreurs d'observation, des
erreurs des CLL et des autres erreurs modèle. Cette équation suggère également que cette
contribution relative des erreurs des CLL est susceptible de dépendre de la couverture spatiale
(et de la densité) du réseau d'observation. Par exemple, un réseau d'observation couvrant la
majeure partie du domaine LAM implique que la contribution relative des erreurs d'obser-
vation (par rapport aux erreurs des CLL) sera relativement importante sur tout le domaine.
Inversement, une conﬁguration extrême opposée serait le cas où le réseau d'observation serait
réduit à une seule observation (située au centre du domaine, par exemple). Dans ce cas ex-
trême, les erreurs de prévision efi (qui devraient être beaucoup plus grandes qu'avec un réseau
d'observation dense et régulier) résulteraient essentiellement de l'accumulation des erreurs des
CLL (eLBCl ) et des autres erreurs modèle (e
DP
l ) pendant le cycle d'assimilation de données,
sauf au voisinage de l'observation.
La contribution relative des erreurs des CLL devrait dépendre également de la qualité
du réseau d'observation. D'un côté, l'équation (4.8) indique que les erreurs de prévision efi
sont en partie proportionnelles aux erreurs d'observation eoi . D'un autre côté, ce fait devrait
être partiellement atténué par le fait que les valeurs propres du gain Ki sont inférieures à
1 (tel que discuté dans [Daley, 1991], p.127), et aussi par le fait que ces coeﬃcients de gain
deviennent plus petits quand les variances d'erreur d'observation spéciﬁées sont augmentées.
L'examen de la formule de la variance de Ki eoi dans un cas simple scalaire (voir l'annexe C)
suggère que la contribution des erreurs d'observation tend à être maximale pour les observations
dont la qualité est à peu près similaire à la qualité de l'ébauche, et que cette contribution
diminue pour des observations précises (parce que leur bruit devient petit) et aussi pour des
observations inexactes (parce que leur poids dans l'analyse devient très faible). Cela suggère que
la contribution des erreurs des CLL sera relativement importante (par rapport à la contribution
des erreurs d'observation) dans le cas où les observations sont précises (parce que les grandes
erreurs des CLL lors de l'étape de prévision en cours auront tendance à prédominer sur les
petites erreurs des conditions initiales) et aussi dans le cas où les observations ne sont pas
exactes (car les erreurs d'observation seront fortement amorties par l'analyse elle-même, tandis
que les erreurs des CLL auront tendance à s'accumuler au cours du cycle d'assimilation de
données).
L'eﬀet des autres erreurs modèle est plus direct dans une certaine mesure : l'équation (4.8)
indique que, plus les erreurs eDPl dans les schémas dynamiques et physiques sont importantes,
moins la contribution relative des erreurs des CLL sera grande.
Enﬁn, dernier élément mais non des moindres, l'apparition de l'opérateur M dans des
équations telles que (4.6) et (4.9) reﬂète par exemple l'inﬂuence des eﬀets d'advection au cours
de chaque intégration de prévision 6h : par exemple, dans le cas d'un écoulement rapide en
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entrée du domaine, les erreurs des CLL seront advectées vers une grande partie de l'intérieur
du domaine.
4.4.2 Evolution des perturbations dans le cyclage de l'ensemble
Par analogie avec l'équation de l'erreur de prévision (4.8), il est relativement facile de montrer
que l'équation des perturbations de prévision εfi , pour les diﬀérents ensembles LAM menés
sous l'hypothèse du modèle parfait, peut être écrite comme suit :
εfi = Ti+1 ε
b
0 +
i∑
l=0
Ti−l ( Ml Kl εol + ε
LBC
l ) (4.11)
où εb0 est la perturbation d'ébauche initiale (égale à zéro dans les expériences considérées,
puisque tous les membres de l'ensemble démarrent à partir du système déterministe), εol sont
les perturbations d'observation tirées à partir des covariances d'erreur d'observation spéciﬁées,
et εLBCl sont les perturbations des CLL associées à la conﬁguration d'ensemble considérée, dont
les équations vont être explicitées ci-après.
Aﬁn de décrire les équations des perturbations des CLL, les états du modèle tels que l'ana-
lyse et la prévision 6h LAM seront désignés par xLa0 et xLf6 respectivement : l'indice L se
réfère au système LAM, qui peut être distingué de l'indice G se référant au système global qui
fournit des CLL aux prévisions LAM ; les indices a0 et f6 se réfèrent respectivement à l'analyse
valide au temps initial (ici l'échéance de prévision 0h) et à la prévision valable à l'échéance 6h.
Aﬁn d'examiner l'évolution de la perturbation associée à la mise à jour 3h des CLL, l'opérateur
du modèle M sera considéré par la suite comme correspondant aux intégrations de prévision
3h ou 6h (comme indiqué par des indices spéciﬁques), et les CLL utilisées par l'opérateur du
modèle à aire limitée M seront indiquées par deux indices se référant aux CLL utilisées aux
instants initial et ﬁnal : par exemple, l'opérateur du modèle de prévision 3h à appliquer à l'ana-
lyse sera désigné par MLa0,Gf3 , aﬁn d'indiquer que les CLL initiales correspondent à l'analyse
LAM xLa0 et que les CLL ﬁnales correspondent à la prévision globale 3h xGf3 (après interpola-
tion sur la grille du modèle à aire limitée). De même, l'opérateur du modèle de la prévision 3h
suivante à appliquer à la prévision LAM 3h, et qui fournit l'état de prévision 6h, sera désigné
par MGf3,Gf6 , aﬁn d'exprimer l'utilisation de la prévision globale 3h xGf3 comme CLL initiales
et la prévision globale 6h xGf6 comme CLL ﬁnales. xLb0 est l'état d'ébauche LAM utilisé pour
le calcul de l'état d'analyse considéré.
En utilisant ces notations, l'évolution de l'état LAM pendant un cycle donné d'analyse/prévision
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peut être exprimée par les trois équations suivantes pour le système LAM déterministe :
xLa0 = (I−KH) xLb0 +K yo
xLf3 = MLa0,Gf3 xLa0
xLf6 = MGf3,Gf6 xLf3
En ce qui concerne l'ensemble GLBC par exemple, le même genre d'équations peut être
écrit pour l'état LAM perturbé, noté x˜L, où le symbole tilde reﬂète le caractère perturbé de
l'état :
x˜La0 = (I−KH) x˜Lb0 +K y˜o
x˜Lf3 = MgLa0,gGf3 x˜La0
x˜Lf6 = MgGf3,gGf6 x˜Lf3
ce qui permet de dériver les équations des perturbations ε = x˜− x :
εLa0 = (I−KH) εLb0 +K εo
εLf3 = MLa0,Gf3 εLa0 + (MgLa0,gGf3 −MLa0,Gf3) x˜La0 (4.12)
εLf6 = MGf3,Gf6 εLf3 + (MgGf3,gGf6 −MGf3,Gf6) x˜Lf3 (4.13)
Les équations (4.12) et (4.13) peuvent être combinées aﬁn d'exprimer la perturbation de pré-
vision 6h en fonction des perturbations d'analyse et des CLL :
εLf6 = M0,6 εLa0 + ε
LBC
0,6
où M0,6 = MGf3,Gf6MLa0,Gf3 est l'opérateur de prévision 6h non perturbé, et ε
LBC
0,6 correspond
à la contribution des perturbations des CLL durant l'intégration de prévision 6h :
εLBC0,6 = MGf3,Gf6 ε
LBC
0,3 + ε
LBC
3,6
= MGf3,Gf6 (MgLa0,gGf3 −MLa0,Gf3) x˜La0 + (MgGf3,gGf6 −MGf3,Gf6) x˜Lf3 (4.14)
où εLBC0,3 = (MgLa0,gGf3 −MLa0,Gf3) x˜La0 est la perturbation de prévision 3h découlant de l'uti-
lisation de CLL perturbées aux échéances de prévision 0h et 3h, et εLBC3,6 = (MgGf3,gGf6 −
MGf3,Gf6) x˜Lf3 est la perturbation suivante de prévision 3h correspondant à l'utilisation de
CLL perturbées aux échéances 3h et 6h.
Cette équation (4.14) de la perturbation des CLL εLBC0,6 dans GLBC est similaire à l'équation
d'erreur des CLL (4.6), qui peut être développée davantage comme suit (en omettant l'indice
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l de l'étape considérée d'analyse/prévision), en fonction des erreurs des CLL accumulées au
cours des deux intégrations successives de prévision 3h (c'est-à-dire de 0h à 3h, et de 3h à 6h,
respectivement) :
eLBC = MGf3,Gf6 (MLa0,Gf3 −M?0,?3) x?0 + (MGf3,Gf6 −M?3,?6) x?3 (4.15)
où x?0 ,x?3 sont les états exacts aux échéances 0h et 3h, et M?0,?3 ,M?3,?6 sont les opérateurs
du modèle correspondants basés sur des CLL parfaites.
La comparaison des équations (4.14) et (4.15) indique que les erreurs des CLL sont simulées
dans GLBC à travers la diﬀérence entre deux intégrations du modèle qui utilisent les mêmes
conditions initiales, mais des CLL diﬀérentes. En outre, on peut noter que ces conditions
initiales communes correspondent à x˜La0 dans GLBC (par rapport aux perturbations des CLL
3h cumulées), alors qu'il semble être préférable d'utiliser x?0 idéalement, selon l'équation (4.15).
Cette diﬀérence peut être considérée comme correspondant à un terme supplémentaire, par
exemple, dans l'équation de perturbation des CLL à 3h :
εLBC0,3 = (MgLa0,gGf3 −MLa0,Gf3) x˜La0
= (MgLa0,gGf3 −MLa0,Gf3) x?0 + (MgLa0,gGf3 −MLa0,Gf3) (x˜La0 − x?0)
Dans la mesure où l'amplitude de la perturbation (x˜La0 − x?0) tend à être plus petite que
l'amplitude de x?0 , ce terme additionnel (MgLa0,gGf3−MLa0,Gf3) (x˜La0−x?0) peut être considéré
comme un terme de second ordre dans l'équation de perturbation des CLL.
4.4.3 Evolution des perturbations d'analyse et de prévision dans l'en-
semble ULBC
Les équations d'état et de l'évolution des perturbations, comme (4.11), sont similaires dans
l'ensemble ULBC, mais les CLL sont en partie diﬀérentes de celles utilisées dans l'ensemble
GLBC, comme exprimé par les équations suivantes des prévisions perturbées aux échéances 3h
et 6h :
x˜Lf3 = MgLa0,Gf3 x˜La0
x˜Lf6 = MGf3,Gf6 x˜Lf3
où la notation MgLa0,Gf3 se réfère au fait que le modèle de prévision 3h dans ULBC utilise des
CLL perturbées au temps initial (fournies par x˜La0), et des CLL non perturbées au temps ﬁnal
(correspondant à xGf3 à l'échéance 3h). En utilisant des dérivations similaires à celles utilisées
dans le paragraphe précédent, la contribution cumulée sur 6h des perturbations des CLL pour
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l'ensemble ULBC peut être exprimée dans l'équation suivante (4.16), qui peut être comparée
à l'équation (4.14) correspondant à l'ensemble GLBC :
εLBC0,6 = MGf3,Gf6 ε
LBC
0,3 + ε
LBC
3,6
= MGf3,Gf6 (MgLa0,Gf3 −MLa0,Gf3) x˜La0 (4.16)
où εLBC0,3 = (MgLa0,Gf3 −MLa0,Gf3) x˜La0 est la perturbation de prévision 3h découlant de l'uti-
lisation de CLL perturbées à l'instant initial, et εLBC3,6 = (MGf3,Gf6 −MGf3,Gf6) x˜Lf3 = 0 est
la perturbation implicitement nulle correspondant à l'utilisation de CLL non perturbées aux
échéances de prévision 3h et 6h dans ULBC.
4.4.4 Discussion sur les eﬀects des perturbations CLL dans les diﬀé-
rentes conﬁgurations d'ensemble
D'une part, l'équation (4.16) indique qu'une contribution signiﬁcative aux perturbations de
prévision découle de l'utilisation de CLL initiales perturbées dans ULBC, en plus de la contri-
bution des perturbations d'observation cyclées, comme indiqué par l'équation (4.11). D'autre
part, la comparaison entre les équations (4.16) et (4.14) indique que ces contributions des
erreurs des CLL devraient être sous-estimées dans ULBC, en raison de l'utilisation de CLL
non perturbées aux échéances 3h et 6h. Toutefois, conformément à la discussion menée dans
la section 4.4.1, l'amplitude et l'étendue spatiale de cette sous-estimation de dispersion est
susceptible de dépendre de la couverture spatiale et de la qualité du réseau d'observation par
exemple.
Étant donné que la conﬁguration ULBC est la plus simple à mettre en oeuvre dans un
centre de PNT qui ne disposerait pas d'un ensemble global, l'un des objectifs des expériences
considérées est donc de quantiﬁer l'intensité et la répartition spatiale de la sous-dispersion as-
sociée à l'utilisation de perturbations de CLL qui sont limitées aux CLL initiales dans ULBC.
Un autre objectif d'intérêt est d'examiner la possibilité de simuler les erreurs des CLL en
utilisant des tirages aléatoires à partir d'un modèle de covariance d'erreur, comme cela est fait
dans l'ensemble PLBC. Cela va aussi inclure une expérience de sensibilité par rapport à l'am-
plitude de telles perturbations aléatoires, d'une part parce que c'est un composant sensible de
l'ensemble PLBC, et d'autre part parce que cela est aussi une façon de documenter davantage
l'eﬀet des perturbations des CLL dans un système régional d'assimilation d'ensemble.
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4.5 Variations horizontales de la moyenne temporelle de
dispersion des prévisions 6h
4.5.1 Cartes horizontales de la moyenne temporelle de la dispersion
Les cartes horizontales de la dispersion d'ensemble ont été calculées pour chaque conﬁguration
d'ensemble, et leur moyenne temporelle sur la période expérimentale des 18 jours est tracée
dans la Figure 4.2 pour les prévisions 6h du vent zonal près de 500 hPa. A noter que cette
moyenne sur 18 jours a été considérée sachant que le spin-up de l'ensemble s'est avéré court
(environ 1 jour), comme on le verra dans la section 4.6.1. Le panel en bas (correspondant à
ULBC) ne comprend que des perturbations d'observation et perturbations initiales de CLL,
tandis que le panneau du milieu (associé à GLBC) comprend en outre l'eﬀet des perturbations
des CLL à 3h et 6h. Les panels du milieu et du bas de cette Figure peuvent donc être comparés
aﬁn de diagnostiquer l'eﬀet des perturbations des CLL à 3h et 6h sur la dispersion d'ensemble,
par rapport à l'eﬀet seul des perturbations d'observation et de CLL initiales.
Un eﬀet assez direct de l'utilisation de CLL non perturbées aux échéances 3h et 6h est que
la dispersion de l'ensemble ULBC (panneau du bas) est artiﬁciellement proche de zéro, près
des limites latérales. De plus, la comparaison avec GLBC (panneau du milieu) indique que la
sous-dispersion dans ULBC est également marquée dans une partie relativement importante
du domaine intérieur. Cette propriété est particulièrement visible dans la partie ouest du do-
maine, qui couvre environ un tiers du domaine entier, et qui correspond au Proche Atlantique,
où les grandes amplitudes des perturbations dans GLBC semblent être largement sous-estimées
dans ULBC. Cet artefact est également bien marqué dans le coin nord-ouest du domaine, qui
correspond à des perturbations relativement importantes dans GLBC, alors que cette région
est associée à des valeurs relativement faibles dans ULBC. Cette contamination apparente de
la zone intérieure par de faibles amplitudes de perturbation des CLL dans ULBC peut être
interprétée comme correspondant à l'advection des perturbations sous-estimées des CLL vers
l'intérieur du domaine, comme discuté aussi dans la section précédente.
Inversement, il peut être remarqué que la sous-estimation de la dispersion dans ULBC est
par exemple beaucoup moins visible dans les parties centrale et nord-est du domaine. En ce qui
concerne les équations (4.11), (4.14) et (4.16), cela indique que les perturbations d'observation
et les perturbations des CLL initiales contribuent à la partie principale des perturbations de
prévision dans ces zones, alors que les perturbations des CLL à 3h et 6h (représentées dans
GLBC) contribuent de façon beaucoup plus signiﬁcative dans la partie ouest du domaine de
calcul.
Cette sous-estimation de la dispersion d'ensemble est évitée dans PLBC (panel du haut),
conformément à l'ajout de perturbations des CLL dans cette conﬁguration de l'ensemble
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ALADIN-France. En conséquence, les variations horizontales de la dispersion d'ensemble sont
relativement similaires dans PLBC et GLBC, avec par exemple des dispersions importantes
dans le Proche-Atlantique, et des dispersions plus petites dans les zones continentales denses
en données telles que l'Allemagne et l'Espagne. Ce résultat peut s'expliquer par le fait que
les deux ensembles GLBC et PLBC utilisent des perturbations d'observation identiques, des
amplitudes similaires de perturbations des CLL (grâce au réglage du facteur α comme il est
expliqué dans la section 4.3.3) et le même système d'assimilation de données pour le cyclage
des perturbations. On note toutefois que la dispersion d'ensemble a tendance à être un peu
plus grande dans PLBC que dans GLBC, par exemple dans le Proche-Atlantique et en mer
Méditerranée. Cet aspect sera davantage illustré dans la section suivante.
4.5.2 Coupes transversales méridionale et zonale des cartes de dis-
persion
Les coupes transversales méridionale et zonale de la moyenne temporelle de la dispersion des
prévisions 6h du vent zonal autour de 500 hPa, de la température autour de 300 hPa et
de 850 hPa et de l'humidité spéciﬁque autour de 850 hPa sont respectivement illustrées sur
les Figures 4.3 et 4.4 (en utilisant les moyennes meridionale et zonale respectivement). Tout
d'abord, ces divers panels illustrent le fait que la sous-estimation de la dispersion dans ULBC,
et sa propagation vers l'intérieur du domaine, est une caractéristique générale valable pour
diﬀérentes variables et diﬀérents niveaux verticaux.
On peut également remarquer que la sous-dispersion est particulièrement marquée dans la
partie ouest des coupes zonales (Figure 4.4). Cette caractéristique est en conformité avec le ﬂux
zonal prédominant en moyenne au cours de la période considérée dans le domaine ALADIN-
France, comme le montre le panel (a) de la Figure 4.5. On peut également noter que le vent
moyenné dans le temps tracé dans ce panel est compatible avec les variations horizontales de
la sous-dispersion de ULBC visible dans le panel du bas de la Figure 4.2 et le panel (b) de
la Figure 4.5 : par exemple, de petites perturbations près du bord nord-ouest ont tendance
à être advectées par le ﬂux entrant vers l'intérieur du domaine, alors que des perturbations
importantes à l'intérieur ont tendance à être advectées par le ﬂux sortant vers le bord nord-est.
Contrairement à ULBC, les coupes méridienne et zonale de dispersion de l'ensemble
PLBC sont relativement similaires à celles de GLBC. Ceci est particulièrement visible dans
les panels (a) des Figures 4.3 et 4.4, qui correspondent à la température près de 850 hPa. On
peut également remarquer que la dispersion a tendance à être un peu plus grande dans PLBC
que dans GLBC, comme on peut le voir dans les proﬁls de vent près de 500 hPa. Ce résultat
reﬂète probablement le fait que la dispersion de l'ensemble PLBC est sensible au réglage de
l'amplitude du modèle de covariance, d'où sont tirées les perturbations des CLL ; le réglage de
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Fig. 4.2  Cartes horizontales de la moyenne temporelle de la dispersion des prévisions 6h du
vent zonal valides à 06h UTC, autour de 500 hPa pour : PLBC (Haut), GLBC (Milieu) et
ULBC (Bas). La valeur du facteur d'échelle α dans PLBC est de 0.3.
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Fig. 4.3  Coupe méridionale de la moyenne temporelle de la dispersion des prévisions 6h valides
à 06h UTC de : (a) température autour de 850 hPa, (b) température autour de 300 hPa, (c)
vent zonal autour de 500 hPa et, (d) humidité spéciﬁque autour de 850 hPa.
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Fig. 4.4  Coupe zonale de la moyenne temporelle de la dispersion des prévisions 6h valides
à 06h UTC de : (a) température près de 850 hPa, (b) température près de 300 hPa, (c) vent
zonal près de 500 hPa et, (d) humidité spéciﬁque près de 850 hPa.
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Fig. 4.5  (a) Moyenne temporelle de la prévision 6h du vent horizontal autour de 500 hPa
valide à 06h UTC issue du modèle déterministe ALADIN-France. (b) Ratio de la moyenne
temporelle de la dispersion de la prévision 6h du vent zonal autour de 500 hPa valide à 06h
UTC de l'ensemble ULBC par rapport à celle de l'ensemble GLBC.
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l'amplitude des perturbations des CLL (qui correspond au facteur α dans la section 4.3.3) est
relativement grossier, conduisant ici à une surestimation de dispersion de l'ensemble PLBC par
rapport à GLBC. La sensibilité de la dispersion d'ensemble au réglage de α est abordée dans
la section suivante.
4.5.3 Sensibilité à l'amplitude des perturbations des CLL
Aﬁn d'examiner la sensibilité de la dispersion de PLBC au réglage de l'amplitude des pertur-
bations des CLL spéciﬁées à partir d'un modèle de covariance, une variante de la conﬁguration
PLBC a été réalisée expérimentalement, basée sur l'amplitude du facteur α = 1 au lieu de
α = 0, 3. La carte correspondante de la moyenne temporelle de la dispersion d'ensemble est
illustrée dans la Figure 4.6 pour le vent zonal près de 500 hPa. Celle-ci peut être comparée au
panel du haut de la Figure 4.2.
On peut voir sur la Figure 4.6 que la dispersion d'ensemble est largement augmentée non
seulement à proximité des limites latérales, mais aussi dans une grande partie de l'intérieur du
domaine. Cette augmentation de dispersion est également plus visible dans la partie ouest du
domaine, conformément aux eﬀets d'advection par le ﬂux prédominant d'ouest.
Le choix délibéré d'un facteur d'amplitude excessif (α = 1), considéré comme l'extrême
opposé du scénario (α = 0) dans ULBC, permet de conﬁrmer la sensibilité de la dispersion de
l'ensemble PLBC à l'amplitude des perturbations des CLL. Ce constat indique qu'un réglage
adéquat de cette amplitude est un élément important pour obtenir une dispersion d'ensemble
réaliste dans le système régional.
Plus généralement, ce genre d'expérience de sensibilité conﬁrme également l'importance
des CLL pour les deux conﬁgurations, ensembliste et déterministe dans la mesure où, par
exemple, elle suggère que l'amplitude de l'erreur de prévision dans le domaine LAM peut être
considérablement inﬂuencée par l'amplitude de l'erreur des CLL.
4.6 Variations temporelles de la dispersion d'ensemble et
sa sensibilité aux perturbations des CLL
4.6.1 Evolution temporelle de la dispersion d'analyse moyennée sur
le domaine
La Figure 4.7 représente l'évolution temporelle, sur la période considérée des 18 jours, de la
dispersion d'analyse moyennée horizontalement pour la température autour de 850 hPa (panel
(a)) et autour de 300 hPa (panel (b)), le vent zonal près de 500 hPa (panel (c)) et pour l'humidité
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Fig. 4.6  Carte horizontale de la moyenne temporelle de la dispersion de la prévision 6h du
vent zonal près de 500 hPa valide à 06h UTC pour la conﬁguration PLBC avec un facteur
d'échelle α égale à 1.
spéciﬁque près de 850 hPa (panel (d)). La Figure 4.7 présente des caractéristiques pour les
trois ensembles qui sont compatibles avec les résultats précédents en termes de dispersion de
prévision, à savoir des dispersions de PLBC similaires à celles de GLBC (légèrement plus
grandes dans PLBC en raison du réglage un peu grossier du facteur d'amplitude) et une sous-
estimation claire de la dispersion de ULBC (par exemple pour la température près de 850 hPa).
Alors que la dispersion d'ensemble est quasiment stable au-delà du premier jour pour la
plupart des variables, on peut remarquer que la dispersion de l'humidité spéciﬁque (panel (d))
présente de fortes variations temporelles, avec des valeurs de dispersion plus importantes en
avril qu'en mai. Ceci est lié au fait que la période d'avril a connu une prédominance d'un
ﬂux humide d'ouest de l'Atlantique, alors qu'une masse d'air continentale polaire du nord
(relativement froide et séche) prédomine pendant la période de mai. L'évolution de la dispersion
de l'humidité spéciﬁque reﬂète donc les changements associés à la teneur en eau de l'atmosphère.
Le plus grand eﬀet de surestimation des dispersions dans PLBC pour l'humidité spéciﬁque,
par rapport à la température et le vent, suggère en outre qu'un réglage de l'amplitude des
perturbations des CLL qui soit dépendant du paramètre est vraisemblablement souhaitable.
Ce constat tend à être soutenu par l'examen des cartes de dispersion de la pression de surface
(non représentées ici), qui indique que, dans le voisinage des limites latérales, la dispersion de
PLBC tend à être beaucoup plus importante (d'un facteur 2 à 3) que celle de GLBC (bien que
la dispersion soit relativement similaire dans la partie la plus interne du domaine).
En outre, la Figure 4.7 indique que la dispersion d'ensemble a besoin d'environ 4 cycles
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d'analyse pour converger vers des valeurs stables pour par exemple la température et le vent.
Ce temps de démarrage de la dispersion (spin-up) d'environ un jour est relativement court
pour l'ensemble régional d'ALADIN-France. Ceci est assez similaire au temps de spin-up trouvé
pour l'ensemble global d'ARPEGE dans Raynaud et al. 2012. Cette période de spin-up assez
courte peut être interprétée comme résultant au moins en partie de l'inﬂuence des CLL. Par
exemple, dans les cas de GLBC et PLBC, les perturbations des CLL contribuent à augmenter
la dispersion, en évoluant de valeurs nulles dans l'ébauche initiale vers des valeurs stables après
une période d'un jour. Dans le cas de ULBC, les perturbations nulles des CLL sont censées
contribuer à contrer l'augmentation de la dispersion observée au cours de la première journée,
mais l'évolution observée de la dispersion de ULBC suggère que les perturbations d'observation
et d'ébauche restent assez grandes pour maintenir une dispersion d'ensemble stable dans la
partie la plus intérieure du domaine, bien que la dispersion reste globalement sous-estimée tout
au long de la période en raison de l'utilisation de CLL non perturbées.
De façon générale, quelles que soient les perturbations des CLL utilisées, le spin-up de la
dispersion d'ensemble est d'environ un jour, ce qui suggère que les perturbations des CLL
aﬀectent principalement la valeur asymptotique vers laquelle converge la dispersion de chaque
ensemble.
L'évolution de la dispersion d'ensemble a également été examinée en fonction de l'échéance
de prévision (non représentée). Il semble que la sous-dispersion de ULBC (par rapport à GLBC
et PLBC) tend à être augmentée pendant les intégrations de prévision 3h et 6h, en raison de
l'augmentation des eﬀets des CLL. Pour le vent zonal près de 500 hPa à titre d'exemple, la sous-
estimation de la dispersion de ULBC moyennée sur le domaine (par rapport à GLBC) augmente
de 20% au moment de l'analyse à 25% à l'échéance de prévision 6h. Ce résultat indique que la
négligeance des erreurs des CLL dans ULBC a un eﬀet visible pendant la prévision 6h (avec
une augmentation de 5% de la sous-dispersion), et que cet eﬀet tend à être accumulé (jusqu'à
20% au moment de l'analyse) pendant le cycle d'assimilation de données.
4.6.2 Evolution temporelle des corrélations moyennées sur le domaine
entre les cartes de dispersion
Tandis que la section 4.6.1 montre l'évolution des dispersions moyennées horizontalement au
cours du temps, cette section se concentre sur le diagnostic de la cohérence spatiale entre les
structures dépendantes de l'écoulement de la dispersion dans les diﬀérents ensembles. Cela est
diagnostiqué par le calcul des corrélations moyennées sur le domaine entre la référence GLBC
et les cartes de dispersion expérimentales, pour chaque jour de la période des 18 jours. Le panel
(a) de la Figure 4.8, qui correspond aux corrélations moyennées sur le domaine de la dispersion
de température autour de 850 hPa, indique que PLBC produit des structures de dispersion
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Fig. 4.7  Evolution temporelle de la moyenne horizontale des cartes de la dispersion d'analyse
valides à 00h UTC de : (a) température près de 850 hPa, (b) température près de 300 hPa, (c)
vent zonal près de 500 hPa et (d) humidité spéciﬁque près de 850 hPa.
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dépendantes de l'écoulement qui sont plus compatibles avec GLBC que celles produites par
ULBC. Ce constat est beaucoup moins visible pour le vent zonal près de 500 hPa (panel b de
la Figure 4.8), ce qui est dû probablement aux eﬀets prédominants du bruit d'échantillonnage
associé à l'utilisation d'un ensemble de petite taille (6 membres).
Aﬁn d'approfondir cette question, des moyennes spatiales locales de la dispersion d'ensemble
ont été calculées, aﬁn de réduire les eﬀets du bruit d'échantillonnage (comme discuté par
exemple dans [Raynaud et al., 2008] ; [Berre et Desroziers, 2010] :
σˆ(i, j) =
1
(2N ijm + 1)2
N ijm∑
k=−N ijm
N ijm∑
l=−N ijm
σ˜(i+ k, j + l)
(i, j) correspondent aux indices de la position horizontale (ils varient entre 1 et Ni, Nj respec-
tivement, Ni et Nj correspondant aux nombres de points de grille dans les directions zonale
et méridionale du domaine à aire limitée). (2N ijm + 1)
2 est le nombre total de points de grille
utilisé dans le moyennage spatial local 2D ; le rayon de moyennage N ijm a une valeur constante
égale à N cm dans la partie intérieure du domaine, et diminue progressivement à l'approche des
limites latérales : N ijm = min(N
c
m, i− 1, Ni − i, j − 1, Nj − j).
Les corrélations moyennées sur le domaine entre les cartes de dispersion ﬁltrées spatialement
sont tracées dans la Figure 4.9 pour N cm = 12. Il s'avère que l'augmentation de la corrélation
pour PLBC (ligne en pointillée), par rapport à ULBC (ligne continue), est plus marquée que
dans la Figure 4.8, à la fois pour la température et le vent. Ce résultat soutient l'idée qu'un
ﬁltre spatial est utile pour mettre en lumière le réalisme amélioré de la dispersion de PLBC
par rapport à ULBC. On peut également noter que la diﬀérence entre les corrélations ULBC
et PLBC pour le vent est relativement plus importante au début de la période expérimentale,
ce qui semble être associé aux eﬀets d'advection des vents d'ouest prédominants pendant ces
dates (comme suggéré dans la Figure 4.2 par la forte sous-estimation, dans ULBC, des valeurs
importantes de dispersion de GLBC situées à l'ouest de la côte Atlantique française).
4.6.3 Dépendance par rapport à l'écoulement des sensibilités de la
dispersion d'ensemble aux perturbations des CLL
Dans cette section, le panel du bas de la Figure 4.2, qui correspond à la carte de la moyenne
temporelle de dispersion de l'ensemble ULBC, est comparé à la carte correspondante pour une
date donnée. Deux cas particuliers sont examinés, un cas d'un ﬂux fort continental qui traverse
le domaine par le côté nord-ouest le 4 mai 2010, et un cas d'un jet qui traverse le domaine par
l'ouest le 25 avril 2010 (voir Figure 4.10).
Pour le 4 mai, la perturbation possède un enroulement très prononcé visible dans le panel
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Fig. 4.8  Evolution temporelle des corrélations moyennées sur le domaine entre respectivement
les cartes brutes de dispersion des prévisions 6h valides à 06 UTC de ULBC et de GLBC (ligne
continue), et de PLBC et GLBC (ligne en pointillée) pour : (a) la température autour de
850 hPa et (b) le vent zonal autour de 500 hPa.
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Fig. 4.9  Evolution temporelle des corrélations moyennées sur le domaine entre respectivement
les cartes de dispersion ﬁltrées spatialement des prévisions 6h valides à 06 UTC de ULBC et
de GLBC (ligne continue), et de PLBC et GLBC (ligne en pointillée) pour : (a) la temperature
autour de 850 hPa et (b) le vent zonal autour de 500 hPa.
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(b) de la Figure 4.10, qui correspond à une prévision 6h déterministe du vent horizontal près
de 500 hPa. Cet enroulement se traduit par une structure cyclonique reconnaissable dans la
dispersion d'ensemble de la prévision 6h du vent zonal dans le panel (d) de la Figure 4.10. A
proximité de la partie centrale du bord nord, l'advection des perturbations nulles des CLL,
par un jet du nord, vers une grande partie de l'intérieur du domaine est bien marquée. Il est
intéressant de comparer cette caractéristique avec la Figure 4.2, comme une illustration du fait
qu'en fonction de la situation météorologique, la sous-estimation de la dispersion de l'ensemble
ULBC peut être plus importante en terme de couverture spatiale que ce qui peut être vu en
moyenne temporelle sur les 18 jours (panel du bas de la Figure 4.2). Le panel (f) de la Figure
4.10, qui correspond au rapport de la dispersion des prévisions 6h du vent zonal près de 500 hPa
de l'ensemble ULBC à celle correspondante de GLBC (
σ
ULBC
σ
GLBC
) le 04 mai 2010, peut aussi être
comparé au panel (b) de la Figure 4.5. On constate alors que l'emplacement des dispersions
sous-estimées le long des frontières nord-ouest et sud-est correspond aux bords entrants du ﬂux
dans le domaine (panel (b) de la Figure 4.10).
Le panel (a) de la Figure 4.10 montre la prévision déterministe 6h du vent horizontal près
de 500 hPa le 25 avril 2010, avec un jet puissant traversant le domaine par l'ouest, et un autre,
moins intense, qui traverse le domaine à l'extrême nord-est. L'eﬀet de ces jets est encore bien
visible dans la carte de dispersion du vent zonal (panel (c) de la Figure 4.10), avec l'advection
vers l'intérieur des perturbations nulles des CLL par les jets dans ces deux régions. La diﬀérence
entre les deux panels de ratio (e) et (f) de la Figure 4.10, en plus de la diﬀérence avec le ratio de
la dispersion moyennée dans le temps (panel (b) de la Figure 4.5), conﬁrme la forte dépendance
par rapport à l'écoulement de la sensibilité de la dispersion d'ensemble aux perturbations des
CLL.
4.7 Conclusions
Contrairement aux modèles globaux qui sont périodiques par déﬁnition, les modèles à aire limi-
tée et les ensembles associés nécessitent la spéciﬁcation de valeurs le long des limites latérales
du domaine du modèle. Dans ce chapitre, la dispersion de l'ensemble régional d'assimilation
de données ALADIN-France a été étudiée pour diﬀérents choix de perturbations des CLL pour
les échéances de prévision 3h et 6h (les observations et les CLL initiales sont perturbées dans
toutes les expériences). Une première conﬁguration d'ensemble (GLBC), considérée comme une
référence, est basée sur l'utilisation du système global d'assimilation d'ensemble AEARP, aﬁn
de fournir des CLL perturbées à 3h et 6h d'échéance. Une seconde conﬁguration d'ensemble
(ULBC) utilise les prévisions déterministes globales d'ARPEGE, aﬁn de fournir les mêmes CLL
à 3h et 6h pour chaque membre de l'ensemble ; cela revient à utiliser des perturbations nulles de
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Fig. 4.10  Cas d'un jet d'ouest le 25 avril, 2010 (panels de gauche) et d'un ﬂux fort du nord le
04 mai, 2010 (panels de droite). (a) et (b) prévisions 6h du vent horizontal autour de 500 hPa
valides à 06h UTC, issues du modèle déterministe ALADIN-France. (c) et (d) dispersion des
prévisions 6h de l'ensemble ULBC du vent zonal près de 500 hPa valides à 06h UTC. (e) et (f)
ratios de la dispersion des prévisions 6h du vent zonal autour de 500 hPa valides à 06h UTC
de l'ensemble ULBC par rapport à celle de l'ensemble GLBC.
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CLL pour ces échéances de prévision. Un troisième ensemble (PLBC) utilise des perturbations
de CLL à 3h et 6h qui sont fournies par tirage aléatoire à partir d'un modèle de covariance
d'erreur supposé être représentatif des erreurs des CLL.
Une analyse formelle des équations d'erreur et de perturbation a été eﬀectuée pour ces
conﬁgurations déterministe et ensembliste, aﬁn de donner un aperçu de l'eﬀet relatif des per-
turbations des CLL à 3h et 6h d'échéance, comparées aux perturbations d'observation et de
CLL initiales. En raison, par exemple, de la contribution des perturbations d'observation aux
perturbations de prévision, il a été remarqué que l'eﬀet relatif des perturbations des CLL est
susceptible de dépendre de la couverture spatiale et de la qualité du réseau d'observation. Cette
analyse formelle a été complétée par des études expérimentales concernant les sensibilités de
la dispersion d'ensemble aux perturbations des CLL.
Les cartes horizontales de la moyenne temporelle de la dispersion indiquent que l'utilisa-
tion de perturbations nulles de CLL à 3h et 6h conduit à une sous-estimation de la dispersion
d'ensemble non seulement près des limites latérales, mais aussi dans une partie relativement
importante à l'intérieur du domaine (environ un tiers du domaine ALADIN-France), en raison
de l'advection. A l'inverse, cet eﬀet est beaucoup moins prononcé dans les parties du centre et
du Nord-Est du domaine, en raison de la contribution prédominante des perturbations d'ob-
servation et des CLL initiales dans ces régions. La sous-estimation de la dispersion est évitée
quand on utilise des perturbations CLL tirées aléatoirement à partir d'un modèle de covariance
d'erreur, conduisant à des cartes de dispersion similaires à celles de l'ensemble régional de ré-
férence couplé à l'ensemble global AEARP. Une expérience supplémentaire permet de révéler
la sensibilité des cartes de dispersion à l'échelle d'amplitude des perturbations des CLL tirées
aléatoirement. Cette sensibilité est en conformité avec la sensibilité de la dispersion aux per-
turbations CLL qui a été étudiée dans la section 4.5.
Trois aspects de variation temporelle de la dispersion d'ensemble et des sensibilités CLL
associées ont également été étudiés. L'évolution temporelle de la dispersion de l'analyse d'en-
semble sur la période d'étude indique que le spin-up de la dispersion est relativement court
(un jour), la dispersion augmente vers des valeurs stables au bout de quelques étapes du cycle
d'assimilation de données. Ce résultat est en partie dû à l'inﬂuence des perturbations des CLL,
mais aussi à la contribution des perturbations d'observation et des perturbations d'ébauche
cyclées associées. Les corrélations des cartes de dispersion, calculées sur l'ensemble du domaine
et sur la période d'étude expérimentale, indiquent que la dispersion obtenue avec la méthode
PLBC est mieux corrélée avec la référence GLBC que la dispersion obtenue avec ULBC. Un
ﬁltrage spatial local des cartes de dispersion conﬁrme davantage cette constatation, en rédui-
sant les eﬀets du bruit d'échantillonnage associés à l'utilisation d'une petite taille de l'ensemble
(6 membres). De manière générale, ce résultat augmente le degré de conﬁance attribué à la
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méthode PLBC aﬁn de fournir des dispersions réalistes. Deux études de cas ont été menées
également, aﬁn d'illustrer la forte dépendance des sensibilités CLL par rapport à l'écoulement.
Elles indiquent que la sous-estimation de la dispersion peut être beaucoup plus prononcée en
termes d'amplitude et de couverture spatiale dans le cas d'un ﬂux fort entrant associé à des
jets en particulier.
Ces diﬀérentes expériences de sensibilité conﬁrment, en conséquence, le rôle clé des pertur-
bations des CLL pour un ensemble régional d'assimilation de données, et fournissent un rappel
indirect de l'importance de la bonne qualité des CLL pour les systèmes déterministes régionaux
également. Les résultats indiquent aussi que l'utilisation des perturbations des CLL qui sont
tirées à partir d'un modèle de covariance d'erreur permet d'obtenir des dispersions d'ensemble
réalistes. Par conséquent, cela fournit une approche alternative pratique par exemple pour les
centres régionaux qui ne possédent pas de systèmes d'assimilation d'ensemble globale, et/ou
qui voudraient éviter les transferts à distance de grands volumes de données d'ensemble à partir
d'un autre centre tournant un ensemble global.
Bien que la présente étude s'est concentrée sur les dispersions d'analyse et de prévision
courte échéance (6h), il serait intéressant de considérer ce type d'approche sur de longues
échéances de prévision et sur diﬀérentes périodes expérimentales. En outre, ce travail a été
réalisé avec l'hypothèse du modèle parfait (à l'exception des incertitudes liées aux CLL), des
études futures peuvent être considérées dans un contexte où l'erreur du modèle sera prise en
compte dans les simulations d'ensemble.
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Conclusions
La réussite d'une méthode d'ensemble repose en grande partie sur le réalisme des perturbations
associées vis-à-vis des erreurs en jeu. Des perturbations judicieusement construites conduisent
à une dispersion d'ensemble représentative de l'erreur d'ébauche. L'estimation des statistiques
d'erreur d'ébauche et la production des états initiaux d'un modèle de prévision numérique sont
alors améliorées. En conséquence, le choix des diﬀérentes perturbations d'ensemble doit être
étudié avec soin. C'est dans ce cadre que s'inscrit cette thèse qui s'est intéressée à l'étude de la
sensibilité d'une assimilation d'ensemble globale aux perturbations de ses conditions initiales,
et d'une assimilation d'ensemble régionale aux perturbations de ses conditions aux limites
latérales.
Les bases théoriques de l'assimilation de données ont été rappelées dans le premier chapitre.
Ce procédé permet de créer des états initiaux pour un système de PNT en combinant de façon
optimale, au sens des statistiques d'erreurs utilisées, l'information apportée par les observations
avec celle apportée par le modèle. Ce chapitre permet ainsi d'introduire les diﬀérents schémas
d'assimilation et les modèles de PNT (ARPEGE et ALADIN) utilisés dans cette thèse.
L'intérêt et les enjeux des méthodes d'ensemble ont été exposés dans le deuxième chapitre.
Une méthode d'ensemble permet d'une part de construire les conditions initiales nécessaires
pour initialiser une prévision d'ensemble. D'autre part, elle permet d'estimer la matrice de
covariance d'erreur d'ébauche B. L'assimilation d'ensemble variationnelle adoptée au cours de
cette thèse a été particulièrement mise en relief. Ce chapitre a aussi permis de rappeler le rôle
fondamental de la matrice B dans le processus d'assimilation de données. Une modélisation de
B, construite à l'aide d'une séquence d'opérateurs relativement creux a été présentée. Ce type
de modèle de covariance a été utilisé dans les troisième et quatrième chapitres pour générer
respectivement des perturbations d'ébauche initiales et des perturbations de conditions aux
limites latérales via une méthode de tirages aléatoires.
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Les perturbations à mettre en oeuvre dans un ensemble peuvent être fabriquées de diﬀé-
rentes manières. En pratique, les perturbations des observations sont construites à l'aide de
la matrice spéciﬁée R des covariances d'erreur d'observation. Les perturbations des conditions
aux limites latérales dans un ensemble régional proviennent généralement des prévisions issues
d'un ensemble à plus grand domaine. Les perturbations d'ébauche peuvent elles être créées
d'une part à travers l'évolution des perturbations de l'analyse précédente, et d'autre part via
l'ajout de perturbations de modèle représentatives des erreurs de modélisation. La possibilité
de générer les perturbations d'ébauche initiale, ainsi que les perturbations des conditions aux
limites latérales, sous la forme de tirages d'un modèle de covariance, est une autre approche
qui a été explorée dans cette thèse.
Le troisième chapitre, basé sur l'article publié [El Ouaraini et Berre, 2011], porte sur l'étude
de la sensibilité de la dispersion d'une assimilation d'ensemble globale aux perturbations
d'ébauche initiales. Un examen formel des équations d'évolution des perturbations a d'abord
été mené aﬁn de mettre en évidence i) les propriétés d'amortissement des perturbations qui sont
associées à l'étape d'analyse, ii) la sous-estimation de la dispersion lors des premières étapes
du cyclage dans le cas d'un démarrage à froid, ainsi que iii) la convergence temporelle de la
dispersion. L'étude expérimentale a ensuite permis de montrer que la dispersion de l'ensemble
est similaire après environ 3 jours de cyclage, quelles que soient les perturbations d'ébauche
initiales utilisées. L'utilisation de perturbations d'ébauche initiales nulles (démarrage à froid)
engendre cependant des dispersions sous-estimées et moins bien réparties géographiquement
au cours des premières étapes du cycle d'assimilation. La mise en oeuvre de perturbations
d'ébauche initiales issues de tirages aléatoires à partir d'un modèle de covariance d'erreur
d'ébauche fournit en revanche une dispersion d'ensemble réaliste similaire à celle de l'ensemble
de contrôle. Ces résultats sont en outre confortés par une étude d'impact sur la qualité des
prévisions ARPEGE.
La question de l'initialisation d'un système d'assimilation d'ensemble peut ainsi s'avérer
importante dans un contexte opérationnel si, pour quelque raison que ce soit, le cycle d'assimi-
lation s'est interrompu. En eﬀet, un redémarrage à partir de perturbations aléatoires permet
d'améliorer la dispersion de l'ensemble en comparaison avec un redémarrage à froid, pour le-
quel plusieurs cycles d'assimilation seraient nécessaires (le temps de spin-up) aﬁn de pouvoir
retrouver des valeurs de dispersion réalistes.
Le quatrième chapitre, basé sur l'article publié [El Ouaraini et al., 2015], a étudié la sensi-
bilité de la dispersion d'une assimilation d'ensemble régionale aux perturbations des conditions
aux limites latérales. Une analyse formelle des équations d'erreur et de perturbation a été mise
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en oeuvre pour les conﬁgurations déterministe et ensembliste, en vue d'étudier la contribu-
tion des diﬀérentes perturbations dans le système d'assimilation. Il a été mis en évidence par
exemple que la contribution des perturbations des conditions aux limites latérales dépend de
la couverture spatiale et de la qualité du réseau d'observation. Expérimentalement, trois jeux
de perturbations des conditions aux limites latérales ont été comparés : des perturbations ob-
tenues à partir d'un ensemble global, des perturbations nulles et des perturbations obtenues
par tirages aléatoires à partir d'un modèle de covariance d'erreur représentatif des erreurs des
conditions aux limites latérales. Il a été notamment montré que la sous-dispersion associée à
la non perturbation des conditions aux limites latérales aﬀecte environ un tiers du domaine
ALADIN-France, en raison de l'advection au cours du cyclage de l'assimilation de données.
La dépendance météorologique de cette sensibilité aux perturbations latérales a également été
étudiée en particulier. L'utilisation de perturbations des conditions aux limites latérales tirées
d'un modèle de covariance permet d'obtenir des dispersions d'ensemble réalistes et assez bien
corrélées avec les dispersions obtenues à partir de l'ensemble de contrôle couplé à un ensemble
global. Cette approche constitue une alternative pratique, avec un coût raisonnable pour les
centres de PNT régionaux qui ne disposent pas d'un système d'ensemble global et qui vou-
draient éviter des contraintes de dépendance et de coût de transferts à distance des ﬁchiers
coupleurs à partir d'un autre centre de PNT. La méthode par tirages aléatoires oﬀre également
la possibilité d'enrichir un ensemble régional, en augmentant le nombre de membres.
Perspectives
Les travaux réalisés au cours de cette thèse ont été conduits sous l'hypothèse du modèle parfait
(à part l'utilisation de conditions aux limites latérales perturbées dans le contexte régional).
Parallèlement à cette thèse, des travaux ont été réalisés (notamment pour ARPEGE) aﬁn de
tenir compte de l'erreur de modélisation, à travers par exemple le développement d'une inﬂa-
tion multiplicative des perturbations d'ébauche [Raynaud et al., 2012]. Cela pourrait permettre
d'envisager des études de sensibilité dans ce contexte étendu via la prise en compte de l'erreur
de modèle. Une autre piste serait d'expérimenter une inﬂation additive, basée sur la méthode
de tirages aléatoires à partir d'un modèle de covariance représentatif de l'erreur modèle.
En plus des incertitudes liées aux conditions initiales et aux conditions aux limites latérales,
les champs de forçage de surface sont aussi caractérisés par des incertitudes. Une méthode
empirique de génération des perturbations des champs de forçage de surface consiste à calculer
les diﬀérences entre plusieurs jeux de données disponibles. Une autre approche et perspective
peut aussi être envisagée via l'application de la méthode des tirages aléatoires, à partir d'un
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modèle de covariance d'erreur spéciﬁque associé à ces champs de surface (la température de
surface de la mer par exemple).
Les études de sensibilité réalisées dans cette thèse ont porté sur les aspects de dispersion
de l'ensemble (écarts types ou variances). Une perspective directement liée aux travaux de
sensibilité réalisés serait d'étudier les aspects de corrélations spatiale (horizontale et verticale) et
temporelle des perturbations dans ARPEGE et dans ALADIN. Cela permettrait de caractériser
ainsi les eﬀets associés sur les diﬀérentes composantes de la matrice B.
Bien que je me sois intéressée dans cette thèse uniquement aux aspects de dispersion d'ana-
lyse et de prévision courte échéance (3h et 6h), il serait intéressant de poursuivre ce genre
d'étude sur de longues échéances de prévision (plusieurs jours), et d'évaluer l'impact des diﬀé-
rentes méthodes de perturbation étudiées sur la performance d'un système de prévision d'en-
semble. Cela constitue une perspective d'autant plus importante que, dans un cadre régional,
les longues échéances de prévision sont susceptibles d'augmenter à la fois la sensibilité aux
perturbations des conditions aux limites latérales et les besoins de réduction des coûts de
télécommunication des champs de couplage.
Annexe A
Les ﬁltres de Kalman
Filtre de Kalman (KF) :
Le ﬁltre de Kalman introduit en 1960 par Rudolf Emil Kalman, peut être appréhendé comme
une extension du BLUE pour les systèmes dynamiques linéaires. En eﬀet, le modèle d'évolution
et l'opérateur d'observation sont supposés linéaires, notés respectivement M et H.
Le modèle M n'est pas parfait, une erreur εmi lui est associée dont la matrice de covariance
à l'instant ti est notée Qi. Mi,i+1 fait évoluer l'état du modèle de l'instant ti au temps ti+1
selon : xi+1 = Mi,i+1(xi) + εmi .
En notant yoi les observations à l'instant ti, Hi les opérateurs d'observation correspondants,
Ri leur matrice de covariance, Ki la matrice de gain à l'instant ti, Bi et Ai les matrices de
covariance d'erreur de respectivement la prévision et l'analyse à l'instant ti, l'algorithme du
ﬁltre de Kalman peut se présenter comme un cycle récursif composé de 5 étapes de calcul :
Ki = BiH
T
i (Ri +HiBiH
T
i )
−1
xai = x
f
i +Ki(y
o
i −Hixfi )
Ai = (I−KiHi)Bi
xfi+1 = Mi,i+1(x
a
i ) + ε
m
i
Bi+1 = Mi,i+1AiM
T
i,i+1 +Qi
I étant la matrice identité et l'indice f se réfère à la prévision (forecast). Un inconvénient im-
portant de cet algorithme est son coût élevé en temps de calcul et en mémoire de stockage,
généré par le calcul des matrices K, A et B.
Filtre de Kalman étendu (EKF) :
La mise en oeuvre du ﬁltre de Kalman décrit dans le paragraphe précédent se base sur l'hy-
pothèse que le modèle d'évolution et l'opérateur d'observation sont linéaires. Parce que cette
hypothèse est souvent non vériﬁée, une variante du ﬁltre de Kalman classique, appelée ﬁltre
de Kalman étendu (Extended Kalman Filter), est proposée pour le cas d'une dynamique non
linéaire. Cette approche utilise l'hypothèse que l'analyse xai est proche de la prévision x
f
i , dans
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ce cas, on a :
Mi,i+1(xai ) ≈ Mi,i+1(xfi ) +Mi,i+1(xai − xfi )
Hi(xai ) ≈ Hi(xfi ) +Hi(xai − xfi )
Mi,i+1 et Hi sont les linéaires tangents de Mi,i+1 et Hi, ils interviennent dans le calcul des
matrices de gainK, de covariance d'erreur d'analyseA et de covariance d'erreur de prévision B.
Ils n'interviennent cependant pas dans les calculs de l'analyse xa et de la prévision xf , ceux-ci
utilisent plutôt la forme non-linéaire du modèle et de l'opérateur d'observation. L'algorithme
du ﬁltre de Kalman étendu s'écrit ainsi :
Ki = BiH
T
i (Ri +HiBiH
T
i )
−1
xai = x
f
i +Ki(y
o
i −Hi(xfi ))
Ai = (I−KiHi)Bi
xfi+1 =Mi,i+1(xai ) + εmi
Bi+1 = Mi,i+1AiM
T
i,i+1 +Qi
Sur un plan pratique, la mise en oeuvre de ce ﬁltre est diﬃcile, son coût est élevé et il ne
supporte que de faibles non-linéarités ([Julier et Uhlmann, 2004]). Une version stochastique de
ce ﬁltre est décrite dans le paragraphe suivant, celle-ci est plus économique en mémoire et en
temps de calcul et permet de pallier aux problèmes de non linéarité.
Filtre de Kalman d'ensemble (EnKF) :
Le Filtre de Kalman d'ensemble a été proposé par Evensen en 1994 (pour plus de détails, voir
[Evensen, 1994] ; [Evensen, 2003]). Il a été conçu pour résoudre les deux principaux problèmes
du ﬁltre de Kalman étendu, à savoir son coût élevé et sa mauvaise réponse en cas de forte
non-linéarité. Son algorithme peut être décrit de la manière suivante :
Un ensemble d'analyses perturbées est généré à l'instant ti à travers la perturbation des ob-
servations et de l'ébauche pour chaque membre de l'ensemble. A partir de cet ensemble d'ana-
lyses, un ensemble d'ébauches perturbées valables à l'instant ti+1 est produit par intégration
du modèle de prévision. Cet ensemble d'ébauches est ensuite utilisé pour produire le nouvel
échantillon d'analyses perturbées avec de nouvelles observations perturbées, et ainsi de suite.
De cette manière, le calcul des matrices de covariance d'erreur d'analyse A et d'ébauche B,
qui fait intervenir des inversions de matrices coûteuses dans les versions classique et étendue
du ﬁltre de Kalman, est remplacé par un calcul statistique (sans aucune linéarisation) de la
moyenne des covariances des erreurs d'analyses et d'ébauches obtenues :
A = E[(xa − E(xa))(xa − E(xa))T ]
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B = E[(xf − E(xf ))(xf − E(xf ))T ]
Il est à noter que les matrices A et B ainsi formulées ne sont pas stockées explicitement :
l'algorithme de l'EnKF repose plutôt sur le stockage et la manipulation des N membres de
l'ensemble.
En passant au calcul scalaire, et en omettant l'indice i indiquant l'instant ti pour simpliﬁer
les notations, la variance d'erreur estimée pour une composante donnée x du vecteur d'état x
devient ainsi :
a ≈ 1
N − 1
N∑
j=1
(xaj − xa)2
b ≈ 1
N − 1
N∑
j=1
(xfj − xf )2
N correspond à la taille de l'ensemble. xaj et x
f
j correspondent respectivement à l'analyse et à
la prévision produites par le membre j de l'ensemble. a et b sont respectivement les variances
d'erreur de l'analyse et de l'ébauche. xa et xf correspondent respectivement à la moyenne de
l'ensemble des analyses et des prévisions perturbées.

Annexe B
La troncature spectrale et sa conversion
en une résolution point de grille
La résolution horizontale d'un modèle en points de grille est déterminée par la taille de la maille
de la grille (en km), celle d'un modèle spectral est déterminée par sa troncature TN , où N est
le nombre d'onde maximal utilisé dans la décomposition spectrale. Il s'agit d'une coupure du
spectre dans les grands nombres d'onde : plus cette troncature est élevée, mieux seront décrits
les phénomènes de petite longueur d'onde, c'est-à-dire de petite échelle.
La plus petite longueur d'onde l représentée dans un modèle spectral sur la sphère peut
être exprimée en km ou en degré de la manière suivante :
l (km) =
(2 pi R)
N
≈ 40000
N
l () = 360/N
2 pi R correspond au périmètre d'un cercle équatorial, où R = 6371 km est le rayon de la Terre.
Par exemple, pour une troncature T799, on décrit les phénomènes dont la longueur d'onde est
supérieure ou égale à environ l ≈ 40000/799 ≈ 50 km.
Les modèles spectraux et les modèles en points de grille représentent l'information de ma-
nière diﬀérente. Un modèle spectral représente les données avec précision jusqu'à une certaine
échelle (déterminée par la troncature), et rejette les informations contenues dans les ondes les
plus petites (au-delà du seuil de coupure). Un modèle en points de grille permet de représenter
potentiellement toutes les échelles associées à la grille considérée, mais il traite mal les ondes
qui s'étendent sur un nombre réduit de points de grille. Il lui faut environ six points de grille
pour représenter un phénomène météorologique de façon raisonnablement réaliste, par exemple
pour calculer des termes nécessitant des dérivées horizontales avec une certaine précision. La
conversion exacte de la maille d'un modèle en points de grille vers une troncature spectrale,
et inversement, est donc complexe. Cependant, une formule approximative très simple permet
d'eﬀectuer cette conversion des résolutions en notant que la longueur d'onde l est égale au
double de la maille δx. La résolution point de grille peut donc être décrite en fonction de la
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troncature spectrale N de la manière suivante :
δx (km) ≈ l
2
≈ 40000
2×N
Pour un modèle de troncature T799, la maille de la grille qui permet d'obtenir une précision
équivalente doit être d'environ :
δx ≈ 40000
2× 799 ≈ 25 km
La résolution horizontale d'un modèle peut être régulière (ﬁxe) ou variable (dite aussi
étirée). Dans le cas d'une grille étirée de type ARPEGE, la troncature locale N' est obtenue
par la relation :
N ′ = c N
où c correspond au facteur d'étirement de la grille, et dans ce cas, la résolution point de grille
locale équivalente sera :
δx′ ≈ 40000
2 c N
La ﬁgure 1.4 du premier chapitre illustre la grille du modèle ARPEGE étirée avec une troncature
T1198 et un facteur d'étirement égale à 2.2.
Annexe C
Contribution des erreurs d'observation en
cours aux erreurs d'analyse dans un cas
scalaire simple
Selon l'équation 4.8 du chapitre 4, la contribution des erreurs introduites spéciﬁquement au
cours de la i-ième étape d'analyse/prévision (qui sera appelée l'étape d'analyse/prévision en
cours) correspond à Mi Ki eoi + e
LBC
i + e
DP
i . Cela indique que la contribution des erreurs
d'observation en cours eoi aux erreurs de prévision e
f
i est proportionnelle à Ki e
o
i , ce qui signiﬁe
que les erreurs d'observation sont pondérées par le gain d'analyse Ki. L'équation 4.1 indique
également que Ki eoi est la contribution de l'erreur d'observation en cours à l'erreur d'analyse
eai .
Comme on le verra ci-dessous pour un cas scalaire avec une seule observation située à
un point de grille donné (pour des raisons de simplicité), cela implique que la contribution
de l'erreur d'observation en cours Ki eoi aux erreurs d'analyse et de prévision tend à être
maximale lorsque la qualité des observations est à peu près similaire à la qualité de l'ébauche,
et que cette contribution décroît vers zéro dans les cas où les observations sont très précises ou
très imprécises.
Dans le cas scalaire considéré, la contribution de l'erreur d'analyse de l'observation unique
est égale à ki eoi , où ki =
σ2b
σ2b+σ
2
o
est le poids de l'observation résultant des écarts types spéciﬁés
des erreurs d'ébauche et d'observation (respectivement σb et σo).
La variance de ki eoi (en supposant que l'erreur d'observation est non biaisée) correspond donc
à :
var(ki e
o
i ) = E[(ki e
o
i )
2] = k2i E[(e
o
i )
2]
= (
σ2b
σ2b + σ
2
o
)2 σ2o,? = (
σbσo
σ2b + σ
2
o
)2
σ2o,?
σ2o
σ2b (C.1)
où σo,? est l'écart type exact de l'erreur d'observation, dont la valeur est égale à σo dans le cas
optimal seulement. On peut alors déﬁnir γ = σo
σb
comme étant le rapport entre l'écart type de
l'erreur d'observation et celui d'ébauche, aﬁn d'exprimer var(ki eoi ) comme suit (après avoir
114 Annexe C
noté que σbσo
σ2b+σ
2
o
= 1/γ
1/γ2+1
= γ
1+γ2
) :
var(ki e
o
i ) = (
γ
1 + γ2
)2
σ2o,?
σ2o
σ2b (C.2)
Prenons d'abord le cas d'un système optimal, pour lequel
σ2o,?
σ2o
= 1. Cela implique que l'équation
(C.2) devient simplement :
var(ki e
o
i ) = (
γ
1 + γ2
)2 σ2b (C.3)
Les équations (C.2) et (C.3) sont commodes car elles permettent d'exprimer la variance de
l'erreur d'observation var(ki eoi ) en fonction de la précision relative de l'observation, telle que
mesurée par γ = σo
σb
. Ces deux équations indiquent aussi que la contribution de l'erreur d'ob-
servation var(ki eoi ) est proportionnelle à (
γ
1+γ2
)2. Comme indiqué par la ligne continue épaisse
dans la ﬁgure C.1.a (qui correspond à l'écart type σ(ki eoi ) =
√
var(ki eoi ) dans le cas optimal et
avec σb = 1), cette contribution est maximale lorsque σo = σb (soit γ = 1). En outre, il apparaît
que σ(ki eoi ) décroît vers zéro lorsque γ tend vers zéro : cela correspond à
γ
1+γ2
≈ γ ≈ 0, c'est-à-
dire les erreurs d'observation deviennent si petites que leur contribution aux erreurs d'analyse
devient négligeable. De plus, la Figure C.1.a indique que σ(ki eoi ) décroît aussi vers zéro lorsque
γ devient très grand : cela correspond à γ
1+γ2
≈ 1
γ
≈ 0, c'est-à-dire les erreurs d'observation
deviennent tellement grandes que l'analyse tend à amortir les observations et leurs erreurs très
fortement, de sorte que leur contribution aux erreurs d'analyse devient très faible. Enﬁn, la
ligne tiretée ﬁne dans la ﬁgure C.1.a correspond à l'écart type de la contribution des erreurs
d'ébauche aux erreurs d'analyse, à savoir σ((1 − ki) ebi) (voir l'équation 4.1) : il apparait que
la contribution de l'erreur d'observation en cours tend à prédominer lorsque σo < σb, alors que
c'est l'inverse quand σo > σb.
Les équations (C.2) et (C.3) indiquent que la contribution de l'erreur d'observation est
déterminée non seulement par le rapport ( γ
1+γ2
)2, mais aussi par σ2b . En outre, σb devrait lui-
même dépendre en partie de la qualité de l'observation, en raison des eﬀets de cyclage (par
exemple, une augmentation des erreurs d'observation implique une dégradation de l'analyse
et des prévisions, conduisant à une moindre qualité de l'ébauche également). Les eﬀets de cet
aspect sur la contribution de l'erreur d'observation sont illustrés dans la Figure C.1.b.
La ligne continue épaisse dans la Figure C.1.b correspond à l'écart type de la contribution
de l'erreur d'observation en cours pour une analyse optimale dans laquelle σb tend à augmenter
lorsque le rapport γ = σo
σb
devient plus grand. Dans cet exemple, σb a été spéciﬁé comme étant
égale à σb =
√
γ2
1+γ2
, aﬁn d'obtenir des variations signiﬁcatives de σb en fonction de γ, comme
représenté par la ligne pointillée épaisse. Il est intéressant de remarquer que, en dépit des
variations de σb, la forme de la contribution de l'erreur d'observation σ(ki eoi ) (ligne continue
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Fig. C.1  Ecarts types de l'erreur d'ébauche (ligne pointillée épaisse), écarts types des contri-
butions de l'erreur d'observation en cours aux erreurs d'analyse (ligne continue épaisse), et
écarts types des contributions de l'erreur d'ébauche aux erreurs d'analyse (ligne tiretée ﬁne),
en fonction du ratio γ entre les écarts types de l'observation et de l'ébauche γ = σo
σb
. (a) cas où
σb est le même quelque soit γ (c'est-à-dire σb = 1) ; (b) cas où σb augmente lorsque γ est plus
grand (c'est-à-dire en spéciﬁant σb =
√
γ2
1+γ2
dans cet exemple).
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épaisse) reste à peu près la même que dans Figure C.1.a : σ(ki eoi ) reste maximale lorsque les
qualités de l'observation et de l'ébauche sont à peu près similaires, bien que le maximum soit
atteint pour γ proche de 1.4, à savoir lorsque les observations sont 40% moins précises que
l'ébauche ; σ(ki eoi ) tend encore vers zéro à la fois pour des observations très précises et très
imprécises.
Il est également possible d'envisager le cas où l'analyse est sous-optimale, à savoir
σ2o,?
σ2o
6= 1.
La comparaison des équations (C.2) et (C.3) indique que la contribution relative de l'erreur
d'observation est presque la même que dans le cas optimal, sauf qu'elle est en outre modulée
par le ratio
σ2o,?
σ2o
. Cela signiﬁe que, dans le cas où les erreurs d'observation spéciﬁées sont sous-
estimées (c'est-à-dire
σ2o,?
σ2o
> 1), la contribution relative de l'erreur d'observation sera ampliﬁée
en proportion. Inversement, dans le cas où les erreurs d'observation spéciﬁées sont suresti-
mées (c'est-à-dire
σ2o,?
σ2o
< 1), la contribution relative de l'erreur d'observation sera atténuée en
proportion.
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[1] In this study, the sensitivity of ensemble‐based background error variances to initial
background perturbations is investigated. This is done in a quasi‐operational NWP
framework, by comparing two experimental ensembles with a reference one. The first
experimental ensemble is a cold‐start configuration, with initial background perturbations
equal to zero. The second experimental ensemble uses initial background perturbations
given by random draws of a specified background error covariance matrix B. The
reference ensemble is based on a warm‐start configuration, launched 6 days before the
start of the experimental period. A formal linear analysis of the perturbation evolution
suggests that error variance estimates are likely to converge after a few analysis/forecast
steps, even if they are expected to be underestimated in the first steps of the cold‐start
approach. This is confirmed by experimental results, which indicate that the convergence
is approximately reached after 3–4 days of cycling. Using random draws from a
background error covariance matrix provides variance structures which are more
consistent with the reference ensemble than in the cold‐start approach. Detailed results are
also found to be somewhat sensitive to the amplitude of the initial random draws.
Moreover, as expected, the impact of ensemble initiation techniques on forecast scores is
nearly neutral once variance estimates have converged toward similar values, while the
sensitivity is larger at the beginning of the period.
Citation: El Ouaraini, R., and L. Berre (2011), Sensitivity of ensemble‐based variances to initial background perturbations,
J. Geophys. Res., 116, D15106, doi:10.1029/2010JD015075.
1. Introduction
[2] In data assimilation schemes, initial conditions result
from a combination of observations and a background. Error
statistics of these inputs determine the weight and spatial
spreading of observed information, and this plays a crucial
role for the quality of initial conditions and subsequent
forecasts. Hence, large efforts have been devoted to better
specify the matrices B and R of respectively background
and observation error covariances.
[3] In particular, ensemble data assimilation techniques are
now frequently used to calculate flow‐dependent background
error covariances. This can be done either in the context of
an ensemble Kalman filter [e.g., Evensen, 1994; Houtekamer
and Mitchell, 1998], or in the framework of an ensemble
variational approach [e.g., Kucukkaraca and Fisher, 2006;
Berre et al., 2007]. In both cases, this approach relies on the
computation of an ensemble of perturbed analysis/forecast
steps. Observations in this study are explicitly perturbed by
adding random draws from the observation error covariance
matrix, while the background is implicitly perturbed through
the perturbation evolution in data assimilation cycling (plus
possible explicit model perturbations to represent model
error contributions). For instance, an ensemble variational
assimilation system has been running operationally at Météo‐
France since July 2008 [Berre et al., 2009], to provide flow‐
dependent background error variances to the deterministic
4D‐Var system.
[4] Although this is not applied here, an extension to
provide flow‐dependent background error correlations (and
possibly balances) can also be considered, using either
wavelet techniques [Pannekoucke et al., 2007; Berre and
Desroziers, 2010] or the ensemble perturbations in the con-
trol vector of the minimization [e.g., Lorenc, 2003; Buehner
et al., 2010]. It may be also mentioned that there exist
ensemble Kalman filter versions in which observations are
not perturbed, but which are based on a linear transformation
of background perturbations into analysis perturbations,
using moreover a restrictive assumption that the specified
gain matrix is optimal [e.g., Lermusiaux and Robinson,
1999; Anderson, 2001; Whitaker and Hamill, 2002].
[5] In this paper, the sensitivity of ensemble‐based
background error variances to initial background perturba-
tions is investigated. This issue has been briefly discussed in
previous studies, with indications that background error
variances become fairly stable after 4 days of cycling of the
analysis ensemble [Houtekamer et al., 1996; Fisher et al.,
2005]. In the idealized context of a global shallow water
model, an experimental comparison of different initiation
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strategies is presented by Zupanski et al. [2006]. Results
indicate that using initial background perturbations that are
spatially correlated is beneficial. The initiation issue is here
studied in a quasi‐operational context from both theoretical
and experimental points of view, by analyzing equations of
the perturbation evolution, and by comparing experimental
results associated to different initiation strategies.
[6] The paper is structured as follows. Section 2 describes
the experimental framework of the Météo‐France ensemble
assimilation system. Section 3 contains a formal linear
analysis of the perturbation evolution, including a discus-
sion of expected effects at the beginning of the experimental
period of the ensemble run. Section 4 focuses on experi-
mental results provided by different initiation strategies in
the quasi‐operational framework. Finally, some conclusions
and perspectives are given in section 5.
2. Experimental Design
2.1. The Deterministic and Ensemble Data Assimilation
Systems of ARPEGE
[7] The Action de Recherche Petite Echelle Grande
Echelle (ARPEGE) model of Météo‐France [Courtier et al.,
1991] is a global and spectral model. In the context of
this paper, the version of the deterministic part of the
ARPEGE system uses a stretched horizontal resolution
corresponding to truncation T538, with a finer horizontal
resolution (15 km) over France (corresponding to a stretch-
ing factor equal to 2.4 [Courtier and Geleyn, 1988]), and 60
vertical levels from the surface up to 1 hPa. The prognostic
variables are vorticity z, divergence h, temperature T, loga-
rithm of surface pressure PS and specific humidity q. The
assimilation scheme is based on a multi‐incremental 6 h 4D‐
Var scheme [Veersé and Thépaut, 1998], and four daily
analyses and forecasts are computed at 00:00, 06:00, 12:00
and 18:00 UTC.
[8] The specified background error covariance matrix B
uses the multivariate formulation of Derber and Bouttier
[1999], with nonlinear and quasi‐geostrophic omega bal-
ances [Fisher, 2003] in addition. The univariate part of the
covariance matrix is based on 3D correlations represented
by diagonal blocks in spectral space, and flow‐dependent
local standard deviations represented in grid point space and
provided by a real‐time ensemble assimilation system.
[9] The ensemble assimilation system used in this paper
is the version which has been made operational at Météo‐
France in July 2008 (see Berre et al. [2007, 2009] for
details). This ensemble is made of 6 members, and it uses
a lower and unstretched horizontal resolution (T359) of
the operational ARPEGE version and a 3D‐Var Fgat (First
Guess at Appropriate Time) assimilation scheme. This
ensemble uses explicit perturbations of observations and
implicit perturbations of the background, provided by the
perturbation evolution during the data assimilation cycling
(see section 3). The cycling of perturbations in the ensemble
experiment is carried out in the framework of a perfect
model assumption. Therefore, resulting background error
standard deviations are inflated by a factor 1.8 when spec-
ifying the B matrix, to account for model error contributions
that are not represented in the ensemble cycling of pertur-
bations. It may be mentioned that this ensemble version has
been upgraded to a higher resolution (70 vertical levels and
T399) and a 4D‐Var scheme in April 2010, although this
is not considered in the present study.
[10] The same wide range of data types is used in deter-
ministic and ensemble systems: surface observations, aircraft
data, satellite‐derived winds, sea surface observations (e.g.,
drift buoys, ship reports), in situ sounding data, wind profiler
radar data, geostationary satellite winds (atmospheric motion
vectors), Global Positioning System (GPS) ground‐based
data and radiances from polar‐orbiting satellites (e.g.,
AMSU‐A/B, AIRS, SSMI, IASI).
2.2. Ensemble Initiation Techniques and Motivations
for the Study
[11] The ensemble assimilation system is usually initiated
in the same way as described by Houtekamer et al. [1996]
and Fisher et al. [2005]. This corresponds to the white
part in Figure 1. At the beginning of the experimental period
(and then similarly during each subsequent analysis step),
observation perturbations "0
o are provided by random draws
of the observation error covariance matrix: "0
o = R
1
2z, where
z are random Gaussian draws which are spatially uncorre-
lated and which have zero mean and unit variance (i.e., z ∼
N (0, I) where I is the identity matrix in observation space).
By contrast, the initial background of any ensemble member
is unperturbed and provided by the operational deterministic
system. This amounts to saying that initial background
perturbations are taken equal to zero. On the other hand,
during the next analysis/forecast steps, nonzero background
perturbations are implicitly obtained from the 6 h forecast
evolution of previous analysis perturbations. As briefly
discussed by Houtekamer et al. [1996] and Fisher et al.
[2005], background error variances become then fairly sta-
ble after 4 days of cycling of the analysis ensemble.
[12] Another possible approach, used, e.g., by Evensen
[2003], is to construct initial background perturbations
from random draws of a specified background error
covariance matrix B: "0
b = B
1
2h, where h are random Gaussian
draws which are spatially uncorrelated and which have zero
mean and unit variance (i.e., h ∼ N (0, I) where I is the
identity matrix in model space, and "0
b ∼ N (0, B)). The
addition of "0
b to the initial background is represented by
the grey part in Figure 1.
[13] A comparison between these two different initiation
techniques is one of the motivations of the paper, with
both practical and theoretical aspects. First of all, this can
be a practical issue when starting the experimentation of
such an ensemble assimilation system over a given period.
This is relatively obvious if such a system is not yet
running operationally in real time in a given NWP center.
This can correspond for instance to ensemble assimilation
systems in development stage, and also to off‐line
ensemble experimentations for calculating time‐averaged
background error covariances [Fisher, 2003; Buehner
et al., 2005; Belo Pereira and Berre, 2006]. It is also
the case in the context of a reanalysis over a past period,
during which an ensemble assimilation cycled experiment
or archive may not be available. For instance, while such
an ensemble assimilation system became operational (in
real time) in July 2008 at Météo‐France, reanalaysis
experiments carried out over periods earlier than July 2008
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require such initiation techniques. Moreover, comparing
these different initiation techniques is also motivated by
theoretical aspects. As will be shown in section 3, this is in
fact a way to examine formally the evolution of pertur-
bations in the ensemble cycling, and its implications on
background error variances.
[14] It should also be reminded that these ensemble ini-
tiation aspects will be studied here in the context of a perfect
model assumption. This framework is relatively usual in the
context of ensemble assimilation experiments [e.g., Fisher,
2003; Buehner et al., 2005; Belo Pereira and Berre, 2006;
Berre et al., 2007]. This is partly related to the fact that
model error is one of the most difficult error sources to be
estimated and represented. On the other hand, model error
representation is an active area of ongoing research, and it
would be relevant in the future to investigate initiation
techniques in ensemble experimentations including model
error representation. This could be done for instance by
inflating forecast perturbations by an amount consistent
with estimates of model error amplitudes, as in work by
Houtekamer et al. [2009]. Other possible model error
representations can be based, e.g., on perturbations of phys-
ical tendencies [Buizza et al., 1999], stochastic kinetic energy
backscatter [Shutts, 2005], and multimodel approaches
[Meng and Zhang, 2007; Fujita et al., 2007], although the
contribution of these other techniques has been shown to be
relatively small by Houtekamer et al. [2009] compared to
inflation of perturbations.
2.3. Ensemble Experiments
[15] An ensemble experiment with initial background
perturbations equal to zero has been started at a time t0,
corresponding to 21 January 2009 at 00:00 UTC. This can be
seen as a cold‐start experiment, and it is denoted by COLDS.
Note that for the very first assimilation cycle, COLDS uses
static background error variances provided by a previous off‐
line ensemble [Belo Pereira and Berre, 2006]. Another
ensemble experiment, denoted by RANDB, has been started
at time t0 with nonzero initial background perturbations "0
b.
These initial perturbations "0
b are provided by random draws
of the specified background error covariance matrix B, as
described in section 2.2.
[16] These two experimental ensembles COLDS and
RANDB have been compared to a reference ensemble
experiment, denoted by REF. The ensemble REF has been
started in cold‐start mode 6 days before time t0, namely on
15 January at 00:00 UTC. This means that while REF uses
initial background perturbations which are equal to zero at
time t0 − 144h, it exhibits nonzero and stable background
perturbations at time t0, as will be shown later. REF can
Figure 1. Ensemble assimilation components. The grey part has been added at the beginning of the
ensemble experiment RANDB to introduce initial background perturbations provided by random draws
of B.
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thus be seen as a warm‐start ensemble with respect to
time t0.
[17] These three ensemble experiments are summarized in
Table 1. They have been carried out over an 11 day period
after time t0. All experiments are performed under a perfect
model assumption, as in the operational version. The period
of study includes the severe storm Klaus. The Klaus storm
was the most damaging one over Europe since Lothar in
December 1999. It hit Europe in the early morning of
24 January and caused widespread damage across France,
Spain and Andorra with peak gusts over 200 km/h and
sustained winds over 170 km/h.
3. Formal Analysis of the Perturbation Evolution
3.1. Evolution of Perturbations During an Analysis/
Forecast Step
[18] The equations that govern the evolution of the
ensemble perturbations (i.e., analysis and background per-
turbations) are described by Berre et al. [2006] for
instance. For the sake of simplicity in the derivations, the
observation operator Hi (valid at time ti) and the model
operator Mi (integrated from the analysis time ti to the next
analysis time ti+1) will be assumed to be linear. Note
however that a nonlinear formalism can also be considered.
This leads to additional nonlinear terms in the equations of
perturbations, but this does not affect the main discussion
on the dependence of variance with respect to initial
background perturbations.
[19] In particular, during the analysis step at a given time
ti, the analysis equation transforms background perturba-
tions "i
b and observation perturbations "i
o into analysis per-
turbations "i
a, according to:
"ai ¼ IKiHið Þ "bi þKi "oi ð1Þ
where Ki is the gain matrix valid at time ti: Ki =
BiHi
T(HiBiHi
T + Ri)
−1, Bi and Ri are the specified covari-
ance matrices of background and observation errors respec-
tively, valid at time ti. The superscript
T is a notation for the
matrix transpose. Similarly, during the subsequent 6 h fore-
cast step, analysis perturbations evolve into background
perturbations for the next analysis step at time ti+1 = ti + 6 h,
according to:
"biþ1 ¼Mi "ai : ð2Þ
3.2. Contribution of Initial Background Perturbations
to Subsequent Background Perturbations
[20] During the first analysis step at time t0, perturbations
evolve according to: "0
a = (I − K0H0)"0b + K0 "0o, and then
the subsequent 6 h forecast step leads to:
"b1 ¼M0 IK0H0ð Þ "b0 þM0 K0 "o0: ð3Þ
More generally, after any analysis/forecast step computed at
time ti (which produces background perturbations "i+1b valid
at time ti+1), the resulting background perturbation equation
is:
"biþ1 ¼ Tiþ1 "b0 þ
Xi
l¼0
Til MlKl "ol ð4Þ
where
Tiþ1 ¼
Yi
l¼0
Ml IKlHlð Þ; ð5Þ
and T0 = I. The first term on the right hand side of
equation (4), namely Ti+1 "0
b, corresponds to the contribu-
tion of the initial background perturbation "0
b. Note that the
formula of Ti+1 indicates that "0
b is multiplied successively
(i + 1) times with the operator Ml (I − KlHl). The second
term on the right hand side of (4), namely
Pi
l¼0 Ti−l
MlKl "l
o, corresponds to the contribution of observation
perturbations added throughout the successive analysis steps
occurring between t0 and ti. Knowing that "b0 "
o
l
 T
= 0, the
variance of the background perturbation V("i+1
b ) = "biþ1  "biþ1
(where  is the Hadamard (i.e., element‐wise) product) can
be written as the variance sum of the two contributions:
V "biþ1
  ¼ V Tiþ1 "b0 þ V Xi
l¼0
Til MiKi "ol
 !
: ð6Þ
[21] These expressions allow two expected results to be
derived with respect to the ensemble initiation sensitivity.
Firstly, the estimated background error variance is expected
to be underestimated when initial background perturbations
are taken equal to zero ("0
b = 0), because the associated
variance contribution V(Ti+1 "0
b) is neglected. The second
expected effect is discussed in section 3.3.
3.3. Damping of Initial Background Perturbations
[22] The other expected implication of equation (6) is that,
whatever the ensemble initiation is, ensemble‐based var-
iances should converge in time toward similar values, due to
the convergence of V(Ti+1 "0
b) toward 0 when i increases.
This is related to the fact that Ti+1 contains operators I −
KlHl in particular. As discussed by Daley [1991, p. 127], the
eigenvalues of these operators lie between zero and one.
This expresses the fact that I − KlHl will tend to damp the
amplitude of background perturbations when calculating
their contribution to analysis perturbations.
[23] On the other hand, the operator Ti+1 contains not
only I − KlHl, but also model operators Ml. The global
effect of Ml on the variance evolution is expected to depend
Table 1. Experimentsa
Ensembles
Time
t0 − 144 h t0 ti = t0 + i × 6 h (for i > 0)
COLDS "b = 0 "b ≠ 0
RANDB "b ≠ 0 "b ≠ 0
REF "b = 0 "b ≠ 0 (stable) "b ≠ 0
aExperiments COLDS and REF use initial background perturbations
equal to zero, but COLDS starts at time t0, whereas the REF ensemble is
launched 6 days earlier (i.e., at time t0 – 144 h). Experiment RANDB
uses initial background perturbations at time t0 provided by random
draws of a specified background error covariance matrix.
EL OUARAINI AND BERRE: INITIAL BACKGROUND VARIANCE IN ENSEMBLES D15106D15106
4 of 14
on the respective contributions of growing, stable and
decaying local modes of Ml in different geographical areas.
In some regions, the model operator Ml is expected to
increase the perturbation variance due to local baroclinic
instabilities for instance. In some other regions, Ml is
expected to decrease the perturbation variance due to
damping processes such as diffusion. Experimental results
shown, e.g., in Figure 16 of Belo Pereira and Berre [2006]
suggest that the global effect ofMl on the variance evolution
is a growing one. In other words, the growing effect of
Ml may partly compensate the damping contribution of
I − KlHl.
[24] The expected global net effect of Ml (I − KlHl) can
be examined by considering the equation of the background
error variance evolution during the lth analysis/forecast step
(derived in a way similar to equation (3)):
V "blþ1
  ¼ V Ml IKlHlð Þ "bl þ V MlKl "ol  ð7Þ
Experimentations with, e.g., ensemble variational assimila-
tion systems indicate that global values of perturbation
variances are relatively static (beyond the first 3–4 days
following the ensemble initiation), i.e., V("l+1
b ) ≈ V("lb)
globally, as illustrated in Figure 6 of Fisher et al. [2005] and
in Figure 6 of Raynaud et al. [2011]. This allows the effect
ofMl (I −KlHl) on the perturbation variance to be expressed
and approximated as follows:
V Ml IKlHlð Þ "bl
  V "bl   V Ml IKlHlð Þ "bl  V "blþ1 :
ð8Þ
[25] Using equation (7), this leads to:
V Ml IKlHlð Þ "bl
  V "bl   V MlKl "ol  < 0 ð9Þ
In other words:
V Ml IKlHlð Þ "bl
 
< V "bl
 
; ð10Þ
i.e., the expected global net effect of Ml (I − KlHl) is a
damping one. This is likely to reflect the fact that the
damping effect of I − KlHl is in this case globally larger
than the growing effect of Ml.
[26] Moreover, with respect to equation (6), the expres-
sion Ti+1 =
Qi
l¼0Ml (I − KlHl) (see equation (5)) indicates
that this damping operator Ml(I − KlHl) is applied a
number of times equal to i + 1, which is the number of
analysis steps having occurred since the ensemble initiation.
The damping effect should thus increase when i increases.
This expresses the fact that the influence of the initial
background perturbation "0
b is expected to decrease toward
zero, when the number of analysis steps increases. In other
words, whatever the ensemble initiation is (cold start, warm
start, or random draws from B), the ensemble‐based variances
are expected to converge in time toward similar values,
corresponding to the contribution V(
Pi
l¼0 Ti−l MlKl "l
o)
remaining in equation (6). It may also be noted that this
convergence to the asymptotic value V(
Pi
l¼0 Ti−l MlKl "l
o)
is expected to occur at a rate that depends on the eigenvalues
of the operator Ti+1 in particular.
[27] The two expected results with respect to ensemble
initiation sensitivity, namely the underestimation of variances
in a cold‐start approach and the subsequent convergence of
variance values between all initiation techniques, will now be
studied experimentally. Note that while the formal part has
focused on background error variances, experimental results
will be (equivalently) shown in terms of standard deviations
(which are the square root of variances). In the remainder of
the paper, we will refer to “horizontally averaged standard
deviations” as the standard deviations calculated from the
square root of horizontally averaged variances.
4. Experimental Results
4.1. Time Evolution of Horizontally Averaged
Standard Deviations
[28] The temporal evolution of horizontally averaged
standard deviations is shown in Figure 2 for vorticity near
500 hPa. As expected, standard deviation values of the
warm‐start experiment REF are stable in time throughout
the period. Having such globally averaged standard devia-
tions nearly constant in time is also consistent with results in
previous studies such as Figure 6 of Fisher et al. [2005] and
Figure 6 of Raynaud et al. [2011]. Moreover, this stability is
already well marked at the beginning of the period (i.e.,
from time t0), and this reflects the fact that the 6 day
warming period (from t0 − 6 days to t0) is sufficiently long
to provide background perturbations "0
b at time t0 with sig-
nificant and stable amplitude.
[29] This is confirmed by the temporal evolution of esti-
mates provided by the cold‐start experiment COLDS. As
expected according to section 3, variance estimates of
COLDS are smaller than those of REF at the beginning of
the period, due to the neglect of initial background pertur-
bations. On the other hand, variance values of COLDS then
grow steadily in time during the perturbed data assimilation
cycling, and they converge toward similar stable values as in
REF after 3–4 days of cycling. This is consistent with the
other expectation discussed in section 3, namely that vari-
ance estimates should converge with time toward similar
values whatever the ensemble initiation is.
[30] This is also supported by the global variance evolu-
tion of the experiment RANDB, with variance estimates
which converge toward similar values as REF and COLDS
after 3–4 days of cycling. Moreover, it can be noticed that
initial variances (at time t0 in particular) are larger in
RANDB than in REF. This reflects some amplitude differ-
ences between random draws of the specified B matrix, and
background perturbations obtained in REF. These amplitude
differences arise from the multiplicative inflation factor 1.8
which is included in the specified B matrix, in order to
represent model error contributions as described in sec-
tion 2.2.1. Although it is considered in the future to apply
this kind of inflation factor to background perturbations to
represent model errors in the perturbation cycling, this is not
yet the case in the ensemble version used in this study. This
explains the initial larger amplitude of perturbations in
RANDB than in REF, and this gives the opportunity to
investigate the convergence of variance estimates in this
kind of situation where the amplitude of initial random
draws is larger than the final asympotic value. The sensi-
EL OUARAINI AND BERRE: INITIAL BACKGROUND VARIANCE IN ENSEMBLES D15106D15106
5 of 14
tivity to initial amplitude differences will be also further
studied in section 4.4.3.
[31] The temporal evolution of horizontally averaged
standard deviations has also been studied for other vari-
ables and vertical levels, as shown in Figure 3. Figure 3
indicates that, in a similar way as for midtropospheric vor-
ticity (Figure 2), the cold‐start experiment provides esti-
mates for temperature and humidity which are consistent
with those of the warm‐state experiment after 3–4 days
of cycling. On the other hand, it can also be seen that the
convergence is somewhat less fast for the RANDB experi-
ment than for COLDS, in particular for stratospheric tempera-
ture and low‐level humidity. With respect to equation (6),
this indicates that the term V(Ti+1 "0
b) decreases toward zero
in RANDB at a rate which is slightly smaller than the
growth rate of the term V(
Pi
l¼0 Ti−l MlKl"l
o) (corre-
sponding to the COLDS curve), which converges toward
values V("i+1
b ) of RANDB.
4.2. Time Evolution of Local Standard Deviations
[32] In this section, standard deviation maps of vorticity
near 500 hPa are examined at the beginning of the period
(i.e., standard deviations produced by the first analysis/
forecast step on 21 January 00:00 UTC) in Figure 4, and
1 day later in Figure 5.
[33] For COLDS (Figures 4 and 5, top), the underestima-
tion of standard deviations is well marked all over the globe
by comparison with REF (Figures 4 and 5, middle). Despite
this, it can also be noticed that the main latitudinal depen-
dence is already correctly represented in COLDS, with larger
values in the midlatitudes than in the tropics. On the other
hand, it can also be seen for instance that values in COLDS
tend to be larger over USA than over the North Atlantic,
whereas it is the opposite in REF. This can be interpreted as a
misrepresentation in COLDS of geographical variations
associated to data density contrasts. This misrepresentation,
induced by the neglect of initial background perturbations, is
potentially critical in this North Atlantic region, precisely
because REF indicates that background errors are expected
to be large in this area.
[34] The REF map can also be compared with the first
variance map produced by RANDB (Figures 4 and 5, bot-
tom). In accordance with Figure 2, local values tend to be
larger in RANDB than in REF. On the other hand, data
density contrasts are well represented in RANDB, e.g., with
small values in the data‐rich USA area, compared to larger
values in the data‐poor North Atlantic region. This suggests
that, compared to a cold‐start approach, using random draws
of B allows more realistic standard deviation maps to be
produced.
[35] A similar comparison can be done 1 day later (Figure 5).
The variance underestimation in COLDS is now much less
pronounced. Moreover, the data density contrast between
USA and the North Atlantic is visible in all experiments. This
suggests that a 24 h cycling period is sufficient in COLDS
to allow perturbations to grow to a larger extent in the North
Atlantic than over USA.
[36] The standard deviation map of RANDB is also closer
to REF than in Figure 4. Moreover, one can notice a tendency
for RANDB to produce local maxima that are more consistent
with REF than what COLDS does, e.g., near Europe and
south of Argentina. This is supported by Figure 6, which
represents the time evolution of the global correlation
between the standard deviation map of each experimental
ensemble (COLDS and RANDB) and the map of the
reference ensemble (REF). Large correlation values corre-
Figure 2. Temporal evolution of horizontally averaged standard deviations of vorticity near 500 hPa for
experiments REF (dashed line), COLDS (solid line), and RANDB (dotted line).
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Figure 3. Temporal evolution of horizontally averaged standard deviations of (top) temperature near
50 hPa, (middle) temperature near the surface, and (bottom) specific humidity near the surface for experi-
ments REF (dashed line), COLDS (solid line), and RANDB (dotted line).
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Figure 4. Standard deviations of vorticity near 500 hPa produced by the first analysis/forecast step (on
21 January 00:00 UTC) for experiments (top) COLDS, (middle) REF, and (bottom) RANDB. Unit is
10−5 s−1.
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Figure 5. Standard deviations of vorticity near 500 hPa produced by the fifth analysis/forecast step
(on 22 January 00:00 UTC) for experiments (top) COLDS, (middle) REF, and (bottom) RANDB. Unit
is 10−5 s−1.
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spond to cases for which spatial structures of the experi-
mental ensemble are consistent with those of the reference
ensemble. As expected from Figures 4 and 5, RANDB
produces standard deviation maps which are more realistic
(according to REF) than COLDS during the first 6 analysis/
forecast steps. The temporal evolution of this correlation
also confirms that the COLDS and RANDB experiments
produce standard deviation maps which are similar to REF
after 3–4 days of cycling.
4.3. Sensitivity in RANDB to the Inflation Factor of
Standard Deviations
[37] As discussed in section 4.4.1, a multiplicative infla-
tion factor is applied to background error standard devia-
tions, when specifying the B matrix. This factor is thus
included in "0
b when using random draws from B in the
experiment RANDB. The sensitivity to this inflation factor
in RANDB is investigated in this section, by comparing
results provided by inflation values (in the randomization
of B) equal to 1.4 and 1.0 (respectively) with those asso-
ciated to the reference inflation value equal to 1.8.
[38] The associated effect on globally averaged standard
deviations is shown in Figure 7. As expected, decreasing the
inflation factor reduces the initial overestimation of RANDB
estimates compared to REF. Figure 8 corresponds to asso-
ciated global correlations with the REF map. It appears that
a decrease of the inflation factor increases the coherence
with REF during the first 6–10 analysis/forecast steps, as
shown by the larger correlation values when using 1.0 as
the inflation value.
[39] This can be interpreted thanks to equation (1), which
indicates that analysis perturbations can be seen as linear
combinations of background and observation perturbations.
Thus, when decreasing the initial inflation factor used in
RANDB, the amplitude contribution of background pertur-
bations is made more similar to the REF experiment, and the
whole analysis/forecast cycling of perturbations becomes
then closer to what happens in REF. This results in standard
deviation maps that are more consistent with REF. Based on
these results, in the remainder of the paper, the multiplica-
tive factor equal to 1.0 has been used in the RANDB
experiment.
[40] On the other hand, it should be reminded that all
these ensemble experiments have been conducted in a per-
fect model framework. A considered future development of
the ensemble assimilation system could be to apply an
adaptive inflation to background perturbations during the
ensemble cycling in order to account for model errors.
4.4. Sensitivity on Forecast Scores
[41] As discussed in section 2, the ensemble assimilation
system is used at Météo‐France to provide flow‐dependent
background error variances to the deterministic ARPEGE
system. In order to investigate the impact of ensemble ini-
tiation on the deterministic forecast quality, an impact study
has been carried out over the 11 day period considered in
this study. As variance estimates become similar after a few
analysis/forecast steps, the impact on time‐averaged scores
is rather neutral in general over the globe (not shown), while
the sensitivity is larger at the beginning of the period, in
particular over Europe.
Figure 6. Temporal evolution of global correlations between respective standard deviation maps of
vorticity near 500 hPa of RANDB and of REF (dotted line), and between respective maps of COLDS
and of REF (solid line).
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Figure 7. Temporal evolution of horizontally averaged standard deviations of vorticity near 500 hPa for
different values of specified standard deviation inflation factor in the randomization of B (in RANDB):
1.8 (dotted line), 1.4 (dashed line), and 1.0 (thin solid line). The thick solid line corresponds to the REF
ensemble.
Figure 8. Temporal evolution of the global correlation between respective standard deviation maps of
vorticity near 500 hPa of RANDB and of REF for different values of inflation factor in the randomization
of B (in RANDB): 1.8 (dotted line), 1.4 (dashed line), and 1.0 (solid line).
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[42] This sensitivity is illustrated in Figure 9, which
corresponds to RMS and bias values of 48 h forecasts over
Europe issued from 4D‐Var deterministic analyses that are
based on standard deviation estimates of either COLDS
(solid line) or RANDB (dashed line). These 48 h forecasts
have been verified against radiosondes (Figure 9a) and
SYNOP observations (Figure 9b) in particular. As expected,
the impact on forecast scores is relatively neutral once
variance estimates have converged toward similar values,
whereas the sensitivity is larger at the beginning of the
11 day period, i.e., when variance estimates differ to a
larger extent. Using variance estimates provided by
RANDB instead of COLDS has a positive impact during
the first 2–3 days of the period, and in particular on
24 January 2009.
[43] This corresponds to a better 48 h prediction of the
depth of the Klaus storm, as shown in Figure 10: the pre-
dicted storm is 5 hPa deeper when using RANDB variances
(Figure 10, middle) instead of COLDS variances (Figure 10,
top), and this is in better agreement with the verifying
operational analysis (Figure 10, bottom). The underestima-
tion of this storm when using COLDS is likely to arise from
underestimated background error variances, which implies
that observed information is given insufficient weight during
the data assimilation cycling.
[44] Moreover, scores are similar when using either REF
or RANDB variances (not shown). This supports the idea
that using random draws of B is more valuable than using
initial background perturbations equal to zero as in COLDS,
at least with respect to the beginning of the period.
[45] It may be noted that these results are an illustration of
the expected consistence between the realism of background
error variances and the forecast performance. This is also
an illustration that, for, e.g., experimental reanalyses and
reforecasts of severe weather events such as the Klaus storm
(on 24 January 2009), the sensitivity to initial background
perturbations is an issue that should not be neglected.
5. Conclusions
[46] The sensitivity of ensemble‐based background error
variances to initial background perturbations has been
investigated in this study. This has been done in a quasi‐
operational framework corresponding to the Météo‐France
ensemble assimilation system, from both theoretical and
experimental points of view.
[47] Firstly, the sensitivity has been studied formally, by
considering the linear equation of the perturbation evolution,
and the associated contribution of initial background per-
turbations. This equation indicates that error variances are
likely to converge in time whatever the ensemble initiation
is, even if they are expected to be underestimated during the
first analysis/forecast steps when using initial background
perturbations equal to zero.
[48] This has been confirmed experimentally, by com-
paring variance estimates provided with different initiation
strategies. A reference ensemble has been started 6 days
before the start of the experimental period to obtain stable
background perturbations. This has been compared with a
cold‐start ensemble, using initial background perturbations
equal to zero, and with another experimental ensemble,
Figure 9. Temporal evolution of RMS (thick lines) and bias (thin lines) over Europe of 48 h forecasts of
(a) geopotential (unit: meters) at 850 hPa calculated against radiosonde observations and (b) mean sea
level pressure (unit: hPa) calculated against SYNOP observations, for experiments using variances pro-
vided by RANDB (dashed lines) and COLDS (solid lines).
Figure 10. Mean sea level pressure fields on 24 January 2009 00:00 UTC (isocontour: 5 hPa). (top) The 48 h forecast
when using COLDS standard deviations. (middle) The 48 h forecast when using RANDB standard deviations. (bottom)
Verification of operational analysis. Note that the first thick isoline in the storm center corresponds to 975 hPa.
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initiated by random draws of a specified background error
covariance matrix B. It appears that the convergence of
variance estimates is reached after 3–4 days of cycling of the
ensemble assimilation system. Moreover, the initiation by
random draws of B provides variance structures that are
more consistent with the reference ensemble. This is found
to be sensitive to the initial amplitude of these random
draws. Finally, an impact study indicates that using initial
random draws of B is beneficial for the forecast quality at
the beginning of the period, while the impact is neutral once
variance estimates have converged toward similar values.
[49] This study also opens new perspectives for represent-
ing and studying the dynamics of perturbations during the
ensemble assimilation cycling. In particular, it has been
noticed that the evolution of perturbations during a given
analysis/forecast step is sensitive to the amplitude of back-
ground perturbations. Thus, while the present study has been
conducted in a perfect model framework, the results also
support the idea to experiment with the use of background
perturbation inflation techniques during the ensemble
cycling, in order to represent model error contributions, and
in order to increase the realism of the perturbation cycling.
Another perspective of this work is to consider using random
draws of B to construct perturbations of lateral boundary
conditions in regional ensemble data assimilation systems.
These two aspects will be considered in future studies.
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ABSTRACT
The implementation of a regional ensemble data assimilation and forecasting system requires the specification
of appropriate perturbations of lateral boundary conditions (LBCs), in order to simulate associated errors. The
sensitivity of analysis and 6-h forecast ensemble spread to these perturbations is studied here formally and
experimentally by comparing three different LBC configurations for the ensemble data assimilation system of
the ALADIN-France limited-area model (LAM). While perturbed initial LBCs are provided by the perturbed
LAM analyses in each ensemble, the three ensemble configurations differ with respect to LBCs used at 3- and
6-h forecast ranges, which respectively correspond to: (1) perturbed LBCs provided by the operational global
ensemble data assimilation system (GLBC), which is considered as a reference configuration; (2) unperturbed
LBCs (ULBC) obtained from the global deterministic model; (3) perturbed LBCs obtained by adding random
draws of an error covariance model (PLBC) to the global deterministic system. A formal analysis of error and
perturbation equations is first carried out, in order to provide an insight of the relative effects of observation
perturbations and of LBC perturbations at different ranges, in the various ensemble configurations. Horizontal
variations of time-averaged ensemble spread are then examined for 6-h forecasts. Despite the use of perturbed
initial LBCs, the regional ensemble ULBC is underdispersive not only near the lateral boundaries, but also in
approximately one-third of the inner area, due to advection during the data assimilation cycle. This artefact is
avoided in PLBC through the additional use of non-zero LBC perturbations at 3- and 6-h ranges, and the
sensitivity to the amplitude scaling of the covariance model is illustrated for this configuration. Some aspects of
the temporal variation of ensemble spread and associated sensitivities to LBC perturbations are also studied.
These results confirm the importance of LBC perturbations for regional ensemble data assimilation. They also
indicate that perturbing initial LBC is not sufficient to obtain realistic ensemble spread, whereas this can be
achieved approximately by using random covariance draws for simulating LBC errors during the forecast and
associated data assimilation cycling.
Keywords: lateral boundary conditions, regional ensemble, data assimilation, ensemble spread
1. Introduction
Lateral boundary conditions (LBCs) represent a significant
source of analysis and forecast error in limited-area models
(LAMs). In fact, several studies indicate that their simula-
tions are likely to be more sensitive to LBCs than to initial
condition errors, especially for small domains and long
model integrations (Anthes et al., 1985; Anthes, 1986;
Vukicevic and Errico, 1990; Du and Tracton, 1999).
LBC errors thus need to be accounted for and repre-
sented when designing and implementing a regional
ensemble data assimilation and prediction system. A first
possible approach is to use a set of perturbed LBCs
provided by a global ensemble system (e.g. Hou et al.,
2001; Storto and Randriamampianina, 2010). However,
such a global ensemble may not be implemented and
available locally in a given regional NWP centre. More-
over, fetching a large volume of global ensemble data from
a global NWP centre is likely to be cumbersome and costly
in terms of telecommunications, depending on data volume
and telecommunication speed. Additionally, the regional
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ensemble size may be larger than the global ensemble size,
and there may also be timeliness issues. In order to
reduce such dependency and cost issues, a second possible
approach is to use data from a single deterministic global
NWP system to provide the same LBC to all members of
a given regional ensemble. This approach has been con-
sidered for instance in the context of ensemble Kalman
filtering (see, e.g., Zhang et al., 2006) or variational en-
semble assimilation (e.g. Storto and Randriamampianina,
2010). The drawback is that this amounts to assuming that
LBC errors are negligible, which is likely to be unrealistic.
A third possible approach is to construct LBC perturba-
tions as random draws from a specified error covariance
model, which is assumed to be representative of LBC
errors (e.g. Torn et al., 2006). This method is likely to be
attractive, because it is relatively easy to implement and run
locally, and it is also computationally cheap.
These different options have been partly studied experi-
mentally in different regional NWP contexts. For instance,
Torn et al. (2006) have focussed their diagnosis on the
quality of the ensemble mean in an idealised context with
simulated observations, by comparing the first and third
approaches (i.e. either use of a larger-scale ensemble, or
use of covariance draws). They have shown that the use of
covariance draws leads to a quality of the ensemble mean
that is similar to the use of a larger-scale ensemble, although
some degradations are visible near the lateral boundaries.
Gebhardt et al. (2011) have shown, in the context of the
COSMO-DE ensemble, that LBC perturbations contribute
significantly to the uncertainty simulation (compared to
model perturbations based on amulti-parameter approach),
when combining four different global deterministic fore-
casts and three different sets of physical parameters for
intermediate-scale COSMO-SREPS coupling fields, in order
to produce 12 different LBCs for the COSMO-DE ensemble.
Moreover, in the context of a mesoscale ensemble system
over Japan, Saito et al. (2012) have shown that lateral
boundary perturbations increase the ensemble spread and
improve the accuracy of the ensemble mean forecast. In the
context of a 1.5-km ETKF over the southern U.K., coupled
to a 24-km regional ensemble, Caron (2013) has found that
a mismatch between the analysis perturbations and the
LBC perturbations leads to the generation of spurious
gravity waves, which confirms that a careful design of
LBC perturbations should be sought.
While the influence of different LBC perturbation
approaches has thus been partly studied experimentally in
different regional NWP contexts, the purpose of the present
paper is twofold. Firstly, while previous investigations have
been mostly experimental, a theoretical development of
underlying equations of errors and ensemble perturbations
in the data assimilation cycle is presented here, in order to
discuss the relative contributions of observation errors, LBC
errors and model errors. Secondly, another purpose of the
paper is to compare experimentally the spread associated
to the three aforementioned options of LBC perturbations
in the context of the ALADIN-France ensemble data
assimilation system, for which the choice and effect of
LBC perturbations is likely to vary at different steps of the
ensemble data assimilation cycle.
On the one hand, in the ALADIN-France context, initial
LBCs are perturbed because they are derived from the
perturbed ALADIN-France 3D-Var analysis solution. On
the other hand, LBCs and associated perturbations have still
to be specified also at 3- and 6-h forecast ranges. Particular
attention will thus be devoted to study the relative effects
of observation perturbations and of LBC perturbations
at initial and 36-h forecast ranges, by using the spread
comparison between the three considered LBC approaches.
The paper is organised as follows: Section 2 describes the
experimental framework. A formal analysis of error and
perturbation equations is carried out in Section 3. Spatial
variations of ensemble spread are investigated in Section 4,
while some aspects of temporal variations are examined in
Section 5. Conclusions are given in Section 6.
2. Experimental framework
2.1. The ALADIN-France LAM
The ensemble experiments which will be described in Section
2.3 have been performed using the ALADIN-France data
assimilation and forecasting system. ALADIN-France is a
high-resolution limited-area spectral model (e.g. Horanyi
et al., 1996) with bi-periodic extension of the computa-
tion domain. It uses elliptical truncation of double-Fourier
series, semi-implicit semi-Lagrangian integration scheme,
fourth order horizontal diffusion and digital filter initialisa-
tion (DFI). It is run over a European domain centred over
France, with a Lambert grid, a 7.5-km horizontal resolution
(in both x and y directions) and 70 vertical levels from the
surface up to 0.1 hPa.
It is built on the basis of the global model IFS/ARPEGE
and keeps the same dynamics, physics and vertical coordi-
nate (a terrain-following pressure hybrid coordinate).
The primitive hydrostatic equations are solved for the hori-
zontal wind components, temperature, specific humidity
and surface pressure (e.g. Bubnova et al., 1995; Cordoneanu
andGeleyn, 1998). ALADIN-France uses a 6-h 3D-Var data
assimilation scheme (Fischer et al., 2005), which assimilates
a wide range of conventional observations (e.g. SYNOP,
BUOY, TEMP and PILOT) and of remote sensing data
(such as AMSU-A and B, HIRS, MHS, AMV, SEVIRI,
AIRS and IASI data). ALADIN-France was used atMe´te´o-
France operationally from 1996 to 2012, and other ALADIN
versions are still used operationally in several NWP centres
in Europe and North Africa.
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2.2. LBCs for ALADIN-France
As any LAM, ALADIN needs information about the
state of the atmosphere outside of its integration domain.
Figure 1 shows the horizontal domain of ALADIN-France.
The central zone represents the region of meteorological
interest, where the forecast is fully adapted to resolved small-
scale conditions. The width of this zone corresponds to
381 grid points. The lateral zone represents the coupling
zone where a large-scale solution, generally obtained from
ARPEGE, is mixed with the solution resulting from the
LAM integration. LBCs are updated every 3 h and linearly
interpolated in time between available updates in order to
have LBC forcing field at each time step of ALADIN. These
values on the boundaries are needed for solving the model
system equations. The width of this zone corresponds
to eight grid points. The one-way nesting is achieved by
using a Davies relaxation scheme (Davies, 1976, 1983;
Davies and Turner, 1977).
Initial LBCs (i.e. specified at 0-h forecast range) are
determined by the ALADIN-France 3D-Var analysis itself,
while the LBC specified at 3- and 6-h forecast ranges
correspond to 3- and 6-h forecasts of the global ARPEGE
system, which are interpolated onto the ALADIN-France
grid. Using analysis fields as initial LBC data in all
experiments avoids generating spurious spin-up behaviour
in the early forecast ranges, as shown in Fischer and Auger
(2011). This choice is also consistent with more recent
experimental findings for the AROME assimilation at
Me´te´o-France (Pierre Brousseau, personal communication).
An incremental DFI is additionally applied to ALADIN-
France initial conditions, following the study of Fischer
and Auger, 2011.
2.3. Ensembles description
Three regional ensemble data assimilation experiments are
performed using the ALADIN-France model. Each ensem-
ble consists of six ALADIN members, and it is run in
the same way as described, for example, by Houtekamer
et al. (1996), Fisher (2003) and Berre et al. (2006). For
each member of each ensemble, and for each analysis
step, observation perturbations Eo are added to observation
values, in order to simulate observation errors. These
observation perturbations Eo are provided by random draws
of the observation error covariance matrix R: Eo ¼ R
1
2f,
where z are random Gaussian draws which are spatially
uncorrelated and which have zero mean and unit variance
(i.e. f  Nð0; IÞ, I being the identity matrix in observa-
tion space). In addition to these explicit perturbations of
observations, the ensembles use implicit perturbations of
the background, provided by the perturbation evolution
during the 6-h data assimilation cycle. Apart from the use
of perturbed LBCs, the ensemble simulations do not use
explicit model perturbations (which amounts to using a
perfect model assumption). Likely, this will be important to
consider in future studies, because model errors are expected
to limit the sensitivity of ensemble spread to perturbations of
LBCs, to some extent, as will be indicated also in Section 3.1.
The three ensembles are run from April 23, through May
10, 2010. This 18-d period is relatively short, but it has been
found to be sufficiently long in order to diagnose several
Fig. 1. Horizontal domain of ALADIN-France containing 389 grid points in x and y directions: the central zone (light grey)
represents the region of meteorological interest. The coupling zone (dark grey), whose width corresponds to eight grid points, is the region
where the coupling is added.
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features which are either time-averaged (e.g. regarding
spatial variations of spread and also its sensitivity to the
amplitude of drawn perturbations) or time-varying (e.g.
regarding the evolution of space-averaged spread but
also some flow-dependent aspects during this period).
The initial ALADIN-France background on April 23 at
00UTC is taken from the operational deterministic system.
This implies that initial background perturbations are
equal to zero, and that the ensemble spread increases
during the first data assimilation cycles before reaching
stable values, as will be illustrated in Section 5.1.
Each of the three ensembles uses perturbed initial LBCs
(i.e. at 0-h forecast range) which are determined by the
corresponding ALADIN-France perturbed analyses of each
member. The three considered ensembles differ with respect
to the set of LBCs specified at 3- and 6-h forecast ranges:
(1) The first ensemble, which will be called unperturbed
LBC (ULBC), uses unperturbed 3- and 6-h LBCs
which are the downscaled deterministic global fore-
casts of ARPEGE. Each ALADIN-France ensemble
member thus receives the same 3- and 6-h LBC as
the ALADIN-France deterministic configuration.
The omission of such LBC perturbations amounts
to assuming that there are no errors in these forecast
LBCs which are used in the ALADIN-France data
assimilation cycle.
(2) The second ensemble has been run using 3- and 6-h
LBCs taken from the global ensemble data assimila-
tion AEARP, which has been operational at Me´te´o-
France since 2008 (Berre et al., 2007, 2009). It is made
of six members with a global spectral truncation of
T399 (i.e. a global uniform horizontal resolution of
50 km), 70 vertical levels and a 4D-Var assimilation
scheme. This ensemble is considered as a reference
for comparison purposes, and it will be referred to as
GLBC.
(3) The third ensemble uses perturbed 3- and 6-h
LBCs, produced by adding LBC perturbations to the
interpolated deterministic forecasts of ARPEGE,
with LBC perturbations generated by using the same
method as in El Ouaraini and Berre (2011) to create
initial background perturbations: they are con-
structed from random draws of a specified error
covariance matrix PLBC, which is assumed to be
representative of LBC errors: ELBC ¼ P12LBC g, where
g  Nð0; IÞ, I being here the identity matrix in
model space, and ELBC  Nð0;PLBCÞ. In the present
study, this specified covariance PLBC has been simply
constructed as a scaled version of the ALADIN-
France background error covariancematrixB: P
1
2
LBC ¼
a B
1
2, where a is a scaling factor whose value has been
tuned to 0.3, in order to obtain roughly similar
amplitudes of LBC perturbations as in the GLBC
configuration. The sensitivity with respect to this
amplitude factor a will be illustrated in Section 4.3.
This ensemble will be called PLBC in the remainder of
the paper.Moreover, it can be noticed thatULBC can
be seen as a limit case of PLBC corresponding to
a0, which is also a way to provide information on
sensitivity with respect to a in PLBC.
Note that the choice a0.3 instead of a value close to
1 may reflect several aspects. Firstly, this may be related to
effects of seasonal differences (as shown, e.g., in Monteiro
and Berre, 2010), as the specified ALADIN-France matrix
B has been computed over a winter period in January
February 2009, which is likely to be associated to larger
background errors than in the spring period (AprilMay
2010) that is considered in this paper. Secondly, the
relatively large values in the specified ALADIN-France
matrix B may also suggest that these specified values were
overestimated, which tends to be supported by the fact that
such an overestimation has been diagnosed for the related
ARPEGE system in 2009. Thirdly, PLBC is supposed to
represent ARPEGE analysis and short-range forecast
errors, which are expected to have amplitudes that are
partly different from ALADIN-France background errors,
so that a is not really expected to be equal to 1.
Note also that the specifiedmatrixB, and associated drawn
lateral boundary perturbations, are partly flow-dependent.
This corresponds to flow-dependent error standard devia-
tions of vorticity provided by the global ARPEGE ensemble
(Berre et al., 2007) and also to the use of flow-dependent
non-linear and omega balances (Fisher, 2003).
In the next sections, associated error and perturbation
equations are examined formally, and then the ensemble
spread sensitivities with respect to LBC perturbations are
studied experimentally for analyses and 6-h forecasts.
Ensemble spread is computed using the following formula:
rði; j; zÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N  1
X
N
n¼1
En i; j; zð Þð Þ2
v
u
u
t
with Enði; j; zÞ ¼ exnði; j; zÞ  exðzÞ, where n is the ensemble
index, N is the ensemble size, (i, j) are indices of horizontal
position, z is the index of vertical position, exn is the model
state of member n, and ex is the model state of the ensemble
mean ðex ¼ 1
N
P
N
n¼1
exnÞ.
3. Formal examination of the error evolution and
of its ensemble simulation
In this section, the equations of states, errors and perturba-
tions will be derived for the deterministic and ensemble
configurations. This will be used to give a formal insight of
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the implications of using observation and initial LBC
perturbations, and either unperturbed or perturbed 3-
and 6-h LBCs in the different ensemble experiments. The
main derivations are partly analogous to those discussed,
for example, in Berre et al. (2006) and El Ouaraini and
Berre (2011), with adaptation to the considered LAM
framework, by including LBC aspects. The model M and
the observation operator H will be assumed to be linear for
the sake of simplicity in the derivations and associated
discussions. Model errors (i.e. errors in M) will be included
in the error equations (Section 3.1), before being dropped
in the perturbation equations [in accordance with the
perfect model assumption used in the ensemble experiments
(as discussed in Section 2.3)].
3.1. Evolution of errors during successive analysis/
forecast steps
The evolution of errors during a given analysis step
(denoted by the index l) is given by the following equation
of analysis errors ea:
eal ¼ ðI  K lHlÞ ebl þ K l eol (1)
where ebl ; e
o
l are background and observation errors,
respectively, Kl is the specified gain matrix, and Hl is the
observation operator.
These analysis errors eal evolve into forecast errors e
f
l
according to:
efl ¼ Ml eal þ eml (2)
where Ml is the actual (imperfect) 6-h forecast model
operator (using imperfect LBCs and an approximate
representation of dynamical and physical processes), while
eml is the 6-h-accumulated model error:
eml ¼ Ml  MDP?l?
 
xl? (3)
where MDP?l? is the perfect model operator, that is, using not
only perfect LBCs (as denoted by the subscript ?) but also a
perfect representation of dynamical (D) and physical (P)
processes (as denoted by the superscript DP?), and xl? is
the exact initial state for the considered lth analysis/
forecast step.
This model error eml can be expanded as the sum of two
different terms, in order to distinguish LBC errors and
other model errors:
eml ¼ Ml  Ml?ð Þ xl? þ Ml?  MDP?l?
 
xl? (4)
where Ml? is the model operator based on perfect LBCs but
on the actual (imperfect) representation of physics and
dynamics. Equation (4) thus amounts to expressing model
error eml as the sum of LBC errors e
LBC
l and of model errors
eDPl , which are related to approximations in the dynamics
and in the physics:
eml ¼ eLBCl þ eDPl (5)
where eLBCl corresponds to the contribution of LBC errors
during the considered 6-h forecast integration:
eLBCl ¼ Ml  Ml?ð Þ xl? (6)
which is the difference between two forecast integrations
starting from a perfect initial state xl?, but using either
imperfect or perfect LBCs (respectively), while eDPl corre-
sponds to accumulated model errors related to an imperfect
representation of dynamical and physical processes:
eDPl ¼ Ml?  MDP?l?
 
xl? (7)
By considering the cycling of this analysis/forecast
process in data assimilation, it is possible to expand
forecast errors for the ith cycle as follows, as a function
of previous observation errors, LBC errors and other
model errors (note also that ebi ¼ efi1, since the back-
ground for the analysis step i is a forecast issued from the
previous analysis step i  1):
efi ¼ Tiþ1 eb0 þ
X
i
l¼0
Til Ml K l e
o
l þ eLBCl þ eDPl
 
(8)
where T0I can be seen as a weight matrix associated to
errors introduced during the current ith analysis/forecast
step [which corresponds to li in the sum above (eq. (8))],
while for l between 0 and i  1, Til is a weight matrix
assigned to errors added during the lth analysis/forecast
step:
Til ¼
Y
i1
l0¼l
Ml0 ðI  K l 0Hl0 Þ (9)
and eb0 is the initial background error (i.e. the error
associated to the very first background from which the
LAM data assimilation cycle is initiated), whose weight
matrix in eq. (8) corresponds to
Tiþ1 ¼
Y
i
l0¼0
Ml0 ðI  K l0Hl0 Þ (10)
Equations (8), (9) and (10) indicate that this operator
T can be seen as a temporal propagation operator of
previous errors, which are accumulated (and partly damped)
during the data assimilation cycle. As studied in El Ouaraini
and Berre (2011), T tends to act as a damping operator of
previous error contributions, because eigenvalues of I  K l0Hl0
are smaller than 1 (as discussed in Daley, 1991, p. 127). This
implies for instance that the influence of the initial back-
ground error becomes negligible after 34 d of cycling, in the
context of the study of El Ouaraini and Berre (2011).
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Moreover, the forecast error equation [eq. (8)] indicates
that the forecast error ef can be seen as the sum of con-
tributions arising from observation errors eo, LBC errors
eLBC and other model errors eDP. Therefore, eq. (8) shows
that the relative contribution of LBC errors to forecast
errors depends on the relative amplitudes of observation
errors, LBC errors and other model errors.
It also suggests that this relative LBC error contribution
is likely to depend on the spatial coverage (and density)
of the observation network. For instance, an observation
network covering most of the LAM domain implies that the
relative contribution of observation errors (compared to
LBC errors) will be relatively large over the whole domain.
Conversely, an extreme opposite configuration would be
the case where the observation network would be reduced
to a single observation (located in the centre of the domain
for instance). In this extreme case, forecast errors efi (which
are expected to be much larger than with a regular and
dense observation network) would essentially arise from
the accumulation of LBC errors eLBCl and of other model
errors eDPl during the data assimilation cycle, except in the
neighbourhood of the single observation.
The relative LBC error contribution is also expected to
depend on the quality of the observation network. On the
one hand, eq. (8) indicates that forecast errors efi are partly
proportional to current observation errors eoi in particular.
On the other hand, this is expected to be partly mitigated
by the fact that eigenvalues of the gain Ki are smaller than 1
(as discussed in Daley, 1991, p. 127), and also by the fact
that these gain coefficients become smaller when specified
observation error variances are increased. Examining
the formula of the variance of K i e
o
i in a simple scalar case
(see Appendix A) suggests that the contribution of observa-
tion errors tends to be maximum for observations whose
quality is roughly similar to the background quality, and
that this contribution decreases for accurate observations
(because their noise becomes small) and also for inaccurate
observations (because their weight in the analysis becomes
very small). This suggests, in turn, that the LBC error
contribution will be relatively large (compared with obser-
vation error contributions) in the case of accurate obser-
vations (because large LBC errors during the current
forecast step will tend to predominate over small initial
condition errors) and also in the case of inaccurate observa-
tions (because observation errors will be heavily damped
by the analysis itself, while LBC errors will tend to
accumulate during the data assimilation cycle; note also
that background errors will be relatively large in such a
configuration).
The effect of other model errors is more direct to some
extent: eq. (8) indicates that, the larger the errors eDPl in
the dynamical and physical schemes are, the smaller the
relative contribution of LBC errors will be.
Last but not least, the appearance of the operator M
in equations such as eqs. (6) and (9) reflects, for example,
the influence of advective effects during each 6-h forecast
integration: for instance, in the case of strong inflow, LBC
errors will be advected towards a large part of the inner
LAM domain.
3.2. Evolution of perturbations in the ensemble cycling
By analogy with the forecast error equation [eq. (8)],
it is relatively easy to show that the equation of forecast
perturbations Efi , for the different LAM ensembles which
are conducted using a perfect model assumption, can be
written as follows:
Efi ¼ Tiþ1 Eb0 þ
X
i
l¼0
Til Ml K l E
o
l þ ELBCl
 
(11)
where Eb0 is the initial background perturbation (which
is equal to zero in the considered experiments, because
all ensemble members start from the deterministic system),
Eol are observation perturbations which are drawn from the
specified observation error covariances, and ELBCl are LBC
perturbations associated to the considered LAM ensemble
configuration, whose equations will now be made explicit.
In order to derive equations of LBC perturbations, model
states such as the LAM analysis and the LAM 6-h forecast
will be denoted by xLa0 and xLf 6 , respectively: the L index
refers to the LAM system, which can be distinguished from
the G index referring to the global system that provides
LBCs to the LAM forecasts; the a0 and f6 indices refer
respectively to the analysis valid at initial time (akin to 0-h
forecast range) and to the forecast valid at 6-h range.
In order to examine the perturbation evolution associated
to the 3-h update of LBCs, the model operator M will be
considered thereafter to correspond to either 3- or 6-h
forecast integrations (as indicated by specific indices), and
the LBCs that are used by the LAM model operatorM will
be indicated by two indices referring to the LBCs used
at initial and final times: for instance, the 3-h forecast
model operator to be applied to the analysis will be denoted
by MLa0 ;Gf 3 , in order to indicate that the initial LBC is the
LAM analysis xLa0 and that the final LBC is the global 3-h
forecast xGf 3 (after interpolation onto the LAM domain).
Similarly, the subsequent 3-h forecast model operator to be
applied to the LAM 3-h forecast, and which provides the
6-h forecast state, will be denoted by MGf 3 ;Gf 6 , in order to
express the use of the global 3-h forecast xGf 3 as the initial
LBC and the global 6-h forecast xGf 6 as the final LBC. xLb0 is
the LAM background state, which is used during the
considered analysis state.
Using these notations, the evolution of the LAM state
during a given analysis/forecast cycle can be expressed by
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the following three equations for the deterministic LAM
system:
xLa0 ¼ ðI  KHÞ xLb0 þ K yo
xLf 3 ¼ MLa0 ;Gf 3 xLa0
xLf 6 ¼ MGf 3 ;Gf 6 xLf 3
With respect to the GLBC ensemble for instance, the
same kind of equations can be written for the perturbed
LAM state, denoted by exL, where the tilde symbol reflects
the perturbed feature of the state:
exLa0 ¼ ðI  KHÞ exLb0 þ K eyo
exLf 3 ¼ M eLa0 ; eGf 3 exLa0
exLf 6 ¼ M eGf 3 ; eGf 6 exLf 3
which allows equations of perturbations E ¼ ex  x to be
derived:
ELa0 ¼ ðI  KHÞ ELb0 þ K Eo
ELf 3 ¼ MLa0 ;Gf 3 ELa0 þ ðM eLa0 ; eGf 3  MLa0 ;Gf 3ÞexLa0 (12)
ELf 6 ¼ MGf 3 ;Gf 6 ELf 3 þ ðM eGf 3 ; eGf 6  MGf 3 ;Gf 6Þ exLf 3 (13)
Equations (12) and (13) can be combined in order to
express the 6-h forecast perturbation as a function of
analysis and LBC perturbations:
ELf 6 ¼ M0;6 ELa0 þ ELBC0;6
where M0;6 ¼ MGf 3 ;Gf 6 MLa0 ;Gf 3 is the unperturbed 6-h forecast
operator, and ELBC0;6 corresponds to the contribution of LBC
perturbations during the 6-h forecast integration:
ELBC0;6 ¼ MGf 3 ;Gf 6 ELBC0;3 þ ELBC3;6 ¼MGf 3 ;Gf 6 ðM eLa0 ; eGf 3  MLa0 ;Gf 3 Þ exLa0
þ ðM
eGf 3 ;
eGf 6
 MGf 3 ;Gf 6Þ exLf 3
(14)
where ELBC0;3 ¼ ðM
eLa0 ;
eGf 3
 MLa0 ;Gf 3 ÞexLa0 is the 3-h forecast pertur-
bation arising from the use of perturbed LBCs at both 0- and
3-h forecast ranges, and ELBC3;6 ¼ ðM
eGf 3 ;
eGf 6
 MGf 3 ;Gf 6 ÞexLf 3 is the
subsequent 3-h forecast perturbation corresponding to the use of
perturbed LBCs at 3- and 6-h forecast ranges.
This equation [eq. (14)] of the LBC perturbation ELBC0;6 in
GLBC is similar to the LBC error equation [eq. (6)], which
can be further expanded as follows (while omitting the l index
of the considered analysis/forecast step), as a function of
LBC errors accumulated during the successive two 3-h forecast
integrations (i.e. from 0 to 3 h and from 3 to 6 h, respectively):
eLBC ¼ MGf 3 ;Gf 6 ðMLa0 ;Gf 3  M?0 ;?3 Þ x?0 þ ðMGf 3 ;Gf 6  M?3 ;?6Þ x?3
(15)
where x?0 ; x?3 are the exact states at 0- and 3-h ranges, and
M?0 ;?3 ;M?3 ;?6 are the corresponding model operators based
on perfect LBCs.
Comparing eqs. (14) and (15) indicates that LBC errors
are simulated in GLBC through the difference between two
integrations that use the same initial condition but different
LBCs. Moreover, it can also be noticed that this common
initial condition corresponds to exLa0 in GLBC (with respect
to 3-h accumulated LBC perturbations), whereas it may
seem preferable to use x?0 ideally, according to eq. (15).
This difference can be seen as corresponding to an
additional term, for example, in the 3-h LBC perturbation
equation:
ELBC0;3 ¼ ðM
eLa0 ;
eGf 3
 MLa0 ;Gf 3Þ exLa0 ¼ ðM eLa0 ; eGf 3  MLa0 ;Gf 3Þ x?0
þ ðM
eLa0 ;
eGf 3
 MLa0 ;Gf 3 Þ ðexLa0  x?0Þ
To the extent that the amplitude of the perturbation
ðexLa0  x?0Þ tends to be smaller than the amplitude of x?0 ,
this additional term ðM
eLa0 ;
eGf 3
 MLa0 ;Gf 3 ÞðexLa0  x?0Þ is ex-
pected to be a second order term in the LBC perturbation
equation.
3.3. Evolution of analysis and forecast perturbations
in the ULBC ensemble
The equations of state and perturbation evolution, such as
(11), are similar in the ULBC ensemble, but the LBCs are
partly different from those used in the GLBC ensemble,
as expressed by the following equations of 3- and 6-h
perturbed forecasts:
exLf 3 ¼ M eLa0 ;Gf 3 exLa0
exLf 6 ¼ MGf 3 ;Gf 6 exLf 3
where the notation M
eLa0 ;Gf 3
refers to the fact that the 3-h
forecast model in ULBC uses perturbed LBCs at initial time
(provided by exLa0 ), and ULBC at final time (corresponding
to xGf 3 at 3-h range). By using similar derivations as in
subsection 3.2, this allows the 6-h-accumulated con-
tribution of LBC perturbations for the ULBC ensemble
to be expressed as follows, which can be compared to eq. (14)
for GLBC:
ELBC0;6 ¼ MGf 3 ;Gf 6 ELBC0;3 þ ELBC3;6
¼ MGf 3 ;Gf 6 ðM eLa0 ;Gf 3  MLa0 ;Gf 3Þ exLa0 (16)
where ELBC0;3 ¼ ðM
eLa0 ;Gf 3
 MLa0 ;Gf 3Þ exLa0 is the 3-h forecast
perturbation arising from the use of perturbed LBCs at
initial time, and ELBC3;6 ¼ ðMGf 3 ;Gf 6  MGf 3 ;Gf 6Þ exLf 3 ¼ 0 is the
implicitly zeroed perturbation corresponding to the use
of ULBC at 3- and 6-h forecast ranges.
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3.4. Discussion on the effect of LBC perturbations in
the different ensemble configurations
On the one hand, eq. (16) indicates that some significant
contributions to forecast perturbations are expected from
the use of perturbed initial LBCs in ULBC, in addition
to the contributions of cycled observation perturbations,
as indicated by eq. (11). On the other hand, the comparison
between eqs. (14) and (16) also indicates that such contribu-
tions of LBC errors are obviously expected to be under-
estimated in ULBC, due to the use of ULBC at 3- and
6-h ranges. However, in accordance with the discussion in
Section 3.1, the amplitude and spatial extent of this spread
underestimation is likely to depend on the spatial coverage
and quality of the observation network for instance.
As the ULBC configuration is the simplest one to
implement for a NWP centre, which does not run a global
ensemble system, one of the purposes of the considered
experiments is thus to quantify the amount and spatial
distribution of underdispersion associated to the use of LBC
perturbations that are restricted to initial LBCs in ULBC.
Another purpose of interest is to examine the possibility to
simulate LBC errors by using random draws of a specified
error covariance model, as done in the PLBC ensemble.
This will also include a sensitivity experiment with respect to
the amplitude of such drawn perturbations: first, because it
is likely to be a sensitive component of the PLBC ensemble,
and second, because this is also a way to further document
the effect of LBC perturbations in the LAM data assimila-
tion ensemble.
4. Horizontal variations of time-averaged spread
of 6-h forecasts
4.1. Horizontal maps of time-averaged spread
Horizontal maps of ensemble spread have been computed
for each ensemble configuration, and their temporal average
over the 18-d experimental period is plotted in Fig. 2 for
6-h forecasts of zonal wind near 500 hPa. Note that this 18-d
average has been considered knowing that the ensemble
spin-up has been found to be small (about 1 d), as will be
shown in Section 5.1 The bottom panel (corresponding to
ULBC) includes only observation perturbations and initial
LBC perturbations, while the middle panel (associated to
GLBC) additionally includes the effect of 3- and 6-h LBC
perturbations. The middle and bottom panels of this Figure
can thus be compared in order to diagnose the effect of 3-
and 6-h LBC perturbations on ensemble spread, relative to
the effect of observation and initial LBC perturbations.
As expected from the use of ULBC at 3- and 6-h ranges,
the ensemble spread for ULBC (bottom panel) is artificially
close to zero near the lateral boundaries. Moreover,
the comparison with GLBC (middle panel) indicates that
this underdispersion in ULBC is also pronounced in a
relatively large part of the inner computation domain.
This is particularly visible in the western part of the area,
which covers approximately one-third of the LAM domain,
and which corresponds to the Near Atlantic, where large
amplitudes in GLBC appear to be largely underestimated
in ULBC. This artefact is also well marked in the North-
West corner of the domain, which corresponds to relatively
large perturbations in GLBC, whereas this is associated to
relatively small values in ULBC. This apparent contami-
nation of the inner area by small LBC perturbation am-
plitudes in ULBC can be interpreted as corresponding to
the advection of underestimated LBC perturbations to-
wards the inner part of the domain, as discussed also in the
previous section.
Conversely, it can be noticed that the spread under-
estimation in ULBC is much less visible in the central and
North-East parts of the domain for instance. With respect
to eqs. (11), (14) and (16), this indicates that observation
perturbations and initial LBC perturbations contribute to
the main part of the forecast perturbations in these areas,
whereas the 3- and 6-h LBC perturbations (as represented
in GLBC) contribute much more significantly in the
western part of the LAM domain.
The underestimation of ensemble spread is avoided in
PLBC (top panel), in accordance with the addition of 3- and
6-h LBC perturbations in this ALADIN-France ensemble
configuration. As a consequence, the horizontal variations
of ensemble spread are relatively similar in PLBC and in
GLBC, with for instance large spread in the Near Atlantic,
and smaller spread in data dense continental areas such
as Germany and Spain. This finding can be explained by
the fact that both GLBC and PLBC ensembles use identical
observation perturbations, similar amplitudes of LBC
perturbations (related to the tuning of factor a as explained
in Section 2.3) and the same data assimilation system for
cycling perturbations. It can also be noticed that the
ensemble spread tends to be somewhat larger in PLBC
than in GLBC, for instance in the Near Atlantic and in the
Mediterranean Sea. This aspect will be illustrated further
in Section 4.2.
4.2. Meridional and zonal cross-sections of spread
maps
The meridional and zonal cross-sections of time-averaged
spread of zonal wind near level 500 hPa, temperature
near 300 and 850 hPa and specific humidity near 850 hPa
are respectively illustrated in Figs. 3 and 4 (using meridional
and zonal averages, respectively). At first, these various
panels illustrate the fact that the spread underestimation
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Fig. 2. Horizontal maps of time-averaged spread of 6-h zonal wind forecasts valid at 06UTC, near level 500 hPa for: PLBC (top), GLBC
(middle) and ULBC (bottom). The scaling factor a in PLBC is 0.3.
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in ULBC, and its propagation towards the inner area, is a
general feature valid for different variables and for different
vertical levels.
It can also be seen that the underdispersion is particu-
larly pronounced in the western part of the zonal cross-
sections (Fig. 4). This feature is consistent with the
zonal cross-domain flow which predominates on average
during the considered period, as shown in Fig. 5a. One can
also notice that the time-averaged wind plotted in Fig. 5a
is consistent with the horizontal variations of ULBC
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Fig. 3. Meridional cross-sections of time-averaged spread of 6-h forecasts valid at 06UTC of: (a) temperature near level 850 hPa, (b)
temperature near 300 hPa, (c) zonal wind near 500 hPa and, (d) speciﬁc humidity near 850 hPa.
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underdispersion visible in the bottom panel of Figs. 2 and
5b: for instance, small perturbations near the North-West
boundary tend to be advected by the inflow towards the
inner area, whereas significant inner perturbations tend
to be advected by the outflow towards the North-East
boundary.
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Fig. 4. Zonal cross-sections of time-averaged spread of 6-h forecasts valid at 06UTC of: (a) temperature near 850 hPa, (b) temperature
near 300 hPa, (c) zonal wind near 500 hPa and, (d) speciﬁc humidity near 850 hPa.
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In contrast with ULBC, meridional and zonal cross-
sections of PLBC ensemble spread are relatively similar to
those of GLBC. This is particularly visible in the a-panels
of Figs. 3 and 4, which correspond to temperature near
850 hPa. One can also notice that the spread tends to be
somewhat larger in PLBC than in GLBC, as can be seen
in the profiles for wind near 500 hPa. This is likely to reflect
the fact that the ensemble spread in PLBC is sensitive to
the tuning of the amplitude of the covariance model,
from which LBC perturbations are drawn. The tuning of
the LBC perturbation amplitude (which corresponds to
the factor a in Section 2.3) is relatively rough, leading here
to somewhat overestimated ensemble spread in PLBC
compared to GLBC. The sensitivity of ensemble spread to
the tuning of a is studied in the next section.
4.3. Sensitivity to LBC perturbation amplitudes
In order to examine the sensitivity of PLBC spread to
the tuning of the specified covariance amplitude of LBC
perturbations, a variant of the PLBC configuration has been
run experimentally, based on the amplitude factor a1
instead of a0.3 in PLBC. The corresponding time-
averaged map of ensemble spread is shown in Fig. 6
for zonal wind near 500 hPa, which can be compared to
the top panel of Fig. 2.
It can be seen in Fig. 6 that the ensemble spread is largely
increased not only near the lateral boundaries, but also in a
large part of the inner area, which corresponds approxi-
mately to one-third of the domain size. This spread increase
is also more visible in the western part of the domain,
in accordance with aforementioned advection effects of the
predominant western flow.
The deliberate choice of an excessive amplitude factor
(a1), which is the opposite extreme scenario of taking
(a0) in ULBC, allows the sensitivity of the PLBC
ensemble spread to the amplitude of LBC perturbations to
be confirmed. This indicates that an adequate tuning of
this amplitude is an important component for obtaining
realistic ensemble spread in the regional system.
More generally, this kind of sensitivity experiment also
confirms the importance of LBCs for both ensemble and
Fig. 5. (a) Time-averaged 6-h horizontal wind forecast from ALADIN-France deterministic model near 500 hPa valid at 06UTC. (b)
Ratio of time-averaged spread of 6-h zonal wind forecast near 500 hPa valid at 06UTC from ULBC experiment to that of GLBC.
Fig. 6. Horizontal map of time-averaged spread of 6-h zonal wind forecasts near 500 hPa valid at 06UTC for the PLBC conﬁguration
and with a scaling factor a equal to 1.
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deterministic configurations, for instance in the sense that
it indicates that forecast error amplitudes in the LAM
domain can be significantly influenced by the amplitude of
LBC errors.
5. Temporal variations of ensemble spread and its
sensitivity to LBC perturbations
5.1. Temporal evolution of analysis domain-averaged
spread
Figure 7 represents the temporal evolution, over the
18-d considered period, of horizontally averaged analysis
spread for temperature near 850 hPa (a-panel) and 300 hPa
(b-panel), zonal wind near 500 hPa (c-panel) and specific
humidity near 850 hPa (d-panel). Figure 7 shows features
for the three ensembles that are consistent with previous
results in terms of forecast spread, namely similar spread
in PLBC and in GLBC (slightly larger in PLBC due to
the roughly tuned amplitude factor) and a clear under-
estimation of ULBC dispersion (e.g. for temperature near
850 hPa).
While the ensemble spread is nearly stable beyond the
first day for most variables, it can be noticed that humidity
spread (d-panel) exhibits stronger temporal variations, with
larger spread in April than inMay. This is related to the fact
that this April period is associated to a prevailing westerly
moist flow from the Atlantic, while in this May period,
a northern continental polar air mass (relatively cold and
dry) predominates. The evolution of specific humidity
spread thus reflects associated changes in atmospheric water
content.
The larger effect of overestimation of spread in PLBC
for specific humidity than for temperature and wind, further
suggests that a parameter-dependent tuning of covariance
amplitudes is likely to be needed. This tends to be supported
by the examination of spread maps of surface pressure
(not shown), which indicate that, in the vicinity of lateral
boundaries, PLBC spread tends to be much larger (by a
factor 23) than in GLBC (although spread is relatively
similar in the innermost part of the domain).
In addition, Fig. 7 indicates that the ensemble spread
needs about four analysis cycles to converge towards stable
values for, for example, temperature and wind. This spread
spin-up time (about 1 d) is relatively short for the regional
ALADIN-France ensemble system. This is rather similar to
the spin-up period found for the global ARPEGE ensemble
system in Raynaud et al. (2012).
This short spin-up period may be interpreted as resulting
at least partly from the influence of LBCs. For instance, in
the case of GLBC and PLBC, LBC perturbations con-
tribute to increase the spread from zero values in the initial
background towards stable values after a 1-d period. In the
case of ULBC, the null LBC perturbations are expected to
contribute to counteract the spread increase observed
during the first day period, but the observed evolution of
ULBC spread suggests that observation and background
perturbations remain large enough to maintain a stable
ensemble spread in the innermost part of the domain,
although spread remains globally underestimated through-
out the period due to the use of ULBC.
On the whole, whatever LBC perturbations are, the
spread spin-up period is about 1 d, suggesting that LBC
perturbations affect mostly the asymptotic value to which
each ensemble spread converges.
The evolution of ensemble spread has also been exam-
ined as a function of forecast range (not shown). It appears
that the underdispersion of ULBC (compared to GLBC
and PLBC) tends to be augmented during the 3- and 6-h
forecast integrations, due to increasing LBC effects. For
zonal wind near 500 hPa as an example, the ULBC space-
averaged spread underestimation (compared to GLBC)
increases from 20 % at analysis time to 25 % at 6-h forecast
range. This indicates that the neglect of LBC errors in
ULBC has a visible effect during the 6-h forecast (with a
5 % increase of underdispersion from 20 to 25 %) and that
this effect tends to be accumulated (up to 20 % at analysis
time) during the data assimilation cycle.
5.2. Temporal evolution of domain-averaged
correlations between spread maps
While Section 5.1 shows the behaviour of horizontally
averaged spread maps over time, this section focusses on a
diagnosis of the spatial coherence between flow-dependent
spread structures in the different ensembles. This is diag-
nosed by computing the domain-averaged correlation be-
tween the reference (i.e. GLBC) and experimental spread
maps, for each date of the 18-day period. The a-panel of
Fig. 8, which corresponds to domain-averaged correlations
for temperature spread near level 850 hPa, indicates that
PLBC produces flow-dependent spread structures which
are more consistent with GLBC than those produced by
ULBC. This is much less visible for zonal wind near 500 hPa
(b-panel of Fig. 8), which is likely to be related to some
predominant sampling noise effects, associated to the small
ensemble size (namely six members).
In order to investigate this further, some local spatial
averages of ensemble spread have been computed, in order
to reduce sampling noise effects (as discussed, e.g., in
Raynaud et al., 2008; Berre and Desroziers, 2010):
brði; jÞ ¼ 1ð2Nijm þ 1Þ2
X
N
ij
m
k¼Nijm
X
N
ij
m
l¼Nijm
erði þ k; j þ lÞ
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where (i, j) are indices of horizontal position (varying between
1 andNi,Nj, respectively,N i andN j being the numbers of grid
points in the zonal and meridional directions of the LAM
domain), and ð2Nijm þ 1Þ2 is the total number of grid points
used in the local 2D spatial average; the averaging radius Nijm
has a constant value equal to Ncm in the inner part of the
domain, and it is progressively reduced when approaching the
lateral boundaries: Nijm ¼ minðNcm; i  1;Ni  i; j  1;Nj  jÞ.
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Domain-averaged correlations between such spatially
filtered spread maps are plotted in Fig. 9 for Ncm ¼ 12.
It can be seen that the increase of correlation for PLBC
(dotted line), relative to ULBC (solid line), is more pro-
nounced than in Fig. 8, for both temperature and wind.
This supports the idea that a spatial filter is useful to
highlight the spread increased realism of PLBC compared
to ULBC. One can also note that the difference between
ULBC and PLBC correlations for wind is relatively larger at
the beginning of the experimental period, which is believed
to be related to advection effects of the prevailing western
winds for these dates (as suggested in Fig. 2 by the severe
underestimation by ULBC of the large values of GLBC
spread which are located west of the French Atlantic coast).
5.3. Flow dependency of ensemble spread sensitivities
to LBC perturbations
In this section, the bottom panel of Fig. 2, which
corresponds to the time-averaged ensemble spread map of
ULBC, is compared to the corresponding map for a given
date. Two special cases are examined, a case of a strong
continental flow which crosses the area from the north-
western side on May 4 of 2010, and a case of a jet which
crosses the domain from the West on April 25, 2010
(see Fig. 10).
The conspicuous rolling-up pattern in Fig. 10b, corre-
sponding to the 6-h horizontal wind deterministic forecast
near 500 hPa on 4 May 2010, implies a specific and
recognisable cyclonic-like structure in the ensemble spread
of 6-h zonal wind forecast in Fig. 10d. In the vicinity of
the central part of the North boundary, the advection of
zero-valued LBC perturbations by a northerly jet towards
a large part of the inner area is well marked. This feature
is interesting to compare with Fig. 2, as an illustration
that, depending on the meteorological situation, the under-
estimation of ensemble spread in ULBC can be more pro-
nounced in terms of spatial coverage than what can be seen
in a time-averaged sense (bottom panel of Fig. 2). Figure 10f
which corresponds to the ratio of spread of 6-h zonal
wind forecasts near level 500 hPa of ULBC to that of
GLBC rULBCrGLBC
 
on 4 May 2010 can also be compared to
Fig. 5b, in order to notice the specific location of underesti-
mated spread along the North-West and South-East bound-
aries, which correspond to inflow borders of the domain
(Fig. 10b).
Figure 10a shows the 6-h horizontal wind deterministic
forecast near 500 hPa on 25 April, with an apparent jet
that crosses the area from the west, and another one, less
intensive, which crosses the domain from the extreme
northeastern side. The effect of these jets is again well visible
in the map of zonal wind spread (Fig. 10c), with the inward
advection of zero-valued LBC perturbations by the jets in
–0.5
0
0.5
1
24/04 26/04 28/04 30/04 02/05 04/05 06/05 08/05 10/05
Co
rre
la
tio
n
Date
–0.5
0
0.5
1
24/04 26/04 28/04 30/04 02/05 04/05 06/05 08/05 10/05
Co
rre
la
tio
n
Date
Fig. 8. Temporal evolution of domain-averaged correlations between respective raw spread maps of 6-h forecasts valid at 06UTC of
ULBC and of GLBC (solid line) and of PLBC and GLBC (dotted line) for: (a) temperature near 850 hPa and (b) zonal wind near 500 hPa.
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these two regions. The difference between Fig. 10e and f,
alongwith the difference with the time-averaged spread ratio
(Fig. 5b), confirm the strong flow dependency of spread
sensitivities to LBC perturbations.
6. Conclusions
Unlike global models which are naturally periodic, LAMs
and associated ensembles require the specification of values
along the lateral boundaries of the model domain. In
this paper, the ensemble data assimilation spread of the
regional ALADIN-France system has been studied with
different choices of LBC perturbations for 3- and 6-h
forecast ranges, while observations and initial LBCs are
perturbed in all experiments. A first ensemble configura-
tion (GLBC), considered as a reference, is based on the use
of the global ensemble data assimilation system AEARP,
in order to provide perturbed 3- and 6-h LBCs. A second
ensemble configuration (ULBC) uses the global determi-
nistic forecasts of ARPEGE, in order to provide 3- and
6-h LBCs to each member of the ensemble; this amounts
to using zero-valued LBC perturbations for these forecast
ranges. A third ensemble (PLBC) uses 3- and 6-h LBC
perturbations, which are provided by random draws of an
error covariance model which is assumed to be representa-
tive of LBC errors.
A formal analysis of error and perturbation equations has
been carried out for these deterministic and ensemble
configurations, in order to provide an insight of the relative
effect of 3- and 6-h LBC perturbations, compared to
observation and initial LBC perturbations. Due for instance
to the contribution of observation perturbations to forecast
perturbations, it has been noticed that the relative effect of
LBC perturbations is likely to depend on the spatial cover-
age and quality of the observation network. This formal
analysis has been complemented by experimental studies of
ensemble spread sensitivities to LBC perturbations.
Time-averaged horizontal maps of spread indicate that
the use of unperturbed 3- and 6-h LBCs leads to an
underestimation of the ensemble spread not only near lateral
boundaries, but also in a relatively large part of the inner
domain (roughly one-third of the ALADIN-France area),
due to advection. Conversely, this is much less pronounced
in the central and North-East parts of the LAM domain,
due to the predominant contribution of observation and
initial LBC perturbations in these regions. The spread
underestimation is avoided when using LBC perturbations
which are randomly drawn from an error covariance model,
leading to spread maps which are similar to those of the
reference regional ensemble coupled to the global ensemble.
An additional experiment indicates also that the spread
maps are sensitive to the amplitude scaling of these drawn
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LBC perturbations. This is consistent with the spread
sensitivity to LBC perturbations which has been studied in
Section 4.
Three aspects of the temporal variations of ensemble
spread and of associated LBC sensitivities have also been
studied. The time evolution of ensemble analysis spread
over the period of study indicates that the spread spin-up
period is relatively short (1 d), the spread increases towards
stable values within a few data assimilation cycles. This can
be seen as resulting partly from the influence of LBC
perturbations, but also from the contribution of observa-
tion perturbations and of associated cycled background
perturbations. Correlations of spread maps, computed over
the whole domain and test period, indicate that the spread
obtained with the PLBC method is better correlated with
the reference case (GLBC) than the spread obtained with
ULBC. Filtering spatially the spread maps further confirms
this finding, by reducing sampling noise effects associated
to the six-member ensemble. On the whole, this result
increases the confidence for the PLBC method to provide
realistic dispersions. Two case studies have been conducted
also, in order to illustrate the strong flow dependency of
LBC sensitivities. They indicate that the spread under-
estimation can be much pronounced in terms of amplitude
and of spatial coverage in the case of strong inflow
associated to jet streams in particular.
These different sensitivity experiments thus confirm
the key role of LBC perturbations for regional ensemble
data assimilation and provide an indirect reminder of the
importance of good quality LBCs for regional deterministic
systems too. The results also indicate that using LBC
perturbations which are drawn from an error covariance
model allows realistic ensemble spread to be obtained.
Therefore, this provides a practical alternative approach,
for example, for regional centres which do not run global
ensemble data assimilation systems and which would like
Fig. 10. Case of a Westerly jet on April 25, 2010 (left panels) and of a strong northern ﬂow on May 04, 2010 (right panels). (a) and (b) 6-h
horizontal wind forecast near 500 hPa from ALADIN-France deterministic model, valid at 06UTC. (c) and (d) spread in ULBC of 6-h
zonal wind forecasts near 500 hPa valid at 06UTC. (e) and (f) ratio of spread of 6-h zonal wind forecasts valid at 06UTC near 500 hPa of
ULBC to that of GLBC.
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to avoid, for instance, remote communications of large
ensemble data volumes from another centre running a global
ensemble.
While the present study has focussed on analysis and
short-range (6-h) forecast spread, it would be interesting to
consider this kind of approach over longer forecast ranges,
in addition to similar studies over different experimental
periods. Moreover, while this work has been conducted
with a perfect model assumption (apart from LBC un-
certainties), future studies may be considered in a con-
text where model error is accounted for in the ensemble
simulations.
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8. Appendix
A.1. Contribution of current observation errors to analysis
errors in a simple scalar case
According to eq. (8), the contribution of errors introduced
specifically during the ith analysis/forecast step (which
can be referred to as the ‘current’ analysis/forecast step)
corresponds to Mi K i e
o
i þ eLBCi þ eDPi . This indicates
that the contribution of current observation errors eoi
to forecast errors efi is proportional to K i e
o
i , which
means that observation errors are weighted by the analysis
gain Ki. Equation (1) also indicates that K i e
o
i is the
current observation error contribution to the analysis
error eai .
As will be shown below in a scalar case with a single
observation located at a single grid point (for the sake of
simplicity), this implies that the current observation error
contribution K i e
o
i to the analysis and forecast errors tends
to be maximum when the observation quality is roughly
similar to the background quality and that this contribution
decreases towards zero in the cases of either very accurate or
very inaccurate observations.
In the considered scalar case, the analysis error con-
tribution of the single observation is equal to ki e
o
i , where
ki ¼ r
2
b
r2
b
þr2o is the observation weight resulting from specified
background and observation error standard deviations
(sb and so, respectively).
The variance of ki e
o
i (assuming that the observation
error is unbiased) thus corresponds to:
varðki eoi Þ ¼ E½ðki eoi Þ2 ¼ k2i E½ðeoi Þ2 ¼ ð
r2b
r2b þ r2o
Þ2 r2o;?
¼ ð rbro
r2b þ r2o
Þ2 r
2
o;?
r2o
r2b
(A1)
where ro;? is the exact observation error standard deviation,
which is equal to the specified value ro only in the optimal
case. One can then define c ¼ rorb as the ratio between
observation and background error standard deviations,
in order to express varðki eoi Þ as follows (after noting that
rbro
r2
b
þr2o ¼
1=c
1=c2þ1 ¼ c1þc2):
varðki eoi Þ ¼ ð
c
1 þ c2Þ
2 r
2
o;?
r2o
r2b (A2)
Let us first consider the case of an optimal system, for
which
r2o;?
r2o
¼ 1. This implies that eq. (A2) simply becomes:
varðki eoi Þ ¼ ð
c
1 þ c2Þ
2 r2b (A3)
These expressions (A2) and (A3) are convenient, because
they allow the observation error variance contribution
varðki eoi Þ to be expressed as a function of the relative
observation accuracy, as measured by c ¼ rorb.
Equations (A2) and (A3) indicate that the observa-
tion error contribution varðki eoi Þ is proportional to ð c1þc2Þ2.
As shown by the thick full line in Fig. 11a (which corres-
ponds to the standard deviation rðki eoi Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
varðki eoi Þ
p
in
the optimal case and with sb1), this contribution is
maximum when sosb (i.e. g1). Furthermore, it appears
that rðki eoi Þ decreases towards zero when g approaches
zero: this corresponds to c
1þc2  c  0; that is, the observa-
tion errors become so small that their contribution to the
analysis errors becomes negligible. In addition, Fig. 11a
indicates that rðki eoi Þ decreases towards zero also when g
becomes very large: this corresponds to c
1þc2  1c  0; that is,
the observation errors become so large that the analysis
tends to dampen observations and their errors very heavily,
so that their contribution to analysis errors becomes
very small. Finally, the thin dash-dotted line in Fig. 11a
corresponds to the standard deviation of the contribu-
tion of background errors to analysis errors, namely rðð1 
kiÞ ebi Þ [see eq. (1)]: it appears that the current observation
error contribution tends to predominate when soBsb,
whereas it is the opposite when sosb.
Equations (A2) and (A3) indicate that the observation
error contribution is determined not only by the ratio
ð c
1þc2Þ2, but also by r2b. Furthermore, sb is itself expected
to be partly dependent on the observation quality, due to
cycling effects (e.g. increased observation errors imply that
the analysis and forecasts are degraded, leading to a lesser
background quality too). The effects of this aspect on the
observation error contribution are illustrated in Fig. 11b.
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The thick full line in Fig. 11b corresponds to the
standard deviation of the current observation error con-
tribution for an optimal analysis in which sb tends to
increase when the ratio c ¼ rorb gets larger. In this example,
sb has been specified to be equal to rb ¼
ﬃﬃﬃﬃﬃﬃﬃ
c2
1þc2
q
, in order
to obtain significant variations of sb as functions of g, as
shown by the thick dashed line. It is interesting to notice
that, despite these variations of sb, the shape of the
observation error contribution rðki eoi Þ (thick full line)
remains nearly the same as in Fig. 11a: rðki eoi Þ remains
maximum when the observation and background qua-
lities are roughly similar, although the maximum is now
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Fig. 11. Speciﬁed background error standard deviations (thick dashed line), standard deviations of current observation error
contributions to analysis errors (thick full line) and standard deviations of background error contributions to analysis errors (thin dash-
dotted line), as a function of the ratio g between observation and background error standard deviations c ¼ rorb. (a) case where sb is the same
whatever g is (i.e. sb1); (b) case where sb increases when g is larger (i.e. by specifying rb ¼
ﬃﬃﬃﬃﬃﬃﬃ
c2
1þc2
q
) in this example.
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reached for g close to 1.4, that is, when observations
are 40 % less accurate than the background; rðki eoi Þ still
tends to zero both for very accurate and very inaccurate
observations.
It is also possible to consider the case where the analysis
is suboptimal, namely
r2o;?
r2o
6¼ 1. Comparing eqs. (A2) and
(A3) indicates that the relative observation error contribu-
tion is almost the same as in the optimal case, except that
this is further modulated by the ratio
r2o;?
r2o
.
This means that, in the case where specified observa-
tion errors are underestimated (i.e.
r2o;?
r2o
> 1), the relative
observation error contribution will be amplified in pro-
portion. Conversely, in the case where specified obser-
vation errors are overestimated (i.e.
r2o;?
r2o
B1), the relative
observation error contribution will be attenuated in
proportion.
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Sensitivity of global and regional ensemble assimilation to initial conditions and lateral
boundary conditions
AUTHOR : Rachida EL OUARAINI
ABSTRACT :
The implementation of ensemble assimilation methods is a fairly recent technique used to simulate the
analysis and forecast errors within a data assimilation system. On the one hand, this allows to estimate the
spatial covariances of forecast errors, which are an essential component in data assimilation systems, insofar
as they are used to ﬁlter and disseminate spatially the observed information. The dependence of such error
covariances to the weather situation becomes accessible with these ensemble techniques. On the other hand,
the ensemble assimilation is a method increasingly used to provide initial perturbations to ensemble prediction
systems.
Such approach may be implemented not only in a system modeling the atmosphere throughout the globe,
but also in a regional system with limited area using suitable lateral boundary conditions.
The topic of this thesis consists on examining some sensitivity properties of these ensemble assimilation
techniques in both contexts (global and regional, respectively).
In the ﬁrst part, the sensitivity of a global ensemble assimilation system to its initialization is examined.
This is conducted by comparing a "cold" initialization technique (initial perturbations equal to zero) with a
method using initial perturbations which are randomly drawn from a covariance model.
In the second part, the sensitivity of a regional ensemble assimilation to lateral boundary conditions is
considered. In this context, a comparison between diﬀerent techniques producing lateral boundaries is achieved.
It involves comparing approaches using lateral boundary perturbations which are equal to zero or drawn from
a global ensemble, or generated using a covariance model.
These sensitivity studies are conducted using experiments with the global and regional modeling systems,
Arpège and Aladin respectively. Furthermore, this work is based on a formalization of the equations governing
the evolution of perturbations in an ensemble assimilation.
These studies help to document in a novel manner the ensemble assimilation properties, and develop
strategies for implementing in real scale of data assimilation and possibly ensemble prediction systems.
KEYWORDS : forecast model, simulation, ensemble data assimilation, initial conditions, lateral boundary
conditions, spread, perturbations.
Sensibilité des assimilations d'ensemble globales et régionales aux conditions initiales et
aux conditions limites latérales
Doctorat de l'Université de Toulouse
AUTEUR : Rachida EL OUARAINI
DIRECTEURS DE THÈSE : Claude FISCHER et El Hassan SAYOUTY
CO-DIRECTEUR DE THÈSE : Loïk BERRE
RÉSUMÉ :
La mise en oeuvre de méthodes d'assimilation d'ensemble est une technique assez récente visant à simuler
les erreurs d'analyse et de prévision d'un système d'assimilation de données. Cela permet d'une part d'estimer
des covariances spatiales des erreurs de prévision, qui sont un ingrédient essentiel des systèmes d'assimilation
de données, dans la mesure où elles permettent de ﬁltrer et de propager spatialement l'information observée. La
dépendance de ces covariances d'erreur à la situation météorologique devient ainsi accessible avec ces techniques
d'ensemble. D'autre part, l'assimilation d'ensemble est également une méthode de plus en plus utilisée pour
fournir des perturbations initiales aux systèmes de prévision d'ensemble.
Une telle approche peut être mise en place non seulement dans un système modélisant l'atmosphère sur
l'ensemble du globe, mais aussi dans un système régional à aire limitée, en utilisant dans ce cas des conditions
limites latérales appropriées.
Les travaux eﬀectués consistent à examiner certaines propriétés de sensibilité de ces techniques d'assimila-
tion d'ensemble dans ces deux types de contextes (à savoir global et régional, respectivement).
Il s'agit premièrement d'étudier la sensibilité d'un système global d'assimilation d'ensemble à son initia-
lisation. Pour cela, on compare une technique d'initialisation "à froid" (basée sur des perturbations initiales
nulles) avec une méthode basée sur des perturbations initiales tirées d'un modèle de covariance.
Dans une deuxième partie, la sensibilité d'une assimilation d'ensemble régionale aux conditions limites
latérales est examinée. Dans cette perspective, une comparaison entre diﬀérentes techniques de production des
perturbations latérales est réalisée. Il s'agit notamment de comparer les approches basées sur des perturbations
latérales qui sont soit nulles, soit tirées d'un ensemble global, ou encore produites à l'aide d'un modèle de
covariance.
Ces études de sensibilité sont menées en utilisant des expérimentations avec les systèmes global Arpege et
régional Aladin. Ce travail s'appuie par ailleurs sur une formalisation des équations qui gouvernent l'évolution
des perturbations au sein d'une assimilation d'ensemble.
Ces études permettent de documenter de manière inédite les propriétés de ces assimilations d'ensemble, et de
déﬁnir des stratégies de mise en oeuvre en grandeur réelle pour l'assimilation de données ainsi qu'éventuellement
pour la prévision d'ensemble.
MOTS-CLÉS : modèle de prévision, simulation, assimilation d'ensemble, conditions initiales, conditions aux limites latérales,
dispersion, perturbations.
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