The notion of spectrum for first-order properties introduced by J. Spencer for Erdős-Rényi random graph is considered in relation to random uniform hypergraphs. We study properties of spectrum for first-order formulae with bounded quantifier depth and estimate the values of minimum and maximum points of this spectrum. We also consider the set of limit points of the spectrum and give a bound for its minimum value.
Introduction
Asymptotic behavior of first-order properties probabilities of the Erdős-Rényi random graph G(n, p) has been widely studied (see [1] - [10] ). In [2] the notion of spectrum of first-order properties was introduced and it was shown that there exists a first-order property with infinite spectrum. In this paper, we consider spectrum of first-order properties in relation to random uniform hypergraphs. Let us define the random s-uniform hypergraph G s (n, p). Consider the set Ω n = {G = (V n , E)} of all s-uniform hypergraphs (s-hypergraphs) with the set of vertices V n = {1, 2, . . . , n}. The random hypergraph G s (n, p) is a random element with probability distribution
Note that for s = 2 in this definition we obtain the Erdős-Rényi random graph G(n, p). Let us denote the event "G s (n, p) has a property L" by G s (n, p) |= L. First-order properties of s-uniform hypergraphs are defined by first-order formulae (see [10] , [11] ) which are built of predicate symbols N, =, logical connectivities, variables and quantifiers ∀, ∃. The s-ary predicate symbol N expresses the property of s vertices to constitute an edge. Let us remind that the quantifier depth (see [10] , [11] ) of a first-order formula is the maximum number of nested quantifiers. Let L k denote the set of all first-order properties which can be expressed by first-order formulae with quantifier depth at most k.
We say that the random hypergraph G s (n, p) obeys the zero-one law if for any first-order property L the probability Pr[G s (n, p) |= L] tends either to 0 or to 1 as n → ∞. We say that the random hypergraph G s (n, p) obeys the zero-one k-law if for any first-order property L ∈ L k the probability Pr[G s (n, p) |= L] tends either to 0 or to 1 as n → ∞. For any first order property L we define its spectrum S(L). S(L) is the set of all α ∈ (0, s − 1) (we take the interval (0, s − 1) because the structure of G s (n, n −α ) for α > s − 1 is considerably simpler than that for α < s − 1 and the study of G s (n, p) with p(n) ≫ n −s+1 is a subject of a separate investigation) which do not satisfy the following property: lim n→∞ Pr[G s (n, p) |= L] exists and is either 0 or 1. Denote the union of S(L) over all L ∈ L k by S k . In other words, S k is the set of all α ∈ (0, s − 1) for which the random hypergraph G s (n, n −α ) does not obey the zero-one k-law. Let (S k ) ′ be the set of limit points in S k .
S. Shelah and J. Spencer (see [1] ) showed that when α is an irrational number and p(n) = n −α+o (1) then the random graph G(n, p) obeys the zero-one law. If α ∈ (0, 1) ∩ Q, then G(n, n −α ) does not obey the zero-one law. In [12] an extension of the result from [1] to the case of random uniform hypergraph G s (n, p) was established. M. E. Zhukovskii proved the zero-one k-law for the random graph G(n, n −α ) where α is close to 0 or close to 1. He also found the minimum and maximum points in S k .
Theorem 1 ([3] ). If α < M. E. Zhukovskii and J. Spencer examined the question about the minimum and the maximum limit points in S k for the random graph G(n, n −α ). Theorem 3 ( [6] ). There exists such k 0 such that for any natural k > k 0
M. E. Zhukovskii obtained an upper bound for the minimum limit point in S k which is better than the bound from theorem 3 for small k.
Theorem 4 ( [7] ). For any k ≥ 5,
Theorem 4 implies the following corollary about the minimum quantifier depth k for which S k is infinite.
Corollary 1 ([8]).
The minimum k such that the set S k is infinite equals 4 or 5.
Note that since |L k | < ∞ (see Proposition 3.1.3 in [11] ), the set S k is infinite if and only if there exists L ∈ L k with infinite spectrum S(L). The following theorem gives an almost exact bound for the minimum quantifier depth of a first-order formula with an infinite spectrum in the case of s-uniform hypergraphs, where s ≥ 3.
Theorem 5 ( [13] ). For any s ≥ 3, the minimum k such that the set S k is infinite equals s + 1 or s + 2.
New results
We found an interval with the left endpoint equals to 0, such that for all α from this interval the random hypergraph G s (n, n −α ) obeys the zero-one k-law. Note that G s (n, n −α ) obeys the zero-one s-law for all α ∈ (0, s − 1) so we study zero-one k-laws for k ≥ s + 1.
Theorem 6. Let s ≥ 3, k ≥ s + 1, α > 0 and
Then the random hypergraph G s (n, n −α ) obeys the zero-one k-law.
We also prove that near the right endpoint of our interval there is a point α for which G s (n, n −α ) does not obey the zero-one k-law.
Theorem 7. Let s ≥ 3, k ≥ s + 2. Then there exists α > 0 such that
The question what is the exact value of the minimal point for which the zero-one k-law does not hold remains open. Theorems 6 and 7 imply that this value is very close to 1/ k−1
We also examine the zero-one k-law for the left neighborhood of s − 1. Our results are the following.
Then the random hypergraph G s (n, n −α ) does not obey the zero-one k-law.
For an s-hypergraph G, denote by d G (x, y) the distance between vertices x, y ∈ V (G) which is defined as the minimal length of a path between x and y (the length of a path is the number of its edges).
Theorem 9 gives a weaker result than theorem 2 which is related to the fact that the following property (which was used for the proof of theorem 2) is true for graphs but is not true for shypergraphs, where s ≥ 3: if for a graph G there exist vertices
We also study the question about the minimum limit point in S k .
.
Taking into account the bound from theorem 6 we deduce that theorem 10 gives an asymptotically tight bound for min(S k ) ′ .
Corollary 2. We have min(S
We also obtain a bound for min(S k ) ′ which is better than the bound from theorem 10 for small k.
Theorem 11. Let either s = 2 and k ≥ 5 or s ≥ 3 and k ≥ s + 2. Then
This theorem gives a bound for the minimum limit point in S k for all k for which it is known that S k is infinite (see corollary 1 and theorem 5). Note that if s = 2, then l(k) = k(k − 1)/2 − 1 −1 and the bound for min(S k ) ′ obtained in theorem 11 improves the bound from theorem 4.
3 Auxiliary statements
Small sub-hypergraphs and extensions
For an arbitrary s-hypergraph
. G is called strictly balanced if the density ρ(G) of this graph is greater than the density of any its proper subhypergraph. Denote the property of containing a copy of G by L G .
Theorem 12
In other words, the function n
Let a i be the number of automorphisms of G i . Denote by N Gi the number of copies of G i in G s (n, p). The following theorem is a generalization of a classical result of Bollobás (see, for example, [15] ) to the case of s-uniform hypergraphs.
Theorem 13. If
where
are independent Poisson random variables.
Consider arbitrary s-hypergraphs G and
Let a pair (G, H) be α-safe and K r be the set of all α-rigid and α-neutral pairs (K, T ),
. . ,x l ) which assigns to each hypergraph G ∈ Ω n the number of all strict (G, H)-extensionsG of the hypergraphH = G| {x1,...,x l } such that for any (K, T ) ∈ K r the pair (G,H) is
The following theorem is the generalization of Lemma 10.7.6 from [16] and Proposition 1 from [17] to the case of s-uniform hypergraphs. 
Denote by L r (G,H) the following property: for any collection (x 1 , . . . ,x l ) there exists a strict 
Cyclic extensions
Consider a pair of s-hypergraphs (G, H), G ⊃ H. We say that G is a cyclic m-extension of H if one of the following conditions holds:
• there exists a vertex x 1 ∈ V (H) such that
• there exist distinct vertices x 1 , . . . , x l ∈ V (H), where 2 ≤ l ≤ s − 1, such that 
Let us call such sequence of hypergraphs m-decomposition of G.
Proposition 2.
1) Let
Then either G is a cyclic m-extension of ({x}, ∅) and
We say that a s-hypergraph G is (n 1 , n 2 , n 3 , n 4 , ρ) − sparse if it posseses the following properties. 1) Let H be a s-hypergraph with at most n 1 vertices. If ρ max (H) > ρ, then G does not contain a subhypergraph isomorphic to H. If ρ max (H) < ρ, then G contains an induced subhypergraph which is isomorphic to H and (
For a s-hypergraph G, denote by d G (x,G) the distance between a vertex x ∈ V (G) and a subhypergraphG ⊂ G. Denote by
and any x ∈ V (G), there exist a vertex y ∈ V (G) and a path P ⊂ G such that d G (y,G) = m, P connects x and y, e(P ) = m, v(P ) = e(P )(s − 1) + 1. Moreover, G does not contain any path P ′ of length at most m such that P ′ connects y with a vertex fromG and P ′ = P .
Duplicator has a winning strategy in
Ehrenfeucht game
Let us define the Ehrenfeucht game EHR(G 1 , G 2 ; k) for hypergraphs G 1 , G 2 and a number k. The game EHR(G 1 , G 2 ; k) is a two-player game (the players are called Spoiler and Duplicator), which is played on a pair of nonempty disjoint s-hypergraphs G 1 and G 2 for a fixed number of rounds k. On the i-th round (i = 1, 2, . . . , k) Spoiler selects an arbitrary vertex x i ∈ V (G 1 ) or y i ∈ V (G 2 ). After that Duplicator must select a vertex from the other graph. At the end of the k-th round there are k chosen vertices in each of the hypergraphs: x 1 , x 2 , . . . , x k ∈ V (G 1 ) and y 1 , y 2 , . . . , y k ∈ V (G 2 ). Duplicator wins if and only if
that is the induced subgraphs in the sets of chosen vertices are isomorphic.
The following theorem relates Ehrenfeucht game to the zero-one law. It is a corollary of Ehrenfeucht's Theorem (see [18] ).
Theorem 15. The random s-hypergraph G s (n, p(n)) obeys the zero-one k-law if and only if
are independently chosen and have disjoint vertex sets.
Thus, to prove that G s (n, p(n)) obeys the zero-one law it is sufficient to describe an a.a.s. Duplicator's winning strategy in an Ehrenfeucht game with arbitrary but fixed number of rounds k.
Proofs of theorems
Proof of theorem 6. Denote by B m,l the set of all l-element subsets of the set {1, . . . , m}.
By theorem 15 it is sufficient to describe Duplicator's a.a.s. winning strategy in EHR(
are independently chosen. Let us consider several cases depending on the value of α. In each case we find setsΩ n ⊂ Ω n such that Pr[G s (n, n −α ) ∈Ω n ] → 1, n → ∞, and prove that for any n 1 , n 2 ∈ N and hypergraphs G ∈Ω n1 , H ∈Ω n2 Duplicator has a winning strategy in the game EHR(G, H, k). Denote the vertices chosen in G and H in the i-th round by x i and y i respectively.
LetΩ n be the set of all hypergraphs G ∈ Ω n satisfying the following property: for any r ∈ {s − 1, . . . , k − 1}, A ⊂ B r,s−1 and distinct vertices z 1 , . . . , z r ∈ V n , there exists a vertex z ∈ V n \ {z 1 , . . . , z r } such that {z i1 , . . . , z is−1 , z} ∈ E(G) for all {i 1 , . . . , i s−1 } ∈ A and {z i1 , . . . , z is−1 , z} / ∈ E(G) for all {i 1 , . . . , i s−1 } ∈ B r,s−1 \ A. This property is called the full level (k − 1) extension property. By theorem 14 lim n→∞ Pr[G s (n, n −α ) ∈Ω n ] = 1. Let us describe the winning strategy of Duplicator in EHR(G, H, k), where G ∈Ω n1 , H ∈Ω n2 . Let Spoiler choose a vertex x i ∈ V (G) in the i-th round, 1 ≤ i ≤ k. Then by full level (i − 1) extension property Duplicator can choose a vertex y i such that for any distinct j 1 , . . . , j s−1 ∈ {1, . . . , i − 1} we have {x j1 , . . . , x js−1 , x i } ∈ E(G) if and only if {y j1 , . . . , y js−1 , y i } ∈ E(H). Therefore, Duplicator wins after the k-th round.
2) Let
LetΩ n be the set of all hypergraphs G ∈ Ω n satisfying the following properties:
Note that properties 1)-3) mean that the hypergraph G satisfies L for some pair (G,H), where
extension property Duplicator chooses a vertex y i ∈ V (H) such that for any distinct j 1 , . . . , j s−1 ∈ {1, . . . , i − 1} we have {x j1 , . . . , x js−1 , x i } ∈ E(G) if and only if {y j1 , . . . , y js−1 , y i } ∈ E(H).
Let Spoiler choose a vertex x k−1 ∈ V (G) in the (k − 1)-th round. Since H satisfies 3) and 4) there exists a vertex y k−1 ∈ V (H) such that H| {y1,...,y k−1 } and G| {x1,...,x k−1 } are isomorphic and there exists a vertex
by the definition of the vertex chosen by Duplicator in the (k − 1)-th round there exists a vertex
s−1 , then by property 2) there exists a vertex y k ∈ V (H) such that for any distinct j 1 , . . . , j s−1 ∈ {1, . . . , i − 1} we have {x j1 , . . . , x js−1 , x i } ∈ E(G) if and only if {y j1 , . . . , y js−1 , y i } ∈ E(H). So in both cases Duplicator wins.
3) Let
Note that properties 1)-2) mean that the hypergraph G satisfies L for some pair (G,H), where
Let Spoiler choose a vertex x k−1 ∈ V (G) in the (k − 1)-th round. Then by property 3) there exists a vertex y k−1 ∈ V (H) such that H| {y1,...,y k−1 } and G| {x1,...,x k−1 } are isomorphic and for each 
there exists a vertex y k ∈ V (H) such that for any distinct j 1 , . . . , j s−1 ∈ {1, . . . , i − 1} we have {x j1 , . . . , x js−1 , x i } ∈ E(G) if and only if {y j1 , . . . , y js−1 , y i } ∈ E(H). So in both cases Duplicator wins.
Proof of theorem 7. Denote by B m,l the set of all l-element subsets of the set {1, . . . , m}.
Let L be a property expressed by the formula
where {j 1 , . . . , j s−1 } = C. Let K be a hypergraph with
The hypergraph K is strictly balanced and
Let us prove that if a hypergraph G posseses property L, then it contains either a subhypergraph isomorphic to K or a subhypergraphK with v(K) ≤ v(K) and ρ(K) > ρ(K). 
, where
the density ρ(K) decreases as N 2 grows. Similarly, ρ(K) decreases as N 1 grows. Therefore,
The density ρ(K) equals ρ(K) if and only if
andK is isomorphic to K. We have
does not follow the zero-one k-law and the theorem is proved.
Proof of Theorem 8. Theorems 12 and 14 imply that G s (n, n −α ) is (n 1 (ρ), n 2 (ρ), n 3 , n 4 )-sparse a.a.s. Then by Proposition 4 Duplicator has a winning strategy in the game EHR(G s (n 1 , n
2 ), k) a.a.s. Therefore, by theorem 15 G s (n, n −α ) follows the zero-one k-law.
Proof of Theorem 9. Let x 2 ) expresses the property that the the distance between vertices x 1 and x 2 is at most i. D = i (x 1 , x 2 ) expresses the property that the distance between x 1 and x 2 equals i. Let
Then quantifier depths of formulae D i and D
ThenD i (x, x 1 , x 2 ) expresses the property that there exists a path of length at most i which connects x 1 and x 2 and does not contain x. The quantifier depth ofD i equals ⌈log 2 i⌉ + s − 2.
and a 2 < a 1 . Let L be a property expressed by the formula
). Then the quantifier depth of the formula expressing the property L is at most k.
Let us prove that Pr[G s (n, n −α ) |= L] tends neither to 0 nor to 1. Let K be a hypergraph with The hypergraph K is strictly balanced and 1/ρ(K) = s − 1 −
. Since by theorem 13 there exists
Let us show that if a hypergraph posseses property L, then it contains a subhypergraphK with e(K) ≤ 2 k−s+1 + a and v(K) ≤ e(K)(s − 1) − 1. Let G be a hypergraph which posseses property L. Then there exist distinct vertices contains either a subhypergraphK with e(K) ≤ 2a 1 and v(K) ≤ e(K)(s − 1) − 1 or a cycle P 1 such that x 1 3 , x 2 3 ∈ V (P 1 ), e(P 1 ) ≤ 2a 1 and v(P 1 ) = e(P 1 )(s − 1). Since Q(x 1 3 ) is true, there exists a (2a 2 + a 3 + 1)-cyclic extension P 2 of ({x
3 ) is false, P 2 = P 1 . Therefore, for the hypergraphK = P 1 ∪P 2 we have e(K) ≤ 2a 1 +2a 2 +a 3 +1 = 2 k−s+1 +a and v(K) ≤ e(K)(s−1)−1.
, where L K is the property of containing a subhypergraph isomorphic to one of the hypergraphs from the set K, where K is a finite set of s-hypergraphs with density at least 1/α. By theorem 13 there exists
does not follow the zero-one k-law.
For vertices x 1 , . . . , x k in a hypergraph G denote byÑ (x 1 , . . . , x k ) the set of all vertices y ∈ V (G) such that for all distinct i 1 , . . . i s−1 ∈ {1, . . . , k} we have {y, x i1 , . . . , x is−1 } ∈ E(G).
Proof of theorem 10. Let L be a first-order property which is expressed by the formula ∃x 1 . . . ∃x k−11 (Q 1 (x 1 , . . . , x k−11 ) ∧ Q 2 (x 1 , . . . , x k−11 )), where the formulae Q 1 (x 1 , . . . , x k−11 ) and Q 2 (x 1 , . . . , x k−11 ) are defined below.
First, let us introduce some notation. Fix vertices x 1 , . . . , x k−11 , z. Set X =Ñ (x 1 , . . . , x k−11 ). Consider the following predicates: (x 1 , . . . , x k−13 , z, x))∧ (∀y ∈ X ((y = x) ⇒ {a1,...,as−2}⊂{x1,...,x k−13 ,z} (¬N (v, y, a 1 , . . . , a s−2 ))))),
..,as−2}⊂{x1,...,x k−14 ,z} (¬N (v, y, a 1 , . . . , a s−2 ))))).
The formula (A ≤ * B) expresses the property that implies the inequality |A| ≤ |B|:
expresses the property that implies the inequality |A| = |B||C|: Hence G satisfies L. By theorem 13 the probability that G s (n, n −α ) contains G(x 1 , . . . , x k−11 ) for some x 1 , . . . , x k−11 tends to a constant c ∈ (0, 1). Therefore,
Proof of theorem 11. Let l = l(k). From the conditions of the theorem it follows that l ≥ 2 if s = 2 and l ≥ s − 1 if s ≥ 3, so
. Let L be a first-order property which is expressed by the formula ∃x 1 . . . ∃x l Q(x 1 , . . . , x l ) with quantifier depth k, where
is a formula describing a strictly balanced s-hypergraph on vertices x 1 , . . . , x l , y 1 , . . . , y k−l which has l s−1 (l + 2) edges and contains edges of the form {y i , x i1 , . . . , x is−1 }, where i ∈ {1, . . . , k − l} and i 1 , . . . , i s−1 ∈ {1, . . . , l} are distinct (such an s-hypergraph exists, since (x 1 , . . . , x l )) ⇒ (∃v ((v ∈Ñ (z 1 , . . . , z t , y, x t+2 , . . . , x l )∧ {a1,...,as−1}⊂{z1,...,zt,x1,...,x l },{a1,...,as−1}∩{x1,...,xt+1} =∅ (¬N (v, a 1 , . . . , a s−1 )))))), as−2}⊂{z1,...,zt,x1,...,xi−1,xi+1,. ..x l } (¬N (u, x i , a 1 , . . . , a s−2 ) ).)) Q 2 (x 1 , . . . , x l , z 1 , . . . , z t ) = ∀y ((y ∈Ñ (x 1 , . . . , x l ) ) ⇒ (∃v ((v ∈Ñ (z 1 , . . . , z t , y) )∧ {a1,...,as−1}⊂{z1,...,zt,x1,...,x l },{a1,...,as−1}∩{x1,...,x l } =∅ (¬N (v, a 1 , . . . , a s−1 ))) ).
LetΩ n be the set of all hypergraphs G from Ω n which satisfy the following properties. 
2) For any hypergraph G with
, there is no copy of G in G.
Theorems 12 and 14 imply that
Then the density of the subhypergraph G| {x1,...,x l ,y1,...,ym+1} is at least
This contradicts property 1) from the definition ofΩ n . Let us prove that χ ≥ m. Suppose that χ < m. By the definition ofΩ n , in G there are distinct vertices z 1 , . . . , z t , v 1 , . . . , v χ , u 1 , . . . , u l−t such that for any i ∈ {1, . . . , χ} we have v i ∈Ñ (z 1 , . . . , z t , y i , x t+2 , . . . , x l ) and for any j ∈ {1, . . . , l − t} we have u j ∈ N (z 1 , . . . , z t , x 1 , . . . , x t+j−1 , x t+j+1 , . . . , x l ). Indeed, in this case the pair (G| W , G| U ), where U = {x 1 , . . . , x l , y 1 , . . . , y χ }, W = U ∪{z 1 , . . . , z t , v 1 , . . . , v χ , u 1 , . . . , u l−t }, is strictly balanced with the density
α . This contradicts Q(x 1 , . . . , x l ). Thus χ = m. LetH be an s-hypergraph with V (H) = {x 1 , . . . , x l , y 1 , . . . , y k−l } and l s−1 (l + 2) edges which was determined above in defining of the formula Q 1 (x 1 , . . . , x l ). Let H be an s-hypergraph with a set of vertices V (H) = {x 1 , . . . , x l , y 1 , . . . , y m } and a set of edges
G ⊃ H be an s-hypergraph with a set of vertices V (G) = V (H) ∪ {z 1 , . . . , z t , v 1 , . . . , v m , u 1 , . . . , u l−t } and a set of edges
Then H is strictly balanced, the pair (G, H) is strictly balanced and ρ(H) = ρ(G, H) = 1 α . LetL be the property that in G there exists a copy of H such that no copy of G contains it.
Let us prove that a hypergraph G ∈Ω n satisfies L if and only if it satisfiesL. Suppose that G satisfies L. Then there exist vertices x 1 , . . . , x l satisfying Q(x 1 , . . . , x l ). As we have shown, |Ñ (x 1 , . . . , x l )| = m. Then G| {x1,...,x l }∪Ñ(x1,...,x l ) is isomorphic to H. The existence of a copy of G containing G| {x1,...,x l }∪Ñ (x1,...,x l ) contradicts Q(x 1 , . . . , x l ) . Thus G satisfiesL.
Suppose that G satisfiesL. Then there exists a copy of H such that no copy of G contains it . Let x 1 , . . . , x l , y 1 , . . . , y m be the vertices of this copy of H. ThenÑ (x 1 , . . . , x l ) = {y 1 , . . . , y m }. Indeed, otherwise G contains a subhypergraph with m + l + 1 vertices and density more than 1/α which contradicts the definition ofΩ n . Suppose that Q(x 1 , . . . , x l ) is false. Since Q 1 (x 1 , . . . , x l ) is true, there exist vertices z 1 , . . . , z t ∈ V (G) such that the predicates Q 2 (x 1 , . . . , x l , z 1 , . . . , z t ) and Q 3 (x 1 , . . . , x l , z 1 , . . . , z t ) are true. The predicates Q 2 (x 1 , . . . , x l , z 1 , . . . , z t ) and Q 3 (x 1 , . . . , x l , z 1 , . . . , z t ) imply the existence of a number r ≤ m, distinct vertices v 1 , . . . , v r , u 1 , . . . , u l−t and disjoint subsets
. . , y m }, such that 1) for any i ∈ {1, . . . , r} and for any y ∈ Y i we have v i ∈Ñ (z 1 , . . . , z t , y, x t+2 , . . . , x l ), 2) for any j ∈ {1, . . . , l − t} we have u j ∈Ñ (z 1 , . . . , z t , x 1 , . . . , x t+j−1 , x t+j+1 , . . . , x l ).
which is greater than 1/α if r < m. The definition ofΩ n implies that r = m and G| W is a copy of G. This contradicts the propertyL. Therefore, Q(x 1 , . . . , x l ) is true, and hence G satisfies L.
Proofs of propositions
Proof of proposition 2.
Note that (t + e 0 )(s − 1)
ρ(G) ≤ s − 1 and the equality holds if and only if e 0 = 0, t = 1 and v 1 = s − 2. Hence either G is a cyclic m-extension of ({x}, ∅) and
Since e i ≤ m − 1 and v i ≤ s − 2, we obtain
. 
is a path which connects x and y and has m edges and
ρ , there does not exist a path P ′ = P which connects y with a vertex fromG and has at most m edges.
Proof of proposition 4. Let X i and Y i be the hypergraphs chosen in the i-th round by Spoiler and Duplicator respectively. We denote vertices which are chosen in the first i rounds in X i and Y i by x (II) For any distinct j 1 , j 2 ∈ {1, . . . , r}, the inequalities
(III) For any j ∈ {1, . . . , r}, there is no cyclic 2 k−i−s+2 -extension ofX The main idea of Duplicator's strategy is the following. Duplicator should play in such way that after i rounds, where 1 ≤ i ≤ k − s + 2, there exist a number r ∈ {1, . . . , i} and (k, i, r)-regular equivalent hypergraphsX
Let us describe Duplicator's strategy in the first round. By virtue of lemma 1 and (n 1 (ρ), n 2 (ρ), n 3 , n 4 )-sparseness of X 1 it does not contain any hypergraph H ∈ H 2 k−s+1 with v(H) ≥ η(ρ). LetX 
) < ρ and by the property of (n 1 (ρ), n 2 (ρ), n 3 , n 4 )-sparseness Y 1 contains a induced subhypergraphỸ 1 1 which is isomorphic toX 
for all j ∈ {1, . . . , r} and ϕ i+1 (x l i+1 ) = y l i+1 for all l ∈ {1, . . . , i}. Consider three cases.
1) Spoiler chooses a vertex
Then by (II) there exists exactly one j ∈ {1, . . . , r} such that
. By (III) there exists exactly one path C Xi+1 of length at most 2
i+1 with a vertex fromX respectively. Redefine the hypergraphsX 
. This contradicts the fact thatX
is proved analogously. Show that (III) holds. It is sufficient to show that there is no cyclic 2 k−i−s+1 -extension of X j i+1 in X i+1 and there is no cyclic 2 
