Gaussian Processes for HRF estimation for BOLD fMRI by Eickenberg, Michael et al.
Gaussian Processes for HRF estimation for BOLD fMRI
Michael Eickenberg, Aina Frau-Pascual, Andre´s Hoyos-Idrobo
Abstract—We present a non-parametric joint estimation
method for fMRI task activation values and the hemodynamic
response function (HRF). The HRF is modeled as a Gaussian
process, making continuous evaluation possible for jittered
paradigms and providing a variance estimate at each point.
I. INTRODUCTION
The hemodynamic response function (HRF) in Blood-
oxygen-level-dependent (BOLD) functional MRI (fMRI) is
the impulse response to neural activity. Under a linear
time invariant system hypothesis, the BOLD response is a
convolution of temporal neural dynamics and the HRF. Its
characteristic shape can be described in a stylized manner
as a difference of gamma functions. However, in reality, not
all HRFs adhere to this shape and vary significantly across
brain regions and subjects [1], [2]. Taking into account these
variations can lead to finer predictive models [3].
Several works have focused on the estimation of the
HRF using regularized finite impulse response (FIR) [4],
constrained linear basis sets [5] such as the Fourier basis [6]
or splines [7]. The assumption of spatially locally constant
HRFs has been used in [8], [9] in a Bayesian framework to
counter the intrinsically low SNR.
When event presentation times and measurement times
can be placed on regular temporal grids, the HRF can be
estimated as a signal vector sampled at the greatest common
divisor of the two grid steps. Severe oversampling may be
necessary in order to accommodate both grids. This can be
dealt with using a smoothness prior on the hrf vector, as
in [10].
A solution to both the oversampling issue and the irregular
sampling setting is to assume a continuous HRF. This can
be realized e.g. by fitting a finite linear combination of pre-
defined continuous basis functions. Using a probability distri-
bution across functions, e.g. a Gaussian process prior with a
smoothness-inducing covariance kernel [11], provides access
to the full function space and allows variance estimation to
quantify uncertainty.
Contributions: in this work, we cast the problem of
estimating the HRF as Gaussian process (GP). Additionally,
we propose an alternating optimization method to find a
suitable solution, which iterates between the detection of
neural activation and HRF estimation.
II. THE MODEL AND THE METHOD
For the measured signal we assume a classic general
linear model (GLM), in which we additionally suppose the
hemodynamic response function to be the realization of a
Gaussian process:
h ∼ GP(µ, k),
where µ is a mean function and k is a covariance kernel. We
assume that it is defined on the interval [0, L] and extended
by 0 outside this interval if necessary (i.e. h = h1[0,L]).
The signal model: We assume an fMRI experiment
with P different conditions. Each condition 1 ≤ p ≤ P
is presented a certain number Mp times, each of which we
call an event. For this work we consider event presentation
to be instantaneous, i.e. of duration 0, but generalization to
non-zero duration is possible. The event indicator functions,
ep(t) =
Mp∑
m=1
αm,pδ(t− τm,p),
encode when which event takes place and with which
intensity: τm,p is the time of the mth event of condition
p, and αm,p is a modulation value that can indicate event
intensity (set to 1 by default). We call continuous regressors
the functions
xhp(t) = ep ∗ h(t).
These continuous regressors indicate the BOLD activity due
to condition p when modeling the BOLD response as a
linear time invariant system with impulse response h. Given
a set of activation values βp for each condition and adding
Gaussian i.i.d white noise of variance σ2, ε(t) ∼ N (0, σ),
the continuous signal model for one voxel can be written as
y(t) =
P∑
p=1
βpx
h
p(t) + ε(t).
In fMRI we have a discrete number of measurements at
timepoints tn, n = 1, . . . , N , which usually live on an evenly
spaced grid: tn = nTR, where TR is the repetition time
(e.g. 2s). Evaluating the continuous signal model in these
measurement points gives us the discrete signal model
yn = y(tn) =
P∑
p=1
βpx
h
p(tn) + ε(tn) =
P∑
p=1
βpx
h
n,p + εn,
which can be summarized in vectorial notation as
y = Xhβ + ε,
with Xh = (xhn,p)n,p ∈ RN×P and ε = (εn)n ∈ RN .
This is a noisy bilinear signal model, as it is linear in β
and linear in h. At h fixed, the optimal β is the least squares
solution X+h y, where X
+
h is the pseudoinverse of Xh. At β
fixed, one observes that the yn are noisy linear combinations
of function evaluations of the Gaussian process h. This
lends itself to an alternating optimization scheme. Before
elaborating it, we make a brief detour into the estimation
of a Gaussian process given linear combinations of function
evaluations.
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A. Linear combinations of Gaussian process evaluations
The goal of this section is to estimate conditional mean
and covariance of a Gaussian process given noisy linear
combinations of function evaluations.
Consider f ∼ GP(µ, k). A multiple measurement ϕn can
be written as
ϕn =
∑
i∈In
ηi,nf(xi,n) + εn,
where the In are index sets which can be of varying size.
Conditioning on the outcomes of these measurements leads
to a conditional Gaussian distribution with a conditional
mean and covariance, which can be evaluated in new points
x′k or even new linear combinations thereof:
(f(x′k))k
∣∣{ϕn = an}n ∼ N (µcond(x′),Σcond(x′)).
In other words, and according to the definition of Gaussian
processes, any finite number of evaluations follows a Gaus-
sian distribution. Let z = (zT1 , z
T
2 )
T ∈ RN+N ′ , where z1 =
(ϕ1, . . . , ϕN )
T the noisy linear combinations of measure-
ments with known outcomes and z2 = (f(x′1), . . . , f(x
′
N ′))
a set of function values (or possibly linear combinations
thereof, omitted here for simplicity) with unknown outcomes.
Then the joint distribution is z ∼ N (E(z), cov(z)). We have
E(ϕn) =
∑
i∈In ηi,nµ(xi,n). Further, we set
Σ11mn = cov(ϕn, ϕm)
= cov(
∑
i∈In
ηi,nf(xi,n) + εn,
∑
j∈Im
ηj,mf(xj,m) + εm)
=
∑
i∈In,j∈Im
ηi,nηj,mcov(f(xi,n), f(xj,m)) + σ2δmn
=
∑
i∈In,j∈Im
ηi,nηj,mk(xi,n, xj,m) + σ
2δmn.
Similarly, Σ21kn = cov(f(x
′
k), ϕn) =
∑
i∈In ηi,nk(x
′
k, xi,n),
and Σ22kl cov(f(x
′
k), f(x
′
l)) = k(x
′
k, x
′
l). We can then say that
cov(z) = Σ, with
Σ =
(
Σ11 Σ21T
Σ21 Σ22
)
.
Conditioning on the measurement values {ϕn = an} yields
the conditional Gaussian distribution
µcond = E[z2] + Σ21Σ11
−1
(a− E[z1]),
Σcond = Σ22 − Σ21Σ11−1Σ21T
for z2.
B. A two-step algorithm for HRF estimation using Gaussian
processes
We maximize the conditional loglikelihood
log p(y|h, β) = −n
2
log(2piσ2)− ‖y −Xhβ‖
2
2σ2
with respect to h and β alternatingly. The optimization in β
at h fixed is obtained by solving the least squares problem
as βˆ = X+h y. The optimization in h at β fixed amounts
to conditioning the Gaussian process on the noisy linear
combinations of measurements.
Let ρnm,p = tn − τm,p. All ρnm,p which lie in [0, L] are
time points in which h is evaluated in order to construct the
GLM. We would thus like to obtain an estimate of these
values. However, the only measurements we have access to
are
yn =
P∑
p=1
Mp∑
m=1
αm,pβp1[0,L](ρ
n
m,p)h(ρ
n
m,p) + εn.
By setting ηnm,p = αm,pβ1[0,L](ρ
n
m,p) we can use the
previous section to estimate all the h(ρnm,p) from the noisy
linear combinations yn. The algorithm can then be written
as the following maximization-maximization scheme:
1) initialize βp = 1 ∀p = 1, . . . , P ;
2) estimate h at fixed β by estimating GP conditional;
3) estimate β at fixed h using least squares;
4) optimize hyperparameters of GP kernel (if applicable)
5) stop if converged or go back to 2).
C. Hyperparameter optimization
The chosen kernel may have hyperparameters that change
its behaviour, which need to be adapted in order to best
fit the HRF shape. If the covariance kernel k depends on
a hyperparameter ϑ, then we optimize kϑ at every step we
estimate h.
In a general framework, it is possible to set the hyperpa-
rameters by maximizing the marginal likelihood:
log p(y|ρ, ϑ) = −1
2
yTΣ11ϑ
−1
y − 1
2
log det(Σ11ϑ )−
n
2
log 2pi,
The partial derivative of the marginal log-likelihood
log p(y|X,ϑ) with respect to each hyperparameter ϑj in e.g.
ϑ = {γ,C} reads
∂
∂ϑj
log p(y|ρ, ϑ) = 1
2
Trace
(
(ααT − Σ−1ϑ )
∂Σϑ
∂ϑj
)
,
with α = Σ−1ϑ y the dual coefficients [11]. Since our
measurement kernel is a linear combination of HRF kernel
evaluations, the derivatives in the parameters follow these
same linear combinations.
For gradient descent, a useful early stopping criterion is
increasing Leave One Out Error, which is less prone to
overfitting than pure loglikelihood on same data.
III. EXPERIMENTS AND RESULTS
In this work, a Gaussian kernel imposes smoothness:
kγ(x, y) = C exp
(
− 1
γ
‖y − x‖2
)
For the GP mean, one can use a certain HRF shape (e.g.
gamma difference) or 0. At high noise levels the GP solution
shrinks towards this mean function.
A. Synthetic experimental data
We generated synthetic data using an event-related
paradigm (200 events) with 6 different event types, jittered
presentation on average every 6s, TR= 2 secs, and a gamma-
difference HRF shape.
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Fig. 1: Estimation of the HRF by GP on simulated data: Dashed
red line corresponds to the true HRF, black line to the GP mean
function, and blue line to the estimated HRF. Using different noise
levels: (top) low noise (40 dB), and (bottom) noisy signal (1 dB).
B. HRF recovery
The estimated HRF with GP method is shown in figure 1,
for scenarios with SNR 1 dB and 40 dB. We generate data
with different peaks (3 and 8 seconds), and estimate them
using a GP mean with peak at 5 seconds. The estimated
HRFs are accurate in the peak, but incur noise in the tail at
low SNR.
C. Signal estimation accuracy
Fig.2 evaluates the predictive capacity of classic GLM and
GLM with estimated HRF. Several noisy synthetic datasets as
described above are generated with gamma difference HRFs
peaking at tp ∈ {3, 4, . . . , 8} seconds. The activations are
estimated using several analysis methods: a) Classic GLMs
using a set of design matrices with gamma difference HRFs
peaking at all tp; b) Gaussian process HRF estimation using
tp-peaking gamma-difference HRFs as mean functions; c)
Gaussian process HRF estimation using a 0 mean function.
Estimation error is quantified in two ways: 1) Predictive
capacity on new data using estimated HRF and activation
maps; 2) Projective capacity on new data: The estimated HRF
is used to perform a GLM analysis on the held-out data and
the residuals analyzed. Both analysis methods are performed
at several noise levels for all the mentioned GLMs. In Fig. 2,
each line corresponds to a method, each x-value to a dataset.
It is to be expected that when the classical GLM HRF
peak location corresponds to that used for data generation,
the error in both prediction and projection are very low,
leading to perfect R2 score. This changes as soon as there
is discrepancy between the two HRFs. On the other hand,
almost independently of the chosen mean HRF, the GP
estimate of the HRF leads to better predictive and projective
scores than the classic GLM. Zero-mean HRF performs
similarly well.
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Fig. 2: Explained variance for different GLM estimators: Each
point on the x-axis represents a synthetic dataset with HRF peak
at the indicated time. Each line represents a method, evaluated
on each of these datasets. Red lines represent classic GLM with
fixed HRF peaking at different points. Explained variance is at
maximum when estimation and data-hrf correspond. Green lines
show GP HRF estimations with mean HRF set to the same ones
as used in the classic GLM. The blue line indicates GP HRF
estimation using a zero-mean GP. (top) shows explained variance
on held-out data: The GLM method is used to estimate activation
coefficients and HRF if applicable. The activation coefficients are
used to predict on held-out data. (bottom) Shows projection score: A
generated fMRI timecourse is projected onto the span of its design
matrix with varying HRF. This quantifies the goodness of the HRF
independently from activation maps. The columns represent three
SNR levels 0.1, 1.0 and 2.0.
D. Impact of γ parameter
The kernel γ parameter encodes the smoothness of the
estimated HRF. Fig.3 shows the kernel matrices and the
estimated HRFs corresponding to different values of γ.
Higher values of γ will enforce smoothness.
This parameter can be fixed according to prior knowledge
or optimized by gradient ascent on the loglikelihood.
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Fig. 3: Illustration of the impact of the γ parameter on
the estimation of the HRF: In this experiment, the noise is
fixed to σn = 0.01 (low-noise regime), without carrying out
the parameter optimization. (top) Shows the kernel matrix kγ for
various parameters; (bottom) shows the estimated HRF using that
kernel. Dashed red line corresponds to the simulated HRF, and blue
line to the estimated HRF.
E. Tests on fMRI data
We performed some experiments on the dataset AINSI 1.
The experiment was designed to map auditory, visual and
1http://thalie.ujf-grenoble.fr/ainsi
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Fig. 4: Estimated HRF responses on 6 different regions of a
single subject: auditory, visual and motor cortices, left and right.
The estimation was done on the mean timeseries over approximately
25 voxels around the voxel that responded strongest to the design
matrix with canonical hrf in each region. In this case, γ = 4.
motor brain function and consisted of N = 142 scans
lasting TR = 3 s, with TE = 33 ms, FoV 220 mm,
each yielding a 3-D volume. Two runs were acquired with
different resolution of 2× 2× 4 mm3 (79× 95× 34 voxels)
and 3 × 3 × 3 mm3 (53 × 63 × 46 voxels). They were
resliced to have the same resolution. The paradigm was a
fast event-related design (mean ISI = 5.1 s) comprising
sixty auditory and visual stimuli, mixed with computation,
speech and motor tasks. Using a classic GLM with canonical
HRF, voxels of the visual, auditory and motor regions with
strong responses to the design were selected. The average
over approximately 25 neighboring voxels around them was
performed to decrease SNR of the timeseries.
First, we analysed the first BOLD run with the proposed
GP approach. The estimated HRF for the different regions
are depicted in Fig. 4.
For quantitative validation we perform a prediction on the
second BOLD run for the same subject using the estimated
activations and HRF on the paradigm of the second run. To
compare, we also fit a classic GLM with canonical HRF on
the first run and use the activations to predict on the second.
We call this setting prediction. In order to evaluate the HRF
in an isolated manner, we also run a GLM using the estimated
HRF found with GP (hGP ) on the second run and evaluate
the in-sample prediction on the second run compared to
doing the same with a canonical HRF (hcan). We call this
setting projection, because we quantify the capacity of the
column span of the matrix to model the signal.
In both cases, comparison measure between predicted
timecourse and true timecourse is Pearson correlation. Pre-
diction results can be found in table I. In prediction, a
classical GLM performs better than GP. In projection the
HRF estimated with GP we can improve the prediction in
most of the voxels.
IV. DISCUSSION
We have proposed a non-parametric method that models
the HRF as a continuous function using a Gaussian Process.
As it has been shown in figure 2, the standard approach
for analysing fMRI data, the GLM with fixed HRF, is less
TABLE I: Prediction results on held-out data for 6 timeseries
corresponding to 6 different regions of interest.
Prediction Projection
ROI hcan GP hcan with hGP
Auditory right 0.51 0.41 0.66 0.56
Auditory left 0.48 0.56 0.65 0.70
Visual right 0.10 0.12 0.39 0.44
Visual left 0.32 0.30 0.44 0.46
Motor right 0.59 0.51 0.68 0.58
Motor left 0.57 0.63 0.69 0.72
accurate when the true HRF is different from the one used to
estimate the activations. Since it is well-known that the HRF
varies for different regions and subjects, a detailed analysis
can benefit from taking this into account.
This work is a proof of concept. Results on simulated
data suggest that the approach is well defined and it is an
alternative for HRF estimation. However, results on real data
suggest the need for further investigation. High noise level
and the tendency of GP to overfit are an issue. Note however
that our selection procedure favors voxels well modeled by
classic GLM. Pooling HRF over several voxels may help in
general [8].
Several directions of future work become apparent. De-
tailed validation and comparison of the method to other
candidate methods is necessary. The investigation of other
kernels should be fruitful, since length-scale is not uniform
across time. The maximization-maximization-approach can
be replaced by variational expectation-maximization leading
to more robust convergence.
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