This paper presents a survey on formal moduli problems. It starts with an introduction to pointed formal moduli problems and a sketch of proof of a Theorem (independently proven by Lurie and Pridham) which gives a precise mathematical formulation for Drinfeld's derived deformation theory philosophy, which gives a correspondence between formal moduli problems and differential graded Lie algebras. The second part deals with Lurie's general theory of deformation contexts, which we present in a slightly different way than the original paper, emphasising the (more symmetric) notion of Koszul duality contexts and morphisms thereof. In the third part, we explain how to apply this machinery to the case of non-split formal moduli problems under a given derived affine scheme; this situation has been dealt with recently by Joost Nuiten, and requires to replace differential graded Lie algebras with differential graded Lie algebroids. In the last part, we globalize this to the more general setting of formal thickenings of derived stacks, and suggest an alternative approach to results of Gaitsgory and Rozenblyum.
Introduction
The aim of these lecture notes is to present a recent work, due independently to Lurie and Pridham, concerning an equivalence of infinity-categories between formal moduli problems and differential graded Lie algebras. The link between deformation theory and dg-Lie algebras has a long history, which is as old as deformation theory itself. One of the first occurrence of a relation between these appears in KodairaSpencer's theory of deformations of complex compact manifolds (see [21] ): if X is such a manifold, then infinitesimal deformations of X over a local artinian C-algebra A with maximal ideal m A correspond to Maurer-Cartan elements of the dg-Lie algebra g X ⊗ C m A modulo gauge equivalence, where g X is the dg-Lie algebra Γ (X, A According to Kapranov's result, there should exist a natural L ∞ -structure on T [x] X[−1]. Let us sketch the construction of such a structure. Observe that L := (T s G 1 ) |G 0 has the structure of a (k, A) Lie algebroid, where G 0 = Spec(A). In particular we have a k-linear Lie bracket Λ 2 k L → L and an anchor map L → TG 0 = Der k (A). Very roughly, Taylor components at x of the anchor give us maps S n (W) ⊗ V → W, and Taylor components of the bracket at x give us maps S n (W) ⊗ Λ 2 (V) → V. These are the only possible structure maps for an L ∞ -algebra concentrated in degrees 0 and 1. Equations for the L ∞ -structure are guaranteed from the axioms of a Lie algebroid.
As a particular but illuminating case, we can consider the stack BG for some affine algebraic group G. Here G 0 = { * } and G 1 = G. Then T * BG[−1] ≃ g where g is the Lie algebra of G, and the L ∞ -structure is simply the Lie structure of g.
Let us explain how all this fits in the DDT philosophy. Any derived affine stack Spec(A) endowed with a k-point x defines a representable deformation functor B → Hom(B, A), the Hom functor being taken in the category of k-augmented commutative differential graded algebras (cdgas). Hence it should be associated to a dg-Lie (or indifferently a L ∞ -) algebra. This dg-Lie algebra turns out to be exactly T x Spec(A)[−1], endowed with Kapranov derived Lie structure. In this way, we get a clear picture of the DDT philosophy for representable deformation functors. However, the work of Lurie and Pridham goes way beyond that; what they prove is the following statement:
Theorem ( [23, 27] ). Over a base field of characteristic zero, there is an equivalence of ∞-categories between formal moduli problems and dg-Lie algebras.
A very nice exposition of the above Theorem, with several examples and perspectives, is in Toën's [30] .
Remark. Lurie's work [23] extends to E n -deformation problems. Pridham's work [27] has some extension to the positive characteristic setting. In a forthcoming paper, Brantner and Mathew [2] actually generalize the above result over any field, proving that there is an equivalence of ∞-categories between formal moduli problems and so-called partition Lie algebras.
In these lectures, we will work in characteristic 0, and our goal is to provide a version of LuriePridham Theorem in families. In other words, we are aiming at first at a statement "over a cdga A", and build an extension from the affine case X = Spec(A) to an arbitrary derived Artin stack X. One shall be very careful as there are different meanings to "over a base". We will provide two variants. The second one, which is the one we are interested in, will actually rather be named "under a base".
Split families of formal moduli problems
In the same year 1997, Kapranov [18] considered the family of all formal neighborhood of points in a smooth algebraic variety X, which is nothing but the formal neighborhoodX × X of the diagonal in X× X. He showed that the sheaf T X [−1] ≃ T X/X×X is a Lie algebra object in D b (X), whose Chevalley-Eilenberg cdga gives back the structure sheaf ofX × X. It is important to observe here that we have a kind of formal stack (X × X) that lives both over X and under X. This example is a prototype for split families of formal moduli problems: a generalization of Lurie-Pridham Theorem has recently been proven by Benjamin Hennion [11] in 2013, in the following form:
Theorem ( [11] ). Let A be a noetherian cdga concentrated in nonpositive degrees, and let X be a derived Artin stack of finite presentation.
-A-pointed A-linear formal moduli problems are equivalent (as an ∞-category) to A-dg-Lie algebras.
-X-pointed X-families of formal moduli problems are equivalent to Lie algebra objects in QCoh(X).
Formal moduli problems under a base
In 2013, Caldararu, Tu and the first author [4] looked at the formal neighborhoodŶ of a smooth closed subvariety X into a smooth algebraic variety Y. They prove that the relative tangent complex T X/Y is a dg-Lie algebroid whose Chevalley-Eilenberg cdga gives back the structure sheaf ofŶ. Similar results had been previously proven by Bhargav Bhatt in a slightly different formulation (see [1] ). We also refer to the work of Shilin Yu [33] , who obtained parallel results in the complex analytic context. Note that this time, the derived schemeŶ doesn't live anymore over X (although it still lives under X). Keeping this example in mind, we expect the following generalization of Hennion's result:
-A-pointed k-linear formal moduli problems are equivalent to dg-Lie algebroids over A, which has recently been proven by Joost Nuiten in [26] . This appears as Theorem 3.9 of the present survey.
-X-pointed formal moduli problems are equivalent to dg-Lie algebroids over X. A weaker version of this appears as Theorem 4.11 in the present paper.
Remark. These results are somehow contained in the recent book [8, 9] of Gaitsgory-Rozenblyum, though in a slightly different formulation 3 .
We finally observe that it would be very interesting to understand the results from [10] , describing the derived geometry of locally split first order thickenings X ֒→ S of a smooth scheme X, in terms of Lie algebroids on X.
Description of the paper §1 We present the basic notions necessary to understand Lurie-Pridham result, relate them to more classical constructions in deformation theory and provide some examples. We finally give a glimpse of Lurie's approach for the proof. §2 A general framework for abstract formal moduli problems is given in details. In §2.1, we recall Lurie's deformation contexts. In §2.2, we deal with dual deformation contexts. In §2.3, we introduce the useful notion of Koszul duality context, which is a nice interplay between a deformation context and a dual deformation context. In §2. 4 we talk about morphisms between these, which is a rather delicate notion. In §2.5 we restate some results of Lurie using the notion of Koszul duality context, making his approach a bit more systematic. In §2.6 we discuss tangent complexes. §3 We extend former results from dg-Lie algebras to dg-Lie algebroids. We prove Hennion's result [11] in §3.1. Most of the material in §3.2, §3.3 and §3.4 happens to be already contained in the recent preprints [25, 26] of Joost Nuiten. §3.5 presents some kind of base change functor that will be useful for functoriality in the next Section. §4 We explain how to globalize the results of §3. In §4.1 we introduce formal (pre)stacks and formal thickenings, mainly following [8, 9] and [5] , and compare these with formal moduli problems. In §4.2 we state a consequence, for Lie algebroids, of the previous §, and we sketch an alternative proof that is based on Koszul duality contexts and morphisms thereof. In §4.3 we show that formal thickenings of X fully faithfully embed in Lie algebroids on X, and we conjecture that this actually is an equivalence.
Notation
Below are the notation and conventions we use in this paper.
Categories, model categories and ∞-categories
-We make use all along of the language of ∞-categories. We will only use (∞, 1)-categories, that is categories where all k-morphisms for k ≥ 2 are invertible. By ∞-categories, we will always mean (∞, 1)-categories.
-Abusing notation, we will denote by the same letter an ordinary (i.e. discrete) category and its associated ∞-category.
-If M is a given model category, we write W M for its subcategory of weak equivalences, and M := M[W
−1
M ] for the associated ∞-category (unless otherwise specified, localization is always understood as the ∞-categorical localization, that is Dwyer-Kan simplicial localization).
-Going from M to M is harmless regarding (co)limits: homotopy (co)limits in M correspond to ∞-categorical (co)limits in M.
-Conversely, any presentable ∞-category can be strictified to a model category (i.e. is of the form M for some model category M). In the whole paper, we will only deal with presentable ∞-categories.
-Let cat ∞ be the ∞-category of (small) ∞-categories. It can be obtained as the ∞-category associated with the model category qcat of (small) quasi-categories.
-We denote by sSet the model category of simplicial sets (endowed with Quillen's model structure). The associated ∞-category is denoted by sSet, it is equivalent to ∞Grpd. We denote by spa its stabilization (see §2.1), it is the category of spectra.
-When writing an adjunction horizontally (resp. vertically), we always write the left adjoint above (resp. on the left ) and the right adjoint below (resp. on the right ). This means that when we write an adjunction as F : C −→ ←− D : G, F is the left adjoint.
Complexes
-The letter k will refer to a fixed field of characteristic zero.
-The category mod k is the model category of unbounded complexes of k-modules from [13] (it is known as the projective model structure), and mod k is its associated ∞-category. For this model structure, weak equivalences are quasi-isomorphisms, and fibrations are componentwise surjective morphisms.
-The category mod ≤0 k is the model category of complexes of k-modules sitting in nonpositive degrees, and mod ≤0 k is its associated ∞-category. For this model structure, fibrations are componentwise surjective morphisms in degree ≤ −1.
-In the sequel, we will consider categories of complexes with an additional algebraic structure (like commutative differential graded algebras, or differential graded Lie algebras). They carry model structures for which fibrations and weak equivalences are exactly the same as the ones for complexes. It is such that the "free-forget" adjunction with mod k (or, mod ≤0 k ) is a Quillen adjunction. We refer the reader to the paper [13] for more details.
Differential graded algebras
-The category cdga k denotes the model category of (unbounded) unital commutative differential graded k-algebras (that is commutative monoids in mod k ), and cdga k denotes its associated ∞-category.
-A (unbounded) unital commutative differential graded k-algebra will be called a "cdga".
-The category Calg aug k is the slice category cdga k/k , i.e. the category of augmented k-algebras. It is equivalent to the category Calg nu k of non-unital commutative differential graded algebras. This equivalence is actually a Quillen equivalence.
-The category cdga ≤0 k denotes the model category of cdgas over k sitting in nonpositive degree. The associated ∞-category is denoted by cdga ≤0 k . -For any A ∈ cdga k we write mod A for the model category of left A-modules, and mod A for its associated ∞-category.
-Note that mod A is a stable ∞-category. This can be deduced from the fact that mod A is a triangulated dg category. The looping and delooping functors Ω * and Σ * are then simply given by degree shifting ( * )[−1] and ( * ) [1] , respectively.
-We define cdga A is then the model category of A-algebras (commutative monoids in mod A ), and cdga A is the corresponding ∞-category.
-All these definitions have relative counterparts: if A is a cdga and if B is an object of mod A , then cdga A/B is the slice category (cdga A ) /B of relative A-algebras over B.
Differential graded Lie algebras and L ∞ algebras -We denote by Lie k the model category of (unbounded) diffential graded Lie algebras over k (i.e. Lie algebra objects in mod k ). The associated ∞-category is denoted by Lie k .
-A differential graded Lie algebra over k will be called a "dgla".
-Remark that Lie k is equivalent to the localization of the category of L ∞ -algebras, with morphisms being ∞-morphisms, with respect to ∞-quasi-isomorphisms (see e.g. [31] ).
1 Introduction to pointed formal moduli problems for commutative algebras
Small augmented algebras
For any dg-algebra A and any A-module M, we can form the square zero extension of A by M; we denote it by A ⊕ M where there is no possible ambiguity. We set first some crucial definitions for the rest of the paper:
is the ∞-category of augmented cdgas. -H n (A) = {0} for n positive and for n sufficiently negative.
-All cohomology groups H n (A) are finite dimensional over k. 4 Since we are working in the ∞-categorical framework, pullback means homotopy pullback. 5 Hence we allow all morphisms in the category Calg sm k , not only small ones.
-H 0 (A) is a local ring with maximal ideal m, and the morphism H 0 (A)/m → k is an isomorphism.
Moreover, a morphism A → B between small objects is small if and only if H 0 (A) → H 0 (B) is surjective. Remark 1.3. Let us make a few comments on this statement, in order to explain its meaning and link it to classical results in commutative algebra and deformation theory.
-Observe that small algebras are nothing but graded dg-artinian algebras concentrated (cohomologically) in nonpositive degree.
-To get a practical grasp to the definitions of elementary and small morphisms, it is necessary to be able to compute homotopy pullbacks in the model category Calg
. This is a tractable problem since the model structure on cdga k is fairly explicit, and Calg aug k is a slice category of cdga k .
-If a small object A is concentrated in degree zero, the theorem says that A is small if and only if
A is a local artinian algebra with residue field k. Let us explain concretely why this holds (the argument is the same as in the general case). If A is a local artinian algebra, then A can be obtained from the residue field as a finite sequence of (classical) small extensions, that is extensions of the form
where R 1 , R 2 are local artinian with residue field k, and (t) is the ideal generated by a single element t annihilated by the maximal ideal of R 2 (hence it is isomorphic to the residue field k). In this way we get a cartesian diagram
in Calg aug k
. Since the bottom horizontal map is surjective in each degree, it is in particular a fibration. Therefore this diagram is also cartesian in Calg aug k , and is isomorphic to a cartesian diagram of the form
. Hence the morphism R 2 → R 1 is elementary.
-An important part of classical deformation theory in algebraic geometry is devoted to formal deformations of algebraic schemes. For a complete account, we refer the reader to the book [29] . Following the beginning of [23] , we will explain quickly how small morphisms fit in this framework. Given a algebraic scheme Z over k (that will be assumed to be smooth for simplicity), the formal deformation theory of Z deals with equivalence classes of cartesian diagrams
where A is a local artinian algebra with residue field k. This construction defines a deformation functor Def Z from the category of local artinian algebras to sets (or groupoids, we choose to work with stacks). The first important case happens when A = k[t]/t 2 . In this case, Kodaira-Spencer theory gives a bijection between isomorphism classes of deformations of X over Spec(k[t]/t 2 ) and the cohomology group H 1 (Z, T Z ). In other words, H 1 (Z, T Z ) is the tangent space to the deformation functor Def Z . The next problem of the theory is the following: when can an infinitesimal
. This can be interpreted in the framework of derived algebraic geometry as follows:
. This gives a fiber sequence of homotopy types
hence a long exact sequence
It turns out that the set π 0 (Def
Hence the obstruction class morphism
can be entirely understood by writing
as an elementary morphism.
The ∞-category of formal moduli problems
We start by introducing formal moduli problems in the case of cdgas:
A formal moduli problem (we write fmp) is an ∞-functor X : Calg sm k → sSet satisfying the following two properties: -X(k) is contractible.
-X preserves pull-backs along small morphisms.
The second condition means that given a cartesian diagram
where A → B is small, then
is cartesian. Remark 1.5. Observe that the second condition is stable under composition and pullback. Hence it is equivalent to replace in this condition small morphisms with elementary morphisms. We claim that we can even replace elementary morphisms with the particular morphisms
where f is elementary, that is given by a cartesian diagram
If we look at the diagram
and assume that X preserves pullbacks along the morphisms k → k ⊕ k[n], then the right square is cartesian, so the left square is cartesian if and only if the big square is cartesian (which is the case). Proof. Assume that X preserves pull-backs whenever morphisms in the diagram are surjective on H 0 . Consider a diagram of the type
Since M is an augmented k-algebra, the map
is cartesian. According to the preceding remark, this implies that X is a fmp.
We write FMP k for the full sub ∞-category of Fun(Calg sm k , sSet) consisting of formal moduli problems.
A glimpse at the description of FMP k
In this section, we explain some heuristical aspects of the proof of the following theorem: [27] ). There is an equivalence of ∞-categories Lie k → FMP k . Remark 1.8. Again, we discuss various points in this theorem related to more classical material.
-Let us first give a naive idea about how the ∞-functor can be defined on a "sufficiently nice" dgla.
The procedure is rather classical; we refer the reader to [15] and [16] for further details. If g is a dgla of over k, we can consiter its (discrete) Maurer-Cartan set
For any n ≥ 0, let Ω • (∆ n ) be the cdga of polynomial differential forms on the n-simplex ∆ n . The collection of the Ω
• (∆ n ) defines a simplicial cdga. Then we define the simplicial set MC(g) as follows:
We can attach to g a deformation functor Def g : Calg sm → sSet defined by
which defines (again in good cases) a formal moduli problem.
-
The main problem of the Maurer-Cartan construction is that the functor g → Def g does not always preserve weak equivalences. For dglas that satisfy some extra conditions (like for instance nipoltence conditions), Def g will be exactly the fmp we are seeking for. We will see very soon how Lurie circumvents this problem using the Chevalley-Eilenberg complex.
-To illustrate an example where the Maurer-Cartan construction appears, let us come back to deformation theory of algebraic schemes in a slightly more differential-geometric context: instead of algebraic schemes we deform compact complex manifolds. We can attach to a complex compact manifold Z the Dolbeault complex of the holomorphic tangent bundle T Z , which is the complex
We see this complex as a dgla over C, the Lie structure being given by the classical Lie bracket of vector fields and the wedge product on forms. Then it is well known (see e.g. [17, Lemma 6.1.2]) that deformations of Z over an artinian algebra A yield m A -points in the Maurer-Cartan set of the dgla (A 0,• (T Z ), ∂). In this example, we see in a very concrete way how the dg-Lie algebra pops up: the deformation functor Def Z is nothing but schematic points on the Maurer-Cartan variety attached with (A 0,• (T Z ), ∂) modulo gauge equivalence.
Let us now explain the good construction of the equivalence from Lie k to FMP k . First we start by recalling the following standard definitions: Definition 1.9. For any dgla g, we define the homological and cohomological Chevalley-Eilenberg complexes CE • (g) and CE
• (g) as follows:
-As a graded vector space, CE • (g) = S (g [1] ). The differential is obtained by extending, as a degree 1 graded coderivation, the sum ot the differential g[1] → g [2] with the Lie bracket S 2 (g [1] ) → g [2] . Jacobi identity and Leibniz rule ensure that this coderivation squares to zero. The complex CE • (g) is actually an (coaugmented, counital, and conilpotent) cocommutative coalgebra object in the category of complexes.
-CE
• (g) is the linear dual of CE • (g), it is an augmented cdga.
Remark 1.10.
-Observe that the above definition still makes sense for an L ∞ -algebra g. Indeed, an L ∞ -algebra structure on g is defined as a degree 1 graded codifferential that makes S (g [1] ) a coaugmented counital cocommutative differential graded coalgebra.
-It is possible to prove that CE
-Let V be an object of mod k , and let free (V) be the free dgla generated by V. Then CE • (free (V)) and CE • (free (V)) are quasi-isomorphic to the square zero extensions k ⊕ V [1] and k ⊕ V * [−1] respectively.
-For any cdga A and any dgla g of finite dimension over k, there is a map
which is in good cases an isomorphism. Let ϕ be in Hom cdga k (CE • (g), A). Forgetting the differential, it defines an algebra morphism from the completed algebra S (g * [−1]) to A. In particular, we have a map φ : g * [−1] → A, and since g is finite-dimensional, we can see the morphism φ as a map k[−1] → g ⊗ A, hence an element x of (g ⊗ A)
1 . Now we have a commutative diagram
Unwrapping what it means expressing φ with x, we end up exactly with the Maurer-Cartan equation dx + [x, x] = 0. The reason why the map (1) is not always bijective is that CE • (g) is not the symmetric algebra of g * [−1], but it is the completed symmetric algebra.
-There is a simplicially enrichement of (1), given by
Apart from the completion issue that we have already discussed, this morphism may not be an equivalence as CE • (g) may not be a cofibrant object in cdga k .
Sketch of the construction of the equivalence.
-The Chevalley-Eilenberg construction preserves weak equivalences, hence defining an ∞-functor , sSet) as follows:
The functor ∆ will define the equivalence we are seeking for.
-Let us explain why ∆ factors through FMP k . We introduce the notion of good object: a dg-Lie algebra L is good if there exists a finite chain 0
in Lie op k . We denote by Lie gd k the full subcategory of Lie op k consisting of good objects. We see that good objects are formally the same as small ones in Lie op k , using the sequence of objects
. This will be formalized using the various notions of deformation contexts developed in the next section.
-The next step consists of proving that if g is good, the counit morphism DCE
is an equivalence. This is the crucial technical input and will be proved in Proposition 2. 
where N and M are small, then
is cartesian in Lie op k , and therefore
is also cartesian in sSet. This implies that ∆ is an object of FMP k . Hence ∆ factors through the category FMP k .
2 General formal moduli problems and Koszul duality
Deformation contexts and small objects
In this section, we will explain how the notions of small and elementary morphism make sense in a broader categorical setting. We start by some general facts on ∞-categories.
-If C is an ∞-category with finite limits 7 , its stabilization Stab(C) can be described as the ∞-category of spectrum objects (also called infinite loop objects) in C. An object of Stab(C) is a sequence E = (E n ) n∈Z of pointed objects 8 together with weak equivalences E n → ΩE n+1 . We often write E n = Ω ∞−n E.
-If C is stable, then Stab(C) is naturally equivalent to C via the map sending (E n ) n to E 0 .
-If C is an ∞-category with finite limits and c is an object of C, then the stabilization Stab( C is equivalent to Stab(C). Indeed, the ∞-categories of pointed objects in C and c/ C are themselves equivalent.
-If C is an ∞-category with finite limits and c is an object of C, then the stabilization Stab(C /c ) of its slice ∞-category C /c is the category of spectrum objects in the ∞-category idc/ (C /c ) of sequences c → d → c such that the composition is the identity.
-If C = sSet, then Stab(C) is the ∞-category spa of spectra (that is spectrum objects in spaces). Definition 2.1. A pair (C, E), where C is a presentable ∞-category with finite limits and E is an object of Stab(C), is called a deformation context. Given a deformation context (C, E):
(where * is a terminal object in the category C).
-A morphism in C is small if it can be written as a finite sequence of elementary morphisms.
-An object c is small if the morphism c → * is small.
We let (C, E)
sm be the full subcategory of C spanned by the small objects. When it is clear from the context, we may abuse notation and write C sm := (C, E) sm .
Let us give two examples of deformation contexts:
Example 2.2. If C = mod k , which is already stable, then we have an equivalence
In this context we will mainly consider the spectrum object
Remark 2.3. Instead of working over the ground field k, we can work over an arbitrary cdga A. Then we can take C = mod A and E = (A[n + 1]) n∈Z in Stab(C). 
Remark 2.5. One can prove in a similar way that the stabilization Stab(cdga A/A ) of the ∞-category
In this case a natural spectrum object to consider is
We have the following obvious, though very useful, lemma, which allows to transfer deformation contexts along adjunctions: Lemma 2.6. If (C, E) is a deformation context and if we are given an adjunction Hence the deformation context from Example 2.9 can also be obtained by transfer from the one given in Example 2.8.
The main observation is that formal moduli problems make sense with Calg aug k being replaced by any deformation context (C, E). We write FMP(C, E) for the ∞-category of formal moduli problems associated with it. Then FMP Calg
In all these examples, though, the use of transfer is not strictly necessary. Indeed, all the categories involved have a stabilization that is equivalent to mod A .
Dual deformation contexts and good objects
We introduce the dual concept of a deformation context: 
Just like deformation contexts, dual deformation contexts can be transported using adjunctions: assume to be given a dual deformation context (D, F) as well as an adjunction T :
is a dual deformation context on D ′ , since T preserves colimits (hence limits in the opposite category). Using this, one can build a lot of dual deformation contexts starting from mod A .
Example 2.13. For instance, the adjunction
Example 2.14. Let T be an A-module. Then the pull-back functor − × T 0 : mod A/T → mod A along the zero morphism 0 → T admits a left adjoint: it is the functor sending an A-module S to the zero morphism S
→ T . This yields the dual deformation context mod
Definition 2.15. Given a dual deformation context (D, F), an object (resp. morphism) of D is good if it is small when considered as an object (resp. morphism) of D op . More explicitely, if ∅ denotes the initial element of D, an object b of D is good if there is a finite sequence of morphisms
i.e. each f i fits into a pushout square
in D for some n ≥ 1. We let (D, F) gd be the full subcategory of D spanned by the good objects, which we might simply denote D gd if there is no ambiguity.
Let us give a somehow nontrivial example. Let A be a k-algebra 10 , and consider the dual deformation Proof. Recall that a perfect complex is the same as a dualizable object, which means a complex quasiisomorphic to a finite complex consisting of projective A-modules of finite type. Let K be a perfect complex concentrated in positive degree and prove, by induction on the amplitude, that K is good. If 10 A is concentrated in degree 0. the amplitude is 0 then K is quasi-isomorphic to P[−n], for n ≥ 1, with A r = P ⊕ A q . We have the following push-out square in mod A :
Hence A q [−n − 1] is good. We then also have another push-out square:
Hence the morphism
Performing the induction step is now easy: let K be a positively graded complex of finitely generated projective A-modules of some finite amplitude d > 0, let n > 0 be the index where K starts and let P = K n . We have a push-out square:
where τ >n is the stupid truncation functor, and using again that A r = P ⊕ A q we get another push-out square:
But τ >n K is good (by induction on the amplitude) and A q [−n − 1] is good as well, thus so is K. This finishes the induction step.
For the converse statement, it suffices to observe that, given a push-out square
in mod A , where n ≥ 1, and K is perfect and concentrated in positive degrees, then so is L. .
Similarly, one can prove that small objects for the deformation context mod A , (A[n + 1]) n are perfect complexes of A-modules cohomologicaly concentrated in negative degrees. We leave it as an exercise to the reader.
Remark 2.17. If we replace the k-algebra A by a bounded cdga concentrated in non-positive degrees, then one can still prove that good objects are perfect A-modules that are cohomologically generated in positive degree. In other words, a good object is quasi-isomorphic, as an A-module, to an A-module P having the following property: as a graded A-module, P is a direct summand of A ⊗ V, where V is a finite dimensional positively graded k-module.
Koszul duality contexts
We now introduce the main notion that is needed to state Lurie's theorem on formal moduli problems in full generality: Definition 2.18. (1) A weak Koszul duality context is the data of :
such that for every n ≥ 0 there is an equivalence E n ≃ D ′ F n .
(2) A Koszul duality context is a weak Kozsul duality context satisfying the two additional properties:
is conservative and preserves small sifted colimits.
With a slight abuse of notation, we will denote the whole package of a (weak) Koszul duality context by
Observe that there may be more objects of D for which the counit morphism is an equivalence, than just good objects. We call them reflexive objects.
Example 2.19. The only elementary Koszul duality context we can give at this stage is the following: if A is a bounded cdga concentrated in nonpositive degrees,
To prove that it is indeed a Koszul duality context, we use Lemma 2.16 and Remark 2.17: a good object in mod op A is a perfect A-module (generated in non-negative degrees), so it is isomorphic to its bidual. Lastly, the functor Θ is simply the forgetful functor
which is conservative. Note that there are strictly more reflexive objects than good ones: for instance, ⊕ n≥0 A[−n] is reflexive, but not good (it is an example of an almost finite cellular object in the terminology of [11] ).
There is a peculiar refinement of the above example, that will be useful for later purposes.
Example 2.20. Let A be a bounded cdga concentrated in nonpositive degrees, and let L be an A-module. We have a weak Koszul duality context
Observe that, contrary to what one could think, it is not required that L is perfect, or even just reflexive. Indeed, for
the following commuting diagrams completely determine each other:
We claim that this is actually a Koszul duality context. Indeed, one first observes that good objects are given by morphisms K → L ∨ where K is a good object in mod A . Hence they are again isomorphic to their biduals. Lastly, the functor Θ is the composition of the pull-back functor − ×
the zero morphism 0 → L ∨ , with the forgetful functor mod A → spa from the previous example. They are both conservative, hence Θ is.
There are a few properties that can be deduced from the definition, which are absolutely crucial. 
where f is small and M is small. Then the image of this diagram by D is still a pullback diagram.
Proof. The proof is clever but completely formal, and doesn't require any extra input.
(A) This is straightforward:
(B) We procced in two steps. First we prove it if M is for the form D ′ (N) for some good object N. This is easy: the composition
is an equivalence (it is homotopic to the identity). Now since N is good, the map DD ′ (N) → N is an equivalence, which achieves the proof. Now we prove that every small object can be written as D ′ (X) where X is good. This will in particular imply that D maps small objects to good objects 12 . We argue by induction. Let us consider a cartesian
X is good. Now we apply D ′ , which preserves limits. We get a cartesian diagram isomorphic to
(C) This is a direct consequence of (B).
(D) We can reduce to diagrams of the form
Then the property follows from (C).
Morphisms of (weak) Koszul duality contexts
We will now introduce the notion of morphisms between weak Koszul duality contexts. It will be extremely useful in the sequel.
be two weak Koszul duality contexts.
A weak morphism between these two duality contexts is a pair consisting of 4 pairs of adjoint functors appearing in the diagram
Example 2.23. Let L be an A-module. We then have the following weak morphism from the Koszul duality context of Example 2.20 to the one of Example 2.19:
where cofib = 0
Notice that the natural equivalence from condition (A) above has a mate θ which we define pictorially as the composition where id and id are used to depict units and counits of vertical adjunctions. In other words, the mate θ is the composition SD
24. The commutativity of the square of right adjoints implies the commutativity of the square of left adjoints. Hence there is a natural equivalence D 2 S ∼ = YD 1 that pictorially reads , and the mate θ can also be identified with the following composition:
is an equivalence. Definition 2.26. A morphism of weak Koszul duality contexts is a weak morphism such that, borrowing the above notation:
(C) The functor Y is conservative and sends good objects to reflexive objects.
(D) The commuting square of right adjoints satisfies the Beck-Chevalley condition locally at good objects.
The main feature of this definition is a result allowing to transfer Koszul duality contexts along morphisms:
Proposition 2.27 (Transfer theorem). Assume to be given a morphism between two weak Koszul duality contexts. If the target deformation context is a Koszul duality context, then the source is also a Koszul duality context. Proof. For any object d in D 1 , we have 
We claim that it commutes. Indeed, writing the mate explicitely gives a diagram -The functor fib is conservative.
-If K → L ∨ is good then K itslef is good, thus perfect, in mod A , and thus fib(K → L ∨ ) is reflexive as soon as L ∨ is so. 
Proof. We consider the diagram (see Remark 1.10):
We can fill it with left adjoints everywhere. This gives the following (nice!) diagram:
We claim that these four adjunctions define a morphism of weak Koszul duality contexts. Properties (A) and (B) are true, so that we have a weak morphism. We will now prove that it is actually a morphism, so that we get the result, using Proposition 2.27 and the fact that the bottom adjunction is a Koszul duality context (Example 2.19).
The functor forget is conservative. Let us now prove that, if g is good, then it is equivalent to a very good dgla: a good dgla with underlying graded Lie algebra being generated by a finite dimensional graded vector space sitting in positive degrees.
Lemma 2.30. Any good dgla g is quasi-isomorphic to a very good one.
Proof of the lemma. We first observe that 0 is very good. We then proceed by induction: assume that g is very good, and consider a dgla g ′ obtained by a pushout
The first trick is that free k[−n − 1] is cofibrant and g is fibrant (every object in Lie k is).
Hence the morphism free k[−n − 1] in the ∞-category Lie k can be represented by a honest morphism in Lie k . The next step consists in picking a cofibrant replacement of the left vertical arrow. A cofibrant replacement is given by the morphism
Hence our pushout in Lie k is represented by the following honest non-derived pushout in Lie k :
This pushout is obtained by making the free product of g and free cone (k
, and then by taking the quotient by the image of the ideal generated by free k[−n − 1]. This completes the induction step: g ′ is still very good.
This in particular shows that forget sends good objects to reflexive objects for the dual deformation context (mod k , k[−n − 1]), and thus (C) holds. It remains to prove (D), which is the main delicate point of the proof. Recall for that purpose that, for a dlga g, θ g is defined as the following composition, where we omit the forget functor (its appearance being obvious):
At this point it is important to make a rather elementary observation: the composed cdga morphism CE
is nothing but the projection onto the quotient by the square I 2 of the augmentation ideal I = ker(CE • (g) → k) whenever g is very good 13 .
We now introduce the uncompleted Chevalley-Eilenberg cdga CE
• (g) (it is obviously a graded subalgebra, and it can be easily checked as an exercise that it is stable under the differential). The quotient by the square of its augmentation ideal is still k ⊕ g * [−1], and we have the following commuting diagram and its image through the left-most vertical adjunction of our square:
% % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
In order to prove that θ g is an equivalence when g is good, we will prove that both θ g and L(ι g ) are.
Let us start with the following lemma:
Lemma 2.31. Let A be an augmented cdga, with augmentation ideal J, that is cofibrant as a cdga. Then the morphism L(A) → J/J 2 [1] associated with the projection A → k ⊕ J/J 2 is an equivalence.
Proof. First of all, the projection A → k ⊕ J/J 2 is an actual morphism in the category cdga k , so that we have a factorization
where:
The lemma is proved.
We then observe that when g is very good (which we can always assume without loss of generality when dealing with good dglas), then CE • (g) is cofibrant and thus θ g is an equivalence 14 .
Lastly, it can be shown that CE • (g) is flat over CE • (g), which implies that the natural map
is also an equivalence, which shows (after applying
) is an equivalence.
Description of general formal moduli problems
Assume that we are given a Koszul duality context
We can define a functor Ψ : D → Fun(C, sSet) by the composition
where Y is the Yoneda functor d → Hom D op (d, −).
Theorem 2.32 (Lurie [23]). Given a Koszul duality context
The functor Ψ factors through FMP(C, E) and the induced functor
is an equivalence.
Sketch of proof. The first point is a direct consequence of Proposition 2.21 (D)
. The proof that Ψ is an equivalence proceeds on several steps.
-The first step consists of proving that Ψ is conservative. This follows almost immediately from the hypotheses. Indeed, let f : X → Y an arrow in D inducing isomorphic formal moduli problems. We have Ψ(X) = Hom D (D( * ), X) and similarly for Y. Since all E n are small and D(E n ) ≃ F n , f induces an equivalence of spectra
Since Hom D (F n , −) : D → spa is conservative, f is an equivalence.
14 Here is another approach, avoiding the use of very good models. If g is a dgla then there is an L∞-structure on H * (g) that makes it equivalent to g in Lie k . If moreover g is good then H * (g) is finite dimensional and concentrated in positive degree, so that the L∞-structure has only finitely many non-trivial structure maps. Thus the uncompleted Chevalley-Eilenberg cdga CE
• H * (g) can be defined, is cofibrant, and is equivalent to CE • (g).
-The next step consists in proving that Ψ commutes with limits and accessible colimits, so it has a left adjoint. This part is elementary, and uses the same techniques as in Proposition 2.21. We denote this left adjoint by Φ.
-The functor Ψ being conservative, it suffices to prove that the unit id FMP(C,E) ⇒ Ψ • Φ is an equivalence. This is the most technical part in the proof: it involves hypercoverings to reduce to pro-representable moduli problems; this is where the condition on sifted colimits plays a role. Here pro-representable means small limit of fmp representables by small objects.
-In the representable case, we can explain what happens: we have an adjunction diagram 
Using this, the unit map of Y c is given by the unit map of the adjunction between D and D ′ via the natural equivalence
Using Proposition 2.21 (B)
, we see that this map is an equivalence of formal moduli problems.
The tangent complex
In this section, we introduce the tangent complex associated to a formal moduli problem. We start with a very general definition.
Definition 2.33. Let (C, E) be a deformation context. For any fmp X in FMP(C, E), its tangent complex T X is the spectrum X(E) = X(E n ) n .
Remark 2.34. There is a slight subtelty in the definition of T X , as X(E n ) is only defined for n ≥ 0. However, this suffices to define it uniquely as a spectra, by putting (T X ) −m := Ω m * (T X ) 0 . Assume now to be given a Koszul duality context
Then we have the following result:
Proposition 2.35. The following diagram commutes:
y s s s s s s s s s s spa
Proof. This is straightforward:
Remark 2.36. If D is k-linear (resp. A-linear), then Θ actually lifts to mod k (resp. mod A ): indeed, replacing Hom D (F n , −) by its enriched version HOM D (F n , −) gives us the lift of Θ.
Example 2.37. Going back to Example 2.19 we get that, for an A-module M,
In the enriched version, we have
We now deal with functoriality: Proposition 2.38. Assume to be given a weak morphism
between two Koszul duality contexts. Then there is an induced commuting diagram
Proof. We begin by proving that
(1) First, for every n ≥ 0:
(2) Then, T being a right it preserves in particular pull-backs along * → E n,2 , and thus send them to pull-backs along * → E n,1 whenever ≥ 0. Hence it sends small objects to small objects.
(3) Finally, let F be an fmp for (C 1 , E 1 ). Then F • T ( * ) ≃ F( * ) ≃ * (because T is a rigth adjoint and F is an fmp), and F • T preserves pull-back along * → E n,2 (thanks to the second point and that F is an fmp).
Note that Z also sends good objects to good objects (the proof is the same as for the second point above). We now come to the proof of the commutativity of the square, which is essentially based on the following Lemma: Lemma 2.39. There is a natural transformation D 1 T ⇒ ZD 2 that is an equivalence on small objects.
Proof of the Lemma. The commutativity of the square of left adjoints tells us there is a natural equivalence T D 
, that can also be depicted as . We then observe that -on small objects, the unit id ⇒ D ′ 2 D 2 is an equivalence. -ZD 2 sends small objects to good objects (D 2 realizes an equivalence between smalls and goods, and Z preserves the goods).
-on good objects, the co-unit D 1 D ′ 1 ⇒ id is an equivalence. Hence the mate D 1 T ⇒ ZD 2 is an equivalence on small objects. The commutativity of the square then reads as follows (recall that we are reasonning on the category of small objects):
−, ZD 2 (−) (using the mate)
Finally, we have to prove that the triangle commutes. This is obvious: X • T (E n,2 ) ≃ X(E n,1 ).
Example 2.40.
Let us see what it implies for our preferred morphism of Koszul duality complex:
Note that we are in the k-linear situation, hence viewing the tangent complex as an object in
Hence we obtain the following beautiful result, explaining one of the phenomenon mentionned in the introduction:
The underlying complex of the dgla
The following proposition describes the tangent complex of a representable moduli problem:
Proof. It is a simple calculation:
Hence, using the canonical identification Stab(mod k ) ≃ mod k we get that T A ≃ T A ⊗ A k.
As a consequence, we get that T k/A ≃ T A ⊗ A k[−1] carries a dgla structure.
DG-Lie algebroids and formal moduli problems under Spec(A)
In this part, A will denote a fixed cdga over k that is concentrated in non-positive degree and cohomologically bounded. In what follows the boundedness hypothesis is important; we will explain precisely where it has to be used.
Split formal moduli problems under Spec(A)
One of the main purpose of the work [11] (in the local case) is to prove that the equivalence provided by Theorem 2.21 can be extended when replacing the ground field k by A. We have (see Lemma 2.4)
We consider the deformation context cdga A/A , (A ⊕ A[n]) n . Then Hennion's result runs as follows:
Theorem 3.1 (Hennion [11] ). If A is a cohomologically bounded cdga concentrated in non-positive degree, there is an isomorphism
where
Remark 3.2. In [11] , there is the additional assumption that H 0 (A) is noetherian, but it does not appear to be necessary.
Hints of proof. The strategy is to produce a Koszul duality context 
where L A (R) = L A/R and try to construct a morphism between weak Koszul duality contexts. This works exactly as in the proof of Proposition 2.29. Remark however that the cohomological boundedness of A is crucial, otherwise condition (C) of morphisms between weak Koszul duality contexts would be violated: the forgetful functor is conservative, of course, but it wouldn't send good objects to reflexive objects. More precisely, even if Lemma 2.30 still holds in this context 15 , very good dglas over A are not necessarily reflexive as A-modules (for instance if A is not a bounded k-algebra, then free A[−2] is not quasi-isomorphic to its double dual as a complex of A-modules). But they are whenever A is bounded.
All results of the previous Section remain true if one replaces k with a bounded A. For instance, we have the following analog of Proposition 2.41: 
Corollary 3.4. The A-module T A [−1] is a Lie algebra object in mod A .
In [11] , Hennion proves global versions of the above results, and shows in particular that if X is an algebraic derived stack locally of finite presentation, then T X [−1] is a Lie algebra object in QCoh(X). This again explains (and generalizes) a phenomenon that we mentioned in the introduction. 15 A very good dgla over A is a good dgla over A such that -the underlying A-module is projective.
-the underlying graded Lie algebra is freely generated over A by finitely many generators in positive degree.
DG-Lie algebroids
In this section, we introduce the notion of dg-Lie algebroids, which is the dg-enriched version of Lie algebroids. This will be used to construct a Koszul duality context for A-augmented k-algebras in the next section. Informally, a (dg)-Lie algebroid is a Lie algebra L over k such that L is an A-module, A is a L-module, both structures being compatible. More precisely: Definition 3.5. A (k, A)-dg-Lie algebroid is the data of a dgla L over k endowed with an A-module structure, as well as an action of L on A, satisfying the following conditions: -L acts on A by derivations, meaning that the action is given by a A-linear morphism of k-dglas ρ : L → Der k (A), called the anchor map.
-The following Leibniz type rule holds for any a ∈ A and any ℓ 1 , ℓ 2 ∈ L:
Morphisms of (k, A)-dg-Lie algebroids are A-linear morphisms of dglas over k commuting with the anchor map.
Remark 3.6.
-Every A-linear dgla defines a dg-Lie algebroid: it suffices to keep the same underlying object and to set the anchor map to zero. On the other hand, if L is a (k, A)-dg-Lie algebroid, the kernel of the anchor map is a true A-linear dgla. These two constructions are adjoint.
-Given a pair (k, A), it is possible (see [20] ) to attach to any object V of mod A/Der k (A) a free (k, A)-dg-Lie algebroid, denoted by free (V). The functor V → free (V) is the left adjoint to the forgetful functor from (k, A)-dg-Lie algebroids to A-modules lying over Der k (A).
-The Chevalley-Eilenberg construction can be performed for
) and the differential reads as follows (omitting signs):
This defines a functor CE
• k/A from (k, A) dg-Lie algebroids to A-augmented k-cdgas.
-If two cdgas A and A ′ are equivalent, then the ∞-categories Lie A and Lie A ′ are equivalent. It is impossible to expect this kind of result for (k, A)-dg-Lie algebroids, due to the presence of the derivations of A (which is not an ∞-functor). This motivates the next forthcoming definition. Definition 3.7. A derived (k, A)-dg-Lie algebroid is a (k, QA)-dg-Lie algebroid, where QA is a cofibrant replacement of A. We denote by Lie k/A the category of (k, QA)-dg-Lie algebroids.
It can be proved that the category Lie k/A has a naturel model structure obtained by transferring the model structure of mod QA/Der k (QA) via the adjunction free : mod QA/Der k (QA) −→ ←− Lie k/A : forget (see [32] ). Hence we get an ∞-category Lie k/A together with an adjunction
where T A ≃ Der k (QA) is the tangent complex of A.
Remark 3.8 (Corrigendum). Actually, the transferred structure is only a semi-model structure, as shown in [25] . One can consider the under-category h/ Lie k/A , where h is a fibrant-cofibrant replacement of the initial Lie algebroid 0. It happens to be a genuine combinatorial model category that is obviously Quillen equivalent to Lie k/A (see [26, Remark 2.5] ). Hence the ∞-category Lie k/A is presentable.
In the sequel, we will always assume that A is cofibrant (which is possible after taking a cofibrant replacement). In this way, derived (k, A)-dg-Lie algebroids will be usual (k, A)-dg-Lie algebroids.
Observe that Lie k/A can be made into a dual deformation context: namely, we transfer the dual 
Formal moduli problems under Spec(A)
In this section, we are looking at a more general situation as in §3.1: we look at A-augmented k-algebras, where A is a bounded cdga in non-positive degrees, which we assume to be cofibrant. Recall from Remark 2.5 that we have a deformation context cdga k/A , (A ⊕ A[n]) n . The aim of this section is to give a description of formal moduli problems for A-augmented cdgas over k.
The motto behind what follows will be the following one:
Going from A-augmented A-algebras to A-augmented k-algebras corresponds via Koszul duality to go from Lie algebras over A to (k, A) Lie algebroids.
The precise result we want to prove is:
Theorem 3.9. Given a cdga A as above, there is a Koszul duality context
This in particular implies that there is an equivalence
Proof. The first step consists in building the weak Koszul duality context. A reasonnable candidate for the right adjoint functor is the Chevalley-Eimenberg functor
Here are a few properties of the Chevalley-Eilenberg functor that carry on to the Lie algebroid setting:
is the universal envelopping algebra of L (see e.g. [28] for the definition of U(A, L))
16 .
-
-CE We thus have a weak Koszul duality context
The next step is to prove that it is a Koszul duality context, by following the strategy of Proposition 2.29. We first consider the diagram
that one can fill everywhere with left adjoints, giving rise to the following weak morphism of weak Koszul duality contexts:
Knowing, from Example 2.20, that the bottom weak Kozul duality context is actually a Koszul duality context, according to Proposition 2.27 it remains to prove that this weak morphism is a morphism.
The functor forget is conservative. Let us now prove that, if L is good, then it is equivalent to a very good dg-Lie algebroid: i.e. a good dg-Lie algebroid that is of the form g 0 → T A for a very good dgla g over A.
Lemma 3.10. Any good dg-Lie algebroid L is quasi-isomorphic to a very good one.
Proof of the lemma. We first observe that 0 is very good. We then proceed by induction: assume that L is very good, and consider a dg-Lie algebroid L ′ obtained by a pushout
where L is a chosen fibrant replacement of L. Now, we observe that one can chose L := L ⊕ h, where h is a fibrant replacement of 0, so that the replacement morphism L → L splits. All in all, any morphism free
Next, a cofibrant replacement of the left vertical arrow is given by the morphism
Hence our pushout in Lie k/A is represented by the following honest non-derived pushout in Lie k/A :
for some very good dgla g over A. We finally observe that the functor
This in particular shows that, again under the boundedness assumption on A, forget sends good objects to reflexive objects; hence (C) holds. It remains to prove (D).
We consider the natural morphism θ L defined as the following composition:
where ρ is the anchor map 17 . Again, the cdga morphism
is nothing but the obvious projection (onto the quotient by the square of the augmentation ideal whenever L is very good).
As in the proof of Proposition 2.29 we consider the uncompleted Chevalley-Eilenberg sub-cdga CE
we have the following commuting diagram and its image through the left-most vertical adjunction of our square:
In order to prove that θ L is an equivalence when L is good, it suffices to prove that both θ L and L(ι L ) are. Let us start with the following variation on Lemma 2.31:
Lemma 3.11. Let B be an A-augmented k-cdga, with augmentation ideal J, that is cofibrant as a k-cdga, and such that the augmentation morphism is a fibration. Then the morphism L(B)
) associated with the projection B → A/J 2 is an equivalence.
Sketch of proof. First of all, observe that
) which can be proven to be obtained as the composition:
is an equivalence. -The last morphism is an equivalence, because B and A are cofibrant, and B → A is a fibration.
We then observe that -the augmentation map CE
-when L is very good (which we can always assume without loss of generality when dealing with good dg-Lie algebroids), then CE
Thus θ L is an equivalence if L is good. We again conclude with the very same flatness argument as in the proof of Proposition 2.29 in order to get that L(ι g ) is an equivalence.
The relative tangent complex
We want to comput the underlying anchored module of the dg-Lie algebroid associated with a representable fmp under Spec(A). We have an equivalence
Proposition 3.12. Let B be the representable fmp associated with an A-augmented k-algebra B. Then the image of Ψ k/A (B) along the forgetful functor
Sketch of proof. Using Proposition 2.38 together with Theorem 3.9, one sees that the image of Ψ k/A (B) along the forgetful functor is equivalent to the image of the representable fmp
According to the above proposition, the image of Ψ k/A (X) of an fmp under Spec(A) along the forgetful functor Lie k/A → mod A/T A deserves to be denoted T Spec(A)/X and called the "relative tangent complex of Spec(A) over X". Remark 3.13. Unsurprisingly, an easy calculation allows to prove that the tangent complex to an fmp under Spec(A) is
In the case A = k, we get back the Lie structure 18 on
Even if A is not k itself, we have a fiber sequence of Lie algebroids We consider the commuting diagram:
It can be filled with left adjoints in the following manner:
Here the right-most vertical adjunction is obtained from a Quillen adjunction: in particular Ξ is the left 19 derived functor of the functor given on models by the kernel of the anchor map.
18 A dg-Lie (k, k)-algebroid is nothing but a dgla. 19 Recall that we are working with opposite categories: Ξ : Lie Consequently, Proposition 2.38 tells us that we have the following commuting diagram
Let X be a formal moduli problem under Spec(A), and let L X := Φ k/A (X) be its relative tangent Lie algebroid. We then have:
Hence the Lie dgla structure on T X [−1] obtained by taking the fiber of the anchor map of the relative tangent Lie algebroid L X coincide with the one given on T X•forget . This answers our question: the split formal moduli problem under Spec(A) having Ξ(L X ) as tangent Lie algebra is X • forget. Remark 3.16. Geometrically, and following the intuitive ideas presented in the introduction, one shall understand X as a formal thickening Spec(A) → X of Spec(A). The geometric interpretation of X • forget is then as the split formal thickening Spec(A) → Spec(A) × X → Spec(A) given by the graph 20 of the previous one. Making this idea more precise is a bit complicated as Spec(A) is initial for the two ∞-categories of fmp's that we are considering. Hence Spec(A) × − does nothing, and shall be understood as composing with the forgetful functor.
Generalizations
Before going to the last, more geometric, Section of this survey, let us mention a few unnecessary assumptions that we have made for the sake of exposition:
-one can replace k with any cdga sitting (cohomologically) in non-positive degree and containing Q (as a sub-cdga).
-one can replace A with any k-cdga with a reflexive cotangent complex L A/k in mod A .
-one can replace k and A with presheaves of such cdgas on some given ∞-category.
In particular, let k → B → A be a sequence of cdgas, with k and B sitting cohomologically in nonpositive degree, and both L A/B and L A/k reflexive in mod A . One can show in a very similar fashion that the weak morphism of Koszul duality contexts from the previous subsection generalizes as follows:
Actually, the formal neighborhood of the graph.
This leads (again after Proposition 2.38) to a commuting square
Formal derived prestacks and formal thickenings
We start with several definitions and statements, mainly extracted from [5, 8, 9] .
Let us denote by dAff f.p. k the opposite ∞-category of non-positively graded k-cdgas A that are almost finitely presented : H 0 (A) is finitely generated as a k-algebra and H i (A) is a finitely presented H 0 (A)-module. We then define the ∞-category dPrSt f.p. k of locally almost finitely presented derived prestacks over k to be the ∞-category of presheaves on dAff f.p.
k . We say that a locally almost finitely presented derived prestack F is nilcomplete (convergent in the terminology of [8] ) if the canonical map
is an equivalence, where A ≤n denotes the n-th Postnikov truncation of A.
The full sub-∞-category dPrSt
spanned by nilcomplete prestacks is equivalent to the essential image of the right Kan extension from the full sub-∞-category dAff -F is infinitesimally cohesive: for any cartesian square of almost finitely presented non-positively graded k-cdgas
is surjective with nilpotent kernel, then the induced square
is cartesian as well.
-F admits a procotangent complex. Here we say that F admits a procotangent complex if it admits a procotangent complex L F,x at every point x : Spec(A) → F, and for every morphism of points
is an equivalence. We say that F admits a procotangent complex at given point x : Spec(A) → F if the functor Der F (x, −) of derivations is co-prorepresentable.
We denote by FdPrSt k the ∞-category of formal derived prestacks over k. For a derived prestack F, we denote by F red its associated reduced prestack F red := colim
where A red denotes the quotient of H 0 (A) by its maximal nilpotent ideal. We also consider the de Rham prestack F DR of F, that is defined as follows: F DR (A) := F(A red ). We now summarize the properties of reduced and de Rham prestacks:
-there are canonical maps F red → F → F DR , inducing equivalences (F red ) DR→ F DR and F red→ (F DR ) red .
This implies in particular that a morphism F → G induces an equivalence F red→ G red between their reduced prestacks if and only if it induces an equivalence F DR→ G DR between their de Rham prestacks.
-(−) red is left adjoint to (−) DR .
For any formal derived prestack X, one can consider the sub-∞-category Thick(X) of X/ FdPrSt spanned by those morphisms X → F that induce an equivalence X red → F red between the associated reduced prestacks. We call it the ∞-category of formal thickenings of X. Idea of the proof. We have a pull-back functor Thick Spec(
k , that consists in evaluating our prestack on Spec(A) → Spec(B) with B a small A-augmented k-cdga. This pull-back functor has a left adjoint, given by a left Kan extension 25 . One can prove (using infinitesimal cohesiveness) that a formal thickening is completely determined by its restriction on Spec(B)'s for which B red ≃ A red . We conclude by observing that the functor cdga
obviously factors through the category of those cdgas of finite type with reduced algebra equivalent to A red , and that this has a left adjoint: sending a B such that B red ≃ A red to A × A red B.
As a consequence, we have the following useful Corollary: Corollary 4.2. For any non-positively graded cdga A almost of finite type, there is an equivalence
Moreover, for any formal derived prestack X → Spec(A) over Spec(A) that exhibits Spec(A) as a formal thickening of X, we have an equivalence
In the second part of the Corollary, we abusively denote by the same symbol the formal derived prestack X and its associated formal moduli problem under Spec(A red ).
Proof. Let X → Y be a morphism of formal derived prestacks that induces an equivalence X red→ Y red between their associated reduced prestacks. Then we obviously have an equivalence Thick(Y) ≃ Y/
Thick(X).
To prove the first part of the Corollary, we begin with the obvious observation that the map Spec(A red ) → Spec(A) is a formal thickening of Spec(A red ). Hence we have an equivalence
Then we notice that the fmp A ∈ FMP k/A red is the pullback of Spec(A) along cdga
. We finally use the above Proposition to get a chain of equivalences
For the second part of the statement, we observe that X → Spec(A) being a formal thickening means that the induced map X red → Spec(A red ) is an equivalence. This in turns teaches us that Spec(A red ) ≃ X red → X is a formal thickening, and thus can be understood as a fmp under Spec(A red ). Hence we have
As a consequence we get that Thick(X) /Spec(A) ≃ X/ (FMP k/A red ) /A . We conclude by observing that (FMP k/A red ) /A ≃ FMP A/A red (see Subsection 3.5).
DG-Lie algebroids and formal thickenings
The consequences of Corollary 4.2 are of particular interest. Let B → A be a morphism non-positively graded eventually coconnective cdgas that are almost of finite presentation, and assume that the induced morphism B red → A red is an isomorphism. Proposition 4.3. We have equivalences:
Proof. This is a direct consequence (the proof) of Corollary 4.2, Theorem 3.9, and Proposition 3.12. Indeed, we have two chains of equivalences:
In the rest of this subsection we will provide a sketch of an alternative proof that again makes use of the notion of morphism of Koszul duality contexts, and that does not require to use the notion of formal thickening. Details will appear elsewhere. We only deal with the equivalence FMP k/A ≃ -we first show that there is a weak Koszul duality context involving cdga k/A and T A red /A Lie k/A red .
-we then show that it comes with a weak morphism to a Koszul duality context having the form of Example 2.20.
-we finally claim that this weak morphism is a morphism, showing that the original weak Koszul duality context is a Koszul duality context (after Proposition 2.27).
-we conclude using Theorem 2.32.
The weak Koszul duality context
We begin with the trivial observation that cdga k/A ≃ (cdga k/A red ) /A→A red .
Lemma 4.4. We have that
In particular, we have an adjunction
Proof. Only the fact that CE
• k/A red (T A red /A ) ≃ A requires a proof. This is done in the appendix (Lemma A.1).
The deformation context is still the one from Example 2.9: cdga k/A , (A ⊕ A[n]) n , and the dual deformation context is
Lie k/A red equipped with the spectrum object
for its opposite ∞-category. Remark 4.5. The reader can check directly that this is indeed a spectrum object, but this will also be a consequence of our construction of the weak morphism below (see Lemma 4.6) .
Together, the deformation context and the dual deformation context define a weak Koszul duality context. Indeed:
The weak morphism
We already have the following adjunctions:
There is an adjunction
Sketch of proof. We define L as the composition of the following two functors:
-:
One easily checks that
. We also define R as the composition of two functors: -first a functor
Lie k/A red → mod T A red /A , where mod T A red /A denotes the ∞-category of modules over the (k, A red )-dg-Lie algebroid T A red /A (which are just modules over its universal enveloping algebra). Here the functor is defined as cofib (T A red /A → −), which naturally lands in T A red /A -modules 26 .
-then the functor mod T A red /A → mod A/T A , sending a T A red /A -module E to its ChevalleyEilenberg complex CE • (T A red /A , E) (see e.g. [3, §2.2] for a definition). Here the reader has to check that the T A red /A -module structure on cofib (T A red /A → T A red ≃ T A ⊗ A A red is given by the action of T A red /A on A red , so that using the proof of Lemma 4.4, one gets that
The details of the construction, and the proof that R is right adjoint to L, will appear elsewhere.
Lemma 4.7. The square of right adjoints
Sketch of proof. The functor CE k/A red is right adjoint, and thus preserves limits. In particular, it sends push-outs in Lie k/A red to pull-backs in cdga k/A red . Hence we have that
Together, Lemma 4.6 and Lemma 4.7 imply that we have a weak morphism of weak Koszul duality
The proof that this weak morphism is indeed a morphism will appear elsewhere.
Formal moduli problems under X
Let X be a formal derived prestack, and let X → Y be a formal thickening of X.
Proof. First of all observe that formal derived prestacks are stable by pullbacks, so that X A is a formal derived prestack. The only thing left to prove is that X A → Spec(A) induces an equivalence on reduced prestacks, which is equivalent to require that it induces an equivalence on de Rham prestacks. The functor (−) DR being a right adjoint, we have that
This allows us to build a presheaf of ∞-categories A → Thick(X A ) /Spec(A) on dAff f.t. , and a commuting diagram of functors Z A ). Moreover, filtered colimits do commute with finite limits and thus with pullbacks in particular, so that Z is infinitesimally cohesive because every single Z A is.
If we could prove that derived prestacks in the essential image have a procotangent complex, then we would get that the functor Thick(X) /Y → lim
Spec(A)→Y
Thick(X A ) /Spec(A) is an equivalence. This is probably not true in full generality, but we think that it is for several examples: is an equivalence as well.
Combining the above Lemma for Y = X DR , together with the results of the previous Subsections, we get the following Theorem: Proof. We simply have to prove that Thick(X) ≃ Thick(X) /X DR . This is true as X DR happens to be the terminal formal thickening of X.
We strongly believe that the functor appearing in the Theorem is actually an equivalence. This is in fact a consequence of our conjecture, as we know that QCoh(X DR ) → IndCoh(X DR ) is an equivalence (see [7, Proposition 2.4 
.4]).

A Appendix
In this appendix our aim is to prove the following Lemma A.1. Let B be a non-positively graded and eventually coconnective cdga that is almost of finite presentation. Then CE
The proof makes use of several results and constructions from [5] , that we briefly summarize.
A.1 Recollection on graded mixed stuff
We fix a base cdga A (not assuming anything at the moment), and start with Definitions.
Definition A.2.
-A graded module is a sequence (M n ) n∈Z of A-modules. We refer to the index n as the weight.
-We denote by mod gr A the category of graded modules. It comes equipped with the weight shifting functor M → M(1), defined by M(1) n = M n+1 .
-A graded mixed module is a pair (M, ǫ), with M a graded module and ǫ : M → M [1] (1) a morphism of graded modules such that ǫ [1] (1) • ǫ = 0 (which we will abusively write ǫ 2 = 0). We call ǫ the mixed differential.
-We denote by mod ) are symmetric monoidal, so all categories of algebraic structures on modules that we considered for mod A can be considered as well within them. We will add superscripts gr and ǫ − gr to the already introduce notation when emphasize which underlying symmetric monoidal category we are working with. For instance, cdga . For this model structure, every object is fibrant. Moreover, one has the following explicit cofibrant replacement A for A, which is quasi-free (as a graded mixed A-module):
-let us consider the free A-module generated by x i 's for i ≥ 0 and y j 's for j ≥ 1.
-assign to x i cohomological degree 0 and weight i, and to y j cohomological degree 1 and weight j.
-define ǫ(x i ) = y i+1 .
-modify the differential 28 by imposing that d(x i ) = y i (by convention, y 0 = 0). 
Finally observe that HOM mod
A.2 Graded mixed cdgas and dg-Lie algebroids
Let B → A be a morphism of cdgas which, as usual, we assume to be cofibrant. & & ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ We let the reader check that we indeed have that |CE 27 The injective one (though we will soon use the projective one, with which it is easier to compute mapping spaces, but for which the monoidal unit is not cofibrant). 28 Before doing that, our graded mixed module was free. 29 We simply observe that the discrepancy between d CE and ǫ is resolved precisely thanks to the specific form of the realization functor. , which actually lands in the full sub-∞-category consisting of graded mixed cdgas C such that C 0 ≃ A. It is a fact that this ∞-category has an initial object, denoted DR(A/B) (an explicit description of which is provided in [5] ). Actually, the functor DR(−/B) : cdga B → cdga ǫ−gr B is left adjoint to the functor sending a graded mixed B-cdga C to its weight zero component C 0 . 
