This paper investigates the contact topology associated to symplectic log Calabi-Yau pairs (X, D, ω). We classify, up to toric equivalence, all circular spherical divisors with b + ≥ 1 that can be embedded symplectically into a symplectic rational surface and show they are all realized as symplectic log Calabi-Yau pairs if their complements are minimal. We apply such embeddability and rigidity results to determine the Stein fillability of all contact torus bundles induced as the boundaries of circular spherical divisors with b + ≥ 1. When D is negative definite, we give explicit betti number bounds for Stein fillings of its boundary contact torus bundle. Also we show that a large family of contact torus bundles are universally tight, generalizing a conjecture by Golla and Lisca.
Introduction
Let X be a smooth rational surface and let D ⊂ X be an effective reduced anti-canonical divisor. Such pairs (X, D) are called anti-canonical pairs and has been extensively studied since Looijenga ([37] ). The open surface X −D has log Kodaira dimension 0 and is called a log Calabi-Yau surface. Anti-canonical pairs also arise as resolutions of cusp singularities. Gross, Hacking and Keel studied the mirror symmetry aspects of anti-canonical pairs in [20] and [21] . In particular, they proved Looijenga's conjecture on dual cusp singularities in [20] and Torelli type results in [21] conjectured by Friedman. In this direction, Pasceleff computed the symplectic cohomology of X − D in [47] and Keating proved homological mirror symmetry for a family of cusp singularities in [24] . Such pairs were studied from a more symplectic point of view by the first and the second authors ( [28] ), where they studied different notions of deformation equivalence and enumerated minimal models of symplectic log Calabi-Yau pairs.
The current paper serves as a sequel to [28] and is devoted to the study of contact topology related to symplectic log Calabi-Yau pairs. We give proofs of many results previously announced in [30] and [33] . In particular, we are interested in symplectic circular spherical divisors, which can be thought of as a local version of symplectic Looijenga pairs, in the sense that they are not required to be embedded in a closed symplectic 4-manifold. The embeddability and rigidity of such divisors are intimately related to the symplectic fillability and the topology of minimal symplectic fillings of their boundary torus bundles.
In this paper, a topological divisor refers to a connected configuration of finitely many closed embedded oriented smooth surfaces D = C 1 ∪ · · · ∪ C k in a smooth oriented 4 dimensional manifold X (possibly with boundary or non-compact), satisfying the following conditions: (1) each intersection between two components is positive and transversal, (2) no three components intersect at a common point, and (3) D does not intersect the boundary ∂X. Since we are interested in the germ of a topological divisor, we usually omit X in the writing and just denote the divisor by D. For each D denote by N D the neighborhood obtained by plumbing disk bundles over the components C i and Y D = ∂N D the plumbed 3manifold oriented as the boundary of N D . They are well-defined up to orientation-preserving diffeomorphisms ( [44] ).
An intersection matrix is associated to each topological divisor. For a topological divisor D = ∪ k i=1 C i , we denote by [C i ] the homology class of C i in H 2 (X). Note that H 2 (N D ) is freely generated by [C i ]. The intersection matrix of D is the k by k square matrix Q D = (s ij = [C i ] · [C j ]), where · is used for any of the pairings H 2 (X) × H 2 (X), H 2 (X) × H 2 (X), H 2 (X) × H 2 (X, ∂X). Via the Lefschetz duality for N D , the intersection matrix Q D can be identified with the natural homomorphism Q D : H 2 (N D ) → H 2 (N D , Y D ). We use homology and cohomology with Z coefficient unless otherwise specified.
For a symplectic 4-manifold (X, ω) a symplectic divisor is a topological divisor D with each C i symplectic and having the orientation positive with respect to ω. Definition 1.1. A symplectic log Calabi-Yau pair (X, D, ω) is a closed symplectic 4manifold (X, ω) together with a nonempty symplectic divisor D = ∪C i representing the Poincare dual of c 1 (X, ω).
It's an easy observation ( [30] ) that D is either a torus or a cycle of spheres. In the former case, (X, D, ω) is called an elliptic log Calabi-Yau pair. In the later case, it's called a symplectic Looijenga pair and it can only happen when (X, ω) is rational. As a consequence, we have b + (Q D ) = 0 or 1. We also remark that symplectic log Calabi-Yau pairs have vanishing relative symplectic Kodaira dimension (cf. [34] , [32] ).
We call a topological divisor D consisting of a cycle of spheres a circular spherical divisor and a symplectic circular spherical divisor if such D is a symplectic divisor. For each circular spherical divisor D = ∪ k i=1 C i , we associate to it a self-intersection sequence
The orientation of D is a cyclic labeling up to permutation. So an oriented D can be described entirely by its self-intersection sequence up to cyclic permutation. Given any sequence s = (s i ) with s i ∈ Z, it can always be realized as the self-intersection sequence of a circular spherical divisor. So essentially there is no difference between a sequence and a circular spherical divisor (up to cyclic permutation) and we will not distinguish them in this paper. We also denote by (s) the topological divisor D = T , where T is a torus with [T ] 2 = s, and sometimes call it an elliptic sequence. This does not cause any confusion as we always require that a circular spherical divisor has length at least 2. The self-intersection sequence is a simplified version of the intersection matrix and we could define the b + /b − /b 0 of a divisor D or a sequence s to be the b + /b − /b 0 of Q D , i.e. the number of positive/negative/zero eigenvalues.
A sequence s is called symplectically embeddable if s = s(D) for a symplectic circular spherical divisor D which admits symplectic embedding into a closed symplectic 4-manifold (X, ω). A symplectically embeddable sequence s is called a rationally embeddable if such (X, ω) can be chosen to be a symplectic rational surface, i.e. X ∼ = CP 2 #lCP 2 . A rationally embeddable sequence s is called anti-canonical if s = s(D) for a symplectic Looijenga pair (X, D, ω). An anti-canonical sequence s is called rigid if for any symplectic circular spherical divisor D in a rational (X, ω) with s(D) = s and X − D minimal, (X, D, ω) is a symplectic Looijenga pair. The complement of an anti-canonical D is by definition minimal. We prove, in particular, the converse is also true.
Theorem 1.2. For a sequence with b + ≥ 1, being symplectically embeddable, rationally embeddable, anti-canonical, and rigid are equivalent.
It is well-known that the boundary Y D of a plumbing of a cycle of spheres D is a topological torus bundle (cf. [44] ). Denote by T A an oriented torus bundle over S 1 with monodromy A ∈ SL(2; Z). A torus bundle T A is called elliptic if |trA| < 2, parabolic if |trA| = 2 and hyperbolic if |trA| > 2. If T A is parabolic or hyperbolic, we call it positive (resp. negative) if trA is positive (resp. negative).
We can classify all symplectically embeddable sequences up to toric equivalence (see Definition 2.1) and list them according to the types of their boundary torus bundles. Theorem 1.3. A sequence with b + ≥ 1 is symplectically embeddable if and only if it is toric equivalent to one of the following:
(1) (1, p) or (−1, −p) with p = 1, 2, 3, in which case −Y D is elliptic,
(2) (1, 1, p) with p ≤ 1, in which case −Y D is positive parabolic,
(3) (0, p) with p ≤ 4, in which case −Y D is negative parabolic, (4) (1, p) with p ≤ −1 or (1, 1 − p 1 , −p 2 , . . . , −p l−1 , 1 − p l ) blown-up (defined in Section 4.3) with p i ≥ 2, l ≥ 2, in which case −Y D is negative hyperbolic.
The reason why we look at the negative boundary −Y D comes from the contact point of view. As we will introduce in Proposition 5.5, if D has a concave (resp. convex) plumbing P (D), there is a contact structure associated to D on the torus bundle as the negative (resp. positive) boundary of P (D), which we will denote by (−Y D , ξ D ) (resp. (Y D , ξ D )). This contact structure only depends on the topological divisor D and doesn't vary with the symplectic structure ω on P (D) ( [27] , see also Proposition 5.5) .
According to the existence of convex/concave plumbing, symplectic log Calabi-Yau pairs are separated into three groups. In the following, Kod(Y, ξ) is the contact Kodaira dimension introduced in [29] (see Definition 5.14) . (1) If Q D is negative definite, then D admits convex neighborhoods and the induced contact 3-manifold (Y D , ξ D ) has Kod(Y D , ξ D ) ≤ 0.
(2) If b + (Q D ) = 1, up to local symplectic deformations, D admits concave neighborhoods and the induced contact 3-manifold (−Y D , ξ D ) has Kod(−Y D , ξ D ) = −∞.
(3) If b + (Q D ) = 0 and Q D is not negative definite, then it does not admit a regular neighborhood with contact boundary.
Symplectic fillability and Stein fillability of contact torus bundles have been extensively studied ( [2] , [5] , [9] , [12] , [14] , [36] , [51] , [6] ). For a large family of contact torus bundles induced as divisor boundaries, Golla and Lisca investigated the topology of their Stein and minimal symplectic fillings in [17] . In the case of elliptic log Calabi-Yau pairs, Ohta and Ono classified symplectic fillings of simple elliptic singularities up to symplectic deformation in [45] . Using Theorem 1.2 and 1.3, we determine the symplectic fillability of contact torus bundles (Y D , ξ D ) for all circular spherical divisors D with b + (Q D ) ≥ 1 and study the topology of their fillings. Theorem 1.5. Suppose D is a circular spherical divisor with b + (Q D ) ≥ 1. Then the following are equivalent
(3) D is symplectically embeddable, i.e. toric equivalent to one in Theorem 1.3.
Furthermore, there are at most finitely many (Stein) minimal symplectic fillings of (−Y D , ξ D ) up to symplectic deformation, all having b + = 0 and c 1 = 0.
When a symplectic log Calabi-Yau pair (X, D, ω) has negative definite D, it arises as a resolution of a cusp singularity and thus its boundary (Y D , ξ D ) is Stein fillable. We study the geography of its Stein fillings and give restrictions on its betti numbers and Euler number in Proposition 5.22.
Lastly, we investigate the universal tightness of ξ D for a circular spherical divisor D. Golla and Lisca showed in [17] that a subfamily of the contact torus bundles they considered are universally tight. This led them to formulate the following conjecture.
This conjecture was confirmed for divisors with nonsingular intersection matrices by Ding and Li in [6] . Both the results of Golla-Lisca and Ding-Li come from an extrinsic point of view and rely on the symplectic fillings of virtually overtwisted contact torus bundles.
In [33] , the first and the third authors approached this conjecture from an intrinsic angle, based on the Giroux correspondence between contact structures and open book decompositions. By proving the invariance of boundary contact structure under toric equivalence in Proposition 5.8, we extend the result in [33] (see Theorem 5.27) to the following. Theorem 1.7. Let D be a circular spherical divisor toric equivalent to one whose associated graph is non-negative (see Section 5.5), then (−Y D , ξ D ) (not necessarily fillable) is universally tight, except possibly when −Y D is parabolic torus bundle with monodromy 1 n 0 1 , n > 0.
Because our approach is purely 3-dimensional in nature, our result differs from Conjecture 1.6 in the sense that we don't require D to be rationally embeddable. In fact, most contact structures we considered are not symplectic fillable, and thus cannot be studied by extrinsic methods.
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Topology of circular spherical divisors
In this section we discuss several aspects of circular spherical divisors. We first introduce the notion of toric equivalence for topological divisors in Section 2.1. Then Section 2.2 reviews basic facts about their boundary torus bundles. Finally we give homological restrictions for a circular spherical divisor to be embedded in a closed manifold with b + = 1.
Toric equivalences
Definition 2.1. For a topological divisor D = ∪C i , toric blow-up is the operation of adding a sphere component with self-intersection −1 between an adjacent pair of component C i and C j and changing the self-intersection of C i and C j by −1. Toric blow-down is the reverse operation.
D 0 and D 1 are toric equivalent if they are connected by toric blow-ups and toric blowdowns. D is said to be toric minimal if no component is an exceptional sphere (i.e. a component of self-intersection −1).
Note that toric blow-ups and blow-downs can be performed in the symplectic category by adding an extra parameter of symplectic area and are thus operations on symplectic divisors (see Section A.2). Also note that we could keep toric blowing down a circular spherical divisor until either it becomes toric minimal or it has length 2. When a circular spherical divisor has length 2, we cannot further blow it down because it would result in a non-embedded sphere and thus not a topological divisor. So we exclude this case when we talk about toric blow-down.
Lemma 2.2. The following are preserved under toric equivalence:
(1) D being a circular spherical divisor,
Proof. (1) is obvious and (3) is part of Proposition 2.1 in [44] .
(2) follows from a direct computation. Let D = (b 1 , . . . , b l ) and D = (−1, b 1 −1, b 2 , . . . , b l − 1) be its toric blow-up. Then the intersection matrix Q D is of the form
It's easy to see that by a change of basis, Q D is equivalent to (−1) ⊕ Q D . So toric blow-up preserves b + , b 0 and increases b − by 1.
Here is an example to illustrate how a self-intersection 0 component in a circular spherical divisor can be used to balance the self-intersection numbers of the two sides by performing a toric blow-up and a toric blow-down.
Example 2.3. The following three cycles of spheres are toric equivalent:
We call such a move which changes a divisor (. . . , k, 0, p, . . . ) to a toric equivalent divisor (. . . , k − n, 0, p + n, . . . ) a balancing move based at the 0-sphere. Lemma 2.4. Any circular spherical divisor is toric equivalent to a toric minimal one or one with sequence (−1, p). If D has sequence (−1, p), then Q D is degenerate only if p = −4.
Suppose D is a toric minimal cycle of spheres with sequence (s i ). Then
(2) Q D is negative definite if s i ≤ −2 for all i and less than −2 for some i. Q D is negative semi-definite but not negative definite if s i = −2 for each i.
Proof. By toric blow-down, any circular spherical divisor is toric equivalent to a toric minimal one or one of length 2. If D has length 2 and not toric minimal, then it is of the form (−1, p).
Then det(Q D ) = −p − 4 = 0 only if p = −4.
(1) and (2) 
For the following, we assume k ≥ 3. For this purpose, we recall the following observation in Lemma 5.2 in [44] : Suppose t i ≤ −2 for all i = 1, . . . , k and p j , q j ∈ Z defined recursively by p −1 = 0,
with p j ≥ p j−1 + 1 ≥ 0, q j ≥ q j−1 + 1 ≥ 0 and p j ≥ q j + 1 ≥ 0 for all j. In [44] , it was not claimed that p j ≥ q j + 1 but it is a standard fact and can be verified by induction. We apply this observation to the chain of spheres with negative self-intersection. In the first case, the monodromy matrix is
with s 1 ≥ 0 and p k , q k as in the observation above. The trace is −s
so not equal to 2. In the second case, the monodromy
so again cannot be 2.
Boundary torus bundles
To describe the plumbed 3-manifold Y D , we introduce the following matrix for a sequence of integers (t 1 , · · · , t k ),
Lemma 2.5 (Theorem 6.1 in [44] , Theorem 2.5 in [17] ). For a circular spherical divisor D with self-intersection sequence (s 1 , ..., s k ), the plumbed 3-manifold Y D is the oriented torus bundle T A over S 1 with monodromy A = A(−s 1 , . . . , −s k ). The intersection matrix Q D is non-degenerate if the trace of A(−s 1 , . . . , −s k ) = 2.
We now recall the classification of hyperbolic torus bundle over circle, which can be found in [44] (cf. [17] ). Lemma 2.6. All torus bundle over circle with hyperbolic monodromy A and trace of A greater than 2 (resp. less than −2) is the oriented boundary of plumbing of circle of spheres (every intersection is positive) with self-intersections
Proof. When trA ≥ 3, the result is contained in Theorem 6.1 of [44] . When trA ≤ −3, the plumbing description in Theorem 6.1 of [44] has a negative intersection. One can blow up the negative intersection point as in Proposition 2.1 of [44] to get an equivalent plumbing with self-intersections (1, −b 1 + 1, −b 2 , . . . , −b k−1 , −b k + 1) when k ≥ 2 and (1, −b 1 + 2) when k = 1. By using the balancing move in Example 2.3, it is easy to see that another equivalent description is as oriented boundary of plumbing of circle of spheres with self-intersections (0, 0, −b 1 , . . . , −b k ).
We would like to point out that if Y is a hyperbolic torus bundle over a circle with monodromy A and trace of A greater than 2, so is the monodromy of −Y because the monodromy of −Y is given by A −1 .
Homological restrictions when b + (X) = 1
In this subsection, we assume D = ∪C i is a circular spherical divisor. Let r(D) denote the number of components of D and r ≥0 (D) the number of components with non-negative self-intersection. Here are some restrictions on homologous components of D.
Lemma 2.7. For any D embedded in a smooth 4-manifold X, we have the following (1) At most three components are homologous in X. There are three homologous components only if r(D) = 3.
(2) There are a pair of homologous components only if r(D) ≤ 4.
Proof. Suppose there are m components homologous to a ∈ H 2 (X) in D. Note that a 2 ∈ {0, 1, 2} because the divisor has only one cycle and the components are required to intersect positively and transversally. If a 2 = 1, then these components are all adjacent. In order to form exactly one cycle, m is at most 3. In particular, when m = 3, there cannot be other components, i.e. r(D) = 3. If a 2 = 0, there is another component C intersecting all these components. Again in order to form exactly one cycle, m is at most 2. Similarly if a 2 = 2, they are adjacent and we must have m = r(D) = 2. This proves (1) and (3).
Suppose C i , C j are a pair of homologous components in D. If they are adjacent, then [C i ] · [C j ] = 1 or 2 and r(D) ≤ 3 by the above discussion. If they are not adjacent, then any other component intersecting C i must also intersect C j . There must be exactly two such components to form a cycle. So r(D) = 4 and this proves (2) .
Note that the above restrictions hold locally. When X is closed with b + (X) = 1, there are various restrictions on components with non-negative self-intersection.
(1) If C i and C j are not adjacent and s i ≥ 0, s j ≥ 0, then [C i ] = ±[C j ] and s i = s j = 0.
(2) r ≥0 (D) ≤ 4. 
This is only possible when r(D) = 3.
Proof. Since b + (X) = 1, by the light cone lemma (cf. [40] ), any two disjoint components with non-negative self-intersection must be homologous up to sign and have self-intersection 0.
(2) and (3) follow from the (1). For (4), we can assume the two spheres are C 1 and C 2 . Since r(D) ≥ 3, we have [C 1 ]·[C 2 ] = 1. By toric blowing up the intersection point between C 1 and C 2 , we get two disjoint spheres with classes [ Remark 2.9. Note in (1) of Lemma 2.8, if C i and C j are symplectic spheres, we would have
Lemma 2.10. Suppose D has b + (Q D ) = 1 and is embedded in a closed manifold X with b + (X) = 1. Let k, p, p 1 , p 2 be integers such that k ≥ 0 and p, p 1 , p 2 < 0. Up to cyclic permutation and orientation of D, we have the following. 
Symplectic log Calabi-Yau pairs
In this section, we review facts about the minimal models and deformation classes of symplectic log Calabi-Yau pairs studied in [28] .
Minimal models
We introduce another pair of operations on symplectic divisors used in the minimal reduction. These operations preserve the log Calabi-Yau condition and have analogues in the holomorphic category.
Through a maximal sequence of non-toric blow-downs and then a maximal sequence of toric blow-downs, we get a toric minimal pair from any symplectic log Calabi-Yau pair (X, D, ω). Such a pair is actually minimal by [48] and is called a minimal model of (X, D, ω).
We recall here the homology types of minimal symplectic log Calabi-Yau pairs (modulo cyclic symmetry), all of them having length less than 5.
Theorem 3.3. Any minimal symplectic log Calabi-Yau pair (X, D, ω) has the same homology type as one of the following.
• Case (A): X is a symplectic ruled surface with base genus 1. D is a torus.
where f 1 and f 2 are the homology classes of the two factors.
(C1) D is a torus.
The graphs in (C1), (C2), (C3) and (C4) are given respectively by
where f and s are the fiber class and section class with f · f = 0, f · s = 1 and s · s = 1.
(D1) D cannot be a torus because it would not be minimal.
The graphs in (D2), (D3) and (D4) are given respectively by
Deformation classes
In the holomorphic setting, two anti-canonical pairs are said to be (holomorphically) deformation equivalent if they are both isomorphic to fibers of a family of anti-canonical pairs over a connected base. Then we have the following finiteness result in [13] .
Theorem 3.4. There are only finitely many deformation types of anti-canonical pairs with the same self-intersection sequence.
In the symplectic world, various notions of equivalences have been introduced in the study of symplectic deformation classes of symplectic log Calabi-Yau pairs in [28] . We recall their definitions here (See [49] for a thorough discussion of equivalence notions for symplectic manifolds).
They are said to be homologically equivalent if there is an orientation preserving diffeomorphism Φ :
When X 0 = X 1 , they are said to be symplectic homotopic if (D 0 , ω 0 ) and (D 1 , ω 1 ) are connected by a family of symplectic divisors (D t , ω t ), and they are further said to be symplectic isotopic if ω t can be chosen to be a constant family.
(X 0 , D 0 , ω 0 ) and (X 1 , D 1 , ω 1 ) are said to be symplectic deformation equivalent if they are symplectic homotopic, up to an orientation preserving diffeomorphism. They are said to be strictly symplectic deformation equivalent if they are symplectic isotopic, up to an orientation preserving diffeomorphism.
In the holomorphic category, two anti-canonical pairs are deformation equivalent if they are homologically equivalent ( [13] ). Similarly it was shown in [28] that the symplectic deformations classes of symplectic log Calabi-Yau pairs are also completely determined by the homological information (the self-intersection sequence). So the list of homology types in Theorem 3.3 is actually the list of deformation classes of minimal models.
Theorem 3.6 ([28], [30] ). Two symplectic log Calabi-Yau pairs are symplectic deformation equivalent if they are homologically equivalent. In particular, each symplectic deformation class contains a Kähler pair.
Moreover, two symplectic log Calabi-Yau pairs are strictly symplectic deformation equivalent if they are strictly homologically equivalent.
The statement that each symplectic deformation class contains a Kähler pair is not stated in [28] but it follows from the explanation in Section 4.2 of [30] . We would like to remark that Theorem 3.6 also holds when D is a nodal sphere (using [1] ) or a cuspidal sphere (using [46] ).
Combining Theorem 3.6 and 3.4, we obtain the following finiteness of symplectic deformation classes. Let D be rigid and D be a toric blow-up of D. Suppose D is embedded in (X , ω ) as a symplectic circular spherical divisor such that X − D is minimal. Let E ⊂ D be the exceptional sphere of the toric blow-up. Choose an almost complex structure J such that D is J−holomorphic, then we could blow down E to get D in (X, ω) such components of D still intersect positively and transversely. We claim that X − D is minimal. If not, then there must be a symplectic exceptional sphere E in the complement of D and lifts to a symplectic exceptional sphere in the complement of D in X . But X − D is minimal, contradiction. Since D is rigid and X − D is minimal, we have (X, D, ω) is a symplectic Looijenga pair. Then (X , D , ω ) is also a symplectic Looijenga pair by the previous paragraph and thus D is rigid. The proof for toric blow-down is similar.
Notice that we have the following sequence of implications simply by their definitions. symplectically embeddable ⇐ rationally embeddable ⇐ anti-canonical ⇐ rigid So to prove Theorem 1.2, it suffices to prove the converse for every arrow above. The proofs are distributed in Section 4.2 through 4.5, as indicated in the titles. The proof of Theorem 1.3 is contained in Section 4.3.
Maximal surfaces and pseudo-holomorphic curves
In this subsection, we recall some useful notions in the theory of maximal surfaces ( [34] ) and pseudo-holomorphic curves in dimension 4 ( [39] ). These will be used frequently in the rest of the paper.
The notion of maximal surfaces can be thought of as a relative version of minimality. The following lemma shows that positive genus surfaces have nice intersection property with exceptional classes. So for a D-good exceptional class e, we have e · [D] ≥ 0. In particular,
Denote by J ω the space of ω−tamed almost complex structures on (X, ω). We recall the following definition from [26] . In particular, by [38] we see that any exceptional class e is stable. The following lemma says any symplectic surface class of non-negative self-intersection pairs non-negatively with any exceptional class. Lemma 4.7 (Lemma 3.9 of [26] ). Suppose a ∈ H 2 (X; Z) with a 2 ≥ 0 is realized by a connected embedded symplectic surface, then a · b ≥ 0 for any stable class b.
Symplectically embeddable sequences are rationally embeddable
We start with the following observation on the embeddability of topological circular spherical divisors.
Proof. Note that a divisor of form (−1, p) always has b + ≤ 1 and can be excluded from our discussion. If D in closed symplectic 4-manifold (X, ω) is not toric minimal, then by toric blow-downs, we can always get a toric minimal divisor
is rational or ruled ( [25] ). This contradicts b + (D) ≥ 2 since b + (X) = 1 in this case.
As a result, there is no symplectically embeddable sequence with b + ≥ 2. In the rest of the section, we only need to consider circular spherical divisors with b + = 1 in a closed symplectic manifold.
Proof. Since being a symplectic rational surface is preserved under blow-up and blow-down, we could assume that D is toric minimal or of the form (−1, p), p > −4. If s i ≥ 1 for some i, then (X, ω) is rational as it contains a positive symplectic sphere ( [38] ). Now we assume D is toric minimal and s i ≤ 0 for all i. By Lemma 2.4, we must have s i = 0 for some i in order for b + (Q D ) ≥ 1 and thus (X, ω) must rational or ruled. Without loss of generality, we assume s 1 = 0. If X is irrational ruled with π : X → B, then [C 1 ] must be the fiber class. So [C 2 ] must contain a positive multiple of the section class and g(C 2 ) ≥ g(B) ≥ 1, which is contradiction.
Suppose D is of the form (−1, p), p > −4. When p ≥ 0, it follows from the same argument as above. The case (−1, − 2), = −1, 0, 1, needs a different argument. 
Rationally embeddable sequences
In this section, we derive some restrictions on a symplectic circular spherical divisor embedded in a symplectic rational surface. In particular, we give a complete list of rationally embeddable sequences up to toric equivalence in Proposition 4.14. 
Proof. Denote by r the length of s and D the divisor corresponding to s. In the case r ≥ 3, we might assume the corresponding D is toric minimal and
By Lemma 2.10, we have that s can be one of the following: (0, 0, 0, 0), (1, 1, 1), (1, 1, 0), (k, 0, 0), 0 ≤ k ≤ 2. Note that (0, 0, 0, 0) is toric equivalent to (1, 0, −1, 0) using the balancing move in Example 2.3 and thus toric equivalent to (1, 1, 1) . Similarly, combining the balancing move and toric blow-down, we have that (1, 1, 0) is toric equivalent to (4, 1) and (k, 0, 0) to (k + 2, 1). It's easy to check they are indeed rationally embeddable as they can be realized as blow-ups of the minimal models in Theorem 3.3.
In the case r = 2, we cannot assume D to be toric minimal. Again by Lemma 2.10, we have that s is (k, −1), −1 ≤ k or one of (4, 1), (4, 0), (3, 1), (3, 0), (2, 2), (2, 1), (2, 0), (1, 1), (1, 0), (0, 0). In the first case, we have 8 ≥ s(D) = k + 3 because X contains at least one exceptional class. So k ≤ 5. They are all rationally embeddable as blow-ups of the minimal models.
Given two sequences s, s of length l, we write s ≺ s if s i ≤ s i for every 1 ≤ i ≤ l. And we say a sequence s is blown-up if s ≺ d for some toric blow-up d of the sequence (1, 1, 1). Note that s = (1, 1 − p 1 , −p 2 , . . . , −p l−1 , 1 − p l ) being blown-up in our definition is equivalent to the dual cycle of (−p 1 , . . . , −p l ) being embeddable in the sense of [17] . Proof. If s is of such form and is blown-up, then s is rationally embeddable by Lemma 2.4 of [17] . The converse was actually implicitly contained the proof of Theorem 3.1 in [17] and we recall their argument here. Let D be embedded in a rational surface X with
. By Theorem 4.2 of [35] , there is a sequence of symplectic blowdowns of X to CP 2 such thatD blows down to the union of two lines l ∪ l ⊂ CP 2 . During this process, S blows down to a smoothly embedded symplectic sphere intersecting both l and l exactly once, hence S blows down to a line. So s is a blow-up of the sequence (1, 1, 1) corresponding to three lines in CP 2 , which exactly means s is blown-up.
Proof. Suppose s = (5 + p, −p) is rationally embeddable and D is a symplectic circular spherical divisor in a symplectic rational surface X with s(D) = s. Observe that if p ≥ 0, X cannot be CP 2 because there is no second homology class with negative self-intersection in CP 2 . Also, (3, 2) cannot be embedded into CP 2 either because there is no second homology class with self-intersection 2 or 3. So we could assume X = CP 2 #lCP 2 for some l ≥ 1.
Now we use the standard form of sphere classes with positive square to show such configuration of symplectic spheres cannot be embedded in a symplectic rational surface.
If C 1 is an odd sphere with [C 1 ] 2 = 2x + 1 ≥ 3, we use the CP 2 #lCP 2 model with l ≥ 1, where H 2 (X; Z) = Z{h, e 1 , . . . , e l }. Then we have
The equation with [C 2 ] 2 implies that a 2 − b 2 ≥ −2x + 4. Any solution to (x + 1)a − xb = 0 is of the form (a, b) = (ux + 2, u(x + 1) + 2) for an integer u. We have that
First we check that u = 0. If u = 0, then (a, b) = (2, 2). The adjunction formula for g(
Clearly (a, b) = (2, 2) violates this inequality.
Since 0 < 4 2x+1 < 2 the values of (u 2 + 4 2x+1 u) for an integer u are smallest when u = 0 or −1. We have F (u) ≤ F (−1) = −2x + 3 < −2x + 4 for u ≤ −1 and F (u) ≤ F (1) = −2x − 5 < −2x + 4 for u ≥ 1. But this contradicts a 2 − b 2 ≥ −2x + 4.
If C 1 is an even sphere with [C 1 ] 2 = 2x ≥ 6, we can use the (S 2 × S 2 )#lCP 2 model with l ≥ 0, where H 2 (X; Z) = Z{s, f, e 1 , . . . , e l }. Then we have
The equation with [C 2 ] 2 implies that 2ab ≥ −2x + 5. Any solution to ax + b = 2 is of the form (u, −ux + 2) for an integer u. Similarly, we have that 2ab = 2u(−ux + 2)
Again we check that u = 0. If u = 0, then (a, b) = (0, 2). The adjunction formula for
Clearly (1) (1, 1, p) with p ≤ 1.
(2) (1, p) with p ≤ 4.
(3) (0, p) with p ≤ 4. Proof. The proof is a case-by-case analysis based on the length of the sequence. Since a rationally embeddable sequence must have b + ≤ 1, Lemma 2.10 applies here. Case 1: r(D) = 2.
• When r ≥0 (D) = 2, the pairs are listed in (6) of Lemma 2.10. They all belong to (5) of the list.
• When r ≥0 (D) = 1, they are of the forms (k, p) with k ≥ 0, q < 0 and k + p ≤ 5 by Lemma 4.10. If k + p = 5, then by Lemma 4.13 the only rationally embeddable one is (1, 4) belonging to (2) . Now suppose k + p ≤ 4. If k ≤ 1, the sequence (k, p) belongs to (2) or (3) • When r ≥0 (D) = 3, it belongs to (5) of the list.
• When r ≥0 (D) = 2, by the 5th bullet of Lemma 2.10, we can assume that s(D) = (1, 1, p ≤ 1), or s(D) = (s 1 ≥ 0, 0, s 3 ) with s 1 + s 3 ≤ 2. The former case is already in the list. In the latter case, we can apply the balancing move as in Example 2.3 based at C 2 to decrease s 1 tos 1 = 0 and increase s 3 tos 3 = s 3 + s 1 . Denote the new divisor byD. By toric blowing up the pair (C 1 ,C 2 ) and contracting the proper transform of C 1 ,C 2 , we can reduce the length of the divisor to 2. So D is toric equivalent to one in the list. If s 1 = 0, apply the balancing move based at C 1 to increase s 2 tos 2 = 0 (while decreasing s r tos r − s 2 ). Notice that r ≥0 (D) = 2,s 1 =s 2 = 0, andD toric minimal. We treated this case above.
Case 3: r(D) = 4 and D is toric minimal.
• When r ≥0 (D) = 4, it is (0, 0, 0, 0) by (3) of Lemma 2.8. Note that any sequence of form (0, 0, 0, p) is toric equivalent to the sequence (1, 1, p + 1) by toric blowing up (C 1 , C 2 ) and contracting the proper transforms of C 1 , C 2 .
• When r ≥0 (D) = 3, by (2) of Lemma 2.10, (s) = (k, 0, p, 0) with k ≥ 0, p < −k. Using the balancing move based at C 2 , (k, 0, p, 0) is toric equivalent to (0, 0, k + p, 0) and thus toric equivalent to (1, 1, k + p + 1).
• When r ≥0 (D) = 2, by (3) of Lemma 2.10 we have (0, p 1 , 0, p 2 ), p i < 0 or (k ≥ 0, 0, p 1 , p 2 ), p i < 0, k + p 1 + p 2 ≤ 0.
For the case (k, 0, p 1 , p 2 ) we apply the balancing move based at C 2 to transform D tō D withs 1 =s 2 = 0,s 3 = s 3 + s 1 = k + p 1 ≤ 0,s 4 = s 4 = p 2 ≤ −2. By blowing up the pair (C 1 ,C 2 ) and contracting the proper transforms ofC 1 ,C 2 , we get a divisorD of length 3.
For the case (0, p 1 , 0, p 2 ), p i < 0, using the balancing move based at C 3 , it is toric equivalent to (0, 0, 0, p 1 + p 2 ) and thus toric equivalent to (1, 1, p 1 + p 2 + 1).
• When r ≥0 (D) = 1, if s 1 = 1 and s i ≤ −2 for i ≥ 2, then it belongs to (4) of the list.
If s 1 ≥ 2, toric blow up the pair C 1 , C 2 , and if necessary, apply successive toric blow-ups to the pairs of the proper transforms of C 1 and the exceptional spheres to getD with s 1 = 1,s 2 = −1,s i ≤ −2 for i ≥ 3, soD belongs to (4) of the list.
If s 1 = 0, apply the balancing move based at C 1 to increase s 2 tos 2 = 0 (while decreasing s r tos r − s 2 ). Notice that r ≥0 (D) = 2,s 1 =s 2 = 0, andD toric minimal. We have treated this case above.
Case 4: r(D) ≥ 5 and D is toric minimal. This is proved by induction. Suppose we have proved the case r(D) ≤ k with some k ≥ 4, where D is not assumed to be toric minimal. The case r(D) = k + 1 and D not toric minimal follows directly from induction hypothesis by toric blow-down. We will verify the case where r(D) = k + 1 and D toric minimal.
We have r ≥0 (D) ≥ 1 by (1) of Lemma 2.4 and we may assume that s 1 ≥ 0. By (1) of Lemma 2.10, r ≥0 (D) ≤ 2.
• When r ≥0 (D) = 2, by (1) of Lemma 2.10, we can assume that s 1 ≥ s 2 = 0. Apply the balancing move based at C 2 to transform toD withs 1 =s 2 = 0,s 3 = s 3 + s 1 ,s r = s r ≤ −2 for 4 ≤ r ≤ k + 1. Toric blow up the pair (C 1 ,C 2 ) and then contract the proper transforms ofC 1 andC 2 to getD withs 1 = 1,s 2 =s 3 + 1,s k =s k+1 + 1. Since r(D ) = r(D) − 1 = k, the induction hypothesis applies.
• Suppose r ≥0 (D) = 1 and we may assume s 1 ≥ 0. If s 1 = 1, then it belongs to (4) of the list. If s 1 ≥ 2, toric blow up the pair C 1 , C 2 , and if necessary, apply successive toric blow-ups to the pairs of the proper transforms of C 1 and the exceptional spheres to get D withs 1 = 1,s 2 = −1,s i ≤ −2 for i ≥ 3, which belongs to (4) of the list.
If s 1 = 0, apply the balancing move based at C 1 to increase s 2 tos 2 = 0 (while decreasing s k+1 tos k+1 = s k+1 + s 2 < −1 as s 2 , s k+1 < −1). Notice that r ≥0 (D) = 2,s 1 =s 2 = 0, andD is toric minimal. We have treated this case above.
Proof of Theorem 1.3. The theorem is basically Proposition 4.14 with the exception of a few cases. We are left to show that the list in Proposition 4.14 is toric equivalent to the list in the theorem and every sequence in the theorem can indeed be symplectically embedded in a rational manifold. This is done by Lemma 4.11, Lemma 4.12 and simply observing the following toric equivalences (denoted by ∼):
Their boundaries are classified by calculating the trace using Lemma 2.5 and the fact that −T A = T A −1 .
Rationally embeddable sequences are anti-canonical
The following is essentially due to Theorem 4.2 in [35] and Theorem 3.1 in [17] .
Lemma 4.15 ([35] , [17] ). If a rationally embeddable sequence is of the form
with p i ≥ 2 and l ≥ 2, then it is anti-canonical and rigid. (6) is also realized as non-toric blow-ups of minimal models (B2) or (C2) or (D2). Smooth D to get a symplectic torus T with T 2 = 0. Note that we must have K 2 X ≤ 0. Otherwise the subspace in H 2 (X; Z) spanned by 3[A] + 2[B] and −K X has intersection form 3 1 1 (−K X ) 2 and is positive definite, contradicting b + (X) = 1. So we have that X must be CP 2 #lCP 2 with l ≥ 9.
Anti-canonical sequences are rigid
When l = 9, we have that T 2 = K 2 X = 0 and K X · T = 0. By light cone lemma, we have T is proportional to −K X . Since T · A = (A + B) · A = 1 = −K X · A, we actually have [D] = [T ] = −K X , i.e. D is anti-canonical.
When l ≥ 10, suppose T is maximal. By Proposition 3.14 of [34] , we must have (K X + T ) 2 ≥ 0. However, (K X + T ) 2 = K 2 X + 2K X · T + T 2 = K 2 X = 9 − l < 0. So T cannot be maximal. By Theorem 3.21 of [34] , exceptional classes orthogonal to [T ] are pairwise orthogonal and above discussion implies that there are at least l − 9 such exceptional classes. Denote them by Q 1 , . . . , Q l−9 . Now consider the blowup classK = K X − Q 1 − Q 2 − · · · − Q l−9 . Then we have T 2 = 0, (−K) 2 = 0, and T · (−K) = 0.
By the light cone lemma, we have T and −K are proportional. Pairing both with A, we have T · A = 1 = (−K) · A. Therefore we conclude that T = −K = −K X l + Q 1 + · · · + Q l−9 . Now we have
Since both Q i , A are stable classes, we must have Q i · A ≥ 0 and thus Q i · A = 0 for all i. This implies Q i · B = Q i · (T − A) = 0. So each Q i is D−good and has an embedded symplectic representative in the complement of D. So D has minimal complement only if l = 9, where D is anti-canonical. Proof. The proof follows the exact same line as the proof for (−1, −3). Suppose D in a symplectic rational surface X is a symplectic circular spherical divisor with s(D) = (−1, −2) and T is the symplectic torus we get from smoothing D. Note that we must have K 2 X ≤ 1. Otherwise the subspace spanned by [T ] and −K X has intersection form 1 1 1 (−K X ) 2 and is positive definite, contradicting b + (X l ) = 1. So X must be CP 2 #lCP 2 with l ≥ 8. We could
show that D has minimal complement only if l = 8. When D has minimal complement, the symplectic torus T we get from smoothing D is maximal and T 2 = 1 > 0. By [45] , T represents c 1 (X, ω), i.e. P D([D]) = c 1 (X, ω). (3) follows from Theorem 3.5 in [17] . The case of p ≤ −2 in (2) follows from Theorem 3.1 in [17] , while the remaining sequences in (2) have s i ≥ −1, ∀i and follows from (5) . Now we want to show the sequence (1, 1, p) is rigid. By McDuff, (X, ω) is rational and it must be CP 2 #lCP 2 . By (4) and (5) of Lemma 2.10, we may assume that [C 1 ] = [C 2 ] = h and [C 3 ] = h − a i e i , where {h, e 1 , . . . , e l } is a basis of H 2 (X; Z). Adjunction formula for C 3 says (a 2 i − a i ) = 0, which implies each a i is 0 or 1. If a k = 0 for some k, then [C j ] · e k = 0 for j = 1, 2, 3. Then e k is D−good and there is a symplectic sphere representing e k in the complement of D, contradicting the minimality.
Contact aspects 5.1 Divisor neighborhood and contact structure
In this section, we review some results about the convexity of divisor neighborhoods and the induced contact structure on the boundary. Also, we recall the notion of Donaldson divisors, which will become useful later.
Let D be a symplectic divisor in symplectic 4-manifold (W, ω) (not necessarily closed). A closed regular neighborhood of D is called a plumbing of D. A plumbing P (D) of D is called a concave/convex plumbing if it is a strong symplectic cap/filling of its boundary. A concave plumbing is also called a divisor cap of its boundary. Let Q D be the intersection matrix of D and a = (
The GS criterion provides a way to tell when the divisor neighborhood is convex or concave.
Theorem 5.1 ([27] ). Let D ⊂ (W, ω) be an ω-orthogonal symplectic divisor. Then D has a concave (resp. convex) plumbing if (D, ω) satisfies the positive (resp. negative) GS criterion.
Note that a symplectic divisor can always be made ω-orthogonal by a local perturbation ( [18] ). A necessary condition for D to have concave or convex plumbing is ω being exact on the boundary Y D . To determine the exactness of ω| Y D , it suffices to check the following local criterion.
Lemma 5.2 ([27]). ω| Y D is exact if and only if there is a solution for z to the equation
is the area vector. In particular, this holds if Q D is non-degenerate.
One can also check by simple linear algebra that the above condition is preserved under toric equivalence. If ω| Y D is exact, then there is the following dichotomy depending on whether D is negative definite. ). Let D ⊂ (W, ω 0 ) be a symplectic divisor. If Q D is not negative definite and ω 0 restricted to the boundary of D is exact, then ω 0 can be locally deformed through a family of symplectic forms ω t on W keeping D symplectic and such that (D, ω 1 ) is a concave divisor.
Although the statement of Theorem 5.1 concerns the ambient symplectic manifold (W, ω), it actually does not rely on it. Suppose D is only a topological divisor with intersection matrix Q D such that there exists z, a satisfying the positive/negative GS criterion Q D z = a. Then Theorem 5.1 actually constructs a compact concave/convex symplectic manifold (P (D), ω(z)) such that D is ω(z)−orthogonal symplectic divisor in P (D) and a is the ω(z)−area vector of D. The following uniqueness result implies that the symplectic structure ω(z) may vary with z but the induced contact structure on the boundary only depends on D.
Proposition 5.5 ([27] , cf. [41] ). Suppose D is an ω−orthogonal symplectic divisor which satisfies the positive/negative GS criterion. Then the contact structures induced on the boundary are contactomorphic, independent of choices made in the construction and independent of the symplectic structure ω, as long as (D, ω) satisfies positive/negative GS criterion.
Moreover, if D arises from resolving an isolated normal surface singularity, then the contact structure induced by the negative GS criterion is contactomorphic to the contact structure induced by the complex structure.
When D is negative definite, (Y D , ξ D ) is contactomorphic to the contact boundary of some isolated surface singularity (see Proposition 5.19) and is called a Milnor fillable contact structure. A closed 3-manifold Y is called Milnor fillable if it carries a Milnor fillable contact structure. For every Milnor fillable Y , there is a unique Milnor fillable contact structure ([4]), i.e. the contact structure ξ D only depends on the oriented homeomorphism type of Y D instead of D when D is negative definite. In light of this uniqueness result, it is natural to ask if similar results hold when D has a concave neighborhood. The answer is no and the following counterexample is given in [27] .
Example 5.6 (Example 2.21 of [27] ). Let D 1 be a single sphere with self-intersection 1 and D 2 be two spheres with self-intersections 1 and 2 intersecting at one point as follows.
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Both divisors have a concave neighborhood. By [44] , we can see that −Y D 1 and −Y D 2 are both orientation preserving homeomorphic to S 3 . However, ξ D 1 is the unique tight contact structure on S 3 while ξ D 2 is overtwisted.
So far all the counterexamples we can construct consist of divisors with different b + . So we refine our question to the following:
Note that D 1 and D 2 must be related by Neumann's plumbing moves, including toric blow-ups/blow-downs and interior blow-ups/blow-downs (see Definition A.1). As a first step towards this question, we have the following proposition, whose proof is contained in the appendix.
Proposition 5.8. The contact structure induced by GS construction is invariant under toric blow-ups/blow-downs and interior blow-ups/blow-downs.
We also recall here the notions of maximal divisors and Donaldson divisors. They will be used to transit between minimal filling and minimal complement in Section 5.3. Definition 5.9. For a symplectic divisor D = ∪C i , we extend the notion and also call the formal sumD = z i C i , z i ∈ Z a symplectic divisor. Then a symplectic divisorD = z i C i in a closed symplectic 4-manifold (X, ω) is called a maximal divisor if [D] · e > 0 for any exceptional class e. So for any divisor cap (P (D), ω(z)), there is a Donaldson divisorD = z i C i . The importance of a Donaldson divisor lies in the fact that it is maximal when we close up the cap with a minimal symplectic filling. Lemma 5.12 ([31] ). Let (P, ω P ) be a symplectic cap of (Y, ξ) and let α P be a contact 1form for ξ. Assume that [(ω P , ω P )] is a rational class and let [D] be the Lefschetz dual of c[(ω P , α P )] for some c > 0. Then for any minimal symplectic filling (N, ω N ) of (Y, ξ) and any symplectic exceptional class e in (X, ω) = (P, ω P ) ∪ (N, ω N ), we have [D] · e > 0.
Trichotomy
To determine the convexity/concavity of plumbing of D, we first study when ω| Y D is exact using Lemma 5.2. Proof. The case that D is a torus is clear. So we assume now that D is a cycle of spheres. If Q D is negative definite then ω is exact on Y D by Lemma 5.2. If b + (Q D ) = 0 but Q D is not negative definite, then by Lemma 2.4, D is toric equivalent to a circle D of self-intersection −2 spheres and it is easy to check that for any z ∈ R k , Q D z cannot have all entries being positive.
For the case b + (Q D ) = 1, it suffices to show ω is exact on Y D for all D listed in Theorem 1.3. By Lemma 2.5, we only need to look at the positive parabolic case, because Q D is nondegenerate in all other cases.
Let a = (a 1 , a 2 ,
[ω] · [C 3 ]) for the divisor (1, 1, p) . First if p = 1, then by (4) of Lemma 2.10, we have [C 1 ] = [C 2 ] = [C 3 ] and thus a 1 = a 2 = a 3 . Then
is a solution to Q D z = a. If p = 1, then again by (4) and (5) 
which is solvable as p = 1.
Generalizing the symplectic Kodaira dimension of a symplectic 4-manifold, the following contact Kodaira dimension for contact 3-manifolds was proposed in [29] , based on the type of symplectic cap it admits. 
Symplectic fillings when b + = 1
In this section we prove Theorem 1.5. First we prove the equivalence between (1) and (3) in Theorem 1.5. Proof. If s is toric equivalent to one in Theorem 1.3, then D admits an symplectic embedding into a symplectic rational surface (X, ω). By Theorem 1.4, there is a concave symplectic neighborhood N D of (D, ω) with contact boundary (−Y D , ξ D ), then X − Int(N D ) is a symplectic filling of (−Y D , ξ D ). Now suppose (−Y D , ξ D ) is symplectic fillable and let (U, ω U ) be any minimal symplectic filling. Let z, a be a pair of vectors satisfy the positive GS criterion Q D z = a. Then we have a divisor cap (P (D), ω(z)) of (−Y D , ξ D ). Glue (U, ω U ) with (P (D), ω(z)) to get a closed manifold (X, ω). By Lemma 4.8 and 4.9, we have that b + (Q D ) = 1 and X is a rational surface and D is toric equivalent to one of Theorem 1.3. LetD = z i C i be the Donaldson divisor in P , thenD is a maximal divisor in X. For any exceptional class e in X, we haveD·e > 0. If X−D is not minimal, then there is an exceptional
[E] = 0, which contradicts the maximality ofD. So we conclude that X − D is minimal. Because D is a rationally embeddable circular divisor with b + (Q D ) = 1, D is rigid and (X, D, ω) is a symplectic Looijenga pair. So we must have c 1 = 0 and b + = 0 for (N, ω N ).
It turns out for symplectic log Calabi-Yau pairs, the contact boundary is not only symplectic fillable but also Stein fillable. The following theorem provides the crucial step from (3) to (2) in Theorem 1.5. Proof. Let (X, D, ω) be a symplectic Looijenga pair. By Theorem 3.6 there is an holomorphic Looijenga pair (X, D, ω) symplectic deformation equivalent to (X, D, ω). By Theorem 1.4 (ii), ω is exact on ∂P (D) and there is another symplectic form ω deformation equivalent to ω such that Moreover, by Proposition 4.1 of [21] , we can choose a complex structure compatible with ω such that (X, D) is a generic pair. By adjunction formula and Hodge index theorem, any algebriac curve which does not intersect D is a self-intersection −2 rational curve or a self-intersection 0 elliptic curve. There is no self-intersection −2 rational curve by the genericity of the pair (X, D). We claim that there is no elliptic curve in the complement of D of self-intersection 0. Suppose there exists such elliptic curve T . Since b + (Q D ) = 1, we can assume there is a self-intersection 0 component C of D (possibly after toric blowdown and non-toric blow-up). Using light cone lemma, we get that [T ] = λ[C] for some λ > 0. However, C intersects other components of D non-trivially, and so would T , which is contradiction. Any algebraic curve that intersects D but not contained in D has positive pairing with Since D being symplectically embeddable implies that D is anti-canonical, there is a symplectic Looijenga pair (X, D, ω). By Theorem 5.16, (−Y D , ξ D ) is Stein fillable.
It means that
As shown in the proof of Theorem 5.15, every minimal symplectic filling gives rise to a symplectic Looijenga pair. Then the finiteness of minimal symplectic fillings follows from Corollary 3.7. The rest is also contained in Theorem 5.15 and Theorem 5.16.
Remark 5.17. In [17] , Golla and Lisca have investigated a large family of such contact torus bundles (−Y D , ξ D ) arising from D with b + (Q D ) ≥ 1. They proved that all Stein fillings of (−Y D , ξ D ) have c 1 = 0, b 1 = 0 and share the same b 2 . Moreover, up to diffeomorphism, there are only finitely many Stein fillings, and there is a unique Stein filling if |trA| < 2. Here A is the monodromy matrix of Y D . Many of the results also hold for minimal symplectic fillings for this family.
Remark 5.18. A similar result for elliptic log Calabi-Yau pairs was obtained by Ohta and Ono in [45] . Their results were stated for links of simple elliptic singularities, but actually concerns symplectic torus of positive self-intersection. We summarize their results as follows.
Let D be a torus with 0 < [D] 2 ≤ 9 and [D] 2 = 8, then the minimal symplectic filling of (−Y D , ξ D ) is unique up to diffeomorphism. In the case [D] 2 = 8, there are two diffeomorphism types of minimal symplectic fillings. All these minimal fillings have c 1 = 0 and b + = 0. When [D] 2 ≥ 10, there is a unique minimal symplectic filling up to diffeomorphism, but we don't have c 1 = 0 in this case.
Geography of Stein fillings when Q D is negative definite
A cusp singularity is the germ of an isolated, normal surface singularity such that the exceptional divisor of the minimal resolution is a cycle of smooth rational curves D meeting transversely ( [8] ). When Q D is negative definite, the symplectic log Calabi-Yau pair (X, D, ω) corresponds to resolutions of cusp singularities. Then we have (Y D , ξ D ) is Milnor fillable and thus Stein fillable as a particular case of the following well-known result. Proof. We include a brief argument here. Choose an almost complex structure J on X so that D is J−holomorphic and J is integrable in a neighborhood N D of D ( [50] ). Since D is negative definite, by the Mumford-Grauert criterion ( [43] , [19] ), D arises as a resolution of an isolated surface singularity. So by Proposition 5.5, ξ D is contactomorphic to the Milnor fillable contact structure ξ can induced by the complex tangencies. N D is a holomorphic filling of (Y D , ξ can ) and thus can be deformed to a Stein filling by [3] .
Together with Theorems 1.3 and 1.8 in [31] , Theorem 1.4 has the following consequence. When Q D is negative definite, the Betti numbers of exact fillings of (Y D , ξ D ) are bounded. For elliptic log Calabi-Yau pairs, we have the following finiteness theorem.
Theorem 5.20 (Theorem 2 in [45] ). Any simple elliptic singularity has either one or two minimal symplectic fillings up to diffeomorphism, arising either from a smoothing or the minimal resolution.
To study symplectic Looijenga pairs, we first give some information on the homology of a cycle of spheres in a symplectic rational surface X.
Lemma 5.21 (cf. Theorem 2.5 and Theorem 3.1 in [17] ). Let D be a cycle of spheres in a symplectic rational surface X and V = X − N D .
Proof. The homology and cohomology of N D are straightforward to compute since N D deformation retracts to D.
The groups H i (Y D ) and the homomorphisms to H i (N D ) are computed via the long homology exact sequence of (N D , Y D ), the Lefschetz duality H i (N D , Y D ) = H 4−i (N D ), the homology and cohomology of N D in the 1st bullet, and the interpretation of Q D as the restriction map
The homology of V is computed via the Mayer-Vietoris sequence of the pair (N D , V ). The vanishing of b 1 (V ) follows from the portion
We provide explicit Betti number bounds for Stein fillings below when D is negative definite.
Proposition 5.22. Let (X, D, ω) be a symplectic Looijenga pair. Suppose that D is toric minimal and negative definite and V = X − N D . If U is a Stein filling of (Y D , ξ D ), then X U = U ∪ V has either b + = 1 or 3, and
• When b + (X U ) = 1, X U is rational or an integral homology Enriques surface, and U is negative definite with b 1 (U ) = 1. In this case e(U ) = b − (U ), where e is the Euler number.
• When b + (X U ) = 3, X U is an integral homology K3, (b + 2 (U ), b 0 2 (U ), b 1 (U )) = (1, 1, 0) or (2, 0, 1). In either case, c 1 (U ) = 0 and 2 ≤ e(U ) ≤ 21.
Proof. Since U is Stein, we have 1 = b 1 (Y D ) ≥ b 1 (U ). By the Mayer-Vietoris sequence of the pair (U, V ), we have the exact sequence
Since V is a Calabi-Yau cap, it follows from b 1 (X U ) ≤ 1 and Theorem in [31] that either (i). b + (X U ) = 1, b 1 (X U ) = 0 and X U is non-minimal rational or a minimal integral homology Enrique surface, or (ii). b + (X U ) = 3, b 1 (X U ) = 0 and X U is a minimal integral homology K3.
Since b 3 (X U ) = 0, b 1 (V ) = 0, we have the exact sequence over Q,
Finally observe that the map
Reversing the argument proves the converse. The three observations together give the claim b 0 2 (U ) + b 1 (U ) = 1. Notice that the three observations also provide a decomposition of H 2 (X U ; Q). There are two cases depending on the whether the map Q = H 2 (Y D ; Q) → H 2 (X U ; Q) has rank 0 or 1. When the rank is 0, then H 2 (X U ; Q) naturally decomposes as
. When the rank is 1, H 2 (X U ; Q) naturally decomposes as
The intersection pairing is non-degenerate on the orthogonal subspaces H 2 (U ; Q)/[S 1 ] and Finally, we discuss the potential implication of Proposition 5.22 for Stein fillings of cusp singularities. Each toric minimal, negative definite circular spherical divisor D with [D] 2 ≤ −2 has a dual cycleĎ, with the property that the plumbed manifolds Y D and YĎ are orientation reversing diffeomorphic (Theorem 7.1 in [44] ). They corresponds to dual pairs of cusp singularities. Every pair of dual cycles embed in a Hirzebruch-Ionue surface as the only curves ( [23] , [8] ). Note that the dual cycleĎ may not be a circular spherical divisor.
A cusp singularity is called rational if its minimal resolution D is realized as the anticanonical divisor of a rational surface. Looijenga proved that a cusp singularity is rational if the dual cusp singularity is smoothable. Conversely, Looijenga conjectured if (Y, D) is an anti-canonical pair, then the cusp singularity with minimal resolutionĎ is smoothable. This conjecture was proved in [20] via mirror symmetry and later in [10] via integral-affine geometry.
Note that a smoothing of a cusp singularity gives a Stein filling of (Y D , ξ D ) with b + = 1. In light of this, Proposition 5.22 provides some evidence to the following symplectic/contact analogue of the Looijenga conjecture.
Conjecture 5.23. If a cusp singularity does not have a rational dual, then it admits only negative definite Stein fillings.
Universally tight contact structures
We first introduce some notions of topological divisors. To each topological divisor D, we can associate a decorated graph Γ = (V, E, g = (g i ), s = (s i )) with each vertex v i representing the embedded symplectic surface C i and each edge connecting v i , v j corresponds to an intersection between C i and C j . Each vertex v i is weighted by the genus g i = g(C i ) and self-intersection
This generalizes the self-intersection sequence of a circular spherical divisor. Similarly, there is a one-to-one correspondence between decorated graphs and topological divisors.
By Proposition 5.5, the boundary contact structure of a symplectic divisor neighborhood is independent of the symplectic form, i.e. area vector a, as long as the positive/negative GS criterion is satisfied by some z and a. So from the contact point of view, only the underlying topological divisor matters, which motivates the following definition.
Definition 5.24. Let Γ = (V, E, g, s) be a decorated graph and denote by Q Γ the intersection matrix of Γ. We say Γ (or equivalently a topological divisor D) satisfies the positive GS criterion if there exists z, a ∈ (R + ) k such that Q Γ z = a and the negative GS criterion if
The following notions were introduced in [11] and are intimately related to open book decompositions. For each vertex v i of Γ, denote by d i the valence of v i . A decorated graph Γ is called non-negative if s i + d i ≥ 0 for all vertex v i . Similarly we can define a decorated graph to be non-positive, positive, and negative in the obvious way. In addition, we would always require that s i + d i = 0 for some vertex v i when we talk about non-positive and non-negative graphs. These notions extends naturally to topological divisors. Here is an easy observation.
Lemma 5.25. A decorated graph being non-negative is preserved by toric blow-down.
It was shown in [15] that all non-positive graphs are actually negative definite and give convex symplectic plumbings. For non-negative graphs, we can show the following: Proof. Let Γ be a non-negative graph with k vertices and denote by Q Γ = (Q ij ) the intersection matrix. We will find a pair of vectors z and a through an iterated perturbation process.
Start with z = (1, . . . , 1) T and a = Q Γ z. Since Γ is non-negative, we have a j ≥ 0 for all j and a i > 0 for some i. So the index set I = {i|a i > 0} is nonempty.
Suppose a l = 0 and Q il > 0 for some i ∈ I. Let z be a new vector such that z i = z i + for some small positive and z j = z j for all other j. Then we let a = Q Γ z such that a j = a j + Q ji for all j. Since Q ji ≥ 0 for j = i, we have a j ≥ a j for all j = i. In particular, a l = a l + Q li = Q li > 0 as Q li > 0. For small enough, we can also require that
We could repeat the process using I , z , a as the new I, z, a. Since the graph Γ is finite, this process stops at some finite time and produces a pair of vectors z, a ∈ (R + ) k such that
When the graph associated to a divisor is non-positive, Gay and Stipsicz constructed an open book decomposition supporting the induced contact structure on the boundary of the divisor neighborhood ( [16] ). This construction was extended to non-negative plumbing graphs in [33] . Then using the open book decomposition, the classification results of Honda ([22] ) and the explicit open book decomposition of Van-Horn-Morris ( [51] ) were combined to prove the following result. 
A Appendix: Operations on divisors and invariance of contact structure
This appendix is devoted to the proof of Proposition 5.8 about the invariance of this contact structure under toric equivalence and interior blow-up/blow-down.
A.1 GS construction
We briefly review the proof of Theorem 5.1 as in [16] and [27] . The proof of Proposition 5.8 is based on this construction. Recall that for each topological divisor D, we can associate a decorated graph Γ = (V, E, g = (g i ), s = (s i )) with each vertex v i representing the embedded symplectic surface C i and each edge connecting v i , v j corresponds to an intersection between C i and C j . Each vertex v i is weighted by the genus g i = g(C i ) and self-intersection
is a symplectic divisor, we can associate an augmented graph (Γ, a) by adding the area vector
. For an augmented graph (Γ, a) and a vector z such that Q Γ z = a. Let z = − 1 2π z and fix a small > 0. For each vertex v i and each edge e connecting to v i , we choose an integer s i,e such that e∈E(v i ) s i,e = s i , where E(v i ) denotes the set of edges e connecting to v i . Also, set x i,e = −s i,e z i − z j , where v j is the other vertex connected by e.
Consider the first quadrant P = [0, ∞) 2 ⊂ R 2 and for some fixed γ and δ let g : P → [0, ∞) be a smooth function with level sets like in the following figure. So g(x, y) = x when y−x > γ, g(x, y) = y when y − x < −γ and g is symmetric with respect to the line y = x. The constants γ and δ are chosen to be small enough so that for each vertex v i and each edge e incident to v i , the line passing through (0, ) with tangent vector (1, −s i,e ) should intersect g −1 (δ) in the region y − x > γ. By symmetry, we also have the line passing through ( , 0) with tangent vector (−s i,e , 1) intersects g −1 (δ) in the region y − x < −γ.
For edge e connecting vertices v i and v j , we can construct a local model (X e , C e , ω e , V e , f e ) as follows. Let µ : S 2 × S 2 → [z i , z i + 1] × [z j , z j + 1] be the moment map of S 2 × S 2 onto its image. We set p 1 , p 2 be the coordinates for [z i , z i + 1], [z j , z j + 1] and set q 1 , q 2 ∈ R/2πZ to be the corresponding fiber coordinates. Then ω = dp 1 ∧ dq 1 + dp 2 ∧ dq 2 is the symplectic form on the preimage of the interior of the moment image. Let g e (x, y) = g(x − z i , y − z j ) and let R e be the open subset of g −1 e [0, δ) between the line passing through (z i , z j + 2 ) with tangent vector (1, −s i,e ) and the line passing through (z j , z i + 2 ) with tangent vector (−s j,e , 1). Let (X e , ω e ) be the symplectic manifold given as the toric preimage µ −1 (R e ). Let C e = µ −1 e (∂R e ), f e = g e • µ e and V e be the Liouville vector field obtained by lifting the radial vector field
Then for each vertex v i with valence d i , we may associate a 5-tuple (X i , C i , ω i , V i , f i ) as follows. Let g i be the genus of v i and Σ i be a compact Riemann surface with genus g i and d i boundary components ∂ e Σ i corresponding to each edge e connected to v i . We can find a symplectic form β i and a Liouville vector field W i on Σ i such that there exists a collar neighborhood of ∂ e Σ i parametrized as (x i,e − 2 , x i,e − ] × S 1 on which β i = dt ∧ dα and W i = t∂ t . Then we define
is the disk of radius ρ and (r, θ) is the standard polar coordinate on the disk. We define f i = r 2 2 ,
Finally, the symplectic neighborhood (X, C, ω, V, f ) is constructed by gluing the local models together appropriately. Let R i,e be the parallelogram in R e cut out by the two lines with tangent vector (1, −s i,e ) passing through (z i , z j + ) and (z i , z j + 2 ) respectively. Similarly R j,e is cut out by the two lines with tangent vector (−s j,e , 1) passing through (z j , z i + ) and (z j , z i + 2 ) respectively. X i can be glued to X e by identifying µ −1 e (R i,e ) with (x i,e − 2 , x i,e − ) × S 1 × D 2 ( √ 2δ). It's easy to check that symplectic forms, functions and Liouville vector fields all match accordingly.
It's easy to see that when (Γ, a) satisfies negative GS criterion, i.e. z ∈ (R − ) k , the Liouville vector field V points outward along the boundary. So the glued 5-tuple (X, C, ω, V, f ) gives the desired convex neighborhood. And when (Γ, a) satisfies positive GS criterion, we have z ∈ (R + ) k . Then we can choose t small enough such that V is inward pointing along the boundary of f −1 ([0, t]), which gives a concave neighborhood. We would call this neighborhood the convex or concave plumbing of D and denote it by (P (D) , ω).
In summary, given an augmented graph (Γ, a), a vector z satisfying positive/negative GS criterion and choices of parameters , δ, t ∈ R + , {s v,e ∈ Z| e∈E(v) s v,e = s v }, g : [0, ∞) 2 → [0, ∞), the above construction gives a symplectic plumbing (P (D), ω) with Liouville vector V along the boundary.
A.2 Contact structure and toric equivalence
In this section we prove the first statement of Proposition 5.8. We want to show that toric blow-up on the divisor doesn't change the induced contact structure on boundary of plumbing. The construction in this section will be adapted a little to prove the second statement of Proposition 5.8 in the next section.
First we introduce the blow-up of an augmented graph, which is the symplectic version of toric blow-up. Consider the following local picture of an augmented graph (on the left), where each vertex is decorated by its self-intersection number, genus and symplectic area. The blow-up of this augmented graph with weight 2πa 0 is given on the right, which is the toric blow-up with areas specified in the graph. We call this an augmented toric blow-up of edge e 0 . Similarly, the reverse operation is called an augmented toric blow-down.
Denote the original augmented graph by (Γ (1) , a (1) ) and the blown-up graph (Γ (2) , a (2) ). Note that Q Γ (2) z (2) = a (2) is still solvable after the augmented toric blow-up. If z (1) = (z 1 , z 2 , . . . ) and a (1) = (a 1 , a 2 , . . . ) satisfy Q Γ (1) z (1) = z (1) , then after blow-up of area a 0 , z (2) = (z 1 , z 1 + z 2 − 2πa 0 , z 2 , . . . ) and a (2) = (a 1 − 2πa 0 , 2πa 0 , a 2 − 2πa 0 , . . . ) satisfy Q Γ (2) z (2) = z (2) . So we could apply GS construction to both augmented graphs. In the following, we will denote the construction based on (Γ (1) , a (1) ) by GS-1 and denote the construction based on (Γ (2) , a (2) ) by GS-2.
For the choice of {s v,e }, note that the two graphs differ only near e 0 . We could choose {s v,e } for GS-1 first and then choose the same {s v,e } for all vertices and edges for GS-2, except the ones involved in the toric blow-up. We could choose s v 0 ,e 1 = 0, s v 0 ,e 2 = −1 so that s v 0 ,e 1 + s v 0 ,e 2 = s 0 = −1 and choose s v 1 ,e 1 = s v 1 ,e 0 − 1, s v 2 ,e 2 = s v 2 ,e 0 − 1. Then we have x v 1 ,e 1 = x v 1 ,e 0 − a 0 , x v 2 ,e 2 = x v 2 ,e 0 − a 0 , x v 0 ,e 1 = −z 1 and x v 0 ,e 2 = z 1 + a 0 . The choice of other parameters will be specified later. Note that the choice of parameters won't affect the boundary contact structure by Proposition 5.5.
In GS-1, the edge e 0 corresponds to the local model (X (1) e 0 , C
e 0 , f In GS-2, the edge e 1 corresponds to the local model (X
e 1 , C
e 1 , f 
e 0 ) and identifies the Liouville vector field V 
with toric image R Figure 5 . This gives symplectomorphism Φ e 2 : (µ −1 e 2 (R
e 2 ), ω
e 2 ) → (µ −1 e 0 (R
e 0 ), and identifies the Liouville vector field V (2)
e 0 . For vertex v 0 , take X (2) v 0 = [−z 1 −a 0 + (2) , −z 1 − (2) ]×S 1 ×D 2 √ 2δ (2) , ω (2) v 0 = dt∧dα+rdr∧dθ and V (2) v 0 = t∂ t + ( r 2 + z 0 r )∂ r . So we see that the local model (X
v 0 , C
v 0 , ω
v 0 , V
v 0 , f e1 is the region on the upper left, enclosed by black and red solid lines. R (1) e2 is the region on the lower right, enclosed by black and red solid lines. R (1) v0 is the rectangular region in the middle, enclosed black dashed and solid lines. R (1) v0,e1 , R (1) v0,e2 are the small rectangular regions in the middle bounded by both red and black lines. R (1) v1,e1 , R (1) v2,e2 are the small parallelogram regions on the upper left and lower right. exactly (µ −1 e 0 (R (1) v 0 ), µ −1 e 0 (L), ω
e 0 , f
e 0 ), where L is the line segment from point (z 1 + (2) , z 2 + a 0 − (2) ) to (z 1 + a 0 − (2) , z 2 + (2) ) in Figure 6 . We can check the gluing of µ −1 e 0 (R (1)
v 0 ,e 1 ) coincides with the gluing of µ −1 e 1 (R
v 0 ,e 1 ). Similarly, the gluing along µ −1 e 0 (R
v 0 ,e 2 ) coincides with the gluing along µ −1 e 2 (R
v 0 ,e 2 ). So the glued local model X
e 2 is symplectomorphic to the preimage of the region R (1)
e 2 with Liouville vector fields identified. Blow up the intersection point in P (D (1) ) corresponding to the edge e 0 symplectically with area 2πa 0 to get (P (D (1) )#CP 2 , ω bl ). This corresponds to cutting the corner from R (1) e 0 as shown in Figure 2 and the resulting region is called R bl e 0 . Since blowing up an interior point doesn't change the boundary, we have (Y D (1) , ξ D (1) ) = ∂(P (D (1) ), ω (1) ) ∼ = ∂(P (D (1) )#CP 2 , ω bl ).
Choose δ (1) , δ (2) , (1) , (2) , a 0 so that they satisfy δ (2) = δ (1) < (2) < (1) , 2 (2) < a 0 < 2δ (1) and a 0 = 2 (1) − 2 (2) . Such choice of a 0 ensures that there is enough area to blow-up and the interval in X (2) v 0 is well defined. So the region R e 0 . Since all other local models are the same for GS-1 and GS-2, by shrinking the region R (1) e 0 , we get an contact isotopy from (Y D (1) , ξ D (1) ) ∼ = ∂(P (D (1) )#CP 2 , ω bl ) to (Y D (2) , ξ D (2) ) = ∂(P (D (2) ), ω (2) ).
A.3 Half edge and blow-up of a vertex
The construction outlined in Section A.1 actually only works for graphs with at least two vertices, but it can be modified to take care of the single vertex case. Now consider the augmented graph (Γ, a) where Γ has only one vertex v decorated with genus g and selfintersection s. As long as s = 0, there is always a solution z = a s .
According to GS construction, the vertex v corresponds to a local model (
where Σ v is a genus g surface with one boundary component. To close up and get a disk bundle over a closed genus g surface with Euler class s, we need to glue X v to a disk bundle over disk and add the suitable twisting. Consider the region Rẽ in Figure 7 , which is similar to the region R e in Figure 2 except we only have one gluing region R v,ẽ . This region gives a local model (Xẽ, Cẽ, ωẽ, Vẽ, fẽ) in the same way as the ordinary GS construction. Note that xẽ = µ −1 e (Rẽ) ∼ = D 2 × D 2 √ 2δ . Here the gluing region is specified by the vector 1 −s . By gluing these two local models, we get the desired disk bundle.
This region Rẽ works almost the same as an edge in ordinary GS construction and we If we forget about the area a, such operations can be performed on a decorated graph and thus on a topological divisor. In this case, they are called the interior blow-up of vertex v and the interior blow-down.
An augmented interior blow-up of vertex v can be regarded as the augmented toric blowup of a half edgeẽ stemming from v as shown in the following diagram, where the right arrow indicates an augmented toric blow-up ofẽ. The construction from Section A.2 also works for regions like Rẽ with a suitable choice of and a 0 . So we have that toric blowing up a half edgeẽ doesn't change its boundary contact structure. Thus we conclude that the boundary contact structure is invariant under interior blow-up of a vertex.
