We generalize an approach suggested by Hill (Heredity, 33, 229-239, 1974) for testing for significant association among alleles at two loci when only genotype and not haplotype frequencies are available. The principle is to use the Expectation-Maximization (EM) algorithm to resolve double heterozygotes into haplotypes and then apply a likelihood ratio test in order to determine whether the resolutions of haplotypes are significantly nonrandom, which is equivalent to testing whether there is statistically significant linkage disequilibrium between loci. The EM algorithm in this case relies on the assumption that genotype frequencies at each locus are in Hardy-Weinberg proportions. This method can accommodate X-linked loci and samples from haplodiploid species. We use three methods for testing the significance of the likelihood ratio: the empirical distribution in a large number of randomized data sets, the x2 approximation for the distribution of likelihood ratios, and the Z2 test. The performance of each method is evaluated by applying it to simulated data sets and comparing the tail probability with the tail probability from Fisher's exact test applied to the actual haplotype data. For realistic sample sizes (50-150 individuals) all three methods perform well with two or three alleles per locus, but only the empirical distribution is adequate when there are five to eight alleles per locus, as is typical of hypervariable loci such as microsatellites. The method is applied to a data set of 32 microsatellite loci in a Finnish population and the results confirm the theoretical predictions. We conclude that with highly polymorphic loci, the EM algorithm does lead to a useful test for linkage disequilibrium, but that it is necessary to find the empirical distribution of likelihood ratios in order to perform a test of significance correctly.
Introduction
There has been a revival of interest in linkage disequilibrium because of the vast numbers of closely linked loci that can now be examined and because of the possibility of using disequilibrium to map genetic diseases (Jorde, 1995) . This revival of interest raises several theoretical issues. We will be concerned here with the question of what can be inferred from data in which genotypes but not haplotypes are observed, with particular emphasis on the case where there are numerous alleles per locus, as is typical with microsatellite and other hypervariable loci.
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of linkage disequilibrium is in the context of two alleles at each of two loci. The coefficient of linkage disequilibrium, D, is the difference between the frequency of a haplotype and its expected frequency under the assumption of random association of alleles (Lewontin & Kojima, 1960) . The value of D indicates the extent of linkage disequilibrium. If haplotypes are known, a variety of statistical methods, including the f-test, Fisher's exact test and several resampling tests, can be used to test the statistical significance of the linkage disequilibrium (Weir, 1990) . If statistical significance is detected, then it can be concluded that D is significantly different from zero.
If only genotypic data are available, Hill (1974) suggested that the value of D could be estimated by a method that is equivalent to what was later called the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) . Because this method maximizes the likelihood of the data (under the assumption of random mating), Hill suggested that a test of the significance of D could be carried out using a likelihood ratio test. That is, twice the logarithm of the ratio of the likelihood found by the EM algorithm to the likelihood under the assumption that D = 0 would have a x2 distribution with one degree of freedom. Hill (1974) showed that, asymptotically, the power of this test would be comparable to a f-test on the contingency table of haplotypes if the sample size of the genotypic sample were J2 larger.
Hill concluded that, in general, it would not be worth the extra effort to collect haplotype data by isolating isofemale lines or using information from large pedigrees, because simply increasing the sample size by a modest amount would have the same effect.
With more than two alleles per locus, the problem becomes much more difficult. With k alleles at one locus and 1 alleles at the other, there are ki D-values, one for each pair of alleles, although only (k-1)(1-1) of them are independent (Weir, 1979; Long et at., 1995) . With two highly polymorphic loci, it is easy to reach a situation in which there are more possible haplotypes than there are gametes represented in the sample. One solution is to choose one allele of interest at each locus and use the two-allele theory to infer that D-value and test for its significance. That approach is appropriate if there is some other reason to be interested in that particular pair of alleles. But if the goal is to determine whether there is overall evidence of nonrandom association of alleles at the two loci, then grouping the alleles will reduce the ability to detect significance (Watkins et al., 1994) . If haplotypes can be resolved, Fisher's exact test can be performed on tables of arbitrary size using a Monte Carlo algorithm (Guo & Thompson, 1992) , and a simulation study by Slatkin (1994) showed that increasing the numbers of allele per locus substantially increases the probability of detecting a significant association between closely linked neutral loci. Long et a!. (1995) have recently considered the problem of inferring haplotypes and testing for nonrandom associations among alleles using an approach nearly the same as that developed here, and many of their conclusions are the same as ours. Following Hill (1974) , they used the EM algorithm (described in the next section) and a test for the significance of the resulting likelihood ratios. Long et a!. (1995) found, as we have, that the x2 approximation is inadequate when there are several alleles per locus. Our paper differs from that of Long et al. (1995) in three ways. First, for reasons discussed later, we think that the bootstrap method they propose for testing significance of likelihood ratios may not be adequate and we use a randomization test for significance instead. Secondly, we evaluate the performance of our method on simulated data for which the true significance of the association between loci, as determined by Fisher's exact test, is known. This allows us to explore the performance of this method as a function of sample size and allele number. Thirdly, we do not consider the problem of higher order disequilibria, which Long et al. (1995) examined using an approach similar to that of Hill (1975) .
The EM algorithm
We will consider the case of only two loci with k alleles at the first (the A locus) and 1 alleles at the second (the B locus). The sample consists of counts of the numbers of individuals (n,) with the genotype A 4 BB1 in a sample of diploid individuals. From these, we can compute the allele frequencies at the two loci, p, and q1. The next step is to use the EM algorithm to find the maximum likelihood estimates of the frequencies of A ,B, f,. The general procedure which is applicable to data with an arbitrary number of loci is described by Hill (1975) , Long et a!. (1995) and Excoffier and Slatkin (1995) .
An initial guess of the haplotype frequencies, is chosen. Then these haplotype frequencies are used to determine the resolution of each double heterozygote in the sample by assuming that the probability of each of the two possible resolutions is in proportion to the expectation given the current estimates of the haplotype frequencies. For example the probability that the A 4 2B 1B2 genotype is resolved into A 1B1 and A 2B2 is f°f2/ fTf2 +fcf). Given the resolution of every double heterozygote, we can then compute a new estimate of the fs, f. Dempster et a!. (1977) show that this method increases the likelihood with each iteration, so when the iteration converges the resulting frequencies represent at least local maximum likelihood estimates of the haplotype frequencies. The likelihood is, under the assumption of multinomial sampling, proportional to Lcc fl
where the product is taken over all genotypes and = 1 if i i' and j =j' (double homozygotes), 4 if and j (double heterozygotes) and 2
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otherwise. There is no guarantee that there is a single maximum and it is best to try numerous initial guesses for the haplotype frequencies (Long et al., 1995) .
In this analysis, like that of Long et a!. (1995) but unlike that of Hill (1974), we do not estimate the disequilibrium coefficients directly but instead work with the haplotype frequencies. This is simply for notational and programming convenience. Our concern here is not with estimating the Ds but with testing for nonrandom association of alleles at the two loci. To do this we take the ratio of the final likelihood L* (computed using the haplotype frequencies found by the EM algorithm) to L0, the likelihood under the assumption of no disequilibrium (/, =pjqj). From this procedure, we obtain a test statistic, S = 2loge(L*ILO). This test statistic is chosen because, for large sample sizes, it will have a x2 distribution.
We performed three tests to test for significant associations between loci.. The first is the standard f-test with (k-1)(!-1) d.f., which would be valid if sample sizes were sufficiently large. The result of this test is a P-value which we will denote by P (C for x2). Secondly, we performed a randomization test. For each data set analysed, we randomly permuted alleles at each locus (although randomizing one locus would have been sufficient) and then ran the EM algorithm to obtain a value of S for that replicate. In a set of 1000 randomizations, we obtained an empirical distribution of S under the null hypothesis of no association and hence could find the proportion of replicates which produced values of S equal to or greater than that from the data. We called that proportion PR (R for randomized).
Our third test, which is an alternative to the loglikelihood ratio test, is one described by Elandt- Johnson (1971, p. 356) to the X statistic used to test for global disequilibrium between two loci having multiple alleles when the gametic phase is known (Weir, 1990, p. 94) . The tail probability obtained by comparing the observed value of Z2 will be denoted by P.
To describe the performance of each of these three methods for detecting significance, we compared the three P-values (Pa, PR, and P) with the tail probability from Fisher's exact test, PE (E for exact). With two and three alleles per locus, we used a program that enumerated all possible tables and provided the value of PE. With more alleles per locus, we used a Monte Carlo program written by one of us (M.S.). This program had already been tested extensively against published results and the results from the other program. When the Monte Carlo program was used, 17 000 replicates were used for each case to ensure that the resulting estimate of PE was accurate to within 1 per cent (Guo & Thompson, 1992) . Slatkin (1994) and Peterson et a!. (1995) have argued that when haplotype frequencies are known, PE provides a useful description of the extent of nonrandom association between loci, particularly when the goal is to compare the extent of association between different pairs of loci in the same sample of individuals. Other authors (e.g. Watkins et a!., 1994) have used a measure of association based on the x2 statistic for the contingency table of haplotype numbers (which is not to be confused with the f-test for the likelihood ratio statistic). With large sample sizes, using PE is equivalent to using the x2 statistic from the contingency table because for a given number of alleles the x2 statistic can be converted to a tail probability that is asymptotically equal to PE. The advantage of using the tail probability from the exact test is that there are no problems created by low frequency alleles or haplotypes, and hence there is no need arbitrarily to group low frequency alleles in order to eliminate cells with low expected counts.
Simulation study
To test the performance of the procedure described above, we carried out an extensive simulation study of data sets in which we knew the haploytpes and then grouped them arbitrarily into genotypes. With each data set, we first performed Fisher's exact test to obtain the tail probability, PE. We then compared the value of FE with those of P, PR and P. To find Pc, we used 100 random starting conditions for the EM algorithm and used the smallest resulting value of P (which resulted from the largest of the likelihood values found). Even if the global maximum was not found, we can still be sure that the value of Pc is no larger than that which would have been obtained if the global maximum likelihood solution had been found. To ensure that these results were correct we each wrote a program to implement the EM algorithm and carry out the X2-test. The results from these two programs agreed in detail.
To compute PR in the large number of data sets we examined, it was not feasible to use 100 random starting conditions in each randomized replicate. The results from the computations of Pc also indicated the numbers of local maxima found when 100 random initial conditions we used. Based on those results, we found it was sufficient to use a single initial condition for cases with two, three and five alleles per locus and 10 initial conditions for those with eight alleles per locus, for 100 and 200 gamete samples, and five in the cases when 300 gametes were sampled.
We assume that the value of FE provides a useful measure of the degree of nonrandom association between the two loci and a useful test of significance of that association, although many other measures can be and have been used. Maiste (1993) reviews and tests several possibilities. We used two measures of performance of each method. One is the fraction of replicates (iJi) in which P, PR or P indicated that there was significant disequilibrium given that FE indicated the same level of significance (i.e. given PE <, is the fraction of replicates for which P, PR or Pz was also less than oc). A larger value of 1'ss would indicate a larger chance of successfully detecting significant nonrandom association when it is actually present (according to the exact test). The second is the fraction of replicates (I'sN) in which FE indicates that there is no significant association, whereas P, PR or Pz indicates that there is (i.e.
given PE>1X, 'SN is the fraction in which P, PR or P is less than ). A larger value of SN indicates a greater chance of a false positive identification of significant disequilibrium. We will present results for 0.05 but the same patterns were found for = 0.01.
We analysed data obtained using the simulation program described by Slatkin (1994) . This program used a coalescent method to generate data at two linked loci under a variety of assumptions about recombination rates, mutation rates and demographic histories of a randomly mating population. In all cases, we assumed the same number of alleles per locus (k 1) and all combinations of k = 2, 3, 5 and 8, with sample sizes of n = 100, 200 and 300 gametes. For each combination of n and k, the parameters of the simulation program were adjusted so that roughly equal numbers of data sets with significant (FE <0.05) and nonsignificant (PE>0.05) degrees of association were obtained. A total of 1000 data sets were generated for each combination.
Then the x2 randomization, and Z2 tests were performed by other programs to generate values of Pc, PR or P as described above, and finally a third program took the combined tables of P-values to compute J'ss and SN• These results are shown in Table 1 .
Results Table 1 shows the performance of these different methods as compared to Fisher's exact test. We can see that for k = 2 and k = 3, all the methods perform about equally well and show that there is a substantial probability of detecting significance if it is present (') and with an acceptably low probability of false positives O/'sN). The values of I'ss are somewhat difficult to interpret because it was not possible to control for the distribution of values of FE in the simulated data sets. With more alleles per locus (k = 5 and k 8) some important differences among the methods are apparent. The probability based on the resampling method (PR) shows that there is still a substantial chance of detecting significance if it is present but that the probability of false positives is somewhat larger than 5 per cent, which is the significance level used, although it is never greater than roughly 10 per cent. The performance of the other two methods becomes sufficiently poor as to make them unusable. As was also found by Long et a!. (1995) , P can either show too much or too little significance depending on the values of n and k. The value of P tends always to show too much significance.
Discussion
These simulations confirm Hill's (1974) conclusion that with two alleles per locus, the EM algorithm applied to genotypic data combined with the likelihood ratio test provides a sufficiently accurate way to test for linkage disequilibrium between loci and that it is probably not worth the extra trouble to
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Values of SN (the fraction of times significance was the bootstrap method described by Long et a!.
detected with the likelihood ratio test, given that it was (1995) . We think that the problem with the bootnot detected with the exact test) in the sample of 1000 artificial data sets generated as described in the text. The sample size is the number of cases out of 1000 in which PE >0.05 strap method is that it assumes that the gamete frequencies inferred by the EM algorithm are correct, and then it resamples from inferred haplotype composition to determine the distribution of the likelihood ratios under sampling. In addition, the number of alleles per locus may differ from one bootstrap sample to another, so the number of d.f.
will also change, and hence the distribution of f-values in the bootstrap sample would not neces- allows for the possibility that the inferred haplotype frequencies may not be correct. We think that it is To illustrate the application of this method to experimental data, we re-examined the data described by Peterson et al. (1995) . The data were from 32 microsatellite loci on chromosome 4 in a sample of 50 unrelated Finnish individuals. There was sufficient information from a pedigree so that the genotypes could be almost completely resolved into haplotypes. There were between 4 and 16 alleles per locus. Peterson et aL (1995) performed Fisher's exact test on all pairs of loci, after the few remaining ambiguities in haplotype identification were randomly resolved, and found low PE values between several pairs of loci. They used these results to show that a physical map of this region of chromosome 4 was more likely to be accurate than a genetic map.
The question here is whether it was necessary to use related individuals to resolve the haplotypes in this sample. To answer this question, we reanalysed the data using the EM algorithm described above.
As with the simulated data sets, we used 100 randomly chosen starting conditions and kept track of all equilibria found. Results are shown in Table 2 for the 12 pairs of adjacent loci that showed significant disequilibrium using the exact test. These results are consistent with the simulation results presented above. They show that some significant disequilibrium could be detected from the genotypic data but that additional information was gained from the haplotypes.
Conc/usions
Our results show that the generalization of Hill's (1974) method, namely the EM algorithm, does lead to a useful test of nonrandom associations among pairs of loci when only genotypic data are available.
We have shown that this method can be used for hypervariable loci such as microsatellite loci, even with modest sample sizes, but that a resampling method is necessary to carry out a statistical test.
