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Abstract
Controlling the stereochemistry during glycosynthesis is usually achieved by using
elaborate protecting group techniques. For example, 1,2-trans-glycosidic bonds are formed
by the introduction of participating protecting groups at the neighboring C2-position.
This reaction is believed to proceed via a glycosyl cation, where the protecting group
interacts with the positive charge at the anomeric carbon, effectively shielding the cis-side
from nucleophilic attack, leading to the concept of neighboring group participation. The
formation of 1,2-cis-glycosidic bonds remains, however, a major hurdle to date. Empirical
studies have shown that their formation can be aided by the introduction of participating
protecting groups at the remote C4- or C6-positions, leading to the phenomenon of
remote participation. Due to the short-lived nature of glycosyl cations, they cannot
be studied readily in the condensed phase. The gas-phase environment inside a mass
spectrometer, however, can be used to isolate them. In a recent publication, cryogenic
infrared spectroscopy was used to unravel the structure of glycosyl cations. Evidence for
the existence of neighboring group participation was found in various monosaccharide
building blocks, as the acetyl protecting group at the C2-position forms a covalent bond
with the anomeric carbon. While these results enable a better understanding of neighboring
group participation, the structural motifs underlying remote participation remain poorly
understood. Their study would help optimizing reaction conditions aiding the formation of
1,2-cis-glycosidic bonds. Here, a combination of first-principles theory and cryogenic infrared
spectroscopy in the low-temperature environment of superfluid helium droplets (0.4K) is
used to decipher the structure of galactose building blocks exhibiting remote participation.
Galactose building blocks carrying an acetyl protecting group at the C4-position form
α-selective dioxolenium-type structures, exhibiting a covalent bond between the anomeric
carbon and the oxygen atom of the carbonyl group of the acetyl protecting group. Contrary,
galactose carrying an acetyl group solely at the C6-position does not exhibit remote
participation and forms non-selective oxocarbenium-type structures. Furthermore, a novel
type of interaction between benzyl protecting groups and the anomeric carbon, leading
to α-selective oxonium-type structures, is observed. The recorded data can be used
by algorithms based on artificial intelligence to predict the best reaction conditions for
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Carbohydrates are presumably the most diverse class of biomolecules. In nature, carbohy-
drates exhibit essential biological functions such as providing energy, forming bio-scaffolds
or recognizing cellular processes.[1] They are the most abundant class of biomolecules,
and among them cellulose is the most abundant biopolymer.[2] The structural diversity of
carbohydrates, especially in chain length, leads to many applications in different fields. On
the one hand, the biopolymer cellulose is used in material science as a green adsorbent
for various pollutants such as heavy metal ions, dyes or pharmaceuticals.[3–6] On the
other hand, therapeutics based on carbohydrates (mainly oligosaccharides) are currently
emerging.[7–9]
The field of glycomics[10,11], analogous to proteomics[12] or genomics[13], is still in
its infancy and even though progress has been made in the past years, no reliable high-
throughput technique to analyze glycans has been established so far. This lag in development
is mainly due to the structural complexity of glycans, contrary to linearly linked peptides
or oligonucleotides. Nevertheless, high-resolution data of glycans has been recorded using
NMR spectroscopy and X-ray crystallography.[14,15] Besides high sample consumption,
accurate structural analysis via NMR is often time-consuming both in terms of recording
and evaluating data. Furthermore, inter- and intramolecular interactions as well as solvent
effects can disturb the analysis of glycans. These drawbacks combined with the complexity
of carbohydrates have prevented a growth of glycomics at the same speed as genomics or
proteomics.
However, in the last few years, some major analytical advancements have been made in
the field of glycomics. Pagel et al. have shown that the gas-phase analysis of carbohydrates
using mass-spectrometry based techniques is a valuable approach to identify and differentiate
glycan isomers differing in composition, connectivity or configuration. On the one hand,
ion mobility-mass spectrometry (IM-MS) can be used to separate molecules according to
their mass, charge, size and shape,[16–18] while, on the other hand, cryogenic vibrational
spectroscopy in helium nanodroplets yields vibrational fingerprints exhibiting well-resolved
absorption features that are diagnostic even for minor structural variations.[19,20] Complex
carbohydrates can be structurally analyzed by combining both techniques.[21–27]
Recently, it has been demonstrated by Pagel et al. that cryogenic vibrational spec-
troscopy can also be used for the structural analysis of glycosyl cations, the key intermediate
in glycosylations.[28] Even though the first glycosylation reaction was performed already in
1893 by Emil Fischer,[29] its mechanism remains poorly understood until now.[30] Whether
the mechanism proceeds via a dissociative SN1- or a concerted SN2-type mechanism depends
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on many factors, such as the donor, the activator, the solvent or the temperature, which
have been empirically analyzed.[31–33] Due to the lack of structural data on the glycosyl
cation, the SN1-mechanism is particularly poorly understood. It is empirically known that
1,2-trans-glycosides can selectively be synthesized through the introduction of participating
protecting groups (PGs) at the neighboring C2-position, which is a commonly used method
in chemical synthesis. Participating PGs at the C2-position effectively shield the cis-side
of the anomeric carbon from nucleophilic attack, leading to 1,2-trans-glycosides.
Empirical data shows that the selective formation of 1,2-cis-glycosides can be induced
through participating PGs at the C4- and C6-positions.[34] It is believed that participating
PGs at these positions interact remotely with the positive charge at the anomeric carbon,
leading to shielding of the trans-side.[35] However, while neighboring participation is
acknowledged, the concept of remote participation is not fully understood yet. It has been
reported that fully benzylated galactose donors yield a high α-selectivity, even though
benzyl is formally a non-participating PG.[34] A type of remotely participating benzyl
ethers has also been proposed in mannuronic acid lactones, leading selectively to 1,2-cis-
mannosides.[36] The fact that some PGs act differently than presumed shows that the
fundamental chemistry behind glycosynthesis remains elusive. Studying the structure of
the glycosyl cation is the key to understanding SN1-type reactions in glycosynthesis.[37,38]
However, due to the short-lived nature of this intermediate, its comprehensive study
has not been possible until recently. Using cryogenic vibrational spectroscopy, it has
been demonstrated that neighboring participating acetyl PGs interact with the positive
charge of the anomeric carbon in glycosyl cations.[28] The gas-phase environment of a
mass spectrometer, where nucleophiles and solvent molecules are explicitly absent, presents
perfect conditions to analyze these reactive intermediates. Furthermore, the permittivity of
the vacuum, in which these ions are studied, is close to the permittivity of apolar solvents,
commonly used in glycosynthesis.[39]
Glycosyl cations were recently studied by Boltje et al. using infrared multiphoton
dissociation (IRMPD), who were able to get the first experimental evidence for neighboring
participation.[40] Furthermore, remote participation was observed in bicyclic 6,3-uronic
acid lactones.[41] Even though the data is in agreement with predictions, the presence of
multiple conformers, due to the elevated internal energy of the probed ions, leads to line
broadening and congested IR spectra and eventually impedes their reliable analysis.[42]
Another approach is chosen by Blériot et al., who show that glycosyl cations can
be generated and stabilized in the condensed phase using super acids (HF/SbF5) and
subsequently be studied with NMR spectroscopy.[43–45] However, it is unclear if the data
can be utilized to anticipate the stereochemical outcome of a glycosylation reaction, as the
analyzed glycosyl cations usually carry four positive charges. Besides, the interaction of
the super acidic solvent on the conformation of the glycosyl cation is not understood yet.
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In this work, a consistent set of fully protected galactose building blocks bearing
different combinations of acetyl and benzyl PGs is analyzed via cryogenic vibrational
spectroscopy and computational methods. The analyte ions are introduced into a mass
spectrometer using a nESI source. The ions are mass-selected before being accumulated in a
hexapole ion trap, where they are embedded in superfluid helium nanodroplets (0.4K) and
transported to the detection region. There, the embedded ions are probed with the Fritz
Haber Institute free-electron laser (FHI-FEL).[46] Absorption of resonant IR photons causes
evaporation of the helium matrix, with subsequent release of the previously embedded
analyte ion. The bare unsolvated ions are then detected by a time-of-flight (ToF) detector.
Plotting the ion signal of the released analyte ions versus the wavenumber of the laser
yields an IR spectrum that can be compared to its computed counterpart to identify the
conformation of the glycosyl cation. This approach has been successfully used in the past
for probing various substances, including small molecules, proteins, carbohydrates and
glycosyl cations.[19,20,28,47,48]
The aim of this work is to find experimental evidence of remote participation by probing
a consistent set of glycosyl cations generated by galactose donors carrying benzyl and acetyl
protecting groups in four different combinations with cryogenic vibrational spectroscopy
and quantum chemical theory. The impact of participating protecting groups at the remote
C4- and C6-positions on the conformation of the glycosyl cation, including bond distances
and ring puckers, is unravelled and compared to empirical data from glycosynthesis. The
recorded data can be used to predict the stereochemical outcome of glycosylation reactions.
1.2 Outline of the Thesis
This work presents a combination of experimental and theoretical results on glycosyl
cations. The general structure of carbohydrates, the anomeric effect and ring puckers
are presented in Chapter 2 – Fundamentals. Furthermore, the role of the glycosyl
cation in glycosynthesis and infrared spectroscopy including modern action spectroscopy
methods are discussed. The theoretical basics of the quantum chemical methods applied
to explore the conformational space of the glycosyl cations are explained. In Chapter 3
– Experimental Section, the investigated structures, the experimental setup and the
free-electron laser are presented.
The multistep approach used to study the glycosyl cations theoretically is described
in Chapter 4 – Molecular Modelling of Glycosyl Cations. A systematic study on
cation–pi-interactions and improvements of the applied genetic algorithm software as well
as the results of the genetic algorithm including final structures are presented. The final
experimental results are shown in Chapter 5 – Infrared Spectroscopy of Glycosyl
Cations. Experimental and theoretical data are thoroughly analyzed and compared to
3
1.2 Outline of the Thesis
the stereochemical outcome of glycosylation reactions. The influence of the leaving group





Carbohydrates, synonymously known as glycans, are the class of biomolecules that possesses
the largest structural diversity. They are constituted of monosaccharides, which are
polyhydroxylated aldehydes or ketones. Monosaccharides are grouped according to their
number of carbon atoms into families such as tetroses, pentoses, hexoses or heptoses. The
large structural diversity of glycans is due to the large number of stereocenters in each
monosaccharide. The prominent isomeric aldohexoses glucose, galactose and mannose, for
example, are defined by the configuration of four stereocenters. The focus of this thesis is
solely laid on galactose. The structural diversity of monosaccharides is shown schematically
in Figure 2.1 using galactose as an example.
Galactose is known as the C4-epimer of glucose, and thus the only difference between
these two species is the stereoconfiguration of the C4-carbon atom. Depending on the
stereochemistry of the C5-carbon atom, two different enantiomeric forms, l- and d-galactose,
exist. Generally, mainly the d-enantiomeric forms of sugars are biologically relevant, whereas
l-fucose is a prominent example for a naturally occuring monosaccharide exhibiting an
l-configuration. Each aldohexose bears five hydroxyl and one aldehyde group in the
short-lived open-chain form. The hydroxyl groups at the C4- and C5-position can attack
the sp2-hybridized carbonyl carbon atom to form a five- (furanose) or a six-membered ring
(pyranose). While the reaction is in terms of enthalpy favoured in both cases, the latter
is preferred due to less torsional strain. During the reaction, a new stereogenic center is
formed at the C1-carbon atom, the anomeric center. In the α-anomer, the anomeric center
has the same configuration as the C5-carbon atom, whereas the stereoconfiguration of both
centers are different in the β-anomer.
It is observed that in aqueous solution both anomers interconvert into each other via
the short-lived open-chain form (mutarotation). For glucose, the equilibrium α:β-ratio at
room temperature is 39:61 of the pyranose form, whereas only traces of the open-chain
and the furanose form are present.[50] β-d-glucose is favored over the α-anomer because of
steric interactions. While all substituents adopt the less hindered equatorial orientation
in the β-anomer, the C1-substituent adopts the less stable axial orientation in the α-
anomer, leading to destabilizing 1,3-syn-axial interactions. Subsequently, if solely these
effects are taken into account, a higher ratio towards the β-anomer would be expected.
The unexpectedly high α-ratio is caused by the anomeric effect, which is defined as "the
thermodynamic preference for polar groups bonded to the C1-carbon atom to take up an
axial position".[51] The anomeric effect is usually explained by either classical physics or
quantum mechanics. The classic explanation considers the dipoles involving the endocyclic
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Figure 2.1: Schematic illustration of the structural diversity of monosaccharides using
galactose as an example. Pucker representation is adopted from Hill et. al.[49]
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oxygen and the substituent at the C1-position. The dipoles are partially aligned, if the
substituent at the anomeric carbon is orientated equatorially, and thus repelling each
other. However, if the substituent is orientated axially, the dipoles are opposing each other,
which is energetically favored (Figure 2.2a). The quantum mechanical explanation involves
negative hyperconjugation, which is a stabilizing interaction between an unshared electron
pair on the endocyclic oxygen and the σ*-orbital of the axial C–O-bond (Figure 2.2b). The
effect can also be observed for electronegative heteroatoms that are different from oxygen.






















Figure 2.2: Contemporary explanations for the anomeric effect: (a) Opposing dipoles
are energetically favored, whereas aligned dipoles are disfavored. (b) Energetically favored
electron donation from the lone pair of oxygen in the empty σ*-orbital of the C–O-bond is
possible in axially substituted but not in equatorially substituted monosaccharides.
Carbohydrate rings can adopt various conformations, known as ring puckers, to minimize
steric repulsion of the substituents. In total there are 38 canonical puckers in pyranose rings.
The conformations can be categorized as chair (C ), boat (B), envelope (E), half-chair (H )
or skew (S) (Figure 2.1). For each conformation, a reference plane consisting of at least
four carbon atoms is defined and the atoms above and below the plane are denoted together
with the reference letter to yield the IUPAC nomenclature.[53] A more general definition
of ring puckering coordinates was established by Cremer and Pople, who discovered
that the conformation of each pyranose ring can be fully described by three parameters
(R, θ, φ), including distortions not covered by the canonical puckers.[54,55]
2.2 Glycosyl Cations in Glycosynthesis
Glycosyl cations, also called oxocarbenium ions, are short-lived intermediates in glycosynthe-
sis. They are formed by cleavage of a leaving group at the C1-position of a monosaccharide
building block. Glycosylation reactions can be described by two mechanisms, the first one
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being unimolecular SN1-reactions involving a glycosyl cation intermediate and the second
one being bimolecular SN2-reactions that proceed through a concerted associative transition
state (Figure 2.3). There is, however, a large gap between these two extrema and most gly-
cosylation and chemical reactions in general are rather situated in a mechanistic continuum
in between. While SN2-reactions are usually highly stereoselective, provoking an inversion
of the stereocenter, the stereoinformation is lost in SN1-reactions. In some glycosylation
mechanisms the formation of contact ion pairs has been observed, even though formally
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Figure 2.3: Glycosylation reaction with two associative SN2-mechanisms and one central
dissociative SN1-mechanism. Adapted from Adero et al.[31]
Many parameters are believed to influence the SN1–SN2-interface, as for instance the
nature of the donor, the acceptor, the leaving group, the concentration, the reaction time,
the activator, the solvent or the temperature.[33] While the selectivity of SN2-type reactions
in glycosylations is mainly dependent on the stereoconfiguration of the anomeric carbon,
the prediction of the selectivity of SN1-type reactions is more complicated. Here, the
short-lived glycosyl cation is formed and it has been postulated that its conformation,
which is mainly influenced by its substituents, is responsible for the stereochemistry of the
products.[35]
A commonly used method to introduce stereoselectivity in SN1-type glycosylation
reactions is the use of participating protecting groups, as for example acetyl (OAc) or
benzoyl (OBz), at the neighboring C2-position. Thereby, the selective formation of 1,2-trans-
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glycosidic linkages1 is achieved. Neighboring participation leads to effective shielding of the
cis-side from nucleophilic attack. The shielding occurs via the formation of dioxolenium-
type structures exhibiting a covalent bond between the carbonyl oxygen of the participating
protecting group and the anomeric carbon, as recently shown for glucose, galactose and
mannose.[28,40]
The formation of 1,2-cis-glycosides is generally less understood. Empirical data shows
that the introduction of participating protecting groups at the C4- and C6-positions leads
to α-selectivity for galactose, which indicates the existence of remote participation.[34] Here,
the protecting group interacts remotely with the anomeric carbon. The type of interac-
tion is, however, unknown and can range from pure oxocarbenium- to dioxolenium-type
structures (exemplarily shown for C4-acetylated galactose in Figure 2.4). Oxocarbenium-
type structures exhibiting a long-range interaction between the participating PG and the
anomeric carbon are situated between both types of structures. Recently, first experimental
evidence of remote participation for a very restricted set of samples of bicyclic glycosyl
cations has been published.[41] Despite the dissociative nature of the SN1-type mechanism,
the selective shielding of one side by participating PGs during nucleophilic attack leads to a
high stereoselectivity. A further type of remote participation with non-participating benzyl
PGs, leading to increased selectivity, has been postulated.[34,36] Here, the oxygen atom of
the benzyl ether PG interacts remotely with the anomeric carbon to form oxonium-type
structures.
2.3 Infrared Spectroscopy
Infrared spectroscopy, also called vibrational spectroscopy, is a method to probe the
vibrational modes of molecules and molecular ions. Each molecule exhibits 3N degrees
of freedom, with N being the number of atoms in the molecule, while three degrees of
freedom are occupied by translation and rotation, respectively, whereas the remaining
3N − 6 degrees of freedom are occupied by vibration. Linear molecules only exhibit two
rotational degrees of freedom and thus possess 3N − 5 vibrational degrees of freedom.
Vibrational modes are visible in an IR spectrum if a change in the dipole moment occurs
during the vibration. Modes that are not IR active can be probed with the complementary
method of Raman spectroscopy, in which vibrational modes are visible that exhibit a
change in polarizability of the electrons. The spectra are usually recorded in the mid-IR
range (400–4000 cm−1) and are diagnostic for each molecule. The spectra can usually
be divided into two regions. In the fingerprint region below 1500 cm−1 numerous C–H,
C–C and C–O absorption bands define the spectrum, showing a distinct pattern for each
1The cis/trans-nomenclature needs to be distinguished from the α/β-nomenclature. In the former, the
carbon atoms involved are explicitly specified, while in the latter the relative stereoconfiguration at the C1-













































Figure 2.4: Proposed glycosyl cation intermediates with C4-remote participation. The
type of interaction can range from oxocarbenium-type ions to hybrid structures and
dioxolenium-type ions with a covalent bond between the carbonyl oxygen of the participating
protecting group and the anomeric carbon. Adapted from Demchenko et al.[35]
molecule that cannot be comprehensively understood and predicted accurately by quantum
chemical theory in most cases. Above 1500 cm−1, the distinct vibrations of functional
groups, such as the C O stretching vibration at roughly 1700 cm−1, can be identified.
However, it is difficult to correlate the obtained spectra with the structure of the molecule
without complementary quantum chemical calculations.
The potential energy E(r) of a chemical bond as a function of the distance r between two
atoms can be described with the Morse potential (Equation 1), which is an approximation
that correctly describes the anharmonic behaviour of a chemical bond at short and long
distances. If two atoms are closer than equilibrium bond distance re, the potential energy
of the chemical bond increases exponentially, while it only rises to the dissociation energy
De for increasing distances. The constant factor a is called the stiffness of the chemical
bond. The Morse potential might describe the chemical bond in an adequate way, but
it is computationally demanding, which is why the behaviour of the chemical bond is
often approximated with the model of the harmonic oscillator (HO), in which the chemical
bond behaves like a classic spring, with k being its force constant (Equation 2). In this
model, the potential energy of the chemical bond rises quadratically with the changes
in bond distance from re. The discrete energetic levels of the vibrational states of the
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quantum mechanical HO are equidistant and quantized as Eν = (ν + 12)~ω (ν ∈ N0), with
ω being the frequency of oscillation. In the Morse potential, the discrete energy levels get
closer with rising quantum number ν. The HO is a good approximation in the equilibrium
region, but it fails to explain the limiting behaviour of very short and very long distances
(Figure 2.5). Thus, the HO does not explain the dissociation of a chemical bond.






















Figure 2.5: Schematic representation of the harmonic oscillator (green) and the Morse
potential (blue). Contrary to the energy levels of the HO, the energy levels of the Morse
potential are not equally spaced. The Morse potential accurately describes the dissociative
behavior of a diatomic molecule for increasing interatomic distances r, with a dissociation
energy De.
In a classical IR experiment, vibrational modes are detected by absorption spectroscopy.
Here, the attenuation of the intensity of IR light I0 that traverses a sample with the number
of density n, the path length L and the wavelength dependent absorption cross section
σ(λ) is measured. The transmitted intensity of IR light is denoted as I(λ). Vibrational
11
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excitation of a molecule occurs if a resonant photon is absorbed. Photons able to excite a
vibration have the wavelength of the (mid)-IR domain. The absorbance A can be plotted
against the wavelength λ or as typically done in IR spectroscopy against the wavenumber
ν˜ to give an IR spectrum. Absorption spectroscopy can be described by the Beer-Lambert
law (Equation 3).
I(λ) = I0 · e−σ(λ)·L·n ⇔ A(λ) = ln I0
I(λ) = σ(λ) · L · n (3)
Absorption spectroscopy is usually carried out either in the condensed or in the solid
phase, causing some disadvantages. In the condensed phase, the vibrations of the solvent
may overlap with the ones of the sample and interactions between the solvent and the
sample may lead to a less accurate spectrum. In the solid phase, the sample can be either
incorporated into a KBr pellet or measured with Attenuated Total Reflectance (ATR) IR
spectroscopy. This requires however that the solid sample is stable and does not react with
its environment. Also, ATR-IR spectra are rather broad. The biggest disadvantage is that
short-lived intermediates cannot be measured with these techniques. A suitable method
for studying these species is transferring them to the gas-phase environment of a mass
spectrometer, where non-desired reactants are absent. Typically, IR spectroscopy requires
a large number of density of the species of interest, which is not fulfilled in most gas-phase
experiments. Thus, the difference between I and I0 would not be measurable. However,
IR spectra can still be recorded in the gas-phase using action spectroscopy, which makes
use of the effect of IR radiation on the analyte. The fraction of affected molecules N(λ) is
expressed in Equation 4, where Φ(λ) is the photon fluence experienced by the sample at a
distinct wavelength.





There are different types of action spectroscopy that are commonly applied, as for example
IR multiphoton dissociation (IRMPD), messenger (tagging) or vibrational spectroscopy in
helium droplets. The foundation of these methods is usually an action event that occurs
during the absorption of a single or multiple photons. Such events are fragmentation,
dissociation of a tag or the release of the analyte ions from helium droplets. The signal
yield of the thereby generated ions can be monitored with ToF detectors and plotted versus
the wavenumber to give an IR spectrum.[56]
In IRMPD, fragmentation of the analyte ion occurs due to the absorption of multiple
resonant photons. After the absorption of a resonant photon, the vibrational energy quickly
dissipates via intramolecular vibrational redistribution (IVR). In this process, anharmonic
coupling to the vibrational background states leads to depletion of the excited vibrational
12
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mode while increasing the internal energy of the molecular ion. Upon absorption of multiple
photons and subsequent IVR events, the molecule is thermally activated and statistical
fragmentation occurs (Figure 2.6a). The main disadvantages of IRMPD are due to the
IVR mechanism: the elevated internal energy of the molecule results in the formation of
multiple conformers, with absorption bands differing only by a few wavenumbers, causing
line broadening. The increased internal energy also causes frequency shifts of the absorption
bands. These drawbacks often lead to congestion in IR spectra, especially in the case
of glycans that exhibit a high conformational flexibility. Nevertheless, IRMPD has been
widely used to study peptides, small carbohydrates and metal clusters.[42,57–60]
In messenger spectroscopy, a tag (or messenger) binds weakly to the analyte ion. The
absorption of a single resonant photon leads to the dissociation of the tag from the bare
analyte ion, whose signal intensity is monitored (Figure 2.6b). This leads to IR spectra
with well-defined narrow bands. The messenger usually is a noble gas atom, H2, D2 or N2.
The perfect messenger should exhibit a high tagging efficiency, not change the geometry of
the tagged ion, be IR transparent and be easily detachable upon the absorption of a photon.
The attachment of a tag requires cryogenic temperatures depending on the nature of the
tag (e.g. 3K for tagging He).[61] The slow cooling of the ions that enter the cooled ion
trap also lead to conformer selectivity, which makes this method interesting for studying
biological molecules. However, recent findings have shown that the energetically most
stable conformer might not always be found using this method, especially when there are
multiple energetically low-lying conformers.[62] Drawbacks are changes in geometry that
may be induced by the tag and low tagging efficiencies.
A method that combines the advantages of both techniques is cryogenic vibrational
spectroscopy in helium nanodroplets, which is also used for the experiments presented
in this thesis. The ions that are accumulated in an ion trap are embedded in a matrix
consisting of a superfluid helium droplet (0.37K) that is composed of ca. 105 atoms. Then,
they are transported to the detection region, where the analyte ions are probed with an IR
laser. Upon absorption of a resonant photon, IVR occurs in the analyte ion, leading to the
dissipation of energy to the vibrational background states. Even though the internal energy
of the analyte ion rises by this process, the energy is quickly transferred to the cryogenic
helium matrix through relaxation. Thus, the analyte ion reattains the energetical ground
state, while the helium matrix slowly evaporates. This prevents heat activation of the
analyte ion and thus it is believed that the trapped conformers will neither be activated
by the laser nor the geometry be changed by the matrix. Upon subsequent absorption of
a certain number of resonant photons the helium droplet releases the bare ion, which is
detected afterwards, for example, by a ToF detector (Figure 2.6c). A drawback is that
even though the helium droplets are very cold, the ion trap is still at ambient temperature.
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Figure 2.6: Schematic comparison between the underlying principles of (a) IRMPD,
(b) messenger spectroscopy and (c) vibrational spectroscopy in helium droplets. (a) In
IRMPD, the internal energy of the analyte ions rises through absorption of resonant photons
and subsequent IVR, leading to fragmentation. (b) In messenger spectroscopy, the tag
dissociates from the analyte ion after the absorption of a single photon, thus no thermal
activation occurs. (c) In helium droplets, the absorbed energy is dissipated to the helium
bath, which subsequently evaporates, to conserve a low temperature.
at room temperature, which will subsequently be kinetically trapped in the helium droplet
matrix and then probed, leading to less defined spectra. A way to circumvent that issue is
cooling the ion trap with liquid nitrogen to 78K. This method is a valuable approach to




In the following section, a brief overview of the theoretical methods to determine the
low-energy structures of glycosyl cations is given. While force field methods and molecular
dynamics are usually a reasonable choice to explore the conformational space of biomolecules,
the increase in computing power during the past decades allows to use more costly quantum
mechanical methods for exploring the potential energy surface (PES) of a molecule within
a reasonable amount of time. The PES is defined as the potential energy of a system as a
function of its atomic coordinates. Valuable information such as the molecular geometry,
vibrations or transition states can be extracted from the PES.
Quantum Mechanical Methods 1: Wave Function Based Methods
Fundamental understanding of a molecular system arises through studying its electronic
nature. Electrons, however, are very light particles and can therefore not be studied
by classical mechanics. A reasonable approach to get the wave function (WF) of a
system, from which the energy of the system can be extracted, is to solve the time-
independent Schrödinger equation (Equation 5).[63] In ab-initio methods only the electronic
structure is considered, contrary to (semi-)empirical methods, where some parameters are
fitted to experimental data in order to save computational time. The Born-Oppenheimer
approximation allows solving the Schrödinger equation while neglecting coupling of the
motion of nuclei and electrons because of the different time scales of their movements
due to their huge mass difference. However, the Schrödinger equation can only be solved
analytically for one-electron systems such as the H-atom or the He+-cation. Thus, numerous
approximations have been introduced to obtain reliable results for systems possessing
multiple electrons, some of which are presented in the following sections.
HΨ = EΨ (5)
The Hartree-Fock (HF) theory[64,65] was the first to give results of acceptable accuracy.
Here, the motion of each electron is considered to be independent from the dynamics of
all other electrons, while the interactions are taken into account in an average fashion.
Each electron is described as an orbital and all occupied orbitals form the wave function.
Electrons are fermions (particles with spin 12) and are thus antisymmetric (change of sign
upon interchanging two electrons). That behavior is taken into account by arranging
the orbitals into a Slater determinant. The orbitals that give the lowest energy (HF
orbitals) are determined by the variational principle. The HF theory generates the best
single-determinant WF. For improving the results systematically, electron correlation needs
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to be taken into account, which is achieved through multideterminant methods, being more
costly in terms of computational power.
Further ab-initio methods that are worth mentioning and routinely used to calculate
the correlation energy are the Møller-Plesset Perturbation Theory[66] (MP) and the Coupled
Cluster Theory[67] (CC). Commonly thereof derived methods are MP2 and CCSD(T). In
MP2, the second-order energy correction is considered, which means that the correlation
between pairs of electrons is described. Also, doubly excited determinants are taken into
account, while higher excitations are neglected. Considering higher terms is possible and
usually known as MP3 or MP4. However, MP3 often yields worse results than MP2,
whereas MP4 is for most systems too expensive. Typically the MP2 correlation energy
covers 80-90% of the correlation energy and is the most economical method including
electron correlation.[68]
The idea of CC is to include all corrections of a given type to infinite order.[69] This
means that each conceivable correlation between a given number of electrons is considered.
Moreover, in infinite CC, all excited states would be considered. However, considering
all corrections to infinite order is hardly feasible, which is why usually truncated CC is
used. Most commonly only singly, doubly and triply excited states are considered, which is
known as CCSDT. A good approximation for triply excited states is their approximation
via perturbation theory and adding this energy as a correction to the CCSD energy. This
method is known as CCSD(T).
A severe problem, as already mentioned, is computational cost. Each method scales
differently with the number of electrons N of the system. While HF and MP2 scale with a
factor of N3−4 and N4−5, respectively, CCSD(T) scales with a factor of N6−7. Therefore,
approximations have been introduced for MP2 and CCSD(T) that give results of similar
accuracy, with a more generous scaling behavior. The resolution of identity approximation
RI-MP2 decreases the computational cost by one order of magnitude, while maintaining a
high accuracy almost equal to MP2.[70] For CCSD(T) the Domain based Local Pair Natural
Orbital (DLPNO) approximation has been introduced. This method calculates up to 99.9%
of the CCSD(T) correlation energy, maintaining an almost linear scaling behaviour.[71,72]
Quantum Mechanical Methods 2: Density Functional Theory
Commonly used and computationally less costly methods to accurately calculate the energy
of a system are density functional theory (DFT) based methods. While the previously
presented methods extract the ground state electronic energy from the wave function of
the system, the ground state energy in DFT is completely determined by the electron
density ρ, as proven by Hohenberg and Kohn.[73] Contrary to the WF that contains 4N
variables, N being the number of electrons, the electron density only depends on three
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spatial coordinates, independent of the number of electrons. However, the functional that
connects the electron density and the ground state energy is not known. Later, Kohn
and Sham found out that the kinetic energy can be calculated from an auxiliary set of
orbitals used for representing the electron density.[74] Thus, the exchange-correlation (XC)
energy, which is only a small fraction of the total energy, remains unknown. However, the
introduction of orbitals increases the dependence of the electron density from 3 to 3N
variables. Modelling the XC part remains a major hurdle until now and yielded numerous
different DFT functionals that are more or less accurate for a given system.
The first functionals used the so-called Local Density Approximation (LDA). Here,
the electron density is treated locally as a uniform electron gas. This method is often
very inaccurate for molecular calculations and was improved by considering a non-uniform
electron gas. This is fulfilled by making the XC energies not only dependent of the electron
density, but also of its derivatives. This approximation is called Generalized Gradient
Approximation (GGA). Pure DFT functionals have a high accuracy for the correlation
energy, while they often fail to reliably describe the exchange energy, which is more
accurately covered by the HF method. This leads to the nowadays asserted idea of mixing
HF and DFT energies. Such DFT functionals are called hybrid functionals (e.g. B3LYP).
They provide relatively good results for low computational costs. Double-hybrid functionals
are an even more sophisticated method. Here, the DFT energy is not only mixed with the
HF energy, but also with the MP2 energy. The elevated accuracy, however, comes with a
price, as hybrid methods require additional HF and/or MP2 calculations and thus adapt
their scaling behavior.[75]
DFT methods also fail to describe long-range interactions such as dispersion that are
especially in larger systems of great importance. A reasonable approach to include these
type of interactions is adding an empirical r−6 dependent dispersion term to the DFT
calculated energy. The method has been further refined and can be used with a negligible
increase in computational cost.[76,77]
Besides the method, each calculation also needs a basis set, which is a set of basis
functions that describe approximatively atomic orbitals (AOs). Molecular orbitals (MO)
are a linear combination of AOs. Each AO can potentially be described with an infinite
number of basis functions, which would then give the most accurate result. However, this
is computationally not feasible and thus each orbital is described with a restricted number
of basis functions. An efficient approach applied in most basis sets is to model the valence
orbitals with an elevated number of functions, while the core orbitals are only modelled
with one basis function. Some basis sets also include polarization functions, which allow
antisymmetric behaviour of the MOs. The commonly used basis set def2-TZVPP, which
is a triple zeta valence basis set, models each orbital with three basis functions and two
sets of polarization functions.[78] Ideally, the energy obtained with a triple-zeta (tz) and
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quadruple-zeta (qz) basis set of the same family, for example, can be extrapolated to the
complete basis set (CBS) using Equation 6 for the HF and Equation 7 for the correlation
energy, which can be added to get the total energy (Equation 8).[68,79,80]
ECBSHF =






, α = 7.88 (6)
ECBScorr =
Etzcorr · 3β − Eqzcorr · 4β
3β − 4β , β = 2.97 (7)
Etot = Ecorr + EHF (8)
Genetic Algorithm
Genetic algorithms (GAs) are used in theoretical chemistry to sample chemical structures
based on biological concepts in order to find ultimately the lowest-energy conformer of a
given molecule. At first, an initial population is created by random variation of torsional
angles, cis/trans-bonds or even the pucker of pyranose rings. The fitness of the as-generated
structures is determined by comparing their respective energies. Low-energy structures
have a high fitness and are more likely to serve as parent structures for the next generation.
Features from two parent structures are taken to generate a set of child structures, whose
energy is determined to calculate their fitness. A suitable portion of the best parent and
child structures are used for sampling the next generation. To add some randomness to
the algorithm, mutation is allowed to happen in all steps. The genetic algorithm is usually
terminated when no change in the best structure occurs for a certain number of generations
or after a limited number structures have been sampled.
If the GA uses non-optimized structures, then its philosophy is Darwinian, because the
child structures inherit features that the parent structures inherited from their parents
and so on. If each generated structure is subjected to a structure optimization, then the
philosophy of the GA is rather Lamarckian, because then the features acquired through the
structure optimization are inherited to the child structures. This philosophy is for example
used in the flexible algorithm for optimization of molecules (Fafoom) that is also used in
this thesis.[81,82] Every generated structure is sent to an external program for optimization
with force fields (FFs) or quantum chemical methods. FFs use empirical parameters to
calculate the electronic energy as a function of the nuclear coordinates, while electrons
are neglected. Due to the low cost, it is the only valuable method for large biomolecules.
Most FFs can only be reliably used for a small number of molecules, for which they have
been parametrized and yet deliver always poorer results than quantum chemical methods.
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For carbohydrates, the pyranose pucker is often sampled as a chair by most FFs, which
especially leads to erroneous results during the consideration of glycosyl cations. Therefore,
it is a good approach to sample small molecules, with less than 100 atoms, rather with






The precursors for the investigated glycosyl cations were prepared by Seeberger et al. The
investigated samples consist of galactose bearing a leaving group (LG) at the C1-position
and protecting groups in four distinct combinations. The glycosyl donors consist of fully
benzylated, 4-acetylated, 6-acetylated and 4,6-di-acetylated galactose building blocks, while
the remaining hydroxyl groups are benzylated. The glycosyl cations are formed by cleavage
of trichloroacetimidate or ethanethiolate LGs, abbreviated as imidate and thiolate. The
thereby generated glycosyl cations 2,3,4,6-tetra-O-benzyl-d-galactopyranoside, 4-O-acetyl-
2,3,6-tri-O-benzyl-d-galactopyranoside, 6-O-acetyl-2,3,4-tri-O-benzyl-d-galactopyranoside
and 4,6-di-O-acetyl-2,3-di-O-benzyl-d-galactopyranoside are in the following part of the
thesis abbreviated as Bn, 4Ac, 6Ac and 46Ac. The chemical structures of the investigated
samples are shown in Figure 3.1. All samples have been examined with α-imidate LGs,
while a limited number of samples were also analyzed with β-imidate and β-thiolate LGs
to study the influence of the nature of the leaving group and its configuration on the




































Figure 3.1: Chemical structures of the investigated samples.
3.2 Experimental Setup
The experimental setup used in this thesis has been published previously.[19,22,83,84] It
combines mass spectrometry with cryogenic vibrational spectroscopy in helium droplets
(Figure 3.2). The setup consists of a modifed Q-ToF Ultima (Waters Corporation) mass
spectrometer that is combined with a helium droplet source, a hexapole ion trap, a
free-electron laser and a time-of-flight detector.
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Table 1: Investigated samples are labelled in green, while the non-investigated counterparts
are labelled in red.
Donor Imidate Thiolate





















Figure 3.2: Schematic illustration of the experimental setup. The sample is ionized via
nESI, the ions are m/z-selected in a quadrupole filter and accumulated in a hexapole ion
trap. There, the analyte ions are picked up by helium droplets and get transported to the
detection region, where they are probed by the FEL.
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All samples are dissolved in a mixture of acetonitrile and water (9:1) to yield a 100–
200µm solution. The sample is ionized via nano electrospray ionization (nESI) using Pd/Pt
coated glass capillaries (Sputter Coater HR 208, Cressington), which are pulled to a tip
with an inner diameter of 1–2µm employing a micropipette puller (Model P-1000, Sutter
Instrument). Charged droplets containing the analyte ions are formed after applying a
voltage of 1 kV to the tip of the capillary. Bare analyte ions, that are formed after solvent
evaporation and droplet fission, are either deflected towards a skimmer and then guided into
the instrument via a Z-spray source or directly guided into the instrument via a capillary
source. The instrument setup allows to change between the Z-spray and the capillary
source. The ions are then guided into a quadrupole mass filter by two ring electrode ion
guides, where they get mass-to-charge selected. Then the ions pass through a collision cell,
which is only used for guiding the ions to a DC quadrupole bender that the ions can either
pass directly to enter a reflectron time-of-flight (ToF) detector or get deflected by 90◦ to fill
a linear hexapole ion trap. In the ToF detector, the measured time of flight of the ions is
used to derive the m/z-ratio. The detector is mainly used for monitoring the signal during
optimization of the source conditions and the voltages of the mass spectrometer.
In the hexapole ion trap, the ions are confined radially by a radio-frequency waveform
(1.1MHz, 400Vpp) and trapped longitudinally by endcap electrodes at the entrance and
the exit that are kept 3V above the DC offset of the trap. Filling the ion trap with helium
buffer gas leads to removal of excess kinetic energy and thermalization of the analyte
ions. The copper housing of the hexapole ion trap allows cooling with liquid nitrogen to
thermalize the ions to 78K. The temperature in the ion trap can be adjusted from 78 to
400K by a heater. The buffer gas is removed when the ion density in the trap is sufficiently
high.
Superfluid helium droplets are generated by a pulsed Even-Lavie valve. Expansion of
helium (4He) from high pressure and low temperature into vacuum leads to the formation
of a fast beam of droplets. In this work, the valve is operated at 21K, leading to droplets
with an average size of 105 atoms. The valve is cooled by a closed-cycle helium cryostat and
operated at a repetition rate of 10Hz, an opening time of 17µs and a stagnation pressure
of 68 bar. The droplets pass through a skimmer with an opening of 4mm diameter that
is mounted 135mm away from the nozzle to enter the instrument. While traversing the
hexapole ion trap, the helium droplets can pick up analyte ions and cool them rapidly to
0.4K. The temperature of the droplets is maintained through evaporative cooling. The
kinetic energy of the doped helium droplets is high enough to overcome the longitudinal
trapping and transport the embedded ions to the detection region. Here, the droplets and
the IR laser beam overlap. Subsequent absorption of multiple resonant photons leads to
the release of bare ions from the droplets that are then guided to a ToF detector by a DC
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quadrupole bender. The ToF signal of the released ions monitored against the wavenumber
yields the IR spectrum of the analyte ion.
3.3 Free-Electron Laser
As highlighted in Equation 4 in Section 2.3, the number of molecules affected in a gas-
phase action IR spectroscopy experiment rises with the photon fluence. In the experiment
described herein, tabletop lasers would conventionally not meet the needed photon fluence,
which is why a more powerful photon source is needed: the free-electron laser (FEL). In this














Figure 3.3: Schematic setup of the Fritz Haber Institute free-electron laser (FHI-FEL).
The FHI-FEL consists of an electron gun that releases electrons that are subsequently
accelerated to velocities close to the speed of light and energies of up to 50MeV in
two linear accelerators (LINACs). The electron beam is then bent and injected into a
resonator that consists of two high-reflectivity mirrors at each end and an undulator. The
undulator exhibits a strong magnetic field that is perpendicular to the direction of the
electron beam and periodically changes polarity along its length. This causes a periodic
deflection of the electron beam, leading to emission of light. Coherent monochromatic
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high-intensity radiation is obtained due to the interaction between the radiation and the
electron beam, leading to self-amplification. The wavelength can be tuned by changing
the gap of the undulator. The FHI-FEL can produce photons in the mid-IR range with a
wavelength tunable from 3 to 60µm. Pulsed radiation with 0.3–0.5% FWHM bandwith
of the corresponding wavelength is provided by a micro-pulse repetition rate of 1GHz, a
micro-pulse length of 3–5 ps, a macro-pulse repetition rate of 10Hz, a macro-pulse length
of 10µs and pulse energies of up to 120mJ. The kinetic energies of the electrons used for
producing high-intensity laser irradiation in this thesis is 36MeV.
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4 Molecular Modelling of Glycosyl Cations
The quantum chemical treatment of glycosyl cations isolated in the gas-phase is presented
in this chapter. A multistep strategy is employed to sample the conformational space of
glycosyl cations using DFT methods. The most promising structures are reoptimized at a
higher level of theory in order to calculate their IR spectra and single point energies. A
benchmark study on cation–pi-interactions has been carried out using various wave function
and DFT methods to find the most reliable theoretical method for calculating single point
energies.
4.1 Computational Details
In this section, the computational details of the procedure for generating the final structures
of the glycosyl cations are explained. A simplified scheme of the employed multistep
procedure is shown in Figure 4.1.
The geometry files of the starting structures are generated using Avogadro[85] or
Gaussview and are then subjected to the genetic algorithm Fafoom.[81] All available
rotatable bonds and ring puckers have been selected as degrees of freedom in the GA.
For each glycosyl cation, ten individual GA runs are carried out. The settings of the
GA are shown in Table S1. The GA automatically sends each structure to an external
software for structure optimization and uses the acquired properties of the optimized
structures for generating new structures. Here, the external software FHI-aims[86] is used
at PBE-vdWTS/light [87,88] level of theory.
The initial set of structures obtained after GA sampling is clustered into two subsets
depending on the interaction of the participating protecting group with the anomeric
carbon. If the O–C1-bond distance is smaller than 2Å, O is covalently bound to the
anomeric carbon to form a dioxolenium- or an oxonium-type cation, while it is not or
only weakly binding when the O–C1-bond distance is larger than 2Å (oxocarbenium-type
cation). For acetyl protecting groups, the C=O–C1-distance is measured, while the Bn-O–
C1-distance is measured for benzyl protecting groups. Ring puckers are assigned according
to Cremer-Pople coordinates.[54] Bond distances and ring puckers are determined using
a self-written Python script (Listing 1 in the appendix).
The low-energy structures for each subset are reoptimized at PBE0-D3/6-311+G(d,p)
level of theory using default convergence criteria in Gaussian 09, RevD.01.[76,77,89–91]
Subsequently, a frequency analysis within the harmonic approximation is performed. Each
IR spectrum is normalized and scaled by a linear scaling factor of 0.965. The line spectra



































Figure 4.1: Schematic representation of the employed multistep procedure described in
this section to compute IR spectra and final energies.
The RI-MP2[70] energies extrapolated to the complete basis set are calculated for each
reoptimized structure in ORCA 4.1.[92] Two-point extrapolation using the energies obtained
for the basis sets def2-TZVPP and def2-QZVPP that are also used as auxiliary basis sets,
is carried out using Equations (6)–(8).[78,93] Grid5 settings and tight SCF convergence are
requested. The obtained single point energies are corrected by a free energy contribution
at 78K derived from harmonic vibrational calculations.
4.2 Benchmarking Cation–pi-Interactions
Cation–pi-interactions are expected to play a major role in glycosyl cations.[94] The positive
charge in the glycosyl cations is often stabilized by the pi-system of up to two benzyl
protecting groups, if no participating group is interacting with the anomeric carbon. To
accurately determine the energy of these systems, a benchmark study has been carried
out on NaC6H +6 and Na(C6H6) +2 ions. In these systems, an atom with a positive charge
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(sodium) is coordinated by either one or two pi-systems (benzene). These systems are
reasonably similar to those studied in the further sections and small enough to serve as a
model to study cation–pi-interactions in detail.
The ions NaC6H +6 and Na(C6H6) +2 have been optimized at PBE0-D3/def2-TZVPP level
of theory. Then, a series of single point energy calculations using DLPNO-CCSD(T)[71],
RI-MP2 and various DFT functionals have been carried out, with variable distances
between the sodium ion and the benzene ring(s). The utilized DFT functionals are
the double hybrid functionals DSD-PBEP86[95] and PWPB95[96], the hybrid functionals
ωB97X,[97] M06, M062X,[98] X3LYP,[99] B3LYP[100–102] and PBE0[89] as well as the GGA
functionals SCANfunc[103] and PBE.[87] Each DFT calculation has been performed using
the D3-dispersion correction, except for X3LYP, for which the dispersion correction has
not been yet implemented into the ORCA software. The def2-TZVPP basis set has been
used for all calculations, except for RI-MP2 and DLPNO-CCSD(T), where def2-TZVPP
and def2-QZVPP have been used to extrapolate the energy to CBS. The MP2-part for
the calculations using double hybrid DFT functionals has been calculated using the RI-
approximation. In total, 787 calculations have been carried out for this study in ORCA 4.1
using Grid5 settings and tight SCF convergence criteria.
The energy is plotted as a function of the Na+ C6H6 distance (Figure 4.2). For
NaC6H +6 (Figure 4.2a), the Na+ C6H6 distance of the optimized structure is 2.38Å. The
distance has been decreased to 1.78Å and increased to 2.98Å respectively in 0.1Å intervals.
From 2.98Å to 4.98Å, the distance has been increased in 0.5Å intervals. For Na(C6H6) +2 ,
the Na+ C6H6 distance of the optimized structure is 2.45Å. In Figure 4.2b, the Na+ C6H6
distance remains constant for one benzene ring, while in Figure 4.2c the Na+ C6H6 distance
between Na+ and both benzene rings has been varied. The distance has been decreased to
1.75Å and increased to 3.05Å respectively in 0.1Å intervals. From 3.05Å to 5.05Å, the
distance has been increased in 0.5Å intervals. All energies have been referenced to the
energies of completely dissociated C6H6 and Na+ or NaC6H +6 , respectively.
Generally, the lowest energies can be found using DLPNO-CCSD(T)/CBS and RI-
MP2/CBS. CCSD(T) is the "gold standard" in computational chemistry and thus the
method to go.[104] As the RI-MP2 energies are almost equal to the DLPNO-CCSD(T)
energies, it can be estimated that RI-MP2 can calculate cation–pi-interactions sufficiently.
The RI-MP2 energies are lower than the DLPNO-CCSD(T) energies, because the correlation
energy is underestimated in MP2. The energies calculated with DFT methods are generally
higher than those calculated with wave function based methods. There is no need to
extrapolate the DFT energies to CBS, because they do not depend as much on the basis set
as the correlation energy does in wave function methods. For all three systems, the DFT
methods are not able to reproduce a similar curve, in terms of both shape and energetics,
as the wave function based methods. Furthermore, the difference in energetics seems to
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Figure 4.2: Single point energy of NaC6H +6 (a) and Na(C6H6) +2 (b,c) plotted as a
function of the distance between a sodium ion and benzene. (a) sodium is coordinated by
one benzene ring, (b) sodium is sandwiched between two benzene rings, while only one
Na+–Benzene distance is variable, (c) sodium is sandwiched by two benzene rings, while
both Na+–Benzene distances are variable, (d) list of methods used with color code.
increase with increasing number of pi-systems interacting with the positive charge. Thus,
the best compromise between computational cost and efficiency is RI-MP2/CBS, which is
used in the following sections to calculate the energies of the reoptimized structures.
4.3 Modelling the Conformational Space of Glycosyl Cations
Force Fields: A Valuable Approach to Study Glycosyl Cations?
The conformational space of glycosyl cations has been modelled using the evolutionary
algorithm Fafoom. The conformational space of molecules is usually sampled using empirical
force fields methods because of their low computational cost. However, these methods
rely only on empirical parameters and are therefore biased. In the systems studied herein,
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there are two main reasons why force fields methods are not a reasonable choice. First,
for carbohydrates, force fields tend to optimize the structures into chairs or other puckers,
which are often different from those predicted by more accurate quantum chemical methods.
Second, the interactions between a protecting group and the anomeric carbon cannot be
grasped by force fields.
Due to the low computational cost of force fields, the conformational space of 46Ac
has been sampled using the Merck Molecular Force Field 94 (MMFF94) and the Universal
Force Field (UFF), that are implemented in RDKit and which can be used with Fafoom.
It is theorized that the acetyl groups in 46Ac interact with the anomeric center to form
dioxolenium-type structures. This would require the formation of a covalent bond between
the carbonyl oxygen of one acetyl group and the anomeric carbon. Therefore, the energetics
of the sampled structures have been plotted as a function of the C=O4–C1- and the
C=O6–C1-distance for the MMFF94 (Figure S1) and the UFF (Figure S2) force field. For
both methods, it is observable that only oxocarbenium-type structures are generated, as
no covalent bond is formed between either carbonyl oxygen and the anomeric carbon. Only
a few structures show weak interactions, where the C=O4–C1-distance is less than 3Å.
Moreover, from all sampled structures (437 for MMFF94 and 450 for UFF), more than
60% have optimized in a chair pucker (1C4 or 4C1). This shows that force fields are not a
good approach to study the systems treated in this master thesis. As a consequence, the
systems are studied with DFT and WF based methods in the following sections.
Proof of Principle Study: Linking Fafoom to Gaussian
Fafoom has been developed to be used in combination with FHI-aims for DFT optimizations
and RDKit for force field optimizations. However, since its development, parsers have
been written to use Fafoom with other quantum chemical software packages as ORCA
or NWChem. No parser was available for Gaussian, which is unquestionably one of the
most often used software in quantum chemistry. The development of such a parser and a
proof of principle study of its performance as well as further modifications to Fafoom are
described in this section.
Fafoom and all its components are written using the programming language Python.
Thus, the Gaussian parser needs to be written in the same language. The parser that has
been written within the scope of this thesis is represented in Listing 2 in the appendix.
The parser initializes the arguments that need to be specified in the Fafoom input file if
Gaussian is chosen to optimize the generated structures. Some arguments are required,
while the others are optional (default values are used, if they are not specified). In the
next step, the parser creates the Gaussian input file (.gjf) from the initial geometry file
(.sdf) and the information specified in the Fafoom input file. Then, a subprocess is opened
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to submit the Gaussian input file. The output file is opened and checked for convergence.
Then the final energy and structure are saved and the former is being converted from
Hartree to eV.
To check if the parser works properly, the conformational space of 46Ac has been
sampled using Fafoom in combination with Gaussian 16[105] at PBE-D3/6-31G level of
theory. Fine grid settings and loose optimization criteria have been chosen. In total 112
structures have been generated and their energies have been plotted as a function of the
C=O4–C1- and the C=O6–C1-distance in Figure 4.3. The plot clearly shows that numerous
structures have been generated that exhibit a covalent bond between the C4-acetyl PG
and the anomeric carbon. The most stable dioxolenium-type structure is 38 kJ mol−1 more
stable than the most stable oxocarbenium-type structure. Structures exhibiting a covalent
bond between the C6-acetyl PG and the anomeric carbon have not been found. 43% of all
optimized structures adopt the same pucker as the most stable structure 1S5. Only one
structure adopts a chair pucker. The results are in agreement with those obtained with
FHI-aims and experimental results, as presented in the following sections. Thus, DFT is
contrary to force fields a valuable approach to study glycosyl cations and is less biased from
empirical parameters. Besides, the parser to link Fafoom to Gaussian works and is likely to
find global minima after thorough sampling. Structures exhibiting a dioxolenium-structure
formed by the C6-acetyl group have not been found with Gaussian, even though such
structures have been found with FHI-aims and are supposed to be local minima on the
PES of 46Ac. A possible explanation might be the low number of structures that have
been sampled.
Besides the implementation of the Gaussian parser into Fafoom, further changes have
been included to the genetic algorithm. A feature to mutate the pucker of the pyranose
ring has been implemented and Fafoom now recognizes glycosyl cations and takes the
planar geometry of the sp2-hybridized anomeric carbon into account during the structure
generation before optimization. The newest version of Fafoom with traceable changes from
previous versions can be downloaded from https://github.com/kimgreis/fafoom-dev/
tree/kim-mod.
Sampling the Potential Energy Surface of Glycosyl Cations using FHI-aims
The conformational space of the donors 46Ac, 4Ac, 6Ac and Bn has been sampled using
the evolutionary algorithm Fafoom in combination with FHI-aims at PBE-vdWTS/light
level of theory. The number of generated and unique structures by the GA is shown in
Table S2. The relative energy as a function of the C=O4–C1-distance is shown in Figure S3
and Figure S4 for 46Ac and 4Ac, while the respective plots for 6Ac and Bn are shown in
Figure S5.
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Figure 4.3: Energy hierarchies of various conformers of 46Ac sampled using Fafoom
with Gaussian 16 at PBE-D3/6-31G level of theory. The relative energies are represented
as a function of the (a) C=O4–C1- and the (b) C=O6–C1-distance. Oxocarbenium-
type structures are represented in black, while C4-acetyl dioxolenium-type structures are
represented in blue. The square marks highlights the structures that have the same ring
pucker as the energetically most stable structure (1S5), while the other ring puckers are
represented by a cross.
As the number of structures is too high to discuss every single one in detail, only
the main trends are presented. Generally, the structures can be divided in two main
groups: either the acetyl protecting group is covalently bound to the anomeric carbon
(dioxolenium-type structure) or it is not bound (oxocarbenium-type structure). These
main groups can be divided into further subgroups. For 46Ac, both acetyl PGs can bind
to the anomeric carbon and thus two distinct dioxolenium-type structures are possible.
For 4Ac, 6Ac and Bn, theory predicts that the non-participating benzyl PGs at the C4-
and C6-position can interact with the anomeric carbon to form oxonium-type structures.
However, these structures are not distinguished from the oxocarbenium-type structures in
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the energy hierarchy plots for 4Ac and 6Ac. Only in the case of Bn, where dioxolenium-
type structures are absent, the O6–C1-distance is used to distinguish oxonium- from
oxocarbenium-type structures. Here, the interaction of the C6-benzyl PG leads to a major
stabilization.
4.4 DFT- and MP2-Modelling
A set of low-energy structures of each main group is reoptimized followed by a frequency
analysis at PBE0-D3/6-311+G(d,p) level of theory. Then, the RI-MP2/CBS single point
energies of each optimized structure are calculated and a harmonic free energy correction
at 78K is added. The energy hierarchies of the newly generated structures are shown in
Figures S6-S8. The relative energy, the pucker, the O4–C1- and the O6–C1-distances of
the lowest-energy structure of each subgroup are summarized in Table 2.
Table 2: Low-energy conformers of 46Ac, 4Ac, 6Ac and Bn reoptimized at PBE0-
D3/6-311+G(d,p) level of theory. Puckers and bond distances d (in Å) are derived from
reoptimized structures. The energy is recomputed at RI-MP2/CBS level of theory, while
the harmonic free energy correction at 78K is derived from a frequency calculation at
PBE0-D3/6-311+G(d,p). ∆EMP2 + ∆FPBE0 (in kJmol-1) is abbreviated as ∆E. Puckers
labelled with an asterisk (∗) are distorted. The glycosyl cation K labelled with a dagger (†)
has been generated by chemical intuition instead of the GA.
Glycosyl cation Conformation Pucker d(O4–C1) d(O6–C1) ∆E
46Ac
A dioxolenium (C4) 1S5 1.5 5.3 0
B dioxolenium (C6) 1C4 5.2 1.5 20
C oxocarbenium 3E 5.1 3.6 59
4Ac
D dioxolenium (C4) 1S5 1.5 4.6 0
D’ dioxolenium (C4) 1S5 1.5 4.6 3
E oxonium (C6) 1C∗4 4.6 1.5 16
F oxocarbenium 4E 5.2 4.7 50
6Ac
G dioxolenium (C6) 1C4 4.1 1.5 0
H oxonium (C4) 1,4B 1.5 4.0 16
I oxocarbenium 5H∗4 4.1 2.8 20
Bn
J oxonium (C6) 1C4 4.0 1.5 0
K† oxonium (C4) 1,4B 1.5 4.4 51
L oxocarbenium 4E 3.1 4.7 19
Table 2 gives insight into some facts that have already been foreshadowed by the GA
data. While the energetics have changed substantially, the bond distances and puckers
have only been slightly altered, due to the already optimized nature of the structures
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after the GA. Five main motifs are distinguishable: C4- and C6-acetyl dioxolenium-, C4-
and C6-benzyl oxonium- and oxocarbenium-type structures. Generally, dioxolenium-type
structures exhibit the lowest energy, with C4-acetyl dioxolenium-type structures being
more stable than C6-acetyl dioxolenium-type structures. Oxonium-type structures are
more stable than oxocarbenium-type structures. For 4Ac, a major energetic stabilization
of 34 kJ mol−1 (relative to the lowest-energy oxocarbenium-type structure) can be observed
upon interaction of the C6-benzyl PG with the anomeric center. For 6Ac, a similar
interaction between the C4-benzyl PG and the anomeric carbon only leads to an energetic
stabilization of 4 kJ mol−1. For Bn, only C6-benzyl oxonium-type structures have been
found by the GA, which are 19 kJ mol−1 more stable than oxocarbenium-type structures.
Because C4-benzyl oxonium-type structures have not been found by the GA, but can
potentially be formed by this glycosyl cation, such a structure has been generated by
chemical intuition. Then, it has undergone the same multistep procedure as the other
structures. However, the as-generated structure is less stable than the related C6-benzyl
oxonium-type structure by 51 kJ mol−1. Even though this structure has been generated
using the previously sampled geometry of the lowest-energy structure of 6Ac exhibiting
C4-benzyl participation, it is difficult to predict whether this structure is a low-energy
structure of Bn for this type of interaction or if it presents just a high-energy local
minimum on the PES of this structure. Structures generated without using a GA (or
similar methods) are unlikely to represent low-energy conformers and can only be regarded
as a rough guideline. The facts that the GA has not generated these type of structures and
that a guessed structure is highly elevated in energy are certainly good hints that their
formation is rather disfavored.
Regarding the ring puckers, some trends can clearly be observed for the low-energy
structures. C4-acetyl dioxolenium-type structures prefer 1S5 skew puckers, while C6-
acetyl dioxolenium- and C6-benzyl oxonium-type structures prefer 1C4 chair puckers.
Oxocarbenium-type structures exhibit 4E or 3E envelope puckers, except for 6Ac, where
the closest matching pucker is 5H4.
4.5 Theoretical Infrared Spectra
The harmonic frequencies of the reoptimized structures have been computed at PBE0-
D3/6-311+G(d,p) level of theory. The calculation of the frequencies leads directly to an IR
spectrum. The theoretical IR spectrum of the lowest-energy conformer of 46Ac (conformer
A) is shown in Figure 4.4, highlighting the general features and regions in the IR spectra
of the probed samples. The spectra are shown in the experimentally accessible range of
980 to 1800 cm−1.
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Figure 4.4: DFT calculated IR spectrum of conformer A (46Ac) at PBE0-D3/6-
311+G(d,p) level of theory, serving as an example. The spectrum can be divided into three
major parts: C–O-stretching vibrations (980–1240 cm-1), C–H-bending motions (1240–
1440 cm-1), COO+- and C=O-stretching modes (1440–1810 cm-1). The latter can be
subdivided into symmetric νs and asymmetric νas dioxolenium (COO+)-stretching modes,
oxocarbenium (C1=O5+)-stretching vibrations and classical C=O-stretching motions.
Oxocarbenium-stretching vibrations are not visible in the presented spectrum.
The spectra can be divided into three major regions of different importance. From 980 to
1240 cm−1, C–O-stretch bands dominate the spectrum. The high transition dipole moment
of these vibrations leads to absorptions with a large intensity. The second region from
1240 to 1440 cm−1 mainly consists of weak absorptions caused by C–HX-bending motions.
The weak intensity of the bands can be explained by the small change in transition dipole
moment during the C–HX-bending motions. Both regions are hard to model theoretically
with DFT methods within the harmonic approximation. Except some distinct C–O-stretch
vibrations with large intensity, the features in these regions are mainly ignored during the
discussion.
The third region between 1440 and 1810 cm−1 consists of COO+- and C=O-stretch
absorption bands. These absorption bands are characteristic and appear at distinct
positions in the spectrum depending on the conformation. The dioxolenium-motif (COO+)
is represented by two distinct bands, the symmetric and the antisymmetric COO+-stretch,
appearing at roughly 1440–1480 and 1550–1610 cm−1, respectively. The oxocarbenium-
stretch (C1=O5+) appears in a similar region, from 1530 to 1590 cm−1. It is, however,
unlikely that both signals overlap, since the formation of the dioxolenium-motif usually
disables the oxocarbenium-stretch. Besides, the dioxolenium-stretches are nonetheless
characteristic, since they exhibit two distinct absorption bands. The third feature in this
region is the classical C=O-stretch, which is usually located between 1700 and 1810 cm–1.
The absorption bands that are located in the third region are often diagnostic for
a distinct conformer and are used in the next section to establish matches between
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experimental and theoretical spectra to elucidate the gas-phase structure of the analyzed
glycosyl cations. Further theoretical spectra are shown and directly compared to the
experimental spectra in the following section.
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5.1 Experimental Details
The precursors of the investigated samples have been synthesized by Alonso Pardo
and Sooyeon Moon of the Seeberger group at the Max Planck Institute of Colloids
and Interfaces (MPIKG). Sooyeon Moon has carried out the glycosylation reactions
using flow chemistry and determined the α:β-ratios of the products using an automated
microreactor/HPLC platform.
The infrared spectra of the glycosyl cations have been recorded using the experimental
setup and the samples described in Chapter 3. The probed glycosyl cations are generated
through in-source fragmentation of the thiolate and imidate precursors. Glycosyl cations can
be formed via collision-induced dissociation (CID).[40,41] However, in the used experimental
setup, the collision cell is not activated for performing CID. Furthermore, the collision cell is
situated behind the quadrupole mass filter, rendering a mass-selection after fragmentation
impossible. This may lead to signals of multiple ions and a decrease of total signal in the
IR spectrum. Thus, the glycosyl cations were generated by CID via in-source activation.[28]
An exemplary mass spectrum of the α-trichloracetimidate precursor of 46Ac is shown
in Figure 5.1. Besides the glycosyl cation at m/z 427, the sodium adduct of the precursor
can be observed at m/z 610. The glycosyl cations are mass-to-charge selected using a
quadrupole mass filter.
The spectra have been recorded in the range of 980 to 1800 cm−1 in steps of 2 cm−1.
The intensity of the signals scales nonlinearly with the absorption cross-section and the
laser energy, as a result of the multiple photon process. As a first-order approximation,
a linear correction has been performed by dividing the signal by the laser energy. Thus,
the intensities of the absorption bands should just serve as a rough approximation, while
the peak positions are not expected to be influenced by the multiphoton process of the
experiment. It is presumed that the ions are probed in their vibrational ground state.
However, trapping of multiple conformers is not necessarily prevented using the described
setup. Due to the large number of possible puckers and rotatable bonds in the investigated
systems, many conformers are likely to coexist. Elevated temperatures lead to an increased
number of distinct conformers, due to thermal population of higher energy conformers.
The conformation of the trapped ions is not expected to change after being embedded in
the helium droplet, as they are rapidly cooled to 0.4K. A change in conformation is usually
connected to an activation barrier (transition state) that cannot be overcome at ultracold
temperatures. To reduce the number of conformers in the ion trap as much as possible and
prevent congestion of the signals in the spectra, the ion trap has been cooled to 78K using
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liquid nitrogen. In summary, the recorded spectra are likely to represent a cross-section of
all the conformers of an analyte ion in the hexapole ion trap at a given temperature.
For each investigated glycosyl cation, at least two IR spectra have been recorded that
are subsequently corrected regarding the laser energy. The final spectrum is composed of


























Figure 5.1: Exemplary mass spectrum of 4,6-di-O-acetyl-2,3-di-O-benzyl-α-d-galactopy-
ranosyl trichloacetimidate, precursor of 46Ac. Glycosyl cations (m/z = 427) are generated
using in-source fragmentation of the respective precursor ions. The signal of the sodiated
precursor shows the isotope pattern of Cl3, which is clearly visible in the spectrum, while
the signal of the glycosyl cation mainly consists of one isotope, besides some minor signals
due to 13C.
5.2 Stereoselectivity in Glycosynthesis
The α:β-ratios during the glycosynthesis of trisaccharides using the β-thiolate precursors
of 46Ac, 4Ac, 6Ac and Bn were determined by Hahm et al. The trisaccharides were
synthesised by automated glycan assembly (AGA) at -20 °C.[106,107] Each building block
was coupled to the same disaccharide, which is linked to a solid phase and subsequently
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released by UV-cleavage (Figure 5.2). The ratios were determined with NP-HPLC and are




































Figure 5.2: Reaction of a galactosidic donor with a disaccharide linked to a solid phase.
The product is separated from the solid phase via UV-cleavage and the anomeric ratios are
determined by NP-HPLC. Adapted from Hahm et al.[34]
Table 3: Impact of remote participation on the stereochemical outcome of glycosidic
bond formation in galactose in automated synthesis of trisaccharides. Depending on the
protecting groups (Bn = benzyl, Ac = acetyl) different anomeric ratios are obtained.
Participating acetyl protecting groups at the C4- and C6-positions exclusively lead to the





Ac Ac α only
In all building blocks the formation of α-products is favored. While the usage of 46Ac
and 4Ac precursors leads almost solely to the α-product, the Bn precursor exhibits an
unprecedented high α-selectivity, although only bearing non-participating benzyl protecting
groups. The lowest α-selectivity is detected for the 6Ac precursor. It is conjectured that
C6-acetylation may even have adverse effects on α-selectivity in glycosylations.[108,109]
While this empirical study shows that C4-acetylation seems to play an important role for
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providing high α-selectivity, the effects leading to the lower but yet unquestionably high
selectivity of the 6Ac and Bn precursors remain concealed.
Reproducibility of ratios is often a problem in batch chemical synthesis, which can,
however, be improved with flow chemistry. Flow chemistry provides unique control over
the key reaction parameters and offers further benefits such as better mixing and a more
efficient heat transfer.[110] Flow chemistry setups have been successfully used in glycosylation
reactions.[32] Thus, glycosylation reactions using the α-imidate donors of 46Ac, 4Ac, 6Ac
and Bn have been carried out by our collaborators of the Seeberger group. The donors
have been reacted with 2-propanol in DCM at five different temperatures between -50 and
30 °C. The percentage of α-product is plotted as a function of the temperature for the four
donors (Figure 5.3).
The plot reveals that the donors divide into two categories that either yield mainly α-
glycosides (46Ac and 4Ac) or little to moderate α-glycosides (6Ac and Bn). Furthermore,
it is observable that the α-ratio rises for each building block with rising temperatures. The
consistent difference in stereoselectivity between both groups for all measured temperatures
suggests that different reaction intermediates are responsible for the outcome of the
reactions. It is known that these type of reactions proceed via a SN2-type mechanism at
low temperatures, while the SN1–SN2-interface shifts towards SN1-type reactions with rising
temperatures. SN1-type mechanisms are favored with rising temperatures due to the gain
in entropy caused by the dissociative nature of the mechanism.[31] For α-imidate donors,
the formation of β-glycosides would thus be preferred at low temperatures, whereas the
stereoselectivity at higher temperatures would be determined by the conformation of the
glycosyl cation intermediate. If no shielding of the anomeric carbon occurs, the formation
of a racemate is expected, while the shielding of the β-side due to remote participation
would lead to a high α-selectivity.
For 46Ac and 4Ac, low to moderate selectivity towards the α-product is observed at low
temperatures, whereas high selectivity is observed at higher temperatures. The moderate
α-selectivity can be explained by a mixture between SN1- and SN2-type mechanisms at low
temperatures that are both selective for the respective anomer, thus leading to moderate
selectivity in general. The preference towards the SN1-side at higher temperatures then
leads to α-selectivity. Thus, remote participation seems to play a role in 46Ac and 4Ac.
For 6Ac andBn, high selectivity towards the β-product is observed at low temperatures,
while low to moderate selectivity towards the α-product is observed at higher temperatures.
Again, a mixture between both mechanisms is presumably seen at low temperatures.
However, the SN1-side of the reaction seems to be not or less selective, as observable for
high temperatures, where the formation of a racemate can be observed. It is not certain
whether remote participation occurs in 6Ac and Bn or if it acts differently in these building
blocks in the condensed phase.
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Figure 5.3: Reactions of galactose building blocks (α-imidates) to assess the impact of
different protecting group combinations on the stereochemical outcome of the glycosylation
reaction. The reactions have been carried out using flow chemistry at various temperatures
with 2-propanol as a nucleophile. The relative yield of α-glycosides increases with increasing
temperature, indicating that increasing temperatures lead to shift of the mechanistic
continuum towards SN1-type reactions. Building blocks carrying an acetyl group at the
C4-position (46Ac and 4Ac) consistently show a higher α-selectivity than the building
blocks carrying either only an acetyl group at the C6-position or no acetyl groups (6Ac
and Bn).
Translating the gained knowledge to the data published by Hahm et al. explains the
observed stereoselectivity rather well. The reactions have been carried out at -20 °C using
β-thiolate donors. Presumably a mixture between SN1- and SN2-type reactions is observed
at this temperature. However, presuming that remote participation takes place, both
mechanisms would lead to α-glycosides, explaining the generally high α-selectivity observed
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for all building blocks. The decreased selectivity for 6Ac and Bn can be explained by
the formation of non or less α-selective glycosyl cations in the SN1-mechanism. However,
the stereochemical outcome of glycosylation reactions with a SN2-mechanism is not solely
dependent on the stereoconfiguration of the leaving group. It is presumed that the strength
of the nucleophile plays a big role in glycosynthesis. Hahm et al. utilized a disaccharide,
which is a rather weak nucleophile, while isopropanol, used by our collaborators, is a strong
nucleophile.
5.3 Establishing Links between Experiment and Theory
In the following section, the experimental IR spectra of each glycosyl cation are presented
in combination with the computed vibrational spectra of the low-energy conformers of
each subgroup. The direct comparison of experimental and theoretical spectra allows to
establish structural matches to elucidate the gas-phase structure of each glycosyl cation
and draw conclusions on the stereochemistry observed in glycosynthesis. Glycosyl cations
are the key intermediates in the dissociative SN1-mechanism. Their investigation allows to
elucidate the SN1-side of the SN1–SN2-continuum.
46Ac
The 46Ac building block exhibits the highest selectivity for α-glycosidic bond formation.
The infrared spectrum of the corresponding glycosyl cation (Figure 5.4) displays six well-
resolved absorption bands. The signals at 1467 and 1564 cm−1 are clearly situated in the
regions of the symmetric and the antisymmetric dioxolenium-stretches and the absorption
bands at 1217 and 1771 cm−1 can be associated with the C–O- and the C=O-stretch of
the unbound acetyl PG, indicating that dioxolenium-type structures are adopted by the
46Ac glycosyl cation. The calculated spectrum of the low-energy structure A, that adopts
a 1S5 ring pucker and possesses a C4-acetyl dioxolenium-motif, matches the experimental
spectrum. The characteristic bands associated with the dioxolenium-motif are predicted at
1465 and 1568 cm−1 and the bands predicted at 1207 and 1779 cm−1 of the C–O- and the
C=O-stretch of the non-interacting C6-acetyl group, respectively, are in agreement with
the experiment.
In the alternative structure B, adopting a 1C4 pucker, the dioxolenium-motif originates
from a covalent bond between the C6-acetyl protecting group and the anomeric carbon. Its
free energy is, however, predicted to be 20 kJ mol−1 higher than the energy of structure A.
Furthermore, the theoretical and experimental vibrational spectra agree less well overall.
An oxocarbenium-type structure C with two unbound acetyl groups can be eliminated
from consideration with a large free energy difference of 59 kJ mol−1. Its spectrum exhibits
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Figure 5.4: Infrared spectra of 46Ac glycosyl cations. The blue trace represents
the experimental IR spectrum, while the grey inverted traces are calculated IR spectra
corresponding to the low-energy conformers shown below at the bottom in a simplified
representation. The free energies are given in kJmol-1. The highlighted absorption bands
in the theoretical spectra indicate vibrations from free acetyl groups (purple), participating
acetyl groups in dioxolenium-type structures (green) and from the C1=O5-stretch in
oxocarbenium-type structures (orange). For this building block, the majority of ions adopts
dioxolenium-type structures that exhibit a covalent bond between the C4-acetyl group and
the anomeric carbon (highlighted with a red dot).
a strong oxocarbenium-stretch and double peaks for the C–O- and the C=O-stretches,
resulting from the second unbound acetyl group.
In summary, the IR signature of the 46Ac galactosyl donor provides direct evidence of
C4-acetyl participation through a dioxolenium-type intermediate that effectively shields
the β-side from nucleophilic attacks leading to α-selectivity. Participation of the C6-acetyl
protecting group is energetically unfavored.
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4Ac
The comparable stereoselectivity of 4Ac suggests that it adopts a similar conformation
as 46Ac. The IR spectrum of 4Ac displays indeed characteristic bands between 1450
and 1600 cm−1, similar to those observed for 46Ac, being diagnostic for dioxolenium-type
structures (Figure 5.5). Only a small signal can be observed in the C=O-stretch region.
The calculated vibrations at 1465 and 1568 cm−1 of the dioxolenium-type structure D
featuring a 1S5 ring pucker match well with the experimental spectrum. The presence of
multiple signals in this region indicates that structurally very similar dioxolenium-type
intermediates coexist. Structure D’, only differing in the spatial position of the C6-benzyl
group from structure D, exhibits a very similar IR spectrum. Its free energy is 3 kJ mol−1
relative to the energy of D. The small change in structure leads to a small shift of the
absorption bands of the dioxolenium-motif.
The additional low intensity absorption bands at 1220 and 1780 cm−1 indicate that a
small fraction of glycosyl cations adopts other structures. The oxonium-type structure
E, yielded by the conformational search, surprisingly exhibits an interaction between the
oxygen atom of the C6-benzyl protecting group and the anomeric carbon, even though
this protecting group is considered to be non-participating. This structure, which adopts
a distorted 1C4 ring pucker, possesses a free energy of 16 kJ mol−1 above the energy of
structure D and the vibrations of the free acetyl group at 1227 and 1763 cm−1 agree with
the experimentally resolved bands.
The sampled low-energy oxocarbenium-type structure F exhibits a much higher free
energy of 50 kJ mol−1 relative to structure D and the predicted vibrations agree less with
the experiment and can thus be ruled out from consideration. The spectroscopic data
provides evidence that the 4Ac glycosyl cation mainly adopts an α-selective dioxolenium-
type structure, similar to that observed for 46Ac. The influence of the formation of a
small fraction of oxonium-type structure E on the stereochemistry remains elusive.
6Ac
Contrary to 46Ac and 4Ac, the glycosyl donors 6Ac and Bn consistently show low
to medium abundance of α-products, suggesting that the underlying intermediates are
structurally different. The IR spectrum of the glycosyl cation 6Ac displays various
absorption bands in the region between 1300 and 1500 cm−1, being not diagnostic for
the predicted features, while the bands at 1229 and 1756 cm−1 are diagnostic for C–O-
and C=O-stretches of unbound acetyl groups, respectively (Figure 5.6). A minor signal
is observed at 1564 cm−1 in the oxocarbenium-stretch region. The presence of multiple
high-intensity bands above 1200 cm−1 indicates the coexistence of multiple structures in
the ion trap. The dioxolenium-type structure G with a 1C4 ring pucker exhibits the lowest
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Figure 5.5: Infrared spectra of 4Ac glycosyl cations. The blue trace represents the exper-
imental IR spectrum, while the grey inverted traces are calculated IR spectra corresponding
to the low-energy conformers shown below at the bottom in a simplified representation.
The free energies are given in kJmol-1. The highlighted absorption bands in the theoretical
spectra indicate vibrations from free acetyl groups (purple), participating acetyl groups in
dioxolenium-type structures (green) and from the C1=O5-stretch in oxocarbenium-type
structures (orange). Multiple low-energy dioxolenium-type conformers as D and D’ may
explain the occurence of multiple absorption bands in the region of the symmetric and
antisymmetric dioxolenium-stretch. For this building block, the majority of ions adopts
dioxolenium-type structures that exhibit a covalent bond between the C4-acetyl group
and the anomeric carbon. Structure E shows a distorted 1C4 ring pucker, indicated by an
asterisk (∗).
free energy and is predicted to have two characteristic modes at 1457 and 1593 cm−1, which
match poorly with the experimental spectrum. Again, structures exhibiting non-classical
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remote participation can be observed. Oxonium-type structures by C4-benzyl participation
can be witnessed in conformerH, which adopts a 1,4B ring pucker. The predicted vibrations
of the free acetyl group at 1220 and 1762 cm−1 match with two prominent bands in the
































Figure 5.6: Infrared spectra of 6Ac glycosyl cations. The blue trace represents the exper-
imental IR spectrum, while the grey inverted traces are calculated IR spectra corresponding
to the low-energy conformers shown below at the bottom in a simplified representation.
The free energies are given in kJmol-1. The highlighted absorption bands in the theoretical
spectra indicate vibrations from free acetyl groups (purple), participating acetyl groups in
dioxolenium-type structures (green) and from the C1=O5-stretch in oxocarbenium-type
structures (orange). Interestingly, non-classical remote participation of benzyl groups at
the C4-position leads to oxonium-type intermediates. In this building block, the majority
of ions either adopt oxonium- or oxocarbenium-type glycosyl cations. Structure I shows a
distorted 5H4 ring pucker, indicated by an asterisk (∗).
48
5.3 Establishing Links between Experiment and Theory
The oxocarbenium-type structure I is with a free energy of 20 kJ mol−1 very similar to
structure H. It adopts a heavily distorted ring pucker, which resembles the closest to 5H4.
The predicted bands at 1222 and 1749 cm−1 of the free acetyl group and the vibration of
the oxocarbenium-stretch at 1567 cm−1 of structure I match the experimental spectrum
well. The oxocarbenium-type structure is stabilized by a long-range interaction (2.8Å)
between the anomeric carbon and the carbonyl oxygen of the C6-acetyl protecting group.
Furthermore, the oxocarbenium-type structure I is also stabilized by cation–pi-interactions
between the anomeric carbon and the C2-benzyl protecting group. Even though structures
H and I are energetically less favored than structure G, the comparison between theory
and experiment shows clearly that either both H and I or one of these glycosyl cations
exist as the dominant structures, while structure G is not formed. These findings are in
line with the low to medium abundance of α-products in the test reactions, suggesting that
the oxocarbenium-type structure I with reduced α-selectivity, compared to dioxolenium-
type structures, is the main intermediate in this reaction. The oxonium-type structure
H, although being energetically favoured over I, would exhibit a high α-selectivity, not
observed in the test reactions and is, thus, not the main intermediate. The origin of
the high intensity absorption bands between 1300 and 1500 cm−1 remains elusive. Such
signals in this region are rather unexpected for the analyzed type of ions, suggesting that
intramolecular rearrangement occurs to a substantial degree.
Bn
The fully benzylated building block Bn shows a comparably low abundance of α-glycosides
as 6Ac in the test reactions. The experimental IR spectrum of the corresponding glycosyl
cation (Figure 5.7) does not show any significant absorption bands above 1200 cm−1. Due
to the conjectured non-participating nature of benzyl protecting groups, a large C1=O5-
stretch would be expected at around 1560 cm−1. However, as previously shown, benzyl
groups at the C4- and C6-positions can interact with the positive charge at the anomeric
carbon and form a covalent bond to yield oxonium-type structures, completely deactivating
the expected oxocarbenium-stretch. Conformers with a participating C6-benzyl group have
been sampled, while C4-participating conformers could only be generated via chemical
intuition. Spectra of both type of conformers are matching well with the experimental
spectrum, showing no major signals above 1200 cm−1. The free energy of conformer J (1C4)
exhibiting C6-benzyl participation is, however, 51 kJ mol−1 lower than the free energy of
conformer H (1,4B), exhibiting C4-benzyl participation.
The spectrum of the sampled oxocarbenium-type structure L (4E) matches overall
less with the experimental spectrum and it exhibits a dominant oxocarbenium-stretch
at 1561 cm−1 that is absent in the experimental spectrum. Considering that its relative
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Figure 5.7: Infrared spectra of Bn glycosyl cations. The blue trace represents the experi-
mental IR spectrum, while the grey inverted traces are calculated IR spectra corresponding
to the low-energy conformers shown below at the bottom in a simplified representation.
The free energies are given in kJmol-1. The highlighted absorption band indicates vibrations
from the C1=O5-stretch in oxocarbenium-type structures (orange). Interestingly, non-
classical remote participation of benzyl groups at the C6-position leads to oxonium-type
intermediates, completely disabling the oxocarbenium-stretch in the experimental spectrum,
suggesting that all formed glycosyl cations adopt an oxonium-type conformation.
free energy is 19 kJ mol−1 above the energy of conformer J, oxocarbenium-type structures
are most likely not formed by Bn. The dominant structure is therefore both in terms of
energetics and spectral match the oxonium-type structure J.
The sampled structures suggest that shielding of the β-side via oxonium-type structures
should lead to an increased α-selectivity. Generally, C6-benzyl participation leads to a large
energetic stabilization of 19–34 kJ mol−1 relative to oxocarbenium-type structures, whereas
C4-benzyl participation does either lead to no or only a minor stabilization of 4 kJ mol−1.
Experimentally, Bn exhibits a slightly higher α-selectivity than 6Ac, which suggests that
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benzyl participation leads to β-shielding, which is less efficient than in building blocks
that form C4-acetyl dioxolenium-type structures. However, it has been reported that
C6-acetylation on galactosyl donors may even have an adverse effect on α-selectivity.[108]
Even though oxonium-type structure J, potentially exhibiting a high α-selectivity, is formed
in the gas-phase, its formation in the condensed phase may be hindered by interactions
with the solvent or the activator and thus no significant increase in α-selectivity can be
observed. A more in-depth study on this phenomenon needs to be carried out to exactly
determine the influence of non-classical remote participation of benzyl protecting groups
on the stereochemistry in glycosylation reactions.
5.4 The Influence of the Leaving Group on the Conformation of the
Glycosyl Cation
In a further step, the influence of the leaving group as well as its configuration on the
conformation of the generated glycosyl cations has been assessed. Schindler et al. and
Gray et al. have previously shown that B- and C-fragments (according to the Domon
and Costello nomenclature[111], shown in Figure 5.8) of both anomers of disaccharides
and oligosaccharide standards generated via CID exhibit a distinct IR signature.[112,113]
This phenomenon is known as anomeric memory. The cryogenic vibrational spectra of the
glycosyl cations of β-thiolate donors of 46Ac, 4Ac and 6Ac and of the β-imidate donor of
46Ac have been recorded and compared to the spectra of the α-imidate donors to assess if
this phenomenon also occurs in the building blocks examined in this thesis using in-source














Figure 5.8: Nomenclature of glycan MS fragments, after Domon and Costello,
exemplarily shown for the disaccharide Gal-β-1,4-Glc.[111]
It is clearly visible in Figure 5.9 that the vibrational spectra of the 46Ac glycosyl
cations generated via the α- and the β-imidate precursors are almost identical. The
formed glycosyl cations are similar to B-fragments of disaccharides. This is clear evidence
contradicting the existence of the anomeric memory in the analyzed molecules using the
described experimental setup. Similarly, as shown in Figures 5.9 and 5.10, the spectra
generated by the β-thiolate precursors of 46Ac, 4Ac and 6Ac display the same bands as
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the respective α-imidate precursors, demonstrating that the leaving group does not influence
the conformation of the generated glycosyl cation. This is in line with empirical data
recorded by Chatterjee et al.[32] The stereochemical outcome of glycosylation reactions
of fully benzylated glucose donors with the nucleophile 2-propanol and the activator TfOH
have been systematically analyzed using α- and β-imidate as well as β-thiolate donors.
In all cases, the observed α:β-ratios were the same, suggesting that these parameters
do not influence the stereochemical outcome in glycosylation reactions. Comparably, no
influence on the conformation of the glycosyl cation has been observed upon changing
these parameters.
However, although displaying the same bands, the vibrational spectra of the β-thiolate
precursors show less-resolved bands than the α- or β-imidate precursors and appear to
be more noisy. This is mainly due to the low ionization efficiency of thiolate precursors,
leading to a less populated ion trap, decreasing the overall signal of the recorded IR spectra.
The imidate precursors are ionized more efficiently, leading to an increased signal with less
noise.






Figure 5.9: Comparison of the experimental spectra of 46Ac glycosyl cations generated
with precursors bearing α-imidate (blue trace), β-imidate (magenta trace) or β-thiolate
(yellow trace) leaving groups. The similarity of the traces indicates that the conformation
of the probed glycosyl cations is independent from the nature of the leaving group and its
configuration.
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Figure 5.10: Comparison of the experimental spectra of (a) 4Ac and (b) 6Ac glycosyl
cations generated with precursors bearing α-imidate (blue trace) or β-thiolate (yellow
trace) leaving groups. The similarity of both traces indicates that the conformation of the
probed glycosyl cations is independent from the nature of the leaving group.
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A combined experimental and theoretical study of galactose building blocks bearing
acetyl and benzyl protecting groups in four distinct combinations has systematically been
performed in this thesis. Using cryogenic vibrational spectroscopy in helium droplets,
the IR signatures of each glycosyl cation have been recorded. In combination with the
narrow bandwidth IR free-electron laser, this setup has yielded well-resolved IR spectra
with distinct features for each glycosyl cation. In a further step, the conformational space
of the glycosyl cations has been sampled using a genetic algorithm, in which each generated
structure has been optimized using density functional theory methods. The geometries of
low-energy structures featuring distinct conformations have been reoptimized using hybrid
DFT methods and the corresponding IR spectra have been calculated. The energies of the
reoptimized structures have been recomputed at RI-MP2/CBS level of theory.
The comparison of theoretical and experimental spectra has yielded excellent structural
matches. For 46Ac, 4Ac and Bn the theoretical IR spectra of the lowest-energy structure
is in agreement with the experimental spectra, while the best match for 6Ac is provided
by a structure that possesses a free energy that is slightly elevated compared to the
lowest-energy structure. The recorded spectra clearly show that remote participation
exists in galactose building blocks routinely used in oligosaccharide synthesis. α-selectivity
is achieved via C4-acetylation, promoting the formation of the energetically preferred
dioxolenium-type ions with a covalent bond between the carbonyl oxygen and the anomeric
carbon, as shown for building blocks 4Ac and 46Ac.
Although such structures are predicted to be energetically more stable than oxocar-
benium- or oxonium-type structures in 6Ac, no experimental proof for the existence of
C6-acetyl dioxolenium-type structures has been found, suggesting that C6-acetyl remote
participation does not play a major role for this building block. Oxocarbenium- and
oxonium-type structures are energetically very close to each other and the spectra suggest
that both types of structures coexist as the dominant structures. Oxocarbenium-type
structures are stabilized by both long-range interactions between the acetyl protecting
group and the anomeric carbon and cation–pi-interactions between the anomeric carbon and
a benzyl protecting group, whereas oxonium-type structures exhibit non-classical remote
participation of benzyl protecting groups, where a covalent bond is formed between the
oxygen of the benzyl ether and the anomeric carbon. The latter is particularly surprising,
as it is hardly described in literature.
In Bn, a building block only carrying non-participating benzyl protecting groups,
oxonium-type structures are clearly the dominant structures, shown by the deactivation of
the oxocarbenium-stretch by the C6-benzyl group, explaining the increased α-selectivity in
Bn compared to 6Ac. These spectroscopic observations, which are in line with empirical
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data during glycosylation reactions, provide a structural basis for classical- and non-
classical remote participation that is essential during the stereoselective formation of
α-glycosidic bonds. This study shows that by removing the influence of solvent and counter
ions, the clean room environment of a mass spectrometer enables to study the intrinsic
stereoselectivity of glycosyl cations as a basis to design glycosyl donors by tuning the
properties of protecting groups. Determining the conformation of the glycosyl cation leads
to an understanding of the SN1-side of the mechanistic continuum in glycosylation reactions.
Thus, in this thesis, the first experimental proof for remote participation in building blocks
commonly used in glycosynthesis and for non-classical remote participation have been
provided. The collected data can be used by algorithms based on artificial intelligence to
predict the best reaction conditions for performing glycosylation reactions with a defined
stereochemical outcome and will ultimately lead to a major improvement in glycosynthesis.
In the future, further protecting group combinations involving for example pivaloyl
(Piv), tert-butyloxycarbonyl (Boc) and fluorenylmethyloxycarbonyl (Fmoc) protecting
groups will be thoroughly analyzed using the same setup and computational multistep
procedure as described in this thesis. Thereby, the influence of these protecting groups
on the glycosyl cation will be determined to improve the knowledge about these types of
reactions. Furthermore, the newly discovered non-classical remote participation will be
investigated by selectively tuning the electron density on the C6-benzyl ether oxygen in
Bn, by introducing electron donating and electron withdrawing groups in this building
block.
Furthermore, the collision cell of the utilized instrument will be activated in the future,
to further investigate the anomeric memory. Moreover, either the ion guide region or the
collision cell will be modified to allow ion-molecule reactions (IMRs). Through the thereby
obtained setup the interactions of glycosyl cations with solvent and nucleophile molecules
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Figure S1: Energy hierarchies of various conformers of 46Ac sampled using Fafoom
with MMFF94. The relative energies are represented as a function of the (a) C=O4–C1-
and the (b) C=O6–C1-distance. All optimized structures are oxocarbenium-type structures
(black). The square marks highlights ring puckers 1C4 and 4C1, while all the other puckers
are represented by crosses.
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Figure S2: Energy hierarchies of various conformers of 46Ac sampled using Fafoom
with UFF. The relative energies are represented as a function of the (a) C=O4–C1- and
the (b) C=O6–C1-distance. All optimized structures are oxocarbenium-type structures
(black). The square marks highlights ring puckers 1C4 and 4C1, while all the other puckers
are represented by crosses.
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Figure S3: Energy hierarchies of various conformers of 46Ac sampled using Fafoom
with FHI-aims at PBE-vdWTS/light level of theory. The relative energies are represented
as a function of the (a) C=O4–C1- and the (b) C=O6–C1-distance. Oxocarbenium-
type structures are represented in black, while C4-acetyl dioxolenium-type structures are
represented in blue and C6-acetyl dioxolenium-type structures in red. The square marks
highlight the structures that have the same ring pucker as the energetically most stable
structure (1S5), while the other ring puckers are represented by a cross.
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Figure S4: Energy hierarchies of various conformers of 4Ac sampled using Fafoom with
FHI-aims at PBE-vdWTS/light level of theory. The relative energies are represented as
a function of the C=O4–C1-distance. Oxocarbenium-type structures are represented in
black, while C4-acetyl dioxolenium-type structures are represented in blue. The square
marks highlight the structures that have the same ring pucker as the energetically most
stable structure (1S5), while the other ring puckers are represented by a cross.
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Figure S5: Energy hierarchies of various conformers of (a) 6Ac and (b) Bn sampled
using Fafoom with FHI-aims at PBE-vdWTS/light level of theory. The relative energies are
represented as a function of the (a) C=O6–C1- and the (b) O6–C1-distance. Oxocarbenium-
type structures are represented in black, while C6-acetyl dioxolenium- and C6-benzyl
oxonium-type structures are represented in red. The square marks highlight the structures
that have the same ring pucker as the energetically most stable structure (1C4), while the
other ring puckers are represented by a cross.
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Figure S6: Energy hierarchies of reoptimized (PBE0-D3/6-311+G(d,p)) 46Ac galactosyl
cations at RI-MP2/CBS level of theory with a harmonic correction at 78K. The energies are
plotted as a function of the (a) C=O4–C1- and the (b) C=O6–C1-distance. Square marks
highlight structures bearing the same ring pucker as the lowest-energy structure, while
other puckers are pictured as crosses. C4-acetyl dioxolenium-type structures are shown in
blue, while C6-acetyl dioxolenium-type structures are shown in red and oxocarbenium-type
structures are represented in black.
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Figure S7: Energy hierarchies of reoptimized (PBE0-D3/6-311+G(d,p)) 4Ac galactosyl
cations at RI-MP2/CBS level of theory with a harmonic correction at 78K. The energies are
plotted as a function of the C=O4–C1-distance. Square marks highlight structures bearing
the same ring pucker as the lowest-energy structure, while other puckers are pictured as
crosses. C4-acetyl dioxolenium-type structures are shown in blue, while oxocarbenium-type
structures are represented in black.
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Figure S8: Energy hierarchies of reoptimized (PBE0-D3/6-311+G(d,p)) (a) 6Ac and (b)
Bn galactosyl cations at RI-MP2/CBS level of theory with a harmonic correction at 78K.
The energies are plotted as a function of the (a) C=O6–C1- or the (b) O6–C1-distance.
Square marks highlight structures bearing the same ring pucker as the lowest-energy
structure, while other puckers are pictured as crosses. C6-acetyl dioxolenium-type and
C6-benzyl oxonium-type structures are shown in red, while oxocarbenium-type structures



















Table S2: Number of generated and selected structures in the employed multistep
procedure.
Glycosyl All generated Unique Selected Selected dioxolenium-
cation structures structures oxocarbenium-type or oxonium-type
46Ac 412 300 4 29
4Ac 685 378 9 10
6Ac 287 208 18 11




Listing 1: Python script that prints bond length, angle, dihedral angle or ring pucker, depending
on the number of atom labels it is called with.
########################################################################
### Script to get bond distance , angle , dihedral angle or pucker
depending on
### how many atom labels the script is called with.
### python scriptname.py filename.xyz C1 C2 C3 C4 C5 O
########################################################################
from __future__ import division
import sys
from math import sqrt
import numpy as np
def get_coordinates_atom(a): #get the coordinates of a distinct atom
searchfile = open(inputfile , "r")
ListLines = list(searchfile)
line = ListLines[a]
x = float(line.split ()[1]. split(’\n’)[0])
y = float(line.split ()[2]. split(’\n’)[0])
z = float(line.split ()[3]. split(’\n’)[0])
A = np.array ([x,y,z])
searchfile.close ()
return A










def norm(a): #calculate the norm of a vector (equal to bond length , but
is called with only one argument)
L = sqrt(a[0]**2+a[1]**2+a[2]**2)
return L





def angle(a,b): #calculates the angle between two bonds/vectors using
the scalar product (for further uses in functions)
alpha = np.arccos(scalar_product(a,b)/(norm(a)*norm(b)))*180./ np.pi
return alpha
def molecular_angle(a,b,c): #calculates the angle between three atoms
v1 = vector(b,a) #in order to get the right result , both vectors
need to have the same origin
v2 = vector(b,c)
alpha = np.arccos(scalar_product(v1,v2)/(norm(v1)*norm(v2)))*180./ np
.pi
return alpha





v = np.array ([x,y,z])
return v
def dihedral_angle(a,b,c,d): #angle between two planes (each plane is





n1 = cross_product(v1 ,v2)
n2 = cross_product(w1 ,w2)
phi = angle(n1 ,n2) #dihedral angle is equal to the angle
between the two normal vectors of the two planes
A = scalar_product(-w2,n1) #triple product to determine whether the
dihedral angle is positive or negative
if A < 0: #(cosinus function in angle function is




def pucker_dihedrals(a,b,c,d,e,f): #creates a list with the dihedral









dh_list = [dh1 , dh2 , dh3 , dh4 , dh5 , dh6]
return dh_list
# Dictionary with a list of the 38 canonical sugar puckers and their set
of dihedrals
# 0,1: chairs; 2-7:boats; 8-13: skewboats; 14 -25: halfchairs; 26 -37:
envelopes
dict_dh = {’1C4’: [60, -60, 60, -60, 60, -60],
’4C1’: [-60, 60, -60, 60, -60, 60],
’1,4B’: [0, 60, -60, 0, 60, -60],
’B2 ,5’: [60, 0, -60, 60, 0, -60],
’O,3B’: [60, -60, 0, 60, -60, 0],
’B1 ,4’: [0, -60, 60, 0, -60, 60],
’2,5B’: [-60, 0, 60, -60, 0, 60],
’BO ,3’: [-60, 60, 0, -60, 60, 0],
’1S5’: [30, 30, -60, 30, 30, -60],
’OS2’: [60, -30, -30, 60, -30, -30],
’3S1’: [30, -60, 30, 30, -60, 30],
’5S1’: [-30, -30, 60, -30, -30, 60],
’2SO’: [-60, 30, 30, -60, 30, 30],
’1S3’: [-30, 60, -30, -30, 60, -30],
’1H2’: [45, -15, 0, -15, 45, -60],
’3H2’: [60, -45, 15, 0, 15, -45],
’3H4’: [45, -60, 45, -15, 0, -15],
’5H4’: [15, -45, 60, -45, 15, 0],
’5HO’: [0, -15, 45, -60, 45, -15],
’1HO’: [15, 0, 15, -45, 60, -45],
’4H5’: [-15, 45, -60, 45, -15, 0],
’OH5’: [0, 15, -45, 60, -45, 15],
’OH1’: [-15, 0, -15, 45, -60, 45],
’2H1’: [-45, 15, 0, 15, -45, 60],
’2H3’: [-60, 45, -15, 0, -15, 45],
’4H3’: [-45, 60, -45, 15, 0, 15],
’1E’: [30, 0, 0, -30, 60, -60],
’E2’: [60, -30, 0, 0, 30, -60],
’3E’: [60, -60, 30, 0, 0, -30],
’E4’: [30, -60, 60, -30, 0, 0],
’5E’: [0, -30, 60, -60, 30, 0],
’EO’: [0, 0, 30, -60, 60, -30],
’4E’: [-30, 60, -60, 30, 0, 0],
’E5’: [0, 30, -60, 60, -30, 0],
’OE’: [0, 0, -30, 60, -60, 30],
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’E1’: [-30, 0, 0, 30, -60, 60],
’2E’: [-60, 30, 0, 0, -30, 60],
’E3’: [-60, 60, -30, 0, 0, 30]}
def pucker_match(mylist ,P,N): #searches the canonical pucker that
matches the best with input pucker coordinates
for V in range (61): #V is deviation that is needed for finding
a match (iterates from 0 to value that is needed for match)
for x in range(N): #N is the number of canonical puckers 38
through which is iterated for finding a match
if mylist[x][0] in range(P[0]-V,P[0]+V): #find match for
the first coordinate
if mylist[x][1] in range(P[1]-V,P[1]+V):#find match for
the second coordinate and so on
if mylist[x][2] in range(P[2]-V,P[2]+V):
if mylist[x][3] in range(P[3]-V,P[3]+V):
if mylist[x][4] in range(P[4]-V,P[4]+V):
if mylist[x][5] in range(P[5]-V,P[5]+V):
# print (" Deviation = " + str(V)) #
prints deviation that is needed to find a
match
return mylist[x]
def pucker_multimatch(mydict ,mylist ,P,N): #function for finding a
distinct number of closest matching puckers
x = pucker_match(mylist ,P,N)
print(find_pucker(mydict , mylist ,P,N))
for i in range (1,3): #at the moment the three
closest matching puckers are searched
if x in mydict.values (): #number could be increased
if more matches are neede
mylist.remove(x)
x = pucker_match(mylist ,P,N-i)
print(find_pucker(mydict , mylist ,P,N-i))
def find_pucker(mydict ,mylist ,P,N): #function to print the
designation of the matching pucker
v = pucker_match(mylist ,P,N)
return list(mydict.keys())[list(mydict.values ()).index(v)]
#arguments that are read in from console
inputfile = str(sys.argv [1]) #coordinate filename
try:
a1 = int(sys.argv [2])+1 #C1 label
a2 = int(sys.argv [3])+1 #C2 label
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a3 = int(sys.argv [4])+1 #C3 label
a4 = int(sys.argv [5])+1 #C4 label
a5 = int(sys.argv [6])+1 #C5 label
a6 = int(sys.argv [7])+1 #O label
P = pucker_dihedrals(a1,a2,a3,a4,a5,a6) #creates the coordinate list
of your input pyranosering
list_dh = list(dict_dh.values ()) #uses the dictionary to
create a list with the canonical puckering coordinates
print("Pucker of pyranosering is " + str(find_pucker(dict_dh ,list_dh
,P,38)))
except IndexError:
if ’a5’ in locals ():
print("Specify two coordinates for calculating bond distances ,
three for angles , four for dihedral angles and six for
puckers")
elif ’a3’ and ’a4’ in locals ():
print("Dihedral Angle is " + str(dihedral_angle(a1,a2,a3,a4)))
elif ’a3’ in locals ():
print("Angle is " + str(molecular_angle(a1,a2,a3)))
else:
print("Bond Distance is " + str(bond_length(a1,a2)))
Listing 2: Gaussian parser for Fafoom written in Python.
’’’Wrapper for Gaussian ’’’
from __future__ import division
import glob
import os , sys
import subprocess
from utilities import sdf2gjf
hartree2eV = 27.21138602
class GaussianObject ():
’’’Create and handle Gaussian objects.’’’
def __init__(self , commandline , memory , fafoompath , name_inputfile="
gaussian_molecule", chargemult="1 1", nprocs =32):








chargemult (default ="1 1")
nprocs (default =32)
Raises:









def generate_input(self , sdf_string):
























def run_gaussian(self , execution_string):
""" Run Gaussian (will automatically write output to ’
gaussian_molecule.log ’).
After each run the content of the ’gaussian_molecule.log is
appened to ’results.out ’.
The optimized geometry is written to ’gaussian_molecule.xyz ’.
77
A Appendix
Warning: this function uses subprocessing to invoke the run.
The subprocess ’s shell is set to TRUE.
Args:








if os.path.exists(’gaussian_molecule.gjf’) is False:





datafile = open("gaussian_molecule.log", "r")
data = datafile.read()
datafile.close ()
results = open("results.out", "a")
results.write(data)
results.close()
searchfile = open("gaussian_molecule.log", "r")
s0 = "Normal termination of Gaussian"
s = "SCF Done"
not_conv = True
for line in searchfile:




not_converged = open("not_converged_Gaussian.dat", "w")
not_converged.close ()
else:
searchfile = open("gaussian_molecule.log", "r")
for line in searchfile:
if s in line:





os.system(’python ’ + str(self.fafoompath) + ’/
get_geometry_gaussian.py gaussian_molecule.log’)






""" Get the energy of the molecule.
Returns:
energy (float) in eV
Raises:
AttributeError: if energy hasn’t been calculated yet
"""
if not hasattr(self , ’energy ’):





""" Get the optimized xyz string.
Returns:
optimized xyz string (str)
Raises:
AttributeError: if the optimization hasn’t been performed
yet
"""
if not hasattr(self , ’xyz_string_opt ’):
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