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ABSTRACT. In this article, we prove that if R is a finitely generated ring over Z of dimension d, d ≥ 2, 1
d!
∈
R, then any unimodular row over R[X] of length d + 1 can be mapped to a factorial row by elementary
transformations.
Throughout this article we will assume R to be a commutative noetherian ring with 1 6= 0.
1. INTRODUCTION
J-P. Serre’s problem on page 243 of his famous 1955 paper FAC ([8]) asked whether there were non-
free projective modules over a polynomial extension k[X1, . . . , Xn], over a field k. This problem was
settled by D. Quillen ([7]) and A.A. Suslin ([9]) independently in early 1976; and is now known as the
Quillen–Suslin theorem. Since every f.g. projectivemodule over k[X1, . . . , Xn], is stably free, to determine
whether projective modules are free, it is enough to determine that unimodular rows over k[X1, . . . , Xn]
are completable. Therefore, problem of completion of unimodular rows is a central problem in classical
K-Theory.
In [11], R.G. Swan and J. Towber showed that if (a2, b, c) ∈ Um3(R) then it can be completed to an
invertible matrix over R. This result of Swan and Towber was generalised by Suslin in [10] who showed
that if (ar!0 , a1, . . . , ar) ∈ Umr+1(R) then it can be completed to an invertible matrix. In [4], [5], Ravi
Rao studied the problem of completion of unimodular rows over R[X ], where R is a local ring. Ravi Rao
showed that if R is a local ring of dimension d, d ≥ 2, 1
d! ∈ R, then any unimodular row over R[X ] of
length d+ 1 can be mapped to a factorial row by elementary transformations.
In this article, we focus on the problem of completion of unimodular rows over R[X ] where R is a
finitely generated ring over Z and prove the following :
Theorem 1.1. Let R be a finitely generated ring of dimension d, d ≥ 2, 1
d! ∈ R and v ∈ Umd+1(R[X ]).
Then
v
Ed+1(R[X])
∼ (ud!0 , u1, . . . , ud)
for some (u0, . . . , ud) ∈ Umd+1(R[X ]).
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We first show thatWE(R) ≡ 0 if R is a finitely generated ring over Z of dimension 2. In next step we
show that in this case, we can extract kth root in WE(R[X ]). Then, using results in [12], we prove the
above theorem in the case when d = 2. Next, following Roitman’s degree reduction technique we can map
any v ∈ Umd+1(R[X ]) to such a unimodular row whose last coordinate is a non zero divisor. Then, we
conclude the result by induction hypothesis.
2. PRELIMINARIES
A row v = (a0, a1, . . . , ar) ∈ R
r+1 is said to be unimodular if there is a w = (b0, b1, . . . , br) ∈ R
r+1
with 〈v, w〉 = Σri=0aibi = 1 and Umr+1(R) will denote the set of unimodular rows (over R) of length
r + 1.
The group of elementary matrices is a subgroup of GLr+1(R), denoted by Er+1(R), and is generated
by the matrices of the form eij(λ) = Ir+1+λEij , where λ ∈ R, i 6= j, 1 ≤ i, j ≤ r+1, Eij ∈Mr+1(R)
whose ijth entry is 1 and all other entries are zero. The elementary linear group Er+1(R) acts on the rows
of length r + 1 by right multiplication. Moreover, this action takes unimodular rows to unimodular rows :
Umr+1(R)
Er+1(R)
will denote set of orbits of this action; and we shall denote by [v] the equivalence class of a row
v under this equivalence relation.
In ([1, Theorem 3.6]),W. van der Kallen derives an abelian group structure on
Umd+1(R)
Ed+1(R)
when R is of
dimension d, for all d ≥ 2.We will denote the group operation in this group by ∗.
Definition 2.1. A matrix M ∈ Mr(R) is said to be alternating if M = N − N
T for some matrix N ∈
Mr(R), i.e. it is skew-symmetric and its diagonal entries are zero.
2.1. The elementary symplectic Witt group WE(R). If α ∈ Mr(R), β ∈ Ms(R) are matrices then
α ⊥ β denotes the matrix
[
α 0
0 β
]
∈ Mr+s(R). ψ1 will denote
[
0 1
−1 0
]
∈ E2(Z), and ψr is inductively
defined by ψr = ψr−1 ⊥ ψ1 ∈ E2r(Z), for r ≥ 2.
If φ ∈ M2r(R) is alternating then det(φ) = (pf(φ))
2 where pf is a polynomial (called the Pfaffian) in
the matrix elements with coefficients ±1. Note that we need to fix a sign in the choice of pf; so we insist
pf(ψr) = 1 for all r. For any α ∈ M2r(R) and any alternating matrix φ ∈ M2r(R) we have pf(α
tφα) =
pf(φ)det(α). For alternating matrices φ, ψ it is easy to check that pf(φ ⊥ ψ) = (pf(φ))(pf(ψ)).
Two matrices α ∈ M2r(R), β ∈ M2s(R) are said to be equivalent (w.r.t. E(R)) if there exists a matrix
ε ∈ SL2(r+s+l)(R)
⋂
E(R), such that α ⊥ ψs+l = ε
t(β ⊥ ψr+l)ε, for some l. Denote this by α
E
∼ β.
E
∼
is an equivalence relation; denote by [α] the orbit of α under this relation.
It is easy to see ([12, p. 945]) that⊥ induces the structure of an abelian group on the set of all equivalence
classes of alternating matrices with pfaffian 1; this group is called elementary symplectic Witt group and is
denoted byWE(R).
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2.2. The Vaserstein Rule. Let R be a commutative ring and v = (v0, v1, v2), w = (w0, w1, w2) ∈
Um3(R) such that v.w
t = 1. In [12], Vasertein associated an alternating matrix V (v, w) to the pair v, w :
V (v, w) =


0 v0 v1 v2
−v0 0 w2 −w1
−v1 −w2 0 w0
−v2 w1 −w0 0

 ∈ SL4(R)
with pf(V (v, w)) = 1. In ([12, Lemma 5.1]), Vaserstein proved that V (v, w) is well-defined inWE(R). In
([12, Lemma 5.2]), Vaserstein rule has been defined which is as follows :
Lemma 2.2. ([12, Lemma 5.2]) Let R be a commutative ring and v1 = (a0, a1, a2), v2 = (b0, b1, b2) be
two unimodular rows. Suppose a0a
′
0 + a1a
′
1 + a2a
′
2 = 1 and let
v3 = (a0, (b1, b2)
( a1 a2
−a′2 a
′
1
)
) ∈ Um3(R).
Then for any w1, w2, w3 such that vi.w
t
i = 1 for i = 1, 2, 3, we have
[V (v1, w1)] ⊥ [V (v2, w2)] = [V (v3, w3)] inWE(R).
3. COORDINATE POWER IN WITT GROUP
Let R be a finitely generated ring over Z.We say that an invertible alternating matrix V is a coordinate
kth power if the first row of V has the form (0, vk1 , . . . , v2r−1). In this section, we will investigate that under
what conditions, that every [V ] ∈ WE(R[X ]) which is a k
th power inWE(R[X ]) has a representative V
∗
in its class such that V ∗ is a coordinate kth power. We first note a result of Suslin–Vaserstein :
Theorem 3.1. ([12, Corollary 18.1, Theorem 18.2]) Let R is a finitely generated ring over Z of dimension
d, d ≥ 2. Then Ed+1(R) acts transitively on Umd+1(R).
Lemma 3.2. Let R be a finitely generated ring over Z of dimension 2. ThenWE(R) ≡ 0.
Proof : Let [V ] ∈WE(R). In view of Theorem 3.1, Umr(R) = e1Er(R) for r ≥ 3, and so on applying
([12, Lemma 5.3, Lemma 5.5]), a few times if necessary, we can find an alternating matrixW ∈ SL2(R)
such that [V ] = [W ] inWE(R). Now, observe thatW = ψ1. ThusWE(R) ≡ 0. 
Proposition 3.3. Let R be a finitely generated ring over Z of dimension 2, 12k ∈ R and [V ] ∈ WE(R[X ]).
Then [V ] = [W ]k for some [W ] ∈ WE(R[X ]).
Proof : In view of Lemma 3.2, WE(R) ≡ 0. Thus we may assume that V (0) = ψr for some r. By
([12, Lemma 3.1]), one can find ε ∈ E2(r+t)(R[X ]) such that
εt(V ⊥ ψt)ε = ψr+t + nX,
for some t ≥ 0, n ∈M2(r+t)(R).
Let γ = I2(r+t) − ψr+tnX. Since γ ∈ SL2(r+t)(R[X ]), ψr+tn is nilpotent, i.e. (ψr+tn)
l ≡ 0 for
some l. Since 12k ∈ R, one can extract 2k
th root of γ (= β2k), (see ([4, Lemma 2.1]) for some β ∈
SL2(r+t)(R[X ]).
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Let α = −ψr+tn. Thus γ = I2(r+t) + αX, then β
k = I2(r+t) +
αX
2 + · · · . Since ε
t(V ⊥ ψt)ε =
ψr+t+nX is an alternating matrix, we get n
T = −n. Therefore αTψr+t = ψr+tα, whence (β
k)Tψr+t =
ψr+tβ
k. Thus we have
εt(V ⊥ ψt)ε = ψr+t + nX = ψr+tγ = ψr+tβ
2k = (βk)Tψr+tβ
k.
Let W = βTψr+tβ. Then upon applying Whitehead lemma, one can check that [V ] = [W ]
k in
WE(R[X ]). 
Proposition 3.4. Let R be a finitely generated ring over Z of dimension 2, 12k ∈ R and v = (v0, v1, v2) ∈
Um3(R[X ]). Then v = (v0, v1, v2) ∼
E3(R[X])
(−v0,−v1,−v2).
Proof : Since v = (v0, v1, v2) ∈ Um3(R[X ]), there exists w = (w0, w1, w2) such that v0w0+ v1w1+
v2w2 = 1. Consider the associated alternating matrix V = V (v, w) ∈ SL4(R[X ]).
Since 1/2 ∈ R, a famous theorem of M. Karoubi asserts that any invertible alternating matrix V over the
polynomial ring is stably congruent to its constant form, i.e. there exists a β ∈ SL4+2l(R[X ]), for some l,
such that βT (V ⊥ ψl)β = (V (0) ⊥ ψl) = ψl+2. Last equality holds due to Lemma 3.2.
Since dim(R[X ]) = 3, by ([9, Theorem 2.6]), Umr(R[X ]) = e1Er(R[X ]) for all r ≥ 5. Hence on
applying ([12, Lemma 5.3, Lemma 5.5]), a few times if necessary, we can find a β∗ ∈ SL4(R[X ]) such
that (β∗)TV β∗ = ψ2.
Let δ = diagonal(−1, 1,−1, 1) ∈ E4(R[X ]). Then δ
Tψ2δ = −ψ2. Thus
δT (β∗)TV β∗δ = δTψ2δ = −ψ2 = ψ
T
2 = [(β
∗)TV β∗]T = (β∗)TV Tβ∗. (1)
Let σ = (β∗)T , then (σ−1δTσ)V (σ−1δTσ)T = −V. In view of ([9, Corollary 1.4]), σ−1δTσ ∈
E4(R[X ]). Now, we get the desired upon applying ([14, Theorem 10]), to equation 1. 
Lemma 3.5. Let R be a commutative ring and v = (v0, v1, v2) ∈ Um3(R). Let us assume that v ∼
E3(R)
(−v0,−v1,−v2). Let v
(n) = (vn0 , v1, v2) and let w,w1 ∈ Um3(R) such that v.w
t = v(n).wt1 = 1. Then
[V (v, w)]n = [V (v(n), w1)] inWE(R).
Proof : We will prove it by induction on n. If n = 2, it has been done in ([5, Lemma 2.6.3]). Now
assume that n > 2. If n is even, then write [V (v, w)]n = [V (v, w)]2 ⊥ [V (v, w)]n−2. Now upon using
induction hypothesis and ([5, Corollary 2.6.2 (ii)]), we get the desired result. If n is odd, then write
[V (v, w)]n = [V (v, w)] ⊥ [V (v, w)]n−1. Now upon using induction hypothesis and ([5, Corollary 2.6.2
(ii)]), we get the desired result. 
Lemma 3.6. Let R be a finitely generated ring over Z of dimension 2, 12k ∈ R and v = (v0, v1, v2), v
(n) =
(vn0 , v1, v2) are unimodular rows of length three over R[X ]. Let w,w1 are such that v.w
t = v(n).wt1 = 1.
Then
[V (v, w)]n = [V (v(n), w1)] inWE(R[X ]).
Proof : In view of Proposition 3.4, (v0, v1, v2) ∼
E3(R[X])
(−v0,−v1,−v2). Now, use Lemma 3.5, to get
the desired result. 
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4. ROITMAN’S DEGREE REDUCTION TECHNIQUE
Let v ∈ Umr+1(R[X ]), where r ≥
d
2 + 1, with R a local ring of dimension d.M. Roitman’s argument
in ([6, Theorem 5]), show how one could decrease the degree of all but one (special) co-ordinate of v. In
this section, we follow Roitman’s degree reduction technique and prove that if R is finitely generated ring
over Z of dimension d and v ∈ Umd+1(R[X ]), then we could decrease the degree of all but one (special)
co-ordinate of v.
First few known results:
Lemma 4.1. ([13, Corollary 2]) Let (x0, x1, . . . , xr) ∈ Umr+1(R), r ≥ 2 and t be an element of R which
is invertible modulo (x0, . . . , xr−2). Then,
(x0, . . . , xr) ∼
E
(x0, . . . , xr−1, t
2xr).
Lemma 4.2. ([6, Lemma 2]) Let S be a multiplicative subset ofR such thatRS is noetherian of finite Krull
dimension d. Let (
−
a0, . . . ,
−
ar) ∈ Umr+1(RS), r > d. Then there exists bi ∈ R (1 ≤ i ≤ r) and s ∈ S such
that, s ∈ R(a1 + b1a0) + · · ·+R(ar + bra0).
Lemma 4.3. ([6, Lemma 3]) Let f(X) ∈ R[X ] have degree n > 0, and let f(0) be a unit. Then for any
g(X) ∈ R[X ] and any natural number k ≥ (degree g(X)− degree f(X)+ 1), there exists hk(X) ∈ R[X ]
of degree < n such that
g(X) = Xkhk(X) modulo (f(X)).
Lemma 4.4. ([12, Lemma 11.1]) Let I be an ideal of R[X ] containing a monic polynomial f of degreem.
Let g1, . . . , gk ∈ I with degree gi < m, for 1 ≤ i ≤ k. Assume that the coefficients of the gi, 1 ≤ i ≤ k,
generate R. Then I contains a monic polynomial of degreem− 1.
Definition 4.5. Let I be an ideal of a polynomial ring R[X ] (in one indeterminate). By l(I) we denote the
set consisting of 0 and all leading coefficients of f ∈ I{0}. Obviously l(I) is an ideal of R.
Lemma 4.6. (H. Bass. A. Suslin) ([2, Chapter 3, Lemma 3.2]). Let R be a commutative noetherian ring
and I be an ideal of R[X ]. Then htRl(I) ≥ htR[X]I.
Lemma 4.7. Let R be a commutative noetherian ring and f = (f0, f1, . . . , fr) ∈ Umr+1(R[X ]), r ≥ 2.
Then there exists g = (g0, g1, . . . , gr) ∈ Umr+1(R[X ]) in the elementary of f such that l(g0) = pi, a
non-zero-divisor in R.
Proof : By ([12, Corollary 9.4]), there exists ε ∈ Er+1(R[X ]) such that (f0, . . . , fr)ε = (g0, . . . , gr)
and ht(g1, . . . , gr) ≥ r ≥ 2. By Lemma 4.6, htRl(I) ≥ htR[X]I ≥ r ≥ 2, where I =< g1, . . . , gr > .
Therefore there exists λi ∈ R such that pi =
∑r
i=1 λil(gi), a non-zero-divisor in R. We may assume that
degree g0 > degree gi for i ≥ 1. Let degree gi = di for 0 ≤ i ≤ r. Add λiX
d0−di+1gi to g0 to make
l(g0) = pi. 
Theorem 4.8. Let R be a reduced finitely generated ring over Z of dimension d, d ≥ 2, 1
d! ∈ R. Let
f(X) = (f0(X), f1(X), . . . , fd(X)) ∈ Umd+1(R[X ]). Then,
(f0(X), f1(X), . . . , fd(X))
Ed+1(R[X])
∼ (g0(X), g1(X), c2, . . . , cd)
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for some (g0(X), g1(X), c2, . . . , cd) ∈ Umd+1(R[X ]), ci ∈ R, 2 ≤ i ≤ d, and cd is a non-zero-divisor.
Proof : In view of Lemma 4.7, we may assume that leading coefficient of f0, l(f0) = pi, a non zero
divisor in R. Let
−
R = R
piR
. Thus, in view of ([9, Theorem 7.2]),
−
f(X), can be elementarily mapped to
(1, 0, . . . , 0),Upon lifting the elementarymap, we can obtain from f(X), a row g(X) = (g0(X), g1(X), . . . , gd(X))
by elementary transformations such that
g(X) ≡ (1, 0, . . . , 0) mod(R[X ]pi).
We can perform such trasformations so that at every stage the row contains a polynomial which is unitary
in R[X ]pi. Indeed, if we have to perform, e.g. the elementary transformation
(h0, h1, . . . , hd)
T
−→ (h0, h1 + kh0, h2, . . . , hd)
and h1 is unitary in Rpi, then we replace T by the following transformations
(h0, h1, . . . , hd) −→ (h0 + piX
mh1, h1, h2, . . . , hd)
−→ (h0 + piX
mh1, h1 + k(h0 + piX
mh1), h2, . . . , hd)
wherem > deg h0.We assume that
(f0, f1, . . . , fd) ≡ (1, 0, . . . , 0) mod(R[X ]pi)
and fi is unitary in R[X ]pi. If i > 0, then replace f0 by f0 + piX
mfi. So we assume that f0 is unitary in
R[X ]pi and deg f0 > 0. By Lemma 4.3, we assume fi = X
2khi, where deg hi < deg fi for 1 ≤ i ≤ d. By
Lemma 4.1, we assume deg fi < deg f0 for 1 ≤ i ≤ d.
Let deg f0 = m0. Ifm0 = 1, then fi ∈ R for 1 ≤ i ≤ d.Assume nowm0 ≥ 2.Let (c1, c2, . . . , cm0(d−1))
be the coefficients of 1, X, . . . , Xm0−1 in the polynomials f2(X), . . . , fd(X). By ([2, Chapter III, Lemma
1.1]), the ideal generated in Rpi by Rpi
⋂
(R[X ]pi
−
f0 + R[X ]pi
−
f1) the coefficients of
−
fi (2 ≤ i ≤ r) is Rpi.
As d ≥ 2, m0(d− 1) > dimRpi, by Lemma 4.2, there exists
(c′1, c
′
2, . . . , c
′
m0(d−1)
) ≡ (c1, c2, . . . , cm0(d−1)) mod ((R[X ]f0 +R[X ]f1)
⋂
R)
such that Rpi
−
c′1 + · · ·+Rpi
−
c′
m0(d−1)
= Rpi. Assume that we already haveRpi
−
c1+ · · ·+Rpi
−
cm0(d−1) = Rpi.
By Lemma 4.4, the ideal Rf0 + Rf2 + · · · + Rfd contains a monic polynomial h(X) of degree m0 − 1
which is unitary in R[X ]pi. Let leading coefficient of h(X) is tpi
k, where t is invertible in R. Using Lemma
4.1, we achieve by elementary transformations
(f0, f1, . . . , fd) −→ (f0, pi
2kf1, . . . , fd)
−→ (f0, pi
2kf1 + (1− pi
kt−1l(f1))h, f2, . . . , fd)
Now, pi2kf1 + (1 − pi
kt−1l(f1))h is unitary in R[X ]pi, so we assume that f1 is unitary in R[X ]pi,
deg f1 = m1 < deg f0. By Lemma 4.1, we also assume that deg fi < m1 for 2 ≤ i ≤ r. Repeating
the argument above, we lower the degree of f1 and finally obtain that deg f0 > deg f1 = 1, fi ∈ R for
2 ≤ i ≤ r.
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Now, it only remains to show that fd is a non zero divisor. Let us assume that fd is zero divisor,
then there exists 0 6= r ∈ R such that fd.r = 0. Since (f0(X), f1(X), f2, . . . , fd) ∈ Umd+1(R[X ]),
r ∈< f0(X), f1(X), . . . , fd−1 > . Therefore
(f0(X), f1(X), f2, . . . , fd)
Ed+1(R[X])
∼ (f0(X), f1(X), f2, . . . , fd−1, fd + r).
Since R is a reduced noetherian ring, set of zero divisors of R is union of minimal prime ideals of R. Let
P1, . . . ,Pn be finitely many minimal prime ideals of R. Suppose fd belongs to first l prime ideals (this
can be made possible by reenumerating them), l < n. Then r ∈ ∩ni=l+1 and r does not belong to atleast
one of the first l prime ideals otherwise r would be zero as R is reduced ring. Therefore fd + r belongs to
less then l prime ideals. Now, inducting on number of minimal prime ideals containing fd we can make last
coordinate a non zero divisor.

5. THE MAIN RESULTS
In this section, we prove that if R is a finitely generated ring over Z of dimension d, d ≥ 2, 1
d! ∈ R,
then any unimodular row over R[X ] of length d + 1 can be mapped to a factorial row by elementary
transformations.
Proposition 5.1. Let R be a finitely generated ring over Z of dimension 2 with 12k ∈ R and let V ∈
SL4(R[X ]) be an alternatingmatrix of Pfaffian 1. Then [V ] = [V
∗] inWE(R[X ])with e1V
∗ = (0, a2k, b, c),
and V ∗ ∈ SL4(R[X ]). Consequently, there is a γ ∈ E4(R[X ]) such that V = γ
tV ∗γ.
Proof : By Proposition 3.3, [V ] = [W1]
2k for some W1 ∈ WE(R[X ]). By ([9, Theorem 2.6]),
Umr(R[X ]) = e1Er(R[X ]) for r ≥ 5, so on applying ([12, Lemma 5.3 and Lemma 5.5]), a few
times, if necessary, we can find an alternating matrixW ∈ SL4(R[X ]) such that [W1] = [W ]. Therefore
[V ] = [W ]2k. Let [W ]2k = [V ∗], thus [V ] = [V ∗]. By Lemma 3.6, e1V
∗ = (0, a2k, b, c). The last statement
of Proposition follows by applying ([12, Lemma 5.3 and Lemma 5.5]) and ([9, Theorem 6.3]) 
Theorem 5.2. Let R be a finitely generated ring over Z of Krull dimension 2 with 12k ∈ R. Let v =
(v0, v1, v2) ∈ Um3(R[X ]). Then there exists ε ∈ E3(R[X ]) such that
vε = (a2k, b, c) for some (a, b, c) ∈ Um3(R[X ]).
Proof : Choose w = (w0, w1, w2) such that Σ
2
i=0viwi = 1, and consider the alternating matrix V with
Pfaffian 1 given by
V =


0 v0 v1 v2
−v0 0 w2 −w1
−v1 −w2 0 w0
−v2 w1 −w0 0

 ∈ SL4(R[X ]).
By Proposition 5.1, there exists an alternating matrix V ∗ ∈ SL4(R[X ]), with e1V
∗ = (0, a2k, b, c), of
Pfaffian 1 such that
[V ] = [V ∗].
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Therefore there exists γ ∈ E4(R[X ]) such that
γtV γ = V ∗.
By ([14, Theorem 10]), there exists ε ∈ E3(R[X ]) such that
vε = (a2k, b, c).

Theorem 5.3. Let R be a finitely generated ring of dimension d, d ≥ 2, 12k ∈ R and v ∈ Umd+1(R[X ]).
Then
v
Ed+1(R[X])
∼ (u2k0 , u1, . . . , ud)
for some (u0, . . . , ud) ∈ Umd+1(R[X ]).
Proof : In view of ([4, Remark 1.4.3]), we may assume that R is reduced. We will prove the theorem
by induction on d. Case d = 2 is covered in Theorem 5.2. Let v ∈ Umd+1(R[X ]) and d > 2. Then
by Theorem 4.8, there exists (g0(X), g1(X), c3, . . . , cd) ∈ Umd+1(R[X ]) with the property that cd ∈ R
is a non-zero-divisor and ci ∈ R, 2 ≤ i ≤ d and [(g0(X), g1(X), c3, . . . , cd)] = [v]. Let
−
R = R(cd) ,
dim(
−
R) ≤ d− 1. Hence by induction hypothesis there exists
−
ε1 ∈ Ed(
−
R[X ]) such that
(
−
g0(X),
−
g1(X),
−
c3, . . . ,
−
cd−1)
−
ε1 = ((
−
u0)
2k,
−
u1, . . . ,
−
ud−1).
Let ε1 be a lift of
−
ε1. Upon making appropriate elementary transformation, we have
(g0(X), g1(X), c2, . . . , cd)(ε1 ⊥ 1) = (u
2k
0 , u1, . . . , ud−1, cd).
Since [(g0(X), g1(X), c3, . . . , cd)] = [v],
[v] = [(v0, . . . , vd)] = [u
2k
0 , u1, . . . , ud−1, cd].

Corollary 5.4. Let R be a finitely generated ring of dimension d, d ≥ 2, 1
d! ∈ R and v ∈ Umd+1(R[X ]).
Then
v
Ed+1(R[X])
∼ (ud!0 , u1, . . . , ud)
for some (u0, . . . , ud) ∈ Umd+1(R[X ]). In particular, every v ∈ Umd+1(R[X ]) is completable.
Proof : It follws from Theorem 5.3, upon taking 2k = d!. Last statement follows from ([10, Theorem
2]). 
Corollary 5.5. Let R be a finitely generated ring of dimension d, d ≥ 2, 1
d! ∈ R, s ∈ R and v ∈
Umd+1(Rs[X ]). Then
v
Ed+1(Rs[X])
∼ (ud!0 , u1, . . . , ud)
for some (u0, . . . , ud) ∈ Umd+1(Rs[X ]).
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Proof : In view of ([4, Remark 1.4.3]), we may assume that R is reduced. First, we observe that
Rs ∼=
R[Y ]
(sY−1) . Therefore Rs is a finitely generated ring over Z of dimension ≤ d. If dim(Rs) = d, then
result follows from Corollary 5.4. If dim(Rs) < d, then result follows from ([9, Theorem 7.2]) (In this
case, we can actually map it to (1, 0, . . . , 0) by elementary transformations.) 
Corollary 5.6. Let R be a finitely generated ring of dimension d, d ≥ 2, 1
d! ∈ R, T ⊂ R be a multiplica-
tively closed set and v ∈ Umd+1(RT [X ]). Then
v
Ed+1(RT [X])
∼ (ud!0 , u1, . . . , ud)
for some (u0, . . . , ud) ∈ Umd+1(RT [X ]).
Proof : In view of ([4, Remark 1.4.3]), we may assume that R is reduced. Let v = (v0, v1, . . . , vd) ∈
Umd+1(RT [X ]). Then there exists s ∈ T such that v ∈ Umd+1(Rs[X ]). In view of Corollary 5.5,
there exists ε ∈ Ed+1(Rs[X ]) ⊆ Ed+1(RT [X ]) such that vε = (u
d!
0 , . . . , ud) for some (u0, . . . , ud) ∈
Umd+1(Rs[X ]) ⊆ Umd+1(RT [X ]). 
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