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I. INTREDUCTION 
The methods of dynamic programming are well suited for determining 
optimal feedback control policies for processes involving linear systems and 
quadratic criteria [l]. The situation with regard to obtaining particular 
optimal trajectories has been less satisfactory. The purpose of this note is to 
present an addition to the standard dynamic programming treatment which 
overcomes this difficulty. The general ideas are exposed through the treatment 
of a special case. They are based on invariant imbedding [2, 31. 
II. DYNAMIC PROGRAMMING 
Consider minimizing the quadratic functional 
A4 = 1’ [G” + g(t) ~“1 & a (1) 
where 
w(a) = c, w(T) = free. (2) 
We follow the development and notation of Chapter 4 of Ref. 1. In the usual 
way introduce the minimal cost function y to be 
dc, 4 = m> /[4, O<a<T. (3) 
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Using the principle of optimality we write 
94~ 4 = mjn[(v2 + g(u) c”) 4 + F(C + 4 a + A) + o(O)]. 
A limiting form of this equation is 
- dc, 4 = m;ln[v2 + g(4 c2 + VP&, a)]. 
The initial condition at a = T is 
q(c, T) = 0. 
In Eq. (5) the minimizing choice of v is 
Qlin = - 8 &, a>, 
which leads to the partial diffecential equation 
- va = g(u) c2 - 2 Pc2* 
Next we use the method of separation of variables and write 
fP(c, a) = c”&>. 
Equations (6) and (8) become 
- PC&) = d4 - P2M u < T, 
and 
p(T) = 0. 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
Assume that there is a bounded continuous unique solution of this system 
on the interval 
O<u<T. (12) 
Observe that 
Vmin = - cp(u), (13) 
which determines the optimal policy. 
III. INVARIANT IMBEDDING 
Next introduce the optimizing function u for the functional in Eq. (I), 
u = up, c, a), u<t<T. (14) 
Observe that 
up, c, a) = u(t, c - q(a) A, a + A) + o(A), (15) 
QUADRATIC VARIATIONAL PROCESSES 71 
which makes essential use of Eq. (13). A limiting form of this equation is the 
partial differential equation 
0 = - CPM u,(t, c, 4 + ua(t, c, a), O<CZ<t. (16) 
The initial condition on u at a = t is 
up, c, t) = c. (17) 
To reduce to an ordinary differential equation, again use the method of 
separation of variables to write 
up, c, a) = m(t, u) c. (18) 
Equations (16) and (17) become 
%(4 4 = p(a) m(t, a), o<u<t, (19 
m(t, t) = 1. (20) 
IV. STATEMENT OF THE ONE-SWEEP METHOD 
Equations (10) and (11) for p are integrated from a = T to a = t. At this 
point the differential equation (19) for m is adjointed to the differential equa- 
tion (10) for p. The initial condition on the function m at a = t is given in 
Eq. (20). Then the two differential equations (10) and (19) are integrated 
simultaneously until a = 0. Finally Eq. (18) is employed to yield 
u(t, c, 0) = m(t, 0) c. (21) 
If it is desired to determine u computationally for several different values 
of t, as the variable a passes each of these values, a new differential equation 
of the form in Eq. (19) is added, and the appropriate initial condition is 
provided by Eq. (20). In this way both the optimal control function and the 
optimal trajectory are obtained on one integration sweep across the interval 
from a = T to a = 0. See Ref. 4 for related numerical results. 
Equation (10) is met in classical theory as Legendre’s equation of Riccati 
trpe [51. 
V. VALIDATION OF THE EULER EQUATION 
Under the assumption that Eq. (10) for p, subject to the initial condition 
in Eq. (1 l), has a bounded continuous solution on the interval 0 < a < T, 
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it is clear that Eqs. (19) and (20) determine the function m on the interval 
0 < a < t < T. Let us show that the function u, defined by the relation 
u = m(t, a) c, O<a<t<T, (22) 
satisfies the Euler differential equation 
c(t, c, 4 = g(t) u(t, c, a), (23) 
and the boundary conditions 
u(a, c, a) = c, (24) 
zi(T, c, a) = 0, O<a<T. (25) 
First it will be shown that 
$6 c, a) = - /:g(y) u(y, c, a) 4, Oba<t<T, (26) 
or 
W, a) = - ,:gb) m(y, 4 dy, O<a<t<T, (27) 
which is the duBois-Raymond form of the Euler equation, and from which 
Eq. (23) readily follows. 
Let 
qt, a) = qt, a), a<t<T. 
By differentiating Eq. (19) with respect to t it is seen that 
z&, 4 = 44 w, 4. 
Next consider Eq. (20), 
m(t, t) = 1, 
and differentiate with respect to t to obtain 
?h(t, t) + m&t, t) = 0. 
In view of Eq. (19) this becomes 
qt, t) + p(t) m(t, t) = 0, 
or 
?h(t, t) = - p(t). 
It follows that the function 2 satisfies the initial-value problem 
-at, 4 = da> w, 4, a < t, 
qt, t) = - p(t). 
(28) 
(29) 
(30) 
(31) 
(32) 
(33) 
(34) 
(35) 
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It will next be shown that 
WY 4 = - JTdY) 4Yl4 dY9 
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(36) 
satisfies the same initial-value problem. Though differentiation with respect 
to a it is seen that 
s 
T 
zz--- g(y) fJ(4 4Y, 4 dY, 
t 
W&9 4 = PW W(4 4, 
The initial condition at a = t is 
a < t. 
(37) 
(38) 
Jw9 t> = - j;gY) fdY> t> dY* 
For convenience write 
L(t) = - W(t, t). 
It follows that 
(39) 
(W 
Since 
dL -= 
dt - g(t) 44 4 + ~;dy) mt(y, t> dr 
= -g(t) + P(t) @Y) 4Y, 4 dY 
= - g(t) + P(+w 
L(T) = 0, 
(41) 
(42) 
it follows, by keeping Eqs. (10) and (11) in mind, that 
L(t) = P(t), O<t<T. 
Thus, the function W satisfies the initial-value problem 
Wak Q) = P(U) w, a), a < 4 
w(t, t) = - p(t). 
It follows that 
wsz, 
or 
(43) 
w 
(45) 
(46) 
W, 4 = - j-1 g(y) m(y, 4 4, O<u<t<T, (47) 
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By differentiation with respect to t it is seen that the Euler equation (23) holds. 
Furthermore, the free boundary condition in Eq. (25) follows directly from 
the above equation. The boundary condition in Eq. (24) results from Eq. (20). 
This completes the verification. 
VI. DISCUSSION 
It is clear that the use of vector-matrix notation vastly extends the range 
of applicability of the one-sweep method described. Subsequent papers will be 
devoted to this and other generalizations, and various applications will be 
discussed. 
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