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78
The aim of this work is to develop two different methods to obtain the Pareto set for the multiobjective 79 UPLP. The first one is an exact method that determines the whole set of efficient solutions. The second 80 method is an ''ad hoc'' approximate method that generates the set of supported non-dominated solutions. 81 Our approach to solve the multicriteria UPLP takes advantage of the structure of the problem where 82 solving the problem requires addressing two nested decisions. First, finding the optimal set of plants, and 83 second, finding the allocation of clients within the selected set of plants. This structure is adequate for using 84 a dynamic programming approach where the states are associated with the plant-opening phase. The load 85 of this scheme relies on the enumeration of the potential sets of open plants as well as on the resolution of 86 the associated allocation subproblems. Therefore, the improvements on such a method are based on (1) 87 obtaining tight bounds that allow the elimination of states, and (2) the development of efficient techniques 88 to solve the allocation subproblems. We have found two different bounds that lead to three elimination tests 89 that have shown to have a high performance. Additionally, we present a labeling method to solve exactly 90 the allocation subproblem as a shortest path problem; and a scalarized approach that finds the supported 91 efficient set. The efficiency of the proposed methods has been tested on a battery of test problems and the 92 obtained results are reported. 93 This paper is organized as follows. In Section 2 we give the notation and the formulation of the problem. 94 Section 3 deals with the solution of the allocation subproblems. Section 4 presents the lower and upper 95 bound sets as well as the elimination tests. Section 5 describes the different components of the dynamic 96 programming algorithm. The results of the computational experiments are presented and analyzed in 97 Section 6. This paper ends with some concluding remarks.
2. Model and notation
99
Let M ¼ f1; . . . ; mg and N ¼ f1; . . . ; ng, respectively, denote the sets of indices for plants and for clients, 100 and Q ¼ f1; . . . ; qg denote the set of indices for the considered criteria. Also, for the rth criterion, r 2 Q, let 101 ðf r i Þ i2M denote the set-up costs and ðc r ij Þ i2M;j2N the allocation costs of clients to plants. 102 The multicriteria uncapacitated plant location problem is: Similarly, we will represent feasible allocations within a given set of plants I, alternatively in one of the 118 following two ways: 119 • A binary vector ðx ij Þ i2M;j2N such that x ij ¼ 1 () client j has been assigned to plant i 2 I. 120 • A mapping a : N ! I; aðjÞ ¼ i () client j has been assigned to plant i 2 I. 121
Thus, a solution s will be represented either by a pair of binary vectors ðy; xÞ or by a pair ðI; aÞ.
122
The cost of a solution s ¼ ðI; aÞ relative to each of the considered criteria, is the sum of the fixed costs of 123 the open plants plus the allocation cost. It will be denoted by C r ðsÞ ¼ F r ðsÞ þ G r ðsÞ; r 2 Q, where 124 F r ðsÞ ¼ P i2I f r i is the cost of opening the plants and G r ðsÞ ¼ P j2N c r aðjÞ;j is the cost of the allocation of clients. 125
Two nested decisions need to be addressed in order to solve problem P. First, the set of plants to be 126 opened has to be selected. Then the allocation of clients within this set of open plants has to be identified. 127 This allows to tackle the problem using strategies that first select a set of open plants and then solve an 128 allocation subproblem associated with the set of open plants. In our approach, we will exploit this structure
135 where A È C ¼ fa þ c : a 2 A; c 2 Cg. PS y ðIÞ is the plant selection subproblem associated with the state I,
y i 2 f0; 1g; i 2 M n I: ð4 0 Þ 137 The only solution to PS y ðIÞ non-dominated from below is immediate to obtain and is given by 138 y i ¼ 1; i 2 I; y i ¼ 0; i 2 M n I. 139 Similarly, the allocation subproblem A x ðIÞ can be written as
x ij 2 f0; 1g for all i 2 I; j 2 N : ð4 00 Þ
141
Thus, in what follows we will assume that any feasible state is represented by its set of open plants. 142 Therefore, at a given state solutions differ one from another only in the allocation of clients to plants within 143 the set of open plants. 144 In the next section we describe solution procedures to solve the allocation subproblem.
145 3. The allocation subproblem
146
In the previous section we have seen that obtaining the set of non-dominated solutions to the plant 147 selection subproblem is straightforward. Now we will deal with obtaining the set of non-dominated so-
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148 lutions to the allocation subproblem. Besides, we will also characterize the set of supported non-dominated 149 solutions that we use (1) to obtain valid upper bound sets and (2) to solve approximately problem P. Recall 150 that supported non-dominated solutions are those that can be obtained solving scalarized linear sub-151 problems. Note that the supported solutions can be obtained by performing parametric analysis of a series 152 of scalar UPLP. Therefore, the computational load required to obtain the set of supported non-dominated 153 solutions is much lower than the one required to identify the complete Pareto set. We first study the general 154 procedure to determine the whole Pareto set and then we will address the characterization of the supported 155 non-dominated solution set. 156
In the single objective case the exact solution of the allocation subproblem can be obtained easily. This is 157 a decisive difference with the case when several objectives are considered. In this case obtaining the set of 158 non-dominated solutions is not a simple task. It is important to recall now that, in general, for discrete 159 problems, this set does not coincide with the set of non-dominated supported solutions. It is easy to find 160 examples to show that this is also true for the allocation subproblem. Therefore we have to resort to more 161 sophisticated techniques for obtaining such set.
162 3.1. The Pareto set for the allocation subproblem
163
In this subsection, we give a procedure to obtain the whole set of efficient solutions of the problem A x ðIÞ 164 for a given state I. To this end, we need a previous result. We denote any feasible allocation x by 165 x ¼ ðx Áj Þ j2N , where x Áj ¼ ðx ij Þ i2I is a feasible allocation for client j. Moreover, we explicitly write the allo-166 cation subproblem for client j that obviously is 172 Proof. Let x Ã be an efficient solution for A x ðIÞ given by the mapping a : N ! I. Thus,
The first consequence of this result is that we can obtain the set of efficient allocations for A x ðIÞ by means 180 of the efficient allocations of each client. It is worth noting that the set of efficient allocations for a client is 181 straightforward to obtain. (a) Evaluate the costs of all the allocations to the open plants in I, and (b) 182 compare the corresponding vectors to eliminate the dominated ones. It is also straightforward that the 183 converse of this result does not hold in general. Let us denote by L j , j 2 N , the lists of efficient allocations 184 for the clients (given by their corresponding mappings). 185
The second consequence of Proposition 1 is that we can calculate the set of efficient solutions for the 186 whole allocation subproblem by searching for the non-dominated minimal length paths in a particular 187 graph. 
197
It is well known that the set of supported non-dominated solutions to a problem can be obtained by 198 solving the scalarized problem for all possible values of the scalar weights. In this subsection we obtain such 199 set for the allocation subproblem. First, we restrict to the case of two objectives and at the end of the 200 subsection we show how to extend the results to the general case.
201
When two criteria are considered, the k-scalarized version SA x ðI; kÞ of the allocation subproblem A x ðIÞ 202 can be expressed as
x ij 2 f0; 1g for all i 2 I; j 2 N ð4"Þ 204 for 0 6 k 6 1. 205 In general, for any k the corresponding scalarized allocation subproblem can be solved as the sum of 206 independent subproblems, i.e.
x ij 2 f0; 1g for all i 2 I: No. of pages: 21
213 Once we know the solution to SA j x ðI; k kÞ for a fixed value k k it is easy to obtain the interval of values of k for 214 which the optimal solution does not change. In particular, for a state I the optimal allocation for a given 215 client j 2 N and k fixed can be characterized as follows:
216 Proposition 2. For a fixed value of k, i Ã 2 I is the optimal allocation for client j 2 N ()
Proof. For a fixed value of k, i Ã 2 I is the optimal allocation for a given client () c
Þ 8i 2 I which is equivalent to the stated condition. Ã 220 Proposition 3. Let i 1 2 I be the optimal allocation for a given client j 2 N and some k ¼ k 1 P 0 fixed. 221 (a) If i 2 2 I is the optimal allocation for client j for some
226 (b) It is similar to (a). Ã 227 Corollary 1. Let i Ã 2 I be the optimal allocation for a given client j 2 N and some k Ã P 0 fixed. Then i Ã 2 I is 228 the optimal allocation for client j 2 N for any k 2 ½k; k where EOR 5052
No. of pages: 21
The above result allows establishing for each client j 2 N , a partition of the k space in intervals where all 233 the elements of the same interval are associated with the same supported solution to SA j x ðI; kÞ.
234
By Proposition 1 the overall solution to SA x ðI; kÞ can be obtained by concatenation of the solutions to 235 the problems SA j x ðI; kÞ for all j 2 N . Again, this produces the partition of the k space in intervals where all 236 the elements of the same interval are associated with the same supported solution to the overall allocation 237 subproblem SA x ðI; kÞ.
238
In passing, we note that the above approach generates specifically the whole set of extreme Pareto so-239 lutions for the allocation subproblem that results if integrality conditions on the x variables are not re-240 quired. In that case the solutions of the corresponding allocation subproblems for the different clients are 241 the same than when the x are binary variables. 242
The extension of the above procedure to the case of more than two objective functions is direct. The only 243 change is that an alternative way to derive the partition on the k-space is required to obtain the supported 244 Pareto solutions of the problem. The difference is that now the partition of the k-space is not given by 245 intervals but it is defined by systems of inequalities. Indeed, for a parameter
Ã is the 246 optimal allocation for client j if and only if P q r¼1 k r c r i Ã j 6 P q r¼1 k r c r ij 8i 2 I. Therefore, the region of the k-247 space for which i Ã is the optimal allocation for client j is given by the set of inequalities:
249 These regions can be identified using parametric linear programming (see Gal, 1984) . 250 Alternatively, one can find directly the non-dominated supported solutions of A x ðIÞ using a general 251 purpose algorithm. Each of the supported non-dominated solutions is associated with an extreme non-252 dominated solution of the multiobjective linear problem obtained from the continuous relaxation of 253 A x ðIÞfs. The algorithm by Isermann (1977) provides the complete set of solutions of these problems and the 254 software package ADBASE by Steuer (1995) can be used in computer implementations to solve instances 255 (small to medium size). 
264 Thus, the supported non-dominated solutions to the allocation subproblem are depicted in Fig. 2 265 To obtain all the non-dominated solutions to the allocation subproblem we consider the network of The dynamic programming approach that we propose in (5) can be enhanced using bounds that allow 273 the implicit enumeration of some of the states in the formulation. The bounds will be used in the usual way. 274 That is, a state can be fathomed if all the elements in the lower bound set are dominated by at least one 275 element of the upper bound set. 276
In this section we obtain lower bounds for the different states as well as upper bounds for the overall 277 problem. Two different types of lower bounds will be considered. The first one is only valid for the state 278 where it is generated while the second one is valid for some successors of the state where it is derived. The 279 two of them can be used for comparison with the set of solutions non-dominated from below of a given 280 state to eliminate some of its potential successors. Additionally, the second lower bound can be used for 281 comparison with an upper bound set of the original problem P, to eliminate the current state as well as all 282 its successors. 283 We first establish some simple relationship between different states that will be useful. Since the goal of 284 any enumerative scheme is to explore as few states as possible, we focus on identifying those states for 285 which ''a priori'' we know that any solution will be dominated from below by some solution of a different 286 state. 
294
A necessary and sufficient condition to eliminate a given state is stated in the next result.
295
It is easy to check that 8r 2 Q; C r ðsÞ < C r ðs 0 Þ. Indeed, Now, 8r 2 Q we can check that C r ðs 0 Þ < C r ðsÞ. Indeed, Although the above result characterizes when a state is worse than its immediate predecessor, in practice 315 it is very difficult to check because it requires the enumeration of all possible subsets N 0 N . A sufficient 316 condition which is easier to apply is now stated. Suppose that we know the set of solutions non-dominated from below of a given state I 0 . In general, if we 333 want to know if one of its immediate successors is worse than I 0 , we will have to: (a) solve the allocation 334 subproblem of the successor, (b) find its solutions non-dominated from below, and (c) compare the two 335 sets. We next present a lower bound of the set of solutions non-dominated from below of an immediate 336 successor of I 0 . This lower bound set can be easily obtained and, in some cases, it will permit to establish 337 that an immediate successor of I 0 is worse than I 0 without having to solve the associated allocation sub-338 problem. Note that the lower bound L 1 ðIÞ is only valid for state I but not necessarily for any of its successors. We 347 now propose another lower bound that is valid not only for the state where it is generated but also for some 348 of its successors. No. of pages: 21 
380
Although the bound L 2 ðIÞ may be obtained with any subsetÎ I M n I 0 , in practice it is convenient to 381 choose a generation policy for this kind of bound. The simplest one is to takeÎ I ¼ fi Ã g. Then the bound is 382 exact: it coincides with the set of non-dominated solutions of the state where it is calculated. But then the 383 bound is only valid for the state where it is calculated. The larger the setÎ I, the larger is the number of states 384 for which the bound is valid. But also, the larger the setÎ I; less accurate is the bound. Therefore, the strategy 385 that maximizes the number of descendants of a state for which L 2 is valid consists of takingÎ I ¼ M n I 0 . 386 However, this leads to no change in A x ðI 0 [Î IÞ relative to node I 0 and only the opening costs could make the 387 lower bound set improve. If we want to increase the possibility of improving the lower bound of state 388 I 0 ; M n I 0 has to be reduced in at least one element. In that case, the obtained bound will be different from 
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397
We finish this section devoted to bounds describing a set of upper bounds for problem P. The first 398 obvious upper bound for the problem is given by the non-dominated solutions of the allocation subproblem 399 when the whole set of plants is considered open. Notice that this set of efficient solutions can be computed 400 easily just evaluating the different allocations and eliminating those that are dominated. A more refined 401 bound can be obtained by solving scalarized plant location problems with different scalar factors. These 402 problems can be solved either exactly or approximately when the size makes the exact resolution not 403 possible. The use of approximated solutions gives larger upper bounds but still valid for our elimination 404 purposes. In any case, the set of upper bounds is enlarged dynamically at each state where efficient solutions 405 are obtained. In our approach we have used the Erlenkotter heuristic (Erlenkotter, 1978) for solving the 406 scalarized problems. First, the scalarizing factor is set to 0 and then it is sequentially increased by steps of 407 0.1.
5. Enumerative scheme
409
Two different strategies have been used in order to solve problem P. With the first strategy the problem is 410 solved exactly and, hence, the whole set of Pareto solutions is obtained. As will be seen in the computa-411 tional results section this strategy is costly. For this reason the second strategy only looks for the set of 412 supported Pareto solutions. Thus it might be considered as an approximation to the actual solution set. 413 Both strategies are based on the same enumerative scheme and state generation mechanism. In this section 414 we describe both strategies as well as the policy used to carry out the search in the state space.
415 5.1. Solution strategies
416
Given that the search is based on enumerating the different sets of plants, and that the set of open plants 417 is fixed at each state, the difference between solving a problem exactly or approximately reduces to the 418 solution of the allocation subproblems. In order to solve the problem exactly, a labeling algorithm is used 419 to solve the shortest path approach described in Section 3.1. When problem is solved approximately, the set 420 of supported Pareto solutions of the allocation subproblem is obtained solving one scalarized problem for 421 each set in the partition of the k-space as described in Section 3.2. 
443
Without loss of generality we suppose that the indices of plants have been relabeled so that the new 444 indices correspond to the preference order for opening the plants. 445 For notational convenience, we assume that the indices of open plants at state I of stage k, are ordered 446 by increasing values. That is, I ¼ fp 1 ; p 2 ; . . . ; p kÀ1 ; p k g where p 1 < p 2 < Á Á Á < p kÀ1 < p k . The states for which 447 state I 0 at stage k À 1 is the generator are the immediate successors of I 0 whose additional open plant has an 448 index greater than p kÀ1 . In this way, although state I at stage k with I ¼ fp 1 ; p 2 ; . . . ; p kÀ1 ; p k g has k im-449 mediate predecessors, I is always generated from its generator, namely, state 
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A series of computational experiments have been performed in order to evaluate the behavior of the 493 proposed solution method. As has been shown in the previous sections, from the methodological point of 494 view there is no difference dealing with two or more criteria. However, it is well-known that the compu- 
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529 is only the part corresponding to the allocation costs which is approximated. Since the efficiency of the 530 procedure relies on the performance of the tests which, in turn, depend on the accuracy of the lower bound 531 sets, this explains the obtained results. 532
For equal size problems, the number of non-dominated solutions is much smaller for small-cost in-533 stances than for large-cost instances. Again, this can be explained by the fact that set-up costs have been 534 divided by 10. Thus, the range of values for solutions is much smaller in the former case. As was expected, 535 in the two cases the number of supported Pareto solutions (Approx.) is considerably smaller than the 536 number of Pareto solutions (Exact). While in the case of small-cost instances the ratio between these two 537 numbers increases moderately with size, for large-cost instances it increases notably with size. This rela-538 tionship can be further appreciated in Fig. 5 where additionally these values are compared with the size of 539 the initial upper bound set. 540
On the contrary, the average number of states and stages is larger for small-cost instances than for large-541 cost instances. These results are related with the efficiency of the elimination tests that, as will be seen, is 542 higher for large-cost instances than for small-cost instances. Tables 3 and 4 show the distribution of the 543 number of non-dominated solutions in the different stages of the search. 544
In general, the average number of stages reached does not differ significantly in the exact and the ap-545 proximate executions neither for the small-cost nor for the large-cost instances. In all the cases that number 546 seems to increase almost linearly with the number of plants. However, the difference in the average number 547 of generated states between the exact and the approximate executions becomes important as size increases 548 for small-cost instances whereas it remains moderate for the large-cost instances. For the two types of costs, 549 with the exact executions the number of states seems to increase exponentially with the size of the problem. 550 Yet, for the approximate executions there are important differences on the number of generated states 
551 between small-cost and large-cost instances for equal size problems. Fig. 6 depicts a graphic with the av-552 erage number of states for each of the two executions. 553 The efficiency of the different elimination tests can be seen in Figs. 7(a) and (b) where the proportion of 554 the effectiveness is calculated over the average number of generated states. At the stages where they are 555 applied, the elimination tests test2 and test3 use the exact value of the set-up costs at the stages and a lower 556 bound set on the corresponding allocation subproblems. When the set-up costs are large compared to the 557 allocation costs, the contribution of the lower bound set is not crucial to the overall lower bound set and, 558 thus, the tests are applied very efficiently. However, when the contribution of the set-up costs decreases, as 559 is the case with the small-cost instances, the role of the lower bound on the allocation subproblems in- 
560 creases and the efficiency of the tests reduces considerably. This occurs specially in the case of test2 that is 561 hardly ever applied with small-cost instances of all sizes but whose efficiency is higher to test 1 for large-cost 562 instances. 563 Finally, Fig. 8 shows the increase of times of the exact and approximate method. As was expected the 564 exact resolution of the allocation subproblems results in a considerable increase on the overall execution 565 time. In spite of the difficulty of the problem the execution times are reasonably small although the space 566 requirements to store the search tree information are enormous (almost 0.5 GB for 20 Â 50 problems). 567 7. Concluding remarks
568
Several heuristics can be developed to prune the exploration in depth of the search tree. It is straight-569 forward to see that if we do not perform the whole exploration of the tree some of the solutions obtained 
