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Semilinear 1-D heat equation
Let L > 0 fixed and f : R -R be a function of class C 2 • Let us consider the boundary control system where, at timet, the state is y(t, .) : [0, L] -t R and the control is u(t) E R.
Let us first give a precise definition of a solution to the Cauchy problem
where y 0 is given in £ 00 (0, L) and u is given in £ 00 (0, T). The function y is required to be in L 00 ((0,T) x (O,L)). Equation (2) has to be understood in the sense of distribution in (O,T) x (O,L) . From the requirement that y E L 00 ((0,T) x (O,L)) and (2), we get (5) (6) Yt E £ 2 ((0, T), H-2 (0, L)),
Yxz E L 2 ((0,L),H-1 (0,T)).
l:<rom {5), we obtain
From (6), we get
Hence, for the definition of {3), we require y(O, ·)=Yo in H-
and, for the definition of (4), we require y(·,O) = 0, y(·,L) = u in H-1 (0,T).
With this definition of a solution to the Cauchy problem (2)- (3)- (4), it is a classical result, that given Yo E L 00 (0, L) and u E L 00 (0, T), this problem has at most one solution. For initial data which are not in L 00 (0, L) and weaker definitions of solution, we refer to [7] by Brezis and Cazenave. When f is superlinear there may be no solution. Indeed it is well known that, if, for some 6 > 0, yf(y) ~ 8lyii+ 6 for lvllarge enough, then blow-up phenomena may occur in finite time for the Cauchy problem and r E (0, T) such that the unique solution to the previous Cauchy problem exists on (0, r') x (0, L) for every r' E (0, T) and satisfies )~-IIYIIL=((O,T')x{O,L)) = +oo, see for instance [6, 8, 33, 53, 57, 61, 73] and references therein.
Concerning the global controllability problem, one of the main results of Fabre, Puel and Zuazua in [27] asserts that if f is globally Lipschitzian then this control system is approximately globally controllable, see also [29, 74] when there is a convective term. Moreover, Imanuvilov has proved in [49, 50] that one has in fact global exact controllability, still if f is globally Lipschitzian.
When J is superlinear, the problem of global controllability is still widely open.
One may ask if, acting on the boundary of x = L with a suitable control u, one could avoid the blow-up phenomenon. Actually the answer to this question is negative in general, as it has been proved by Fernandez-Cara and Zuazua in [32] : for some nonlinear functions f satisfying 1/(y)l"' IYilogP(l + IYI> as IYI-+ +oo, with p > 2, and for any time T > 0, there exist initial data which lead to blow-up before timeT, whatever the control function u is. Notice however that if 1/(Y)I = o (lyllog 312 (1 + IYD) as IYI -+ +oo, then the blow-up (which could occur in the absence of control) can be avoided by means of boundary control, see [32] . Nevertheless in the first case where the blow-up phenomenon cannot be compensated by means of boundary control the situation is not completely desperate: we can always move from any given steady-state to any other one belonging to the same connected component of the set of steady-states. More precisely, let us define the notion of steady-state. DEFINITION We denote by S the set of steady-states, endowed with the 02 topology.
One has the following theorem, which is proved in [20] . THEOREM The result of Theorem 2 may be achieved directly by using repeatedly a local exact controllability theorem, see Theorem 4.4) or Imanuvilov [50, Theorem 3.3] . But in [20] we present a new controllability strategy, based on a feedback stabilization procedure, which is therefore more robust to perturbations. It is clear also that this approach may be applied to other problems, without requiring controllability of the linearized system around an equilibrium; see [14] for an example.
Let us now turn to our open problems related to the previous results. We take (11) As mentioned above, it is one of the cases where, for every T > 0, there are initial data Yo E L 00 (0, L) such that Cauchy problem (9) 
Let us recall (see Remark 3) that, if one replaces (11) by f(y) := -y 3 , the answer to this question is negative.
One could also ask questions about the connectedness of S in higher dimension. Indeed the proof of Theorem 2 given in (20) can be easily adapted to higher dimension (see also [21] ). Let us recall (see the proof of Proposition 3.1 in [20) ) that, for every smooth bounded open subset 0 c R, is a connected subset of 0 2 (fi). One may ask if the same holds in larger dimension.
In particular:
OPEN PROBLEM 3. Let 0 be a smooth bounded open set of IR 2 . Let
Is 6(0) a connected subset of 0 2 (0)?
Viscous Burgers equation
In this section we consider the following control Burgers (12) Yt-Yzz + YYz = 0, (t,x) E (O,T) x (0, 1).
For this control system, the state at timet is y: (0, I) -t JR. We consider two cases (i) The case where one requires also that y(t, D)= 0 (Subsection 2.1), ( ii) The case where no more condition is required (Subsection 2.2).
We could also consider the case when one requires (besides (12) ) y(t, 1) = 0. But this case can be reduced to the case where one requires y(t, 0) = 0 just by making the following change of variables x := 1 -x and y := -y. 
From (17) , one gets (19) From (18) , one gets (20) 
Hence, by {20}, the boundary condition
has to be understood, as usual, as
Similarly, using now (19) , (14) has to be understood, as usual, as (13) together with 
lim c(T) = 0.
T-+O+
We expect that this type of behavior holds for many nonlinear partial differential equations. In fact, it already holds for many control systems in finite dimension. For example, let us consider the following very simple control system {23)
where the control is u E IR and the state is x E JR. The linearized control system at the equilibrium (x, ii.) := (0, 0) is the linear control system (24) x=u, where the control is u E R. and the state is x E JR. The linear control system (24) is controllable. Hence, by a classical theorem (see, e.g., [16, 
(In fact, for this very simple nonlinear control system, this nun..:controllability result is obvious.) From (25) and (27) , one has
Hence, taking a= c(T), one gets e(T) ~ T.
In particular (22) holds. The reason for this phenomenon is not mysterious and is the following one. Let us start wit.h a state which is not 0. In order to steer the linearized control system from this point to 0 in small time, we need to usc large controls. However, if one uses large controls, the linearized control has nothing to do with the nonlinear control system and the nonlinearity is going to play a crucial role. In this example, the nonlinearity is in the control. Nevertheless, the Harne phenomenon holds for the control affine system
where the control is u E R and the state is (x 1 , x 2 ) E R 2 . (For this control system, the nonlinearity is in the state.) In conclusion, the nonlinear terms play a crucial role in general for the behavior of e(T) as T --+ o+.
Concerning the global null controllability, it ha.'l been proved by Fursikov and lmanuvilov in [36] that, for every y 0 E £ 2 (0, 1), there exists T > 0 depending on
The next theorem, which, as far as we know, seems to be new, tells us that one can choose T independent of y 0 (and so there exists C > 0 such that T(r) ~ C for every r > 0).
The key lemma to prove Theorem 8 is the following one.
Let us prove this lemma. Let T' > 0 and let y E £ 2 ((0, T') x (0, I)) be such that (28) and (29) hold. By density of £<"'(0, I) in £ 2 (0, 1) we may assume that
Then (see {29) for {33) and {31) for (34)) {32)
, t E {0, T'), (34) y{O,x) ~ y(O,x), x E (0, 1).
From {28), (32) , (33), (34) and the maximum principle for parabolic equations, one gets
Be:+x ,
Letting e --+ o+ in {35) one gets the second inequality of (30) . Finally the first inequality of {30) follows from the second one applied to the function (t, Let us go back to the proof of Theorem 8. Note that (30) implies that
By Theorem 7, there exists 11 > 0 such that, for every y 0 E L 2 (0, 1) such that
Then, taking T' = 1/v and using also (36), on gets that Theorem 8 holds with
In contrast with Theorem 8 one has also the following results, due to Dfaz [24, Theorem 1], and to Fursikov and Imanuvilov (37, Lemma 6.2 page 59], which give obstructions to global {approximate) controllability in a uniform time for the (viscous) Burgers control system (13). 
[37, Lemma 6.2 page 59} There exists K > 0 such that, for every T > 0 and for every solution of the control system {13},
2.2. Control at x = 0 and x = I. In this subsection the control system considered is
For this control sy&tPm, the state at timet is y(t,-) : (0, 1) --+ R. For the control at timet, we can take, for example (y(t, 0), y(t, 1)). But other choices are possible, as, for example, (y(t, 0), Yx(t, 1)) and we again prefer to not specify the choice: the control system (40) (40) . Indeed, one has the following theorem, which seems to be new, (40) and such that
Let us give a proof of this theorem based on the Hopf-Cole transformation. This transformation tells us that, if w is a solution of the heat equation
Wt-Wxx =0 which does not vanishes, then y := -2w:~:/w satisfies the (viscous) Burgers equation
Hence this transformation allows to get controllability results for the (viscous) Burgers equation from controllability results for the heat equation. This has been previously used by El Badia and Ainseba in [25] . From classical controllability results on the heat equation (see Section 3 for references) one has the following proposition Hence, we may assume that C < 0. Let h E L 00 ((0, T) x (0, I)) be defined by requiring
By the maximum principle for parabolic equations, (45) 0 :e;; h(t,x) ~ el
One has (48) (49)
Let us cheek that, if ICI is large enough,
By (45) and (47),
By (44) , (15), (46) and (47) , we have, on (r 17 T) x (0, 1),
Renee (50) indeed holds if ICI is large enough. Therefore, if ICI is large enough,
Moreover, by the property of the Hopf-Cole transformation recalled above, (49) and (50), (40) holds. Finally it follows easily from our construction that, for every
Hence ( 41) 
Recently Guerrero and lmanuvilov have got in [46] the two following theorems, which provide uncontrollability results for the control system (40 [11, 13, 42] that one gets global results for the contmllability of Navier-Stokes equations (see [12, 18] and section 6).
Singular optimal control: A linear 1-D parabolic-hyperbolic example
Let (e,T,L,M) E (O,+oo) 3 x R. We consider the following parabolic linear control system
where the state is y(t,·) E £ 2 (0,£) and the control is u(t) E R. We are interested in the dependence of the cost of the null controllability of system (51) can perhaps be adapted to treat transport terms.) For y 0 E L 2 (0, L), we denote by U(e, T, L, M, y 0 ) the set of controls u E L 2 (0, T) such that the corresponding solution of (51) satisfies y(T,·) = 0. Next, we define the quantity which measures the cost of the null controllability for system (51):
In this section we are looking for estimates on K(e,T,L,M), in particular as e ---+ o+. Let us point out that simple scaling arguments lead to the relations
for every (a, e, T, L, M) E (0, +oo ) 4 x lR.
In order to understand the behavior of K( e, T, L, M) as e -o+ I it is natural to look at the limits of trajectories of the control system (51) as e ---+ o+. This is done in the following proposition, proved in [19] . (55) Un converges weakly to u in L 2 (0, T) as n ---+ +oo.
Forn EN, let us denote by y, E C 0 ((0,T];H-1 (0,L)) the weak solution of
(58)
and, forM< 0,
It follows directly from Proposition 19 that, for every (T, L, M) with T < L/IMI, one has (61) lim K(c,T,L,M) = +oo.
E-+o+
ForM> 0, the divergence of K stated in (61) is of course due to the fact that the time T under consideration is less than the characteristic control time needed for the limiting hyperbolic control equation (59) . Let us emphasize that forM < 0, there is not control for the limiting equation (60) .
The following theorem, proved in [19] , gives a lower rate of divergence in (61) . 
As shown by Theorem 20, this turns out to be false forM < 0 and T E (L/!M!, 2L/[MI).
Our next theorem, proved in [19) , shows that (64) holds ifTIMI/L is large enough. • If M >0 and
The proof of this theorem relies on a decay estimate of the solution of (51) when u = 0 and a new Carleman estimate for the solutions of the adjoint system of (51) .
Of course, as one can already see in [19] 
Is it true that K(E,T, L,M)--+ 0 as E--+ 0? Assume that
M < 0, TIM! > 2£.
Is it true that K(E, T, L,M)--+

+iu(t)x'¢, (t,x) E [o,T] xI,
(71) '!j!(t, -1) = '!j!(t, I)= 0, t E (O,T),(72)
S(t) = u(t), b(t) = S(t), t E (0, T).
This is a control system, where, at time t
This "''Ystem has been introduced by Rouchon in [69] . It models a non relativistic charged particle in a 1-D moving potential welL The control is the acceleration of the welL We want to control at the same time the wave function '¢ of the particle, the speed S and the position D of the box. Let us first recall some important trajectories of the above control system when the control is 0. Let (73) '1/Jn(t, x) := C,On(x)e-i~nt, n EN".
In ( Cf'n(x) := sin{mrx/2), n EN*, if n is even,
{75)
Cf'n(x) := cos(mrx/2), n EN*, if n is odd.
Let us also introduce the following notations. § := {cp E L 2 (i,<C); 11Cf'IIL2{1,C) = 1}, H(o)(i,C) := {cp E H 7 (i,<C);cp< 2 "'>(-1) = cp< 2 "'>(t) = 0 fork= 0, 1,2,3}.
With these notations, one has the following result, proved in [5). 
(70), {71) and {72) hold,
S(T), D(T)) = ('1/JJ, Sf, D1 ).
Thus, we also have the following corollary. Concerning (i), on can propose, for example, the following open problem. 
Does there exits T > 0 and ('1/J,S,D,u) such that (78} to {89} holdf
, (71) and (72) 
(1/J(T),S(T),D(T)) = (1/.lt,SftDt)?
231 Concerning the proof of Theorem 22, let us just mention that it relies on the following methods 1. The return method, a method we have introduced in [10] for a stabilization problem and in [11] for a controllability problem. This method has been used also for the controllability of the following partial differential equations:
• Euler equations of incompressible fluids; see [11, 13] , and [42] by Glass, • Navier-Stokes equations of incompressible fluids; see [12, 18] 
Korteweg-de Vries equation
Let us consider the following Korteweg-de Vries control system
For this control system, L > 0 is given, the state at time t is y(t, ·) : [0, L] -IR, and for the control at timet one can take, for example, u(t) = Yx(t, L) E R. Sec (67) by Rosier for other boundary conditions than the one appearing in (KdV). The Korteweg-de Vries equation serves as a model for propagation of small amplitude long water waves in a uniform channel. We are interested in the local controllability of (KdV) around 0. Rosier has proved in [66] that the control system (KdV) is locally controllable around 0 provided that the length of the spatial domain is not critical: THEOREM 26. l166, Theorem 1.3).) LetT> 0, and let us assume that
Then then~ exists r > 0 S'Uch that for any yo,
an infinite number of k, one still has local controllability for these critical lengths. Indeed, the following theorem is proved in [17] .
THEOREM 'l:l. LetT> 0 and kEN\ {0} . Let us assume that
Let L = 2kn. There exists r > 0 such that, for every y 0 , YT E £ 2 (0, L) with When L = 2k1r the lineari7..ed control system of (KdV} around 0 is
It has been shown by Rosier in [66] that this linear control system is not controllable. To prove that the nonlinear term YYx gives the local controllability, a first idea could be to use the exact controllability of the nonlinear equation around nontrivial stationary solutions proved in [22] and to apply the method introduced in [14) (that is, use the return method together with quasi-static deformations). But, with this method, we could only obtain the local exact controllability in large time. For proving Theorem 27 one uses in [17] a different strategy that we briefly describe now. One first points out that in this theorem we may assume that y 0 = 0: this follows easily from the invariance of the control system (KdV) by the change of 
For every (Y<hYT) 
satisfying (KdVL} such that y(O, ·)=Yo and y(T,-) = YT·
Next one can see that the nonlinear term YYx allows us to "go" in the two directions ±(1-cos(x)) which are missed by the linearized control system (KdVL). Finally one derives Theorem 27 by means of a fixed point theorem.
For the other critical lengths, the situation is more complicated: there are now four noncontrollable (oriented) directions of the linearized control system around 0 and there are less explicit than ±(1-cos(x)). But our guess is that Theorem 27 also holds for all the other critical lengths, that is the answer to the following open problem should be positive. All the previous results are local controllability results. Concerning global controllability results one has the following result due to Rosier (65] .
Note that in this theorem
A priori the time T depends on Yo and YI· It is natural to see if one can remove these restrictions. For example, one may ask
If one does not care ofT (i.e., if we allow T to be as large as we want, depending on Yo and y1), a classical way to attack this open problem is the following one (this is the way which is already used by Rosier to prove Theorem 30).
Step 1 Use the reversibility with respect to time of the equation to show that one may assume that y 1 = 0. (In fact this part holds even if one deals with the case where one wants T > 0 to be small.)
Step 2 Use a suitable stabilizing feedback to go from y 0 into a given neighborhood ofO.
Step 3 Conclude using a suitable local controllability around fj := 0.
Step 1 indeed holds (perform the change of variables (t, 
where y 0 is given in L 2 (0, L) and one requires 
, the support of a has a nonempty interior.
These result..<~ are in [64] by Perla Menzala, Vasconcellos and Zuazua, in [63] by Pazoto, and in [68] by Rosier and Zhang. where n denotes the outward unit normal vector field on r. Besides (102), the fluid satisfies on r\r 0 , , some extra conditions which will be specified later on.
For the moment, let us just call by BC all the boundary conditions (including (102)) satisfied by the fluid on T\To. For simplicity, often we omit to specify the regularities of the functions considered (one can find these regularities in the papers mentioned).
Let us introduce the following definition. That is to say, starting with the initial data Yo for the velocity field, we ask whether there are trajectories of the Navier-Stokes control system considered which, at a fixed time T, are arbitrarily close to the given velocity field y 1 • H this problem has always a solution one says that the control system considered is approximately controllable. Note that (103), (104), (105) and (110) have many solutions. In order to have uniqueness one needs to add extra conditions. These extra conditions are the controls.
We will see below a way to replace (111) in order to recover a natural definition of (exact) controllability of the Navier-Stokes equations.
Let us now specify the boundary conditions BC. Three types of conditions are considered:
• Stokes' boundary condition, • Navier's boundary condition, • Curl condition. The Stokes boundary condition is the well-known no-slip boundruy condition where there the fluid slips on the wall with friction; it is also used in models of turbulence with rough walls; see, e.g., [54] . Note 
where It is the curvature of r defined through the relation on joT= KT.
Finally the curl condition is considered in dimension 2 (l = 2). This condition is condition (102), which is always assumed, and (115) It corresponds to the case a= 0 in (114).
Due to smoothing properties of the Navier-Stokes equations, one cannot expect to get y(T, ·) = y 1 , at least for general y 1 . For these equations, as for the heat equation and the viscous Burgers equation considered above, the good notion for exact controllability is not passing from a given state y 0 to another given state y 1 : the good definition for exact controllability is passing from a given state Yo to a given trajectory i). This The case of the curl condition has been obtained by F\rrsikov and Imanuvilov in [39] for l = 2. The case of the Navier boundary condition in every dimension has been obtained by Guerrero in [45] . The case of the Stokes condition has bePn obtained by Imanuvilov in [51) and [52] (see also the prior work by Fursikov in [34] as well as the paper [31] by Fernandez-Cara, Guerrero, Imanuvilov and PuPl for less regular spaces).
6.2. Global results. Let dE C 0 (f2; IR) be defined by
In [12] 
and, for all compact K included in n u r 0 ,
IIYk(T, ·)-YIIILoo(K) +II curl yk(T, ·)-curl YtiiLoc(K)--+ 0.
In this theorem, w-t,oo(n} denotes the usual Sobolev space of first derivatives of functions in L 00 (!l) and II llw-l.oo(n) one of its usual norms, for example the norm given in [1, Section 3.12, page 64].
As in the proof of the controllability of the 2-D Euler equations of incompressible inviscid fluids [11, 13] , one uses the return method in order to prove Theorem In [38, 35] Fursikov and Imanuvilov have proved that this linear control system is controllable (see also [58) for the approximate controllability). Of course it is t.empting to consider the case y = 0. Unfortunately, it is not clear how to deduce from the controllability of the linear system (126) with y = 0, the existence of a trajectory y of t.he Navier-Stokes control system (with the Navier boundary condition) satisfying (110) and (111) if Yo and y 1 are not small. For this reason, one does not use y = 0, but y similar to the one constructed in [13] to prove the controllability of the 2-D Euler equations of incompressible inviscid fluids; these y are chosen to be "large" so that, in some sense, "fl." is small r..ompared to "(y · V') + ( ·V')y". REMARK 
34.
In fact, with they we use, one does not have {125}: we have only the weaker property [72) by Sussmann. With the notation of (72] , y plays the role of e. in the proof of (72, Theorem12) and the Euler control system plays for the Navier-Stokes control system the role played by g for :F.
Note that (122), (123), and (124) are not strong enough to imply 
