Abstract. This paper is concerned with the problem of simulation of (Xt) 0≤t≤T , the solution of a stochastic differential equation constrained by some boundary conditions in a smooth domain D: namely, we consider the case where the boundary ∂D is killing, or where it is instantaneously reflecting in an oblique direction. Given N discretization times equally spaced on the interval [0, T ], we propose new discretization schemes: they are fully implementable and provide a weak error of order N −1 under some conditions. The construction of these schemes is based on a natural principle of local approximation of the domain into a half space, for which efficient simulations are available.
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Introduction
We consider (X t ) 0≤t≤T , a diffusion process, with boundary conditions, in a domain D ⊂ R d (T is a fixed time). We will mainly deal with two situations: the process is killed when it reaches the boundary ∂D, or it is instantaneously reflected in some given direction. The purpose of this paper is to present and analyze some new Monte-Carlo algorithms to compute the expectation of functionals of (X t ) 0≤t≤T .
1) Killed diffusion
In that case, we consider the process (X t ) 0≤t≤T , solution of the stochastic differential equation (SDE in short)
and we are interested by the functional 1 T <τ f (X T ) with τ = inf{t > 0 : X t / ∈ D}, for a given function f .
2) Reflected diffusion
Here, the process (X t ) 0≤t≤T is a reflected stochastic differential equation (RSDE in short) in D, with oblique reflection in the direction γ, i.e. the D-valued process which solves
where k t is a local time process which increases only on ∂D. The functional of interest may depend both on the terminal value of X and on the local time (k t ) 0≤t≤T : for example, we will consider f (
For the above situations, assumptions on the coefficients, the domain and the functions will be given later. The evaluation of the expectation of such functionals is motivated by many applications. Let us give few examples. For killed diffusions, this can be related to the pricing of barrier options in finance (see e.g. [2, 12] ). For reflected diffusions, the computation of the expectation may contribute as in [4] and [8] , to reconstruct the three dimensional brain activity via the resolution of some partial differential equations (PDE in short) with Neumann conditions. Reflected diffusions also appear as approximation models for open queuing networks in heavy traffic (see e.g. the review by Williams [33] ). More generally, the expectations to evaluate are solutions of second order PDE with Dirichlet or Neumann conditions, so the procedures presented here enable to compute the corresponding solution using Monte-Carlo simulations.
For the numerical simulations of SDEs, the most standard approach consists in discretizing the time interval [0, T ] with a regular mesh, at times t i = iT N −1 and to approximate the SDE in an appropriate way on each interval [t i , t i+1 ]. When there is no boundary condition (i.e. X t = x + t 0 B(X s ) ds + t 0 σ(X s ) dW s and we compute E(f (X T ))), one may simply use the Euler scheme (X N ti ) 0≤i≤N defined step by step by
It is easy to implement since it requires only the simulation of d-independent Gaussian variables at each step, and provides a weak error of order N −1 , i.e. E(f (X T ))−E(f (X N T )) = O(N −1 ) under some conditions (see [3, 32] and references therein).
When there are some boundary conditions in a general domain D, it is well known that a naive adaptation of the Euler scheme above yields in general a slower rate of convergence N −1/2 (see [12] for the killing; Ref. [7] for the reflection). Nevertheless, if D is a half-space, feasible improvements of the naive procedure are available using some additional Brownian laws (references and details will be given in Sects. 2 and 3)): thus, one may hope to exploit these situations where the domain is reduced to half-space, to treat the cases where D is more general. One possibility for this, is to locally approximate the domain D as a half-space, situation for which improved procedures cited above can be used: this is the basic idea of our approach.
This natural principle leads to simple and fully implementable algorithms, which have the advantage to converge at the rate N −1 under some appropriate assumptions. Numerical experiments confirm the accuracy of these new procedures. The paper is organized as follows:
1. in Section 1, we introduce notation used in the paper, and recall some standard results from differential geometry and analysis; 2. in Section 2, we deal with killed diffusions. First, we briefly recall backgrounds from the literature; then we describe the new algorithm, state the convergence results and give their proofs. Some numerical experiments confirm the accuracy of the method; 3. in Section 3, we consider the case of the reflection. After a review of literature results, we present the numerical procedure. Then, we state the convergence results, give their proofs, and illustrate the method by some numerical tests.
Sections 2 and 3 can be red in a rather independent way: nevertheless, some technical arguments are common to both parts.
1. Preliminaries
Notation
In the following, we consider a domain
e. an open connected set, which satisfies the following hypothesis:
Assumption (D)
. The boundary ∂D is bounded and of class C 5 .
For some x ∈ ∂D, let denote by n(x) the unit inward normal vector at x. We reserve the notation c and c for some positive constants, independent of N. . . as for K(T ) and also independent of T .
A quantity will be denoted by
is uniform in all parameters from the context, e.g. x, t ∈ [0, T ], N. . .
About the projection and the distance to the boundary
Here, we recall some classical results from differential geometry, about the functions "distance" to ∂D or D and "projection" on ∂D or D, parallel to some vector field γ defined on ∂D. We assume that this vector field is normalized to 1: γ(x) = 1 for x ∈ ∂D.
We will consider that γ is smooth, inward and uniformly non tangent to ∂D.
Assumption (Γ)
. γ is of class C 4 and satisfies
The following proposition brings together the main geometric materials which will be used in the paper: its proof is given in Appendix.
Proposition 1.1. Assume (D) and (Γ).
There is a constant R > 0 such that:
ii) the function 
Green-Riemann's formula
For some smooth functions B and σ, consider L the second order operator defined on C 2 functions by
Green-Riemann's formula (see [24] Sect. 1.6) implies that, for u and v two C 2 functions, one has
Such a formula is valid for smooth domain D, satisfying e.g. Assumptions (D) and (Γ), but also for half-space up to considering some appropriate decay conditions at infinity on u, v and their derivatives, to ensure that all above integrals are well defined.
We now recall what is the conormal direction.
Definition 1.2 (Conormal direction)
. The vector γ c associated to the domain D and the diffusion coefficient σ is conormal if
where we assume that σσ * (s)n(s) = 0.
Furthermore, for some vector field γ, which is assumed to be non tangent to ∂D (it may satisfy for instance the assumption (Γ)), put
Then, the equality (4) can be rewritten as
for some non tangent vector field γ * and some function b, depending on B, σ and D. Detailed expression of these quantities are available (see [24] Sect. 1.6, [9] Sect. 2.5), but will not be needed in the following. Let us mention that when γ = γ c , one has γ * = γ c ; thus, in general, the case of conormal direction enjoys some simplest analysis. In the PDE terminology, this case is associated to the so-called Neumann problem or second boundary value problem, whereas if γ = γ c , this is the regular oblique derivative problem or third boundary value problem.
Killed diffusions
In this section, we consider the R d -valued diffusion process (X t ) t≥0 , defined by
where (W t ) t≥0 is a d-dimensional Brownian motion. Let L be its infinitesimal generator defined by (3) . Denote by τ := inf{t > 0 : X t / ∈ D}, its first exit time from the domain D (we implicitly assume x ∈ D). We are interested in computing E x [1 T <τ f (X T )], for a given measurable function f , and a fixed time T , using Monte-Carlo simulations.
For this, the simplest method (but far to be accurate) is to use its discrete Euler scheme (X N ti ) 0≤i≤N with time step T /N, defined by
∈ D} be its first exit time from D: the random variable
is straightforward to simulate (it involves only the values (X N ti ) 0≤i≤N ), but it is a rough approximation of 1 T <τ f (X T ) in a weak sense. Indeed, under some conditions, the author [12] has proved that
and the above estimate is tight.
To improve the procedure, one can interpolate the previous discrete time process (8) into a continuous Euler scheme (X N t ) 0≤t≤T by setting
and τ
is more accurate than before since it is of order N −1 (see [12] ), but the problem is how to simulate the random variable 0≤i≤N are independent and of Brownian bridge type: thus, the simulation of the non exit on each interval is reduced to draw N extra independent Bernoulli variables, whose parameters are
the probability of non exit of some Brownian bridge.
Hence, the feasibility of the algorithm reduces to our ability to compute explicitly p(
is a half-space, this can be done (see e.g. [18] ), and one has
for x i ∈ D and x i+1 ∈ D (and for non degenerate matrix σσ * in the normal direction at ∂D). For more general domains, there is no explicit formula for p(x i , x i+1 , ). Nevertheless, one can compute asymptotic expansions of this probability w.r.t. , using large deviation arguments (see [1, 2] ). Unfortunately, each term in this expansion (even the first one) depends on the geometry of the boundary and are in general complicated to evaluate numerically (an example is considered in Sect. 2.3). Moreover, one does not know how many terms are needed to ensure that the global error is of order N −1 for example. Our approach described below consists in locally approximating the domain by an appropriate half-space, so that the procedure described above can be fully implemented (in particular, using formula such as (11)). Moreover, Theorem 2.3 states that the associated weak error is of order N −1 , the best that we could hope. We now turn to the description of the algorithm.
Algorithm and analysis of the error
We first define a set of half-spaces which will be usefull in the following: Definition 2.1. For x close to ∂D, i.e. x ∈ V ∂D (R) (where R is the constant involved in Proposition (1.1) taking γ = n), we denote by D(x) the half-space delimited by the tangent hyper-plane to ∂D at z = π n ∂D (x):
We now describe how to approximately simulate 1 T <τ f (X T ) by some quantity Z N . The simulation of the scheme follows an iterative routine, with N steps for the discretization times. To begin, we set X
Assume that X N ti has been simulated, that X N ti ∈ D (otherwise, the simulation can be stopped and Z N = 0), and that until t i , no exit has been detected (the associated rule is described below).
We now proceed to the simulation on the interval [t i , t i+1 ]. One keeps using the continuous Euler scheme (9) given by X 
One decides that there has been no exit, since the probability that (X N t ) ti≤t≤ti+1 covers a fixed distance R > 0 during a short period T /N, is very small.
Here, one simulates the exit of (X
. Now, draw an extra independent Bernoulli random variable U i with parameter (see formula (11))
there is an exit, and Z N = 0. Otherwise, one continues the iteration.
At the end of N -th step, if no exit has been detected, one puts
Then, one has
Remark 2.2. To get a lower variance for the simulations, instead of simulating Z N , one should use
Before stating the results on the rate of convergence of this algorithm, we specify some appropriate assumptions on the smoothness of the coefficients and the non degeneracy of the diffusion coefficient.
Assumption (E). The matrix σσ * is uniformly elliptic: for some σ 0 > 0, one has
We analyze the error induced by this algorithm, for two types of hypotheses on the function f . 
Hypothesis (H1)
provided that f satisfies (H1) or (H2).
Proofs
Denote by L z , the operator on C 2 functions defined by
plays the role of the infinitesimal generator of
estimate which can be easily derived from classical upper bounds for large deviation probability (see e.g. Lem. 4.1 from [12] ): if dU t = b t dt + a t dW t defines an Ito process with uniformly bounded coefficients, one has
for S and S two stopping times, bounded by T , such that 0 ≤ S − S ≤ ∆. So, it remains to prove that
Following [12] , let introduce the PDE solved by
The function v(t, x) is at least of class
and satisfies a parabolic PDE of second order with Cauchy and Dirichlet conditions, i.e.
where L is defined in (3). Actually, the smoothness of v follows from that of the transition density of (X t ) t≥0 (also called the fundamental solution of (17), see [17] Th. 16.3). Then, one has:
The second term of the r.h.s of (18) is of order N −1 , applying the following lemma, whose proof is postponed in Section 2.2.3.
Lemma 2.4. Assume (D), (S) and (E). Then, provided that f satisfies (H1) or (H2), one has:
It remains to prove that the first term in the r.h.s. of (18) has the expected order. For this, we shall apply Ito's formula to develop the above expression. To avoid some problems with the estimates on the derivatives of v, we first consider the case of smooth functions f .
First case: f satisfies (H2)
Under this hypothesis, derivatives of v are uniformly bounded on [0, T ] × D: there is a function K(T ), such that for all multi-index α of length |α| ≤ 4, we have
This is immediately derived from classical results for linear equations of parabolic type: we refer to [17] Theorem 5.2. (p. 320), for fuller statement. In fact, less regularity conditions on B and σ than required in (S) are needed for this result: the additional smoothness is used for Malliavin calculus computations when f satisfies (H1) (see Lem. 2.7). The application of Ito's formula in the first term in the r.h.s. of (18) is actually not straightforward since the derivatives of the function v have discontinuities on the boundary ∂D. To overcome this difficulty, let us consider the orthogonal projection on D of X N t∧τ N (see Assertion iv) of Proposition 1.1): one knows from Proposition 3.1 from [12] that this is a continuous semimartingale with decomposition t ) 0≤t≤T by smooth transformations, which need not to be explicited here: the only thing important is that this remains an Ito process, with bounded coefficients.
Let denote by v a function of class
this extended function can be chosen such that its derivatives of type (19) 
Sect. IV.4 in [17]). With this notation, one gets
where the adapted processes u 1 and u 2 are uniformly bounded. We now prove that terms C 1 (N ), C 2 (N ) and C 3 (N ) are of order N −1 .
1) Term
It is easy to see that (
. For the second term, one gets
where we used the obvious inequality This proves that C 1 (N ) has the expected order.
2) Terms C 2 (N ) and C 3 (N ).
Since the local time is a non-negative measure and the processes u 1 , u 2 are bounded, one obtains that
To complete the proof of Theorem 2.3 when f satisfies (H2), apply the two following crucial technical lemmas: their proofs are given in Section 2.2.3.
Lemma 2.5. Assume (D), (S) and (E). There is a function K(T ), such that
T 0 dt P x t <τ N , X N t / ∈ D ≤ K(T ) N −3/2 .
Lemma 2.6. Assume (D), (S) and (E). There is a function K(T ), such that
E x L 0 T ∧τ N (F n (X N . )) ≤ K(T ) N −1 .
Second case: f satisfies (H1)
The computations led in the previous case of smooth function f can be performed in the same way, but the main difference now is that derivatives of v(t, x) for t close to T may explode for irregular functions f .
To extend the validity of the above calculus led for v with bounded derivatives to the current situation, one readily remarks that it is sufficient to apply the following result which gives all the needed estimates.
Lemma 2.7. Assume (D), (S), (E) and that f satisfies (H1). Then, for all multi-index α with length
Proof. The technical issue raised has been already overcome by the author in [12] (see Lem. 3.1), and the involved techniques can apply here in the same way. For this reason, we only recall the main arguments, and we refer to the cited paper for details.
First, the support condition on f ensures that derivatives of v are uniformly bounded near ∂D: this is the first inequality of the above lemma. To derive the second inequality, we used Malliavin calculus techniques to rewrite the expectation using an integration by parts formula, following [3] . Because of the non smoothness of the killing time, it seems to be especially difficult: here again, the boundedness of derivatives of v on V ∂D ( /2) requires the use of Malliavin Calculus only for the law of X N restricted to the interior of D. But strictly inside D (in fact, in D\V ∂D ( /2)), there is no killing, so that a standard integration by parts formula can apply under (E) (up to some localizations in time and space). These arguments are adapted from Cattiaux [5, 6] .
Proof of Lemmas 2.4-2.6
The results are going to be progressively proved all together: since it is a bit intricate, we divide the proofs in several steps.
The technical difficulty is that one knows very few things about the law of the process (X N t ) 0≤t≤T killed at timeτ N . The techniques used may be summed up in the following way:
1) to get local estimates, we use that on each interval, (X N t ) 0≤t≤T is merely a Brownian motion; 2) to get global estimates, we use some occupation times formula, combined with accurate estimates of local times. Step 1. Transformation of
. Using estimates (15), one obtains
. (22) We first prove that for u ∈ (0, T/N] and z ∈ D ∩ V ∂D (R/2), one has 
where p
Up to a rotation of axes and to taking z 0 as new origin, we can consider w.
Thus, the probability to evaluate can be upper bounded by
by restricting the integral w.r. 
Thus, one gets from (24), for new constants K(T ) and c > 0,
to bound from below the denominator at the last inequality. This proves the estimate (23) . Combining this upper bound with (22), we obtain
Step 2. Preliminary upper bound for Kusuoka and Stroock [16] ), for some c > 0. Then, apply the following lemma related to some kind of convolution of Gaussian kernels, to get
Estimate (27) will be improved later.
This lemma is easy to prove. If D is a half-space, the estimate is straightforward to be obtained, simply using the convolution of Gaussian kernels. For a more general domain, one first needs to use local diffeomorphisms to reduce to the previous case. We do not give further details and refer to [11] for a complete proof.
Step 3. Transformation of
, which is somehow equivalent. Combining the Markov property at time t i and the estimate (15), one has
Put y ∈ D ∩ V ∂D (R) and let us introduce τ
Applying once again (15), one gets
Now, note that, since F n (.) vanishes on ∂D, one gets ∇F n (x) n(x) for any x ∈ ∂D. Thus, combining second order Taylor's expansion formula around π n ∂D (y) with the fact that (X
, and thus
Up to rotating the axis, there is no restriction to assume that n(π n ∂D (y)) lies along the first axis:
where the inferior triangular matrix Σ is defined by ΣΣ
* , one obtains:
Hence, we deduce that
where we used the estimate (15) for the second inequality. Combining the above estimate with (28, 29) , one gets:
Step 4. Preliminary upper bound for
Using the same arguments as for (25) and (26), one easily obtains
The above estimate is intermediary and is now going to be improved.
Step 5. Final upper bound for
for some constant c > 0 and function K(T ) uniform in t and N . Indeed, using 1 ti<τ N ≤ 1 t<τ N , one writes
, and the result follows by combining a Gaussian upper bound for the density of X N ti conditionally on F t , with Lemma 2.8. Then, we easily deduce from (30) that
To continue the analysis of the integral in r.h.s. of the above expression, we use the occupation times formula (see e.g. [28] ). For this, remark that for X N t ∈ V ∂D (R), one has, using Proposition 1.1,
To control the above integral, we prove that
Indeed, from Tanaka's formula (see [28] ), it follows that
On one hand, the triangular inequality combined with the preliminary estimate (31) yields
On the other hand, one clearly has
The first term of the r.h.s. is bounded by K(T ) N −1 as before. For the second, one may once again apply occupation times formula, as for (33), to get
, which is a direct consequence of (35).
Hence, one has proved
Plugging this estimate in (33) , and then in (32), one obtains
To derive (34), restart computations from (35) using
Taking y = 0 in (34) proves Lemma 2.6.
Step 6. Final upper bound for
where for the last inequality, we apply the same arguments from (30) to (36). This proves Lemma 2.5.
Step 7. Proof of Lemma 2.4
The key point is to note that v(t, .) vanishes outside D. Thus, the quantity 
Numerical experiments
To test the accuracy of our procedure, we consider a 2-dimensional diffusion process (X t ) 0≤t≤T killed at its exit of the unit sphere: D = {x ∈ R 2 : x < 1}. The coefficients which define (X t ) 0≤t≤T are the following ones:
We set X 0 = 0 and T = 1. The function f of interest is chosen as f (x) = ( x 2 − 1) 2 . The current and further computations have been performed on a PC computer (Pentium III processor, 800 MHz), using a code program in C. To remove the Monte-Carlo method error in order to get only the discretization error, we have taken large number of simulations (namely M = 1 000 000), with various number of time steps N (from N = 2 to N = 256). Figure 2 represents the quantities evaluated by thoses simulations using either the naive procedure (which involves only the simulation of a discrete time process), either the half-space approximation procedure from this paper. One observes that the improved procedure converges much quickly to the true value (which is unknown here).
We can also test the order of convergence, by ploting the errors w.r.t. N in log scales, assuming the relation |Error(N )| ∼ N −α : the opposite of the slope then gives approximatively the order of convergence α. Here, the quantity of reference for the true value is taken to be the result of a Romberg extrapolation (see [32] ) using half-space approximation algorithm with N = 256 and N = 512, for M = 5 000 000 paths. For the naive procedure, the estimated order of convergence (see Fig. 3 ) is α = 0.45587 (the theoritical rate is α = 0.5), while for half-space approximation, one gets α = 1.0321, which confirms somehow Theorem 2.3.
Another interesting issue is to compare our procedure with the one based on sharp large deviation estimates to compute p(x i , x i+1 , ) defined by (10) (see [1, 2] ). We consider here a 2-dimensional Brownian motion starting from 0, killed at its exit from the unit sphere D = {x ∈ R 2 : x < 1}, and we compute the probability of exit before time T = 1 (i.e. f ≡ 1). At the first order (see [1] ), one may simply consider Figure 4 gives the Monte-Carlo results w.r.t. the number of time steps N , for the naive procedure, the half-space approximation and the large deviation approximation, using M = 100 000 simulations. The true value is about 0.0878. The large deviation approximation behaves slightly better than the procedure based on half-space approximation concerning the accuracy for a given number N of time steps. However, if we focus on the computational time, the algorithm we propose is much quicker. The above tabular sums up some results obtained for N = 32 time steps. It appears than the half-space approximation procedure and the large deviation one have got merely the same precision, but the first one is about 10 times quicker. This is due to the difficulty of computing u(x i , x i+1 ) by finding the minimizing point φ ∈ ∂D. This example illustrates also that the proposed procedure is almost as quick as the naive one, while being much more accurate.
Reflected diffusions
In this section, the process (X t ) t≥0 is a diffusion process taking its values in some domain D, with an instantaneous oblique reflection on ∂D: it is defined by
where
• the so-called local time k t is a process increasing only on ∂D:
The domain D is supposed to satisfy assumption (D), while the unit inward vector field γ is non tangent to ∂D (assumption (Γ)).
Our objective is now to compute, using Monte-Carlo simulations,
for given measurable functions f and h, and for a fixed time T .
Projected Euler scheme. One way to do consists in using a projected Euler scheme (see papers from Saisho [29] ; Slominski [31] ; Pettersson [26] ; Constantini et al. [7] and references therein): this is the discrete version of the Skorohod problem. We present the algorithm, in its generalized version to the case of oblique reflection. If the discretization times are given by t i = iT /N , the projected Euler scheme (X N ti ) 0≤i≤N and its associated local time are defined by:
One may have some problems to define π h(X t ) dk t , one may use
Constantini et al. [7] has performed an analysis of the rate of convergence of such an approximation, and has proved, under some assumptions, that
This rate is achieved in some simple particular cases. Actually, the rate obtained in [7] is N −1/2+ for any > 0 in the case of normal reflection, but using some arguments from this paper, it is possible to obtain the rate N −1/2 , even for the case of oblique reflection.
Penalty method.
Another approach has been developed by Menaldi [22] , Lions and Sznitman [20] , Liu [21] , Pettersson [27] , Kanagawa and Saisho [15] among others. It consists in replacing the local time term in (38) by a drift type term, which value is zero inside D and rapidly grows w.r.t. the distance to ∂D, outside D. Derivation of some rates of convergence is available, but only for the strong approximation, and we refer the reader to the cited papers for further details. An appropriate Markov chain approximation at random discretization times has been studied by Milshtein [23] . His procedure requires at each step near the boundary to change coordinates, and by the way, the algorithm seems to be difficult to implement.
Let us also mention a paper by Hausenblas [14] , who uses excursions theory to build a numerical scheme in the particular case of half-space domain.
Exact simulation when D is a half-space. Lépingle [18, 19] has pointed out that, when the coefficients B, σ, γ are constants and when D is a half-space, an exact simulation of (X t , k t ) is available.
To state a precise formulation, we define D = z ∈ R d : (z − y).n > 0 and consider the solution of X t = x + B t + σ W t + γ k t , which is obliquely reflected in D. In that case, it is easy to check, from the statement of the Skorohod problem, that k t is explicitly given by:
Thus, we can simulate (X t , k t ) owing the
Then, Lépingle derives from this result a discretization scheme for non constant function B and σ when the domain is a half-space. He derives the rate of convergence, but only for the strong approximation.
Our approach. Our contribution to the problem of simulation of reflected diffusions is threefold. 1) We derive a fully implementable procedure for general reflected diffusions in smooth domains, by taking profit from the fact that one can simulate exactly a reflected diffusion with constant coefficients in a half-space. 2) We prove in Theorems 3.2 and 3.3, the associated weak error can be of order N −1 instead of N −1/2 in the previous works.
3 ) We allow the function f to be only measurable provided that a support condition is fulfilled, whereas as far as we know, only smooth functions f have been considered before (see [7] ).
Theorem 3.2 below has been announced without proofs by the author in [13] : in the cited paper, the algorithm suggested is slightly different and less accurate than the one below, when one computes expectations of integral w.r.t. local time. We now turn to the description of the current algorithm. ∈ V ∂D (R). We can consider that there is no reflection between t i and t i+1 , which is false only with an exponentially small probability w.r.t. N . Thus, we set
∈ D, we reject the simulation and redraw a new one: anyhow, this occurs with a negligible probability.
Case b. X
Step 1. We set s = π 
Note that (Y We propose to approximate the quantity of interest f (
The quantity Z N is different from that suggested in [13] , by the term (
), which turns to be important to get a rate of convergence equal to N −1 when h = 0.
In the following theorems, we state that the associated weak error is of order N −1 when the reflection direction γ is so-called conormal, that is γ ≡ γ c , where γ c is given in Definition 1.2. Actually, it is known that nice symmetry properties are available in that context (see e.g. [24, 25] ). In our analysis of the algorithm, similar properties will be used.
Some standard assumptions on the coefficients involved in the definition of (X t ) 0≤t≤T are needed. These are the following ones.
Assumption (S). B(.) is a C
5 b (D, R d ) function and σ(.) is a C 5 b (D, R d ⊗ R d ) function.
Assumption (E).
The matrix σσ * is uniformly elliptic: for some σ 0 > 0, one has
Main results
We first consider the case h ≡ 0, i.e. we focus on the approximation of
. As for the case of killed diffusions, two types of hypotheses on the function f are considered. Our main result is:
Hypothesis (H1)
.
Theorem 3.2. Assume (D), (Γ), (S), (E) and that f satisfies (H1) or (H2).

If the reflection is conormal, then
In the other cases, the error is of order N −1/2 .
If we allow h to be different from 0, considering the weak approximation of f (
Since the case of measurable functions f has been considered in Theorem 3.2, we assume here that f and h are both smooth functions, which satisfy the following compatibility conditions.
Hypothesis (H3). The function
f (resp. h) is a C 5 b (D, R) (resp. C 4 b (∂D, R)) function, satisfying the following compatibility conditions on ∂D: ∀z ∈ ∂D ∇f.γ(z) − h(z) = ∇(Lf ).γ(z) = 0.
Theorem 3.3. Assume (D), (Γ), (S), (E) and that f satisfies (H3).
If the reflection is conormal, then
E x Z N − f (X T ) − T 0 h(X t )dk t = O N −1 .
In the other cases, the error is of order
Thus, in the case of conormal reflection, Theorems 3.2 and 3.3 ensure that the algorithm converges faster than that using projected Euler scheme [7] . Furthermore, numerical experiments illustrate that this seems to be also true when the reflection is not conormal, even if no theoretical result confirms this numerical fact.
Proofs
Here again, the approximation error is analyzed using the PDE solved by v.
Under Assumptions (D), (Γ), (S) and (E), the function v(t, x) is of class
and satisfies a parabolic PDE of second order with Neumann condition, i.e.
the operator L being given by (3) (we have assumed that f is a bounded measurable function and h is smooth, say of class C 3 ). In the following, it might be useful to rewrite expectations of integral w.r.t. the local time k t in terms of surface integral involving the transition density p t (x, y) of the Markov process (X t ) t≥0 . Namely, one has:
h(s, X s )dk s be the solution of (44) with f ≡ 0 as Cauchy condition and h(t, x) as Neumann condition. Then, one has: t (x, z) u(t, z) + p t (x, z) ∂ t u(t, z) ) .
For fixed x, the function (t, z) → p t (x, z) satisfies the Kolmogorov forward equation
where a γ * and b are given in formula (6) . Hence, the cited formula yields
and using the PDE solved by u, one completes the proof of (45).
Proof of Theorems 3.2 and 3.3 in the case of smooth functions f and h
We first derive a general decomposition of the error. Using v(T, .) = f (.), one has
where Y i ti+1 is defined in Step 2. Under Assumption (H2) or (H3), the function v is at least a C 2,4 ([0, T ]×D, R) function, with uniformly bounded derivatives (see Th. 5.3, p. 320 [17] ): there is a function K(T ), such that for all multi-index α of length |α| ≤ 4, we have We first focus on terms A i . This is the easy part of the analysis since it is merely related to the behavior far from the boundary. (15)), one readily obtains that
Using the notation L z for the infinitesimal generator of Z t on [t i , t i+1 ) (see (13) ), two applications of Ito's formula, combined with (
(t, Z t ) = 0 for t = t i , easily yield:
This proves that
Hence, summing up this estimate in (46), it follows that these terms have a global contribution of order N −1 . We now consider the estimation of terms B i . This corresponds to the crucial contribution in the error, since it involves what happens near the boundary. Referring to Step 2 and Step 3 of the algorithm, one easily obtains
Theorems 3.2 and 3.3 are proved if one shows that
For this, we divide computations in several steps.
Step 1 
Applying Markov property in C i , one has to evaluate
Evaluation of C i,1 . Apply Ito's formula, remarking that (∂ t + L y )v(t i + t, Y i t ) = 0 for t = 0; it follows that
The first term in the r.h.s. of (53) has obviously the expected order K(T ) N −2 . For the second, apply formula (45) to (Y i t ) 0≤t≤T/N defined in (50) to obtain:
where p N t (y, z) is the transition density of (Y i t ) 0≤t≤T/N . Considering (5), the quantity a(y) is defined by a(y) = n(sy).σσ * (y)n(sy) n(sy).γ (sy) . To evaluate the surface integral, there is no loss of generality to assume that
Since ϕ is uniformly bounded, one easily obtains that the surface integral (55) is bounded by
: thus, from (54), it readily follows that
Combining (57) and (53), we clearly see that the contributions of C i,1 in terms C i is bounded by
. Apply the following lemma, which will be proved at last, to conclude that terms C i,1 globally contributes to the order N −1 in any case.
Lemma 3.4. Assume (D), (Γ), (S) and (E). Put c > 0. There is a function K(T ) such that
Using the same arguments as before, we rewrite C i,2 using a surface integral:
We can once again consider w. 
Thus, one has proved that
. Finally, the application of Lemma 3.4 combined
with (58) and (52) proves that C i,2 contributes globally to the order N −1/2 . This completes the proof of (48) in the general case.
Step 2. Improved estimation of the term C i in the conormal case
The evaluation for C i,1 needs not to be changed since it already gives the expected order N −1 . To deal with C i,2 and improve the rate of convergence in (48) in the conormal case, remark that it is sufficient to prove that under this assumption, one has
instead of (59) in the general case. The improvement relies on some symmetry properties of p N t (y, s) for s ∈ ∂D(y). Actually, the key argument which comes into play is that, in the conormal case, z → p To state a precise formulation, we start from the process (ỸB t ) t≥0 , defined as a Brownian motion with constant driftB, reflected in D(y) = {z ∈ R d : z 1 > 0} in the constant directionγ:
whereW is a standard Brownian motion andk t = 1
its probability transition density (the dependence w.r.t.B will be useful in the following to reduce to the driftless case). Now, consider U (y), an orthogonal matrix with first column equal to (σ * 
where (Ŵ t = U (y)W t ) t≥0 defines a new Brownian motion. It follows that
It remains to get an explicit expression forpB t (ỹ, z); for this, we combine the Girsanov transformation and Lépingle's results [18, 19] to write that for any bounded measurable function g, one has
To identify the above expression with D(y) dz g(z)pB t (ỹ, z), we split the above integral in two parts: the first one corresponds to the set {w ∈ R d , w − 1 ≤ y ≤ y 1 }, for which one puts the change of variables z =ỹ + w; for the second one associated to {w ∈ R d , max(w − 1 , y 1 ) ≤ y }, one sets z =ỹ + w +γ γ1 (−ỹ 1 + y ) for fixed y . These easy computations lead tõ
Now, denote by J the linear application from
: since σ(y)U (y) is invertible, J satisfies the same properties. From (61), one deduces that
From the explicit expression ofpB t , it is easy to check that pB t (ỹ, z) −p
, for some uniform constants in t,ỹ, z. This estimate is sufficient to assert that
applying the same arguments than for (59).
and analogous arguments as above. This proves
, and by (63), we have proved (60).
Step 
where (Y 
Inserting this estimate in (67), one easily deduces that
To complete the proof of (49), we combine the following upper bounds
with Lemma 3. 
The remainder of the computations can now follow the routine developed to obtain (23) . We briefly recall the main arguments. First, the Gaussian upper bound
for the density p Same arguments can be used to prove (69) and we omit further details.
D(z) D
where we apply for the last inequality the arguments used to deal with (33) (i.e. the occupation times formula to evaluate the time integral). From Tanaka's formula, we deduce that 
T /N
since the sum is telescoping. Lemma 3.4 is proved.
Proof of Theorem 3.2 in the case of irregular functions f
As for the problem of killed diffusion, when f satisfies (H1), uniform bound on the derivatives of v(t, x) are not more available and we shall use the following result, which is analogous to Lemma 2.7. The proof uses the same arguments and we omit it. ), such that 
Numerical experiments
We borrow the following test to [7] . We consider a 2-dimensional normally reflected Brownian motion (X t ) 0≤t≤1 in the unit sphere and we focus on the quantity v(t, x) = E x k 1−t + 2 . Figure 7 represents the results corresponding to the computation of the solution for x = 0 and t = 0, with M = 1 000 000 simulations. It appears on this example that the procedure based on half space approximation converges very quickly compared to the standard projected Euler scheme. Moreover, the additional complexity (see the tabular below corresponding to N = 10 discretization times and M = 1 000 000 simulations) is less than half more. We can also discuss the dependence of the error w.r.t the initial value of the process: indeed, the main source error may come somehow from the behavior near the boundary, and by starting close to ∂D, one may obtain larger errors. In Figure 8 , one has plotted the algebraic error w.r.t. x = (x 1 , x 2 ). One can see that the error for the algorithm that we have studied is indeed larger near ∂D than in x = 0: note that an analogous behavior occurs for the projected scheme, but with bigger effects.
To continue the test of the accuracy of our procedure, we choose a case where the reflection is not conormal. Namely, we consider the 2-dimensional diffusion process (X t ) 0≤t≤T with coefficients defined in (37), with normal reflection in the unit sphere: D = {x ∈ R 2 : x < 1}. We set X 0 = 0 and T = 1 and we simply focus on the computation of the expectation of the local time. In Figure 9 , we plot the errors w.r.t. N (for 8 ≤ N ≤ 256) in log scale, for M = 1 000 000 simulations. The linear regression provides an order of convergence estimated to α = 0.42153 for the Euler scheme with projection, and α = 0.93334 for our procedure. The conclusion is that even if we have asserted that the order of convergence is at most equal to 0.5 in the case of non conormal reflection, it can be much better in practice.
Conclusion
In this paper, we have proposed two new numerical schemes for killed and reflected SDEs (X t ) 0≤t≤T , using an Euler scheme with step time T /N combined with local approximation of the domain into half-space. Projected Euler scheme Half-space approximation Figure 9 . Empirical rate of convergence in the non conormal case.
For diffusions killed at the boundary, the simulation procedure is fully implementable and provides a weak error of order N −1 . For obliquely reflected diffusions, the rate of convergence is still N −1 , under the assumption that the reflecting direction is the conormal one. The numerical procedure is also straightforward to implement.
Few extensions.
Assumptions on the smoothness of B, σ, D, γ, h considered in the paper are not the weakest ones, they can be slightly improved: the key point is to ensure enough regularity for the underlying PDE and enough control on the derivatives, and this holds true for Hölder class of functions (see [17] ). As instance, we could allow B, σ, D to be of class C l for l ∈ (4, 5) instead of C 5 . The extension of the results to time dependent coefficients B, σ, γ, h is available as well. For the simulation procedure, one has to adapt the Euler schemes to that situation, by freezing the time t ∈ [t i , t i+1 ) to t i on each interval, this is a classical fact. If we allow C 2 type smoothness for the involved time dependent functions and adapt the compatibility conditions between f and h for reflected diffusions (see [17] ), the proofs go in the same way without additional difficulties. 
