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ON NONLOCAL PARABOLIC STEADY-STATE EQUATIONS OF COOPERATIVE OR
COMPETING SYSTEMS
CHRISTOPH WALKER
ABSTRACT. Some systems of parabolic equations with nonlocal initial conditions are studied. The systems
arise when considering steady-state solutions to diffusive age-structured cooperative or competing species. Lo-
cal and global bifurcation techniques are employed to derive a detailed description of the structure of positive
coexistence solutions.
1. INTRODUCTION AND MAIN RESULTS
In this paper we characterize the structure of positive solutions to certain systems of coupled para-
bolic equations with nonlocal initial conditions. Such systems arise as steady-state equations of two age-
structured diffusive populations which inhabit the same spatial region. The interaction between the two
species is either of cooperative, competing, or predator-prey type leading to different structures of posi-
tive solutions. Denoting the density of the two species by u  upa, xq ¥ 0 and v  vpa, xq ¥ 0 with
a P p0, amq and x P Ω  Rn referring to age and spatial position, respectively, the models we shall focus
on are of the form
Bau∆Du  α1u
2
 α2vu , a P p0, amq , x P Ω , (1.1)
Bav ∆Dv  β1v
2
 β2uv , a P p0, amq , x P Ω , (1.2)
subject to the nonlocal initial conditions
up0, xq  η
» am
0
b1paqupa, xq da , x P Ω , (1.3)
vp0, xq  ξ
» am
0
b2paq vpa, xq da , x P Ω . (1.4)
The equations are the steady-state equations of the corresponding time-dependent age-structured equations
with diffusion. We refer to [30] for a recent survey on the formidable literature about age-structured popu-
lation models.
The operator∆D in (1.1), (1.2) stands for the negative Laplacian on Ω with subscriptD indicating that
Dirichlet conditions
upa, xq  vpa, xq  0 , a P p0, amq , x P BΩ ,
are imposed on the smooth boundary BΩ of the bounded domain Ω. Normalization to 1 of the diffusion
coefficients in (1.1), (1.2) is a purely notational simplification. The number am ¡ 0 denotes the maximal
age of the species. Equations (1.3), (1.4) represent the age-boundary conditions reflecting that individuals
with age zero are those created when a mother individual of any age a P p0, amq gives birth with rates ηb1paq
or ξb2paq. The functions bj  bjpaq ¥ 0 describe the profiles of the fertility rates while the parameters
η, ξ ¡ 0 measure their intensity without affecting the structure of the birth profiles. For easier statements
of the results we assume the birth profiles
bj P L
 
8
pp0, amqq with bjpaq ¡ 0 for a near am , j  1, 2 , (1.5)
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are normalized such that
» am
0
bjpaqe
λ1a da  1 , j  1, 2 , (1.6)
where λ1 ¡ 0 denotes the principal eigenvalue of ∆D on Ω.
Assuming α1, α2, β1, β2 ¡ 0, the form of the interaction between the two species is determined by
the signs on the right hand side of equations (1.1), (1.2). Replacing  by a positive sign   in both of
the equations (1.1) and (1.2)) corresponds to a system (see (1.11) , (1.12) below) where the two species are
cooperative, while the case with replaced by negative signs in each equation (1.1) and (1.2) (see (1.14),
(1.15) below) reflects a competition of the species. The case with mixed signs, e.g. a negative sign  in
(1.1) instead of  and a positive sign   in (1.2) describes a predator-prey-system (see (1.17), (1.18) below)
with a prey density u and a predator density v.
This last case of a predator-prey-system was studied in [29] and local and global bifurcation phenomena
of positive nontrivial solutions with respect to the parameters η and ξ were obtained. In the present paper,
we shall derive global bifurcation results for the cooperative and the competition case. Depending on η and
ξ we shall give a rather complete description of positive coexistence solutions, that is, of solutions pu, vq
with both componentsu and v positive and nontrivial. Moreover, we shall also improve the local bifurcation
result [29, Thm.2.4] to a global one.
We like to point out that variants of the elliptic counterparts to (1.1)-(1.2) when age-structure is neglected
from the outset have been intensively studied in the past, e.g. see [4, 5, 7, 8, 9, 11, 12, 13, 18, 19, 20, 21,
22, 24, 31]. Concerning equations for a single specie, e.g. variants of (1.1) subject to (1.3), we refer to
[15, 16, 25, 26, 27, 28].
To state our results for the present situation, we shall keep ξ fixed and regard η as bifurcation parameter
in the following. We thus write pη, u, vq for solutions to (1.1)-(1.4) with u, v belonging to the positive cone
W
 
q of
Wq : Lqpp0, amq,W
2
q,DpΩqq XW
1
q pp0, amq, LqpΩqq
for q ¡ n   2 fixed, but remark that all our solutions will have smooth components u, v with respect to
both a P J and x P Ω. We say that a continuum C (i.e. a closed and connected set) in R  W q W q of
solutions pη, u, vq to (1.1)-(1.4) is unbounded with respect to η, provided the η-projection of C contains an
interval of the form pη0,8q with η0 P R , and we say that C is unbounded with respect to the u-component
in Wq provided there is a sequence ppηj , uj, vjqqjPN in C with }uj}Wq Ñ 8 as j Ñ 8. An analogous
terminology shall be used if C is unbounded with respect to the v-component.
Clearly, problem (1.1)-(1.4) decouples when taking either u or v to be zero. Noticing that Theorem A.4
from the appendix provides for each η ¡ 1 a unique solution uη PW q zt0u to
Bau∆Du  α1u
2 , up0, q  η
» am
0
b1paqupa, q da , (1.7)
and similarly for each ξ ¡ 1 a unique solution vξ PW q zt0u to
Bav ∆Dv  β1v
2 , vp0, q  ξ
» am
0
b2paq vpa, q da , (1.8)
there is, independent of what the signs  in (1.1), (1.2) are, for any ξ ¥ 0 the trivial branch
B0 : tpη, 0, 0q ; η ¥ 0u
and the semi-trivial branch
B1 : tpη, uη, 0q ; η ¡ 1u  R
 
 pW
 
q zt0uq W
 
q (1.9)
of solutions. For ξ ¡ 1, an additional semi-trivial branch
B2 : tpη, 0, vξq ; η ¥ 0u  R
 
W
 
q  pW
 
q zt0uq (1.10)
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exists. Depending on the signs  in (1.1), (1.2) we shall establish further local and global bifurcation of
coexistence solutions from these semi-trivial branches.
1.1. Cooperative Systems. We first consider the cooperative case
Bau∆Du  α1u
2
  α2vu , a P p0, amq , x P Ω , (1.11)
Bav ∆Dv  β1v
2
  β2uv , a P p0, amq , x P Ω , (1.12)
subject to the nonlocal initial conditions
up0, xq  η
» am
0
b1paqupa, xq da , vp0, xq  ξ
» am
0
b2paq vpa, xq da , x P Ω .
Recall that B1 is the only semi-trivial branch of solutions to (1.11)-(1.12) if ξ   1. Thus, if ξ   1 we shall
derive bifurcation with respect to the parameter η from the semi-trivial branch B1 consisting of solutions of
the form pη, uη, 0q. The case ξ   1 is therefore more involved than the case ξ ¡ 1 where we shall establish
a bifurcation from the semi-trivial branch B2 consisting of solutions of the form pη, 0, vξq.
Theorem 1.1. There is ν P r0, 1q with the property that for each ξ P pν, 1q there exists η0 : η0pξq ¡ 1
such that pη0, uη0 , 0q P B1 is a bifurcation point. There is an unbounded continuum C1 of coexistence
solutions pη, u, vq in R   pW q zt0uq  pW q zt0uq to (1.11)-(1.12) subject to (1.3)-(1.4) emanating from
pη0, uη0 , 0q. Near the branch B1, the continuum C1 is a continuous curve. There is no other bifurcation
point on B1 to positive coexistence solutions.
The precise values of ν and of η0pξq ¡ 1 are related to spectral radii of some operators and are given in
(3.2) and (3.3), respectively. Actually, we conjecture that ν  0, see Remark 3.1.
If ξ ¡ 1, then a global continuum of coexistence solutions emanates from the branch B2:
Theorem 1.2. Given ξ ¡ 1, there is η1 : η1pξq P p0, 1q such that pη1, 0, vξq P B2 is a bifurcation
point. An unbounded continuum C2 of coexistence solutions pη, u, vq in R   pW q zt0uq  pW q zt0uq to
(1.11)-(1.12) subject to (1.3)-(1.4) emanates from  η1, 0, vξ

. Near the branch B2, the continuum C2 is a
continuous curve. There is no other bifurcation point on B2 or on B1 to positive coexistence solutions.
The precise value of η1pξq is given in (4.1). We can give a more specific characterization of the global
nature of the the continua C1 and C2:
Corollary 1.3. The global continua C1 and C2 provided by Theorem 1.1 and Theorem 1.2, respectively,
are unbounded with respect to both the parameter η and the u-component in Wq, or with respect to the
v-component in Wq . If
b2 P L1pp0, amq, p1 e
sa
q
1daq (1.13)
for some s ¡ 0, then they are unbounded with respect to the u-component in Wq .
1.2. Competing Systems. Next we consider the case of two competing species:
Bau∆Du  α1u
2
 α2vu , a P p0, amq , x P Ω , (1.14)
Bav ∆Dv  β1v
2
 β2uv , a P p0, amq , x P Ω , (1.15)
subject to the initial conditions
up0, xq  η
» am
0
b1paqupa, xq da , vp0, xq  ξ
» am
0
b2paq vpa, xq da , x P Ω .
The following theorem characterizes the competition coexistence solutions.
Theorem 1.4. If ξ ¤ 1, then there is no coexistence solution pη, u, vq P R   pW q zt0uq  pW q zt0uq
to (1.14)-(1.15) subject to (1.3)-(1.4). If ξ ¡ 1, then there is η2 : η2pξq ¡ 1 such that
 
η2, 0, vξ

P B2
is a bifurcation point. A continuum C3 of positive coexistence solutions in R   pW q zt0uq  pW q zt0uq
emanates from  η2, 0, vξ

satisfying the alternative
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(a) C3 joins B2 with B1, or
(b) C3 is unbounded with respect to the parameter η,
and near the bifurcation point  η2, 0, vξ

, the continuumC3 is a continuous curve. There exists someN ¡ 1
such that alternative (a) occurs for each ξ P p1, Nq. Moreover, if
β2 ¥ α1 , β1 ¥ α2 , b1 ¥ b2 on p0, amq , (1.16)
then the η-projection of C3 is contained in the interval p1, ξs; in particular, alternative (a) occurs for
each ξ ¡ 1.
The value of η2pξq as well as the value of η3 : η3pξq corresponding to the point
 
η3, uη3 , 0

P B1
where C3 joins up with B1 if alternative (a) occurs, are determined exactly, see (5.2) and (5.6). Actually,
we conjectureN  8 even if (1.16) does not hold, see Remark 5.5. Observe that (1.16) implies a biological
advantage of the specie with density u due to a higher birth but lower death rate.
1.3. Predator-Prey-Systems. The case of a predator-prey-system,
Bau∆Du  α1u
2
 α2vu , a P p0, amq , x P Ω , (1.17)
Bav ∆Dv  β1v
2
  β2uv , a P p0, amq , x P Ω , (1.18)
subject to the initial conditions
up0, xq  η
» am
0
b1paqupa, xq da , vp0, xq  ξ
» am
0
b2paq vpa, xq da , x P Ω ,
was studied in detail in [29]. A quite complete description of the structure of positive solutions was provided
when ξ is regarded as bifurcation parameter and η ¡ 0 is kept fixed [29, Thm.2.2] or when η is regarded
as bifurcation parameter and ξ ¡ 1 is kept fixed [Thm.2.3]. However, for the case ξ   1 being fixed
with parameter η, a local bifurcation and thus a merely partial result was obtained in [29, Thm.2.4]. More
precisely, provided that ξ P pδ, 1q for some suitable δ P r0, 1q, it was shown in [29, Thm.2.4] that there are
ε0 ¡ 0 and a unique point pη4, uη4 , 0q with η4 : η4pξq ¡ 1 on the semi-trivial branch B1 such that a local
continuous curve
C4 : tpηpεq, upεq, vpεqq ; 0   ε   ε0u  R
 
 pW
 
q zt0uq  pW
 
q zt0uq
of positive coexistence solutions bifurcates to the right from pη4, uη4 , 0q. Actually, this result can be im-
proved:
Theorem 1.5. The branch C4 extends to an unbounded continuum in R   pW q zt0uq  pW q zt0uq of
positive coexistence solutions to (1.17)-(1.18) subject to (1.3)-(1.4). If (1.13) holds, then C4 is unbounded
with respect to the parameter η.
The proof of this theorem is along the lines of the one of Theorem 1.1 with only minor modifications
necessary. We shall thus omit it here.
The outline of the present paper is as follows: In the next section, Section 2, notations and some prelim-
inary results are introduced. In Section 3 a detailed proof of Theorem 1.1 is provided so that the proof of
Theorem 1.2 in Section 4 is basically a straightforward modification thereof and can thus be kept short. Sec-
tion 5 is dedicated to the proof of Theorem 1.4. Appendix A contains some results regarding the semi-trivial
branches induced by (1.7), (1.8) which are of importance for the proofs in Sections 3-5.
2. NOTATIONS AND PRELIMINARIES
Throughout we assume that Ω is a bounded and smooth domain in Rn. We fix q ¡ n   2 and set, for
κ ¡ 1{q,
Wκq,D :W
κ
q,DpΩq : tu PW
κ
q ;u  0 on BΩu ,
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where Wκq : Wκq pΩq stands for the usual Sobolev-Slobodeckii spaces (for arbitrary κ ¡ 0) and values
on the boundary are interpreted in the sense of traces. Recall from [2, III.Thm.4.10.2] and the Sobolev
embedding theorem that
Wq ãÑ C
 
r0, ams,W
22{q
q,D

ãÑ C
 
r0, ams, C
1
pΩ¯q
 (2.1)
so that the trace γ0u : up0q PW 22{qq,D ãÑ C1pΩ¯q is well-defined for u PWq . Moreover, since also
Wq ãÑW
1
q pp0, amq, Lqq ãÑ C
11{q
pr0, ams, Lqq
with Lq : LqpΩq, the interpolation inequality in [2, I.Thm.2.11.1] yields in fact
Wq ãÑ C
11{qϑ
pr0, ams,W
2ϑ
q q , 0 ¤ ϑ ¤ 1 1{q . (2.2)
Note that the interior, intpW 22{q, q,D q, of the positive cone W
22{q, 
q,D of W
22{q
q,D is not empty. We set
Lq : Lqpp0, amq, LqpΩqq and 9W q :W q zt0u .
Put J : r0, ams. Given ̺ ¡ 0 and h P C̺pJ,CpΩ¯qq, we let Π
rhspa, σq, 0 ¤ σ ¤ a ¤ am, denote the
unique parabolic evolution operator corresponding to ∆D   h P C̺
 
J,LpW 2q,D, Lqq

, that is,
zpaq  Π
rhspa, σqΦ , a P pσ, amq ,
defines the unique strong solution to
Baz ∆Dz   hz  0 , a P pσ, amq , zpσq  Φ ,
for any given σ P p0, amq and Φ P Lq (see [2, II.Cor.4.4.1]). Note that the evolution operator is positive,
i.e.
Π
rhspa, σqΦ P L
 
q , 0 ¤ σ ¤ a ¤ am , Φ P L
 
q .
As J is a compact interval and ∆D has bounded imaginary powers, it follows from (2.1) and [2] (in
particular, see I.Cor.1.3.2, III.Thm.4.8.7, III.Thm.4.10.10 therein) that the operator ∆D   h has maximal
Lq-regularity, i.e. the operator
pBa ∆D   h, γ0q P L
 
Wq,Lq W
22{q
q,D

is a toplinear isomorphism. In particular, Π
rhsp, 0qΦ PWq for Φ PW
22{q
q,D . We set
H
rhs :
» am
0
b1paqΠ
rhspa, 0q da , Hˆrhs :
» am
0
b2paqΠ
rhspa, 0q da .
Then H
rhs and Hˆrhs belong to KpW
22{q
q,D q, that is, they define compact linear operators on W
22{q
q,D , and
they are strongly positive, that is, e.g.
H
rhsΦ P intpW
22{q, 
q,D q , Φ PW
22{q, 
q,D zt0u . (2.3)
The corresponding spectral radii rpH
rhsq and rpHˆrhsq can thus be characterized according to the Krein-
Rutman theorem [1, Thm.3.2] (see Lemma A.3 from the appendix). In particular, the normalizations (1.6)
readily imply
rpH
r0sq  rpHˆr0sq  1 (2.4)
since any positive eigenfunction of ∆D is an eigenfunction of H
rhs and Hˆrhs as well. It is worthwhile to
point out that (2.2) warrants an equivalent formulation of a solution pu, vq PWq Wq to (1.1)-(1.4) as
upaq  Π
rα1u	α2vspa, 0qup0q , a P J , up0q  η Hrα1u	α2vs up0q , (2.5)
vpaq  Π
rβ1v	β2uspa, 0q vp0q , a P J , vp0q  ξ Hˆrβ1v	β2us vp0q . (2.6)
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Observe that u, v are nonzero or nonnegative provided up0q, vp0q are nonzero or nonnegative. Hence, if
pu, vq PW q W
 
q solves (1.1)-(1.4), then
η rpH
rα1u	α2vsq  1 if up0q PW
22{q, 
q,D zt0u , (2.7)
ξ rpHˆ
rβ1v	β2usq  1 if vp0q PW
22{q, 
q,D zt0u , (2.8)
owing to Lemma A.3. In particular, we have
η rpH
rα1uηsq  ξ rpHˆrβ1vξsq  1 , η, ξ ¡ 1 (2.9)
by (1.7) and (1.8) since uηp0q, vξp0q P W 22{q, q,D zt0u. We conclude this section with the following auxil-
iary result:
Lemma 2.1. Given M ¡ 0 there is cpMq ¡ 0 such that
}upaq}
8
  }vpaq}
8
¤M , a P J , (2.10)
implies
}u}Wq ¤ cpMqpη   1q , }v}Wq ¤ cpMqpξ   1q
for any solution pu, vq PW q W q to (1.1)-(1.4) with η, ξ ¡ 0.
Proof. If pu, vq P W q W q solves (1.1)-(1.4), we derive from (1.1), (2.10), and the property of maximal
Lq-regularity of ∆D that there is c0pMq ¡ 0 such that
}u}Wq ¤ c
 
}up0q}
W
22{q
q,D
  }  α1u
2
 α2uv}Lq

¤ c0pMq
 
}up0q}
W
22{q
q,D
  1

.
Writing (1.1) in the form
upaq  ea∆Dup0q  
» a
0
epaσq∆D
 
 α1upσq
2
 α2upσqvpσq

dσ , a P J ,
and using }ea∆D}
LpLq,W
22{q
q,D
q
¤ ca1{q1 for a ¡ 0, we obtain from (1.3) and (2.10)
}up0q}
W
22{q
q,D
¤ η }b1}8
» am
0
}ea∆D}
LpLq,W
22{q
q,D
q
}up0q}Lq da
  η }b1}8
» am
0
» a
0
}epaσq∆D}
LpLq,W
22{q
q,D q
 
}α1upσq
2
}Lq   }α2upσqvpσq}Lq

dσ da
¤ c1pMq η .
Consequently, }u}Wq ¤ cpMqpη   1q. Similarly we deduce }v}Wq ¤ cpMqpξ   1q.

3. COOPERATIVE SYSTEMS WITH ξ   1: PROOF OF THEOREM 1.1
We focus our attention on (1.11)-(1.12) subject to (1.3)-(1.4) when ξ   1. First we show local bifurcation
of a continuous curve from B1 by using the results of Crandall-Rabinowitz [10]. We remark that
 
η ÞÑ rpHˆ
rβ2uηsq

P C
 
p1,8q, p1,8q

is strictly increasing , lim
ηÑ1
rpHˆ
rβ2uηsq  1 (3.1)
according to Lemma A.3, Theorem A.4, and (2.4), so
ν :
1
lim
ηÑ8
rpHˆ
rβ2uηsq
P r0, 1q (3.2)
is well-defined.
Remark 3.1. As }uη}8 Ñ8 for η Ñ8 by Theorem A.4, we conjecture ν  0 in (3.2).
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For the remainder of this section we fix ξ P pν, 1q. The observations above ensure the existence of a
unique value η0 : η0pξq ¡ 1 for which
ξ rpHˆ
rβ2uη0 s
q  1 . (3.3)
Note then that
ker
 
1 ξHˆ
rβ2uη0 s

 spantΨ0u with Ψ0 P intpW 22{q, q,D q (3.4)
by the Krein-Rutman theorem. With these notations we have:
Lemma 3.2. There is a local continuous curve C1  R   9W q  9W q of coexistence solutions to (1.11)-
(1.12) subject to (1.3)-(1.4) bifurcating from pη0, uη0 , 0q P B1, and all positive coexistence solutions near
pη0, uη0 , 0q lie on this curve.
Proof. The proof is in the spirit of the one of [29, Prop.2.7]. We are linearizing (1.11)-(1.12) around
pη0, uη0 , 0q P B1. For this observe that pη, u, vq  pη, uη   w, vq P R Wq Wq solves (1.11)-(1.12)
subject to (1.3)-(1.4) if and only if pη, w, vq P RWq Wq solves
Baw ∆Dw  α1w
2
 2α1uηw   α2vpuη   wq , wp0q  ηW , (3.5)
Bav ∆Dv  β1v
2
  β2vpuη   wq , vp0q  ξV , (3.6)
where we slightly abuse notation by writing
W :
» am
0
b1paqwpaq da , V :
» am
0
b2paq vpaq da
when w, v P Wq . We shall use this notation also for other capital letters since it will always be clear
from the context, which of the profiles b1 or b2 is meant. Using maximal Lq-regularity of ∆D, we may
introduce the operator
T :
 
Ba ∆D, γ0

1
P LpLq W
22{q
q,D ,Wqq
so that the solutions to (3.5)-(3.6) are the zeros of the function
F pη, w, uq :

w  T
 
 α1w
2
 2α1uηw   α2vpuη   wq , ηW

v  T
 
 β1v
2
  β2vpuη   wq , ξV



.
Observe that
F P C2
 
p1,8q Wq Wq,Wq Wq

with partial Freche´t derivatives at pη, w, vq  pη, 0, 0q given by
F
pw,vqpη, 0, 0qpφ, ψq 

φ T p2α1uηφ  α2uηψ , ηΦq
ψ  T pβ2uηψ , ξΨq


and
Fη,pw,vqpη, 0, 0qpφ, ψq 

T p2α1u
1
ηφ  α2u
1
ηψ , Φq
T pβ2u
1
ηψ , 0q


for pφ, ψq P Wq Wq , where u1η : B
Bη
uη is well defined according to Theorem A.4. We next show that
the kernel of F
pw,vqpη0, 0, 0q is one-dimensional. Given pφ, ψq P kerpFpw,vqpη0, 0, 0qq we have
Baφ∆Dφ  2α1uη0φ  α2uη0ψ , φp0q  η0 Φ , (3.7)
Baψ ∆Dψ  β2uη0ψ , ψp0q  ξΨ . (3.8)
From (3.8) and (3.4) we conclude that ψ  µψ

for some µ P R with
ψ

: Π
rβ2uη0 s
p, 0qΨ0 PWq .
Plugging this into (3.7) and observing that 1 η0H
r2α1uη0 s
is invertible since
η0rpH
r2α1uη0 s
q   η0rpH
rα1uη0 s
q  1
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by (2.9), Lemma A.3, and the positivity of uη0 , we derive φ  µφ, where
φ

: Π
r2α1uη0 s
p, 0qΦ0   Sψ PWq , a P J ,
with
pSψ

qpaq : α2
» a
0
Π
r2α1uη0 s
pa, σq
 
uη0pσqψpσq

dσ , a P J ,
Φ0 : η0
 
1 η0H
r2α1uη0 s

1
» am
0
b1paqpSψqpaq da .
Therefore,
ker
 
F
pw,vqpη0, 0, 0q

 span
 
pφ

, ψ

q
(
.
As [3, Thm.1.1] and Sobolev’s embedding theorem ensure the compact embedding Wq ãÝãÑ L8pJ,CpΩ¯qq
since q ¡ n  2, we have
Wq Wq Ñ Lq , pw, vq ÞÑ wv is compact . (3.9)
In particular, it readily follows that the derivative of F has the form F
pw,vqpη0, 0, 0q  1 Tˆ with a compact
operator Tˆ . From this we get that also the codimension of rg
 
F
pw,vqpη0, 0, 0q

equals one. We next check
the transversality condition of [10]. For, suppose that
Fη,pw,vqpη0, 0, 0qpφ, ψq P rg
 
F
pw,vqpη0, 0, 0q

.
Then there exists v PWq with
v  T pβ2uη0v, ξV q  T pβ2u
1
η0
ψ

, 0q .
Choosing τ ¡ 0 such that τΨ0  vp0q P intpW 22{q, q,D q and putting p : τψ  v, we obtain from the
definition of ψ

ppaq  Π
rβ2uη0 s
pa, 0qpp0q  
» a
0
Π
rβ2uη0 s
pa, σq
 
β2u
1
η0
pσqψ

pσq

dσ , a P J .
Thus, since pp0q  ξP ,
 
1 ξHˆ
rβ2uη0 s

pp0q  ξ
» am
0
b2paq
» a
0
Π
rβ2uη0 s
pa, σq
 
β2u
1
η0
pσqψ

pσq

dσda .
However, as the right hand side belongs to W 22{q, q,D zt0u due to (1.5), Theorem A.4, and the strong pos-
itivity of the evolution operator Π
rβ2uη0 s
pa, σq on W
22{q
q,D for 0 ¤ σ   a ¤ am, this last equation
admits no positive solution pp0q according to [1, Thm.3.2] and (3.3) which clearly contradicts the fact that
pp0q  τΨ0  vp0q belongs to intpW 22{q, q,D q. Consequently,
Fη,pw,vqpη0, 0, 0qpφ, ψq R rg
 
F
pw,vqpη0, 0, 0q

.
We are thus in a position to apply [10, Thm.1.7] and deduce the existence of some ε0 ¡ 0 and functions
η P Cppε0, ε0q,Rq and θj P Cppε0, ε0q,Wqq with ηp0q  η0, θjp0q  0 such that the nontrivial zeros
of the function F close to pη0, 0, 0q lie on the curve
  
ηpεq, εpφ

, ψ

q   εpθ1pεq, θ2pεqq

; |ε|   ε0
(
.
By Theorem A.4,
C1 :
  
ηpεq, uηpεq   εφ   εθ1pεq, εψ   εθ2pεq

; 0   ε   ε0
(
is then a continuous curve of solutions to (1.11)-(1.12), (1.3)-(1.4) bifurcating from pη0, uη0 , 0q P B1. As
all traces uη0p0q, φp0q  Φ0, and ψp0q  Ψ0 belong to intpW
22{q, 
q,D q, it follows from (2.1) and the
continuity of θj that the initial values up0q and vp0q for a solution pη, u, vq P C1 belong to intpW 22{q, q,D q
provided ε0 ¡ 0 is sufficiently small, whence
pu, vq P 9W q 
9W
 
q , pη, u, vq P C1 ,
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by (2.5), (2.6), and positivity of the corresponding evolution operators. This completes the proof of the
lemma. 
Next we show that C1 extends to a global continuum of positive coexistence solutions by invoking Ra-
binowitz’ global alternative [23] along with the unilateral global results of Lo´pez-Go´mez [20]. The main
steps of the proof are the same as in the proof of [29, Thm.2.2], but we have to argue here more subtle
at several points since we are deriving bifurcation with respect to the parameter η by linearizing around a
point pη, uη, 0q PB1 .
Setting uη : 0 for η ¤ 1 it follows from Theorem A.4 that
 
η ÞÑ uη

P CpR,W q q . (3.10)
Hence, defining
Z1rηs :
 
Ba ∆D   2α1uη, γ0q
1
P LpLq W
22{q
q,D ,Wqq ,
Z2rηs :
 
Ba ∆D  β2uη, γ0q
1
P LpLq W
22{q
q,D ,Wqq ,
based on maximal Lq-regularity (see Section 2), we deduce
 
η ÞÑ Zjrηs

P C
 
R,LpLq W
22{q
q,D ,Wqq

, j  1, 2 . (3.11)
Writing again pη, u, vq  pη, uη   w, vq P R Wq  Wq and recalling (3.5) and (3.6), it follows that
(1.11)-(1.12) subject to (1.3)-(1.4) may be recast equivalently as
pw, vq Kpηqpw, vq  Rpη, w, vq  0 (3.12)
by setting
Kpηqpw, vq :

Z1rηspα2uηv, ηW q
Z2rηsp0, ξV q


, Rpη, w, vq : 

Z1rηspα1w
2
  α2wv, 0q
Z2rηspβ1v
2
  β2wv, 0q


for pw, vq PWq Wq still using the notation
W :
» am
0
b1paqwpaq da , V :
» am
0
b2paq vpaq da . (3.13)
This notation we shall use throughout the remainder of this section as no confusion seems likely. Then
(3.9), (3.10), (3.11), and the compact embedding W 2q ãÝãÑW 22{qq,D entail
Kpηq P KpWq Wqq depends continuously on η P R , (3.14)
and
R P CpRWq Wq,Wq Wqq is compact (3.15)
with
Rpη, w, vq  o
 
}pw, vq}WqWq

as }pw, vq}WqWq Ñ 0 , (3.16)
uniformly with respect to η in compact intervals. Moreover, we have:
Lemma 3.3. Let η P R. If µ ¥ 1 is an eigenvalue of the compact operator Kpηq with eigenvector
pw, vq PWqWq , then either η ¡ 1 and µ{ξ is an eigenvalue of Hˆ
rβ2uηs with eigenvector vp0q PW
22{q
q,D
or µ  η  1.
Proof. Let µ ¥ 1 and pw, vq P pWq Wqqztp0, 0qu with Kpηqpw, vq  µpw, vq. On the one hand, if
v  0, then
Baw ∆Dw   2α1uηw  0 , wp0q 
η
µ
W ,
from which
wpaq  Π
r2α1uηspa, 0qwp0q , a P J , wp0q 
η
µ
H
r2α1uηswp0q .
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In particular, η  0 and wp0q  0 since otherwise pw, vq  p0, 0q, and hence
µ ¤ ηrpH
r2α1uηsq . (3.17)
Next, η ¡ 1 is impossible since otherwise uη P 9W q and so
η
µ
rpH
r2α1uηsq   ηrpHrα1uηsq  1
by Lemma A.3 and (2.9) contradicting (3.17). Hence η ¤ 1 and thus
η
µ
rpH
r2α1uηsq 
η
µ
rpH
r0sq 
η
µ
¤ 1
by (2.4) what is only possible if µ  η  1 according to (3.17). On the other hand, if v  0, then from
Bav ∆Dv  β2uηv  0 , vp0q 
ξ
µ
V
it follows
vpaq  Π
rβ2uηspa, 0qvp0q , a P J , vp0q 
ξ
µ
Hˆ
rβ2uηsvp0q ,
and so vp0q  0 and ξ  0 since otherwise v  0. Consequently, µ{ξ is an eigenvalue of Hˆ
rβ2uηs with
eigenvector vp0q. Assuming η ¤ 1 we have uη  0 and thus µ{ξ ¤ rpHˆ
r0sq  1 by (2.4) contradicting
0   ξ   1 and µ ¥ 1. 
As a consequence of Lemma 3.3 the set of singular values of the family Kpηq is discrete:
Corollary 3.4. The set Σ : tη P R; dimpkerp1Kpηqqq ¥ 1u is discrete.
Proof. Lemma 3.3 ensures
ΣX p1,8q  Ξ : tη ¡ 1; dimpkerp1 ξHˆ
rβ2uηsqq ¥ 1u .
Due to
Π
rβ2uηsp, 0qΦ 
 
Ba ∆D  β2uη, γ0q
1
p0,Φq , Φ PW
22{q
q,D , η ¡ 1 ,
it follows from the analyticity of the inversion map for linear operators and the analyticity of the map
η ÞÑ uη stated in Theorem A.4 that also the map p1,8q Ñ KpW 22{qq,D q, η ÞÑ ξHˆrβ2uηs is real analytic.
Thus, since 1  ξHˆ
rβ2uηs is invertible for η P p1, η0q owing to (3.1) and (3.3), we are in a position to
apply [20, Thm.4.4.4] and conclude that Ξ is discrete. If η P Σ with η ¤ 1, then necessarily η  1 by
Lemma 3.3. 
Next, we characterize the dependence on the parameter η of the fixed point index Indp0,Kpηqq of zero
with respect to Kpηq. Recall that Indp0,Kpηqq  p1qζpηq, where ζpηq is the sum of the algebraic multi-
plicities of all real eigenvalues of Kpηq greater than one, see e.g. [20, Sect.5.6].
Lemma 3.5. The fixed point index Indp0,Kpηqq of zero with respect to Kpηq changes sign as η crosses η0.
Proof. First, let 1   η   η0 and suppose there is an eigenvalue µ ¡ 1 of Kpηq. Let pw, vq P Wq Wq be
a corresponding eigenvector. Then Lemma 3.3 yields
µ ¤ ξ rpHˆ
rβ2uηsq . (3.18)
Since η   η0 we have uη ¤ uη0 owing to Theorem A.4. But then, by Lemma A.3, (3.18), and the
assumption µ ¡ 1,
1   ξrpHˆ
rβ2uηsq   ξrpHˆrβ2uη0 sq
in contradiction to the definition of η0 in (3.3). Thus there is no eigenvalue µ ¡ 1 of Kpηq if 1   η   η0,
consequently
Indp0,Kpηqq  1 , 1   η   η0 .
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Next, it follows from [2, II.Lem.5.1.4] and Theorem A.4 that the evolution operator Π
rβ2uηsp, 0q depends
continuously on η (actually: analytically, cf. the proof of Corollary 3.4) and hence
Hˆ
rβ2uηs ÝÑ Hˆrβ2uη0 s in KpW
22{q
q,D q as η ÝÑ η0 .
According to [17, IV.§3.5],
λ2
 
ξHˆ
rβ2uηs

ÝÑ λ2
 
ξHˆ
rβ2uη0 s

  rpξHˆ
rβ2uη0 s
q  1 as η ÝÑ η0 ,
with λ2pHq denoting the second eigenvalue of a compact operator H . Choose ε ¡ 0 with
λ2
 
ξHˆ
rβ2uηs

  1 ε , η0   η   η0   ε . (3.19)
Let η0 ¤ η   η0   ε and let µ ¥ 1 be an eigenvalue of Kpηq. Then µ ¥ 1 is an eigenvalue of ξHˆ
rβ2uηs
due to Lemma 3.3 and thus µ  rpξHˆ
rβ2uηsq : µ since µ is the only eigenvalue in p1  ε,8q by
(3.19). But µ

is a simple eigenvalue of Kpηq. Indeed, noticing that
Kpηqpφ, ψq  µ

pφ, ψq
is equivalent to
Baφ∆Dφ  2α1uηφ 
α2
µ

uηψ , φp0q 
η
µ

Φ ,
Baψ ∆Dψ  β2uηψ , ψp0q 
ξ
µ

Ψ ,
it follows as in the proof of Lemma 3.3 (see (3.7) and (3.8)) that
ker
 
Kpηq  µ


 spantpφ

, ψ

qu ,
where
ψ

: Z2rηsp0,Ψ1q  Π
rβ2uηsp, 0qΨ1 P
9W
 
q
with Ψ1 P intpW 22{q, q,D q spanning kerpµ  ξHˆrβ2uηsq and
Φ1 :
η
µ

 
1
η
µ

H
r2α1uηs

1
» am
0
b1paqpSψqpaq da PW
22{q, 
q,D ,
φ

: Π
r2α1uηsp, 0qΦ1   Sψ  Z1rηspSψ,Φ1q PW
 
q .
Invertibility of 1  η
µ

H
r2α1uηs is due to µ ¥ 1, (2.9), and Lemma A.3. It then merely remains to prove
that µ

is simple. For, let pφ

, ψ

q P rgpKpηq  µ

q. Then
Z2rηsp0, ξV q  µv  ψ
for some v PWq, that is,
Bav ∆Dv  β2uηv  
1
µ

 
Baψ ∆Dψ  β2uηψ

 0 , vp0q 
ξ
µ

V 
1
µ

Ψ1 .
This readily implies
 
1
ξ
µ

Hˆ
rβ2uηs

vp0q  
1
µ

Ψ1
so that
Ψ1 P ker
 
1
ξ
µ

Hˆ
rβ2uηs

X rg
 
1
ξ
µ

Hˆ
rβ2uηs

contradicting the fact that the intersection equals t0u since µ

{ξ  rpHˆ
rβ2uηsq is a simple eigenvalue of
Hˆ
rβ2uηs. Thus pφ, ψq R rgpKpξq  µq and µ is indeed a simple eigenvalue of Kpηq. This ensures
Indp0,Kpηqq  1 , η0 ¤ η   η0   ε ,
and the assertion follows. 
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Recalling the definition of Ψ0 in (3.4) and taking η  η0 (and so µ  1), the proof of Lemma 3.5
reveals:
Corollary 3.6. µ
Æ
 1 is a simple eigenvalue of Kpη0q. Thus
Wq Wq  ker
 
1Kpη0q

` rg
 
1Kpη0q

, ker
 
1Kpη0q

 spantpφ
Æ
, ψ
Æ
qu
with ψ
Æ
 Z2rη0sp0,Ψ0q P 9W
 
q , Ψ0  ξΨÆ P intpW
22{q, 
q,D q, and φÆ P 9W q .
Corollary 3.4 and Lemma 3.5 warrant that we may apply Rabinowitz’ global alternative [20, Cor.6.3.2]
to (3.12). Hence, we obtain a continuum C11 of solutions pη, u, vq in RWq Wq to (1.11)-(1.12) subject
to (1.3)-(1.4) emanating from pη0, uη0 , 0q P B1. In combination with the unilateral global bifurcation result
[20, Thm.6.4.3] and Corollary 3.6 we derive that C11 satisfies the alternatives
(i) C11 is unbounded in RWq Wq , or
(ii) there is η P Σztη0u with pη, uη, 0q P C11, or
(iii) there is pη, uη   w, vq P C11 with pw, vq P rgp1Kpη0qqztp0, 0qu.
By Lemma 3.2, C11 close to pη0, uη0 , 0q coincides with C1  R  9W q  9W q suggesting to abuse notation
by putting
C1 : C
1
1 X pR
 

9W
 
q 
9W
 
q q  H .
In fact, we have:
Lemma 3.7. C1 is unbounded in R   9W q  9W q .
Proof. Suppose C11 leaves R   9W q  9W q at some point pη, u, vq P C11 different from pη0, uη0 , 0q and let
pηj , uj , vjq P C1 such that
pηj , uj, vjq ÝÑ pη, u, vq in RWq Wq .
Since obviously η ¥ 0, u ¥ 0, and v ¥ 0, the only possibility is that u  0 or v  0. However, as the only
solutions in R  W q W q close to B0 lie on B1, the case pu, vq  p0, 0q is impossible since vj  0. If
u  0 but v  0, then pη, u, vq  pη, 0, vq P C11 and v P 9W q solves
Bav ∆Dv  β1v
2 , vp0q  ξV
with ξ   1 contradicting Theorem A.4. Consequently, v  0 but u  0, thus u P 9W q solves
Bau∆Du  α1u
2 , up0q  ηU ,
whence η ¡ 1 and u  uη by Theorem A.4. Therefore, pη, u, vq  pη, uη, 0q P C11 and we may assume that
ηj ¡ 1. To demonstrate that this also leads to a contradiction, we adapt an argument of [5, Thm.3.1]. Put
zj : pwj , vjq, where wj : uj  uηj , and note that zj Ñ p0, 0q as j Ñ 8 by the previous observation.
Moreover, since uj , vj ¥ 0 and ηj ¡ 1, we obtain from
Bauj ∆Duj  α1u
2
j   α2vjuj ¥ α1u
2
j , ujp0q  ηjUj ,
that uj ¥ uηj by invoking Lemma A.3, whence zj PW q W q . We then define
Q : RW2q ÑW
2
q , Qpζ, zq : Kpζqz Rpζ, zq
and observe that Q is differentiable with respect to z P W2q , Qpζ, 0q  0 for ζ P R, and Qpηj , zjq  zj .
The mean value theorem ensures
zj Qzpη, 0qzj 
» 1
0

Qzpηj , szjqzj Qzpη, 0qzj

ds
and hence, setting mj : zj{}zj}W2q PW
 
q W
 
q and taking Qzpη, 0q  Kpηq into account,
mj Kpηqmj 
» 1
0

Qzpηj , szjqmj Qzpη, 0qmj

ds ÝÑ 0 as j Ñ8
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by the boundedness of pmjqjPN, pηj , zjq Ñ pη, 0q, and Lebesgue’s theorem. As Kpηq is compact, this
readily implies the existence of m PW q W q with }m}W2q  1 and m  Kpηqm. Owing to Lemma 3.3
we conclude that 1{ξ is an eigenvalue of Hˆ
rβ2uηs with positive eigenvector. Hence 1  ξrpHˆrβ2uηsq
due to the Krein-Rutman theorem (see Lemma A.2) yielding η  η0 what is impossible since pη, u, vq then
coincides with pη0, uη0 , 0q. Therefore, C1  C11 does not leave R   9W q  9W q except at pη0, uη0 , 0q.
As a consequence of the preceding observation, alternative (ii) above can be ruled out. Suppose then that
alternative (iii) above occurs, i.e. let pη, uη   w, vq P C11 be such that
p0, 0q  pw, vq  p1Kpη0qqpf, gq
for some pf, gq PWq Wq . To derive a contradiction we argue similarly as in the proof of Lemma 3.2. As
v P 9W q , we have vp0q  ξV P W
22{q, 
q,D zt0u. Recall ψÆp0q  Ψ0 P intpW
22{q, 
q,D q from Corollary 3.6
so that we may choose τ ¡ 0 with
gp0q  vp0q   τΨ0 P intpW
22{q, 
q,D q .
Note that
v  g  Z2rη0sp0, ξGq , ψÆ  Z2rη0sp0, ξΨÆq , p : g  v   τψÆ  Z2rη0s
 
0, ξpG  τΨ
Æ
q

.
The last equality reads
Bap∆Dp β2uη0p  0 , pp0q  ξpG  τΨÆq  ξP   ξV ,
from which we deduce that
 
1 ξHˆ
rβ2uη0 s

pp0q  ξV PW
22{q, 
q,D zt0u
with pp0q P intpW 22{q, q,D q by the choice of τ . However, this equation has no positive solution owing to [1,
Thm.3.2] and the definition of ξ in (3.3). This shows that alternative (iii) above is impossible as well and
the only remaining possibility is that C1  C11 is unbounded in R   9W q  9W q . 
We remark that the bifurcation point pη0, uη0 , 0q is unique:
Corollary 3.8. There is no other bifurcation point on B1 to positive coexistence solutions than pη0, uη0 , 0q.
Proof. Suppose pη, uη, 0q P B1 is a bifurcation point to positive coexistence solutions. Approximating this
point by positive solutions we derive as in the proof of Lemma 3.7 that 1 is an eigenvalue of Kpηq with an
eigenvector in W q W q so that, according to Lemma 3.3, 1{ξ is an eigenvalue of Hˆrβ2uηs with positive
eigenvector. As above, this implies 1  ξrpHˆ
rβ2uηsq due to the Krein-Rutman theorem (see Lemma A.2),
whence η  η0. 
This completes the proof of Theorem 1.1. It remains to give a more precise characterization of the global
nature of C1 as stated in Corollary 1.3:
Corollary 3.9. The continuum C1 is unbounded with respect to both the parameter η and the u-component
in Wq , or with respect to the v-component in Wq . If (1.13) holds for some s ¡ 0, then C1 is unbounded
with respect to the u-component in Wq .
Proof. (i) We have u ¥ uη for any pη, u, vq P C1 with η ¡ 1 by the comparison principle of Lemma A.1
since
Bau∆Du  α1u
2
  α2vu ¥ α1u
2 , up0q  ηU .
Since }uηp0q}8 Ñ8 as η Ñ8 according to Theorem A.4, we conclude that C1 is unbounded with respect
to η only if it is unbounded with respect to the u-component in Wq .
(ii) Next suppose (1.13) and that there isM ¡ s{β2 such that }upaq}8 ¤M , a P J , for all pη, u, vq P C1.
Noticing
Bav ∆Dv  β1v
2
  β2uv ¤ β1v
2
  β2Mv , a P p0, amq , x P Ω ,
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it follows from the parabolic maximum principle [14, Thm.13.5] that vpaq ¤ fpaq on Ω¯ for a P J , where
fpaq : m }vp0q}
8
 
β1 }vp0q}8
 
1 ema

 mema

1
, a P J ,
with m : β2M ¡ s satisfies
f 1paq  β1f
2
paq  mfpaq , a P J , fp0q  }vp0q}
8
.
Thus (1.4) and (1.13) imply
vp0q  ξV ¤ ξ
» am
0
b2paqfpaq da ¤
ξm
β1
» am
0
b2paqp1 e
sa
q
1 da   8 on Ω¯ ,
and so, owing to the definition of f , there is some c ¡ 0 such that }vpaq}
8
¤ c, a P J for all pη, u, vq P C1.
Hence, C1 is bounded with respect to the v-component by Lemma 2.1 contradicting our findings in (i).
Consequently, if (1.13) holds, then C1 is unbounded with respect to the u-component in Wq . 
4. COOPERATIVE SYSTEMS WITH ξ ¡ 1: PROOF OF THEOREM 1.2
We still focus our attention on (1.11)-(1.12) subject to (1.3)-(1.4), but let now ξ ¡ 1 be arbitrarily fixed
for the remainder of this section and put
η1 : η1pξq :
1
rpH
rα2vξsq
. (4.1)
Then η1 P p0, 1q according to (2.4) and Lemma A.3. The Krein-Rutman theorem ensures
ker
 
1 η1H
rα2vξs

 spantΦ0u with Φ0 P intpW 22{q, q,D q . (4.2)
We first prove local bifurcation of a continuous curve from pη1pξq, 0, vξq P B2 by invoking the theorem
of Crandall-Rabinowitz [10]. The present situation, however, turns out to be simpler than in the previous
section.
Lemma 4.1. A local continuous curve C2 of positive coexistence solutions to (1.11)-(1.12) subject to (1.3)-
(1.4) bifurcates from pη1pξq, 0, vξq P B2, and all positive coexistence solutions near pη1pξq, 0, vξq lie on
this curve.
Proof. We proceed similar to the proof of Lemma 3.2. Writing solutions to (1.11)-(1.12) subject to (1.3)-
(1.4) in the form pη, u, vq  pη, u, vξ   wq P RWq Wq, we have
Bau∆Du  α1u
2
  α2upvξ   wq , up0q  ηU , (4.3)
Baw ∆Dw  β1w
2
 2β1vξw   β2upvξ   wq , wp0q  ξW , (4.4)
where we agree upon the notation (and similarly for other capital letters)
U :
» am
0
b1paqupaq da , W :
» am
0
b2paqwpaq da .
Thus we are lead to examine the zeros of the function G P C2pp1,8q Wq Wq,Wq Wqq given by
Gpη, u, wq :

u T pα1u
2
  α2upvξ   wq , ηUq
w  T pβ1w
2
 2β1vξw   β2upvξ   wq , ξW q


,
with T as in the proof of Lemma 3.2. For the partial Freche´t derivatives at pη, u, wq  pη, 0, 0q we compute
G
pu,wqpη, 0, 0qpφ, ψq 

φ T pα2φvξ , ηΦq
ψ  T p2β1vξψ   β2φvξ , ξΨq


and
Gη,pu,wqpη, 0, 0qpφ, ψq 

T p0,Φq
0
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for pφ, ψq PWq Wq. Arguments similar to the ones in the proof of Lemma 3.2 yield
ker
 
G
pu,wqpη1, 0, 0q

 span
 
pφ

, ψ

q
(
,
where (see (4.2) and Lemma A.3)
φ

: Π
rα2vξsp, 0qΦ
0
PW
 
q , (4.5)
and
ψ

: Π
r2β1vξsp, 0qΨ
0
  Sφ

PWq , Ψ
0 : ξ
 
1 ξHˆ
r2β1vξs

1
» am
0
b2paqpSφqpaq da ,
with
pSφ

qpaq : β2
» a
0
Π
r2β1vξspa, σq
 
vξpσqφpσq

dσ , a P J .
Observing that the derivative of G has the form G
pu,wqpη1, 0, 0q  1  Tˆ with a compact operator Tˆ (see
(3.9)), we get that also the codimension of rg G
pu,wqpη1, 0, 0q

equals one. Next assume that
Gη,pu,wqpη1, 0, 0qpφ, ψq P rg
 
G
pu,wqpη1, 0, 0q

and let u PWq be with
u T pα2vξu, η1Uq  T p0,Φq .
Then
Bau∆Du  α2vξu , a P J , up0q  η1U  Φ .
This readily implies
Φ

 
 
1 η1H
rα2vξs

up0q P rg
 
1 η1H
rα2vξs

in contradiction to
Φ


1
η1
Φ0 P ker
 
1 η1H
rα2vξs

by (4.2) and (4.5) since η1rpH
rα2vξsq  1 is a simple eigenvalue of the compact operator η1Hrα2vξs.
Consequently,
Gη,pu,wqpη1, 0, 0qpφ, ψq R rg
 
G
pu,wqpη1, 0, 0q

,
and we may again apply [10, Thm.1.7]. Thus, the nontrivial zeros of the function G lie on the curve
  
ηpεq, εpφ

, ψ

q   εpθ1pεq, θ2pεqq

; |ε|   ε0
(
,
for some ε0 ¡ 0 and functions η P Cppε0, ε0q,Rq and θj P Cppε0, ε0q,Wqq with ηp0q  η1, θjp0q  0.
Thus,
C2 :
  
ηpεq, εφ

  εθ1pεq, vξ   εψ   εθ2pεq

; 0   ε   ε0
(
defines a continuous curve of solutions to (1.11)-(1.12), (1.3)-(1.4) bifurcating from pη1, 0, vξq P B2. As
φ

p0q  Φ0 P intpW
22{q, 
q,D q and vξp0q P intpW
22{q, 
q,D q, it follows from (2.5) and (2.6) that
pu, vq P 9W q 
9W
 
q , pη, u, vq P C2 ,
provided ε0 ¡ 0 is sufficiently small. This completes the proof of the lemma. 
To prove the assertion on global bifurcation of Theorem 1.2 we invoke Rabinowitz’ global alterna-
tive [23] and the unilateral global theorem [20] as in the proof of Theorem 1.1. Again, the present situation
is considerably simpler than in the proof of Theorem 1.1.
Lemma 4.2. The local curve C2 extends to an unbounded continuum of coexistence solutions pη, u, vq in
R
 

9W
 
q 
9W
 
q to (1.11)-(1.12) subject to (1.3)-(1.4).
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Proof. Introducing the operators
Z˜1 :
 
Ba ∆D  α2vξ, γ0q
1
P LpLq W
22{q
q,D ,Wqq ,
Z˜2 :
 
Ba ∆D   2β1vξ, γ0q
1
P LpLq W
22{q
q,D ,Wqq ,
we may rewrite (4.3)-(4.4) equivalently as
pu,wq  K˜pηqpu,wq   R˜pu,wq  0 (4.6)
by setting
K˜pηqpu,wq :

Z˜1p0, ηUq
Z˜2pβ2uvξ, ξW q


, R˜pu,wq : 

Z˜1pα1u
2
  α2uw, 0q
Z˜2pβ1w
2
  β2uw, 0q


for pu,wq P Wq Wq . It is now easy to check on the basis of the previous section that the analogues of
(3.14), (3.15), (3.16), and accordingly Lemma 3.3, Corollary 3.4, Lemma 3.5, and Corollary 3.6 hold for K˜
and R˜when replacing η0 by η1. Consequently, we may apply the results [20, Cor.6.3.2,Lem.6.4.1,Thm.6.4.3]
on unilateral global bifurcation to (4.6) and thus derive the existence of a continuumC12 of solutions pη, u, vq
to (1.11)-(1.12) subject to (1.3)-(1.4) in RWq Wq emanating from pη1, 0, vξq and satisfying the alter-
natives
(i) C12 is unbounded in RWq Wq , or
(ii) C12 contains a point pη, 0, vξq with η P tζ P R; dimpkerp1 K˜pζqqq ¥ 1u and η  η1, or
(iii) C12 contains a point pη, u, vξ   wq with pu,wq P rgp1 K˜pη1qq with pu,wq  p0, 0q.
By Lemma 4.1, C12 coincides with C2 near pη1, 0, vξq suggesting to abuse notation by putting
C2 : C
1
2 X pR
 

9W
 
q 
9W
 
q q  H .
We then claim that this so defined continuum C2 is unbounded in R   9W q  9W q . Indeed, suppose C12
leaves R  9W q  9W q at some point pη, u, vq P C12 different from pη1, 0, vξq and let pηj , uj , vjq P C2 such
that
pηj , uj , vjq Ñ pη, u, vq in RWq Wq .
Clearly, u  0 or v  0. Observing that
Bavj ∆Dvj  β1v
2
j   β2ujvj ¥ β1v
2
j , vjp0q  ξVj ,
whence vj ¥ vξ by Lemma A.1, we deduce v ¥ vξ and so u  0 since pη, u, vq P C12zC2. Therefore,
pη, u, vq  pη, 0, vξq by the uniqueness statement of Theorem A.4. A similar, but simpler argument as in
Lemma 3.7 (see also [20, Lem.6.5.3] or [29, Lem.4.5]) then implies that 1{η is an eigenvalue of H
rα2vξs
with a positive eigenvector, that is, η  η1 by Lemma A.3 and (4.1) yielding the contradiction that pη, u, vq
coincides with pη1, 0, vξq. Consequently, C2  C12 does not leave R   9W q  9W q except at pη1, 0, vξq,
and we conclude that alternative (ii) above is impossible. An argument similar to the proof of Lemma 3.7
shows that alternative (iii) can also be ruled out. Therefore, the only remaining possibility is that C12  C2
is unbounded in R   9W q  9W q . 
It remains to prove that there is no other bifurcation point on the semi-trivial branches.
Corollary 4.3. There is no other bifurcation point on B2 or B1 to positive coexistence solutions than
pη1, 0, vξq P B2.
Proof. If pη, 0, vξq P B2 is a bifurcation point to positive coexistence solutions, then 1  ηrpH
rα2vξsq as
in the proof of Corollary 3.8 and Lemma 3.7 by using (4.6), whence η  η1.
Suppose that there is a bifurcation point pη, uη, 0q on B1 to positive coexistence solutions. Then we
deduce 1  ξrpHˆ
rβ2uηsq as in the proof of Corollary 3.8 and Lemma 3.7. However, this is not possible
since ξ ¡ 1 and 1  rpHˆ
r0sq   rpHˆrβ2uηsq by (2.4) and Lemma A.3. 
STEADY-STATE EQUATIONS OF COOPERATIVE OR COMPETING SYSTEMS 17
This completes the proof of Theorem 1.2. The proof of the following characterization of C2 is the same
as for Corollary 3.9:
Corollary 4.4. The continuum C2 is unbounded with respect to both the parameter η and the u-component
in Wq , or with respect to the v-component in Wq . If (1.13) holds for some s ¡ 0, then C2 is unbounded
with respect to the u-component in Wq .
5. COMPETING SYSTEMS: PROOF OF THEOREM 1.4
We next consider (1.14)-(1.15) subject to (1.3)-(1.4). The simplest case is ξ ¤ 1 when no coexistence
solutions exist:
Lemma 5.1. If ξ ¤ 1, then there is no solution pη, u, vq in R  W q  9W q to (1.14)-(1.15) subject to
(1.3)-(1.4).
Proof. Let pη, u, vq P R  W q  9W q solve (1.14)-(1.15) subject to (1.3)-(1.4). Since u ¥ 0, we have
Bav ∆Dv ¤ β1v
2 on J  Ω , vp0q  ξV , (5.1)
and thus z1paq ¤ λ1zpaq for a P J , where
zpaq :
»
Ω
ϕ1vpaq dx , a P J ,
and ϕ1 is a positive eigenfunction for the principal eigenvalue λ1 ¡ 0 of ∆D. Therefore,
zp0q  ξ
» am
0
b2paq
»
Ω
ϕ1vpaq dadx ¤ ξ
» am
0
b2paqe
λ1a da zp0q .
Actually, this inequality is strict and zp0q ¡ 0 due to v P 9W q and (5.1). So ξ ¡ 1 by (1.6). 
In the sequel, let ξ ¡ 1 be arbitrarily fixed. The remainder of the proof of Theorem 1.4 is then very
similar to the one of Theorem 1.2, and we give merely a brief sketch of the proof mainly pointing out the
differences. Due to (1.6) and Lemma A.3 we have
η2 : η2pξq :
1
rpH
rα2vξsq
P p1,8q . (5.2)
We linearize around pη2, 0, vξq P B2 by writing solutions to (1.14)-(1.15) subject to (1.3)-(1.4) in the form
pη, u, vq  pη, u, vξ  wq P RWq Wq with
pu,wq  Kˆpηqpu,wq   Rˆpu,wq  0 . (5.3)
Hereby,
Kˆpηqpu,wq :

Z˜1p0, ηUq
Zˆ2pβ2uvξ, ξW q


, Rˆpu,wq : 

Zˆ1pα1u
2
  α2uw, 0q
Zˆ2pβ1w
2
 β2uw, 0q


for pu,wq PWq Wq with
Zˆ1 :
 
Ba ∆D   α2vξ, γ0q
1
P LpLq W
22{q
q,D ,Wqq ,
Zˆ2 :
 
Ba ∆D   2β1vξ, γ0q
1
P LpLq W
22{q
q,D ,Wqq .
Exactly as in the previous sections we deduce with the aid of [10, 20]: there is a continuum C13 of solutions
pη, u, vq to (1.14)-(1.15) subject to (1.3)-(1.4) in R  Wq  Wq emanating from pη2, 0, vξq P B2 and
satisfying the alternatives
(i) C13 is unbounded in RWq Wq , or
(ii) there is η P tζ P R; dimpkerp1 Kˆpζqqq ¥ 1u with η  η2 and pη, 0, vξq P C13, or
(iii) there is pη, u, vξ  wq P C13 with pu,wq P rgp1 Kˆpη2qqztp0, 0qu.
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Close to pη2, 0, vξq, the continuum C13 is a continuous curve in R   9W q  9W q . We define
C3 : C
1
3 X pR
 

9W
 
q 
9W
 
q q  H ,
and note that η ¡ 1 for pη, u, vq P C3 by reproducing the proof of Lemma 5.1.
Lemma 5.2. The continuum C3 is either unbounded in R   9W q  9W q or joins B2 with B1.
Proof. Assume that C3  C13, that is, C13  R  9W q  9W q . Then alternative (ii) above is impossible while
alternative (iii) can be ruled out with the same argument as in the proof of Lemma 3.7. Thus, if C3  C13,
then it is unbounded in R  9W q  9W q . Suppose that C3 is a proper subset of C13. Let ppηj , uj, vjqqjPN be a
sequence in C3 converging toward pη, u, vq P C13zC3 with pη, u, vq  pη2, 0, vξq, so u  0 or v  0. As the
only solutions close to B0 lie on the curve B1, the case pu, vq  p0, 0q is impossible. If u  0 but v  0,
then pη, u, vq  pη, 0, vq and so, since ξ ¡ 1, v  vξ by Theorem A.4. A similar, but simpler argument
as in Lemma 3.7 (see also [20, Lem.6.5.3] or [29, Lem.4.5]) then implies that η  η2. This yields the
contradiction pη, u, vq  pη2, 0, vξq. Therefore, the only remaining possibility is that v  0 but u  0 from
which pη, u, vq  pη, uη, 0q P B1 according to (1.14), (1.3), and Theorem A.4. This proves the claim. 
The next lemma implies, in particular, that if C3 is unbounded in R  9W q  9W q , then it is unbounded
with respect to the parameter η:
Lemma 5.3. Given M ¡ 1 there is cpMq ¡ 0 such that }u}Wq   }v}Wq ¤ cpMq whenever pη, u, vq P C3
with η ¤M .
Proof. Let pη, u, vq P C3 with η ¤M . Recall ξ, η ¡ 1 and observe
Bav ∆Dv  β1v
2
 β2uv ¤ β1v
2 , vp0q  ξV ,
whence
0 ¤ vpaq ¤ vξpaq ¤ κξ
2 , a P J , (5.4)
by Lemma A.1 and Theorem A.4. Similarly,
0 ¤ upaq ¤ uηpaq ¤ κη
2
¤ κM2 , a P J . (5.5)
Hence
}upaq}
8
  }vpaq}
8
¤ cpMq , a P J .
and we conclude with the help of Lemma 2.1. 
To show that C3 joins B2 with B1 for certain values of ξ, we require the following auxiliary result.
Recall that ϕ1 is the positive eigenfunction of ∆D corresponding to the principal eigenvalue λ1 ¡ 0 with
}ϕ1}8  1.
Lemma 5.4. Set µ1 : λ1   α2κξ2 and m0 : eα2κξ
2am
. Given η ¡ m0 let zηpaq : fηpaqϕ1, a P J ,
where
fηpaq :
µ1
cηµ1eµ1a  α1
, a P J , cη :
α1
µ1
η  eλ1am
η m0
.
Then zη is increasing in η P pm0,8q and zη ¤ u on J  Ω for any (η, u, vq P C3 with η ¡ m0.
Proof. Note that f 1η   µ1fη  α1f2η , whence
Bazη ∆Dzη  α1z
2
η  α2κξ
2zη  F on J  Ω ,
where F : α1pfη  zηqzη ¥ 0. Due to the definition of cη ¡ α1{µ1 and (1.6), it is easily seen that
zηp0q ¤ ηZη. The comparison principle stated in Lemma A.2, (5.4), and (1.14) then yield u ¥ zη on JΩ
for any (η, u, vq P C3 with η ¡ m0. That zη is increasing in η P pm0,8q follows from Bηfηpaq ¡ 0
for a P J . 
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We remark that (2.4), Lemma 5.4, Lemma A.3, and Theorem A.4 ensure that both maps η ÞÑ rpHˆ
rβ2zηsq
and η ÞÑ rpHˆ
rβ2uηsq belong toC
 
pm0,8q, p0, 1q

and are strictly decreasing with rpHˆ
rβ2uηsq ¤ rpHˆrβ2zηsq
for η ¡ m0 and limηÑ0 rpHˆ
rβ2uηsq  1, hence
 
lim
ηÑ8
rpHˆ
rβ2uηsq

1
¥
 
lim
ηÑ8
rpHˆ
rβ2zηsq

1
: N P p1,8s
is well-defined.
Remark 5.5. As Lemma 5.4 ensures }zη}8 Ñ8 for η Ñ 8, we conjecture N  8.
Note that for any ξ P p1, Nq there is a unique η3 : η3pξq ¡ 1 such that
ξ rpHˆ
rβ2uη3 s
q  1 . (5.6)
In this case, the continuum C3 connects B2 with B1 and the value of η3 determines the point where C3
joins up with B1:
Corollary 5.6. If ξ P p1, Nq, then C3 joins up with B1 at the point pη3, uη3 , 0q.
Proof. Let ξ P p1, Nq. If pη, u, vq P C3 with η ¡ m0, then u ¥ zη by Lemma 5.4, hence
1  rpξHˆ
rβ1v β2usq ¤ rpξHˆrβ2zηsq
owing to Lemma A.3 and (2.8). Since the right hand side tends to ξ{N   1 as η Ñ8, there must be some
M Mpξq ¡ 1 such that η ¤M for any pη, u, vq P C3. Thus C3 joins up with B1 due to Lemma 5.2 and
Lemma 5.3, say, at pηˆ, uηˆ, 0q. To determine ηˆ we first recall that
pη, u, vq  pη, uη  w, vq P RWq Wq
solves (1.14)-(1.15) subject to (1.3)-(1.4) if and only if pη, w, vq P RWq Wq solves
Baw ∆Dw  α1w
2
 2α1uηw   α2uηv  α2vw , wp0q  ηW , (5.7)
Bav ∆Dv  β1v
2
 β2vpuη  wq , vp0q  ξV , (5.8)
where we put
W :
» am
0
b1paqwpaq da , V :
» am
0
b2paq vpaq da .
Introducing
T :
 
Ba ∆D, γ0q
1
P LpLq W
22{q
q,D ,Wqq
and the operators
K

pηqpw, vq :

T p2α1uηw   α2uηv, ηW q
T pβ1uηv, ξV q


, R

pw, vq : 

T pα1w
2
 α2vw, 0q
T pβ1v
2
  β2wv, 0q


acting on pw, vq PWq Wq , equations (5.7), (5.8) are equivalent to
pw, vq K

pηqpw, vq  R

pw, vq  0 . (5.9)
The operators K

and R

possess the properties stated in (3.14)-(3.16). Now, as C3 joins up with B1 at
pηˆ, uηˆ, 0q, there is a sequence ppηj , uj, vjqqj in C3 converging to pηˆ, uηˆ, 0q. Set wj : uηj  uj and note
that wj PW q according to (5.5). As uη depends continuously on η, formulation (5.9) and the properties of
K

and R

readily imply (see, e.g., the proof of [20, Lem.6.5.3] or Lemma 3.7) that
pwj , vjq
}pwj , vjq}WqWq
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converges to some eigenvector pφ, ψq P W q  W q of Kpηˆq associated to the eigenvalue 1 and thus
satisfying (5.7), (5.8) with η  ηˆ when higher order terms are neglected:
Baφ∆Dφ  2α1uηˆφ  α2uηˆψ , φp0q  ηˆΦ ,
Baψ ∆Dψ  β2uηˆψ , ψp0q  ξΨ .
Suppose ψ  0. Then the first equation yields φp0q  ηˆH
r2α1uηˆsφp0q and thus, since φp0q P W
22{q
q,D zt0u,
we obtain from Lemma A.3 and (2.9) the contradiction
1 ¤ ηˆr
 
H
r2α1uηˆs

  ηˆr
 
H
rα1uηˆs

 1 .
Therefore, ψ  0 and hence ψp0q P W 22{qq,D zt0u. The equation for ψ ensures ψp0q  ξHˆrβ2uηˆsψp0q,
whence ξrpHˆ
rβ2uηˆsq  1. We conclude ηˆ  η3 according to (5.6). 
Finally, we show that C3 connects the two semi-trivial branches if assumption (1.16) holds.
Corollary 5.7. Suppose (1.16) and let ξ ¡ 1 be arbitrary. Then the η-projection of C3 is contained in the
interval p1, ξs. In particular, C3 joins B2 with B1.
Proof. Given Φ PW 22{q, q,D and u, v PW q we have
 
H
rα1u α2vs  Hˆrβ1v β2us

Φ 
» am
0
 
b1paq  b2paq

Π
rβ1v β2uspa, 0qΦda
 
» am
0
b1paq
 
Π
rα1u α2vspa, 0q Πrβ1v β2uspa, 0q

Φda .
Since α1u  α2v ¤ β1v   β2u by (1.16), the parabolic maximum principle implies
 
Π
rα1u α2vspa, 0q Πrβ1v β2uspa, 0q

Φ ¥ 0 on Ω , a P J ,
whence H
rα1u α2vs ¥ Hˆrβ1v β2us by the above equality from which
rpH
rα1u α2vsq ¥ rpHˆrβ1v β2usq
due to [1, Thm.3.2(v)]. Thus, given pη, u, vq P C3 we have
1  ξrpHˆ
rβ1v β2usq ¤ ξrpHrα1u α2vsq 
ξ
η
by (2.8) and (2.7). So the η-projection of C3 is contained in p1, ξs. Due to Lemma 5.2 and Lemma 5.3, this
in particular implies that C3 joins B2 with B1. 
This completes the proof of Theorem 1.4.
APPENDIX A. AUXILIARY RESULTS: SEMI-TRIVIAL BRANCHES
In this appendix we collect certain results regarding the parameter-dependent equation
Bau∆Du  α1u
2 , up0, q  η
» am
0
b1paqupa, q da . (A.1)
Most of these results have been proved in [29].
Suppose (1.5) and (1.6) in the following. We first recall a comparison principle (see [29, Lem.3.2])
for parabolic equations with nonlocal initial conditions of the form A.1, which, in particular, guarantees
uniqueness of positive solutions:
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Lemma A.1. Let η ¡ 1 and F P L q . Suppose u, v P 9W q satisfy either
Bau∆Du  α1u
2
  F in J  Ω , up0q ¥ η
» am
0
b1paqupaq da ,
Bav ∆Dv  α1v
2 in J  Ω , vp0q  η
» am
0
b1paq vpaq da ,
or
Bau∆Du  α1u
2 in J  Ω , up0q  η
» am
0
b1paqupaq da ,
Bav ∆Dv  α1v
2
 F in J  Ω , vp0q ¤ η
» am
0
b1paq vpaq da .
Then u ¥ v.
Along the lines of the proof of [29, Lem.3.2] one may also derive the following variant:
Lemma A.2. Let η ¡ 1 and F P L q . Let R ¡ 0 and suppose u,w, v P 9W q with v ¤ R on J  Ω satisfy
Bau∆Du  α1u
2
 α2uv in J  Ω , up0q  η
» am
0
b1paqupaq da ,
Baw ∆Dw  α1w
2
 α2Rw  F in J  Ω , wp0q ¤ η
» am
0
b1paqwpaq da .
Then u ¥ w.
Properties of solutions to (A.1) are connected to operators of the form H
rhs as introduced in Section 2.
The next lemma is a consequence of the famous Krein-Rutman theorem [1, Thm.3.2] and gives information
about the spectral radii of such operators. We refer to [29, Lem.3.1] for a proof. Actually, the proof of
Lemma A.1 given in [29] is based on the next lemma.
Lemma A.3. For h P C̺pJ,CpΩ¯qq with ̺ ¡ 0, the operator H
rhs P KpW
22{q
q,D q is strongly positive, i.e.
(2.3) holds. In particular, the spectral radius rpH
rhsq ¡ 0 is a simple eigenvalue with an eigenfunction
B
rhs belonging to intpW
22{q, 
q,D q. It is the only eigenvalue of Hrhs with a positive eigenfunction. Moreover,
if h and g both belong to C̺pJ,CpΩ¯qq with g ¥ h but g  h, then rpH
rgsq   rpHrhsq.
Finally, we gather results from [29] about properties of solutions to (A.1) being fundamental for the in-
vestigation of (1.1)-(1.4). Recall that λ1 ¡ 0 is the principal eigenvalue of∆D with positive eigenfunction
ϕ1 (normalized such that }ϕ1}8  1).
Theorem A.4. For each η ¡ 1 there is a unique solution uη P W q zt0u to equation (A.1). The mapping
pη ÞÑ uηq P C
8
pp1,8q,Wqq is real analytic with }uη}Wq Ñ 0 as η Ñ 1 and }uη}Wq Ñ 8 as η Ñ 8.
There is κ ¡ 0 such that, for η ¡ 1,
κη2 ¥ uηpaq ¥
λ1
α1
η  1
ηpeλ1a  1q   1 eλ1pamaq
ϕ1 on Ω, a P J , (A.2)
and B
Bη
uηpaq P intpW
22{q, 
q,D q for a P J . If η1 ¡ η2, then uη1 ¥ uη2 . Finally, if η ¤ 1, then (A.1) has no
solution in W q zt0u.
The proof of this theorem is given in [29, Thm.2.1, Cor.3.3, Lem.3.6, Lem.3.7] except for the analyticity
of the mapping η ÞÑ uη. However, this follows exactly as in the proof of [29, Thm.2.1] (see subsection 3.3
therein) by taking into account the real analyticity of the mapping
Γ : p1,8q Wq Ñ Lq W
22{q
q,D , pη, uq ÞÑ

Bau∆Du  α1u
2 , up0q  η
» am
0
b1paqupa, q da


and invoking the implicit function theorem for analytic maps, e.g. [6, Thm.4.5.4].
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