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In the absence of dictionaries, translators, or grammars, it is still possible to
learn some of the words of a new language by listening to spoken descriptions
of images. If several images, each containing a particular visually salient ob-
ject, each co-occur with a particular sequence of speech sounds, we can infer
that those speech sounds are a word whose definition is the visible object.
A multimodal word discovery system accepts, as input, a database of spo-
ken descriptions of images (or a set of corresponding phone transcriptions)
and learns a mapping from waveform segments (or phone strings) to their
associated image concepts. In this thesis, we propose a novel framework for
multimodal word discovery systems based on statistical machine translation
(SMT) and neural machine translation (NMT). We extend the existing the-
oretical frameworks on unsupervised word discovery and demonstrate a class
of effective models for end-to-end word discovery from image regions and
spoken descriptions. Finally, we provide a careful ablation study on compo-
nents of my system and present some of the challenges in multimodal spoken
word discovery.
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As one of the fundamental problems in machine perception and information
technology, modern automatic speech recognition (ASR) has seen tremen-
dous progress in the last two decades thanks to the availability of large
datasets and novel statistical machine learning algorithms based on hidden
Markov models (HMMs) [1], finite state transducers (FSTs) [2] and the more
recent sequence-to-sequence neural networks [3, 4]. While the earlier mod-
els for ASR such as HMM and FST are generative, in the sense that they
try to estimate the probability distribution of the speech waveform before
predicting its label, the neural approach is discriminative and learns to pre-
dict the label of the speech waveform directly by approximating the highly
nonlinear decision boundaries of classes with a multi-layer structure. The
discriminative approach has many advantages over the generative approach:
First, it removes various artificial conditional independence assumptions of
the generative approach on the underlying production process of speech, and
is therefore are better at modelling long-term dependency between sound
units [3]. Second, while the HMM-based approaches are usually trained to
predict consonants and vowels, or phonemes, and require a pronunciation dic-
tionary to translate a word from sound categories to its written form, many
neural network systems can predict characters directly from speech. Lastly,
the multi-layer structure of the neural network enables it to learn a good
representation of the speech waveform in its hidden layers, often one or two
layers before the classification layer, called the embedding vector. Since the
embedding vector is close to the classification layer, it often possesses nice
geometric properties for classification. In a fully trained neural ASR system,
the embedding vectors representing the same sound category often gather
around to form a cluster-like structure well-separated from embedding vec-
tors of other sound categories [5]. The hand-crafted phoneme-level speech
features such as MFCCs, on the other hand, tend to have a less obvious
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and separable geometric structure, with potentially many separate clusters
for each phone unit and have shown empirically to perform worse for phone
classification, especially compared to embedding vectors in middle-to-deep
layers of the Seq2Seq model [5].
However, the advantages of the discrimative neural approach come with se-
rious limitations. Despite being a useful feature for classification, the hidden
representation of the neural network is highly task-specific [6, 7], language-
dependent [8, 9, 10, 11] and sensitive to noise [12, 13]. Such an embedding
tends to remove important speech information that is irrelevant to recogni-
tion, but is nevertheless useful for tasks such as speech synthesis and voice
style transfer [14]. Further, such a representation is less useful for languages
with a drastically different taxonomy of speech units from the training lan-
guage and for languages not having standardized writing system or inventory
of speech units. When the testing language is different, the existing ASR
systems may confuse between sounds that belong to the same class in the
training language but are distinguished in the test language, and as a result
will require training a separate model for each language [8, 9, 10, 11]. Worse
still, for the unwritten language, it is impossible to train a supervised ASR
system on the target language. In fact, the lack of annotation resources is
a general phenomenon as annotation comprehensive and abundant enough
to train the ASR system has been too expensive to acquire for all but a few
languages, such as English and Mandarin. There are about 7000 languages in
the world, and as of May 2020, about a 40% of them are endangered languages
that either do not have standard written forms or orthography to create tex-
tual transcription, or cannot generate any more transcription resources due
to decay of its speaker population [15]. Projects like Phoible have tried to
address this problem by creating phone-level transcriptions for about 2000
languages [16]. Despite the painstaking effort by linguists to create phone-
level transcriptions for many of the endangered languages, the majority of
the languages still do not have standard phone-level transcriptions. As of
May 2020, popular ASR tools such as Siri and Google ASR support about
10-20 languages, and over 99% of the languages do not have enough audio
recordings with clean transcripts to train a state-of-the-art ASR system.
Researchers in the speech community have been actively developing ASR
systems that require less annotation resources for low-resource languages.
There are two main approaches: the unsupervised learning approach and the
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weakly supervised learning approach. The unsupervised system aims to dis-
cover phoneme-like or word-like units from raw audio [17, 18, 19]. Since no
textual labels are available, the models try to find recurring patterns in the
speech and form clusters of different patterns. A fully Bayesian framework is
often used to accomplish the goal. However, the unsupervised task has been
shown to be quite challenging and require expensive sampling operations dur-
ing training. On the other hand, the weakly supervised approach allows noisy
or related annotations for the speech signal that are easier to obtain than ex-
act transcription of the audio, thus simplifying the problem and potentially
relaxing the requirement on the amount of data. Some models have used
translation from a low resource language to a rich resource one as the weak
labels and attempted to learn word-level representation of speech by train-
ing the model to directly translate the audio to the rich resource language
[20]. Others have gathered noisy transcriptions from non-native speakers of
the low resource language to train the ASR system [21]. Motivated by the
inherent multimodality of the human language acquisition process, which re-
sembles the low-resource scenario, another class of models have employed an
additional sensory modality such as images as weak labels to learn a word-
level and even sentence-level representation of the spoken description of the
image [22, 23], though a purely neural network-based approach often requires
a much larger amount of training data than most low-resource languages can
afford. The recent multimodal approach has used a hybrid system composed
of a neural network and a Bayesian network to improve the data efficiency of
the system. Also inspired by the human speech communication process, an-
other weakly supervised approach called cycle consistency training employs
unpaired speech and text data and jointly trains an ASR system and a text-
to-speech synthesis system using the same embedding layer [24]. Although
not directly designed for a low-resource setting, such an approach has the po-
tential to learn a general-purpose speech representation on the level of sound
units. Further, it is possible to combine many of the approaches above to
obtain a joint representation for speech units.
In this work, we are interested in answering a few fundamental questions
for low-resource word discovery: First, what kind of information does an
image provide for a learner that might help him or her to discover words in
the spoken description? And how different is this kind of information from
the contextual information provided within the spoken description itself?
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Further, what kind of acoustic and image features are best able to reduce
the incommensurability of the information in images and speech?
The rest of the thesis is organized as follows: Chapter 1 gives an overview
of probabilistic inference and existing works on unsupervised and multi-
modal word discovery. Chapter 3 formulates the multimodal word discovery
problem by drawing a connection between acoustic word discovery and the
alignment problem in statistical machine translation, and derives an EM
algorithm for learning alignments between image concepts and phone la-
bels. Chapter 4 describes another class of EM algorithms capable of learning
alignments between image concepts and unlabelled, unsegmented spoken sen-
tences. Chapters 5 and 6 develop joint clustering and alignment algorithms
to learn directly from unlabelled speech and image regions. Chapter 5 fo-
cuses on variational inference techniques, while chapter 6 focuses on neural
network algorithms, namely, encoder-decoder networks with attention mech-
anisms and a novel HMM-DNN hybrid system with a statistical alignment
mechanism based on an exact EM algorithm.
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CHAPTER 2
RELATED WORK AND BACKGROUND
2.1 Related Work
The task of word discovery is to segment and cluster speech or phone se-
quences into sequences that correspond to word units. Automatic word
discovery, if successful, would be a useful speech technology for unwritten
languages and for languages in which obtaining word segmentation and a
lexicon manually are prohibitively expensive. Automatic word discovery sys-
tems exist (e.g., [25, 26, 27]), but the task is quite challenging; therefore
we employ an alternative source of information: images. If each utterance
is known to be a spoken description of an image, then the set of concepts
visible in the image can be seen as a bag of noisy word labels for the speech.
Several works have used raw audio to discover word units. Methods that
imitate child language acquisition often begin by finding recurring patterns
in audio [25, 28]. Non-parametric Bayesian hidden Markov models (HMMs)
have been widely used in word-unit discovery and various other clustering
problems with audio; e.g., a latent Dirichlet process with HMM acoustic
models can be used to jointly segment and cluster raw audio into sub-word
units [17, 29], or the HMM can be regularized using an L-p norm as a spar-
sity constraint to encourage purer clusters [26]. Using word embeddings as
features, it is possible to perform automatic word discovery by modeling
each word as a Gaussian mixture model with a Dirichlet prior on its param-
eters; the model can be trained using expectation maximization (EM), or
using a weighted K-means algorithm [27]. The Dirichlet-prior Gaussian mix-
ture model out-performed all other systems by around 10% (30% in F-score)
during the 2017 zero-resource challenge [30]. Other works have focused on
discovering word units from phone sequences or character sequences, such as
models based on Pitman-Yor process [31].
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A related task to the unsupervised spoken word discovery is query-by-
example keyword search in audio, which aims to only search for a collection
of keywords and leaves the rest of the speech as background. The most recent
widely published benchmark evaluation of this task was the NIST OpenKWS
evaluation set on the language Georgian. The Kaldi OpenKWS system [32]
trained a DNN-HMM hybrid system and decoded the OOV queries by fusing
the decoding scores on word-level (with proxy word), phoneme-level and
morpheme-level lattices to maximize the ATWV score. The BBN system
[33] combined several acoustic models based on DNN, LSTM and CNN on
subword units to perform joint decoding and handled OOV queries on the
sub-word unit. The STC keyword search system [34] combined 9 different
acoustic models based on DNN and GMM with a phone-posterior based OOV
decoder [35].
A multilingual approach for spoken word discovery has been proposed by
[36], who developed a variant of the IBM model 3 SMT to discover word
units of an under-resourced language by aligning parallel texts in a high-
resourced language. The same task has been attempted [37] using NMT
with attention [38] to align speech or phone sequences to the word labels
of the high-resourced language; modifications of the attention mechanism
to ensure coverage and richer context. If the true phone sequence in the
under-resourced language is unknown, pseudo-phone labels generated by an
unsupervised non-parametric Bayesian model [29] can be used as input to
the NMT [20].
The database used in this thesis was first published as an image captioning
corpus, for which the baseline system [39] used IBM model I and II [40]
combined with Kernel Canonical Component Analysis (KCCA) for mapping
both image and text to a joint space. Later papers [41, 42] developed a
two-branch neural network system to learn the joint representation of image
and text. The speech files were first used to train an end-to-end image
retrieval system [43, 22], and were then further analyzed to discover word-
like units [44]. The task of multimodal word discovery was, we believe, first
proposed in [44], where it was performed as a generalization of the image
retrieval problem: every possible subsegment of the audio file was tested as




The set yi:j = [yi, . . . , yj] comprises variables with indices from i to j. The
term i.i.d stands for independent, identically distributed. For ease of no-
tation, both probability density function and probability mass function will
be called probability distributions and sums and integrals will be used in-











as the cross entropy between probability distri-





as the Kullback-Leibler (KL)
divergence of two probability distributions p and q.
2.3 Probabilistic Inference
2.3.1 Maximum Likelihood and Maximum A Posteriori
Estimation
A question that arises frequently in learning is to find hidden structures (θ, z)
from partial and noisy experimental observations x = x1, · · · , xn, where Θ is
some set of intrinsic quantities that remains fixed as more observations are
created, known as model parameters, and z are random variables of interests
that are not observed in the experiment. For example, in speech recognition,
the observations x are the speech waveform recorded by a microphone, the
hidden structure z is the textual transcription of the speech waveform, the
model parameters are simply the parameters of the probability distribution
of the speech given its transcription.
Suppose we want to guess the model parameters given the observations,
the optimal choice will be to guess the parameter with the highest probability
(density):






which is known as the maximum a posteriori (MAP) estimation, and condi-
tional probabilities given the observations p(·|x) are called posterior probabil-
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ities while probabilities given the model parameters are called the likelihood.
Unfortunately, we do not have a model of the model parameters unless we
introduce some “hyper-parameters”. For this reason, another simpler rule is
often used:
Θ∗ML = arg max
Θ
p(x|Θ), (2.3)
called the maximum-likelihood (ML) estimation. ML estimation can be




The marginal likelihood p(x|Θ) =
∑
z p(z|Θ)p(x|z,Θ) can be hard to opti-
mize even for simple hidden variable models due to the summation over all
combinations of the hidden variable. One example is the Gaussian mixture
model (GMM) p(xi|c1, µ,Σ) =
∑K
k=1 ckN (xi|µk,Σk) with Θ = {ck, µk,Σk}Kk=1.





log p(xi|Θ) + λ(
∑
k
ck − 1), (2.4)
Suppose the variances are fixed, and we set its gradients with respect to the















Σk(xi − µk) = 0, (2.6)
(2.7)
for k = 1, · · · , K. As can be seen, finding the optimal ML estimator will
require solving a nonlinear equation of the model parameters and may be
time-consuming and numerically unstable. However, its joint distribution of
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the hidden and observed variables p(x, z|Θ) is simply a Gaussian distribution.
If we know z, the optimal parameters are simply:
ck =







|{i : zi = k}|
. (2.9)
Although we do not have exact knowledge about the hidden variables z, it
is still possible to optimize a lower bound of the marginal likelihood in terms
of the joint likelihood. One such an approach is the Expectation Maximiza-
tion (EM) algorithm, proposed by [45].
Algorithm
The lower bound used in the EM algorithm is most conveniently expressed




p(z|x, Θ̄) log p(x, z|Θ) = E[log p(x, z|Θ)|x, Θ̄], (2.10)
where Θ̄ is the estimated parameter in the previous iteration and Q(Θ|Θ̄) is
called the Baum auxiliary function. The algorithm then alternates between
updating the weights on the joint log likelihoods and updating the parameter
to maximize the weighted average sum as follows:
1. Initialize Θ := Θ(0) and define some tolerance level ε
2. While |Q(Θ|Θ̄)−Q(Θ̄|Θ̄)| > ε, repeat the following:
(a) E-step Compute the posterior probability:
p(z|x, Θ̄) = p(z|Θ̄)p(x|z,Θ)∑
z p(z|Θ̄)p(x|z,Θ)
. (2.11)
and the Baum auxiliary function Q(Θ̄|Θ̄)
(b) M-step Find the parameter M(Θ) := arg maxΘQ(Θ|Θ̄).
To study the properties of the EM algorithm, we first prove the previous






p(z|Θ̄) log p(x, z|Θ)−
∑
z




p(z|Θ̄) log p(z|Θ̄) +D(p(z|Θ̄)||p(z|xΘ)) (2.13)
≥ Q(Θ|Θ̄), (2.14)
due to the nonnegativity of entropy and KL-divergence.
One can show further that optimizing the lower bound over Θ leads to
higher likelihood, by proving the following theorem:
Theorem 2.1. Let Θ be the parameter of probability density function p(x|Θ)
and M(Θ) be the parameter after one M-step of the EM algorithm, then:
p(x|M(Θ)) ≥ p(x|Θ). (2.15)
Proof. By the definition of M(Θ) and the M-step of the EM algorithm:
Q(M(Θ)|Θ)−Q(Θ|Θ) ≥ 0, (2.16)
and further, using definitions of entropy and cross entropy functions:
H(p(z|x,Θ), p(z|x,M(Θ)))−H(p(z|x,Θ)) = D(p(z|x,Θ)||p(z|x,M(Θ))) ≥ 0.
(2.17)
Therefore, combining the two inequalities:




Using the Baum auxiliary function, we can find an approximate solution
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of the optimal parameters of GMM. To this end, define the Lagrangian as:
L(Θ) = Q(Θ|Θ̄) + λ(
K∑
k=1
ck − 1). (2.20)









i=1 p(zi = k|x, Θ̄)
ck
− λ = 0
⇒ c∗k =
∑N
i=1 p(zi = k|x, Θ̄)
N
.
Similarly, we can show the update formula for the mixture means and co-
variances µk and Σk to be:
µ∗k =
∑N
i=1 p(zi = k|x, Θ̄)xi∑N
i=1 p(zi = k|x, Θ̄)
Σ∗k =
∑N
i=1 p(zi = k|x, Θ̄)(xi − µk)(xi − µk)>∑N
i=1 p(zi = k|x, Θ̄)
.
The parameters returned by the EM algorithm have an intuitive inter-
pretation. For concreteness, consider again the case of GMM. In the case
when all the variables are observable, the mixture priors are simply the oc-
currence counts of the hidden variables and the mean of mixture k is simply
the unweighted average of the observations xi for which assignment zi is k.
Suppose we are interested in only optimizing one parameter at a time using































p(zi = k|x,Θ)− λ (2.22)
⇒ck =
∑N
i=1 p(zi = k|x,Θ)
N
. (2.23)
Thus, ck can be interpreted as the fractional counts of each observation be-
longing to mixture k. Applying similar reasoning on k, we have:
µk =
∑N
i=1 p(zi = k|x,Θ)xi∑N




i=1 p(zi = k|x,Θ)(xi − µk)(xi − µk)>∑N
i=1 p(zi = k|x,Θ)
. (2.25)
Notice that this formula is the same as the EM algorithm except that Θ
appears on both sides of the equation. If we let the Θ on the right-hand
side to be Θ̄, the equations become the iterative formula used in the M-step
update.
2.3.3 Variational EM Algorithm
As mentioned before, one reason that p(x|Θ) is out of favor is because
of its computational complexity. Consequently, the posterior probability
p(z|x,Θ) = p(z,x|Θ)
p(x|Θ) also becomes quite expensive to evaluate because its
normalization factor is exactly p(x|Θ). Instead of evaluating the posterior
probabilities exactly, the second approach tries to approximate the posterior
by solving an optimization problem based on another lower bound on the
12













































where q(·) is an auxiliary probability distribution on the hidden variables z.
Notice that the ELBO is a strictly concave function of q and therefore the
equality holds if and only if q(z) ≡ p(z|x); that is, to maximize ELBO ex-
actly, the auxiliary probability has to be the true posterior. Therefore, we
effectively convert the problem of computing the posterior distribution into
an optimization problem on the auxiliary probability distribution, and thus
avoid the need for computing the intractable integral or summation in the
normalization factor. Of course, evaluating the intractable integral will still
be necessary if we want to maximize the ELBO of a joint distribution exactly,
but we can also optimize ELBO approximately and perhaps more efficiently.
Such a framework of turning an integral problem into an optimization prob-
lem for probabilistic inference is called variational inference (VI). As we will
discuss later, this flexibility of balancing between computation and precision
is why VI is a powerful framework for probabilistic inference.
To find an approximately optimal auxiliary probability distribution for
ELBO, we can rewrite the ELBO as follows:
ELBO(q) = H(q) + Eq(z) log p(x, z|Θ)], (2.30)
whereH(p) is the entropy of the distribution p. Therefore, maximizing ELBO





LT (q) := max
q
H(q) + TEq(z)[log p(x, z|Θ)], (2.31)
with the Lagrangian multiplier T = 1. LT is also known as the free energy
in physics with the Lagrangian multiplier as the temperature of the system.
To allow an efficient approximation of the posterior probability, we may as-
sume the auxiliary probability q can be composed into simpler probability
distribution, or equivalently, the hidden variables under distribution q satis-
fies certain independence assumption. Suppose we have a decomposition of





where z = (z1, · · · , zM). Using the chain rule of the joint entropy on inde-














qm(z)Eq−m(z−m)[log p(x, z|Θ)] (2.34)
for all m = 1, · · · ,M , where q−m(z−m) :=
∏M
l 6=m ql(zl), and the ∝ simply
ignores terms that do not directly contain qm, the m-th component of the
auxiliary probability function. Therefore, the mean-field assumption allows
a decomposition of the ELBO into M smaller MaxEnt problems, depend-
ing on the decomposition of the auxiliary probability function q. While the
optimizations between different qm are still intercorrelated, we can approxi-
mate the optimization by maximizing the ELBO one qm at a time, a general
strategy known as coordinate ascent. Using the general formula for MaxEnt
problem and treating the second term as the Lagrangian multiplier term of
a linear constraint with coefficients Eq−m(z−m)[log p(x, z−m, zm = z|Θ)], ∀z:
q∗m(z) =
exp(Eq−m(z−m)[log p(x, z−m, zm = z|Θ)])∑
z exp(Eq−m(z−m)[log p(x, z−m, zm = z|Θ)])
, (2.35)
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for m = 1, · · · ,M . Notice that the main computation involved in comput-
ing such auxiliary functions is to compute expectations at the exponents.
However, since the joint distribution is inside the logarithm, it allows the
summation over the hidden variables to be decomposed and computed in
polynomial time. And since the complete posterior is simply the product of
a linear number of such smaller auxiliary functions, computing the approxi-
mate posterior can be done in polynomial time.
Further, let the joint probability be from the exponential family p(x, z) =
b(x, z) exp(Θ>t(x, z))/A(Θ), then we have:
Eq−m(z−m)[log p(x, z−m, zm = z|Θ)]
=Θ>Eq−m [t(z−m, zm = z,x)] + Eq−m [log b(x, z−m, zm = z)]− logA(θ)
(2.36)
∝Θ>Eq−m [t(z−m, zm = z,x)] + Eq−m [log b(x, z−m, zm = z)]. (2.37)
Therefore, the auxiliary probability qm(z)’s are from exponential families
with tm(z) = Eq−m [t(z−m, zm = z,x)], bm(z) = exp(Eq−m [log b(x, z−m, zm =
z)]) and Am(Θ) =
∑
z bm(z) exp(Θ
>tm(z)). Further, the optimal model pa-













= Eq(z)[t(z,x)]− Ep(z)[t(z,x)] = 0 (2.40)
=⇒ Eq(z)[t(z,x)] = Ep(z)[t(z,x)], (2.41)
a relation similar to the EM algorithm, by simply replacing the true posterior
with the auxiliary probability function.
A quite general and useful application of the mean-field VI is for MAP esti-
mation. As mentioned before, to perform MAP estimation, we need to model
the model parameters as hidden variables and introduce hyperparameters for
prior probabilities of the model parameters. The purpose of introducing such
priors is two-fold: First, it helps to incorporate inductive bias of the param-
eters. For example, we may introduce a prior to penalize overly complicated
models and prefer simpler and more intuitive models; second, it helps to cor-
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relate contextual information between variables that can be hard to model
with simplistic independence assumptions, using an so-called non-parametric




To allow efficient inference, we often use special prior distributions that
match the distributions of the their corresponding latent variables, called the
conjugate priors. For categorical random variables with distribution vector
π := [p(z = 1), · · · , p(z = K)] such as the image labels and the alignment
variables, one conjugate prior is the Dirichlet distribution with parameter








When K = 2, the distribution is also called the Beta distribution.
Conjugate priors for a random variable need not to be unique. For exam-
ple, another possible conjugate prior for the categorical variable is the stick-
breaking distribution with parameter γ0 = [γ01, · · · , γ0K ], γ1 = [γ11, · · · , γ1K ].
But in this case, we assume the distribution parameters to be of the form
πk = vk
∏






to ensure πk sums to 1 for finite K, vK ≡ 1. Notice that in this case πk’s
are assumed to be non-increasing and decays in a way similar to a geometric
series.







= ((1− vj+1)(1− vj)− 1)
j−1∏
k=1
(1− vk) < 0.
Such a prior distribution is good at modeling imbalanced data distribution
such as words in a natural language and object categories in a natural images.
Suppose the hidden variables zm’s are i.i.d multinomial random variables
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with p(zm = k) =: πk and π has a Dirichlet prior with hyperparameters
α := [α1, · · · , αK ]. Using the mean-field posterior estimate in Eq. (2.35)
with z1 := Θ and z2 := z, we have:
log q(π) ∝ Eq(z)[log p(π, z,x|α)] (2.45)





































k − 1) log πk, (2.50)
where α
(M)
k =: αk +
∑M
m=1 qm(k). Therefore, the mean-field posterior es-
timate of the multinomial distribution π is again a Dirichlet distribution
with parameters α(M). This result is mainly due to the decomposition prop-
erty of the mean-field assumption, which is used in the second equality, and
the conjugate prior property of the Dirichlet distribution, which is used in
the second-to-last equality. Notice that no assumption between the hidden
and observed variables is needed since the observations are assumed to be
conditionally independent of the multinomial parameters given the hidden
variables. Such conditional independence also helps to reduce the compu-
tation and help keep the posterior a Dirichlet distribution. It is possible to
extend this framework by adding a prior on p(x|z), and a similar idea applies
to compute its posteriors.
Further, we have the mean-field posterior estimate of the hidden variables
z to be:
log q(zi = z) ∝ logEq(π)[log p(π)p(z−i, zi = z,x)p(x|z−1, zi = z)] (2.51)
∝ Eq(π)[log πz] +
∑
z−i
p(x|z−i, zi = z), (2.52)
where the last summation will depend on the likelihood distribution and can
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often be computed in a way similar to the forward probability in the exact
EM framework. For the first expectation, we use the following trick using
properties of the Dirichlet prior:











































=: ψ(α(M)z ), (2.56)
where ψ(·) := d log Γ
d· is known as the digamma function. Notice that although
the mean-field assumption poses independence assumptions on the hidden
variables, it is able to model long-term dependencies between the variables
by including the joint probability in each mean-field posterior estimates. In
the case of Dirichlet prior, such contextual information is encoding in the






m=1 qm(k), which appears in the
estimation of the posteriors for both π and zm.
2.3.4 Gibbs Sampling
Since the main purpose of computing the marginal likelihood is to find an
ML estimator of the model parameters and the posterior probability of the
hidden variables, it is not necessary if we are not interested in finding the
exact ML estimator. Instead, we may pursue the goal of finding an asymp-
totic ML estimator, by generating samples of hidden variables from the true
posterior and in turn, using those samples to estimate the parameters as in
the fully observed case. Alternatively, we can treat the model parameters as
hidden variables as well by introducing hyperparameters as done in the VI
framework, and sample the parameters instead of optimize them. In this way,
we get rid of the optimization problem altogether in favor of sampling. The
challenge is then how to generate such samples without explicitly computing
the posterior probabilities.
One of the key tools for such a radical reformulation is called Gibbs sam-
pling [46], which is special case of Monte Carlo Markov chain (MCMC) meth-
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ods, a class of sampling algorithms that uses a Markov chain to generate
samples approximately following a desired distribution. Gibbs sampling is
tailored to sample a subset of random variables z := [z1, · · · , zK ] when their
joint distribution is known but computing marginal and posterior probabili-
ties may be prohibitively expensive. The key insight of the algorithm is that









1:i−1 , ·, z
(t)
i+1:n). (2.57)
In words, we sample one random variable at a time from the conditional
distribution of the immediate previous samples of the rest of the random
variables. Amazingly, the samples z
(t)
1 , · · · , z
(t)
n will eventually follow the
joint distribution as t → ∞. This can be seen if we view z as the state








, if y−i = z−i
0, otherwise.
(2.58)
It can be verified that this is indeed a valid transition probability. Further,























Further, if z−i 6= y−i for all i, we have trivially p(y)pyz = p(z)pzy = 0.
Combining the two cases, we have that the Markov chain is reversible and
therefore the Markov chain has an equilibrium probability distribution, and
that equilibrium probability distribution is the joint probability distribution
p(z). While the Gibbs Markov chain enjoys such nice asymptotic properties,
in practice it may be slow to converge. This becomes an extremely serious
issue when samples are concentrated on low density regions, and it may
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take a large number of steps to jump into higher density regions and vice
versa. If the sampler is stuck at high density regions, it may not generate
representative samples on the low-density regions, an issue known as mode
collapse.
A slightly more general sampling scheme is the Metropolis-Hastings (MH)
sampling, which only assumes that a quantity proportional to the probability
f(z) is available and allows more flexibility in designing the transition density
of the Markov chain. The idea is again to design a Markov chain using the
following procedure:
1. Proposal : Choose any conditional probability density function g(y|z)
such that it satisfies the symmetric property g(y|z) = g(z|y).
2. Given z(t), sample from g(y|z(t)) to get y, and compute α = f(y)
f(z)
.
3. Acceptance-rejection: If α > 1, then z(t+1) := y; otherwise, z(t+1) := y
with probability α and z(t+1) := z(t) with probability 1− α, where the
g(y|z) is called the proposal function.
The steps mentioned above essentially build a Markov chain with transition
density pzy := g(y|z) min{f(y)f(z) , 1}. As a result:





























and joint distribution p(z) is the equilibrium distribution of the Markov
chain, as in the Gibbs sampling case.
In fact, Gibbs sampling is a special case of the MH sampling where the
proposal function is simply p(zi|z−i). One key difference is that we may
adjust the proposal function to make the algorithm to converge faster to the
true distribution, for example, by having higher proposal function value in
lower-density regions of p(z) to allow a more efficient sampling scheme.
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Another issue with applying the Gibbs sampling directly is that the sample
at time t, z(t) is correlated with the sample at time t− 1 since they are gen-
erated by the same Markov chain. By the property of the Markov chain and
under regularity conditions, the correlation between z(t) and z(0) decays ex-
ponentially as t increases and the sample may be treated as approximately in-
dependent; nevertheless, the correlation will slow down the sampling scheme
significantly. An extension to the Gibbs sampling called collapsed Gibbs
sampling has been proposed to address this issue. The central idea is that
instead of sampling from the conditional distribution which correlates the
current samples with the previous samples, we can remove some the depen-
dencies by marginalizing out some of the previous samples and sampling
from the marginal distribution, as long as the marginalization is tractable.
For example, for MAP inference, we can partition the hidden variables into
two sets (Θ, z), where p(Θ, z) = p(Θ)p(z|Θ) is clearly tractable. Therefore
we do not need to do the full Gibbs sampling p(zi = z|Θ(t), z(t+1)1:i−1, z
(t)
i+1:n) and
instead treat the whole set of hidden variables z as a single hidden variable
during the Gibbs sampling:
z(t) ∼ p(z|Θ(t)) (2.68)
Θ(t+1) ∼ p(Θ|z(t)). (2.69)
It is shown in [47] that the consecutive samples generated by a collapsed
Gibbs sampling have lower autocorrelation than the original Gibbs sampling
algorithm.
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For the collapsed Gibbs sampler, the first term of the last equality is 0 due
to the conditional independence between z(t) and z(t+1) while the last term
converges to Var(E[z|Θ]) as t→∞ for both the collapsed and original Gibbs
samplers by the limiting property of Gibbs sampling. Further, the first term
































where the first summation is usually quite small as z
(t)
j is only correlated with
z
(t+1)
j through Θ. Further, every term in the second summation converges
to Cov(zj, zk) as t → ∞; therefore, if zi’s are positively correlated, this
term will be positive. Therefore, if Cov(zj, zk) > 0,∀j, k = 1, · · · , K, the
collapsed Gibbs sampling decorrelates its samples faster than the direct Gibbs
sampling.
Consider again the example when z is a multinomial random variable with
distribution π and π a Dirichlet random variable with concentration parame-
ters α. To sample zi from posterior p(zi|x) we can apply the collapsed Gibbs
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sampler on (z, π):
zi ∼ p(zi|x) ∝ p(zi|z−i)p(x|z). (2.76)
Further, notice that the conditional distribution p(zi|z−i) has a simple form in

















k=1 αk − 1
. (2.79)
2.4 Existing Algorithms for Word Discovery
2.4.1 Adaptor Grammar
Adaptor Grammar [31] is a state-of-the-art phone-level unsupervised word
discovery model. The model demonstrates the possibility to achieve good
performance in word discovery even without using additional modality, by
keeping a lexicon of recurring patterns in the phone strings. To generate the
phone sequence, we may generate a new word with probability 1−p and stop
the generation with probability p, and for each new word, we may generate
a particular word w according to some multinomial distribution p(w). Such
a process can be expressed as a context-free grammar (CFG) of the following
form [48]:
U → WU (2.80)
U → W (2.81)
W → w, ∀w ∈ W , (2.82)
where U and W are intermediate symbols to allow recursive applications of
the rules and W are all the possible words, or equivalently, phone substrings
in a sentence. The model discussed above simply applies the first rule U →
WU with probability 1 − p, which in effect expands the word strings, and
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with probability p applies the second rule, which stops the word generation.
For notational simplicity, define rn to be the indicator that the first rule is
applied for the n-th time.
Therefore, to discover words from a phone sequence is equivalent to finding
the boundaries between phones that form different words, called segmenta-
tion, which can be represented as a sequence of time steps 1 = s0 < · · · <
sN = T + 1, and the resulting words will be wi = xsi−1:si−1. As a result, the
probability of the phone strings x given the segmentation s with N segments
becomes:
p(x|s) = (1− p)N−1p
N∏
i=1




However, such a model tends to under-segment the model since having p = 1
and the whole sentence as a single word maximizes the marginal likelihood
p(x) =
∑
s p(s)p(x|s). In other words, introducing additional phone strings
to the lexicon will waste weights in p(w) as well as p(s): p(w) is inversely pro-
portional, p(s) is exponential in the number of words in the lexicon. In [48],
it is realized that the main reason for the failure of the previous model lies
in its uniform prior assumption over the word probabilities p(w). Therefore,
they add a Dirichlet prior over the word probabilities, with a nonuniform
concentration parameter αw = α0(1 − p0)|w|−1p
∏
xi∈w p(xi), where |w| de-
notes the number of phones in the word and p(xi) denotes the empirical
unigram phone probabilities. Further, they use the same CFG in Eq. (2.80),
but added a Beta prior to p with concentration parameter (τ/2, τ/2). Thus,
using the conditional probability formula Eq. (2.77), we have the conditional
probability of applying rule 1 of Eq. (2.80) and the conditional probability
of word wi to be:
p(rn = 1|r1:n−1,x) =
n1(r1:n−1) + τ/2




i+ α0 − 1
. (2.85)
As a result, the previous grammar is no longer “context-free” as the produc-
tion rule probability now depends on the global statistics of the sentence.
Such a grammar is a special case of what is called adaptive grammar (AG)
[31]. Under the Gibbs sampling framework, we try to find the asymptotic
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ML estimator of the word segmentation by sampling. To this end, we choose
one boundary at a time, which boils down the problem into deciding whether
to segment at a particular phone for each phone. In other words, letting s̃n
be the segmentation location to apply the first rule for the n-th time, we
need to sample from the posterior probabilities p(rn = 1, s̃n = t|r1:n−1,x),
which can be expressed in terms of Eq. (2.84) as:
p(rn = 1|r1:n−1,x)p(s̃n = t|r1:n, s̃1:n−1,x)
=p(rn = 1|r1:n−1,x)p(xs:t|s̃1:n−1,x)p(xt:s′|r1:n, xs:t, s̃1:n−1,x) (2.86)
=
n1(r1:n−1) + τ/2
n+ τ − 1
nxs:t + αxs:t − 1
n+ α0 − 1
nxt:s′ + I[xt:s′ = xs:t] + αxt:s′ − 1
n+ α0
, (2.87)
where s, s′ are two closest to s̃n before and after it. Therefore, we can ap-
ply Gibbs sampling or other MCMC methods to find the asymptotic ML
segmentation. The adaptor grammar turns out to be good at capturing the
power-law distribution on the discovered words and is able to find sparse
segmentation over the sentences, thanks to the Dirichlet prior.
2.4.2 Segmental Embedded GMM
Inspired by the AG model, [18] has extended AG to discover words using raw
audio waveforms, by replacing the word probabilities with a GMM with pa-
rameters {ck, µk,Σk}Kk=1, and the phone substrings with mixtures 1, · · · , K,
sampled from a multinomial distribution with Dirichlet prior. To handle
variable-length segments, they proposed a simple embedding function of
variable-length feature segments using resampling:





Further, they proposed a collapsed Gibbs sampling scheme to sample the
segmentation as in AG, but with monotonically decreasing time step for effi-
ciency reasons using a special case of the forward-filtering, backward sampling
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scheme [47]:
sj ∼ p(sj|s−j,x) (2.90)
∝ p(sj+1|y)p(sj|sj+1)p(x1:sj+1|sj, sj+1) (2.91)
∝ p(x1:sj |z)p(x̃j)sj+1−sj . (2.92)
2.5 Existing Algorithms for Sequence Alignment
Sequence labeling is a generalization of the multiclass classification problem
to predict from a sequence of input features x = [x1, · · · , xT ] ∈ RD×T , a po-
tentially variable-length sequence of output labels, y = [y1, · · · , yL] ∈ RK×L.
One prominent example of sequence labeling is speech recognition, where
the input sequence is the acoustic feature frames of a spoken sentence and
the output sequence is the textual labels of the speech; another example is
machine translation, where the input sequence is a sentence in the source
language and the output is a sentence in the target language. When x and
y differ in length, a natural question is which parts of x align to which
parts of y. Define the alignment to be a binary matrix A ∈ {0, 1}T×L such
that ati = 1 if xt aligns to yi. An important sub-problem in sequence
labeling is then to determine, given parallel input-output sequence pairs
(x(1),y(1)), · · · , (x(n),y(n)), the alignment A between x and y. Finding such
an alignment can not only reduce the computation in predicting unlabeled
in put sequence, but also provide information about what the model has
learned from the labelled input sequence, thereby making the model more
interpretable.
Recurrent neural networks (RNN) have been used extensively for sequence
labeling tasks. An RNN is a class of functions that transform an input
sequence x = x1, · · · , xT to a hidden state sequence s = s1, · · · , sT as follows:
s1 = f1,θ(x1) (2.93)
st = f2,φ(st−1, xt), t > 1. (2.94)
(2.95)
As a result, given the state vector st−1 and observation xt, the state vector
st is conditionally independent of all the previous states and observation.
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A vanilla single-layer RNN is a special case of RNN that transforms the
input sequence via the following operations:
st = g(Wst−1 + Uxt + b), (2.96)
where g is a fixed, nonlinear function and W ∈ RDs×D2 ,b ∈ RDs are vari-
able parameters of the RNN. The states can be viewed as memory of the
RNN that encodes long-term contextual information and combines with the
current input feature to create a more global representation of the input fea-
tures. We will refer to a function class of such a form by omitting its trainable
parameters as h = RNN(x). There are many variations of the vanilla RNN,
for example, by introducing another network with backward state recurrence
from time t + 1 to t, called the bidirectional RNN (bRNN), to merge con-
textual information from the future time steps to the state representation.
To facilitate gradient flow during training, we can also introduce additional
memory units called gates resulting in RNN structures such as long short-
term memory (LSTM) [49] and gated recurrent units (GRU) [50]. Due to
space constraints, we will not go into further detail about different variants of
RNNs and we restrict the subsequent discussion to vanilla RNNs and bRNNs,
as the discussion applies in most, if not all, other types of RNNs as well.
When L = T , for example, when the RNN is an n-gram language model
that predicts the next word given the previous n − 1 words, a vanilla RNN
will do the job. However, if L 6= T , as is typically the case in speech recog-
nition and neural machine translation, learning with vanilla RNN becomes
infeasible since it is not clear how to convert the fixed length output into
potentially variable-length output labels. Various RNN-based models have
been proposed to include such an alignment mechanism, called the sequence-
to-sequence (Seq2Seq) model.
The alignment problem can be formulated as a probabilistic inference prob-
lem, as first proposed by [40]. Such a formulation can be conveniently ex-
tended to analyze different Seq2Seq models. All neural network-based align-
ment models make the assumption that every xt aligns to exactly one yi:
L∑
i=1
ati = 1, t = 1, · · · , T, (2.97)





ati = 1, i = 1, · · · , L, (2.98)
called the reverse many-to-one assumption.
Under the many-to-one assumption, we can define the alignment output
index i(t) := arg maxi ati. Such an assumption is also one of the key as-
sumptions used in statistical machine translation [40], and can be justified
using a model complexity argument. If we do not have any constraint on
the alignment, intuitively the optimal alignment for the model is simply to
align every input sequence to every output sequence, since this allows the
model to maximally utilize the information from the input data. However,
the model may pick up trends that are unrelated or redundant and the align-
ment output becomes hard to interpret. Therefore, we need to introduce
some inductive bias about the alignment based on the tasks of interest to
learn a simpler and more interpretable model.
Despite their common use of the (reverse) many-to-one assumption, Seq2Seq
models can differ dramatically in terms of their statistical assumptions on
the alignment.
2.5.1 Seq2Seq Model with Hidden Variables
















where the second equality uses the many-to-one assumption and πt := yi(t)
is a hidden variable called the path variable at time t. Further, let Π(y) :=
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{y : ∃i : yi = y} and suppose we use an RNN to model p(π|x) as:






Notice that since p(πt|π1:t−1,x) depends only on the state vector at time t,
using the conditional independence property of RNN, the conditional likeli-





















Therefore, the optimal path sequence can be found by:
πt = arg max
πt
p(πt|st,x). (2.108)
Notice this decomposes the sequence learning problem into T separate multi-
class classification tasks. A fundamental issue of this formulation is that the
path variables do not map to a unique alignment: suppose there are at least
two yi with the same label, then an input feature that maps to such a label
may be aligned to any of the yi’s with the label. In fact, suppose Iy := {i :
yi = y} and A and A′ are two alignments such that i(t) = i′(t) if and only
if i(t) 6∈ Iy; then we have π = [yi(1), · · · , yi(T )] = [yi′(1), · · · , yi′(T )] = π′ and
therefore p(π′|x) = p(π|x), so the model is unable to discriminate the two
alignments beyond chance level. Such a limitation is a fundamental issue of
the model as it comes from the conditional independence assumption of the
RNN.
However, such a limitation can be remedied if we have any inductive bias
or “preference” on the alignments for input features at different times. For
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example one can assume that the target vectors and the input vectors are
aligned in their order of occurrence, that is, if t > s and xt aligns to yi and
xs aligns to yj, then i ≥ j. Such an assumption holds for the case of speech
recognition since the phoneme symbols appear in the same order as their
corresponding acoustic feature frames. The same also holds for translation
between language pairs with very similar syntax; however, this does not hold
if one language puts adjectives after nouns while the other puts nouns after
adjectives and so on. Under the assumption on the alignment order, we can
define a deterministic operation that maps a path string to the output label
sequence:
B(π) = ∆Tt=1πt, (2.109)
where ∆ is a merge-and-concatenate operation that merges adjacent path la-
bels if they are the same type. In this way, whenever we have multiple output
sequence labels of the same type, the input feature always aligns to the latest
aligned label of the type, or the earliest unaligned label if none of labels the
type are aligned. It turns out that with such a restriction, we can efficiently
approximate the marginal likelihood p(y|x) using dynamic programming.
Such an approach is called the connectionist temporal classification (CTC)
[3].
2.5.2 Seq2Seq Model with Attention
Another type of model assumes the existence of a “dominant alignment” A∗.
Further, instead of optimizing p(y|x), the model tries to optimize instead
the p(x|y), which switches the role between x and y to output and input.
To avoid confusion, we continue to use y as the output sequence and x as
the input sequence, and we assume a reverse many-to-one assumption Eq.
(2.98). Such an assumption is equivalent to the many-to-one assumption as
we can simply flip the input and output of the path-based RNN model to
design such a system.
By the dominant alignment assumption, p(y|x) is often simplified to one
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term:





To model such a distribution, we can use an RNN called the encoder to
generate hidden state vectors h = [h1, · · · , hT ] for the output sequence, and
use another RNN called the decoder to model the progression of the output
labels. Therefore, the model is often called the encoder-decoder network.
The encoder-decoder assumes that the output sequence is independent of x
given h and A:
p(yi|y1:(i−1),x,A∗) = p(yi|y1:(i−1),h,A∗) (2.112)
= p(yi|y1:(i−1),A∗>h) (2.113)
=: p(yi|y1:(i−1), ci), (2.114)
where the second equality comes from the definition of the alignment that
the i-th output sequence label yi depends only on each xt to the extent
that xt aligns to it and c := hA
∗ ∈ RL, called the context vector, which
selects the subset of input features that are relevant to y. Notice that this
is different from the conditional likelihood model of the path-based RNN in
that the alignment appears explicitly in the probability. We can then model
the p(yi|y1:(i−1), ci) using an RNN as:
s = RNN((y, c)) (2.115)




It remains to find the dominant alignment A∗. Instead of using a hard
alignment, we used a generalized notion of alignment called the attention
mechanism [38], which is essentially a “soft” alignment:
a∗ti := αti =
exp(ei(ht, si−1))∑T
τ=1 exp(ej(hτ , sj−1))
, (2.117)
where ei(· · · ) : RT×RTs 7→ R is another neural network. Notice the attention
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weights αti satisfy the reverse many-to-one assumption:
∑
t=1 αti = 1.
One important advantage of the encoder-decoder is that it does not create
ambiguity during decoding, and the optimal alignment is simply:
t∗(i) = arg max
t
αti. (2.118)
However, compared to CTC and in general path-based RNN, encoder-decoder
network has much more training parameters due to the use of the attention
mechanism and multiple RNNs.
2.6 Neural Networks for Correspondence Analysis
The task of correspondence analysis can be understood as a generalization
of the sequence alignment problem, where instead of finding the alignment
between two sequences, we want to find the alignment between data from
two potentially incomparable supports, X and Y , for example, between raw
image and audio, between image and syntax tree of its caption, or between
different views of the same 3D object. We will refer the two distinct support
as modalities.
Suppose we relax the many-to-one assumption to allow many-to-many as-
sumption. To avoid the aforementioned model complexity issue, we imposed
an additional segment assumption. Define a segment to be a subset of fea-
tures of some feature vector x ∈ X specified by the index set S ∈ S as
x(S) := (xs)s∈S ∈ X , which may be features of the form xi:j = x(i, j),∀(i, j) :
1 ≤ i < j ≤ T for sequential data such as speech and music, and bound-
ing boxes for an W × H image xi:i+w,j:j+h = x(i, j, w, h),∀(i, j, w, h), i ≤
W − w, j ≤ W − h,w, h > 0. For a feature with a single index, called a
singleton, define xt := x(t). The segment assumption is then:
Assumption 2.1. Define R and S to be sets of segment indices for modality






asr′ = 1,∀r ∈ R, s ∈ S. (2.119)
In words, each segment in X aligns to at most one segment in Y. Under
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such an assumption, we can define r(s) := arg maxr Asr, s ∈ S and s(r) :=
arg maxsAsr, r ∈ R.
Notice that such an assumption does not rule out the case when every
singleton xt ∈ X may correspond to multiple yi ∈ Y as it may belong to
multiple super-segments in X that align to different segments in Y . The
segment-level one-to-one assumption helps to reduce model complexity while
allowing a much richer class of models than the many-to-one assumption does,
and can allow hierarchical correspondence between different modalities. For
example, when the modalities are speech and images, we may assign the entire
region of a girl’s image to the word “girl” and the region of her sunglasses to
the word “sunglasses”.
2.6.1 Siamese Network
A neural network model frequently used for correspondence analysis is called
a Siamese network. Even though not a Seq2Seq model per se, the Siamese
network has an alignment mechanism very similar to the attention mecha-
nism used in the encoder-decoder network. Similar to the encoder-decoder
network, the Siamese networks have two sub-networks, both of which en-
code their corresponding modalities to a fixed D-dimensional vector space
fX : X 7→ RD, fY : Y 7→ RD. While there are different versions of the
Siamese networks, we will focus on one of the most probabilistically sound
models called the sum-max Siamese network proposed in [51].







The models then make use of the following assumptions on the segment
probabilities p(x(S),y(R)|A∗):
Assumption 2.2 (Segment-level One-to-one Assumption).
1. For all S ∈ S, R ∈ R, x(S) is independent of x(S ′),∀S ′ 6= S and
y(R),∀R 6= r(S) ∈ R given the dominant alignment A∗.
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2. p(x(S),y(R)) ∝ exp(Sim(fX(x(S)), fY (y(R)))), where Sim(·, ·) is some
scalar function of fX(x(S)) and fY (y(R))) called the similarity score.
Examples of similarity scores include the cosine similarity Sim(x,y) =
x>y
‖x‖‖y‖ or a bilinear form Sim(x,y) = x
>Wy for some trainable parameter
W .
Using Assumption 2.2, we can simplify Eq. (2.120) as:
























In practice, however, instead of simply maximizing the likelihood, we may
want to maximize the pairwise mutual information (PMI) between x and y,
as such an objective can increase the model’s power to discriminate between
true and fake segment pairs and thus learn a better representation functions
fX and fY . However, PMI is in general intractable to compute exactly.
Therefore, in practice, for every true segment pairs (x,y), we sample two
fake segment pairs (x,yfake) and (xfake,y) and maximize the margin between
the true score and fake scores, called the triplet loss :
L(x,y) = max(E(x,yfake)− E(x,y), 0) + max(E(xfake,y)− E(x,y), 0).
(2.125)
It remains to find the dominant alignment A∗. Naively, we may choose its
rows separately:
r∗(s) = arg max
r∈R
Sim(fX(x(s)), fY (y(r))). (2.126)
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A key issue, however, is that this may violate the segment-level one-to-one
assumption as there may exist s, s′ ∈ S such that r∗(s) = r∗(s′). Neverthe-
less, due to the efficiency of the method, in practice Siamese networks have
been implemented using such a dominant alignment. Even using such an
approximate scheme, it can still be expensive to compute the maximization
exactly. Take the case when one of the modalities is image, for example; the
number of bounding boxes in an image grows as O(H2W 2) and computing
all the similarity scores of a segment to the bounding boxes will be of order
O(max{H,W}4C), where C is the computation required for one similarity
score. Instead, we can use a linearly decomposable similarity score such as
the cosine or dot product similarities. As an example, for the dot product
similarity score, we have:
























As can be seen from Eq. (2.127), the corresponding representations for seg-









i∈R fY (yi). Therefore, we
can compute a similarity matrix with the similarity score between singleton
t and singleton i, Sij = fX(xt)>fY (yi) as the t-th row, i-th column. Us-
ing S, all the other similarity scores can be computed in O(1) time. For
the case of images, the total computation for determining one row of A will
be O(H2W 2), which is reduced by a factor of C combined with the naive
approach. We can further reduce the computation by avoiding computing




WORD DISCOVERY AS AN ALIGNMENT
PROBLEM
3.1 Problem Formulation
The main goal of this work is to discover word units in a multimodal setting,
with a focus on speech and vision. A simple, yet illuminating case of the
multimodal word discovery problem is to learn spoken words from discrete
image labels and phone symbols. Assume a language learner has access to a
collection of phone-concept pairs, where each phone-concept pair consists of
a string of phonetic symbols drawn from the finite set X , x := x1 · · ·xT , xt ∈
X and a sequence of visual object labels drawn from the finite set is Y ,
y := y1, · · · , yL, yi ∈ Y ∪ {NULL}. The learner then tries to learn a mapping
between the image concept and a set of phone strings. Notice that Y contains
only semantic information of the visual scenes but no phonetic information,
so we cannot guess the phonetic symbols it corresponds to beyond chance
level by observing only y. Further, we allow some segments of the speech
to be nonvisual, and such segments will align to a special concept NULL. In
addition, define a visual word to be consecutive phones that describe the
same image label, and we make the following assumption:
• (Many-to-one assumption): Each visual word can correspond to exactly
one image concept.
Such an assumption is exactly what is used in the sequence labeling task
discussed in the previous chapter.
Further, notice that if the learner observes too few phone-concept pairs or
if the number of phone-concept pairs is too large, the task will be impossible
except in trivial cases, such as when there is only one visual word and one
image label. In other words, the learner may not have enough information to
discover the visual words without any ambiguity. Another issue is that x itself
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may contain enough information to recover the visual words and the image
labels become irrelevant, for example, when an artificial language contains a
special start and end marker symbol at each visual word. Under such a belief,
unsupervised learning algorithms have been proposed to discover word-like
units directly from raw speech.
Assuming that image labels contain additional information beneficial for
word discovery, another question is how to represent a visual word. Under the
many-to-one assumption, a visual word can be represented using the align-
ment matrix A ∈ {0, 1}T×L, again an idea from the sequence labeling task,
where ati = 1 means that the i-th image label aligns to the t-th phone. By the
many-to-one assumption, we have
∑L
i=1 ati = 1, and let i(t) = arg maxi ati
denotes the position of the image labels aligned by the phone at time t. The
learner can then find the visual word using the alignment matrix.
So far we have assumed that the ground truth phonetic symbols are avail-
able to the learner; however, in reality, such phonetic information is un-
available and instead the learner can only hear a raw speech waveform rep-
resenting the phone strings. Learning words directly from speech presents
two main challenges: First, the audio waveform is much noisier than the
phonetic symbols due to factors such as the phonetic variability, speaker
variability and environmental noise; second, the boundary of the phonetic
symbols in the waveform is unknown. To handle the first issue, we rely on
extracting relatively more stable acoustic features x = [x1, · · · , xT ],x ∈ RT
from the raw audio, such as mel-frequency spectrogram (FBank) and mel-
frequency cepstral coefficient (MFCC), or acoustic bottleneck features from
neural networks. For the second issue, we need a model to characterize the
segmentations s = s1, · · · , sN between phone units φ1, · · · , φN , called a seg-
mentation model. Multimodal word discovery with image labels and raw
speech waveforms is called concept-to-audio word discovery. In fact, the end
goal of this work is to propose a much more general setting where neither
the image class nor acoustic unit labels are available, and instead we try to
discover word units from raw image regions and speech waveforms. This is
called an image-to-audio word discovery model.
Finally before delving into more complex algorithms, let us consider a sim-
ple multimodal word discovery algorithm that is essentially the idea behind
the later algorithms. To align between image labels and phone symbols,
a simple approach is to keep a |X | × |Y| lookup table L and accumulate
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the co-occurrence counts of phonetic symbol x and image label y in entry
Nxy. To find the alignment for phone xt, we simply let i(t) = arg maxiNxtyi .
There are several issues with this simple approach. First, such an approach
will bias toward image labels that occur most frequently, which have more
counts regardless of what phonetic symbols it aligns to. Therefore to better
take advantage of the information she has, the learner needs to do a more
careful analysis on the phone-concept pairs than simple counting. Section
3.2 and 3.3 will first discuss two concept-to-phone word discovery algorithms
inspired by statistical machine translation.
3.2 Mixture Alignment Model
As discussed in the formulation of concept-to-phone discovery, it is impossi-
ble to discover visual words without ambiguity if we do not know anything
about the underlying generative process. On the other hand, making simplis-
tic assumptions about the generative process, while preventing the learner
from actually generating the visual words, may help the learner to focus on
important correlation patterns between the image labels and phone symbols.
One such group of simplistic assumptions are:
1. Mixture assumption: The alignments i(t) are i.i.d uniform random vari-
ables in {0, · · · , L}, where i(t) = 0 if the phonetic symbol aligns to the
NULL concept;
2. Given length of the phone sequence and its alignment i(t), xt is a
multinomial random variable generated according to {p(x|yi(t))}x∈X .
Notice that such assumptions are simplistic because alignments in a natural
language are generally highly correlated. One example is that consecutive
phone symbols are likely to align to the same image label since they are likely
to be parts of the same word. Further, the second assumption says that the
phones are generated purely depending on what visual words they align to,
but this assumption will essentially ignore the role of grammar in language
production, since the assumption will imply that a visual word has the same
probability to occur no matter what other words are in the sentence. Despite
being simplistic, however, these assumptions are useful not only because, as
will be seen later, they greatly reduce the computational cost of the model,
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but more importantly, they capture the essential role the alignment plays in
generating visual words from image labels, an insight that will be used for
building more sophisticated models. These assumptions were first used in
a statistical machine translation system called the IBM model 1 [40], where
the image label plays the role of the target language and the phone sequence
can be viewed as the source language in the system.
As a result, the likelihood for a given phone-concept pair can be written
as:







The only parameters in this model are the probabilities {p(x|y)}x∈X ,y∈Y ,
called the translation probabilities.
The likelihood Eq. (3.1) can be optimized using the EM algorithm and
the optimal translation probabilities can be expressed as:
p(xt|yi) =
p(i(t) = i|x,y)∑L
j=0 p(i(t) = j|x,y)
, (3.2)
where p(i(t) = i|x,y) can be interpreted as “soft” co-occurrence counts be-
tween image label yi and phonetic symbol xt and can be expressed in terms
of the translation probabilities:
p(i(t) = i|x,y) = p(xt|yi)∑
j=1 p(xt|yj)
. (3.3)
After estimating the parameters, the learner can then infer the optimal
alignment using maximum likelihood estimation as follows:











Therefore, finding the optimal alignment matrix for the mixture model can
be decomposed into finding the optimal value for each alignment variable
i∗(t) = arg maxi p(xt|yi).
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3.3 Markov Alignment Model
The main issue with the mixture alignment is that it uses no contextual
information besides the individual phonetic labels in the generative process.
As a result, the word “dog” and the word “god” will have the same probability
to align to an image label. This can be a very serious issue when most visual
words share many of their phone units, in which case the mixture model
will have trouble finding the correct alignment. Further, the mixture model
does not have a good model for word-lengths and often oversegments the
utterance.
Instead, we can modify the mixture assumption of alignments to the fol-
lowing:
Assumption 3.1. Given the image labels, the alignment variables form a
Markov chain i(1), · · · , i(t− 1)− i(t)− i(t+ 1), · · · , i(T ), t = 1, · · · , T .
Such a modification helps correlate the alignments to avoid oversegmenta-
tion.
As a result, we have:









p(i(t)|i(t− 1), L)p(xt|yi(t)), (3.8)
where we let p(i(1)|i(−1), L) := p(i(1)|L).
Again, using an EM algorithm on this model first proposed in [53], we
can write the optimal parameters in terms of the posterior probabilities
p(it = i|x,y), which can be efficiently computed using dynamic program-
ming similar to the standard HMM algorithm with the alignment A as the
hidden states [1]. Define:
αt(i) := p(x1:t, i(t) = i|y), t = 1, · · · , T, i = 1, · · · , L (3.9)
βt(i) := p(xt+1:T |i(t) = i,y), t = 1, · · · , T, i = 1, · · · , L (3.10)
γt(i) := p(x, i(t) = i|y), t = 1, · · · , T, i = 1, · · · , L (3.11)
ζt(i, j) := p(x, i(t− 1) = i, i(t) = j|y), t = 2, · · · , T, i, j = 1, · · · , L. (3.12)
We omit the details on computing such probabilities as they are the same as
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in [1] with a change of variables. The parameters of the model, namely, the
translation probabilities p(xt|yi), alignment initial and transition probabili-
ties can be shown to be:




















To find the optimal alignment, we can use the Viterbi algorithm. Define




φt(i) := arg max
j
δt(j)p(i|j)p(xt|yi), (3.17)
where φt(i) is the backpointer of the optimal alignment at t−1 that reaches i
at time t. We can then follow the backpointer to find the optimal alignment.
3.4 Comparison Between the Unsupervised and
Multimodal Approach
As can be seen from previous sections, there is a gap in the generative mod-
els used for unsupervised and multimodal approaches: While the unsuper-
vised approach tries to learn the word-level statistics directly, the multi-
modal approach breaks each word into a bag-of-phones; while the unsuper-
vised approach employs Gibbs sampling to infer the hidden word segmen-
tation, the multimodal approach learns the alignment using an exact EM
algorithm. Another important distinction is that while the AG and other
word-based unsupervised algorithms tend to undersegment the utterances,
the SMT model tends to oversegment utterances. In terms of memory re-
quirement, the multimodal approach requires O(K|Φ|) memory to store the
translation probabilities while the AG in theory requires the number of all
the possible substrings in the training data. Suppose there are S sentences
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with maximum sentence length L, then the memory required to store the
word counts for the adaptor grammar will be O(SL2), where the quadratic
term is due to the fact that the number of segments in a sentence of length
L is O(L2). Since S > maxK, |Φ|, if the sentences are long enough such that
L2 > min(K, |Φ|), the adaptor grammar will generally require more memory
than the SMT models. In terms of computation, both SMT and AG are
linear in the sentence length for one iteration but SMT has an additional
factor of L2 to average over alignments in a sentence; but AG tends to take




AND ALIGNMENT WITH EM
ALGORITHM
This chapter develops alignment algorithms capable of discovering words
when the ground truth image labels are available, but neither phone labels
nor segmentations are available. Such an algorithm is designed for audio-
level word discovery, and in this way is similar to the unsupervised case in
[18].
4.1 Mixture Alignment Model
Assume for now that we have a sufficiently good model for the segmentation
of the speech features, and focus on how to find the alignment between the
speech features and the image labels. It is natural to assume that each
speech feature xt is generated independently by a Gaussian distribution with
mean µyi(t) and covariance Σyi(t) , that is, whose parameters depend on the
type of image label xt aligns to. However, since a single speech feature
does not represent the whole pattern of a phone unit, we need to use all
the speech features within a segment, or a consecutive sequence of acoustic
feature frames representing the same acoustic unit, xsl−1+1:sl . Note we assume
here that phone units are concatenated back-to-back without any non-speech
interval in between; therefore the start of unit l is simply the end of unit l−1
plus one frame. This assumption does not limit the general applicability of
the model since we can easily remove the silence or other type of non-speech
intervals using techniques such as voice activity detection and concatenate
the rest of the audio to meet this requirement. Since the lengths of the feature
segments sl− sl−1 can be different, we need to use some embedding function
fe to map the features into fixed-length representations x̃1, · · · , x̃L. Such an
embedding function can either be a neural network, or simply the resampled
version of the phone-level feature [18]. Along with the mixture assumption
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on alignment discussed in the phone-concept case, we assume further that:
Assumption 4.1.
1. All acoustic features within a phone segment align to the same image
label. That is, for any t, t′ ∈ (sl, sl+1], i(t) = i(t′);
2. Concept GMM Assumption: Each phone-level acoustic embedding vec-








m=1 cyi(t)m = 1.
3. The probability of the acoustic segment given the image labels and align-
ments:
p(xsj−1:sj−1|yi(sj)) = p(x̃j)sj−sj−1 . (4.2)
Note that using a GMM for each concept model is superior to a Gaussian
variable to model the phone-level embedding vectors because each image label
can align to more than one type of phone units, and therefore require more
than one centroid to capture the distribution of its corresponding phones.
Since the mixture prior probabilities can be interpreted as concept-phone
translation probabilities, it is theoretically sound to share the means and
covariance for different concept GMMs: µyi(t)m = µm,Σyi(t)m = Σm. Fur-
ther, the third part of Assumption 4.1 helps prevent the model from under-




ities will tend to decay as the sequence becomes longer, leading to over-
segmentation; if p(x1:sj |y) := p(x̃j|y), the model will achieve the highest
likelihood if it treats the whole sentence as a single segment, generating
under-segmented outputs.
Using the assumptions, we can compute the “soft” co-occurrence count as
44
in the concept-to-phone case. We have:







Notice that for t ∈ (sj, sj+1], i(t) = i(sj), and therefore the posterior only
needs to be computed once for each segment.
To optimize the parameter of the mixture model, let the parameter of the




y=1,m=1}, and we can use






Optimizing Eq. (4.4) gives the following expressions for the parameters Θ:
c∗yim =
∑N
j=1 p(i(sj) = i,m(sj) = m|x,y)(sj+1 − sj)∑N
j=1
∑M




j=1 p(i(sj) = i,m(sj) = m|x,y)(sj+1 − sj)x̃j∑N




j=1 p(i(sj) = i,m(sj) = m|x,y)(sj+1 − sj)(x̃j − µyim)(x̃j − µyim)>∑N
j=1 p(i(sj) = i,m(sj) = m|x,y)(sj+1 − sj)
.
(4.7)
Further, we can simplify the concept GMM into a concept K-means model
if we let the covariance matrix to be diagonal with infinite variances: σy →∞.
The posteriors of the GMM then become Kronecker delta functions with
p(i∗(sj),m






(sj+1 − sj)‖x̃j − µyim‖2. (4.8)





t=1(sj+1 − sj)I[i(sj) = i,m(sj) = m]
, (4.9)
where I[·] is the indicator function.
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t=1(sj+1 − sj)I[m(sj) = m]
. (4.10)
4.2 Segmentation Models
4.2.1 Static Segmentation Model
The static segmentation model tries to infer the acoustic unit boundaries be-
fore the update of the model, and therefore is also called the pre-segmentation
approach. Using insights from speech science and cognitive science, we can
often find a good estimate of the syllable boundaries by detecting certain
recurring speech patterns, such as the spectral envelope and the change of
energy level during the transition period between syllables. From the view-
point of maximum likelihood estimation, the static segmentation approach
assumes there is a dominant segmentation such that p(s∗|y) ≈ 1:
p(x|y) ≈ p(x|y, s∗). (4.11)
Alternatively, we can think of x as consisting of two independent parts xc,xs,
where xs is the part of the acoustic feature useful for finding the segmentation
and xc is the part useful for finding the cluster. Therefore, if p(xs|y) is










4.2.2 Dynamic Segmentation Model
The static segmentation model in the previous section solves the noisy word
boundary problem through knowledge-driven pre-segmentation, and its per-
formance is therefore constrained by the quality of the pre-segmentation.
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It is more appealing to jointly refine the segmentation and clusters during
training. Suppose given the segmentation, the utterance can be updated by







EÃ,m[log p(x, s,m, Ã|y,Θ)|x,y, s, Θ̄], (4.15)








terms in the summation, re-
quiring a prohibitive amount of parameters to model the segmentation. In-
stead, supposing p(s|x,y) and p(s|y) are known, we can approximate the
sum by its unbiased sampled version:
p(x|y) ≈ p(x|y, s′) (4.16)
Q(Θ̄,Θ) = EÃ,m
[




where s′ ∼ p(s|y), s′′ ∼ p(s|x,y). Notice that these expressions are the same
as those of the models with fixed segmentation, except the segmentations are
now drawn randomly rather than deterministically.
To model p(s|x,y) and p(s|y), [18] assumes each segmentation sj to be
uniformly distributed between [1, sj+1] given sj+1, · · · , sN . Under this as-
sumption, s can be sampled backward from the posterior p(s|x,y) as:
sj ∼ p(sj|s−j,x,y) (4.19)
∝ p(sj+1|y)p(sj|sj+1,y)p(x1:sj+1|sj, sj+1,y) (4.20)
∝ p(x1:sj |y)p(x̃j|y)sj+1−sj , (4.21)
where s−j denotes the segmentation other than sj and the second ∝ uses the
uniform assumption of sj and the third part of Assumption 4.1.
For the concept K-means algorithm, instead of using Gibbs sampling, it is
possible to find the optimal segmentation using dynamic programming [18].
If c[t] denotes the cost of the optimal segmentation up to time t, we can
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compute the cost recursively as:
c[t] = min
s>t
{(s− t)‖fe(xt:t+s)− µi‖22 + c[s]} (4.22)
s∗(t) := arg min
s>t
{(s− t)‖fe(xt:t+s)− µi‖22 + c[s]}. (4.23)
As a result, c[0] will be the cost of the optimal segmentation and the opti-
mal segmentation will be s∗(0), s∗(s∗(0)), · · · , T found during the recursive
calls. The cost c recursively can be interpreted as the log probabilities of the
acoustic features up to time t given the image labels and segmentations at
and after time t.
4.2.3 CTC Segmentation Model
If indirect supervisions are available, such as phoneme transcriptions for a
high-resource language dataset, neural networks trained with the connectionist-
temporal-classification (CTC) loss provide another means to find an approx-
imate segmentation of the acoustic units as well as acoustic embeddings for
the clustering step. Given a sequence of acoustic features and a sequence of
acoustic unit labels that occur in the same order as its audio, the CTC model
first encodes the acoustic features into a sequence of framewise embedding
vectors h = [h1, · · · , hT ], using an RNN:
ht = RNN(st, xt) (4.24)
st+1 = RNN(st, xt). (4.25)
Next, conditional acoustic unit probabilities p(φt|φ1:t−1,x) are computed us-
ing a softmax layer:






where Φ is the acoustic unit alphabet and φt = 0 corresponds to the blank
symbol. The blank symbol, often shortened as “ ”, is an essential feature
of the CTC model used to model the segmentation of phone labels. Using
the blank symbols, we can view φ1, · · · , φT ∈ Φ ∪ { } as hidden variables
called a “path” of the label sequence, or different ways the speech waveform
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aligns to the acoustic unit labels. Non-blank symbols that are separated by
a blank are considered different while repeated non-blank symbols with no
blanks in between are merged into a single symbol. After all the non-blank
symbols are merged, the blank symbols are removed to form the final tran-
scription. Clearly, a single label sequence, for example, abc, may correspond
to multiple path variables, such as a b c, aa b c, ab c and so on. The CTC
then marginalizes the probabilities of all the path variables to obtain the






p(φt = k|φ1:t−1,x), (4.27)
where B−1(y) is the set of path variables corresponding to the acoustic unit
labels. We can find the approximate segmentation as:
φ∗ = arg max
φ
p(φ|x) (4.28)
s∗ = {t : φt 6= “ ”}. (4.29)
The embedding vectors may be obtained in different ways:












If we assume again that the image region features have a mixture-like distri-
bution and Markov alignment to the acoustic features, the maximum likeli-
hood estimator of the problem is to optimize the joint likelihood of the image











where Θ is the set of all model parameters. While the summation of all
possible hidden concept and alignment pairs (z,A) makes the evaluation
and optimization of Eq. (5.1) intractable, there are two possibilities: The
first is to approximate the log joint likelihood with ELBO:
log p(x,y,Θ) ≥ = Eq(z,A,Θ)[log p(x,y|z,A,Θ)]−DKL(q(z,A, ·)||p(z,A, ·)),
(5.2)
where q(·) is an auxiliary probability function that tries to approximate the
posterior probability of the hidden variables, thus avoiding the need to com-
pute the expensive marginal distributions. DKL(p||q) is the Kullback-Leibler
divergence between distribution p and q. Approximate inference algorithms
such as mean-field variational inference (VI) can be used to efficiently opti-
mize the ELBO.
5.1 Joint Likelihood with Approximate Inference
To optimize the ELBO Eq. (5.2), we use the VI with conditional indepen-










Notice that the mean-field assumption matches the conditional indepen-
dent assumptions used in the generative process of the acoustic and image
features. Under the mean-field assumptions, the auxiliary functions that
maximize the ELBO can be shown to be of the following forms:
log q∗(z) = Eq(A)q(Θ)[log p(x,y,A, z,Θ)] + C1(x,y) (5.4)
log q∗(A) = Eq(z)q(Θ)[log p(x,y,A, z,Θ)] + C2(x,y) (5.5)
log q∗(Θ) = Eq(A)q(z)[log p(x,y,A, z,Θ)] + C3(x,y), (5.6)
where Ci, i = 1, 2, 3 are normalization constants independent of the param-
eters. Notice that the approximate posterior of each hidden variable can be
expressed in terms of the expectation over all the other hidden variables that
are independent to it, and that this quasi-independence allows a coordinate-
ascent update for the auxiliary probability functions. Moreover, the term
inside the expectation is the joint probability of the hidden variables and
observations, which can be decomposed into much simpler terms and simpli-
fied by canceling most of its terms with the normalization constants by the
independence assumptions. Hence, Eq. (5.4):





















q(i(t) = i) log p(xt|zi = k)
)
(5.7)
q(i(t) = i, i(t− 1) = j) =















While estimation of the auxiliary functions can be thought of as the coun-
terpart of the E-step in the EM algorithm, the parameter update for VI
admits similar iterative expressions to the M-step of the EM, except the



























t=2 q(it−1 = i, it = j)
(5.12)






q(it = i)q(zi = k)∑L
i=1
∑T
t=1 q(it = i)q(zi = k)
(5.14)
p̄(zi = k) =
∑L
i=1 q(zi = k)∑L
i=1
∑K







The key challenge of learning a language with sensory signals is to extract
discrete representation from continuous inputs. To achieve truly end-to-end
multimodal word discovery, a learner needs to learn an inventory of discrete
word units from raw speech and image pairs. In this case, we assume that the
learner knows the size of the acoustic unit inventory, |Φ|, and the size of im-
age label set |Y|, but does not know the label of a particular acoustic feature
or image feature. Further, suppose for now that the learner also knows the
acoustic segmentation, which may be generated by a static or dynamic seg-
mentation model mentioned before, and the object segmentation, which may
be generated by an pre-trained object detection system. Under this setting,
the learner receives a sequence of acoustic segment features x1, · · · , xN and a
sequence of image regions y1, · · · , yL and tries to learn, first, the cluster as-
signments of the segment features, φ1, · · · , φN and of the regions z1, · · · , zN ,
and, second, the alignment between the segmented acoustic features and
image features.
Given the acoustic and image features, one potential approach for finding
the alignment is to use a neural attention mechanism. Another possibility is
to find solutions based instead on SMT alignment mechanisms generalized
to continuous data for both the source and target sentences. Following this
idea, the chapter also proposes a novel unsupervised HMM alignment algo-
rithm that treats the continuous features as “soft” labels. With the HMM
alignment model, the last two clustering problems are closely related and
can be solved using analogous methods by a class of generalized K-means
algorithm tailored for multimodal learning. Further, it is possible to jointly
optimize the parameters in the sub-tasks using an exact EM algorithm, which
will be discussed in the following sections. Further, a novel EM algorithm is
proposed to jointly optimize the clustering models and the HMM alignment
model.
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6.1 Alignment with an Encoder-Decoder Network
To use an encoder-decoder to find the alignment, we could simply use the
attention mechanism in Eq. (2.118). However, the attention mechanism
typically requires data a few orders of magnitude larger than what we have
in our training database. Further, to satisfy the many-to-one assumption,
the input to the encoder-decoder will have to be the image features while the
output will be the acoustic features. However, since the number of acoustic
features is much greater than the number of image concepts, the model may
learn the decoder parameters much faster than the encoder and the attention
mechanism, therefore achieving a higher likelihood even when the alignment
mechanism is not properly functioning. To cope with these issues, the thesis
proposes a novel modification of the existing attention mechanism:
a∗it := αit =
exp(ei(h(xt), si−1)/T )∑Ty






A main difference between the proposed network and the architecture in
[38] is that instead of normalizing the attention over the time steps of the
input phone sequence, attention is normalized across the concept indices
corresponding to the output image concepts for each phone. This helps
ensure the assumption in Eq. (2.97) is satisfied and our alignment for each
phone is sparse across image concepts. The decoder for our model does not
have recurrent state operation, because the state vector si depends on the
context vector ci, which depends on sj for times including j > i, as shown in
Eq. (6.1); instead, the concept label is fed into the attention network. The
attention networks for both models have a single 512-dimensional hidden
layer.
6.2 Alignment with HMM-DNN Hybrid
While in the case of end-to-end image-to-audio word discovery, it is no longer
possible for the learner to know for certain which image labels co-occur with
which acoustic unit labels, the translation framework used in the concept-
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to-phone and concept-to-audio word discovery can still apply, by introducing
a new array of latent variables z1, · · · , zL to model the image labels. To
understand how to use soft image labels to learn the alignment and the
visual clusters and similarly how to use soft acoustic unit labels, it is helpful
to focus on one component of the model at a time while assuming the model
parameters of the other components are optimized. Therefore, section 6.2.1
will focus on the HMM alignment model for continuous acoustic and image
features and section 6.2.2 and 6.2.3 will go into the details of updating the
visual and acoustic clustering models.
6.2.1 HMM Alignment Model with Continuous Acoustic and
Visual Inputs
To proceed with the probabilistic inference, assumptions need to be made
about the latent concept variables z. A simple independence assumption on
z is to assume a bag-of-words distribution for the image features; in other
words, the image features are generated i.i.d by the image labels. To use
the HMM alignment model, we assume that the learner does not try to














p(i(t), zi(t)|i(t− 1), zi(t−1),y)p(xt|zi(t)).
(6.4)
Notice that this is very similar to the objective of the variational alignment
algorithm in Eq. (5.1). The main difference between the conditional likeli-
hood model in Eq. (6.3) and the joint likelihood model in Eq. (5.1) is their
model for the image regions. While the joint likelihood model restricts the
likelihood model of the visual features to be Gaussian random variables, the
conditional likelihood model allows a broader class of posterior model for
the visual features by using a softmax distribution with some kernel function
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=: πk(yi) =: πik. (6.6)
The simplest kernel function will be a linear function gk(x) = w
>
k x̃ called the
linearkernel, where x̃ := [x, 1]> is used to allow a bias term. More generally,
the kernel function can be a multi-layer perceptron gk(x) = gLk ◦ · · · ◦ g1k(x)
called the neural network kernel, where g1k = σ(W
lx̃) with σ to be some
activation function such as the rectified linear unit σ(x) = max(x, 0). The




in which case πik will correspond to the posterior generated by an Gaussian
likelihood model with spherical covariance, and is therefore called a Gaussian
kernel with parameter µk and σ. This posterior model is called the unimodal
visual posterior.
It turns out that we can express Eq. (6.3) in a form similar to the likelihood








p(st = (i, k)|st−1 = (j, k′))
=

0, i = j and k 6= k′
p(i|j), i = j and k = k′
p(i|j)πik(yi), i 6= j
. (6.8)
As a result, we can define forward probabilities and backward probabilities
analogous to the standard HMM training algorithm as:
αt(i, z) := p(x1:t, st = (i, z)|y) = p(x1:t, i(t) = i, zi = z|y) (6.9)
βt(i, z) := p(xt+1:T |st = (i, z),y) = p(xt+1:T |i(t) = i, zi = z,y). (6.10)
We can then update the forward and backward probabilities in O((NK)2T )
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time complexity and O(NKT ) space complexity, using dynamic program-
ming:
α1(i, z) = p(it = i|N)πikp(x1|z)














βT (i, z) := 1 (6.12)














Notice, however, that the model described above is not an HMM since the
state sequence does not satisfy the conditional independence property s1:t−1−
st − st+1, as zi(t) is correlated with zi(1), · · · , zi(t−1).
6.2.2 Visual Clustering Model with Indirect Acoustic
Supervision
The HMM alignment model discussed in the previous section converts the
visual features to soft labels through a kernelized softmax layer. However, if
the unimodal posterior is a uniform distribution, the alignment model will
not be able to learn anything meaningful. While using pretrained features
may alleviate the problem, such pretrained features are not task specific and
can still be quite noisy for word discovery. Therefore, we need to refine
the clusters of image features as we optimize the alignment model. To this
end, it turns out that we can refine clusters of the visual features by taking
advantage of multimodal data. A key observation is that the phone sequence
may serve as some indirect supervision for clustering the image features. As
a result, one can optimize the cluster parameters by following the gradient
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Suppose gij and gik are not directly functions of each other, as is in the case




where δjk = 1 if and only if j = k and Eq. (6.14) can be simplified as:
∂LMLE
∂gik
= p(zi = k|x,y)− πik =: ∆imik . (6.19)
Intuitively, this gradient tries to close the gap between the unimodal and the
multimodal visual posteriors and therefore refine the visual clusters using
information from data of the other modality, which are the acoustic features
in this case.
6.2.3 Acoustic Clustering Model with Indirect Visual
Supervision
Given the HMM alignment model and the visual clustering model, it turns
out to be quite straightforward to extend the maximum likelihood training to
the acoustic clustering model, by introducing latent variables for the acoustic
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where hφ(·), φ ∈ Φ is again some kernel function, as is in the case of the
image posterior. Assuming a uniform prior on xt and φt, p(xt|φt) can be




∝ btφt . (6.23)
The advantage of such an approximation is two-fold: First, it allows a much
richer class of emission density functions to model the acoustic features than
the exponential family, as the posterior parameters can be learned using dis-
criminative learning models such as neural networks. Second, the posterior
probability has a smaller dynamic range as the emission density and is there-
fore more stable during parameter updates as well as decoding. Similar to
Eq. (6.14), we can update the phone posterior using gradient ascent:
∂LMLE
∂htφ
=p(φt = φ|x,y)− btφ =: ∆phonetφ . (6.24)
6.2.4 The Complete EM Algorithm for the HMM-DNN Word
Discovery Model
With the new latent variables φt’s, we need to re-define the forward proba-
bilities as αt(i, z) := p(x1:t, it = i, zi = z|y) and the backward probabilities
as βt(i, z) := p(xt+1:T |it = i, zi = z,y).
Using the forward and backward probabilities we can compute the aug-
mented state posterior probabilities γt(i, z) := p(it = i, zi = z|x,y) and state
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transition posterior probabilities ζt(i, z, i, z



























αt(i, z)p(j|i, N)πjz′βt(j, z′)
(6.27)
is a normalization factor. Given the forward and backward probabilities, the
time and space complexities to compute γt’s are both O(NKT ) and the time
and space complexities to compute ξt are both O(N
2K2T ). Further, we need
to compute the multimodal concept and phone posteriors p(zi = k|x,y) and
p(φt = φ|x,y). To compute the multimodal image posteriors, we define a
“biased” version of the forward probabilities: αt(j|i, k) := p(x1:t, it = j|zi =
k,y). Define the biased unimodal concept posterior πjz|ik := δijδzk + (1 −
δij)πjz, which sets the probability of zi = k to 1 and the probabilities for the
rest of the concepts the same as the unbiased unimodal posteriors πjz. We can









We can relate the multimodal concept posterior to the biased forward prob-
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abilities αt(j|i, k)’s as follows:
p(zi = k|x,y) =
p(x, zi = k|y)∑Ky
k′=1 p(x, zi = k|y)
(6.29)
=
p(zi = k|y)p(x|zi = k,y)∑K






j=1 αT (j|i, k)∑K
k′=1 πik′
∑N
j=1 αT (j|i, k)
. (6.31)
For the multimodal phone posteriors, we can simply recycle the unbiased
forward and backward probabilities to compute them:




z=1 αt(i, z)pt(φ|z)βt(i, z)∑N
i=1
∑K
z=1 αt(i, z)βt(i, z)
. (6.32)
Notice that the augmented state space can in principle include the phone
labels. However, it is unnecessary when the alignment satisfies the many-
to-one assumption. If the many-to-one assumption fails, for example, when
two or three regions depict the same word at the same time, we will need to






















z,z′=1 ξt(i, z, j, z
′)
(6.34)

























The neural network parameters for the phone feature probabilities can be
then updated using gradient descent. To this end, we can compute a general
formula of the gradients of the log-likelihood function with respect to the
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If the conditional independence relation φ − x − y holds, the gradients for
the phone neural network will vanish, in which case the model will stop
updating the network weights. Therefore, the network is trying to fit the
models such that the unimodal phone posterior is as close as possible to the
multimodal phone posterior p(φt = φ|x,y). In the problem of word discovery,
the limitation of this approach is that it ignores the contextual information
within each modality, since btφ only depends on the monophone feature at
time t. Therefore, a better model should take advantage of the phone features
at different time steps.
6.2.5 Decoding Algorithm for the HMM-DNN Word
Discovery Model
While the parameter updates of the HMM-DNN model only require comput-
ing the posterior probabilities of the partial states, the model needs to keep
track of all the concept assignments to decode the optimal alignment and
image concept sequence. Notice that the hidden state sequence of the model,
s = ((z1, i(1)), · · · , (zT , i(T )), does not form a Markov chain. This is due to
the fact that if i(t) = i(s), then it will only be possible for zt = zs, and there-
fore st is dependent on all past states given the previous state (it−1, zt−1). As
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a result, the state transition probability becomes:
p(i(t), zt|i(1) : i(t− 1), z1:t−1) =

0, if ∃s < t s.t. i(t) = i(s), zt 6= zs
1, if ∀s < t s.t. i(t) = i(s), zt = zs
p(i(t)|i(t− 1), L)πi(t)zt .
(6.39)
This seemingly daunting transition probability requires keeping track of all
the concept labels up to the current time t. Therefore, the state of the
model needs to be expanded to include a lookup table, ψt : S ×{1, · · · , L} 7→
{0, · · · , K}, t = 1, · · · , T , where S := {1, · · · , L} × {1, · · · , K} is the partial
state space used in the parameter updates. Given a state (i, z) and a region
index j, the lookup table ψt((i, z), j) returns the current assignment of zj,
and ψt(s, i) = 0 means the concept label for region i is unassigned at time
t. The new expanded state becomes s̃t := (i(t), zi(t), ψt). Define the Viterbi
probabilities:
δt(i, z) := p(x1:t, i(t) = i, zi = z, i
∗(1) : i∗(t− 1), zi∗(1):i∗(t−1)|y) (6.40)
= p(x1:t, it = i, zi = z, ψt−1|y), (6.41)
where φ0((i, z), j) := 0,∀i, z, j. Therefore, the Viterbi probabilities can be




′, z′)p(i|i′, L)p(xt|zi), if ψt−1((i, z), i′) = z′
maxi′,z′ δt(i
′, z′)p(i|i′, L)πizp(xt|zi), if ψt−1((i, z), i′) = 0
0, otherwise,
(6.42)
ψt+1((i, z), j) =
z, if j = iψt((i, z), j), otherwise, (6.43)
ηt+1(i) =
arg maxi′,z′ δt(i′, z′)p(i|i′, L)p(xt|zi), if ψt−1((i, z), i′) = z′arg maxi′,z′ δt(i′, z′)p(i|i′, L)πizp(xt|zi), if ψt−1((i, z), i′) = 0,
(6.44)
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where ηt is the usual back-pointer for retrieving the optimal alignment. The
optimal alignment and concept label assignment can be then obtained by
tracing ηt’s and returning the optimal lookup table φ
∗ := φT ((i
∗
T , zi∗T ), ·), i
∗, z∗ =
arg maxi,z δT (i, z). To run this exact algorithm, the lookup table needs to be
stored in a LK×LK matrix, which becomes prohibitively large as the num-
ber of concepts K becomes large. When space is a concern, it is possible
to only decode the optimal alignment exactly and decode the image concept
labels approximately given the optimal alignment:
A∗ = arg max
A
p(A|x,y) (6.45)












One dataset we used is MSCOCO [54] and its audio captions, SpeechCOCO
[55]. MSCOCO contains 80 image classes with about 120,000 images and
over 800,000 visual objects. The audio caption dataset contains 5 captions
per image and about 600,000 captions spoken by 8 different speakers.
Instead of using the raw dataset, we choose to work on a more controllable,
synthetic dataset using the spoken words from the captions and bounding
boxes from the images. For simplicity, we limit the image labels to occur both
in the image and audio caption, with the exception of the label “person”,
in which case we search various keywords in the caption, such as “boys”,
“woman” and “children” since the word “person” seldom occurs in the audio
caption. It also allows us to experiment with the effect when one image label
may correspond to multiple linguistic expressions in the caption. This step
filters out 15 of 80 image classes while keeping the majority of image classes.
Next, to create a synthetic image-caption pair, we sampled 5 image regions
provided by the ground truth bounding boxes and the corresponding spoken
word forms while maintaining an even number of regions of different image
classes. Further, to study the effect of sample size on training the model, we
created two datasets: one with 2541 image-caption pairs called MSCOCO
2k, another with 19925 image-caption pairs called MSCOCO 20k, both from
the validation set of the MSCOCO. We kept the original MSCOCO training
set for pretraining the visual and acoustic posterior models.
To test the model on a more realistic dataset, we used the Flickr8k [39] and
Flickr30kEntities [56], which contains phrasal boundary and manual bound-
ing box annotations for 8000 images and 40000 captions with five captions
per image. For the concept-to-phone experiments, we limit the number of
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concepts by first extracting the nouns in the phrases of the captions and
merge nouns with similar meaning using WordNet synsets [57]. Further,
we limit the nouns that appear at least 10 times. As a result, we obtain
1547 distinct image classes. We also filter out captions in which none of
the phrases contains any image classes. To maintain the many-to-one as-
sumption, repetitions of the same image class in an image are merged. For
the speech-to-image retrieval experiment, we follow the split used in [41] to
divide the image-caption pairs into a training set of about 6000 images, a
validation set and a test set both of 1000 images. We used CMU pronun-
ciation dictionary [58] to extract phone transcriptions of the captions. For
words that do not appear in the dictionary, we simply replaced it with a
special UNK symbol.
7.2 Experimental Setup
We are interested in a few experimental questions about the word discovery
systems: First, what kind of acoustic and image feature is the best for word
discovery in the multimodal setting? For MSCOCO, we have compared the
performance of the word discovery with three types of acoustic features:
simple resampling of the MFCC frames, pretrained CTC embeddings and
the hard force-aligned phone labels. For Flickr30k, we compare two types of
acoustic features: MFCC and the multilingual bottleneck feature extracted
from a pretrained multilingual ASR system [59]. For the image features, we
have compared the performance of the embeddings from two image classifiers,
a 34-layer residual net [60] and a 16-layer VGG net [61].
Another question of interest is: How does each component of the end-to-
end multimodal word discovery system contribute to its performance? We
dissect the model into three main components – the image feature clustering
model, the acoustic feature clustering model and the alignment model – and
then conduct experiments to analyze and compare the performance of each
component separately. To test the alignment model, we conduct word discov-
ery experiments with image concepts and phones and compare between the
Markov SMT, mixture-based SMT and the unsupervised adaptor grammar
algorithm. Next, we test the effect of the acoustic feature clustering model
by conducting concept-to-audio word discovery experiments and compare it
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with segmental embedded GMM [18], an unsupervised audio-level word dis-
covery model. Moreover, we test the effect of image feature clustering model
by a set of image-to-phone word discovery experiments and comparison with
AG. Finally, we experiment on the fully end-to-end system and compare it
with the partial system in the previous experiments.
Further, we are interested in comparing difference probabilistic inference
algorithms for training word discovery system. For this purpose, we com-
pared our image-to-audio and image-to-phone system with the correspon-
dence LDA approach proposed by [62]. To do this, we converted the mixture
assumption in the system to Markov assumption to match the generative
process with our system. In this way, we can understand whether the exact
EM or the variational EM algorithm leads to better model.
Finally, we want to understand to what extent visual scenes can help the
system to discover words more accurately. We can answer this question
based on the previous experiments studying the effect of different compo-
nents. While it is not fair to compare with unsupervised algorithms such as
AG since they do not have access to image concept information, it helps us
to get an idea of how the image features can improve word discovery and
take advantage of patterns that unsupervised systems ignore.
We also did a small-scale pilot study on using word discovery system for
speech-to-image retrieval task. For the retrieval model, we compared our
result with the speech-to-image system by [43, 22, 44] and the image-to-
text system by [41]. Note that our system has more supervision than those
proposed in [43] but less supervision on the language side than [41].
7.3 Feature Extraction
For the acoustic features, we extracted 14-dimensional mel-frequency cep-
stral coefficients (MFCC) with 25 ms window and 10 ms skip size. We also
experimented with the multilingual bottleneck feature [59] extracted from
the intermediate layer of a multilingual ASR system. Given the phonetic
or syllabic segmentation, we resampled the MFCC or bottleneck feature for
a particular acoustic unit to 10 frames long as the unsupervised acoustic
embedding feature proposed in [18].
To extract embedding features and noisy acoustic unit labels from a neural
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network phone recognizer, we trained a CTC ASR system with two BLSTM
layers on the SpeechCOCO training set using Pytorch [63]. We use batch
gradient descent with a momentum of 0.9 and batch size of 32. We started
by training with a single BLSTM layer and used its weights to pretrain a
two-layer system. For the single-layer system, we used a learning rate of
10−3 and for the double-layer system, we used a learning rate of 10−4. The
dimensions of the state and embedding vectors are both 100. Using the
best-path search, the recognizer achieves 20% phone error rate (PER) on
audio captions of MSCOCO 20k. We then use the transcription from the
best path to generate noisy phone labels and the last layer of the LSTM to
generate the embedding vectors described in Eq. (4.30), which results in a
100-dimensional embedding vector for each phone unit.
For the visual features, we experimented only with neural embedding fea-
tures such as the penultimate layer of the VGG 16 model [61] and the ResNet
34 model [60].
7.4 Hyperparameter Tuning
The main parameters of the phone-level SMT are the translation probabili-
ties and alignment probabilities. We run the simplified mixture model until
convergence and the enriched and segmental models for 50 iterations. We
initialize p(xt|yi) by adding one to the numerator when phone xt and image
concept yi co-occur in a sentence. For the segmental model, we initialize the
alignment transition matrix with a uniform distribution for each row.
For the audio-level simplified mixture model, the main hyperparameter is
the number of mixtures per concept M and the dimension of the acoustic em-
bedding. We found that M = 5 produces the best results and any value larger
than 5 leads to many empty clusters. For the enriched mixture model, the
covariance matrices become singular as the posterior of any certain mixture
becomes too small, so we simply fix the covariance matrices to be diagonal
with diagonal entries equal to 0.002 for the framewise approach and 2 for
the pre-segmental approach, based on the increase of log-likelihood during
training. Both models are initialized with randomly generated clusters and
assignments. For the segmental model, we used M = 1 for computational
efficiency and initialized the cluster randomly. For the embedding dimen-
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sion, we experimented with 10 and 20 equally spaced frames and found only
marginal improvement when using 20 equally spaced frames with proper re-
sampling or interpolation, so we follow [27] to concatenate 10 equally spaced
frames. Again following [18], we pre-segmented the audio to syllable-level
using the unsupervised syllable-segmentation system by [25] and only con-
sider the boundaries detected by the system during the segment step. This
limits the performance of our system to the coverage of their system, but
significantly reduces the disk space for storing the embeddings and inference
time. To ensure a better coverage of the true word boundaries, we combine
the landmarks detected by all three syllable segmentation algorithms (Os-
cillator, EnvMin, VSeg) [25] and remove boundaries that are within 20 ms
from each other. This results in a coverage of about 83.5% of all the word
boundaries to being within 30 ms.
For the joint likelihood model (the entry “CorrLDA” in the following ta-




i0 = 0.1, κ0 = 0.01 so the initial concept
prior is uniform, and the cluster means are initialized with the K-means
algorithm.
For the conditional likelihood model with Gaussian activated softmax (the
entry “Gaussian”), we again initialize the parameters µk’s with the K-means
algorithm; for the model with linear softmax function, we initialize the
weights using the weights of the last layer of a pretrained ResNet 34 clas-
sifier fine-tuned on MSCOCO training set. For the neural net, we used a
hidden dimension of 10 for the synthetic Gaussian features and 512 for the
VGG 16 features with ReLU activation function. For the VGG 16 feature,
the two-layer network is initialized using a pretrained VGG 16 classifier with
last layer replaced by a two-layer network with hidden dimension 512, again
fine-tuned on MSCOCO training set. Both the pretrained VGG 16 and the
ResNet 34 achieve around 50% classification accuracy on the validation set.
The learning rate for the GD is set initially to be 0.1 and decays by a
factor of 10 every 10 iterations for the Gaussian softmax function and 0.001
for the linear and two-layer softmax function. We observe convergence of
all models after 30 EM iterations using both the variational EM and EM
+ gradient descent. For the Markov alignment model, we initialized all the
alignment prior, transition probabilities and the translation probabilities uni-
formly across their supports, thus having a deterministic experiment setting
for the real image dataset.
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7.5 Pretraining
Although the image-to-audio systems can be trained from scratch, we found
that pretraining is necessary for the model to achieve good performance. For
the image posterior model with linear kernel, we pretrained the weights of
the softmax layer using a supervised image classification task on MSCOCO
training set, using the VGG 16 and ResNet 34 model pretrained on Ima-
geNet. To this end, we froze the weights of the VGG 16 or ResNet up to the
penultimate layer and trained only the last layer of the classifier on MSCOCO
training set. Both the ResNet and VGG 16 achieves a 53% accuracy on the
validation set.
Similarly, for the acoustic posterior model with linear kernel, the linear
kernel is pretrained using the softmax layer of the CTC phone classifier used
in the feature extraction step.
7.6 Evaluation Metrics
For the word-discovery task, we evaluate our systems by comparing the pre-
dicted and gold alignments. The alignment accuracy is defined as the per-
centage of phones that align to the correct image concept, which is equal to
the complement of the alignment error rate (AER) metric commonly used
in machine translation systems (see, for example, [53]). In addition, we use
retrieval metrics called the alignment recall, precision and F-score to eval-
uate the quality of the alignment. The concept-specific alignment recall is
defined as the percentage of correctly aligned phones or audio frames to a
given concept over all the phones or audio frames that should be aligned
to the concept; the concept-specific alignment precision is the percentage
of correctly aligned phones or audio frames to a given concept over all the
predicted aligned phones or audio frames to the concept. The corpus-level
alignment precision and recall are the average of their concept-specific coun-
terpart across all image-caption pairs. The F-score is then the harmonic
average between the alignment recall and the alignment precision. For visu-
alization purposes, we also computed the concept-specific alignment F-score
over the entire corpus for each concept. The grouping, boundary and to-
ken/type metrics used in 2017 ZRSC [30] are also reported. All the retrieval
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based metrics are essentially the same idea applied to different parts of the
discovered units. Let W be the set of ground truth linguistic structures and
Ŵ = ∪Kc=1Ŵc be the set of structures discovered by the model, and Wc be
the subset of structures of type c. For example, in the case of alignment
retrieval scores, Wc is the set of tuples with aligned image indices i and
caption time steps t represented by (i, t), and in the case of token or type
retrieval scores,Wc is the set tuples of discovered word segments represented
by (s, t, c), where s and t are the start time and end time of the segment and
c is the word cluster index of the segment. Define:
Recall(W , Ŵ) :=
K∑
c=1
w(c, Ŵ) |Ŵc ∩Wc|
|Wc|
(7.1)
Precision(W , Ŵ) :=
K∑
c=1
w(c, Ŵ) |Ŵc ∩Wc|
|Ŵc|
(7.2)
F-score(W , Ŵ) := 2Recall(W , Ŵ)Precision(W , Ŵ)
Recall(W , Ŵ) + Precision(W , Ŵ)
, (7.3)
where w(c,W), c = 1, · · · , K are importance weights for each class such that∑K
c=1 w(c,W) = 1. For the case of alignment, if we consider all the gold
alignments (i∗(t), t) to be desired documents and let K = 1 and w(1,W) = 1,
we get the alignment accuracy metric; but if we treat only a particular image
label as the desired document at each retrieval, then K will be the number
of image classes and the alignment recall, precision and F-score are simply
Eq. (7.1) with w(c,W) = 1
K
, ∀c.
For the grouping retrieval metrics, W is the set of ground truth word seg-
ments and the metric is a weighted sum with class-specific weights w(c, Ŵ) =
|Wc|
|W| . Therefore, word classes that appear more frequently in the ground truth
are given higher weights.
For the token and type retrieval metrics, [30] augmented the discovered
and ground truth word unit sets ˆcW and W to also include substrings of
the word units to avoid overpenalizing almost correct word units. For the
token retrieval metrics, they let the weights to be w(c, Ŵ) = 1
K
for the type
retrieval metrics and the normalized frequency for token retrieval metrics
w(c, Ŵ) = |Wc||W| , which gives more weights to shorter substrings since they
occur much more often than longer ones. Notice that under unsupervised
setting, the ground truth classes are not known to the system and instead
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the cluster index with closest overlap with a particular class can be used as
the “correct” cluster index.
The boundary retrieval metrics are defined similar to the token and type
retrieval metrics, where W is instead the set of all boundary times (s, t)
between the word segments.
Since our dataset is not balanced (for example, the NULL concepts are
much more common than any other concepts) and the model can achieve
high alignment accuracy by aligning only to the most frequent concepts,
such retrieval-based metrics help us to fairly evaluate our systems. For the
speech-to-image retrieval task, we follow [43, 42] to use recall at 1, 5, 10 to
measure the performance of our system. We assume one-to-one mappings
between image and caption, despite having a large number of image-caption
pairs with similar concepts. To compare the performance, we use the speech-
to-image system by [43] and the text-to-image system by [42] as baselines.
7.7 Experimental Results
The results for concept-to-phone word discovery experiments on Flickr30k
and MSCOCO2k are shown in Table 7.1 and Table 7.2 respectively. The sim-
plified mixture model and the segmental model are the models with mixture
and Markov assumptions described by Eq. (3.1) and Eq. (3.7) respectively.
The enriched mixture model adds additional positional dependence for the
alignment probabilities of the simplified model. As we can see, the HMM
SMT model outperforms the mixture SMT by over 20% in all alignment
metrics, and is also consistently better in all other metrics except the group-
ing metrics. Further, the HMM model discovers word candidates that are
closer to the length of the real visual words while the mixture SMT discovers
much shorter candidates due to over-segmentation. Therefore, the Markov
assumption is more realistic for the word production process than the mixture
model. On the other hand, the adaptor grammar performs consistently better
than the HMM model, even without using any visual information. However,
since the HMM model does not use any word-level contextual information
within the acoustic modality or any assumptions about the word production
grammar, this result suggests that the word-level contextual information is
perhaps more important for discovering words than the visual information.
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Table 7.1: Phone-level word discovery results on Flickr30k including the
alignment accuarcy (A), alignment, grouping, boundary, token or type
recall (R), precision (P), F-score (F) (all in %) and the average word length










A 43.8 40.0 55.4 -
P 46.7 41.4 56.7 -
R 52.9 46.9 67.4 -
F 49.6 44.0 61.6 -
Grouping
P 65.5 54.3 33.2 -
R 76.9 67.2 70.0 -
F 70.7 60.1 45.0 -
Boundary
P 12.6 9.6 35.1 32.0
R 62.8 47.2 46.0 74.0
F 21.0 16.0 39.8 44.7
Token
P 0.508 0.199 5.72 12.1
R 2.24 1.35 11.7 25.2
F 0.993 0.275 7.68 16.3
Type
P 3.72 1.51 3.37 29.5
R 13.5 11.1 51.7 4.31
F 5.83 2.66 6.33 7.52
Avg. Word Length
(True Avg. = 9.13)
2.58 2.62 6.88 20.7
It also suggests that combining the two complimentary information sources
may lead to better word discovery systems.
The results for the concept-to-audio word discovery on Flickr30k and
MSCOCO 2k are shown in Table 7.3 and Table 7.4 respectively. The static
segmental GMM is the concept GMM with syllable pre-segmentation from
the SylSeg system [25], similarly for the static HMM. The simplified dynamic
segmental model is the multimodal extension of the ES-K-means algorithm
[27] described by Eq. (4.15). According to Table 7.3, the overall perfor-
mances of the concept-to-audio systems are much worse than those of their
concept-to-phone counterparts, due the adverse effect of noise in the acoustic
features. This suggests that SMT systems rely crucially on good acoustic rep-
resentation. Among the features, models trained with the bottleneck features
perform consistently better than those with MFCC, suggesting multilingual
training improves the robustness of the representation. Meanwhile, the re-
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sampling features are much better than the raw features, to some extent
showing the ability of the resampling features to summarize the word-level
information. Further, the resampling feature also helps the model to discover
candidates of more realistic lengths and effectively preventing oversegmen-
tation. Moreover, it seems the presegmentation returned by the SylSeg is
good enough for Flickr30k, and additional dynamic segmentation seems to
hurt the performance of the system. The mixture assumption is also quite
sufficient given approximate syllable boundaries, and the Markov assumption
does not lead to improved results as observed in the concept-to-phone case.
In Table 7.4, all models are the HMM-DNN model described by Eq. (5.1)
in which we disable the visual clustering model and feed the model instead
with ground truth image label as the visual features. For the acoustic clus-
tering model, we use the Gaussian kernel softmax. Each column of Table
(7.4) corresponds to a different acoustic feature used for clustering, namely,
the resampling MFCC feature, the CTC-last and CTC-mean embedding fea-
tures described by Eq. (4.30) and the force-aligned phone features. As in
Flickr30k, noisy acoustic features have a dramatic impact on word discovery
performance of the model, though the degradation is less severe than that
in Flickr30k. This is partly because the MSCOCO data contains a balanced
number of different concepts and does not have as much within-concept vari-
ability of spoken phrases, and as a result makes the clustering easier for the
model. Another reason may be that the models used for MSCOCO all try to
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Table 7.3: Audio-level word discovery on Flickr 30k alignment accuarcy (A),
recall (R), precision (P), F-score (F) (all in %) and average word length















MFCC 32.2 27.1 36.6 31.2 28.0
BN 35.6 36.6 40.8 37.9 29.7
R
MFCC 30.4 27.5 36.1 32.7 26.2
BN 36.5 36.4 44.1 39.7 37.4
P
MFCC 29.8 26.9 34.7 30.6 23.9
BN 34.6 34.3 40.5 36.5 39.4
F
MFCC 30.1 27.2 35.4 31.6 25.0
BN 35.5 35.3 42.3 38.0 38.3
AWL 3.14 3.26 39.9 40.8 140.1
(GT =
61.2)
6.32 6.31 42.2 39.9 71.8
learn phone-level statistics, as opposed to word-level or syllable-level statis-
tics for Flickr30k; therefore, the HMM-DNN models for MSCOCO require
relatively fewer parameters than the segmental models in Table 7.3, which
makes them more robust to noise during training. This hypothesis is also
supported by the comparison experiment using Segmental Embedded GMM
on MSCOCO 2k. The result shows that the segmental approach performs less
well than the HMM-DNN SMT model in all metrics, demonstrating at the
same time that visual scenes provide additional information besides speech
in word discovery. Across different features, the CTC force-aligned phones
perform the best—unsurprisingly considering the indirect supervision they
use. But surprisingly the fully unsupervised resampling feature performs al-
most as well as the CTC-mean embedding in the alignment metrics and even
outperform the CTC-mean in the token F-score. In addition, the CTC-mean
embedding performs much better than the CTC-last, suggesting that com-
bining information of all embedding vectors in a segment improves quality of
the embedding.
The results for the image-to-phone word discovery on MSCOCO 2k and 20k
are shown in Table 7.5. The rows with the label 2k are results of the models
on MSCOCO 2k and similarly for the rows labelled 20k. The models used in
the experiments are HMM-DNN with different softmax kernel as discussed in
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Table 7.4: Concept-to-audio word discovery performance results on












A 73.5 61.8 72.7 78 -
F 72.0 60.0 72.8 76 -
Grouping
P 41.0 36.0 47.7 53.7 17.9
R 83.2 72.7 86.8 95.0 42.3
F 54.9 48.2 61.6 68.6 25.2
Boundary
P 47.0 40.6 46.5 59.0 47.0
R 40.2 42.5 48.0 53.3 40.9
F 43.2 41.5 47.2 55.8 43.7
Token/Type
P 18.8/2.2 4.9/1.4 12.0/1.8 35.0/2.7 12.7/1.7
R 15.6/86.9 5.2/73.8 12.4/82.3 30.9/92.3 10.7/76.1
F 17.1/4.3 5.0/2.7 12.2/3.5 32.7/5.2 11.6/3.3
NED 63.6 72.0 56.9 46.0 90.5
Eq. (6.5), including a Gaussian kernel, a linear kernel and a two-layer neural
network kernel. We found that the noise in image features has a very similar
effect on the word discovery performance as noise in the acoustic features,
degrading the performance by almost the same amount. The Gaussian kernel
performs the best among different kernels, and we observe the MLP kernel
visual posterior model tends to converge to a bad local optimum that aligns
all the phones to a single image region, which is very similar to the mode
collapse phenomenon observed in variational training. The Residual Net
features are better than the VGG 16 features. Except for the HMM-DNN
with linear softmax visual posterior, all the other models seem to suffer from
having more data. This may be due to the increased variability of the images
as the dataset gets larger, which makes the visual clustering harder.
All HMM-DNNs except the one with MLP kernel and VGG 16 visual
features outperform the Correspondence LDA approach in all metrics, sug-
gesting the exact EM algorithm to be more suitable than the variational EM
approach for training word discovery system. It is possible that with a more
careful initialization and setting of the hyperparameters, the variational EM
approach will achieve better performance than reported; however, the initial
experiments show that the effect of hyperparameters seems to be insignifi-
cant, especially for larger datasets such as MSCOCO 20k. Further, the linear
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kernel visual posterior model is able to improve the quality of the visual clus-
ters by multimodal training to increase the cluster purity from 53% to 68.7%
for MSCOCO 2k and to 58.6% for MSCOCO 20k, while the Gaussian visual
posterior seems to degrade the quality of the cluster, despite achieving higher
scores on alignment-related metrics. In terms of visual features, the ResNet
34 classifier tends to generate better visual representation than the VGG
16 classifier, evidenced by the dominance of models trained with ResNet 34
features over those trained with VGG 16 features.
Table 7.5: Image-to-phone word discovery alignment accuracy (A), F1 score













2k A 73.5 75.7 14.2 66.0 52.6
F 71.2 74.3 17.6 61.6 51.2
CP 43.7 47.0 33.9 68.7 40.4
20k A 67.5 70.2 26.8 68.8 51.5
F 63.6 68.1 14.0 65.8 50.2
CP 34.6 39.6 33.1 58.6 33.8










A 62.4 53.3 -
F 58.3 48.6 -
Purity 46.1 46.1 53
Grouping
P 29.2 21.9 -
R 65.1 54.7 -
F 41.1 32.0 -
Boundary
P 54.1 50.7 -
R 43.1 44.3 -
F 48.0 47.3 -
Token/Type
P 19.6/2.2 8.4/1.6 -
R 14.9/85.4 7.1/77.6 -
F 17/4.3 7.7/3.1 -
Coverage 87 100 45
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The results for the image-to-audio word discovery on MSCOCO 2k are
shown in Table 7.6. The first two columns are our image-to-audio word
discovery system with the best image features, namely, Res 34 embedding
combined with the forced-aligned phones or the CTC-mean embeddings. To
put our result into context, we also copy the results from [64] on the much
larger Places400k dataset [65] with 101 different image concepts. Interest-
ingly, the degradation of performance of the image-to-audio model is roughly
the sum of degradations of the concept-to-audio and image-to-phone systems.
Further, we can see that the cluster purity of visual features for the image-
to-audio model remains about the same as the classification accuracy after
the multimodal training at about 52%. Therefore, in this case, multimodal
training does not seem to play a significant role in improving the quality
of the visual cluster, but rather relies on the visual clusters to learn the
acoustic word segments. Again the forced-align phone feature is seen to be
superior to the CTC-mean embedding feature. Both models perform better
than the unimodal segmental GMM approach in Table 7.4, demonstrating
that even noisy image features can benefit word discovery. While not directly
comparable, our system seems to achieve full coverage with a clustering pu-
rity comparable to the more data-intensive DAVENet [64] multimodal word
discovery system, demonstrating that the use of HMM alignment is more
data-efficient than attention-based systems.
The preliminary result on speech-to-image retrieval using multimodal word
discovery is shown in Table 7.7. The simplified and segmental SMT corre-
spond to the mixture and HMM SMT models as in Table 7.1. Again the
HMM SMT performs substantially better than the simplified model. We
also found that ground truth phone and image labels boost the retrieval per-
formance significantly, helping the HMM SMT model to perform better than
the end-to-end speech-to-image in [43] and the text-to-image system in [42].
Although such a comparison is not fair as neither of the two systems have
access to ground truth image labels, it nevertheless helps us to understand
better the main challenge of the task. The result suggests that discovering
the correct entities in the image is the key to good image retrieval and that
the key challenge of the task is to encode the acoustic and visual inputs into
more robust representation, rather than finding the alignment per se.
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Table 7.7: Comparison of query-by-example image search with
spoken/phone sequence result (in %)
Recall@1 Recall@5 Recall@10
Simplified SMT 9.42 21.1 29.1
Segmental SMT 46.7 65.2 72.2
Harwath&Glass[43] - - 17.9
Karpathy[42] 10.3 31.4 42.5
7.8 Visualizations
To understand what the model has learned, we created three types of visual-
izations. The alignment F1-score histogram breaks down the overall perfor-
mance of the model into different image labels. The confusion matrix between
discovered visual clusters and the ground truth image labels help visualize
the quality of the hidden representations of the modalities learned by the
models. Attention/alignment plots display the alignment probability matrix
with the t-th row, i-th column representing the probability p(it = i|x,y) for
SMT or αti for attention models and provide a clear picture what types of
mistakes the model makes during word discovery.
The alignment F1-scores for MSCOCO 2k and MSCOCO 20k are shown
in Figure 7.1. From the graph, the Gaussian-kernel models have the largest
number of concepts with alignment accuracy in the 80-90% and > 90% quan-
tiles, the second largest number of concepts with alignment accuracy in the
60-70% and 70-80% quantiles and the least number of concepts with accuracy
less than 50%. The neural net kernel with Res 34 image features outperforms
the CorrLDA by having more concepts with accuracy higher than 80%.
The alignment F1-scores for the concept-to-phone systems and the concept-
to-audio systems on Flickr30k are shown in Figure 7.2. For the concept-
to-phone systems, the HMM alignment model has the largest number of
concepts with alignment accuracy more than 70%, but slightly more con-
cepts with accuracy less than 30% than the mixture alignment model. For
the concept-to-audio system, the segmental GMM model aligns the largest
number of concepts correctly more than 50% of the time and the frame-wise
K-means model performs slightly better than the frame-wise GMM by having
more concepts with accuracy more than 50%.
The confusion matrices for MSCOCO 2k and MSCOCO 20k are shown in
Figure 7.3. Among all four models, the linear softmax model has the purest
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cluster and the two-layer neural network softmax has the least pure cluster.
For the Gaussian softmax model, the concept “backpack” and the concept
“bench” have the highest level of confusion with other concepts, such as
“airplane” and “boat”, which may be due to their similarity in shape. The
linear softmax model also has trouble clustering the concept “backpack”, and
has a slight confusion of the concept “banana” with another fruit concept
“apple”, which may be due to the fact they appear nearby in some images.
The alignment/attention matrices for a randomly chosen example in MSCOCO
2k and 20k are shown in Figure 7.4. Among the models, the Gaussian soft-
max model generates the most continuous and interpretable alignment prob-
abilities. However, the Gaussian softmax model almost misses the concept
“giraffe” completely and confuses a large part of the concept “vase” with
“microwave”. This is due to the fact that these words share a few bigrams in
their pronunciation, which may mislead the alignment of the model. Another
factor may be the noise in the image features which may somehow confuse
the image features between the concepts, as in the concept-to-phone case,
the alignment accuracy is almost perfect. Further, for both the linear model
and the Gaussian softmax model, we observe a lagging of transition between
alignments, as is in the case of Flickr30k’s.
The alignment/attention matrices for a randomly chosen example gen-
erated by the concept-to-phone models on Flickr30k are shown in Figure
7.5. For the segmental model, the alignment probabilities are defined as the
Viterbi probabilities normalized across concepts at a given time. From the
alignment probability, we notice that the segmental model has much sparser
alignment probabilities and produces much more continuous pseudo-words
that are closer the length of a real word, suggesting that contextual infor-
mation between phones is crucial for discovering word-like units. However,
the segmental model seems to be worse at distinguishing NULL from actual
concepts, making many false positives, indicating that the NULL concept is
statistically distinct from the rest of the concepts and should be modelled
separately. Another cause of the false discovery stems from the limitation of
concept-independent jump transition probabilities: it appears that the seg-
mental model prefers smaller jumps than larger ones, causing a exceedingly
slow transition from one concept to another. This is evident from the ex-
ample attention plot: almost every transition moves one step at a time. In
particular, we can clearly see that the model stays at the concept “child”
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for eight extra phones until the align probability drops gradually. Another
observation is that the accuracy of SMT is generally lower than the retrieval
metrics as opposed to higher in the case of NMT primary because SMT is
less biased towards concepts that appear more frequently while NMT tends
to memorize the prior distribution of the concepts in the training data.
The alignment/attention matrices for a randomly chosen example gener-
ated by the concept-to-audio models on Flickr30k are shown in Figure 7.6.
Judging from the plots, the two static segmental models perform similarly in
true discoveries and the HMM tends to discover more continuous words, but
the HMM has more false positives and false negatives. Indeed, all except the
static segmental HMM model cluster the first few frames of silence to NULL
symbol. Overall, most models display a high level of false discoveries, possi-
bly because the statistical properties of NULL symbol are different from other
concepts in that it is more dependent on the other concepts present in an
image. Further, the dramatic drop in F1 score indicates that the audio-level
models are having trouble extracting the phonetic information from audio
that is necessary to reduce the problem to the phone-level discovery.
(a) MSCOCO 2k (b) MSCOCO 20k
Figure 7.1: The alignment F1 score histograms of the four image-to-phone
models in Table 7.5 on MSCOCO 2k and MSCOCO 20k.
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(a) Concept-to-Audio Discovery (b) Concept-to-Phone Discovery
Figure 7.2: The alignment F1 score histograms of word discovery systems
in Table 7.1 and Table 7.3 on Flickr30k.
(a) Gaussian softmax (b) Linear softmax
(c) Neural network softmax (d) CorrLDA
Figure 7.3: Confusion matrix of the first 10 concepts in alphabetical order






(c) CorrLDA (d) Ground truth
Figure 7.4: Alignment probability matrices of the three models for a
randomly chosen example; the entry at the t-th row and i-th column
represents the probability p(i(t) = i|x,y).
Figure 7.5: Alignment probability matrices annotated with discovered
word-like units of various phone-level models in Table 7.1 for the utterance
“A child in a pink dress is climbing up a set of stairs in an entry way”.
Leftmost: simplified mixture model; middle left: enriched mixture model;
middle right: segmental model; rightmost: NMT.
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Figure 7.6: Alignment/attention matrices annotated with discovered
word-like units of various audio-level models in Table 7.3 for the utterance
“A child in a pink dress is climbing up a set of stairs of an entry way”.
Leftmost: enriched frame-wise mixture model with BN feature; middle left:
dynamic segmental K-means; middle right: static segmental GMM;
rightmost: static segmental HMM. The results of the frame-wise K-means
model are similar to the frame-wise mixture model and are omitted.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
In this thesis, a translation framework is proposed for multimodal word dis-
covery in low-resource settings. Our research contribution can be summa-
rized as follows: First, we reformulated the multimodal word discovery as
a machine translation problem and adapted various SMT models for word
discovery. Further, we extended the segmental framework for unsupervised
word segmentation by [18] to multimodal setting and extended the SMT
framework to allow continuous source and target sentences such as spoken
sentences and visual regions. The generalization of the two frameworks led
to a more unified view of the unsupervised and multimodal word discovery.
Moreover, we proposed an HMM-DNN model that can be optimized globally
and that can jointly learn multimodal feature embeddings and the alignment
between the multimodal features. The proposed model requires less data to
train and can be viewed as a viable neural network alternative for the atten-
tion mechanism in low-resource settings. Lastly, we proposed a modification
of the attention mechanism used in neural machine translation tailored to
concept-to-phone word discovery.
Through the journey of conducting this research, the author has become
more and more conscious that we have still a long way to go in order to
achieve low-resource end-to-end multimodal word discovery. There are a few
limitations of the proposed model. First, the proposed model does not cap-
ture the power law distribution of natural sentences and instead requires the
words to appear equally likely. The proposed model relies on pretraining on
the speech and image embedding to escape from bad local optima, which may
not be possible for low-resource languages. The proposed model also does not
sufficiently use word-level contextual information and tends to oversegment
the utterances.
One future research direction will be to develop multimodal discovery sys-
tems for unbalanced datasets with a large number of image concepts such
85
as Flickr30k. Such a distribution makes clustering of word-like units much
more difficult since clustering algorithms can easily merge the smaller clus-
ters into the much larger ones, especially in low-resource settings. There are
many possibilities to deal with the issue. For example we may bootstrap
samples for less likely words to form a balanced dataset. Or we may try
to adapt a model trained on a rich-resource language to a low-resource one,
which provides a good way to pretrain the feature clustering systems in our
models.
Another future research direction will be to develop novel probabilistic in-
ference algorithms for representation learning in a multimodal setting. From
our experiments, we found that even when the model performs well in the
alignment task, the purity of the image and acoustic unit cluster is quite
low. This may be due to the fact that the alignment algorithm averages out
all the cluster labels of the features, and as a result a single cluster is no
longer a good representation of an image concept. More generally speaking,
the existing maximum likelihood approach is not always sufficient to learn a
good representation since it does not enforce any direct dependency on the
hidden feature and the input data. Ideally, one may try to instead maximize
the mutual information between the hidden representation z and the feature
x,y, but such a quantity is notoriously expensive to compute. This leaves
much room for new approximate inference algorithms to learn better repre-
sentation. Such an algorithm will greatly improve the methods discussed in
this thesis since the noisy representation of acoustic units has been a major
bottleneck in our end-to-end word discovery system.
86
REFERENCES
[1] L. R. Rabiner, “A tutorial on hidden Markov models and selected appli-
cations in speech recognition,” Proceedings of the IEEE, vol. 77, no. 2,
pp. 257–286, 1989.
[2] M. Mohri, F. Pereira, and M. Riley, “Weighted finite-state transducers
in speech recognition,” Computer Speech and Language, vol. 16, pp. 69–
88, 2002.
[3] A. Graves, S. Férnandez, F. Gomez, and J. Schmidhuber, “Connectionist
temporal classification: Labelling unsegmented sequence data with re-
current neural networks,” in Proceedings of the 23rd International Con-
ference on Machine Learning, 2006.
[4] W. Chan, N. Jaitly, Q. Le, and O. Vinyals, “Listen, attend and spell: A
neural network for large vocabulary conversational speech recognition,”
in ICASSP, 2016.
[5] Y. Belinkov and J. Glass, “Analyzing hidden representations in end-
to-end automatic speech recognition systems,” in 31st Conference on
Neural Information Processing Systems, 2017.
[6] A. Tjandra, S. Sakti, and S. Nakamura, “Listening while speaking:
Speech chain by deep learning,” in Computing Research Repository
(CoRR), 2017.
[7] S. Pascual, M. Ravanelli, J. Serra, A. Bonafonte, and Y. Bengio,
“Learning problem-agnostic speech representations from multiple self-
supervised tasks,” in Interspeech, 2019, pp. 161–164.
[8] S. Bansal, H. Kamper, K. Livescu, A. Lopez, and S. Goldwater,
“Pre-training on high-resource speech recognition improves low-resource
speech-to-text translation,” in Proceedings of NAACL-HLT 2019, 2019,
p. 58–68.
[9] N. T. Vu, F. Metze, and T. Schultz, “Multilingual bottleneck features
and its application for under-resourced languages,” in SLTU, 2012.
87
[10] J.-T. Huang, J. Li, D. Yu, L. Deng, and Y. Gong, “Cross-language
knowledge transfer using multilingual deep neural network with shared
hidden layers,” in 2013 IEEE International Conference on Acoustics,
Speech and Signal Processing, 2013.
[11] H. Xu, V. H. Do, and X. X. E.-S. Chng, “A comparative study of
BNF and DNN multilingual training on cross-lingual low-resource speech
recognition,” in Interspeech, 2015, pp. 2132–2136.
[12] M. L. Seltzer, D. Yu, and Y. Wang, “An investigation of deep neural net-
works for noise robust speech recognition,” in 2013 IEEE International
Conference on Acoustics, Speech and Signal Processing, 2013.
[13] D. Liang, Z. Huang, and Z. Lipton, “Learning noise-invariant repre-
sentations for robust speech recognition,” in IEEE Spoken Language
Technology Workshop (SLT), 2018.
[14] K. Qian, Y. Zhang, S. Chang, X. Yang, and M. Hasegawa-Johnson,
“AUTOVC: Zero-shot voice style transfer with only autoencoder loss,”
in Proceedings of the 36th International Conference on Machine Learn-
ing, 2019.
[15] Ethnologue, “How many languages in the world are unwritten?” 2020.
[Online]. Available: https://www.ethnologue.com/guides/how-many-
languages
[16] Phoible, “Languages,” 2019. [Online]. Available:
https://phoible.org/languages
[17] C. Lee and J. Glass, “A nonparametric Bayesian approach to acous-
tic model discovery,” in Proceedings of the 50th Annual Meeting of
the Association for Computational Linguistics: Long Papers - Volume
1. Stroudsburg, PA, USA: Association for Computational Linguistics,
2012, pp. 40–49.
[18] H. Kamper, A. Jansen, and S. Goldwater, “Unsupervised word segmen-
tation and lexicon discovery using acoustic word embeddings,” IEEE
Transaction on Audio, Speech and Language Processing, vol. 24, pp.
669–679, 2016.
[19] L. Ondel, L. Burget, and J. Cernocký, “Variational inference for acous-
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[50] K. Cho, B. van Merriënboer, D. Bahdanau, and Y. Bengio,
“On the properties of neural machine translation: Encoder–
decoder approaches,” in Proceedings of SSST-8, Eighth Workshop
on Syntax, Semantics and Structure in Statistical Translation.
Association for Computational Linguistics, oct 2014. [Online].
Available: https://www.aclweb.org/anthology/W14-4012 pp. 103–111.
[51] D. Harwath, G. Chuang, and J. Glass, “Vision as an interlingua: Learn-
ing multilingual semantic embeddings of untranscribed speech,” in IEEE
International Conference on Acoustics, Speech and Signal Processing,
2018.
91
[52] C. Lampert, M. Blaschko, and T. Hofmann, “Efficient subwindow
search: A branch and bound framework for object localization,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 31, pp.
2129 – 2142, 2009.
[53] S. Vogel, H. Ney, and C. Tillman, “HMM-based word alignment in sta-
tistical translation,” in COLING ’96 Proceedings of the 16th Conference
on Computational Linguistics, 1996.
[54] T.-Y. Lin, M. Maire, S. Belongie, L. Bourdev, R. Girshick, J. Hays,
P. Perona, D. Ramanan, C. L. Zitnick, and P. Dollár, “Microsoft
COCO: Common objects in context,” 2015. [Online]. Available:
https://arxiv.org/abs/1405.0312
[55] W. Havard et al., “Speech-COCO: 600k visually grounded spoken
captions aligned to MSCOCO data set,” 2017. [Online]. Available:
https://arxiv.org/pdf/1707.08435.pdf
[56] B. A. Plummer, L. Wang, C. M. Cervantes, J. C. Caicedo, J. Hocken-
maier, and S. Lazebnik, “Flickr30k entities: Collecting region-to-phrase
correspondences for richer image-to-sentence models,” IJCV, vol. 123,
no. 1, 2017.
[57] S. Miller, R. Bobrow, R. Ingria, and R. Schwartz, “Hidden
understanding models of natural language,” in 32nd Annual Meeting of
the Association for Computational Linguistics, 1994. [Online]. Available:
http://aclweb.org/anthology/P94-1004
[58] A. Rudnicky, “The Carnegie Mellon pronouncing dictionary,” 2014.
[Online]. Available: https://github.com/cmusphinx/cmudict
[59] R. Fer et al., “Multilingually trained bottleneck features in spoken lan-
guage recognition,” in Computer Speech and Language, 2017.
[60] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for im-
age recognition,” in Computer Vision and Pattern Recognition (CVPR),
2016.
[61] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in International Conference on Learning
Representations, 2015.
[62] D. M. Blei and M. I. Jordan, “Modeling annotated data,” in SIGIR’ 03,
2003.
92
[63] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, T. Gregory,
Z. Lin, N. Gimelshein, L. Antiga, A. Desmaison, A. Kopf, E. Yang,
Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner,
L. Fang, J. Bai, and S. Chintala, “Pytorch: An imperative style,
high-performance deep learning library,” in Advances in Neural




[64] E. Azuh, D. Harwath, and J. Glass, “Towards bilingual lexicon discovery
from visually grounded speech audio,” in Interspeech, 2019.
[65] B. Zhou, A. Lapedriza, J. Xiao, A. Torralba, and A. Oliva, “Learn-
ing deep features for scene recognition using places database,” in Proc.
Neural Information Processing Systems (NeurIPS), 2014, p. 487–495.
93
