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Multiplier Hopf coquasigroups with faithful
integrals
Tao Yang ∗
Abstract Let A be a multiplier Hopf coquasigroup. If the faithful
integrals exist, then they are unique up to scalar. Furthermore, if A
is of discrete type, then its integral duality Â is a Hopf quasigroup,
and the biduality
̂̂
A is isomorphic to the original A as multiplier Hopf
coquasigroups. This biduality theorem also holds for a class of Hopf
quasigroups with faithful integrals.
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1 Introduction
Multiplier Hopf coquasigroups introduced in [7] gave an answer to the duality of some
infinite dimensional Hopf quasigroups. This notion generalized the Hopf coquasigroup to
a nonunital case.
Here we continue our work on multiplier Hopf coquasigroups. First of all, we consider
the uniqueness of the faithful integrals, and get that the faithful integral is unique up
to scalar. Based on the unique integral, we construct the integral duality of a discrete
multiplier Hopf coquasigroup and show that the duality is a Hopf quasigroup introduced
in [3, 4]. According to the previous main result in [7], we find that the biduality
̂̂
A of a
discrete multiplier Hopf coquasigroup A is isomorphic to A itself, and the biduality
̂̂
H of
a Hopf quasigroup H is isomorphic to H, i.e., biduality theorem holds for some multiplier
Hopf coquasigroups and infinite-dimensional Hopf quasigroup.
This paper is organized as follows. In section 2, we introduce some notions: multiplier
Hopf coquasigroups and integrals, which will be used in the following sections.
In section 3, we consider the local units and integrals on a multiplier Hopf coquasigroup.
We show that the faithful integrals are unique up to scalar, and there exists a modular
automorphism.
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In section 4, for a discrete multiplier Hopf coquasigroup A with a faithful integral ϕ,
we construct the dual Â = ϕ(·A), and give the multiplication, comultiplication, counit
and antipode to make Â a Hopf quasigroup.
In section 5, we show that the biduality theorem holds for some Hopf quasigroups
and discrete multiplier Hopf coquasigroups. That is, the bidualities are isomorphic to the
original ones.
2 Preliminaries
Throughout this paper, all spaces we considered are over a fixed field k (e.g., the
complex number field C). Let A be an (associative) algebra. We do not assume that A
has a unit, but we do require that the product, seen as a bilinear form, is non-degenerated
(i.e., whenever a ∈ A and ab = 0 for all b ∈ A or ba = 0 for all b ∈ A, we must have that
a = 0). Then we can consider the multiplier algebra M(A) of A.
Recall from [5, 6] that M(A) is characterized as the largest algebra with identity
containing A as an essential two-sided ideal. In particularly, we still have that, whenever
a ∈M(A) and ab = 0 for all b ∈ A or ba = 0 for all b ∈ A, again a = 0.
Furthermore, we consider the tensor algebra A⊗A. It is still non-degenerated and we
have its multiplier algebra M(A⊗A). There are natural imbeddings
A⊗A ⊆M(A)⊗M(A) ⊆M(A⊗A).
In generally, when A has no identity, these two inclusions are stict. If A already has an
identity, the product is obviously non-degenerate and M(A) = A and M(A⊗A) = A⊗A.
Let A and B be non-degenerate algebras, if homomorphism f : A −→ M(B) is non-
degenerated (i.e., f(A)B = B and Bf(A) = B), then has a unique extension to a homo-
morphism M(A) −→M(B), we also denote it f .
Recall from [7] a multipler Hopf coquasigroup is a nondegenerate associative algebra
A equipped with algebra homomorphisms ∆ : A −→ M(A ⊗ A)(coproduct), ε : A −→
k(counit) and a linear map S : A −→ A (antipode) such that
(1) T1(a⊗b) = ∆(a)(1⊗b) and T2(a⊗b) = (a⊗1)∆(b) belong to A⊗A for any a, b ∈ A.
(2) The counit satisfies (ε⊗ id)T1(a⊗ b) = ab = (id⊗ ε)T2(a⊗ b).
(3) S is antimultiplicative and anticomultiplicative such that for any a, b ∈ A
S(a(1))a(2)(1) ⊗ a(2)(2) = 1M(A) ⊗ a = a(1)S(a(2)(1))⊗ a(2)(2), (2.1)
a(1)(1) ⊗ S(a(1)(2))a(2) = a⊗ 1M(A) = a(1)(1) ⊗ a(1)(2)S(a(2)). (2.2)
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If the antipode S is bijective, then multipler Hopf coquasigroup (A,∆) is called regular.
Following the condition for antipode, we have
m(id⊗ S)
(
(a⊗ 1)∆(b)
)
= ε(b)a,
m(S ⊗ id)
(
∆(a)(1 ⊗ b)
)
= ε(a)b.
A left (resp. right) integral on A is a nonzero element ϕ ∈ A∗ := Hom(A, k) (resp.
ψ ∈ A∗ ) such that
(id ⊗ ϕ)∆(a) = ϕ(a)1M(A)
(
resp.(ψ ⊗ id)∆(a) = ψ(a)1M(A)
)
, ∀a ∈ A.
Because S is anticomultiplicative, we have that ϕ ◦ S is a right integral on A.
3 Integrals on a multiplier Hopf coquasigroup
Let (A,∆) be a regular multiplier Hopf coquasigroup with a faithful integral ϕ. Just
as in the case of algebraic quantum group (see Proposition 2.6 in [2]) or algebraic quantum
hypergroups (see Proposition 1.6 in [1]), we show that the multiplier Hopf coquasigroup
(A,∆) must have local units in the sense of the following proposition.
Proposition 3.1 Let (A,∆) be a regular multiplier Hopf coquasigroup with a non-
zero integral ϕ. Given finite numbers of elements {a1, a2, · · · , an}, there exists an element
e ∈ A such that aie = ai = eai for all i.
Proof It is similar to the proof of Proposition 1.6 in [1]. Set the linear space
V = {(aa1, aa2, · · · , aan, a1a, a2a, · · · , ana) | a ∈ A} ⊆ A
2n.
Consider a linear functional on A2n that is zero on V . This means that we have functionals
wi and ρi on A for i = 1, 2, · · · , n, such that
n∑
i=1
wi(aai) +
n∑
i=1
ρi(aia) = 0 for all a ∈ A.
Then for all x, a ∈ A we have
x
( n∑
i=1
(wi ⊗ id)
(
∆(a)(ai ⊗ 1)
)
+
n∑
i=1
(ρi ⊗ id)
(
(ai ⊗ 1)∆(a)
))
=
n∑
i=1
(wi ⊗ id)
(
(1⊗ x)∆(a)(ai ⊗ 1)
)
+
n∑
i=1
(ρi ⊗ id)
(
(ai ⊗ 1)(1 ⊗ x)∆(a)
)
= 0,
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since (1 ⊗ x)∆(a) ∈ A ⊗ A. Because the product in A is nondegenerate, we have for all
a ∈ A that
n∑
i=1
(wi ⊗ id)
(
∆(a)(ai ⊗ 1)
)
+
n∑
i=1
(ρi ⊗ id)
(
(ai ⊗ 1)∆(a)
)
= 0.
Now applying ϕ on this expression, we get
ϕ(a)
( n∑
i=1
wi(ai) +
n∑
i=1
ρi(ai)
)
= 0 for all a ∈ A.
As integral ϕ is non-zero, we have
n∑
i=1
wi(ai) +
n∑
i=1
ρi(ai) = 0.
So any lieaner functional on A2n that is zero on the space V is also zero on the vector
(a1, a2, · · · , an, a1, a2, · · · , an). Therefore (a1, a2, · · · , an, a1, a2, · · · , an) ∈ V . This means
that there exists an element e ∈ A such that aie = ai = eai for all i. 
Recall from [1] that a linear functional f on A is called faithful if, for a ∈ A, we must
have a = 0 when either f(ab) = 0 for all b ∈ A or f(ba) = 0 for all b ∈ A. Then under the
faithfulness we can get the following result.
Lemma 3.2 Let (A,∆) be a multiplier Hopf coquasigroup. If f is a faithful linear
functional on A, then for any a ∈ A there is an element e ∈ A such that
a = (id⊗ f)
(
∆(a)(1⊗ e)
)
.
Proof Take a ∈ A and set V = {(id ⊗ f)
(
∆(a)(1 ⊗ b)
)
| b ∈ A}, we need to show
a ∈ V . Suppose that a /∈ V , then there is on A a functional w ∈ A∗ such that w(a) 6= 0
while w|V = 0, i.e.,
0 = w
(
(id⊗ f)
(
∆(a)(1 ⊗ b)
))
= f
((
(w ⊗ id)∆(a)
)
b
)
for all b ∈ A.
Observe that (w⊗ id)∆(a) ∈M(A) and not necessarily belongs to A. However, we get
f
((
(w ⊗ id)∆(a)
)
b′b′′
)
= 0 for all b′, b′′ ∈ A and by the faithfulness of f , we must have(
(w ⊗ id)∆(a)
)
b′ = 0 for all b′ ∈ A.
If we apply the counit, w(a)ε(b′) = 0 for all b′ ∈ A and hence w(a) = 0. This is a
contradiction. 
Similarly we have for a regular multiplier Hopf coquasigroup (A,∆),
a ∈ {(id ⊗ f)
(
(1⊗ b)∆(a)
)
| b ∈ A}
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a ∈ {(f ⊗ id)
(
(b⊗ 1)∆(a)
)
| b ∈ A}
a ∈ {(f ⊗ id)
(
∆(a)(b⊗ 1)
)
| b ∈ A}
for any faithful f ∈ A∗. In particularly, when we assume that a left integral ϕ is faithful,
then
A = span{(id⊗ ϕ)
(
∆(a)(1⊗ b)
)
| a, b ∈ A},
A = span{(id⊗ ϕ)
(
(1⊗ a)∆(b)
)
| a, b ∈ A},
where ’span’ means the linear span of a set of element.
Next, we give some equations on the left and right integral.
Proposition 3.3 Let ϕ (resp. ψ) be a left (resp. right) integral on A, then for a, b ∈ A
a(1)ϕ
(
a(2)S(b)
)
= ϕ
(
aS(b(1))
)
b(2), a(1)ϕ(ba(2)) = S(b(1))ϕ(b(2)a). (3.1)
ψ
(
S(a)b(1)
)
b(2) = ψ
(
S(a(2))b
)
a(1), ψ(a(1)b)a(2) = ψ(ab(1))S(b(2)). (3.2)
Proof We prove the first two equations on ϕ, and the others are similar.
a(1)ϕ
(
a(2)S(b)
) (2.2)
= a(1)
(
S(b(1)(2))b(2)
)
ϕ
(
a(2)S(b(1)(2))
)
=
(
a(1)S(b(1)(2))
)
b(2)ϕ
(
a(2)S(b(1)(2))
)
=
(
a(1)S(b(1))(1)
)
b(2)ϕ
(
a(2)S(b(1))(2)
)
=
(
aS(b(1))
)
(1)
b(2)ϕ
(
(aS(b(1)))(2)
)
= ϕ
(
aS(b(1))
)
b(2),
and
a(1)ϕ(ba(2))
(2.1)
=
(
S(b(1))b(2)(1)
)
a(1)ϕ
(
b(2)(2)a(2)
)
= S(b(1))
(
b(2)(1)a(1)
)
ϕ
(
b(2)(2)a(2)
)
= S(b(1))
(
b(2)a
)
(1)
ϕ
(
(b(2)a)(2)
)
= S(b(1))ϕ(b(2)a).
This completes the proof. 
Remark (1) Following Lemma 3.2, we can easily check that (3.1) and (3.2) make
sense.
(2) These formulas are useful in the following part. We take the first one for example.
When the antipode of (A,∆) is bijective, a(1)ϕ
(
a(2)S(b)
)
= ϕ
(
aS(b(1))
)
b(2) is equivalent
to
S(id⊗ ϕ)
(
∆(a)(1 ⊗ b)
)
= (id⊗ ϕ)
(
(1⊗ a)∆(b)
)
,
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which is used to define the antipode in algebraic quantum hypergroup (see Definition 1.9
in [1]).
Set x = (id⊗ ϕ)
(
∆(a)(1⊗ b)
)
and apply ε on the above equation, we have ε
(
S(x)
)
=
ϕ(ab) = ε(x). By Lemma 3.2 we get ε ◦ S = ε.
In the following, we will show the uniqueness of left faithful integrals.
Theorem 3.4 Let ϕ′ be another left faithful integral on (A,∆), then ϕ′ = λϕ for some
scalar λ ∈ k, i.e., the left faithful integral on A is unique up to scalar.
Proof From Proposition 3.3, we have a(1)ϕ(ba(2)) = S(b(1))ϕ(b(2)a) for all a, b ∈ A.
Apply ϕ′ to both expressions in this equation. Because ϕ′ ◦ S is a right integral, the right
hand side will give
ϕ′S(b(1))ϕ(b(2)a) = ϕ(ϕ
′S(b(1))b(2)a) = ϕ(ϕ
′S(b)1M(A) · a) = ϕ
′S(b)ϕ(a).
For the left hand side,
ϕ′(a(1)ϕ(ba(2))) = ϕ
′(a(1))ϕ(ba(2)) = ϕ(bϕ
′(a(1))a(2)) = ϕ(bδa),
where δa = ϕ
′(a(1))a(2). Therefore, ϕ
′S(b)ϕ(a) = ϕ(bδa) for all a, b ∈ H.
We claim that there is an element δ ∈ M(A) such that δa = ϕ(a)δ for all a ∈ A.
Indeed, for any a′ ∈ A
ϕ(bϕ(a′)δa) = ϕ(a
′)ϕ(bδa) = ϕ(a
′)ϕ′S(b)ϕ(a)
= ϕ(a)ϕ′S(b)ϕ(a′) = ϕ(a)ϕ(bδa′ )
= ϕ(bϕ(a)δa′ ),
then ϕ(a′)δa = ϕ(a)δa′ for all a, a
′ ∈ A, since ϕ is faithful. Choose an a′ ∈ A such that
ϕ(a′) = 1 and denote δ = δa′ , then δa = ϕ(a)δ.
If we apply ε, we get
ϕ(a)ε(δ) = ε(δa) = ε(ϕ
′(a(1))a(2))
= ϕ′(a(1))ε(a(2)) = ϕ
′(a(1)ε(a(2)))
= ϕ′(a)
for all a ∈ A and with λ = ε(δ), we find the desired result. 
Remark (1) Similarly, the right faithful integral on A is unique up to scalar. However,
as in the special infinite dimensional Hopf algebra case, the non-zero faithful integrals do
not always exist in infinite dimensional case.
(2) The uniqueness of the faithful integral also provides the uniqueness of the antipode
as in [1].
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Proposition 3.5 There is a unique invertible element δ ∈ M(A) such that for all
a ∈ A
(1) (ϕ⊗ id)∆(a) = ϕ(a)δ and (id⊗ ψ)∆(a) = ψ(a)δ−1.
(2) ϕS(a) = ϕ(aδ).
Proof In the proof of Theorem 3.4, ϕ(a)δ = δa = ϕ
′(a(1))a(2) and ϕ
′S(b)ϕ(a) = ϕ(bδa),
we take ϕ′ = ϕ and get a element δ ∈ M(A) such that (ϕ ⊗ id)∆(a) = ϕ(a)δ and
ϕS(a) = ϕ(aδ). This gives the first part of (1) and (2).
If we apply ε on the first equation, we find ε(δ) = 1. Because S flips the coproduct
and if we let ψ = ϕ ◦ S, we get
(id⊗ ψ)∆(a) = S−1(S ⊗ ψ)∆(a) = S−1(S ⊗ ϕ ◦ S)∆(a)
= S−1(id⊗ ϕ)(S ⊗ S)∆(a) = S−1(id⊗ ϕ)∆cop(S(a))
= S−1(ϕ⊗ id)∆(S(a))
(1)
= S−1(ϕ(S(a))δ)
= ψ(a)S−1(δ).
It remains to show S−1(δ) = δ−1.
If we apply ϕ to the formula (3.2) ψ(a(1)b)a(2) = ψ(ab(1))S(b(2)), we get
ψ(b)ϕ(a) = ψ(ab(1))ϕS(b(2)) = ψ(ab(1)ψ(b(2))) = ψ(aψ(b)S
−1(δ))
= ψ(b)ψ(aS−1(δ))
for all a, b ∈ A. Then ϕ(a) = ψ(aS−1(δ)) for all a ∈ A. Therefore, ϕ(a) = ϕS(aS−1(δ)) =
ϕ
(
aS−1(δ)δ
)
and so S−1(δ)δ = 1M(A). On the other hand, ψ(a) = ϕS(a) = ϕ(aδ) =
ψ(aδS−1(δ)) and so δS−1(δ) = 1M(A). Hence, δ is invertible and S
−1(δ) = δ−1, equiva-
lently S(δ) = δ−1. 
Remark (1) The square S2 leaves the coproduct invariant, it follows that the compo-
sition ϕ ◦ S2 of the left faithful integral ϕ with S2 will again a left faithful integral. By
the uniqueness of left faithful integrals, there is a number τ ∈ k such that ϕ ◦ S2 = τϕ.
(2) If we apply (2) in Proposition 3.3 twice, we get
ϕ
(
S2(a)
)
= ϕ
(
S(a)δ
)
= ϕ
(
S(δ−1a)
)
= ϕ
(
(δ−1a)δ
)
= ϕ
(
δ−1aδ
)
.
So ϕ
(
δ−1aδ
)
= τϕ(a).
(3) We call δ the modular element as in algebraic quantum group. Here we cannot
conclude that ∆(δ) = δ ⊗ δ due to lack of the coassociativity of ∆.
Finally, just as in the algebraic quantum and algebraic quantum hypergroup case, we
will show the existence of the modular automorphism.
7
Proposition 3.6 (1) There is a unique automorphism σ of A such that ϕ(ab) =
ϕ
(
bσ(a)
)
for all a, b ∈ A. We also have ϕ
(
σ(a)
)
= ϕ(a) for all a ∈ A.
(2) Similarly, there is a unique automorphism σ′ of A satisfying ψ(ab) = ψ
(
bσ′(a)
)
for
all a, b ∈ A. And also ψ
(
σ′(a)
)
= ψ(a) for all a ∈ A.
Proof (1) For any p, q, x ∈ A,
(ψ ⊗ ϕ)
(
xq(1) ⊗ pS(q(2))
)
= ψ(xq(1))ϕ(pS(q(2))) = ϕ
(
pψ(xq(1))S(q(2))
)
(3.2)
= ϕ
(
pψ(x(1)q)x(2)
)
= ψ(x(1)q)ϕ
(
px(2)
)
= ψ
(
x(1)ϕ(px(2))q
) (3.1)
= ψ
(
S(p(1))ϕ(p(2)x)q
)
= ϕ(p(2)x)ψ
(
S(p(1))q
)
= ϕ
(
(ψ
(
S(p(1))q
)
p(2))x
)
= ϕ
(
(ψ ◦ S ⊗ id)
(
(S−1(q)⊗ 1)∆(p)
)
x
)
.
On the other hand, we also have
(ψ ⊗ ϕ)
(
xq(1) ⊗ pS(q(2))
)
= ψ(xq(1))ϕ(pS(q(2))) = ψ
(
x(q(1)ϕ
(
pS(q(2))
)
)
)
= ψ
(
x(id⊗ ϕ ◦ S)
(
∆(q)(1⊗ S−1(p))
))
.
Now assume that ψ = ϕ ◦ S. then we have ψ ◦ S = τϕ and ψ(y) = ϕ(yδ) by Proposition
3.5 (2). Then the above calculation will give us
ϕ(ax) = ψ(xb) =
1
τ
ϕ ◦ S(xb)
=
1
τ
ϕ(xbδ) = ϕ
(
x(
1
τ
bδ)
)
= ϕ
(
xb
)
for all x ∈ A, where a = (ψ ◦S⊗ id)
(
(S−1(q)⊗1)∆(p), b′ = (id⊗ϕ◦S)
(
∆(q)(1⊗S−1(p))
)
and b = b′δ.
Because ϕ is faithful, the element b is uniquely determined by the element a. So we
can define σ(a) = b. Moreover, by Lemma 3.2 and its remark, all element in A are of the
form a above, the map σ is defined on all of A. The map σ is injective by the faithfulness
of ϕ, it is also surjective because all element in A are also of the form b above.
Take a, b, c ∈ A, then
ϕ
(
cσ(ab)
)
= ϕ
(
(ab)c
)
= ϕ(abc) = ϕ
(
a(bc)
)
= ϕ
(
(bc)σ(a)
)
= ϕ
(
b
(
cσ(a)
))
= ϕ
((
cσ(a)
)
σ(b)
)
= ϕ
(
c
(
σ(a)σ(b)
))
.
It follows from the faithfulness of ϕ that σ(ab) = σ(a)σ(b). So σ : A −→ A is an algebraic
homomorphism. Apply this result twice, we have
ϕ(ab) = ϕ
(
bσ(a)
)
= ϕ
(
σ(a)σ(b)
)
= ϕ
(
σ(ab)
)
for all a, b ∈ A.
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By Proposition 3.1 A has local units, then A2 = A, so ϕ is σ-invariant.
(2) Using that ψ = ϕ ◦ S we can easily get the statement for ψ.
ψ(ab) = ϕS(ab) = ϕ
(
S(b)S(a)
)
= ϕ
(
σ−1S(a)S(b)
)
= ϕS
(
bS−1σ−1S(a)
)
= ψ
(
bS−1σ−1S(a)
)
.
Therefore, σ′ = S−1σ−1S. 
Remark In the proof of Proposition 3.6, we have
ϕ
(
(ψ ◦ S ⊗ id)
(
(S−1(q)⊗ 1)∆(p)
)
x
)
= ψ
(
x(id ⊗ ϕ ◦ S)
(
∆(q)(1⊗ S−1(p))
))
.
According to Lemma 3.2, we have that if a ∈ A then there is a b ∈ A such that
ϕ(ax) = ψ(xb) for all x ∈ A. This result will be used in the next section.
As in the algebraic quantum group and hypergroup cases, the automorphism σ and σ′
are called the modular automorphisms of A associated with ϕ and ψ respectively. There
are some extra properties derived from the above proposition.
Proposition 3.7 With the notation of above, we have
(1) σ′ = S−1σ−1S and σ′(a) = δσ(a)δ−1.
(2) σ(δ) = 1
τ
δ and σ′(δ) = 1
τ
δ
(3) The modular automorphisms σ and σ′ commute with each other.
(4) The modular automorphisms σ and σ′ commute with S2.
(5) For all a ∈ A, ∆
(
σ(a)
)
= (S2 ⊗ σ)∆(a) and ∆
(
σ′(a)
)
= (σ′ ⊗ S−2)∆(a).
Compared with algebraic quantum groups, ∆ on multiplier Hopf coquasigroup is not
necessarily coassociatve. This is a significant difference between the two objects. Other
than that, the proof is similar.
4 Duality of discrete multiplier Hopf coquasigroups
In this section, we will construct the dual of (infinite dimensional) multiplier Hopf
coquasigroup of discrete type. The construction bases on the faithful integrals introduced
in the last section. Here, we also start with defining the following subspace of the dual
space A∗.
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Definition 4.1 Let ϕ be a left faithful integral on a regular multiplier Hopf coquasi-
group (A,∆). We define Â as the space of linear functionals on A of the form ϕ(·a) where
a ∈ A, i.e.,
Â = {ϕ(·a) | a ∈ A}.
Because of Proposition 3.6 and the following remark, we have
Â = {ϕ(·a) | a ∈ A} = {ψ(a·) | a ∈ A} = {ϕ(a·) | a ∈ A} = {ψ(·a) | a ∈ A}.
Recall from [7] a regular multiplier Hopf coquasigroup (A,∆) with a faithful integral
ϕ is called of discrete type, if there is a non-zero element ξ ∈ A so that aξ = ε(a)ξ for all
a ∈ A.
The element ξ ia called a left cointegral. Similarly a right cointegral is a non-zero
element η ∈ A so that ηa = ε(a)η. The antipode will turn a left cointegral into a right
one and a right one into a left one.
Following this definition, we conclude ϕ(ξ) 6= 0. (If not, 0 = ε(a)ϕ(ξ) = ϕ(aξ) for all
a ∈ A, then ξ = 0 by the faithfulness of ϕ. this is contradiction.)
We start by making a discrete multiplier Hopf coquasigroup (A,∆) into an unital al-
gebra by dualizing the coproduct.
Proposition 4.2 For w,w′ ∈ Â, we can define a linear functional ww′ on A by the
formula
(ww′)(x) = (w ⊗ w′)∆(x), ∀x ∈ A. (4.1)
Then ww′ ∈ Â. This product on Â is not necessarily associative, but has a unit.
Proof Let w,w′ ∈ Â and assume that w′ = ϕ(·a) with a ∈ A. we have
(ww′)(x) = (w ⊗ ϕ(·a))∆(x) = (w ⊗ ϕ)
(
∆(x)(1 ⊗ a)
)
= w
(
x(1)ϕ(x(2)a)
) (3.1)
= w
(
S−1
(
a(1)ϕ(xa(2))
))
= ϕ
(
x
(
(wS−1 ⊗ id)∆(a)
))
We see that the product ww′ is well-defined as a linear functional on A and it has the form
ϕ(·b), where b = (wS−1 ⊗ id)∆(a). So ww′ ∈ Â. Therefore, we have defined a product in
Â.
The associativity of this product in Â is a consequence of the coassociativity of ∆ on
A, and A is not necessarily coassociative.
To prove that Â has a unit, assume that there is a cointegral ξ ∈ A so that aξ = ε(a)ξ
for all a ∈ A.
ϕ
(
·
1
ϕ(ξ)
ξ
)
(a) =
1
ϕ(ξ)
ϕ
(
aξ
)
=
1
ϕ(ξ)
ϕ
(
ε(a)ξ
)
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= ε(a),
so ε = ϕ
(
· 1
ϕ(ξ)ξ
)
∈ Â. 
Remark (1) Under the assumption, the elements of Â can be expressed in four different
forms. When we use these different forms in the definition of product in Â, we get the
following useful expressions:
(1) wϕ(·a) = ϕ(·b) with b = wS−1(a(1))a(2); (2) wϕ(a·) = ϕ(c·) with c = wS(a(1))a(2).
(3) ψ(·a)w = ψ(·d) with d = a(1)wS(a(2)); (4) ψ(a·)w = ψ(e·) with e = a(1)wS
−1(a(2)).
(2) The reason for being restricted to the discrete case is that there is no definition of
multiplier algebra M(A) for a non-associative algebra A.
Let us now define the comultiplication ∆̂ on the unital algebra Â. Roughly speaking,
the coproduct is dual to the multiplication in H in the sense that
〈∆̂(w), x ⊗ y〉 = 〈w, xy〉, ∀x, y ∈ H.
We will first show that the above functional is well-defined and again in Ĥ ⊗ Ĥ.
Proposition 4.3 Let w ∈ Â, then we have ∆̂(w) ∈ Â⊗ Â and ∆̂ is coassociative.
Proof The unit 1
Â
= ε = ψ
(
1
ψS(ξ)S(ξ) ·
)
∈ Â, and let w = ψ(b·). Then
〈∆̂(w), x ⊗ y〉 = 〈(ε⊗ 1
Â
)∆̂(w), x ⊗ y〉 = 〈ε⊗ w, x(1) ⊗ x(2)y〉
= 〈
1
ψS(ξ)
ψ
(
S(ξ) ·
)
⊗ ψ(b·), x(1) ⊗ x(2)y〉
=
1
ψS(ξ)
ψ
(
S(ξ)x(1)
)
ψ(bx(2)y) =
1
ψS(ξ)
ψ
(
bψ
(
S(ξ)x(1)
)
x(2)y
)
(3.2)
=
1
ψS(ξ)
ψ
(
bψ
(
S(ξ(2))x
)
ξ(1)y
)
= ψ
( 1
ψS(ξ)
S(ξ(2))x
)
ψ
(
bξ(1)y
)
= 〈ψ
( 1
ψS(ξ)
S(ξ(2)) ·
)
⊗ ψ
(
bξ(1) ·
)
, x⊗ y〉
Hence ∆̂(w) = ψ
(
1
ψS(ξ)S(ξ(2)) ·
)
⊗ ψ
(
bξ(1) ·
)
∈ Â⊗ Â.
The coassociativity is a direct consequence of the product associativity in A. 
Proposition 4.4 ∆̂ : Â −→ Â⊗ Â is an algebra homomorphism.
Proof It is straightforward that ∆̂ is an algebra homomorphism, since for all x, y ∈ H
〈∆̂(w1w2), x⊗ y〉 = 〈w1w2, xy〉 = 〈w1 ⊗ w2,∆(xy)〉
= 〈w1, x(1)y(1)〉〈w2, x(2)y(2)〉
〈∆̂(w1)∆̂(w2), x⊗ y〉 = 〈∆̂(w1)⊗ ∆̂(w2), (x(1) ⊗ y(1))⊗ (x(2) ⊗ y(2))〉
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= 〈∆̂(w1), x(1) ⊗ y(1)〉〈⊗∆̂(w2), x(2) ⊗ y(2)〉
= 〈w1, x(1)y(1)〉〈w2, x(2)y(2)〉
This completes the proof. 
Let w ∈ Â and assume w = ϕ(·a) with a ∈ A. Define ε̂(w) = ϕ(a) = w(1M(A)). Then
ε̂ is a counit on (Â, ∆̂) as follows.
Proposition 4.5 ε̂ : Â −→ k is an algebra homomorphism satisfying
(id⊗ ε̂)∆̂
(
w
)
= w = (ε̂⊗ id)∆̂
(
w
)
(4.2)
for all w ∈ Â.
Proof Firstly, let w1 = ϕ(a·) and w2 = ϕ(b·), then w1w2 = ϕ(c·) with c = ϕ
(
aS(b(1))
)
b(2).
Therefore, if ψ = ϕ ◦ S we have
ε̂(w1w2) = ϕ(c) = ϕ
(
aS(b(1))
)
ϕ(b(2))
= ϕ
(
aS(b(1)ϕ(b(2)))
)
= ϕ(a)ϕ(b)
= ε̂(w1)ε̂(w2).
Secondly, let w = ϕ(·a), then we have
〈∆̂(w), x ⊗ y〉 = 〈∆̂(w)(1
Â
⊗ ε), x⊗ y〉 = 〈w ⊗ ε, xy(1) ⊗ y(2)〉
= 〈ϕ(·a) ⊗ ϕ
(
·
1
ϕ(ξ)
ξ
)
, xy(1) ⊗ y(2)〉
=
1
ϕ(ξ)
ϕ(xy(1)a)ϕ
(
y(2)ξ
)
=
1
ϕ(ξ)
ϕ
(
xy(1)ϕ
(
y(2)ξ
)
a
)
(3.1)
= ϕ
(
xS−1(ξ(1))ϕ
(
yξ(2)
)
a
)
= 〈ϕ
(
·
1
ϕ(ξ)
S−1(ξ(1))a
)
⊗ ϕ
(
· ξ(2)
)
, x⊗ y〉.
Hence ∆̂(w) = ϕ
(
· 1
ϕ(ξ)S
−1(ξ(1))a
)
⊗ ϕ
(
· ξ(2)
)
. Therefore,
(id⊗ ε̂)∆̂(w) = ϕ
(
·
1
ϕ(ξ)
S−1(ξ(1))a
)
ϕ
(
ξ(2)
)
= ϕ
(
·
1
ϕ(ξ)
S−1
(
ξ(1)ϕ(ξ(2))
)
a
)
= ϕ
(
· a
)
= w.
Finally, from Proposition 4.3 ∆̂(ψ(b·)) = ψ
(
1
ψS(ξ)S(ξ(2)) ·
)
⊗ ψ
(
bξ(1) ·
)
. Then (ε̂ ⊗
id)∆̂(w) = ψ
(
1
ψS(ξ)S(ξ(2))
)
ψ
(
bξ(1) ·
)
= 1
ψS(ξ)ψ
(
bξ(1)ψ
(
S(ξ(2))
)
·
)
= ψ(b·). This completes
the proof. 
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Let Ŝ : Â −→ Â be the dual to the antipode of A, i.e., Ŝ(w) = w ◦ S. Then it is easy
to see that Ŝ(w) ∈ Â, and we have the following property.
Proposition 4.6 Ŝ is antimultiplicative and coantimultiplicative such that
m(id⊗m)(Ŝ ⊗ id⊗ id)(∆̂ ⊗ id) = ε̂⊗ id = m(id⊗m)(id⊗ Ŝ ⊗ id)(∆̂ ⊗ id),
m(m⊗ id)(id ⊗ Ŝ ⊗ id)(id ⊗ ∆̂) = id⊗ ε̂ = m(m⊗ id)(id ⊗ id⊗ Ŝ)(id⊗ ∆̂).
Proof For w1, w2 ∈ Ĥ and any x ∈ H,
〈Ŝ(w1w2), x〉 = 〈w1w2, S(x)〉 = 〈w1, S(x(2))〉〈w2, S(x(1))〉
= 〈Ŝ(w1), x(2)〉〈Ŝ(w2), x(1)〉 = 〈Ŝ(w2)Ŝ(w1), x〉
This implies Ŝ is antimultiplicative.
〈∆̂Ŝ(w), x ⊗ y〉 = 〈Ŝ(w), xy〉 = 〈w,S(xy)〉 = 〈w,S(y)S(x)〉
= 〈∆̂(w), S(y) ⊗ S(x)〉 = 〈∆̂cop(w), S(x) ⊗ S(y)〉
= 〈(Ŝ ⊗ Ŝ)∆̂cop(w), x⊗ y〉,
We conclude Ŝ is coantimultiplicative.
Finally, we show m(id⊗m)(Ŝ ⊗ id⊗ id)(∆̂⊗ id) = ε̂⊗ id, the other three formulas is
similar.
〈m(id⊗m)(Ŝ ⊗ id⊗ id)(∆̂ ⊗ id)
(
w ⊗ w′
)
, x〉
= 〈(Ŝ ⊗ id⊗ id)(∆̂ ⊗ id)
(
w ⊗ w′
)
, (id⊗∆)∆(x)〉
= 〈(∆̂ ⊗ id)
(
w ⊗ w′
)
, (S ⊗ id⊗ id)(id ⊗∆)∆(x)〉
= 〈w ⊗ w′, (m⊗ id)(S ⊗ id⊗ id)(id ⊗∆)∆(x)〉
= 〈w ⊗ w′, 1M(A) ⊗ x〉
= ε̂(w)w′(x).
This completes the proof. 
From now, we get the first main result of this section.
Theorem 4.7 Let (A,∆) be a regular multiplier Hopf coquasigroup of discrete type
with a left faithful integral ϕ. Then (Â, ∆̂) is a Hopf quasigroup introduced in [4].
Let ψ be a right faithful integral on A. For w = ψ(a·) we set ϕ̂(w) = ε(a). Then we
have the following result.
Proposition 4.8 The functional ϕ̂ defined above is a left faithful integral on Hopf
quasigroup (Â, ∆̂).
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Proof It is clear that ϕ̂ is non-zero. Assume w = ψ(b·), then by Proposition 4.3
∆̂(w) = ψ
( 1
ψS(ξ)
S(ξ(2)) ·
)
⊗ ψ
(
bξ(1) ·
)
.
Therefore, we have
(id ⊗ ϕ̂)∆̂(w) = ψ
( 1
ψS(ξ)
S(ξ(2)) ·
)
ε
(
bξ(1)
)
= ψ
( 1
ψS(ξ)
S(ξ) ·
)
ε(b) = ϕ̂(w)1
Â
.
Next, we show that ϕ̂ is faithful. If w1, w2 ∈ Â and assume w1 = ψ(a·) with a ∈ A,
we have w1w2 = ψ
(
a(1)w2S
−1(a(2)) ·
)
. Therefore, ϕ̂(w1w2) = w2S
−1(a). If this is 0 for all
a ∈ H, then w2 = 0, while if this is 0 for all w2 then a = 0. This proves the faithfulness
of ϕ̂. 
If we set ψ̂ = ϕ̂ ◦ Ŝ as we do for the multiplier Hopf coquasigroup (A,∆), we find that
when w = ϕ(·a)
ψ̂(w) = ϕ̂ ◦ Ŝ(w) = ϕ̂(w ◦ S) = ϕ̂
(
ϕS(S−1(a)·)
)
= ε
(
S−1(a)
)
= ε(a).
5 Biduality
Recall from [7] that the integral dual Ĥ of an infinite dimensional Hopf quasigroup
H is a regular multiplier Hopf coquasigroup of discrete type. Specifically, let H be an
infinite dimensional Hopf quasigroup with a faithful left integral ϕ and Ĥ = ϕ(·H), if
ϕ(·H) = ϕ(H·) and ϕ
(
(·h)h′
)
, ϕ
(
h′(h·)
)
∈ Ĥ for all h, h′ ∈ H, then Ĥ is a regular
multiplier Hopf coquasigroup of discrete type.
And by Theorem 4.7 the integral dual
̂̂
H of the regular multiplier Hopf coquasigroup
of discrete type Ĥ is Hopf quasigroup. Then, how is the relation between H and
̂̂
H? Sim-
ilarly, for a discrete multiplier Hopf coquasigroup A, Â is a Hopf quasigroup, the relation
of A and
̂̂
A is what we care about. This is the content of the following theorem (biduality
theorem).
Theorem 5.1 Let (H,∆) be a Hopf quasigroup, and (Ĥ, ∆̂) be the dual mutiplier
Hopf coquasigroup of discrete type. For h ∈ H and f ∈ Ĥ, we set Γ(h)(f) = f(h). Then
Γ(h) ∈
̂̂
H for all h ∈ H. Moreover, Γ is an isomorphism between the Hopf quasigroups
(H,∆) and (
̂̂
H,
̂̂
∆).
Proof For h ∈ H, first we show that Γ(h), as a linear functional on Ĥ, is in
̂̂
H. Indeed,
let f = ϕ
(
· S(h)
)
and take any f ′ ∈ Ĥ. By Proposition 4.4 in [7], f ′f = ϕ(·h′) where
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h′ = f ′(h(2))S(h(1)). Therefore,
ψ̂(f ′f) = ε(h′) = f ′(h) = Γ(h)(f ′).
So Γ(h) = ψ̂(·f) and Γ(h) ∈
̂̂
H.
It is clear that Γ is bijective between the linear space H and
̂̂
H because of the bijection
of the antipode. Γ respects the multiplication and comultiplication is straightforward
because in both case the product is dual to the coproduct and vice versa. For details,
〈Γ(hh′), f〉 = 〈f, hh′〉 = 〈∆̂(f), h⊗ h′〉
= 〈(Γ⊗ Γ)(h⊗ h′), ∆̂(f)〉 = 〈Γ(h)Γ(h′), ∆̂(f)〉,
〈
̂̂
∆Γ(h), f ⊗ f ′〉 = 〈Γ(h), ff ′〉 = 〈ff ′, h〉
= 〈f ⊗ f ′,∆(h)〉 = 〈(Γ⊗ Γ)∆(h), f ⊗ f ′〉.
Hence, Γ is an isomorphism between H and
̂̂
H. 
Similarly, we can get another isomorphism.
Theorem 5.2 Let (A,∆) be a discrete multiplier Hopf coquasigroup, and (Â, ∆̂) be
the dual Hopf quasigroup. For a ∈ A and w ∈ Â, we set Γ(a)(w) = w(a). Then Γ(a) ∈
̂̂
A
for all a ∈ A. Moreover, Γ is an isomorphism between the multiplier Hopf coquasigroup
(A,∆) and (
̂̂
A,
̂̂
∆).
As in the cases of algebraic quantum group and algebraic quantum group hypergroup,
all the results also hold for ( flexible (resp. alternative, Moufang)) multiplier Hopf (∗-)
coquasigroups. At the end of this section, we return to our motivating example of multi-
pler Hopf coquasigroups.
Example 5.3 Let G be a infinite (IP) quasigroup with identity element e, by definition
u−1(uv) = v = (vu)u−1 for all u, v ∈ G. The quasigroup algebra kG has a natrual Hopf
quasigroup structure. δe is the left and right integral on kG. The integral dual k(G)
introduced in [7] is a multipler Hopf coquasigroup of discrete type with the structure as
follows.
As an algebra, k(G) is a nondegenerate algebra with the product
δuδv = δu,vδv,
and 1 =
∑
u∈G δu is the unit in M(k(G)). The coproduct, counit and antipode are given
by
∆̂(δu) =
∑
v∈G
δv ⊗ δv−1u, ε̂(δu) = δu,e, Ŝ(δu) = δu−1 .
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The left integral ϕ̂ and right integral ψ̂ on k(G) is the function that maps every δu to 1.
δe is the left and right cointegral in k(G).
Now, we construct the dual of k(G) as introduced in Section 4. Then
k̂(G) = {ϕ̂(·δu) | u ∈ G}.
The element ϕ̂(·δu) = ψ̂(·δu) maps δu to 1 and maps δv(v 6= u) to 0.
By Theorem 5.2, kG ∼= k̂(G) as Hopf quasigroups. The isomorphism Γ : kG −→ k̂(G)
is given by
Γ(u) = ψ̂
(
· ϕ
(
· S(u)
))
= ψ̂
(
· δe
(
· u−1
))
= ψ̂
(
· δu
)
.
So if we identify ψ̂(·δu) with u, then k̂(G) = kG.
By Theorem 5.3, k(G) ∼= k̂G as multiplier Hopf coquasigroups. The isomorphism
Γ : k(G) −→ k̂G is given by
Γ(δu) =
̂̂
ψ
(
· ϕ̂
(
· S(δu)
))
= δe
(
· ϕ̂
(
· δu−1
))
= δe
(
· u−1
)
= u.
So k̂G = k(G).
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