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STRUCTURE-PROPERTY RELATIONSHIPS IN TWO-COMPONENT LIQUIDS 
 
By JACOB SHEPHARD 
 This thesis tackles several two-component liquids where we currently have a poor understanding 
of their fundamental structures and influence on properties. A novel approach was taken to investigate 
hydrophobic interactions.
1
 Rather than studying the aqueous liquid, for which only very low hydrophobe 
concentrations are possible, the metastable glassy state formed by thermally annealing a H2O/C60 
fullerene vapour deposit was examined. These ‘trapped solutions’ of fullerene in an amorphous solid 
water (ASW) matrix were prepared in newly built apparatus (Chapter 3) using deposition rates of 5 
H2O monolayers per second to give a total mass > 1 g without crystalline ice contamination. H2O 
desorption rate analysis indicated that the limits of ASW growth are associated with the influence of 
deposition rate on porosity and consequent decreases in deposit to cooling plate heat transfer with 
increasing deposit thickness. Characterisations by FT-IR, Raman, optical absorbance and 
photoluminescence spectroscopies, as well as by X-ray and neutron diffraction showed unexpected 
continual structural relaxation until their crystallisation to ice I at 150–160 K (Chapter 4).2  Contrary to 
Frank and Evans’s description of ‘iceberg’ hydration structures,3 for C60 in ASW there is a weakening of 
the average hydrogen bonding interaction and increases in dynamics of the first hydration layer. The 
present work tentatively supports theories of hydrophobic hydration forces involving a disconnection of 
water in the hydration shell from the extended hydrogen bonding network (Chapter 5).
4-5 
 The intermolecular interactions in the chloroform–acetone (negative) and benzene–methanol 
(positive) azeotropes were investigated by Raman spectroscopy and neutron diffraction. Structural models 
of pure liquid chloroform and the chloroform-acetone azeotrope were prepared by Empirical Potential 
Structural Refinement
6
 of experimental data and described using radial distribution functions, spatial 
density functions, orientation correlation functions and Kirkwood correlation factors. These analyses 
revealed that ‘super dipole’ Cl3HCl3HCl3H self-associations in pure liquid chloroform (29 % 
molecules) may contribute to its good solvent quality and anaesthetic properties (Chapter 6),
7
 and that 
C2H6OHCCl3 hydrogen bonding interactions are present in the chloroform-acetone azeotrope (Chapter 
7). Through comparisons of radial distribution functions between ‘like’ and ‘unlike’ species in the 
azeotropes it is revealed that the azeotropic vapour pressure condition is not only characterised by the 
non-ideality of intermolecular interaction but also by significant deviations in mixing character from that 
of a regular mixture; the benzene-methanol azeotrope exhibit microscopic statistical demixing and the 
chloroform-acetone azeotrope exhibits transient complexation. 
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ASW – amorphous solid water 
COM – centre of mass 
CSD – Cambridge Structural Database 
DSC – differential scanning calorimetry 
DCS – differential cross section 
FT – Fourier transform 
FT-IR – Fourier transform infrared  
FWHM – full width at half maximum  
HDA – high density amorphous ice  
uHDA – unannealed high density amorphous ice 
eHDA – expanded high density amorphous ice  
vHDA – very high density amorphous ice 
HS – Hard Sphere 
LDA – low density amorphous ice 
LJ – Lennard-Jones 
LN2 – liquid nitrogen 
LJ + C – Lennard-Jones plus Coulomb 
OCF – orientational correlation function 
RDF – radial distribution function 
SDF – spatial density function 
SFG – Sum Frequency Generation 
SSNMR – solid-state nuclear magnetic resonance  
XRD – X-ray diffraction 
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The liquid state is commonly defined by its tendency to flow freely but maintain a constant 
volume.
8
 Despite the obvious importance of liquids their intermolecular structures are generally 
much less well characterised than those of crystalline solids and some of their properties are not 
fully understood. This thesis focusses on mixtures containing molecular liquids, which display 
significantly more complex behaviour than atomic liquids.
9-10
 The structure of molecular liquids 
depends closely upon the balance of intermolecular interactions and the available thermal energy, 
with structural order typically increasing as the temperature decreases. The average structure of 
liquids may be viewed as the time or space averaged sum of the most likely ‘inherent’ structural 
arrangements. The fluid property of liquids arise due to the ‘inherent’ structures, which correspond 
to shallow potential energy minima on an energy landscape, being interconverted by dynamic 
rotation and translation motions.
11
 To uncover the complex behaviours of liquids a deeper 
understanding of the physical nature of the energy landscape is commonly sought. i.e the 
interactions which give rise to the inherent structural arrangements (structure) and the origin of the 
transition state barriers to dynamic rearrangements (dynamics).  
 In this thesis, the structure of several different two-component liquids are investigated 
experimentally. Firstly, the structure of aqueous solutions containing a model hydrophobe (C60, 
fullerene) are explored. These mixtures are of significant interest because of the presently 
unexplained attractive interaction that occurs between solvated hydrophobes in water.
1
  These 
‘hydrophobic effects’ are thought to support molecular self-assembly processes, such as protein 
folding and micelle formation.
12
 A novel approach was taken to investigate the nature of 
hydrophobic interactions. Rather than studying aqueous solutions, for which only very low 
hydrophobe concentrations are possible, the metastable glassy state formed by thermally annealing 
a H2O/C60 fullerene vapour deposit was examined. Secondly, this thesis investigates the structure of 
highly non-ideal liquid mixtures containing small polar molecules (chloroform and acetone; and 
benzene and methanol). In addition to spectroscopic techniques, a powerful data analysis tool 
called Empirical Potential Structural Refinement was used in this section to create 3D structural 
15:  
 
models consistent with neutron scattering data. The aim of this modelling is to uncover the 
structural characteristics of negative and positive pressure azeotropy
13
 in these systems.  
 
Liquid water (H2O) is intricately linked to, or indeed responsible for, the evolution of life on Earth. 
Despite an extensive body of research carried out to understand its structural and dynamical 
properties, there is still no, universally accepted, structural model and there remain several poorly 
understood, ‘anomalous’, properties.14-15 These include a density maximum at 4 C,16-20 and the 
aforementioned attractive forces which form between non-polar surfaces immersed in the liquid, 
termed hydrophobic effects.
1,12
 To date, experimental measurements of liquid water have been 
unable to categorically explain these ‘anomalous’ properties. Diffraction data indicates that liquid 
water, under ambient pressure-temperature conditions, has an average first neighbour coordination 
number of 4.67 ± 0.01, short intermolecular distance correlations at 1.85 Å (O–H) and 2.82 Å 
(O–O), and a loss of spatial correlations in the second and third molecular shells.21-23 These imply, 
respectively, a tendency for four coordinate structures as in ice but with coordination defects,
24
 
hydrogen bond formation, and dynamic disordering due to thermal motions. Experimental 
investigations into water’s dynamical character have shown its modes of motion to be energetically 
coupled, molecular reorientation to be a cooperative phenomenon and defect migration and 
hydrogen bond switching mechanisms to contribute significantly.
11,25-27
 These observations and the 
large heat capacity of 4.18 J g
–1
 K
–1
,
28
 have led to water being described as a ‘random network of 
hydrogen bonds, with frequent strained and broken bonds, that is continually undergoing 
topological reformation.
29
  
 To explain the more complicated ‘anomalous’ properties a more exact description of the 
structural and dynamic character of the hydrogen bonding network is needed. The large range of 
different structural arrangements with potential to contribute to the hydrogen bonding network can 
be demonstrated by the structurally diverse range of crystalline phases in the temperature–pressure 
phase diagram of H2O. The up to date phase diagram of water and ice is shown in Figure 1.1 (taken 
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from a work by Salzmann et al.
30
). Thermodynamically stable phases are indicated in bold and 
metastable crystalline phases are shown in a non-bold smaller font size. The phases are named in 
Roman numerals in order of discovery and all adhere to the Bernal-Fowler ice rules which state: (1) 
one hydrogen atom is found along each of the hydrogen bonds and (2) the stoichiometry of the H2O 
molecule is preserved.
31
 This effectively means that the crystalline phases of ice, unlike liquid 
water, all have a four coordinate near neighbour environment giving structures comprised of 
tetrahedra with interlinked vertices. The structures of the different phases, described by Salzmann 
et al.
30
 will not be repeated here. Instead, we will illustrate the many different structural 
permutations available to the hydrogen-bonding network by describing the structural changes 
which occur as the phase diagram is crossed from low to high pressures and from high to low 
temperatures. 
 
 
Figure 1.1 Phase diagram of water and ice, taken from Salzmann et al.
30
 Thermodynamically stable 
phases are indicated in bold. Metastable phases and stable phases outside their boundaries of 
stability are indicated in a smaller font size. Solid lines correspond to experimentally accessible 
phase transitions and dashed lines correspond to extrapolations based on V and S. 
 
 
 As the phase diagram is crossed from low to high pressure at –30 C the density of the 
most thermodynamically stable crystalline phases increases (Ih III II V VI VIII). The 
increase is mostly associated with changes in the interconnectivity of the water molecules, bending 
the hydrogen bonds (in Ih the hydrogen bonds are linear), and (for ices VI and VIII) the 
interpenetration of hydrogen bonding networks. These structures each have unique distributions of 
oxygen-oxygen distances and specific ring statistics, characterising their different 
17:  
 
interconnectivities. Another metastable ice, termed cubic ice, Ic,
32-34
 is not included in the phase 
diagram because it has not yet been prepared as a pure phase, only as ‘structural motifs’ which 
cause stacking faults in Ih.
35-39
 As shown in Figure 1.2, the structural differences between ice Ic and 
Ih involve a subtle change in the relative arrangement of the 6 membered rings giving identical 
oxygen-oxygen distances in the first and second molecular shells. The ability of the hydrogen 
bonding networks to form with a range of different interconnectivities is further illustrated by 
clathrate hydrates,
40
 in which non-polar species are enclosed in the crystalline H2O network rather 
than being expelled. Despite having very different interconnectivity,
30
 these structures 
accommodate the non-polar molecules without a prohibitory energetic demand.  
 
 
Figure 1.2 Stacking arrangements in Ih (left) and Ic (right). The solid lines correspond to the position 
of the unit cell. The yellow dashed line shows the mirror plane between two layers in Ih and the 
yellow arrow shows the corresponding glide plane. Image used with the permission of its author, C. 
Salzmann. 
 
 
 The structural changes which occur as the phase diagram is crossed from high to low 
temperatures at a constant pressure may not involve changes in molecular interconnectivity. 
Instead, the transition may solely involve changes in the orientational ordering of the water 
molecules, termed hydrogen ordering. These extra degrees of freedom (and the residual entropy of 
ice Ih) arise because of the 6 different ways to orientate the water molecules without changing their 
interconnectivity (a tetrahedron has 6 edges, c.f. Figure 2 by Salzmann
30
). Whilst for the majority 
of the higher temperatures phases (Ih, III, V, VI, VII) diffraction analysis indicates no long range 
bond orientational ordering, for ice II and the lower temperature phases (XI, XV and XIII) the 
hydrogen atoms display low enthalpy ordering patterns which extend over the dimensions of the 
18:  
 
crystallites. As the interconnectivity is essentially unperturbed upon bond orientational ordering, 
phases may be grouped into pairs associated with the order-disorder transition (Ih/XI, III/IX, ?/II, 
V/XIII, IV/?, XII/XIV,VI/XV, VII/VIII) (Figure 1.1).  It is also important to consider that whilst 
the long range structure of the crystalline phases are, in the main, either orientationally ordered or 
disordered, over intermediate length scales, the orientational ordering conditions may not be so 
easily categorised. 
 This range of different interconnectivities and bond orientational orderings means that a 
huge number of structural permutations are consistent with the Bernal-Fowler ice rules over 
intermediate distances. Whilst for local first neighbour distances the structure of condensed phases 
of H2O may overwhelming be described as having a tendency to be 4 coordinate, over slightly 
larger length scales and for the ‘broken’ networks found in liquid water there are a very large 
number of different ways to arrange the molecules.
41
 This was recognised by Stillinger who 
referred to the hydrogen bonding network as a ‘continuum of architectural possibilities’.29 It is not 
presently clear to what extent specific structural arrangements with different oxygen–oxygen 
positioning (interconnectivity) or bond orientational ordering contribute to the average structure of 
the liquid state. The lower density of liquid water than ice Ih at ambient pressures does suggest that 
liquid water has a significant proportion of bent or broken hydrogen bonds, but the specific 
structural arrangements which persist over intermediate length scales are unknown.
42
 It may be that 
different arrangements become more or less prevalent as the temperature or pressure are changed in 
an analogous way to the ices but with ordering only over much shorter length scales. It is of 
particular interest to test experimentally if arrangements with a distinctly different 4 coordinate 
structure grow in liquid water with decreasing temperature, as predicted by computer simulation.
43
 
The presence of two liquids with different structural characteristics and an associated hidden 
critical point in the supercooled region of the temperature-pressure phase diagram would seemingly 
explain many of liquid water’s anomalous properties.20,44-55 
 In addition to liquid water and the thermodynamically stable and metastable crystalline 
phases indicated on the phase diagram there are also several metastable non-crystalline 
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(amorphous) phases of particular relevance to this study. A supercooled liquid may be formed 
when liquid water is cooled to temperatures below its melting point (homogeneous nucleation 
temperature = 235 K)
56
 and several solid metastable amorphous forms may also be prepared and 
recovered into liquid nitrogen at 77 K. The solid metastable amorphous forms have been named 
according to their method of preparation. Hyperquenched glassy water (HGW) is prepared by 
quickly cooling small droplets of the liquid.
57-58
 Amorphous solid water (ASW) is produced by 
vapour deposition at temperature < 150 K.
59-61
 High density amorphous (HDA) ice is formed by 
compressing Ih to 1.2 GPa at 77 K.
62-63
 Low density amorphous ice (LDA) may be formed by 
heating HDA > 120 K,
63
  but is also the term most generally used to describe any of the amorphous 
forms after their annealing to 120 K at ambient pressures. The structural states of these materials 
are thought to be between the disordered and dynamic state of liquid water and the more ordered 
and less dynamic structure of the crystalline solids. Interestingly, the pressures required for the 
transition between Ih and HDA correspond approximately to an extension of the hypothetical 
melting line in the metastable phase diagram, suggesting that the structure of HDA may be the 
glassy analogue of a high density liquid phase (HDL),
64-67
 proposed to exist as part of the hidden 
critical point scenario of liquid water.
44
 HDA is thought to have a greater number of broken or bent 
hydrogen bonds than LDA.
68
 The structure of ASW is often porous and highly dependent on the 
deposition conditions.
60,69-70
 HGW and LDA are presumed to have structures representative of the 
ambient pressure supercooled liquid at the glass transition temperature. The thermodynamic states 
of the different amorphous ices are discussed further by Johari et al.
71-73
 and by Loerting et al..
74
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Figure 1.3 Schematic illustration of the enthalpy change which occurs during glass formation. The 
black line indicates the trend for a hypothetical liquid. The blue and red lines show the changes 
which occur as liquids are cooled below the glass transition temperature quickly and more slowly. 
The fictive temperature, Tf, indicates the temperature at which the hypothetical liquid state would 
have a similar structure to that of the glass. 
 
 
 At 77 K, the modes of motion which would allow the solid amorphous metastable forms to 
transform into more energetically favoured crystalline phases are inactive. Unlike liquids, which 
may be described as having ergodicity (a time averaged structural state which is equal to ensemble 
average of the accessible phase space) these metastable amorphous solids are ‘kinetically trapped’ 
and thus experience only extremely slow structural relaxation at 77 K. The temperature required to 
activate the translational and rotational modes of motion, transforming the solids into liquids, is 
called the glass transition temperature, Tg.
75
 It is typically characterised by a marked change in 
viscosity. The kinetic trapping of the amorphous ices causes their structures to depend upon their 
thermal history. For example, the structural state of the glassy solid, HGW, will depend on the 
cooling rate at which it was prepared.
76-77
 The influence of cooling rate on structure may be 
understood by considering its fictive temperature, Tf.
75
 The Tf relates the structure of the glass to 
the corresponding temperature of a liquid with identical structure and indicates the extent of the 
structural changes which occurred upon cooling before the glassy structure was ‘frozen in’. This is 
shown schematically in Figure 1.3. If a liquid is cooled more slowly to temperatures below its Tg  
21:  
 
then its structure will be able to become more relaxed, giving a glass with lower enthalpy and lower 
Tf.  
  Despite ASW, HDA and LDA having less obvious connections with liquid water than 
HGW, it is thought that upon heating these materials toward Tg their structural state should 
approach that of HGW and therefore also that of the supercooled liquid.
50,78
 The postulate that a 
unified structural state can be reached from HGW, ASW and HDA depends upon the temperature 
required to enable the local and intermediate range structural rearrangements of the amorphous 
phases relative to those required for the longer range periodic reconstructions of crystallisation. In 
other words the dynamics must be activated, to an extent, but crystallisation must be avoided. The 
low temperature dynamics of ASW are of particular significance because ASW in the icy mantel of 
comets in space may provide an ideal matrix for the irradiation catalysed reactions needed to 
produce the small organic molecules required for the evolution of life on earth.
79
 The prevalence of 
ASW in space is supported by spectroscopic analysis of light reaching earth,
80-82
 and also more 
directly by the spectroscopic data collected by the ‘deep impact’ spacecraft in the aura produced 
after penetrating comet 9P/Tempel. 
83
 
84
 
 The temperature required to unify the structural states of the amorphous phases or enable 
the diffusion and reaction of molecules trapped in an ASW matrix is thought to be between 124 and 
136 K. This hypothesis is mostly based upon reversible increases in heat capacity observed for 
ASW and HGW by differential scanning calorimetry (DSC),
85-87
 seemingly indicating the glass to 
liquid transition.
88
 However, it has recently been pointed out that for hydrogen bonding networks, 
other dynamic modes of motion not involving free rotational and translational motion of molecules 
may also give reversible increases in heat capacity.
2,30
 The feature observed calorimetrically, which 
is unexpectedly weak for a H2O Tg, may instead be associated with activation of defect-mediated 
reorientation dynamics, either that corresponding to hydroxyl and oxonium ion migration, (the 
Grotthuss mechanism
89
) or the rotations which occur with lower activation energy about ‘broken 
bonds’ (OO and HH), termed Bjerrum point defects.90-91 The Grotthuss mechanism involves the 
migration of H3O+ and OH– defects through the structure with only a minimum change in the 
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position of the oxygen or hydrogen atoms. Essentially, for an adjacent pair of molecules the 
hydrogen bonding and covalent bonding pairs switch over (H2OH–OH2+  +H2O–HOH2) 
moving the hydrogen atom and the physical charge from one molecule to the next in a linked chain. 
Similarly, Bjerrum point defects also move along a linked chain by rotation, moving OO and 
HH defects until the two defect types converge. These defect-mediated dynamics are fundamental 
in enabling the low-temperature elevated pressure hydrogen-disorder to hydrogen-order phase 
transitions. 
30,92
 These processes are known to occur in the crystalline phases of ice V, XII and IV
30
 
at similar temperatures to the proposed Tg of ASW.  
 In this work, the controlled way in which the structural state of ASW may be changed 
towards that of the supercooled liquid by incremental increases in temperature and its route of 
preparation from the vapour phase have been exploited to study the ‘anomolous’ properties of 
liquid water related to hydrophobic hydration. Specifically, water vapour has been codeposited 
with a model hydrophobe (C60, fullerene) to give C60 dispersed in an ASW matrix. These mixtures 
are referred to as ‘trapped solutions’ since their structural state may be similar to that of unstable 
solutions before they precipitate. The apparatus used to prepare the ASW/C60 ‘trapped solutions’ is 
described in Chapter 3.  The changes in the structural state of pure ASW upon thermal annealing 
are investigated in Chapter 4. The structures of the thermally annealed ASW/C60 
‘
trapped solutions’ 
are examined in Chapter 5.  
 
Despite the large number of different solvents available for chemical and industrial processes, 
relatively few are in common usage,
93
 and solvent mixtures which offer the possibility for 
properties to be specifically tailored to applications are rarely employed. The most relevant 
properties in terms of chemical and industrial applications are the solvent’s vapour pressure, 
solubility and dielectric behaviour. As examples, (1) volatile solvents are desired for industrial 
separation application as they allow the solvent to be removed from the product quickly using only 
moderate increases in temperatures or decreases in pressures; and (2) the most effective solvents 
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for cleaning applications are often those which are miscible with or able to polarise the substance to 
be removed. The difficulty in designing solvent mixtures for particular purposes is that we cannot, 
at present, accurately predict their properties, which depend upon the temperature and the exact 
nature of the intermolecular interactions. The structural analysis of azeotropes carried out in this 
study explores the power of a newly developed data analysis technique, termed Empirical Potential 
Structural Refinement (EPSR),
6
 to elucidate the inherent structural arrangements which occur in 
the liquid state, revealing the nature of the intermolecular interactions. 
 Azeotropes are two-component liquids with the interesting property that they produce a 
vapour composition equal to the liquid composition.
94
 They are most commonly encountered upon 
distillation as purification beyond the azeotropic composition cannot be achieved directly.  Unlike 
most liquid mixtures, azeotropes have found several applications for which they have better 
properties than the single component liquids. Prominent examples include cleaning solvents in the 
electronics industry,
95
 and safe low-cost anaesthetics.
96
 Azeotropes are formed in highly non-ideal 
systems where the vapour pressure varies strongly with composition giving either a minimum or 
maximum in vapour pressure-composition plots. These are termed negative and positive pressure 
azeotropes, respectively.
13
 Absolute azeotropes are those which display azeotropic behaviour over 
the whole of the liquid range and limited azeotropes are those which display a return to normal 
behaviour under certain conditions of temperature and pressure. Limited azeotropes showing 
azeotropic behaviour only at a single specific temperature are said to be at a Bancroft point.
13
 
 The variation in vapour pressure with composition for binary mixtures of acetone and 
chloroform (a negative pressure azeotrope),
97
 and for benzene and methanol (a positive pressure 
azeotrope),
98-100
 are shown in Figure 2.4. The dashed line indicates the vapour pressure which 
would be obtained for an ideal mixture obeying Raoult’s law. Pressure-composition isotherms 
(PXY plots) showing the variations in both liquid and vapour composition with pressure are given 
as Appendix 1. The freezing point diagram for acetone–chloroform mixtures is given by Campbell 
et al..
101
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Figure 1.4 Variation of vapour pressure with composition at room temperature for binary mixtures 
of (a) acetone and chloroform
97,102
 and (b) methanol and benzene.
99
 The azeotropic composition 
corresponds to the minimum and maximum in vapour pressure, respectively. 
 
 
 The presence or absence of minima or maxima in the vapour pressure composition plots 
depends on the structure and intermolecular interactions of the liquid mixture. They are most likely 
to occur in systems for which the pure components have similar vapour pressure and for mixtures 
which are highly non-ideal with a large positive or negative enthalpy of mixing. The binary 
heterogeneous equilibrium behaviour can be shown more formally using by the Gibbs-Konowalow 
laws.
13
 The series of deductions given by Rowlinson et al.
13
 show that binary mixtures with an 
equality of phase composition must either display critical or azeotropic behaviour. If the enthalpy 
difference is zero then the phase boundary vanishes to give critical behaviour but if the enthalpy 
difference remains then the variation in vapour pressure with composition must be either at a 
maximum or minimum, giving azeotropic behaviour. Rowlinson et al. also pointed out that 
azeotropes have fewer degrees of freedom than expected for a binary mixture and display some of 
the thermodynamic properties of single component liquids, such as a vapour pressure (at the 
azeotropic composition), which varies with temperature according to the Clausius-Clapeyron 
relationship.  
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 In this work, the structural origin of the non-ideality in the chloroform-acetone and 
benzene-methanol azeotropes are explored. The current extent of our understanding of these 
systems is mostly based upon their negative or positive enthalpy of mixing, (Figure 1.4) which 
indicate stronger interactions between the ‘unlike’ species for the chloroform-acetone azeotrope 
and stronger interactions between ‘like’ species in the benzene-methanol azeotrope. Although this 
energetic description has allowed some hypotheses about the inherent structural arrangements 
which may be forming,
97,103-104
 direct experimental structural evidence is not available. In this work 
structural hypotheses are tested by comparing 3D structural models of the azeotropes and the pure 
liquids prepared using EPSR and consistent with neutron diffraction data. Structural models of pure 
liquid chloroform are described in Chapter 6. The EPSR structural model of pure liquid acetone has 
recently been reported by McLain et al..
105
 Structural models of the chloroform-acetone azeotrope 
are described in Chapter 7. Structural models of the benzene-methanol system have not yet been 
prepared but analysis of the neutron diffraction data is given in section 7.18. The use of neutron 
diffraction for structural analysis of liquids and amorphous solids and the EPSR data analysis 
technique are described in the following sections. 
 
The structural characterisation of amorphous materials, such as liquids, can be much more 
challenging than for crystalline materials. For crystalline materials, the least squares fit to the 
position of atoms in a repeating unit cell to diffracted intensities provides an effective route to 
structure determination of even very complex materials. Amorphous materials, however, do not 
produce Bragg peaks in diffraction experiments and without 3D long-range ordering, the concept of 
a small repeating unit cell is not applicable. Structural characterisation of molecular liquids is 
particularly challenging because of orientational correlations which arise due to directional aspects 
of specific interactions and their more complicated packing arrangements. 
9,106
 
 For molecular liquids, where the intermolecular interactions can be accurately described by 
a series of intermolecular pair potentials (molecular force fields), very accurate structural models 
may be prepared by computer simulation. For these simulations the unit cell is replaced with a 
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large (usually cubic) box, typically containing several thousand  molecules. The simulation box is 
like a unit cell in that it represents a periodic repeatable unit of the liquid’s structure. However, to 
account for the dynamic nature of liquids the walls must also be permeable, allowing molecules to 
leave the box through the wall on one side, immediately reentering through the opposite wall. By 
fixing the box dimensions and composition the simulation density is constrained. The size of box 
determines the range over which structure may be modelled. It is typically prepared such that the 
distances over which the intermolecular potentials operate are less than half the box dimension.  
 There are two main algorithms commonly used to study liquids: molecular dynamics and 
Metropolis Monte Carlo.
107
 The EPSR software employed in this study uses the Metropolis Monte 
Carlo algorithm and is designed specifically for molecular liquids. Molecular dynamics 
simulations, which model the movement of atoms/molecules in the simulation box and examine the 
time dependence of structure are not discussed further. 
 Metropolis Monte Carlo Simulations,
107-108
 are predominantly used to prepare structural 
models of the equilibrium state. In this approach, the starting condition is that the molecules 
contained within the simulation box are randomly arranged. The molecules are then moved 
individually in steps which are either accepted or discarded according to the Metropolis condition. 
In the Metropolis condition, moves which decrease the potential energy, U, of the system (U < 0) 
are accepted and moves which increase the potential energy (U > 0) are accepted with an 
acceptance probability, Pa, related to the temperature, T and the Boltzmann constant, k, as shown 
by Equation 1.1.    
      [ 
  
  
]. 
Equation 1.1 
 
 The dependence of the move acceptance rate on temperature and potential energy enables 
Monte Carlo simulations to reproduce the balance of intermolecular interactions and thermal 
energy present in liquids. The accuracy of the structural models produced are limited by the 
accuracy of the pairwise potentials between the molecules for describing the intermolecular 
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interactions. Several different intermolecular interactions are typically considered in the force fields 
used for Monte Carlo simulations of liquids. The ‘reference’ potential for the EPSR Monte Carlo 
simulation program is given as Equation 1.2.
21
 The discussion below defines the parameters and 
describes how the terms in the ‘reference’ potential are related to intermolecular interactions.10 
Figure 1.5 shows how each of the three terms in the EPSR potential vary with atom pair separation. 
The values shown are for the interaction of two chlorine atoms using the empirically derived force 
field of Barlette et al. and a van der Waals distance of 1.75 Å.
109
 The additional truncation terms 
used by EPSR to reduce the potentials to zero for distances greater than half the box dimensions are 
given by Soper et al.
6
 
 Short range repulsive potentials are included in EPSR Monte Carlo simulations to 
reproduce the repulsions between molecules with closely overlapping electron clouds. Term 1 in 
Equation 1.2 is an optional repulsive potential available in EPSR. It is an exponential decay 
function giving a ‘soft’ repulsive boundary. The variation in the potential with separation of two 
chlorine atoms is shown in Figure 1.5(a). In some of our work, simulations were carried out using 
solely these ‘soft’ repulsive potentials. This approximates a ‘hard sphere’ model for which 
separations less than a specified distance contributes a distance independent infinite repulsive 
potential. By setting the r parameters to the van der Waals radius, representing the average 
separation of the atoms in a ‘non-interacting’ crystal, 109-110 a model representing the most efficient 
packing of the molecules may be produced. 
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28:  
 
 
 
 
 
Figure 1.5 Variation in the potential energy, U for two chlorine atoms ( and ) with separation, r, 
as a result of (a) ‘soft’ repulsive potentials, (b) Lennard-Jones 12-6 potentials and (c) Coulomb 
monopole partial charge interactions. The potentials have been drawn using the parameters used 
by Barlette et al. to study liquid chloroform.
111
 The main distance and energy inputs to equation 1.2 
are indicated in bold and the relationships to r or U are shown by the dashed lines.  
  
 For non-polar liquids, the attractive forces holding the liquid together arise due to 
instantaneous dipole–induced dipole interactions, termed dispersive or London forces.10 In EPSR, 
these attractive dispersion forces are described together with repulsive overlap potentials using 
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Lennard-Jones (LJ) 12-6 potentials (term 2). The variation in the LJ potential with separation for 
two chlorine atoms is shown in Figure 1.5(b). The LJ distance, , and energy parameters, , 
describe the depth of the potential energy well and the separation at which the repulsive core 
potential crosses zero. For liquids containing polar molecules there are also attractive and repulsive 
interactions between regions of positive and negative charge termed Coulomb charge interactions 
(term 3). The variation in Coulomb charge potential for two chlorine molecules assigned a partial 
charge of –0.045,111 is shown in Figure 1.5(c). The Coulomb charge interaction is much longer 
range than the dispersion force or the overlap potential. 
 This description of the intermolecular pair potentials may not entirely be sufficient in order 
to describe the actual interactions in some liquids. Unfortunately, more detailed force fields 
presently require prohibitively larger amounts of computational time in order to produce a 
structural model. The main inadequacies of the reference potential described above are: (1) The 
monopole Coulomb partial charges centred on nuclei may not describe the true charge distribution 
of a molecule and thus cannot accurately describe directional permanent dipole-permanent dipole 
interactions (e.g. hydrogen bonds
112
); (2) The Coulomb charge interactions are truncated at distance 
less than half the dimension of the simulation box but the interaction may in fact be much longer 
ranged, especially for non-isotropic arrangements of polar molecules; (3) The dispersion interaction 
is likely to be much greater in mixtures containing polar molecules due to permanent dipole-
induced dipole, polarisation interactions; (4) Dispersion and polarisation interactions are not strictly 
pairwise additive as the induced dipole effect may depend on the specific arrangement of molecules 
in the near vicinity.
10
    
 The combination of inaccurate force fields and the inadequacies described above can lead 
to significant differences between structural information obtained by experiment and that from 
computer simulation. The experimental data most often employed for comparison are calorimetry, 
dielectric, and diffraction measurements. For liquids, the enthalpy of vaporisation from calorimetric 
measurements is commonly used to improve the accuracy of the force field in a process called 
parameterisation. However, caution is required as this enthalpy is dependent on both the liquid 
30:  
 
structure and the potentials, with neither being independently accessible from the calorimetric data. 
For polar liquids experimental dielectric properties,
113
 are related to the structural arrangements 
present in the liquid and the molecule’s dipole moments (charge separation) by the Kirkwood-
Fröhlich equation. This relationship has been used in Chapter 6 to compare the dielectric constant 
of liquid chloroform predicted from model structures with that measured experimentally.   
 Diffraction is, perhaps, the most powerful of the experimental methods to determine liquid 
structure, providing information about the distribution of atom pair distances in the liquid, 
commonly shown as radial distribution functions (RDFs), g(r).
114
 Equation 1.3 shows how the 
radial distribution function of a one-component (A) monoatomic system, gAA(r), may be found 
from the number of atoms, ZAA dr, in a radial distance range, r to r + dr,  normalised by the number 
density, A, multiplied by the volume of a shell at that radial distance, 4r
2
. The similar 
relationship between the gAA(r) and coordination number, ZAA, for a distance range, r1–r2, is given 
as Equation 1.4. For polyatomic systems several partial radial distribution functions are needed to 
describe the structure, each indicating the distance distributions of different pairs of atom types.  
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 Characteristic g(r) data for a monoatomic crystalline solid, liquid and gas are shown in 
Figure 1.6. In crystalline materials the distances corresponding to the first, second and third 
molecular shell are well defined giving sharp peaks in the g(r). For a liquid, the distances within 
the molecular shells are less well defined and the peaks in g(r) are much broader. At large r the g(r) 
for liquids oscillates about unity reflecting the influence of thermal motions which cause there to be 
an almost equal probability of finding an atom at any distance. The g(r) for gases increases from 
zero at distances below a minimum intermolecular separation to unity at distances above this value. 
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This profile reflects the absence of structural ordering other than that imposed by the atoms not 
overlapping. 
 
  
 
Figure 1.6 Schematic illustration of the radial distribution function, g(r), for a monoatomic crystalline 
solid (green), liquid (red) and gas (blue). 
 
 
 
 
The g(r) of amorphous material such as liquids can be obtained from total scattering measurements 
using either X-rays or neutrons. This study has primarily used neutron diffraction and a brief 
introduction to the technique is provided here. More thorough treatment of the subject is given 
elsewhere.
115-117
 The interaction between a neutron and nucleus, , is described by a scattering 
length, b . Due to their small size, nuclei act as isotropic point scatterers. Positive scattering 
lengths correspond to repulsive nuclei potentials and negative scattering lengths correspond to 
attractive nuclei potentials. b
2
, referred to as a cross section, corresponds to the effective area 
presented by a nucleus to an incident neutron. The overall scattering from an arrangement of atoms 
with different scattering lengths may be described by a scattering law, first proposed by van Hove. 
The equation given as equation 1.5, shows how the variation in scattered intensity, I, with 
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wavevector transfer, Q, and energy transfer,  ϵ, is related to the scattering-length-weighted sum of 
the space and time Fourier transform of the time-dependent radial distribution functions for the 
constituent atoms pairs, g(r, t).  N is the number of atoms, h is Planck’s constant and k and k’ are 
the wave vectors of the incident and scattered neutrons, respectively. For zero energy transfer, Q 
the wavevector transfer, is a function of the scattering angle  and the neutron wavelength, , via Q 
= 4sin /. The g(r, t) functions shown here are equivalent to Dirac delta functions with a 
probability of 1 at the interatomic distance (and time) and zero at other distances (and times); when 
summed over the many atom pairs present in the material they describes a time dependent-pair 
correlation function. For diffraction, equation 1.5 is evaluated at t = 0.  
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 In addition to the general form of the equation whereby the g(r) and I(Q) are related by a 
Fourier transform (FT), it is also significant that the scattering lengths are outside of the integral 
and that the sum is over all atom pairs including self-pairs ( and ). The scattering length of a 
nucleus is determined by the element, the isotope and also its nuclear spin state. To dissect a 
scattering pattern into contributions from the different atom types contained within the sample it is 
necessary to consider two different spin/isotope averages. In addition to the average scattering 
length, b, which allows bb combinations to be described, the average of the scattering length 
squared, b2, is also needed to account for bb  atom pair combinations, the so called self-
scattering of the sample. This leads to two different scattering lengths of an element or isotope: the 
coherent scattering length, bcoh =b, and the incoherent scattering length, binc = (b
2 – b2). Due 
to the dependence of these on the average of the spin states of the individual nuclei, bcoh and binc do 
not vary consistently across the periodic table. Most significantly for this report for hydrogen, bcoh 
is negative (–3.74 fm) and binc is relatively large (25.18 fm); and for deuterium, bcoh is relatively 
large and positive (+6.67 fm) and binc is relatively small (3.99 fm). A complete list of scattering 
cross sections has been given most recently by Sears.
118
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 A characteristic scattering pattern for a hypothetical diffraction experiment (t=0) is given in 
Figure 1.7. The I(Q) is shown in units corresponding to the differential scattering cross section 
(DCS) which indicates the variation in cross section (barns, b) normalised by the solid angle (1/4, 
steradians
–1
) and the number of atoms in the neutron beam (atom
–1
). The average DCS level 
obtained is b2. It can be separated into contributions from incoherent, b2–b2, and coherent 
scattering b2. The interference features are superimposed on the coherent scattering part. The total 
structure factor, S, is defined here as the DCS normalised by b2 after subtraction of b2 – b2. 
The total structure factor is also commonly defined
114
 as the DCS after subtraction of the average 
scattering level, I(Q) – b2, which is available more directly for materials with unknown 
composition. In the present study, this function is called the total interference function, F(Q) = I(Q) 
– b2. 
 
 
Figure 1.7 Schematic illustration of a characteristic differential scattering cross section (DCS) of a 
hypothetical liquid. The separation of the DCS into a total structure factor, S(Q), coherent, b
2
, and 
incoherent, b
2
 – b
2
  cross sections are indicated by the arrows. Reoccurring peaks in the DCS 
may loosely be related to interatomic distances by 2/r. Image adapted from Fischer et al..
117
  
 
 
 The F(Q) obtained by neutron diffraction is the sum of the interferences produced by 
different atom pairs present in the material weighted by their scattering lengths, and may be 
separated into the interference features produced by different pairs of atom types according to 
Equation 1.6.
114
 A and B correspond to the different atom types, cA and cB are their atomic mole 
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fractions, bcoh-A and bcoh-B are their coherent scattering lengths and sAB(Q) are the Faber-Ziman 
partial structure factors. As indicated by equation 1.7 the F(Q) is related to a total radial 
distribution function, G(r), by an FT. Equation 1.8 shows that the G(r) is comprised of the 
weighted sum of individual partial radial distribution functions, gAB(r). The same FT relationship 
(equation 1.7) may be used to interconvert partial structure factors (SAB(Q)–1) and partial radial 
distribution functions, (gAB(r)–1).  
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 The summative way in which interference produced from different pairs of atom types may 
be combined is experimentally significant as it allows significant simplifications to be sought by 
isotopic substitution. This approach, called the isotopic difference technique,
119-120
 involves 
substituting atoms within a material with isotopes of different scattering length. Assuming the 
isotopic composition has no impact on structure,
121
 and that the scattering lengths are sufficiently 
different, the interference is perturbed by the substitution and by subtracting several datasets the 
number of atom types contributing to the interference may be reduced. With sufficient scattering 
length contrast the SAB(Q), and hence also the gAB(r), for the different atom pairs may be extracted. 
For a material comprised of n atom types there are m = n(n+1)/2 distinct atom pairs. To extract all 
the gAB(r) using the isotopic difference technique m datasets with scattering length contrast on each 
atom type are required.
122
  Although this would appear to be a very powerful approach for the 
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structural analysis of amorphous materials, the signal to noise ratio decreases when many data sets 
are combined and the range of available isotopes with significantly different scattering lengths is 
limited. This causes many of the systems of interest to fail to meet these scattering length contrast 
criteria (i.e. the problem remains somewhat under-determined). 
 In addition to the use of neutron scattering to study the pairwise distance distribution of 
materials, as suggested by equation 1.5, the technique may also be used to carry out spectroscopic 
analysis of energy transfer. The instruments used for these spectroscopic measurements typically 
select a range of neutron energies. By examination of coherent inelastic data (0) information 
about the collective motions of the atoms may be obtained and by examination of incoherent 
inelastic data the diffusion of single species in the liquid matrix may be studied. Unfortunately, for 
some systems, it is very difficult to entirely uncouple the energy and momentum transfers which 
are associated with spectroscopic and diffraction measurements, respectively. The extent of the 
perturbation to diffraction data caused by unavoidable inelasticity can be understood by 
considering how effectively equation 1.5 may be evaluated at t=0 using neutrons of a particular 
energy (for totally elastic t=). For t=0 diffraction corresponds to the ‘static approximation’ 
whereby the diffraction pattern obtained is the average of many instantaneous ‘snapshots’, each 
seemingly recorded from an independent quanta of neutron radiation. The t=0 static approximation 
applies, and the data is essentially unperturbed, when the energy transfer for the scattering process 
is much smaller that the energy of the incident photon. Whilst short wavelength neutrons and X-
rays typically employed travel quickly and therefore allow diffraction at close to t=0, slower long 
wavelength neutrons allow a greater t interval between scattering centres and inelasticity may give 
rise to data perturbations. The static approximation also becomes increasingly invalid for more 
dynamic (less static) materials, such as solids containing very light atoms, as a greater degree of 
structural change occurs during the t interval. A useful analogy is ‘blurring’ in photographic images 
which may be reduced by a faster shutter speed (fast short wavelength neutrons) and static subjects 
(heavy atoms). The incomplete validity of the static approximation in total scattering neutron 
measurements of materials containing hydrogen erroneously affects the calculated values of Q, 
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causing a perturbation to the diffraction data which needs to be subtracted before EPSR structural 
modelling can carried out.  
 The measurements reported in the present study were carried out on the Small Angle 
Neutron Diffractometer for Liquids and Amorphous Solids at the pulsed spallation source at ISIS 
(Didcot, UK). This time of flight spectrometer was designed to reduce the influence of ‘inelastic 
perturbations’ by having detectors only over low scattering angles between 3.9 and 39. 
Furthermore as the inelastic perturbation solely affects the background scattering levels and not the 
interference features, it is possible to estimate and subtract the ‘inelastic perturbations’ to 
SANDALS data using the GudrunN software. For this procedure, the perturbation is estimated by 
‘binning’ the scattered intensity as a function of neutron wavelength (averaged over the trajectory 
before and after impinging on the sample) to obtain a general form of the perturbation (interference 
features only appear when merged on a Q scale) and then refining this estimate iteratively by 
subtracting estimates of the interference features. The inelasticy corrections applied to SANDALS 
data are described more fully by Soper.
123
 
 
Empirical potential structural refinement (EPSR) software is a Metropolis Monte Carlo based 
technique used to produce 3D structural models of molecular systems consistent with neutron 
diffraction data collected using the isotropic difference technique. A brief discussion of its merits is 
given below; and more thorough descriptions are given by Soper.
6
 EPSR has been used to prepare 
structural models of liquid water,
21,124
 THF,
125
, methanol,
119
, DMSO water mixtures,
126
 DMSO,
105
 
acetone,
105
 concentrated hydroxide solutions,
127-128
 and to study the crystallisation of benzoic 
acid.
129
 In the present study, it has been used to produce structural models of liquid chloroform and 
the chloroform-acetone azeotrope. 
 In many ways, EPSR can be viewed as a combination of the Metropolis Monte Carlo 
simulation technique and the isotopic difference neutron diffraction technique. Essentially, EPSR 
derives a perturbation to the force field from the difference between the measured diffraction data 
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and data simulated from a Monte Carlo simulation (using the reference potential given as Equation 
1.2). These additional empirical potentials (EPs) then drive the Monte Carlo simulation toward 
structural convergence with the diffraction data. Impressively, by combining the two different 
approaches, specific difficulties associated with each are largely avoided. The inadequacies and 
inaccuracies of the force field used in classical Monte Carlo simulation described in section 1.1.4 
are corrected by the additional EPs and for undetermined systems (lack of scattering length 
contrast) the ability to isolate partial structural factors from a series of total structure factors (or 
partial radial distribution functions from total radial distribution functions) is dramatically 
improved. This mutual symbiotic relationship is facilitated by the way in which the diffraction data 
are separated into partial structure factors and the way in which the EPs are derived.  
 EPSR isolates partial structure factors in underdetermined systems using pair distances 
from the simulated model structure to substitute for those not available from the experimental 
datasets. This estimate of the unknown partial structure factors then allows estimates of the 
complete set of partial structure factors to be obtained. During iterations of the model under the 
Metropolis condition the accuracy of the structure, and thus also the estimates of the partial 
structure factors, improves. EPSR produces the EPs by considering the difference between 
simulated and estimated partial structure factors. The EPs have the form of power exponential 
functions (given by Soper
6
). These provide a good representation of an intermolecular potential 
whilst smoothing the statistical noise and artefacts of the measurement which otherwise would be 
transferred into the structural model. Importantly the EPs may be negative or positive and at low r 
can vary rapidly with distance. This allows the inadequacies of the reference force fields to be 
overcome, enabling the model structure to better fit experimental data than for classical Monte 
Carlo simulations. 
 Although, structural models may be produced by EPSR which are consistent with 
diffraction data, it is difficult to quantify the certainty with which the simulated structure represents 
the materials true ‘correct’ structure. The diffraction data essentially constrains the structural 
model, with more datasets and greater scattering length contrast providing more constraining 
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influence. Unlike many techniques, where convergence is indicative of success, in EPSR the 
simulation is much more likely to converge if the number of neutron data sets constraining the 
structural model is reduced. Assessing the quality of diffraction data as constraints to a structural 
model of molecular liquids is a complex problem. Although, it is true that the pairwise data may be 
reproduced by many different arrangements within the simulation box and thus that no unique 
solution is truly possible, it can be argued that, from a statistical thermodynamics viewpoint, for 
models containing a large number of molecules the probability of any particular solution being 
greatly different from the most likely or ‘correct’ solution is small. 130-131   
 For under-determined systems, the certainty in the ‘correctness’ of the structural model 
will be less than for fully determined systems. In designing an experiment for EPSR analysis it is 
important to recognize that EPSR can provide no measurement derived ‘push’ to molecules 
containing no substituted atom positions. Conversely, for partially under-determined systems, for 
which every molecule type has at least one atom with scattering length contrast, the constraining 
influence of the data may be much greater than expected. This is because the radial distribution 
functions, and hence also the partial structure factors, of atoms pairs not isotropically substituted 
are constrained in EPSR indirectly by their covalent connection to substituted atom types. 
Considering this, the operations which should be most constrained are dependent on the shape and 
symmetry of the molecules. For the EPSR simulations of pure liquid chloroform and the 
chloroform-acetone azeotrope carried out in this study H/D substitution has been carried out. The 
weightings for the differently substituted liquids measured are given in Appendices 10 
(chloroform), 11 (chloroform-acetone azeotrope) and 12 (benzene-methanol azeotrope). 
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Ultrapure H2O (Milli-Q, Millipore) was used throughout. D2O was purchased from Sigma Aldrich 
who report a D/H isotopic purity > 99.9 atom %. H2O and D2O used to prepare ASW were 
degassed by three freeze, evacuate (110–2 mbar), thaw cycles.  C60 with purity > 99.9 % was 
obtained from MERcorp (Tuscon, Arizona, USA) and used without further purification. Liquid 
nitrogen (LN2), nitrogen and argon gases were provided by BOC. The protiated chloroform 
(CHCl3), acetone (C3H7O), benzene (C6H6) and methanol (CH3COH) solvents were HPLC grade 
(CHROMOSOLV, Sigma-Aldrich) with reported purity > 99.9 %. The deuterated chloroform 
(CDCl3), acetone (C3D7O), benzene (C6D6) and methanol (CH3COD and CD3COH) were also 
purchased from Sigma Aldrich who report a D/H isotopic ratio > 99.5 atom %. The chloroform 
liquids contained small amounts (200 ppm) of amylenes (C5H10) as a chemical stabiliser. Absolute 
ethanol was used for the optical absorbance measurements. Indium metal (99.99 %) used to line the 
pressure dies was purchased from Alfa Aesar and rolled into thin sheets (0.5 mm) using a steel 
rod. 
 
The apparatus for the preparation of ASW/C60 trapped solutions is described in detail in Chapter 3. 
Here, I detail experimental procedures for its use. The variation in pumping rate with chamber 
pressure, pmp(p), was estimated by measuring changes in chamber pressure which occurred whilst 
inletting N2 gas into the vapour deposition chamber through a graduated needle valve (EV 016 
DOS AB, Oerlikon Leybold Vacuum) at different rates. The chamber pressure was first reduced to 
a base pressure of <110–6 mbar using the same procedure used to prepare the chamber for 
deposition described below, and the N2 leak rate was then increased by changing the position of the 
graduated needle valve from 0 to 300 in steps of 10. Interpolation (Labview, version 6) was used to 
relate the chamber pressures to leak rate data supplied with the needle valve (Figure 3.3a).
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To prepare the deposition apparatus the copper deposition plate was first cleaned with water, 
‘sandpaper’ (aluminium oxide, 80 m grit) and ethanol solvent, to remove the copper oxide layer. 
The plate was then installed in the vapour deposition apparatus by attaching it to the deposition 
stage. The arrangement is shown in Figure 3.4 and as a scale drawing in Appendix 3. The inlet 
flask was then weighed on a balance to 0.01 g precision. The crucible was filled with C60 and 
weighed on a balance to 1 mg precision. The pressure in the chamber was then reduced in several 
sequential stages. Data showing the decrease in chamber pressure together with decreases in the 
temperature of the deposition stage are given as Appendix 2. First, the chamber pressure was 
reduced to 110–2 mbar using a rotary vane pump (model 12, BOC Edwards). A two way tap was 
then adjusted to switch from actively evacuating the chamber to evacuation of the diffusion pump 
(Diffstack 63, BOC Edwards, Crawley, UK). A LN2 baffle was then filled reducing the pressure 
within the chamber to 510–4 mbar. After 20 min a butterfly valve above the diffusion pump was 
then opened, reducing the chamber pressure to 110–6 mbar. The LN2 cooling was then initiated 
by activating a second rotary vane pump (Sogevac SV16, Oelikon Leybold Vacuum) and opening 
its choking tap. The temperature of the deposition plate decreased to 80 K in 30 min further 
reducing the pressure to < 110–6 mbar. The deposition of water vapour was started by opening the 
graduated needle valve to give a desired inlet pressure and the C60 deposition was started by 
adjusting the variable transformer to give a desired filament current. The approximate variation in 
crucible temperature with transformer voltage and the variation in C60 vapour pressure with 
temperature from the measurements of Mathews et al.
133
 are provided as Appendix 4. The stability 
of C60 to the deposition conditions was confirmed by solid state NMR. The spectra are given in 
Appendix 5. 
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The variation in H2O, D2O and C60 chamber dose rate with inlet pressure and filament current were 
measured by monitoring decreases in the weight of the water flasks and C60 crucible after 
depositions carried out for inlet pressures (Pirani sensor calibrated for air) between 0.02 and 0.20 
mbar and filament currents between 17.0 and 24.0 A. To obtain data for low inlet pressures and 
filament currents the deposition time was extended to give a total H2O chamber dose > 0.1g and 
total C60 chamber dose > 0.001 g giving an uncertainty < 10 %. The dose rate data for H2O and 
D2O were fitted to quadratic functions (y = 0.15x + 1.32x
2
 for H2O and y = 0.13x + 1.30x
2
 for D2O) 
and the data for C60 were fit to an exponential function (y = 210
–12
 exp(0.7x). The dose rates were 
also measured for each deposition carried out and the C60 concentration of the ASW/C60 ‘trapped 
solutions’ reported throughout the thesis correspond to the molar ratio of H2O and C60 chamber 
dose.  
 
A series of optical absorbance measurements were carried out to investigate the angular 
dependence of H2O and C60 flux (dosing trajectory).  In order to sample different trajectories 7 
copper discs with a diameter of 1 cm and thickness of 6 mm were fitted to the deposition plate with 
internal grub screws. Five repeat deposition experiments were carried out using the co-deposition 
base plate (shown as Appendix 5), a 5 h deposition time and an aperture–deposition plate distance 
of 9.4 cm to give an average H2O dose rate of 0.196 g h
–1
 and an average C60 dose rate of 0.0054 g 
h
–1
. For each deposition, the copper discs were recovered under LN2 and placed into small volumes 
(5 ml) of absolute ethanol. The concentration of C60 and water in the ethanol were then determined 
by comparing the absorbance of UV (C60 at 330 nm) and NIR (H2O at 1950 nm) peaks for a 
dilution series prepared from the ethanol-water-C60 mixture with the absorbance of standards, 
prepared with known concentrations of H2O and C60. A Perkin Elmer Lambda 900 spectrometer 
and quartz cuvettes were used to record the spectra. To model the variation in H2O and C60 flux, y, 
with trajectory, x, the data were fitted to Gaussian amplitude functions [y= aexp(x/2b)] (OriginPro 
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8.0). To estimate the yield and the average composition for different aperture-deposition plate 
distances and dosing rates the fitted functions were integrated over limits corresponding to material 
impinging on the plate. The error estimates quoted were calculated by combining the individual 
errors for a and b fitted parameters.   
 
 
To probe factors affecting ASW’s growth, the chamber pressure and deposition plate temperature 
were recorded as ASW samples prepared using different deposition conditions were heated in the 
deposition apparatus from 80 K to 180 K. ASW was either deposited at 0.40 g h
–1
 to different 
thickness by adjusting the deposition time to give total chamber dose between 0.1 and 2.3 g, or 
deposited at different rates between 0.2 and 5.8 g h
–1 
and for different times to give total chamber 
dose of 1.0 g. These experiments employed the ASW baseplate, in which the H2O inlet is centrally 
placed, and an aperture deposition plate distance of 20 cm. After each deposition had completed the 
LN2 flow cooling the deposition plate was stopped causing the deposition plate to warm. After the 
temperature had reached 180 K the deposition plate was recooled to 80 K and allowed to warm to 
180 K a second time. The H2O desorption rate (adjusted for readsorption) was calculated from the 
measured chamber pressure by its interpolation with pmp(p) (Labview, version 6).   
 
 
The stability of C60 towards oxidation during its co-deposition with H2O was investigated by solid-
state nuclear magnetic resonance (SSNMR) carried out at the EPSRC UK National Solid-State 
NMR Service at Durham.  A 100.56 MHz Varian VNMRS spectrometer was used to record 
13
C 
spectra of the raw C60 material as obtained from MERcorp and the C60 material recovered after 
evaporation of the H2O from a co-deposited ASW/C60 sample (H2O dose rate = 0.2 g h
-1
, C60 dose 
rate = 0.015 g h
–1
,
 
deposition time = 5 h, aperture deposition plate distance = 9.4 cm). The 
spectrometer employed a magic-angle spinning probe with rotor outer diameter of 4 mm and 
spectral referencing was with respect to an external sample of neat tetramethylsilane, carried out by 
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setting the high-frequency signal from adamantane to 38.5 ppm. Spectra were obtained using direct 
excitation with a 30 s recycle delay, an ambient probe temperature and a sample spin-rate of 8 kHz. 
The reported spectra (Appendix 5) are for 100 accumulations.  
 
 
The ASW/C60 ‘trapped solutions’ produced for structural analysis by X-Ray diffraction (XRD) 
were deposited onto circular single crystal silicon discs with a diameter of 16 mm and a thickness 
of 2 mm which were cut in the (511) plane and gave no background reflections. The apparatus used 
to secure the substrates to the deposition plate is shown in Figure 3.9. A H2O deposition rate of 0.2 
g h
–1
, a total deposition time of 5 hours and an aperture to deposition plate distance of 9.4 cm were 
used. The filament current was varied to give ‘trapped solutions’ with XC60 = 0.0006, 0.0014 and 
0.0028 (XC60 is assumed to be equal to the molar ratio of H2O and C60 chamber dose). To record 
XRD patterns the coated silicon discs were placed into a purpose built copper sample holder under 
liquid nitrogen, which was then quickly transferred to a cold (90 K) XRD cryostat (TTK 450, 
Anton Paar, Graz, Austria). A membrane pump (Jun-Air/GAST, Norresundby, Denmark) able to 
provide a 5 L h-1 LN2 flow rate and a flow controller (Oxford Instruments, Abingdon, UK) were 
used to cool the cryostat.  
The temperature of the cryostat was measured by a temperature probe positioned inside the 
copper sample holder directly below the coated substrates. The accuracy of the probe to determine 
the temperature at the surface of the substrates was determined to be to  5 K from the cell 
parameters of a mixed sample containing crystalline aluminium found by Rietveld refinement 
(TOPAS-Academic version 4.1, Alan Coelho).
134-135
 After loading the coated substrates the internal 
pressure in the cryostat was immediately reduced by evacuating the cryostat to 1 mbar using a 
rotary vane pump (model 5, BOC Edwards). The diffractometer (D8 Advance, Bruker AXS, 
Karlsruhe, Germany) was equipped with a copper tube, nickel filter and semiconductor strip 
detector (LynxEye, Bruker AXS) and operated in Bragg-Brentano (reflection) geometry. Patterns 
were first recorded at 90 K over a 2θ range of 10–60 using a step size of 0.02055 and a counting 
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time of 1.17 s per step.  The samples were then heated in the cryostat by stopping the LN2 cooling. 
This gave a non-linear heating rate which was 2.4 K min–1 at 160 K. As the crysostat warmed 
patterns were recorded over a 2θ range of 12–52, using a step size of 0.02055 and a counting 
time of 0.036 s (70 s per scan). 
 
 
To collect Fourier transform infrared (FT-IR) spectra of ASW and ASW/C60 ‘trapped solutions’ 
thin films were deposited onto circular MgF2 substrates with a diameter of 15 mm and a thickness 
of 2 mm using a H2O/D2O dose rate of 0.4 g h
–1
, a total chamber dose of 0.4 g and an aperture–
deposition plate distance of 20 cm. For the ‘trapped solutions’ the filament current was varied to 
give samples with XC60 = 0.0040 and 0.0208. The water used to prepare these samples was 
substituted with 5 mol% D2O giving ASW samples comprised of 91.0 mol% H2O and 9.0 mol% 
HDO. This approach enabled uncoupled OD-stretching-related absorptions to be recorded.  After 
deposition, the coated substrates were recovered into LN2 and transferred into an Oxford 
Microstat
N
 cryostat fitted with two MgF2 windows and cooled to 78 K by a flow of LN2. A sprung 
clip ensured good thermal contact between the substrate and the cryostat body. The apparatus used 
to reduce the temperature and pressure of the cryostat was the same as used for the XRD 
measurements described above although a lower flow rate of 1 L h
–1 
was required to maintain the 
temperature at 78 K.  
 The temperature of the cryostat was measured using a resistance probe internal to the 
housing of the cryostat. Spectra were recorded in transmission using an ATI Mattson Research 
Series 1 spectrometer with a spectral resolution of 4 cm
–1
. The spectra recorded at 78 K were 
produced from 512 summed scans (5 min), and spectra recorded as the cryostat warmed from 78 
K to 180 K were each produced from 32 summed scans giving a time interval between scans of 30 
s. To thermally anneal the samples the cryostat was heated to a specified temperature using the 
internal heating element, maintained at that temperature for a given time (0 s, 4 min or 2 hours) and 
then recooled to 78 K. To record spectra as the cryostat warmed from 78 to 180 K the LN2 cooling 
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was stopped and the temperature of the cryostat allowed to increase. This approach gave a non-
linear heating rate which was 5 K min–1 at 160 K. In addition to these spectra of ASW and ASW 
‘trapped solutions’, FT-IR spectra were also recorded of room temperature liquid water (91.0 mol% 
H2O and 9.0 mol% HDO) trapped between two MgF2 discs and ice Ih which formed upon cooling 
the water trapped between the discs from room temperature to 78 K.   
 To convert the raw spectral data onto an absorbance scale a background spectrum was 
recorded at 78 K after evaporating the ice at 260 K. To account for the attenuation caused by the 
ASW films the intensity of the background spectrum was scaled to give zero absorbance at 2700 
cm
–1
. Peak fitting (OriginPro 8.0) was used to follow changes in the position and width of the OD 
related absorption. This involved subtracting a linear baseline between 2280 cm
–1
 and 2600 cm
–1
, 
and then fitting the spectral range between 2385 and 2550 cm
-1
 with either 1 or 2 (indicated in text) 
pseudo-Voigt peaks. 
 
 
Raman spectra of ASW, unannealed high density amorphous ice (uHDA), very high density 
amorphous ice (vHDA),
136-137
 expanded high density amorphous ice (eHDA) and the LDAs formed 
from the HDA samples were recorded on a Renishaw Ramascope spectrometer (632.8 nm) using 
the same cryostat employed for FT-IR but equipped with a single fused silica window and a solid 
cryostat body without a sprung clip. To ensure a good thermal contact between the ice samples the 
cryostat body was pre prepared with a thin indium plate which was pressed (Hypress 30 tonne shop 
press equipped with a powerteam P59B 700 bar hydraulic pump) onto the copper cryostat body 
with a moderate force. The ice samples were then transferred into the cryostat under LN2 and 
pushed into this soft substrate using a ‘hand-held’ cooled steel piston. 
  The ASW used for this analysis was formed from a H2O deposition rate of 0.4 g h
–1
, a 1 h 
deposition time and an aperture deposition plate distance of 20 cm. It was recovered from the 
surface of the deposition plate into LN2 and stored in an aluminium sample container. uHDA was 
prepared by compressing 0.6 g of ice Ih at 77 K to 1.7 GPa (11 tonnes or 93100 N) in an indium 
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lined pressure die (Specac 9 mm). The Ih to HDA transition was indicated by sudden decreases in 
pressure at 1.46 GPa which is slightly greater than the pressure of 1.2 GPa reported by 
Mishima.
62-63
 To ensure homogenous HDA samples the pressure was increased gradually to the 
maximum pressure over 10 min and maintained under pressure for a further 10 min. To recover 
uHDA the pressure was released gradually to ambient and the material recovered under LN2. To 
prepare eHDA the pressure of the uHDA was reduced to 0.3 GPa and the material was then heated 
from 77 to 130 K.  To prepare vHDA the pressure of the uHDA was reduced to 1.4 GPa and the 
material was then heated from 77 to 155 K (at 1.4 GPa crystallisation was found to occur at 173 
K
138-139
). Once the target temperatures had been reached the eHDA and vHDA samples were 
quenched and recovered at ambient pressure under LN2.  
 The different HDA samples were converted to LDA in the cryostat by slowly heating the 
samples whilst monitoring the spectral changes associated with the transition. The samples were 
held at the transition temperature (~110 K for HDA, ~118 K for vHDA, and ~122 K for eHDA)
140-
141
 for 2 minutes and then recooled to 80 K. For annealing, the cryostat was heated at ~5 K min
–1
 
from 78 K to a given annealing temperature and then immediately cooled back to 78 K. The spectra 
shown are for 4 accumulations collected from a variable grating scan between 3800 and 2900 cm
–1
 
for a time period of 60 s. The Raman shift was calibrated using the emissions of a neon lamp, a 
linear background was subtracted and the spectra were normalised by the maximum intensity at 
3100 cm–1. 
 
 
Raman spectra of acetone and chloroform liquids as well as the azeotropic liquid mixture (Xacetone = 
0.405) were recorded on samples contained in 2 mm quartz capillaries using a Renishaw 
Ramascope spectrometer (632.8 nm). In addition to the protiated liquids, several liquid mixtures 
containing deuterium were measured. This procedure enabled changes in the shape of overlapping 
acetone and chloroform C-H related absorptions which occurred upon mixing the pure liquids to be 
investigated independently. The liquid compositions measured were: (1) 38.5 mol% of 
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CD3COCD3, 2.0 mol% of CH3COCH3 and 59.5 mol% of CDCl3 (2) 95.0 mol% of CD3COCD3 and 
5 mol% of CH3COCH3,  (3) 40.5 mol% of CD3COCD3, 56.5 mol% CDCl3 and 3.0 mol % CHCl3, 
(4) 95.0 mol% CDCl3 and 5 mol% CHCl3.  Spectra of the protiated liquids were produced from 4 
accumulations of variable grating scans between 4000 and 50 cm
–1
 using a time interval of 10 s. 
Spectra of the deuterated liquid mixtures were produced from 4 fixed grating scans centred at 3000 
cm
–1
 and accumulated for 100 s. The Raman shift was again calibrated using the emissions of a 
neon lamp. 
 
 
The ASW/C60 ‘trapped solutions’ used to record optical absorbance and photoluminescence spectra 
were deposited onto the same circular MgF2 substrates used for FT-IR. A H2O dose rate of 0.4 g 
h
-1
, a 1 h deposition time and an aperture to deposition plate distance of 20 cm were used. Two 
different C60 dose rates were investigated giving ‘trapped solutions’ with XC60 = 0.0010 and 0.0029. 
For each deposition two substrates were fitted to the deposition plate and coated with sample. The 
first was used to record optical absorbance and the second was used to record photoluminescence. 
As for FT-IR, the substrates were recovered into liquid nitrogen, transferred into the cold cryostat 
(78 K) fitted with two MgF2 windows and held in place with a sprung clip. Optical absorbance 
spectra were recorded between 180 and 800 nm using an integration time of 0.32 s on a Lambda 
950 spectrometer. Photoluminescence spectra were recorded using the same Renishaw 
Ramanscope spectrometer used to record Raman spectra which provided a fixed 632.8 nm 
excitation. Spectra were recorded over a Raman shift range between 50 and 6000 cm
–1
 (635.82–
1020.1 nm) using a variable grating scan with a 20 s time interval. Optical absorbance and 
photoluminescence spectra were recorded at 78 K after being heated to sequentially higher 
temperatures and also at the elevated annealing temperature. The heating and cooling rate was 5 K 
min
–1 
and the time spent at the annealing temperature during spectral acquisition was 5 min.  
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The ASW and ASW/C60 ‘trapped solutions’ prepared for structural analysis by neutron diffraction 
were deposited using the codeposition baseplate, an aperture deposition plate distance of 20 cm, a 
H2O, D2O or H2O:D2O (1:1) dose rate of 0.4 g h
–1
 and a 5 h deposition time giving a total 
chamber dose of 2 g. For trapped solutions the current passed through the crucible filament was 
varied to give XC60 between 0.0065 and 0.0034. The compositions of the 9 samples (estimated using 
the measured chamber doses) are given in Appendix 7. Before recovering the samples into LN2 
they were thermally annealed in situ by allowing the temperature of the deposition plate to increase 
to 105 K and then immediately cooling it back to 80 K. For a deposition stage temperature of 105 
K the surface of these thick deposits is estimated to be 115 K. This procedure was expected to be 
sufficient to fully anneal and relax the ASW structure.
142
 For the diffraction measurements the 
samples were transferred under liquid nitrogen into Ti0.68Zr0.32 sample containers with dimensions 
of 2.0  3.8  3.8 mm (2.88 cm3). The sample containers were then attached to an aluminium rod 
under liquid nitrogen and transferred into the measurement cryostat of the diffractometer at 77 K.  
The packing fractions calculated from the average DCS using an atom number density of 0.094067 
atom A
–3
 are given in Appendix 7.  
 The Small Angle Neutron Diffractometer for Liquids and Amorphous Solids (SANDALS) 
at the pulsed neutron facility of the Rutherford Appleton Laboratory in the UK (Didcot, UK) was 
employed for these measurements. This instrument has detectors at angles between 3.9 and 39 and 
an available Q-range between 0.1 and 50 Å
–1
. For each of the 9 samples, time-of-flight scattering 
data was collected for > 1000 A h of proton current. In addition to data recorded at 77 K the 
ASW/C60 ‘trapped solution’ containing a D2O ASW matrix and a XC60 of 0.0034 was heated from 
77 to 180 K at 0.4 K min
–1
. For this variable temperature experiment scattering data were 
accumulated over 10 min time intervals (25 A h). Background subtractions and corrections for 
absorption and multiple scattering were carried out using the GudrunN software package 
(GudrunN, version 4) and background data for the empty cryostat and empty sample containers in 
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the cryostat at 77 K. The absolute DCS levels were calculated using a vanadium calibration and 
were adjusted for microporosity and the incomplete packing of the materials in the sample 
containers assuming an atom number density unchanged from that of ASW, 0.094067 atom Å
–3
. 
The iterate Gudrun subroutine with minimum intermolecular separation of 0.75 Å and smoothing 
parameter of 0.5 was used to estimate and subtract the perturbation to the data caused by inelastic 
collisions (correction not applied to variable temperature data). The 77 K DCS data corrected for 
attenuation and multiple scattering are given in Appendix 8. The 77 K DCS data corrected for 
attenuation, multiple scattering and inelasticity are given in Appendix 9. The G(r) data of H2O 
samples found to be free of crystalline ice contamination were calculated by Gudrun as the Fourier 
transform (FT) of the interference function, F(Q), formed by subtracting the average scattering 
level. Termination ripples were removed using Lorch smoothing (g(r) broadening of 0.1Å at r = 1 
Å and a broadening power of 0.5) and the G(r) data shown were normalised by their negative 
intensity at 0.95 Å.    
 
 
The structure of chloroform liquid, and the room temperature chloroform-acetone  (Xacetone = 
0.405)
97,102
 and benzene-methanol (Xmethanol = 0.550)
98-100
 azeotropes were investigated in a series of 
neutron diffraction measurements carried out on SANDALS. These measurements employed 
Ti0.68Zr0.32 sample containers with smaller internal dimensions of 1.0  3.8  3.8 mm (1.44 cm
3
). A 
water bath was used to maintain the temperature of the evacuated measurement chamber at 25 C 
and an automated sample changer was used to switch between different sample containers. For 
each system, liquids with different H/D isotopic composition were measured: three for chloroform 
liquid, 7 for the chloroform-acetone azeotrope, and 9 for the benzene-methanol azeotrope. The 
isotopic compositions and corresponding neutron weights are given in Appendix 10, 11 and 12, 
respectively. The liquid mixtures were prepared by mass measurement giving mole fraction 
accuracy of >0.005. The neutron weights given in the Appendices were calculated using the mass 
measured compositions. GudrunN was again used to subtract backgrounds and correct the data for 
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absorption, multiple scattering and the inelastic perturbation. The absolute DCS levels were 
calculated using a vanadium calibration, assuming a packing fraction of 1 and for liquid densities: 
0.037405 atom Å
–3
 for chloroform, 0.05462 atom Å
–3
 for the chloroform–acetone azeotrope and 
0.08379 atom Å
–3
 for the benzene–methanol azeotrope.  
 
 
Empirical Potential Structural Refinement software (EPSR, version 18),
122
 was used to prepare 
structural models of chloroform liquid and the chloroform-acetone azeotrope. EPSR performs 
Monte Carlo simulations selecting molecule translations and molecule rotations which reduce the 
system’s potential energy for a given set of potentials corresponding to the Metropolis condition 
(see sections 1.14–1.16). This study employed a temperature of 298 K, a moves:acceptance ratio of 
0.25, cubic simulation boxes and a harmonic intramolecular potential (C/2 = 65/Å amu
1/2
). The 
intermolecular potentials used by EPSR have several different components. The reference 
potential, given as Equation 1.2, describes repulsive overlap interactions, dispersion and permanent 
electrostatic interactions using exponential decay potentials, Lennard-Jones 12-6 potentials and 
monopole Coulomb charges, respectively. In addition to these standard potentials, EPSR enables 
empirical potentials (EPs) to be derived from the difference between the measured interference 
functions of the differently isotropically substituted liquids and those simulated from the simulation 
box. These EPs direct the Monte Carlo simulation to produce a structural model consistent with the 
measured diffraction data. Further details of the EPSR program are described in Section 1.16.  
 For chloroform liquid and the chloroform-acetone azeotrope three different models with 
different intermolecular potential information were produced using EPSR. A model representing 
the most efficient packing of the molecules, termed the hard sphere model (HS), was prepared 
using the liquids densities (given above), average bond lengths and average intramolecular angles 
(Tables 2.1 and 2.2) and van der Waals distances as inputs to the program. The van der Waals radii 
of Bondi et al.
109
 were used in this study. In order to obtain the most efficiently packed 
arrangement, the amplitude of the ‘soft’ repulsive potentials (term 1 in Equation 1.2) were varied to 
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reduce overlap of the molecules’ van der Waals shells. For the second model, termed LJ + C, the 
repulsive potentials were removed and replaced with Lennard-Jones 12-6 potentials and monopole 
Coulomb charges, q. For the third model EPSR was allowed to develop empirical potentials (EPs) 
between the atom pairs improving the fit between the simulated and measured interference 
functions. For chloroform the EPs were truncated at 9 Å and extended to 12 Å and were estimated 
using a confidence factor of 0.9. For the chloroform–acetone azeotrope the EPs were truncated at 
15 Å and extended to 20 Å and were estimated using a confidence factor of 0.95. The EPSR 
simulations with EPs were carried out until no further improvement in fit could be obtained. The 
EPs were then reset to 0, allowed to build once more and then fixed to give the best possible fit 
between simulation and experiment. Tables 2.2 and 2.3 give the average bond distances, average 
bond angles, energy and distance parameters of the Lennard-Jones 12-6 potentials and the 
magnitudes of the monopole Coulomb charges for molecules used in the models of pure liquid 
chloroform and the chloroform-acetone azeotrope. The composition and dimension of the cubic 
simulation box and the values of ecore and dcore which are used by EPSR to constrain the shape of 
the molecules are also given. 
Table 2.1 Bond lengths and angles, Lennard-Jones parameters and partial charges for chloroform 
in the models of pure chloroform liquid, taken from Barlette et al.
111
 
 
bond / Å angle /  
r(CCl) 1.758 ClCCl 111.3 
r(CH) 1.085* ClCH 107.5 
    
  / Å  / kJ mol
 -1
 q / e 
C 3.800 0.3138 -0.050 
H 0 0 0.185 
Cl 3.470 1.2552 -0.045 
    
other parameters 
composition  1500 CDCl3 ecore 3 
dimension 58.5298 Å dcore 1 
 
* Changed from 1.1 Å to provide a better fit to the diffraction data 
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Table 2.2 Average bond lengths and angles, Lennard-Jones parameters and partial charges used 
for the chloroform and acetone molecules in the models of the chloroform acetone azeotrope, 
based on those from Barlette et al.
111
 and McLain et al.
105
 Atom labels are given in Figure 6.1. 
 
bond / Å angle /  
r(CcCl) 1.765 ClCCl 111.0 
r(CCH) 1.085 ClCH 107.9 
r(CoO) 1.210 CmCOCm 118.0 
r(CmCo) 1.500 OCOCm 121.0 
r(CmHa) 1.085 COCmHa 113.0 
  HaCmHa 110.0 
    
  / Å  / kJ mol
 -1
 q / e 
Cc 3.800 0.3138 –0.050 
HC 0.000 0.0000 0.185 
Cl 3.470 1.2552 –0.045 
Co 3.750 0.4390 0.566 
Cm 3.880 0.7605 –0.032 
O 2.960 0.8780 –0.502 
Ha 0.000 0.0000 0.000 
    
other parameters 
composition 902+614 
CDCl3+C3D6O 
ecore 1 
dimensions 57.9873 Å  dcore 1 
 
 
 
Two different approaches were used to extract structural information from the EPSR models. The 
first involved collecting pairwise information about the distances between specific atom types after 
each step of molecular moves and accumulating (>200) the data into histograms by averaging the 
results. Several different EPSR subroutines were used to select the specific pairwise information 
and apply the correct constraints: bonds was used to extract the average bond length; triangles was 
used to extract the bond angle information; partials was used to obtain the radial distribution 
functions, gAB(r); coord gave the average coordination number data. For the EPSR model of liquid 
chloroform the self-associations of chloroform into dipole aligned stacks, [Cl3CH]n, was calculated 
using chains by counting molecules with a C–H distance range of 2.0–4.2 Å and HC–H angle 
range of 150–180. chains was also used to investigate the number of acetone–chloroform and 
chloroform–chloroform associations in the EPSR model of the chloroform–acetone azeotrope. 
Chloroform–chloroform associations, CC, were calculated using the same conditions as used for 
the pure chloroform liquid. Acetone-chloroform associations, AC and CAC, were calculated by 
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counting molecules with OHchloroform distances < 2.72 Å. Acetone-chloroform-chloroform 
associations, ACC, were calculated by applying both conditions. The number of specific types of 
association [CN, ACN and A(CN)2] in the model were found using the differences in the chain length 
distributions produced using the three different sets of conditions.  
 The second approach used to extract information from the structural models involved 
calculating the Clebsch-Gordan coefficients, C, for the spherical harmonic expansion of the 
model’s spatial and orientational quantities using SHARM and SDF EPSR subroutines. This 
procedure effectively maps the structure around each of the molecules in the box and averages 
information about the spatial position and relative orientation of the other molecules around them. 
These routines are able to represent the model’s structures as a series of radial functions showing 
the variation in the Clebsch-Gordan coefficients with intermolecular separation, r, with different 
combinations of the generalised spherical harmonic functions: h(l1 l2 l; n1 n2; r). The spatial 
distribution of an atom,  about another atom,  may be described in 3D by the separation distance 
and polar angles, 1 and 1, as shown for the C–H contacts of two chloroform molecule in Figure 
2.1(a). The corresponding correlation function with the form g(r, 1, 1) is called a 3D spatial 
density function (3D SDF). To visualize 3D SDFs fractional isosurface levels showing the smallest 
volume containing a specified fraction of the atoms over a specified radial distance range have 
been used. To plot g(r, 1, 1) the inputs to the EPSR plot3d subroutine are l1 = 0, 1, 2, 3, 4; l2 = 0; 
n1 = 0, 1, 2, 3, 4; n2 = 0. 2D SDFs displayed as contour plots have also been used in this work. 
These take the form g(r, 1) or g(r, 1-fixed, 1). For chloroform, g(r, 1) plots are shown whereby the 
spatial data are averaged over all possible 1 angles. For acetone g(r, 1-fixed, 1) plots are shown 
where 1  has been specified as 90 and 180 in order to plot the zx- and zy-planes, respectively (in 
and perpendicular to the molecular plane). To plot g(r, 1) the inputs into the EPSR plot 2d 
subroutine are: l1 = 0, 1, 2, 3, 4; l2 = 0; n1 = 0; n2 = 0. To plot g(r, 1-fixed, 1) the inputs to the EPSR 
plot 2d subroutine are the same as for the 3D SDF plots: l1 = 0, 1, 2, 3, 4; l2 = 0; n1 = 0, 1, 2, 3, 4; n2 
= 0. 
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Figure 2.1 Schematic drawings showing (a) the spherical coordinates ϕ1, θ1 and r, which 
describe the position of atoms on the 2
nd
 molecule with respect to a reference molecule and 
(b) the Euler angles ϕ2, θ2 and χ2 which describe sequential clockwise rotations about the 
z2, y2’ and z2’’ axes of the 2
nd
 molecule and therefore specify its relative orientation with 
respect to the reference molecule. The reference molecule is fixed by aligning the C-H bond 
with the z1-axis and placing one of the atoms in the x1z1-plane.   
 
 
 The orientational information extracted from the models describes how the alignment of 
the second molecule relative to a reference molecule changes with intermolecular separation. These 
are called orientation correlation functions (OCFs).
122,124
 The relative orientation may be described 
by three Euler angles (describing sequential clockwise zyz rotations) as shown for two chloroform 
molecules in Figure 2.1(b). In this instance the intermolecular separation is shown between the C 
atom of the reference molecule and the C atom of the second molecule. However, in the Kirkwood 
analysis of Section 6.2.8 the arithmetic mean of the chlorine positions was used to define the centre 
of the chloroform molecules because it is much closer to the molecule’s centre of mass (COM) and 
enabled a more direct comparison between the model structure and measured dielectric behaviour. 
Several different orientation correlation functions may be plotted from this combination of angles. 
For chloroform the 2D OCFs plotted in Chapter 6 show g(r, 1-fixed, 2 = 90 or 270, 2). These 
functions show how the relative alignment, 2, of molecules with 2 = 90  or 270 vary with 
intermolecular separation at different angles around the reference (1 = 0, 45, 90, 135 and 180). 
The data are averaged for molecules located at any 1 angle and with any 2 rotation. For these 
plots the input to the EPSR plot2d subroutine are l1 = 0, 1, 2, 3, 4; l2 = 1, 2, 3, 4; n1 = 0; n2 =0. For 
56:  
 
acetone in Chapter 7, orientational correlations functions are shown for g(r, 1-fixed , 1-fixed, 2 = 90 
or 270, 2) and for g(r, 1-fixed , 1-fixed, 2 = 90 or 270, 2, 2-fixed). The first OCF shows how the 
relative alignment, 2, of molecules in either the zx- (1 = 90) or zy-planes (1 = 180), and with 
specified 1 (0, 45, 90 , 135, 180) and with 2 = 90  or 270 vary with intermolecular separation r. 
For this OCF the orientational data for molecules with different  rotations are averaged. For the 
second type of OCF, the  rotation has also been specified as either 90 or 180 separating those 
molecules with parallel and perpendicular alignments of their zy-planes. To plot g(r, 1-fixed , 1-fixed, 
2 = 90 or 270, 2) the inputs to the EPSR plot2d subroutine are l1 = 0, 1, 2, 3, 4; l2 = 1, 2, 3, 4; n1 
= 0, 1, 2, 3, 4; n2 =0. To plot g(r, 1-fixed , 1-fixed, 2 = 0 or 180, 2, 2-fixed) the inputs to the EPSR 
plot2d subroutine are l1 = 0, 1, 2, 3, 4; l2 = 1, 2, 3, 4; n1 = 0, 1, 2, 3, 4; n2 =0, 1, 2, 3 ,4. 
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In 1935 Burton and Oliver showed that water vapour condenses into an amorphous ‘liquid-like’ 
material in a vacuum at temperatures < 150 K.
143
 The material formed, called amorphous solid 
water (ASW), is metastable, transforming into crystalline ice or water vapour over time. The three 
stages involved in its preparation are summarised by the arrows in Figure 3.1(a). (1), the vapour 
formed above liquid water is introduced into a low pressure environment, (2) its temperature is 
reduced at a rate sufficiently high to prevent crystallisation and (3), the pressure is increased to 
ambient in order to recover the material into liquid nitrogen (LN2) in which it is kinetically stable. 
A simplified diagram of the apparatus designed to enable these transitions whilst maximising the 
amount of material that can be prepared is shown in Figure 3.1(b). Water vapour is introduced into 
a vacuum chamber (base pressure < 110–6 mbar) through an aperture which directs the flux onto a 
detachable deposition plate cooled to 80 K. A large door and gate valve allow the rapid evacuation 
of the chamber and recovery of the material under LN2. In addition to the H2O inlet, our apparatus 
is equipped with a crucible filament capable of subliming solids to form co-deposits of water with 
insoluble substances or those with very low vapour pressures. C60 fullerene was used in this study 
in order to investigate its hydrophobic hydration structures, not stable if formed at room 
temperature as the solutions quickly precipitate. The different aspects and operation of the 
apparatus are described in more detail in the following sections. The remainder of the introduction 
considers how the deposition conditions influence ASW structure. 
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Figure 3.1 Schematic representation of the ASW preparation process. (a) Temperature-pressure 
diagram indicating the most thermodynamically stable of the non-crystalline forms of H2O (The 
transitions from liquid water to ASW are indicated by the numbered arrows) and (b) a simplified 
diagram of the apparatus.  
 
 
 Figure 3.1(a) shows the pressure-temperature boundaries indicating the most stable 
amorphous forms of H2O, adapted from the review of Loerting et al.
74
 These boundaries reflect our 
current understanding of the potential energy landscape which, at low temperatures, contains 
shallow minima in free energy preventing transformations to more thermodynamically stable 
crystalline phases. At 77 K and ambient pressures, where our ASW is recovered, the most stable 
amorphous form is postulated to have a density of 0.94 g cm–3, whilst at higher pressures, a 
material with different structure and higher density is more stable. These forms are termed low 
density amorphous ice (LDA) and high density amorphous ice (HDA), respectively. At higher 
temperatures, liquid states are the most thermodynamically stable of the amorphous forms. In 
addition to the supercooled region, which can be reached by cold-quenching of the ambient liquid, 
there is also evidence suggesting at ambient pressures a liquid state is the most stable amorphous 
form at temperatures above 130 K.85-88,144-147 This material has been called deeply supercooled 
water, reflecting its separation from supercooled water by a region of phase space in which no 
amorphous form is stable due to rapid ice crystallisation. However, it has also been argued that the 
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true glass to liquid transition of LDA should be at temperatures higher than 130 K,
77,148-149
 implying 
that this material may not be a liquid in its true form with active translational diffusion character. In 
Chapter 4, the existence of deeply supercooled water is investigated in a spectroscopic study of 
LDA’s structural relaxations. 
 One of the main obstacles to understanding the ASW potential energy landscape is that the 
preparatory routes into metastability do not typically give the most relaxed of the metastable forms 
but instead  materials, on the edge of energy basins, with higher potential energy. For example, the 
material formed by quickly quench-cooling small droplets of liquid water, termed hyperquenched 
glassy water (HGW), is kinetically trapped in a structural state near its glass transition temperature, 
Tg. As shown in Figure 1.3 its structural state may then be described by a fictive temperature, Tf, 
reflecting the influence of cooling rate on its state of relaxation. However, the situation for vapour-
deposited materials is more complex as the structural state depends upon the physical aspects of the 
deposition process and the relaxation pathways available to the molecules as they cool upon 
deposition. From this view point, the structure of ASW may only be expected to resemble that of 
HGW or the supercooled liquid if related routes of relaxation are available either during deposition 
or subsequent annealing.  
 It is also known that the layer by layer vapour deposition process can give materials with 
far greater thermal stability than those formed by quench cooling.
150
 These materials have an 
‘unusually high density’ and have been called ‘ultrastable’.151  The authors suggest that at certain 
substrate temperatures the relaxation during deposition is predominantly local, giving structures 
lower in enthalpy (more relaxed) than those formed by quench-cooling, where increases in 
viscosity ‘lock in’ medium range disorder. From their computer simulation of a binary Lennard-
Jones model, a temperature around 50 K below Tg has been predicted to give the greatest degree of 
relaxation, kinetically stabilising the deposits and giving the greatest increases in thermally 
stability.
151
 These theoretical insights into the deposition process suggest that in the absence of 
active relaxation processes, explored in Chapter 4, the structure of ASW may be highly dependent 
on deposition conditions such as the temperature and the rate of deposition. Furthermore the 
61:  
 
structure of ASW may also be expected to differ significantly from HGW, especially over medium 
range length scales.   
 The influence of the deposition conditions on ASW structure may be explored by 
considering the structural difference between materials prepared using different instruments. These 
have been reviewed by Blackman and Lisgarten in 1956,
32 
and Angell in 2004.
152
 Unlike the 
apparatus used in the present study, optimised for large sample volumes, the vast majority of 
experiments have been designed for in situ studies of thin ASW films. Some have enabled 
variations in the deposition conditions, revealing much about their impact on the material structure, 
and particularly, its porosity.
69
 An exception to these is the apparatus of Hallbrucker et al.
153
 which 
was used to prepare gram-sized quantities needed for neutron scattering studies.
154
 The influences 
on ASW structure may be split into two main groups: those which predetermine some form of 
structure during deposition, typically manifesting as increases in porosity; and those which 
influence the deposition cooling rate and hence the amount of structural relaxation.  
 The importance of both factors was illustrated nicely in the N2 adsorption measurements of 
Stevenson et al. which showed that a significant porosity achieved at obtuse deposition angles was 
diminished at higher deposition temperatures as the ASW was able to relax.
155
 From a theoretical 
perspective, an impinging molecule will cool and slow down as it approaches a cold object, 
transmitting its thermal energy to the substrate. Thus the temperature of the substrate determines 
the rate at which the molecule cools and hence its potential to relax into a favourable structural 
position within the newly deposited material. Stevenson et al. showed that at sufficiently high 
temperatures of deposition ASW’s porosity is actively removed in a relaxation process termed 
sintering.
156
 Differences in the local structure and density in ASW deposited at 20 K, relative to 
ASW deposited at 80 K, have also been identified by X-ray,
157
 and electron,
158
 diffraction. 
Although, it has been speculated that the densification is due to the radiation experienced during 
the measurements,
159-160
 it is intriguing to consider that the limited relaxation available at 20 K 
would be expected to give a less thermodynamically stable material, perhaps structurally equivalent 
to HDA. To more fully understand the influences of deposition temperature on structure it will be 
62:  
 
necessary to understand the temperature at which the various forms of structural relaxation become 
available to the hydrogen bonded H2O network. These relaxations are considered more closely in 
Chapter 4. 
     In addition to the N2 adsorption studies of Stevenson et al., 
155,161
 the porosity of ASW has 
been investigated using the intensity of features related to ‘dangling’ O-H bonds present in 
vibrational spectra
70,162-165
 and by optical-interference measurements.
166-167
 Porosity is also 
demonstrated in ASW by exothermic signals upon heating associated with sintering.
87,168
  Optical 
interference measurements of thin ASW films, prepared at low deposition rates of 11013 
molecules cm
–2
 s
–1
 on a substrate at 77 K found an effective density of 0.82 g cm
–3
.
166
 However, 
two experimental effects increasing ASW porosity and decreasing the effective density have also 
been identified: deposition at non-incident angles and supersonic flow conditions in the H2O inlet 
aperture.  Laser interferometry measurements suggest that at deposition angles > 80 the effective 
density of ASW may be as low as 0.1 g cm
–3
.
167
 The influence of deposition angle on porosity has 
also been modelled using a ballistic deposition modelling technique.
161
 
69,167
 This investigation 
suggests a ‘network’ porosity, which is ‘filamentous’ and ‘columnar’ and caused by ‘random 
height differences that block incoming flux’. The influence of aperture flow conditions is 
postulated to be related to the Joule-Thompson effect which may cause H2O clusters to form in the 
impinging H2O flux upon cooling.
60,153
 Although, not observed directly under the conditions of the 
deposition, small clusters have been observed in molecular beams,
169
 and three levels of differential 
pumping are described in the procedures of Smith et al.,
170
 presumably to allow temperature 
equilibration between reductions in pressure which cause the cooling effect. Unlike the structural 
perturbation caused by non-incident deposition angles, which are predicted to remain locally 
relaxed,
167
 the presence of gas phase H2O clusters may influence the local intermolecular structure 
in the absence of subsequent relaxation.  
 Due to the potential impact of deposition conditions on the structure of ASW described 
above, this chapter explores the range of deposition conditions available with our new ASW 
preparation apparatus: specifically, the deposition rate, deposition angle and the temperatures 
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experienced by the deposited material. As the instrument has been designed to maximise sample 
quantity, particular attention has been given to understanding the limiting deposition rate and film 
thickness giving ASW without crystalline ice contamination. This chapter comprises of two parts: 
In the first, the different aspects of the apparatus are explored in detail and in the second a series of 
in situ variable-temperature measurements of chamber pressure are presented, revealing the main 
factors influencing the growth of ASW.   
 
 
Photographic images of the apparatus used to deposit ASW are shown in Figure 3.2. Images on the 
left and right show the apparatus viewed from the front and from the side. The main body of the 
apparatus is a purpose built vacuum chamber, 1, (Kurt J. Lesker, Hastings, UK) with internal 
dimensions of 241212 inches.  The chamber has several large KF40 and LF100 flanges and a 
full-sized door with a glass viewing window, 2. The total volume of the chamber and its 
connections is estimated to be 0.080 m3 and its total internal surface area to be 1 m2. A base 
pressure  < 110–6 mbar was reliably achieved using a diffusion pump, 3, (Diffstack 63, BOC 
Edwards, Crawley, UK) containing polyphenol ether oil (Santovac 5, BOC Edwards) backed with a 
two-stage rotary vane pump (model 12, BOC Edwards). A liquid nitrogen baffle, 4, positioned 
directly above the diffusion pump was employed to trap oil residues. The chamber pressure was 
measured using a dual Pirani/cold cathode ionisation pressure gauge, 5, (PenningVac PTR 90, 
Oelikon Leybold Vacuum, Cologne, Germany) and recorded (Labview) using RS232 connections 
to a computer. The procedure for evacuating the chamber is given in Appendix 2 with a plot 
showing the stages involved in the pump down. Also shown in the front view image (left) is the 
linear z-positioner used to adjust the distance between the aperture and the deposition stage, 6, the 
display used to monitor chamber pressures and temperatures, 7, the needle valve used to control 
H2O chamber dose rates, 8, the power supply used to control C60 sublimation rates, 9, and the 
pump used to pump cold nitrogen vapour through the deposition stage, 10. Shown in the side view 
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image (right) are the liquid nitrogen Dewar used to cool the deposition stage, 11, the hand held 
liquid nitrogen Dewar, 12, and gate valve, 13, used to vent the chamber. These parts of the 
apparatus, associated with cooling the deposition stage, controlling H2O and C60 dosing rates and 
collecting the deposited material, are discussed in separate sections to follow.  
    
 
Figure 3.2 Photographic image of the deposition apparatus, viewed from the front (left) and from 
the side (right).   
 
 
 The pumping performance of the chamber was characterised by measuring the response of 
the chamber pressure to different rates of dosed N2 gas. The N2 dose rate was controlled using the 
graduated needle valve (EV 016 DOS AB, Oerlikon Leybold Vacuum) for which position-flow rate 
calibration data are available (air, Δp = 1 bar).132 Figure 3.3 shows the calibration data (a) and the 
measured response in chamber pressure (b). Figure 3.3(c) shows the corresponding relationship 
between the chamber pressure and the N2 flow, found by interpolation. As the chamber equilibrates 
to a steady state, the data in (c) also indicate the variation in pumping performance with chamber 
pressure. This relationship is in close agreement with the published data for Edwards diffusion 
pumps of similar size,
171
 which show a ‘drop off’ in pumping performance at pressures > 110-3 
mbar.  
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Figure 3.3 (a) calibration data supplied in the manual of the needle valve showing the variation in 
air flow (Δp = 1 bar) with position, (b) the measured variation in chamber pressure with needle 
valve position for dosed N2 gas and (c) the interpolation of the calibration data shown in (a) for the 
pressure values of (b) indicating the variation in gas flow with chamber pressure.  
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Figure 3.4 shows images of the deposition stage, viewed through the open door of the vacuum 
chamber. The zoomed image (right) shows the deposition plate, 1, and deposition stage, 2, to 
which it is attached. This two piece arrangement allowed the plate to be detached and hence the 
deposited material to be removed from the chamber under liquid nitrogen.  The stage is comprised 
of a circular piece of copper with a thickness of 6 mm and a diameter of 20.3 cm (324 cm
2
). It is 
cooled by a flow of cold nitrogen vapour through an embedded spiral of copper tubing, (¼ inch 
diameter), 3, and a purpose built stainless steel feed through, 4 (¼ inch diameter) (Kurt J. Lesker, 
Hastings, UK) from which it is suspended. This arrangement is also shown as a scale drawing in 
Appendix 3. Copper to steel tube connections, 5, were made using hard silver solder (Silverflow 
55, Johnson Matthey). The vertical position of the deposition stage within the chamber could be 
adjusted (5–25 cm from H2O inlet aperture) by changing the height of the feedthrough using a z-
positioner (Kurt J. Lesker, Hastings, UK) (6 in Figure 3.2). The nitrogen flow was achieved by 
connecting the feedthrough to a 5 L liquid nitrogen Dewar by 2 m of insulated tubing, and to a 
rotary vane pump, (Sogevac SV16, Oelikon Leybold Vacuum), by 5 meters of tubing. A water 
bath was positioned between the feedthrough and the rotary vane pump to increase the temperature 
of the N2 vapour. The temperature variations of the deposition stage were monitored and recorded 
using a K-type thermocouple bolted to the centre of the deposition stage, 6, a temperature 
controller (331, Lakeshore cryotronics, Ohio, USA) and a computer equipped with Labview. 
Thermal paste was used to ensure good contact between the thermocouple and the deposition stage. 
A K-type thermocouple feedthrough, 7, was used to connect the internal and external parts of the 
thermocouple wire. Also shown in the photographic images are the H2O vapour inlet, 8 and the 
basket filament as well as crucible used to sublime C60, 9, which are described more fully in the 
following section.  
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Figure 3.4 Photographic images of the deposition stage viewed through the open door of the 
vacuum chamber. 
 
 
 A tap positioned between the water bath and the rotary vane pump was used to adjust the 
flow of cold nitrogen vapour though the deposition stage allowing its temperature to be controlled. 
To cool the deposition stage from room temperature to < 80 K the tap was opened fully giving a 
liquid nitrogen evaporation rate of 5 L h
–1
. To maintain the temperature of the deposition stage at < 
80 K a minimum evaporation rate of 1 L h–1 was required. This minimum flow was necessary to 
counteract four independent heating processes typically experienced during deposition: (1) 
conductive heat transfer through the metal tubes of the feedthrough, (2) energy transferred during 
deposition, (3) convective transfer due to the movement of gas molecules across the vacuum, and 
(4) radiative heating from the room temperature walls of the vacuum chamber and the hot (700 K) 
crucible which glowed during C60 sublimation.  
 The heating resulting from the processes active at base pressure for a clean deposition stage 
have been investigated by reducing the temperature of the stage to 80 K and then stopping the LN2 
cooling. The rate at which the stage warmed is shown in Figure 3.5. Initially the heating rate was 
1.1 K min–1 but decreased smoothly with increasing temperature to 0.58 K min–1 at 180 K. The 
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variation in heating rate with temperature reflects changes in the heat capacity and thermal 
conductivity of the copper, and the decreasing temperature difference between the deposition stage 
and the external walls of the chamber, which are unaffected by the LN2 cooling. The heat capacity 
of the copper has a pronounced influence over this temperature range, as the constant volume heat 
capacity (CV) of copper increases from 12.8 J K
–1 
mol
–1
 at 80 K to 21.59 J K
–1 
mol
–1
 at 180 K.
172-173
 
Given the total volume of the deposition stage (195 cm3), the density of copper (8.96 g cm–3),174 
and the values of  CV given above, a heating rate of 1.0 K min
–1
 at 80 K corresponds to 5.9 J s
–1
 and 
a heating rate of 0.58 K min
–1
 at 180 K corresponds to 5.7 J s
–1
.   
 
 
 
Figure 3.5 (a) Variations in the temperature of the deposition stage warming from 80 K and (b) 
corresponding heating rate data smoothed over 1 minute intervals. 
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Figure 3.6 shows images of the H2O and C60 dosing apparatus. Images (a) and (b), respectively, 
show the external parts of the H2O apparatus and the electrical feedthrough to the filament used to 
sublime C60, (c) shows the positions of the internal part of the H2O inlet and filament, and (d) 
shows the power supply used to control the C60 sublimation rate.  The 200 mm long stainless steel 
tube with an internal diameter of 16 mm used to inlet H2O, 1, is fitted into a base plate flange 
positioned in a recess directly below the deposition stage. The recess is visible in image (c). Two 
different base plates with slightly different positioning of the H2O inlet were used in this study. In 
the first, termed the ASW base plate, the H2O inlet was centrally placed with respect to the 
deposition stage. In the second, termed the co-deposition base plate, the H2O inlet, was offset from 
the centre of the base plate by 1.11 cm to allow the filament to be installed at a symmetrically 
offset position, 2. The images of Figure 3.6 and the drawing given as Appendix 6 show this co-
deposition base plate. The H2O dosing apparatus connected to the H2O inlet described below is the 
same for both. The H2O vapour is transmitted to the H2O inlet via a graduated needle valve, 3, (EV 
016 DOS AB, Oerlikon Leybold Vacuum) and T-piece housing a Pirani pressure sensor, 4, 
(Thermovac TTR91, Oerlikon Leybold Vacuum). The needle valve is connected via a threaded 
Radley’s fitting to a short glass manifold, 5, and three detachable round bottomed flasks, 6, each 
sealed from the chamber with a Young’s tap, 7. This arrangement of three flasks enabled liquids 
with different H2O/D2O compositions to be degassed and stored for separate depositions. 
 The C60 sublimation apparatus consists of an Al2O3 crucible, (EVC1A0, Kurt J. Lesker), 
tungsten filament, 2, (6.3 V, 43 A, 271 W, 1800°C) (EVB8B3025W+, Kurt J. Lesker), high current 
(20 A, 1.3 mm diameter copper conductors) electrical base plate feed-through, 8, (264-13Cu1K-2-
BP, Allectra, Sussex, UK) and a purpose built power supply, 9, containing transformers (MPI-400-
12, SignalTransformer, New York, USA) able to regulate the electric potential across the filament 
to between 0 and 6 V. A 3 V potential gave a measured crucible temperature of 900 K (data given 
as Appendix 4); extrapolation indicating that temperatures in excess of 1500 K may be achieved 
with this arrangement, far greater than required to sublime C60.
133,175-178
 The stability of C60 to 
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oxidation,
179-182
 under typical deposition conditions was confirmed by solid state NMR of 
recovered material. These spectra are included as Appendix 5.  The current flowing through the 
filament is monitored with a current sense resistor, 10, by measuring the voltage across two 20 
m/50 W resistors in parallel (1 A = 10 mV) with a multimeter, 11, (IDM 72, ISO-TECH, 
Gyeonggi-do, Korea). A water-cooled brass plate, 12, was fitted to the co-deposition base plate to 
reduce the heating impact of the filament used to sublime C60 on the water inlet. 
 
 
 
  
Figure 3.6 Photographic images of the H2O and C60 dosing apparatus. (a) and (b) show the 
external parts of co-deposition base plate and the liquid flasks suspended below, (c) shows the 
positions of the internal part of the H2O inlet and filament and (d) shows the power supply used to 
control the C60 sublimation rate. 
 
 The H2O dosing rate was controlled by adjustments to the graduated needle valve. Opening 
(closing) the valve, 3, increased (decreased) the flow of H2O vapour, increasing (decreasing) the 
inlet pressure and changing the pressure gradient across the tubular aperture. To achieve very high 
dose rates (> 2 g h–1) a water bath was positioned around the flasks to counteract the effects of 
evaporative cooling. The C60 sublimation rate was controlled by adjusting the current flowing 
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through the filament. The relationships between inlet pressure/H2O dose rate and filament 
current/C60 sublimation rate were determined by measuring the decrease in weight of the H2O flask 
and C60 crucible for depositions experiments carried out over a range of inlet pressures and filament 
currents. These data are shown in Figure 3.7 with their fit to quadratic (y = 0.15x + 1.32x
2
 for H2O 
and y = 0.13x + 1.30x
2
 for D2O) and exponential functions (y = 210
–12
 exp(0.7x) for C60). The 
good fit to quadratic equations for H2O and D2O demonstrate the transitional nature of the flow 
through the aperture, which was neither purely molecular nor fully viscous (these are characterised 
by linear and quadratic relationships between flux and pressure, respectively.
183
 The slightly lower 
molar dose rate for equivalent Pirani measured inlet pressures of D2O relative to H2O reveals the 
small isotopic differences between these molecules which affect their flow dynamics in the 
aperture.
121
 As the Pirani sensor used was calibrated for air, which has a much lower heat capacity 
than H2O or D2O, the curves presented overestimate the true inlet pressure by a factor of 2.
184
  
 The exponential increase in C60 sublimation rate with filament current reflects the 
exponential form of the Clausius-Clapeyron equation relating C60 vapour pressure to 
temperature.
133
 This in turn also implies that the temperature of the crucible increased linearly with 
current. Independent measurements of crucible temperature confirmed the essentially linear 
relationship over this range of filament currents (Appendix 4). The poor precision of the C60 
sublimation rate data, which deviate from the fitted function by amounts greater than the 
uncertainty associated with the mass measurement, suggest an additional source of variation 
between different experiments. Two potential sources were identified, variations in the packing of 
C60 within the crucible and in the physical contact between the crucible and the basket filament. 
The variations in packing may be reduced by using pellets of C60 material as opposed to powder. 
The problems associated with a poor contact were resolved using a filament and crucible combined 
into a single unit (alumina coated basket filament, AC-36, Midwest Tungsten service). An 
additional advantage of this single unit approach is the lower filament temperature, and hence less 
radiative heating for a specific dosing rate. Although difficulties in removing the crucible in order 
72:  
 
to measure the C60 dose have prevented its use in this study, it is now paired with a quartz crystal 
microbalance capable of accurately measuring the desorption rates in situ. 
 
 
Figure 3.7 Variation in H2O, D2O (a) and C60 (b) dosing rates with inlet pressure (Pirani calibrated 
for air, calibration factor for H2O is 0.5
184
) and filament current. The error in dosing rate associated 
with the mass measurements is < 10 %. Values of inlet pressure and filament current were found 
by averaging measurements recorded during the deposition period.  
 
 
 The flux of H2O and C60 from these apertures varies with the angular offset (deposition 
angle) of its trajectory from that of the apertures, being greatest for deposition angles,  = 0, 
corresponding to a normal incidence of deposition. For thin-walled effusive sources this effect is 
caused by the random direction of molecules entering the aperture and the greater area probed by 
molecules leaving the aperture at higher deposition angles.
183
 This gives the flux a cos relationship 
with deposition angle, . For differently shaped apertures and high pressures, the beam profile 
changes with tubular apertures further increasing flux for deposition angles close to 0. However, as 
molecular interactions cannot be neglected in the transitional flow regime used, a theoretical 
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analysis of the flow geometry based on the aperture dimensions has not been possible for our 
apparatus. Instead, the flow geometries have been investigated experimentally using optical 
absorbance spectroscopy to measure the amount of H2O and C60 deposited onto copper probe discs 
(diameter = 1.5 cm) attached to the deposition plate at different deposition angles. The intensity of 
absorbance peaks at 330 and 1950 nm, respectively, were then used to determine C60 and H2O 
concentrations from an ethanol dilution series and calibrations of the molar absorption coefficients. 
The offset between the H2O inlet and C60 crucible was 2.22 cm and the aperture-deposition plate 
distance was 9.4 cm. As the disks were positioned in a line across the deposition plate, the data 
have an additional directional component, indicated by the positive and negative angles for disks 
on the left and right sides of the deposition stage.  
 The variations in H2O and C60 flux with deposition angle calculated using this approach are 
shown in Figure 3.8. The data presented are for several separate H2O/C60 co-depositions 
experiments, carried out with similar dosing rates (av. H2O = 0.196 g h
–1
, av. C60 = 0.0054 g 
h
-1
).The spread in the data reflects the experimental difficulty transferring the copper discs into the 
ethanol solvent without ice contamination and due to a spectral background caused by the partial 
aggregation of C60. To improve the accuracy of this approach, separate solvents could be used to 
measure the concentration of H2O and C60 independently.  
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Figure 3.8 Measuring and modelling the H2O and C60 dosing geometry. The measured angular 
variation in (a) H2O   and (b) C60 flux, (c and d) the modelled variation in deposition rate for pure 
ASW formed from a centrally placed aperture and (e and f) the composition of ASW/C60 mixtures 
co-deposited with a 2.22 cm offset between H2O dosing inlet and C60 crucible. The x and y axis of 
(c,d,e and f) correspond to the cross sectional width (30.5 cm) and depth (30.5 cm) dimensions of 
the vacuum chamber. (c and e) show  data for an aperture-deposition stage distance of 9.4 cm, 
H2O dose rate of 0.4 g h
–1
 and C60 dosing rate of 0.006 g h
–1
 and (d and f) show extrapolated data 
for a distance of 20.0 cm, 0.4 g h
–1
 (H2O) and 0.024 g h
–1 
(C60). 
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 Figure 3.8 also includes the best fit to cosine and Gaussian amplitude functions. The 
significant deviations from a cosine relationship, appropriate for an effusive source,
183
 indicate that 
both the H2O inlet and the C60 crucible directed the flux. This directing influence has been captured 
by the Gaussian functions, which, when integrated over 3D (2 solid angle) closely reproduce the 
average measured chamber dose (H2O = 0.176  0.022 g h
–1
 and C60 = 0.0059  0.0008 g h
–1
). 
Integration between the limits of 43.5 and 50.0, corresponding to materials incident on the 
centrally placed deposition plate at 9.4 cm, indicates that 83  3 % of dosed material was captured 
on the plate with an average C60 mole fraction, 1.010
–3
  0.2 10–3 (1000:1 H2O:C60). 
Interestingly, the best fitting Gaussian function for C60 is offset from the plate centre by 4.8 
indicating a slight misalignment of the crucible, which leaned towards the water inlet increasing the 
average C60 concentration and reducing the variation in composition across the deposition plate. 
Conversely, the maximum H2O flux of 1.26 mg h
–1
 occurred at normal deposition angles. This flux 
corresponds to a deposition rate of 1.21016 molecules cm–2 s–1 or using the monolayer (ML) 
terminology of Smith et al.,
170
 11 ML s–1 of crystalline ice (1 ML = 1.1  1015 molecules).170  
 These Gaussian functions have been used to predict the spatial variations in deposition rate 
and composition on the deposition stage for different conditions of water inlet position (centrally 
placed or offset by 1.11 cm), aperture-deposition stage distance and H2O and C60 dosing rates. 
Figure 3.8(c) and (e) show the spatial variation in H2O deposition rate (centrally placed H2O inlet) 
and H2O/C60 composition (H2O inlet and C60 crucible offset by 1.11 cm)  for the measurement 
conditions used to obtain the data in (a and b) (9.4 cm,  av. H2O = 0.2 g h
–1
, av. C60 = 0.006 g h
–1
) 
and Figure 3.8(d) and (f) show corresponding deposition rate and composition data for an 
extrapolation to more favourable conditions for producing uniform samples (20 cm,  av. H2O = 0.4 
g h
–1
, av. C60 = 0.0024 g h
–1
). In these plots the x and y-axis describe horizontal x and y positions 
within the chamber (30.530.5 cm). The position of the deposition stage in this cross sectional area 
is indicated by the non-zero values of deposition rate and composition. The shape of the feature in 
Figure 3.8(c) and the wide range of colours from green (dilute C60) to pink (concentrated C60) in 
Figure 3.8(e) indicate that for an aperture-deposition stage distance of 9.4 cm, the deposition rate 
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and composition varies significantly with position on the deposition stage. The red tip of the peak 
in (c) and the green area in (d) show the locations of the unfavourably high deposition rates (11 ML 
s
–1
) and dilute C60 solutions (1:2500), respectively. The flatter feature, shown in Figure 3.8(e) and 
smaller colour variation in Figure 3.8(f) indicates that a much smaller variation in deposition rate 
and composition is achieved by increasing the distance between the apertures and the deposition 
stage to 20 cm. The model also indicates the decreased deposition yield (55  4 %) expected at 20 
cm and the associated increases in dosing rate required to maintain a given deposition rate. Dosing 
rates of 0.4 g h
–1 
for H2O and 0.024 g h
–1 
for C60, are predicted to give an average H2O deposition 
rate of 5.1  0.4 ML s–1 and an average C60 mole fraction of 1.8 10
–3
   0.2 10–3 (520:1 
H2O:C60). This H2O deposition rate is about an order of magnitude greater than typically used by 
Smith et al. (0.2 - 0.87 ML) ‘outputting 20 Torr of H2O through a 0.1 m orifice’.
70,170
 The 
deposition conditions employed in the present study are more similar to those used by Mayer et 
al.
60
 who used inlet pressures between 0.05 and 0.2 mbar (Pirani calibrated for air), and a tubular 
aperture with a diameter of 13 mm positioned 150 mm from the deposition stage. Interestingly, 
they report growth rates of 0.1 - 0.3 mm h
–1 
which for a structural density of 0.938 g cm
–3
,
185
 and 
assuming similar dose rates to ours, would imply a large  porosity and low effective density of  
0.06 g cm–3. 
 
To recover material from the chamber, deposition was carried out onto the deposition plate 
(identical dimensions to the deposition stage) which was then detached and removed. This 
arrangement is visible in Figure 3.4 and also shown in Appendix 3. At the start of a typical 
deposition experiment the deposition plate was carefully cleaned with sandpaper and ethanol, and 
fastened to the stage from above with six bolts. It was also designed with six protruding copper 
contacts allowing the connection between the deposition plate and stage to be visibly checked. The 
temperature of the plate was monitored by a second thermocouple. This two piece apparatus 
allowed the material deposited on the plate to be removed from the chamber in a procedure 
designed to minimise heating and exposure to air. The procedure involved opening a high capacity 
77:  
 
gate valve (series 012 mini gate valve, VATvalve, Haag, Switzerland) venting the chamber with 
cold N2 vapour, opening the door and quickly lifting an insulated container of LN2 over the 
deposition stage before unscrewing the bolts and removing the plate. The gate valve and hand held 
liquid nitrogen Dewar used to vent the chamber are visible in the images of Figure 3.2.  
 Two different deposition plates were produced. The first was designed to hold Si and MgF2 
substrates which were coated with ASW and then recovered.  Figure 3.9(a) shows the apparatus 
used to fix the substrates to the surface of the plate, comprising of a copper ring, 1, Teflon spacer, 
2, and three stainless steel bolts, 3. The substrates coated with deposited material were then moved 
into specially prepared storage vessels in a LN2 bath. A substrate resting vertically in the storage 
vessel is shown in Figure 3.9(b).  It comprises of a glass vial, ‘pinched’ inwards to prevent the 
substrates from laying horizontally, 4, a folded piece of tissue paper, 5, allowing liquid nitrogen to 
flow into the container, 6, and a wire enabling its extraction from the storage Dewar.  
 A second deposition plate was designed with a bevelled hole to enable the efficient 
recovery of material from its entire surface. This modification allowed ASW material, which was 
slightly denser than liquid nitrogen at 77 K (0.808 g cm
–1
),
185
 to be scraped from the surface of the 
plate into an aluminium sample container positioned below the hole. The yield of this approach is 
estimated to be > 90 %.  Figure 3.10 shows the three stages involved in the ASW collection 
procedure. The deposition plate was first flipped onto a copper trivit in a polystyrene container of 
LN2 with internal dimensions of 50  30  30 cm. To protect the LN2 from ice contamination, 
argon gas was flowed into the container forming a protective ‘blanket’ which displaced any humid 
air. An aluminium sample container was then fastened directly underneath the hole using a small 
bolt. The sides of a spring form pan (cake form) were then secured around the deposition plate 
isolating the ASW from the LN2 bath. After the material had been scraped from the surface of the 
deposition plate into the sample container, the sprung pan, deposition plate and copper trivit were 
removed, and the sample container sealed and moved to a storage Dewar.  
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Figure 3.9 (left) Photographic images of the 
apparatus used to recover and store coated 
Si and MgF2 substrates 
 
 
Figure 3.10 Schematic showing the three-
stage procedure for collecting deposited 
material in a liquid nitrogen (LN2) bath. Ice 
contamination was prevented using an argon 
blanket. 
  
 
 The successful deposition and recovery of ASW onto substrates and as bulk material 
scraped from the surface of the deposition plate, was confirmed by X-ray and neutron diffraction. 
X-ray data for a ‘trapped solution’ of ASW/C60 (XC60 =0.0028) is shown in Figure 3.11. Neutron 
diffraction data are presented in Chapter 5. Figure 3.11(a) shows the pattern obtained from a 40 
min scan of a coated Si substrate (single crystal cut parallel to the 510 plane and thus having a 
‘zero background’) after its recovery into liquid nitrogen, storage, and transfer into the cryostat at 
90 K. Figure 3.11(b) shows a contour plot formed from 50 shorter scans (74 s) recorded as the 
substrate warmed to room temperature at 2.4 K min–1. The smooth profile of the 80 K pattern (a) 
comprised two features with broad maxima at 24 and 43, is similar to that previously reported for 
pure ASW and indicates the amorphous nature of the ASW/C60 ‘trapped solution’.
59,143,156
 Tick 
marks at 43.2 and 50.2 (orange) indicate the 2  position of reflections due to the copper metal of 
the X-ray cryostat body and those at 22.8 (100), 24.3 (002), 25.9 (101), 33.6 (102), 40.1 (110),  
79:  
 
and 46.6 (200),  show the position of reflections expected for ice Ih.
32,156
 These ice I reflections are 
absent from the 90 K data (a) but visible in the patterns recorded at higher temperatures (b). Two 
sets of reflections (blue and pink tick marks) are required to explain the relaxation of ASW with 
increasing temperature. This is due to the presence of cubic and hexagonal H2O stacking in the 
crystallites initially formed at 160 K but not in the most relaxed form which has a purely 
hexagonal stacking.
35,37,186
 The transformation of ASW into the stacking disordered ice (ice Isd) at 
160 K is indicated by reflections at 22.9, 24.3, 40.1 and 46.6 (blue). The transition to purely 
hexagonal ice (ice Ih) at 210 K is indicated by the additional reflections at 25.9 and 33.6 (pink). 
 
 
Figure 3.11 (a) X-ray diffractogram of the amorphous ASW/C60 ‘trapped solution’ (XC60 =0.0028) 
deposited onto a Si substrate, recovered, stored and transferred to a cryostat at 90 K (0.02055, 
1.17 s, 10-60). (b) a contour plot with log scale showing the changing diffraction of the material as 
the temperature was allowed to increase at 2.4 K min
–1
 (comprised from  50 scans 0.02055, 
0.036 s, 10–52). Tick marks in (a) show the expected position of reflections due to ice Isd (blue) 
and ice Ih (blue and pink) and reflections due to the copper sample holder. These reflections are 
more intense in (b) than in (a) due to an increase in the width of the X-ray beam for these ‘short 
scan’ measurements. 
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  Upon closer inspection of the diffraction pattern of the ASW/C60 trapped solution in (a), a 
small feature above the noise at 25 can be observed corresponding to a weak reflection of ice I. As 
the intensity of diffraction at this 2 position is an order of magnitude greater  in ice I than ASW 
(measured in the 150 and 160 K patterns) and the weak feature is only 3 % of the total intensity, 
the ice contamination is estimated to be 0.1  0.03 = 0.3 %. Similar features were present for all of 
the measured ASW samples and in patterns of clean Si substrates cold loaded from liquid nitrogen, 
indicating that contamination most likely occurred due to the humidity from the air during transfer 
into the X-ray cryostat rather than during ASW preparation or recovery. 
 
 
In this section, changes in chamber pressure, reflecting changes in H2O desorption rate, recorded as 
ASW deposited on the deposition stage warmed from 80 to 180 K have been used to probe the 
structure and morphology (surface area and porosity) of ASW. This is a similar technique to 
temperature programmed desorption (TPD) commonly used to study ASW.
69-70,146,155,161,167,170,187-195
 
The H2O desorption rate is a good in situ probe of ASW’s structure because it depends upon 
ASW’s free energy (vapour pressure) and surface area.155 The most pronounced change typically 
observed for ASW upon heating is a decrease in H2O desorption rate upon crystallisation due to the 
much lower free energy of ice I relative to ASW. As the heating rate of these variable temperature 
measurements depended upon the amount of H2O readsorption transport, which provided an 
additional mode of heat transfer to those discussed in section 3.2.2, a comparison of the heating 
rate data has allowed more information about the environment within the vacuum chamber to be 
extracted. This information is not usually available from temperature programmed desorption 
(TPD) measurements which typically employ fast linear heating rates and much thinner ASW 
films.
170
 
 The ASW films analysed in this section were all prepared using a centrally placed H2O 
aperture positioned 20 cm from the deposition stage. In these measurements the chamber pressure 
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reflects the H2O desorption rate because the steady state pressure monitored depends upon the 
balance of negative/outwards transfer due to pumping and the positive/inwards transfer caused by 
H2O desorption. The subsequent readsorption of H2O provided an additional negative/outwards 
transfer. An additional positive transfer due to chamber leaks will not significantly have affected 
the gas composition within the chamber which was consistently purged by H2O desorption and 
pumping.  The relationship between the chamber pressure, p, the pumping rate, pmp, desorption, 
des, and readsorption rates, ads, at steady state is given as Equation 3.1.  
  
         ( )     . 
Equation 3.1 
 
 As the variation in pumping rate with chamber pressure, pmp(p), is known from the 
response of the chamber pressure to different N2 dose rates (Figure 3.3c) Equation 3.1 may be 
rearranged to Equation 3.2 giving the relationship between the chamber pressure and the H2O 
desorption rates adjusted for readsorption, des-ads. For the data of this section an interpolation of 
the Figure 3.3c data was used to estimate the pumping rates and hence des-ads, from the measured 
chamber pressures. From a slightly different perspective; as pmp(p) for H2O and N2 may be 
assumed to be equivalent at these low pressures, the measured response of chamber pressure to 
different N2 dose presented in Figure 3.3(c) can be viewed as a simulated H2O desorption 
experiment with known H2O desorption rates.  
 
   ( )           . 
Equation 3.2 
 
 
 
This section discusses data for ASW deposited at a dose rate of 0.4 g h
–1
 for 2.5 hours (total 
chamber dose = 1.0 g) and introduces the conversions necessary to interpret the chamber 
measurements in terms of H2O desorption rate. In sections 3.3.3 and 3.3.4 data are presented for 
different total chamber doses and different deposition rates. Figure 3.12(a) shows how the 
temperature of the deposition stage and chamber pressure varied as a function of time after the LN2 
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cooling had been stopped, (b) and (c) shows the temperature variations in the effective desorption 
rate, des-ads, and the heating rate, respectively. Data are presented for an initial heating run (red 
line) and a subsequent, second, heating run (blue line), carried out after re-cooling the deposition 
stage from 180 to 80 K at 5 K min–1. The variation in chamber pressure with time (black line in a) 
and des-ads with temperature (red line in b) on the first heating run have a similar profile 
characterised by two regions of increasing pressure/des-ads separated by a region between 140 
and 165 K in which they decrease. This produces a peak with maximum pressure/des-ads at 140 
K after  25 minutes. In general the increases in chamber pressure and des-ads upon heating reflect 
the normal exponential increases in vapour pressure of ASW and crystalline ice as temperature 
increases.
170
 The ‘peak’ is caused by the marked decrease in chamber pressure/ads-des as the 
irreversible transformation of ASW into crystalline ice occurs; ice has a much lower free energy 
and hence also a lower H2O desorption rate than ASW. The shape and position of the ‘peak’ which 
reflects the size of the energetic barriers to desorption and crystallisation are in good agreement 
with the ultrahigh vacuum H2O desorption rate measurements of Smith et al. carried out at similar 
heating rates.
170
 The absence of ‘peaks’ in the data for the second warming run confirms that the 
ASW material had all crystallised on the first heating run.  
 The variation in the temperature of the deposition stage with time (green line in a) and the 
variation in heating rate with temperature (blue line in (c) shows a subtle decrease in heating rate as 
the temperature of the stage increased. In (c), the heating rate experienced for a clean deposition 
stage without any H2O deposition is also shown for comparison (green line). This control primarily 
reflects the heat transferred through the tubes of the feedthrough and the convective heating 
processes that occur without any H2O deposit on the Cu plate. The much greater heating rates 
experienced by the deposition stage with sample present indicates the extent of additional heating 
processes associated with ASW (first run) and crystalline ice (second run). Several possible causes 
for this additional heating have been considered. It has been postulated that exothermic relaxation 
of the ASW may be contributing to the heating, as observed by Ghormley et al.
168
 However, the 
similar heating rate for ASW (first run) and ice (second run) indicates that the primary heating 
83:  
 
process was not due to exothermic relaxations of ASW, which would have completed during first 
heating run. Instead it is believed that the additional heating is associated with the readsorptions of 
H2O molecules after being heated by contact with the walls of the vacuum chamber. This 
hypothesis, although initially rejected because the heating rate does not closely follow changes in 
chamber pressure, may be true if the readsorption rate has a complex relationship to chamber 
pressure. A series of measurements is planned to confirm this hypothesis by measuring the rate of 
readsorption directly using a Quartz Crystal Microbalance. 
 Based on estimates of the deposition stage’s heat capacity (350 J K–1 at 80 K as described 
in section 3.2.2) and the difference between the heating rate with and without deposited H2O at 80 
K (2 K min–1), the readsorption can be calculated to contribute 12 J s–1. As the molar energy of 
water transferred by 80 K desorption and subsequent room temperature readsorption is about 3RΔT 
= 5.4 kJ mol
–1 
this implies a very large amount of H2O readsorption, 2.2  10
–3
 mol s
–1
. This is 
perhaps not surprising given the small flange area permitting flux to the diffusion pump (48 cm
2
) 
relative to the total surface area inside the chamber (1 m2). This large amount of readsorption 
would also imply that the desorption rate, des, is much larger than des-ads and would bring the 
estimates of H2O desorption rates more into line with those determined in mass spectrometry 
measurements by Smith et al.
170
. These are around two orders of magnitude greater than our ads-
des values and for much thinner ASW films (100 ML vs 27000 ML of crystalline ice). Despite the 
significant H2O readsorption seemingly occurring in these experiments, the features in des-ads 
appear to retain their dependence on the excess free energy and surface area, and are thus 
representative of ASW’s morphology. 
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Figure 3.12 (a) Variations in chamber pressure (black line) and temperature (dark green line)  with 
time whilst heating an ASW deposit formed at an aperture-deposition plate distance of 20 cm from 
a total H2O chamber dose of 1.0 g introduced to the chamber at a rate of 0.40 g h
–1
. (b) Variations 
in des-ads with temperature for this 1
st
 (red line) and also a 2
nd
 (blue line) heating cycle (c) 
Variations in heating rate for 1
st
 and 2
nd
 heating cycles and the variation in heating rate with 
temperature for the deposition stage without any ASW (green line).  
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The visual appearance of the deposited material changed during ASW’s growth indicating changes 
in the materials morphology. The first visible signs of the deposition were concentric circles of 
colour centred on the umbra of the deposit. These are caused by the constructive interference of 
visible light through the sample sometimes referred to as Newton’s rings. The coloured rings were 
followed by the appearance of a white opaque frosting which grows from the centre. After 
approximately 0.5 g of chamber dose, the frosting completely covers the plate and small 
‘stalactites’ start to become visible, hanging from the main body of ASW. After approximately 1.5 
g of deposition, these stalactites can be seen to fall from the deposition plate and vaporise upon 
contact with the floor of the vacuum chamber. Some variation in the morphology of the samples 
was also observed after recovery into LN2. Whilst thick samples were typically opaque with a 
white milky appearance, brittle and easy to remove, thinner samples (and the bottom layers of 
thicker samples), were translucent and more strongly connected to the copper deposition plate. For 
deposits formed from > 2 g of total chamber dose, regions of loose material, which we presume to 
be crystalline, were also sometimes found on the deposition plate. Interestingly, the loosest region 
typically formed in a ring around the centre of the plate with a radius of 2–5 cm. This observation, 
discussed further in Section 3.3.5 is somewhat counterintuitive as the highest deposition rates and 
hence the thickest deposits are expected to be in the centre at deposition angles in line with the H2O 
aperture. 
  
86:  
 
 
 
 
 
 
Figure 3.13 Desorption (a and c) and heating rate (b and d) data for ASW formed from different 
amounts of total H2O chamber dose. For this series of measurements, a constant dosing rate of 0.4 
g h
–1
 was used and the deposition time was varied between 10 minutes and 7 hours. The variations 
with temperature are indicated in (a) and (b). The inset in (a) shows the change in shape and 
maximum of the 140 K ‘peak’. The ‘peak’ maximum is shown in (c) and the average heating rate 
between 90 and 180 K is shown in (d) 
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 To better understand these changes in morphology and the factors allowing ASW 
formation without crystalline ice contamination, H2O desorption (des-ads) and heating rate data 
were recorded for ASW films of different thicknesses. To vary the thickness, ASW films were 
prepared with a 0.4 g h
–1
 H2O chamber dose rate for different periods of time, corresponding to 
different amounts of total H2O chamber dose. Figure 3.13(a) and (b) show the variation in des-ads, 
and heating rate with temperature for the first heating run of ASW films prepared with total 
chamber doses between 0.1 and 2.3 g. The green line in (b) gives the heating rate for a clean 
deposition plate free of ASW (zero dose). The des-ads and heating rate data show significant 
differences with increasing chamber dose. The most pronounced effect is the increases in heating 
rate and des–ads in the temperature range between 80 and 145 K with ASW thickness. The 
dependence of these quantities on ASW thickness are shown most clearly in Figure 3.13(c) and (d) 
which give the variations in the maximum value of des-ads at 140 K and the average heating rate 
between 90 and 180 K for the first and second warming runs, respectively. In addition to these 
variations, the inset in (a) gives an enlargement of the des-ads data for the thinnest films, showing a 
change in slope of des-ads, and decrease in ASW crystallisation temperature with increasing ASW 
thickness. 
 Figure 3.13 shows a linear relationship between maximum des-ads and total chamber dose 
for thin ASW films. A non-porous film would be expected to display a constant surface area, and 
hence desorption rate, for films of varying thickness. The data therefore suggests that the ASW 
formed is highly porous, giving a surface area, and hence desorption rate, which is proportional to 
the amount of H2O deposited. Based on this understanding of ASW’s porosity, the other trends in 
the data such as the increasing heating rate and shift in crystallisation temperature can be explained 
more easily. The most important concept is that as the ASW deposit grows there is a decrease in its 
ability to conduct heat from its surface to the deposition stage below. This is due to both an 
increase in thickness and also an increases in porosity which reduces the cross sectional area 
available for the heat to be transferred. Fourier’s law relating the rate of heat transfer, q, to the 
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cross sectional area, A, the temperature gradient, ΔT, the material’s thermal conductivity, k, and 
thickness, x, is given in Equation 3.3. 
     
  
 
. 
Equation 3.3 
 
 This heat transfer effect is most clearly demonstrated in the inset of Figure 3.13(a) which 
shows a decrease in crystallisation temperature from 154 to 140 K with increases in total chamber 
dose from 0.1 to 0.4 g.  This decrease is associated with a growing temperature gradient across the 
film caused by H2O readsorption mediated surface heating and an inability to transfer this heat to 
the deposition stage. The crystallisation temperatures approach the DSC-measured crystallisation 
temperature (156 K),86 for zero chamber dose. Furthermore, for these thin films the average 
heating rate shown in (d) increases almost linearly with total chamber dose reflecting an increasing 
amount of H2O readsorption heating the surface. The morphology of the ASW over this range of 
film thicknesses, although porous, was consistent, giving translucent films which adhered strongly 
to the deposition stage.  
 The change in morphology during the growth of thicker films, which became increasingly 
opaque, is also reflected in the des-ads and heating rate data.  For total chamber doses > 0.4 g, the 
maximum des-ads and heating rate begin to change differently with increases in films thickness. 
Increases in heating rate become less pronounced and increases in des-ads become more 
pronounced. A change in the morphology, characterised by the appearance of stalactites with a 
poor thermal connection to the deposition stage, may be expected to cause a local heating of the 
stalactites rather than heating the deposition stage. This effect would then account for the decrease 
in heating rate and increase in pressure as thickness increased because the local heating would 
increase the rate of H2O desorption. This local heating would also be expected to lead to its 
premature crystallisation at the surface and limit the thickness to which ASW can be grown without 
ice contamination. This process affected the shape of the des-ads profiles giving low temperature 
shoulders most visible for total chamber doses of 1.9 and 2.3 g. Such premature crystallisation 
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would also cause the maximum in des-ads at 140 K to be an underestimate of the maximum 
which would be obtained if the entire ASW film were to transform at a single temperature. The 
local heating may also be expected to cause some sintering of the stalactite material at the surface, 
increasing effective density stimulating them to fall from the main body of the deposit, as observed 
through the viewing window during growth.  
 The stages of ASW’s growth discussed above are shown schematically in Figure 3.14. 
Figure 3.15 shows the relationship between maximum des-ads and average heating rate, 
highlighting the chamber dose at which increases in thickness cause disproportionately large 
increases in pressure indicative of stalactite formation, and only small increases in heating rate, 
implying a significant reduction in thermal contact between the surface and base of the ASW films. 
 
To determine if ASW’s porosity was influenced by changes in deposition rate a similar series of 
H2O desorption experiments were carried out on ASW formed from a total chamber dose of 1 g 
deposited at rates between 0.2 and 5.8 g h
–1
. As discussed in the previous section, the thermal 
contact of ASW with the cooled deposition stage begins to break down at a chamber dose of 1 g. 
This chamber dose is therefore a good choice for probing the influence of deposition rate on ASW 
porosity. Figure 3.16 shows a similar set of data to those discussed in Sections 3.3.2 and 3.3.3: (a) 
shows the temperature variation in des-ads, (b) the temperature variation in heating rate, (c) the 
variation in maximum des-ads with deposition rate and (d) the variation in average heating rate 
with deposition rate.   
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Figure 3.14 Schematic illustration of the different heating regimes occurring during ASW 
deposition: (a) During the initial stages (thin ASW films) H2O desorption and subsequent 
readsorption processes produce a flow of heat towards the deposition stage which is roughly 
proportional to the thickness of the deposit, (b) As the thickness of the ASW film increases its 
ability to transfer heat from the surface to the deposition stage decreases, creating a temperature 
gradient, (c) as the thickness increases further and the heat transfer continues to decrease the 
thermal energy from readsorption stimulates additional desorption processes increasing the 
chamber pressure. 
 
 
 
 
 
Figure 3.15 The relationship between the maximum H2O desorption rate and average heating rate. 
Points from left to right are for 0, 0.2, 0.4, 0.6, 1.0, 1.4, 1.9 and 2.3 g total chamber dose. 
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Figure 3.16 Desorption (a and c) and heating rate (b and d) data for ASW deposited at different 
dose rates. For this series of measurements the deposition time was varied to give a constant total 
H2O chamber dose of 1.0 g. The variation with temperature are indicated in (a) and (b), the 
maximum ASW desorption rate is shown in (c), with dashed line to guide the eye, and the average 
heating rate between 90 and 180 K is shown in (d). 
 
 
 
 The temperature variations in des-ads and heating rate shown in Figure 3.16(a) and (b), 
look similar to those described in section 3.3.3, again showing a maximum in des-ads relating to 
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the surface area of ASW and a heating rate reflecting the heat transfer to the deposition stage via 
H2O readsorption. However the changes with increasing deposition rate, shown in Figure 3.16(c) 
and (d) do not follow the changes for variations in ASW’s thickness. Whilst the deposition rate has 
little influence on the average heating rate for these deposits, the maximum in des-ads varies 
between 1010–10 mol s–1 for 0.2 g h–1 to 4010–10 mol s–1 for 1.9 g h–1. This suggests that 
deposition at higher rates gave more porous deposits with poorer thermal contact and hence greater 
ads-des. This in turn implies that the maximum thickness of ASW deposit which can be formed 
without ice contamination may be extended by reducing the deposition rate.  Interestingly, for 
ASW deposited at 5.8 g h
–1
 (green line in a), the maximum des-ads was found to be lower than for 
deposition at 1.9 g h
–1
. This suggests that some of this deposit had crystallised, prior to the 
warming run.  
 
Interestingly, the crystalline material sometimes recovered on the deposition plate for depositions 
with large total chamber dose or at high deposition rates, was not positioned in the centre of the 
plate, as might be expected from the angular dependence of H2O flux, but was in a small ring 
around the centre of the plate.  The approximate spatial distribution of the crystalline ice (which 
was clearly visible as it adhered poorly to the deposition plate), is shown in Figure 3.17(a). The 
crystalline region is indicated by the light blue ring surrounding the central dark blue circle, 
corresponding to ASW. As the size of the ring matches the dimensions of the recess in the walls of 
the chamber housing the H2O inlet, directly below the deposition stage, I believe this volume 
causes a focussing in the H2O readsorption on the deposition plate, heating the ASW. This is shown 
in Figure 3.17(b). This theory is supported by the understanding of gas movement within vacuum 
systems which cause small or restricted volumes to pump down much more slowly than the main 
body of the chamber.
183,196
 This effect becomes most pronounced at low pressures because the fluid 
like flow properties of gases depend upon collisions, which are only available at higher pressures.  
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Figure 3.17 schematic illustrations showing (a) the uneven distribution of crystallisation on the 
deposition stage observed for thick deposits ( > 2 g)  and (b) a focusing of the H2O readsorption 
caused by free volume within the vacuum chamber, thought to be the most likely cause of the 
spatial inhomogeneity. 
 
 
 
In conclusion, careful study of the chamber properties has shown that the highest yields of ASW 
can be obtained using slow deposition rates and long deposition times. The lower porosity and 
greater heat transfer for deposits formed at lower deposition rates enable the growth of thick 
samples. As increasing the deposition time beyond 6-8 hours was impractical, the material analysed 
in this study was typically produced using a 0.4 g h
–1 
H2O dose rate, which for a 5 hour deposition 
and an aperture to deposition plate distance of 20 cm reproducibly gave >1 g of ASW free of 
crystalline ice contamination. These thickness and rate limits may possibly be extended by 
removing or covering the recess around the water inlet to limit the focussing of H2O readsorption 
or through a better understanding of the expansion characteristics of the H2O beam. The incoming 
flux should be checked for the self-association of H2O into clusters using spectroscopic 
methods,
169,197
 and the H2O inlet may need to be redesigned to give thermal equilibration between 
several sequential decreases in pressure. Overall, however, the chamber works very effectively in 
producing ASW and ASW/C60 'trapped solutions’ which are the focus of the structural 
investigations presented in Chapter 4 and 5. 
  
95:  
 
 
96:  
 
 
The structural changes which occur when metastable materials such as ASW become more 
thermodynamically stable are called relaxations. The rates at which relaxations proceed depend 
upon the potential energy barriers limiting the movements or reorganisations required for the 
structure to become more stable.
76
 Upon heating ASW, several different relaxations have been 
found to occur: a macroscopic densification and pore collapse active from 40 K, termed sintering; 
increases in the structural ordering of the oxygen-oxygen distance observed at 130 K, termed 
structural annealing; and a long range periodic positional ordering at 160 K, crystallisation. The 
main evidence for sintering, structural relaxation and crystallisation are, respectively, large 
exothermic heat signals,
69,144,168
 the sharpening of ASW’s X-ray diffraction pattern,87 and the 
emergence of Bragg peaks (Figure 3.11). The relaxations of ASW are driven by increases in 
hydrogen bonding interactions which increase as the structural state evolves towards the periodic 
tetrahedral hydrogen bonding coordination of ice I. Sintering stabilises ASW by reducing the 
number of under-coordinated surface molecules and it may also be assumed that the subtle local 
ordering of oxygen-oxygen positions (indicated by the sharpening of the diffraction pattern) also 
gives rise to increases in the net hydrogen bonding interaction.
87
 These observations of ASW’s 
relaxation suggest that the structure of ‘as-prepared’ ASW will be ‘unrelaxed’ on local and on more 
extended length scales. 
 In order to understand the structural changes occurring during sintering, annealing and 
crystallisation, it is useful to have an understanding of the mechanisms preventing the relaxations 
of the metastable supercooled liquid upon cooling. This is because the mechanisms influencing the 
rate of relaxations upon cooling liquid water may be assumed to be reversed upon warming ASW. 
The most thermodynamically stable state in the supercooled regime at ambient pressures is ice I. 
The metastability of supercooled water at temperatures above the homogenous nucleation 
temperature is thought to be mostly entropic as the thermal motions and random reorganisations of 
the dynamic liquid prevent a crystal nucleus of sufficient size from forming. However, at lower 
temperatures, as the glass transition temperature (Tg) is approached, the rate of structural relaxation 
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becomes increasingly limited by slowing of molecule movements. At Tg the translational motions 
(-relaxations) of the molecules are believed to become inactive on the experimental time scale, 
causing the system to become kinetically arrested or vitrified. The mechanisms slowing down 
dynamic motions as glass transitions are approached is still an active area of liquids research,
198
 but 
there is growing evidence, reviewed by Malins
199
 suggesting that the dynamics are strongly 
dependent on the intermolecular structure and that the distance of the correlation increases with 
decreasing temperature. In other words, the vitrification process and the eventual ‘jamming’ of the 
dynamics at temperatures around the Tg may be related to increases in the structural cooperativity 
with decreasing temperature. The increasing correlation length can be understood to originate from 
the impact of multi-body interactions on the potential energy of the transition states between local 
minima encountered during motion of the molecules.
198
 This concept suggests that relaxation over 
different length scales will be favoured at different temperatures, predicting that as liquids are 
cooled mesoscale structural ordering occurring may become increasingly in competition with long 
range structural ordering, further frustrating crystallisation.
200
 The impact of this structural 
inhomogeneity on the dynamic heterogeneity in supercooled glycerol has also recently been 
measured experimentally.
201
 
 On heating ASW, the opposite changes in dynamics and structural correlation may be 
expected to govern the rates of the relaxations occurring. i.e. with increasing temperature the 
correlation length should decrease ‘unjamming’ the kinetics.76 For ASW, which will be ‘unrelaxed’ 
on different length scales, the link between structural inhomogeneity and dynamic heterogeneity 
may be particularly important in explaining certain unusual characteristics of its relaxation. For 
example, structure-dependent heterogeneous dynamics would explain the much greater temperature 
required for crystallisation (155 K) than sintering (40 K). If the dynamics were independent of 
structure these relaxations would be expected to occur at a similar temperature. On the other hand, 
a correlation between the dynamics and the mesoscale structure would provide a reason for the 
increased mobility of surface molecules relative to those in the bulk at a given temperature. Similar 
increases in surface mobility are also integral to understanding the premelting and sintering 
98:  
 
behaviour commonly observed for crystalline materials below their melting point.
202
 In ASW, a 
significant structural heterogeneity introduced by the deposition process may also be expected to 
occur in the bulk. Based on this concept, nano- or mesoscale-sized regions in ASW with 
particularly favourable positional or orientational ordering would have slower relaxation dynamics 
than less strongly bound regions. It is particularly interesting to consider that the specific length 
scale of the coupling between dynamics and structure may mean that structurally more ordered 
regions formed during the relaxation can have faster dynamics than the regions which remain 
unrelaxed. The complexity of the situation upon cooling liquids and upon warming amorphous 
solids, are discussed by Debenedetti et al.
198
 and Angell et al.
76
,  respectively.   
 Changes in the dynamics of ASW upon heating have been investigated using differential 
scanning calorimetry (DSC)
203
 and reversible increases in heat capacity have been observed 
between 124 and 136 K in both ASW and hyperquenched glassy water (HGW).
85-87,144
 This 
increase has been assigned by some to the glass-liquid transition and mechanical indentation,
145
 
isotope exchange,
146
 dilatometric,
147
 neutron scattering
204
 and deuteron NMR
88
 measurements have 
been presented in support of this conclusion. The assignment of the feature to the Tg may appear to 
be fairly intuitive because ASW and HGW begin to crystallise much more rapidly at temperatures 
above 136 K. However, these studies have not, in the main, considered the considerable structural 
and dynamic heterogeneity predicted to occur in ASW and HGW. Angell and co-workers have 
pointed out that dynamic heterogeneity can give rise to very similar DSC signals, termed a shadow 
Tg, in a range of glass-forming systems and it has been suggested that the true glass-liquid 
transition should be at much higher temperatures.
77,148-149
 It is also not clear which forms of 
dynamic motion are contributing to the DSC signal. Although it is presumed to be translational 
diffusion, defect migration, which causes reorientation of the H2O molecules,
205
 becomes active in 
crystalline phases of ice at around 130 K.
30,92,206-207
  
 An indirect approach to assess the changes in the dynamics of ASW with temperature is to 
look for indicators of ergodicity at temperatures above the proposed Tg. Conceptually, ergodicty 
would be expected above Tg because the motions would enable many different structural states to 
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be explored on the experimental timescale. It would be indicated if the average structure of 
materials heated above Tg were to reflect the temperature rather than the extent to which 
irreversible relaxations had been possible. An examination of metastable ergodicity has been 
possible by comparing the structure of the materials formed upon heating different low density 
amorphous ices (LDA) above the proposed Tg. In addition to ASW, formed by vapour 
deposition,
59,143,158
 LDA and HGW formed by hyper quenching small droplets of liquid water 
(HGW),
57-58,86,208
 LDA may also be formed by the  relaxation of high-density amorphous ice 
(HDA), itself formed by compressing crystalline ice Ih.
55,62
 Unfortunately, however, the structural 
evidence is conflicting and spectroscopy,
68,209
 thermal conductivity,
210
 and diffraction 
techniques
154,211
 may be insufficiently sensitive over the correct length scales to differentiate 
between different structural states. Neutron diffraction with isotopic substitution has shown that 
LDA from HDA, ASW and HGW have identical structures.
154
 On the basis of spectroscopic,
68,209
 
and thermal conductivity measurements,
210
 as well as free-energy considerations,
72
 it has been 
argued that LDA obtained from HDA is structurally different from ASW and HGW,
68,72,209-210
 
which were found to have similar structures.
87,209
 In a later study using neutron diffraction sensitive 
to structural differences over a wide range of different length scales, two states of LDA with subtle 
structural differences were identified.
211
 LDA-I was obtained by annealing HDA, and LDA-II was 
obtained by converting HDA to very high-density amorphous ice (vHDA) by heating at pressures 
greater than 0.8 GPa,
136,139
 and then by isothermally decompressing this material at 140 K. This 
process is thought to proceed via the expanded high-density amorphous ice (eHDA) state.
55,212
 
LDA-I is proposed to have a more ordered first-neighbour environment and LDA-II was found to 
be more structurally ordered between 3.5 and 7.5 Å.  
 In this chapter, Raman and transmission FT-IR spectroscopies are used to follow the 
structural relaxations of ASW prepared as thin films in our vapour deposition apparatus. The 
Raman data for ASW have also been compared with similar data for LDA formed from HDA, 
eHDA and vHDA allowing a spectroscopic comparison of the recently discovered LDA-I and 
LDA-II states.
154
 The main findings of this chapter are reported by Shephard et al..
2
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The ASW samples used for these transmission FT-IR measurements were prepared with deuterium 
as an isotopic impurity (91.0 mol% H2O + 9.0 mol% HDO) and deposited as thin films (0.4 g total 
chamber dose) on MgF2 substrates. The ASW-coated MgF2 substrates were then transferred under 
liquid nitrogen into an 78 K cryostat. Owing to the low concentration of deuterium and the 
substantial frequency mismatch between the O–H and O–D oscillators, decoupled μ(O–D) modes 
can be observed.
213
 Because these modes show very little inter- or intramolecular coupling, the 
position and width of the μ(O–D) absorption reflects the strength of the O–D bonds (hydrogen 
bonding weakens the covalent bonds) and the diversity of hydrogen bonding environments, 
respectively. As the structural relaxations of ASW are driven by increases in hydrogen bonding, 
μ(O–D) absorptions are an ideal probe to study the processes occurring during sintering, thermal 
annealing and crystallisation.  
 Two different approaches were used. The first involved recording spectra at 30 s time 
intervals as ‘as-prepared’ and ‘preannealed’ (122 K for 2 h) ASW films were heated from 78 to 180 
K at 4 K min–1. The second approach involved heating an ASW film to successively higher 
temperatures, waiting for 5 minutes at each annealing temperature then recooling to 78 K for 
spectral acquisition. The first approach enabled the spectral changes occurring up to and during 
crystallisation to be observed; the second approach allowed the structural changes caused by the 
thermal annealing steps to be examined independently of the reversible influences of temperature. 
Peak fitting (pseudo-Voigt) was used to follow the subtle changes in peak position and width. 
Variable temperature, (T) data are shown in Figure 4.1 and 4.2 and variable annealing temperature 
(TA) data, recorded at 78 K, are shown in Figure 4.3. 
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Figure 4.1 Variable temperature FT-IR absorbance spectra of μ(O–D) vibrations in ASW (91.0 
mol% H2O + 9.0 mol% HDO) deposited onto MgF2 substrates from 0.4 g of total chamber dose. 
Data are presented for an ‘as-prepared’ ASW film (a and c) and an ASW film which had been 
annealed in the cryostat at 122 K for 2 hours prior to the heating run (b and d). The spectra are 
shown overlaid with corresponding heating rate data in (a and b). The spectral variations with 
temperature are indicated more clearly in the contour plots (c and d). * The peak at 2430 cm
–1
 is an 
absorption due to the CO2 present in the spectrometer housing.
214
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Figure 4.2 A comparison of position (a), FWHM (b) and goodness of fit obtained by peak fitting the 
μ(O–D) absorptions of ‘as-prepared’ ASW (red triangles), preannealed’ ASW (blue circles), liquid 
water and ice Ih (black squares) with a single pseudo-Voigt peak.
 
 
 
 
 
 
 
 
 
103:  
 
 
 
 
Figure 4.3 (a) FT-IR spectra of the μ(O–D) absorption of ASW (91.0 mol% H2O + 9.0 mol% HDO) 
deposited onto MgF2 substrates from 0.4 g of total chamber dose and annealed for 5 minutes at 
successively higher temperatures.  (b) A comparison of the fitted position (brown squares) and 
width (FWHM) (green diamonds) pseudo-Voigt peak parameters. For the 140 K spectra a second 
pseudo-Voigt peak was used to fit absorptions due to crystalline ice. The position and FWHM 
obtained for ASW held at 122 K for 2 h and already presented in Figure 4.2 are also given (filled 
symbols). *an absorption due to the CO2 present in the spectrometer housing. 
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 Figure 4.1 shows FT-IR absorbance spectra in the region of the μ(O-D) mode recorded 
during heating between 78 and 180 K for ‘as-prepared’ ASW (a) and an ASW film which had been 
preannealed at 122 K for 2 hours (b). The spectra are comprised of a main absorption feature at 
2440 cm–1 due to μ(O–D),209 and a broad secondary absorption centred at 2230 cm–1 due to a 
combination of libration and bending of the H2O molecules. The changes in the shape of the main 
absorption feature with temperature and those caused by 122 K preannealing can be more clearly 
observed in the contour plots (Figure 4.1 (c) and (d) and as changes in the fitted peak parameters 
(Figure 4.2). Figure 4.2 also shows peak position and FWHM parameters extracted from the μ(O-
D) spectra of liquid water and crystalline ice Ih obtained upon cooling a small amount of liquid 
(91.0 mol% H2O + 9.0 mol% HDO) trapped between two MgF substrates. Figure 4.2(c) shows the 
goodness of fit which decreases at temperatures near the ASW–ice I phase transition (150–160 K) 
and as crystalline ice Ih is cooled. The poor fit to a single pseudo-Voigt peak at temperatures near 
the ASW-ice Isd phase transition is due to the contribution of two overlapping absorptions to the 
absorption band and indicates the partial transformation of ASW into ice Isd. The increasingly poor 
fit of the ice Ih spectra to a single pseudo-Voigt peak with decreasing temperature is due to the 
more ordered structure of ice Ih which gives rise to some mode couplings. The equivalent spectra 
and peak fit data of Figure 4.3 are for an ASW film recorded at 78 K after being annealed for 5 
minutes at sequentially higher temperatures. 
 The most pronounced change in the position and width of the μ(O-D) absorption was 
observed at 155 K in the variable temperature data and after annealing at 145 K in the variable 
annealing temperature data. The decrease in width and position of the absorption is indicative of 
ASW’s crystallisation into ice Isd.
61,213
 However, the spectra also show some changes at lower 
temperatures, thought to be associated with a combination of irreversible precrystallisation 
relaxations (sintering and thermal annealing) and the reversible impacts of temperature on 
structure. The spectral extent of the structural relaxations are most clear in Figure 4.3(b) data 
showing the fitted peak parameters of the spectra recorded at 78 K, which are therefore 
independent of reversible temperature effects. In this plot the x-axis corresponds to the annealing 
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temperature, the empty symbols correspond to the 5 minute annealing periods and the solid 
symbols correspond to a 2 hour annealing period. The data indicate that the position and width of 
the μ(O–D) absorption, and hence also the extent of structural relaxation, depends on the 
temperature and time period of thermal annealing. The significant time dependence of the structural 
relaxation is indicated by the much lower position and width found for ASW annealed at 122 K for 
2 hours than at 130 K for 5 minutes. For these μ(O–D) modes the changes in the shape of the 
absorption correspond to changes in the distribution of H2O first-neighbour hydrogen bonding 
environments, which may be characterised by different O–O distances and O–O–O angles. It is 
possible to estimate the changes in average O–O distance from the peak position using the reported 
correlations observed for crystalline ice.
186
 Applying the relationship used by Tulk et al.
209
 gives an 
average O–O distance of 2.783 Å for as-made ASW and 2.779 Å after annealing at 130 K. For 
comparison, a peak frequency of 2419.4 cm
-1
 for the μ(O-D) absorption of crystalline ice Ih at 78 K 
gives an average O–O distance of 2.757 Å. Furthermore, the decrease in FWHM observed during 
annealing indicates that the distribution of O–O distances narrows suggesting that the range of 
different hydrogen bonding environments decreases. It also seems intuitive to suggest that 
annealing ASW may lead to a decrease of the average O–O–O angle from 111° as measured in 
LDA,
154
 towards the tetrahedral angle (109.5°) in ice I.
215
  
 The variable temperature data of Figure 4.1 and 4.2 provide further insights into the 
structural relaxation processes. Interestingly, differences in band-shape caused by the 2 h 
preannealing at 122 K are only visible at temperature between 78 and 125 K and above 150 K. 
At temperatures between 78 and 125 K the fitted peak parameters (Figure 4.2) indicate that the 
position of the absorption for the ‘as-prepared’ ASW film remained fairly constant with increasing 
temperature whilst the peak width decreased. Conversely, for the ‘preannealed’ ASW film the peak 
width remained constant and the position increased. These trends suggest that whilst the peak 
position depends upon both the temperature and the extent of structural relaxation, the peak width 
primarily depends on the structure and is not greatly influenced by changes in temperature between 
78 and 125 K. The fairly constant peak centre with increasing temperature for ‘as-prepared’ ASW 
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may also imply that any increases in hydrogen bonding due to the structural relaxations occurring 
as the film was heated were almost equally offset by the reversible temperature effects. 
Furthermore, the absence of steps or features in the data suggests that the relaxation of ASW is not 
enabled by sudden increases in dynamic mobility but is instead limited more broadly by the 
available thermal energy. The smooth relaxation profile may imply a wide distribution of dynamic 
heterogeneity enabling sintering relaxations at lower temperatures and more local relaxations as the 
temperature increases. Although the spectra do not show any sharp features at 3700 cm
–1
,
 
sometimes observed in porous ASW and thought to indicate dangling OH bonds at the surface of 
the pores,
70,162-165,216
  it would seem logical to assume that the change in position and width of the 
μ(O–D) absorption reflects sintering as well as more local ordering effects, reducing the structural 
heterogeneity and increasing the net hydrogen bonding interaction. 
 The similarity between the spectra of ‘as-prepared’ and ‘preannealed’ ASW between 125 
and 150 K indicated by the overlap of their fitted position and width parameters could be taken to 
indicate that thermal annealing available during the heating run had enabled the relaxation state of 
the ‘as-prepared’ ASW to ‘catch up’ with that of the ‘preannealed’ ASW. However, the situation 
appears to be more complex than this. At temperatures > 150 K the data diverge, indicating 
different crystallisation rates and differences in the hydrogen bonding structure of the crystalline 
ice formed. Figure 4.1(d) shows a much less abrupt transition for the preannealed ASW than for the 
‘as-prepared’ ASW (Fig. 4.1c). Although there is a small difference in heating rate between the two 
experiments this difference is not large enough to cause these effects. The differences in thermal 
stability of the two films, indicated by their different crystallisation profiles, and structural 
differences of the crystallites, indicated by the different widths of the features at temperatures > 
160 K is an exciting result. It suggests that structural differences introduced by preannealing 
affected ASW’s route over the potential energy landscape during the subsequent heating run. 
Potentially, the structure motifs formed during thermal annealing at 122 K were conserved during 
heating, even above the proposed Tg and after its eventual crystallisation. Alternatively, the 
preannealing could also conceivably have altered the samples thermal conductivity causing it to 
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become more thermally stable toward a surface activated crystallisation mechanism.
217
 However, a 
similar increase in thermal stability due to structural annealing has also been observed for the LDA 
prepared from HDA. The LDA formed from pressure annealed HDA, vHDA, being more thermally 
stable than that formed from unannealed HDA, uHDA.
218
 In this study, the lower thermal stability 
of uHDA was attributed to the presence of nanocrystalline remnants of Ih, not present for vHDA. 
Whilst nanoscale domains of crystalline material may reasonably be expected to occur during the 
pressure-induced amorphisation of ice Ih, no such structures would be expected for ASW.   
 Instead, the increased thermal stability of annealed forms of LDA, either ASW or LDA 
from vHDA, may be due to the correlation between dynamics and structure in condensed phases of 
H2O near the Tg.
76,198
 In essence, the structural motifs introduced by annealing may require higher 
temperatures to unjam their kinetics than would have been required if the structures were not 
introduced. Using an energy landscape formalism the route to ice I taken by the ‘as-prepared’ ASW 
could be viewed as skirting around the sides or rim of an energy basin, whilst ‘preannealed’ ASW 
was lower in the energy basin, increasing the effective barrier to crystallisation and ultimately also 
the temperature required. As discussed in Section 1.1.2 there are two potential sources of structural 
order in condensed phases of H2O, the relative positioning of the oxygen atoms and bond 
orientational ordering. Although, there are likely to be many different perturbations with similar 
local free energy available to the relaxing ASW, a structural feature which may contribute to the 
increased thermal stability is the frustration caused by the presence of cubic and hexagonal stacking 
arrangements (changes in positional order or interconnectivity).
35-37
 The presence of cubic stacking 
sequences in ASW would be supported by the mixed hexagonal/cubic stacking in the material 
initially formed upon crystallisation, termed stacking disordered ice Isd,
35-37
 and the ‘crystal-like’ 
nature of LDA identified by thermal/acoustic conductivity and neutron scattering.
219-225
 
 A preferential relaxation into cubic rather than hexagonal stacking arrangements at 122 K 
would also, more generally, be supported by Ostwald’s step rule of metastable states, an 
observation that metastable materials typically relax into other metastable forms more rapidly than 
they relax into the most thermodynamically stable form.
226-227
  The mixed nature of Isd would then 
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imply that the rates of cubic and hexagonal crystallisation are very similar and thus low 
temperatures and long periods of time would increase the proportion of cubic stacking sequences in 
ASW and then in ice Isd upon crystallisation. As the first-neighbour environments of cubic and 
hexagonal stacks are essentially identical with structural differences only manifesting in the third 
coordination shell a quantification of their proportions in the amorphous state is understandably 
difficult. Yet the different widths of the μ(O–D) absorption of ice Isd formed from ‘preannealed’ 
and ‘as-prepared’ ASW indicated in Figure 4.2(b) suggests that FT-IR spectroscopy of the μ(O–D) 
absorption may be sensitive to these subtle changes in the positional order. A systematic XRD 
study of the cubic/hexagonal stacking in ice Isd formed from differently annealed ASW may prove a 
successful approach in revealing the contribution of different types of short range positional 
ordering to ASWs structural diversity. 
 
The OH stretching modes, (OH), of H2O ASW give a slightly different perspective on ASW’s 
structural relaxations. Unlike the decoupled μ(O–D) modes of dilute HOD-ASW, the ν(OH) modes 
are coupled with the other O-H bonds of H2O giving symmetric and antisymetric vibrations which 
then also couple with the surrounding molecules to give ‘in phase’ and ‘out of phase’ vibrations.228 
This coupling causes the shape of (OH) absorptions to reflect the structure of the hydrogen-
bonded network over a longer length scale than for the μ(O–D) absorption. The distance of the 
coupling is thought to depend upon the positional order/disorder, the orientational order/disorder 
and the activity of the dynamics. Whalley has concluded that at least 25 molecules take part in the 
coupled symmetric ν(OH) stretching of ice Ih,
229
 and Bakker et. al. has proposed that for liquid 
water the coupling is over ten or more molecules.
230
 In this section, Raman spectra of the (OH) 
vibrations of ASW are investigated as transmission IR spectra have ‘total absorption’ in this 
spectral region. It was not possible to record absolute intensities with our Raman setup so the 
spectra have been normalised with respect to the maximum intensity of the main feature at 3100 
cm
–1
. As for the spectra of μ(O–D) shown in Figure 4.3, the Raman spectra shown in Figure 4.4(a) 
were recorded at 78 K after the sample was annealed to sequentially higher temperatures. However, 
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for these measurements the heating cycle involved raising the temperature of the cryostat to the 
annealing temperature and then immediately recooling to 78 K (5 K min–1).  
 
 
Figure 4.4 (a) 78 K Raman spectra of H2O ASW recovered from the surface of the deposition plate 
and annealed to sequentially higher temperatures. (b) Raman spectrum of ice Ih at 78 K (black line) 
and decomposed into 5 component peaks according to Whalley.
229,231
   
 
 
 The overall shape of the absorptions for unanealed ASW, as well as the peak position of 
the most intense feature at 3116 cm–1 are in good agreement with previously reported Raman 
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spectra of ASW.
232-236
 As for the μ(O–D) absorption, thermal annealing at successively higher 
temperatures leads to gradual changes in band shape towards that of ice I. The position of the most 
intense feature shifts from 3116 cm
-1
 in ‘as-prepared’ ASW to 3098 cm-1 after annealing at 145 K 
and the intensities of the shoulders at ~3265 and ~3380 cm
-1
 decrease relative to the intensity of the 
main feature. The sample crystallised after annealing at 155 K. In Figure 4.4(b) the Raman 
spectrum of ice Ih at 78 K is shown for comparison. Interestingly, the spectra of ASW and ice Ih at 
78 K have a similar profile, and hence also similar modes of intermolecular coupling, and are a 
much more closely matched than the spectra of ASW at 78 K and liquid water at room temperature 
(RT).
229
 Despite there being conflicting views about the assignments of the features contributing to 
the spectrum of ice I, 
228,234-235,237-239
 the spectrum has been decomposed into five peaks as 
suggested by Whalley.
229,231
 The assignments of Whalley include symmetric (1) and antisymmetric 
(3e) vibrations and in-phase (1a1) and out-of-phase (1b1) symmetric vibrations. A further two 
peaks required to provide a satisfactory fit were assigned by Whalley to longitudinal optical (LO) 
vibrations (LO), raised in energy relative to the transverse optical (TO) vibrations due to an 
anisotropy in the electric field environment during the IR active 1a1 and 3e vibrations.
229,231
 
 Despite the controversy in assigning the individual features, the obvious similarity between 
the ice I and ASW spectra has motivated an attempt to extract some further information about 
structural changes taking place during the structural relaxation using peak fitting.  The spectra of 
ASW shown in Figure 4.4 have each been decomposed into 5 peaks using the refined ice values as 
starting positions. However, the out of phase symmetric vibration (1b1) predicted to occur at 3483 
cm
–1
,
229
 was too broad/weak to give consistent results and was fixed with zero integrated intensity 
for the ASW spectra. The peak position (a), FWHM (b) and proportional area parameters (c) 
obtained relative to those obtained for ‘as-prepared’ ASW are shown in Figure 4.5. Also shown is 
the goodness of fit (d) and the wavenumber difference in position (splitting) between symmetric 
and antisymmetric peaks (e) and between TO and LO peaks (f) relative to that obtained for the ‘as-
prepared’ ASW.  
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Figure 4.5 A comparison of the proportional peak area (a), position (b), width (c), goodness of fit 
(d), 1a1-3e splitting (e), and TO-LO splitting (f) obtained by fitting the Figure 4.4a spectra of ASW 
with 5 pseudo-Voigt peaks.
229,231
 The peak fit parameters are shown relative to the values obtained 
for ‘as-prepared’ ASW (TA = 78 K) to highlight the changes which occurred upon thermal annealing. 
The parameters for the 1b1 absorption which gave a very weak/broad signal at 3483 cm
–1
 in ASW 
and a weak signal in ice I at 3420 cm
–1 
are not shown. 
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 In general, the spectral changes associated with precrystallisation relaxations, and 
crystallisation are harder to distinguish in the (OH) spectra than in the μ(O–D) spectra (Figures 
4.1 and 4.3), presumably due to the coupling which averages the structure over a longer length 
scale than for the μ(O–D) absorptions. However, decomposing the (OH) spectra does allow the 
changes associated with precrystallisation relaxations to be separated from those occurring during 
crystallisation. For example, whilst the relative proportional area and positions vary consistently 
with TA and must therefore be associated with the precrystallisation relaxations, the changes in 
width predominantly occurred after annealing at 155 K, and are thus associated with crystallisation. 
Overall the most pronounced change in the fitted peak parameters is the increase in the 
proportional area of the v1a1 vibration. This is most likely to be related to the structural ordering 
occurring during relaxation which enables greater changes in polarisability during the coupled 
symmetric vibrations and increases Raman activity.  
 The changes in position of the peaks with thermal annealing were not entirely consistent, 
giving rise to changes in the splitting between antisymmetric and symmetric (3e–1a1) vibrations 
and between TO and LO vibrations. The 3e–1a1 splitting (e) decreased consistently upon thermal 
annealing for both the TO and LO modes. The TO-LO splitting (f), was constant between 78 and 
130 K, increased sharply between 130 and 150 K, then decreased between 145 and 155 K and was 
much more pronounced for 3e than 1a1 vibrations. Whilst the decreases in the 3e–1a1 splitting 
upon structural relaxation may also be related to increases in the structural order already identified, 
the changes in TO-LO splitting may be much more sensitive to the specific structures formed. This 
is because the increase in energy of the longitudinal vibrations relative to the transverse vibrations 
depends upon the size of the electric field produced by the coupled vibrations and is thus dependent 
on the local structural anisotropy.
240
 Thus in general, and assuming that the peaks are correctly 
assigned, the increase in TO-LO splitting associated with the precrystallisation temperature region 
and subsequent decrease upon crystallisation may indicate that the structural motifs produced by 
the precrystallisation relaxations are more anisotropic than those in the ‘as-prepared’ ASW or in the 
ice Isd produced upon crystallisation. Although, it may then seem logical to assign the increases in 
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TO-LO splitting to local structural anisotropy caused by cubic stacking sequences, which stack 
most efficiently in a diagonal direction,
37
 the spectra of Ih has a very similar profile. Bond 
orientation order is the only potential source of structural anisotropy in ice Ih. Although it is not 
universally accepted, the net disorder of the bond orientations indicated by diffraction (H positions 
have a fractional occupancy = 0.5 in ice Ih) implies a range of different local and intermediate bond 
orientations which may well be anisotropic and give rise to TO-LO splitting.
229,231
 Even if the 
orientations of neighbouring molecules were completely uncorrelated, randomly occurring 
patterned structures are likely to extend over length scales similar to the coupling and therefore be 
sufficiently large to perturb the anisotropy and the spectra.
229,231
 
 Unlike the changes in TO-LO splitting, which is mostly hidden from view by the 
overlapping peaks in the raw spectral data, the very different changes in width of TO and LO 
modes upon crystallisation is clearly evident. The peaks assigned to TO get sharper and those 
assigned to LO get broader. Whilst the sharpening of the TO peaks is in general agreement with the 
greater structural order of ice I relative to ASW, the widening of the LO peaks indicates an increase 
in the inhomeogeniety of the anisotropy. Interestingly, the TO-LO splitting also decreases upon 
crystallisation implying that although the range of different electric field perturbations varies more 
widely in ice Isd than in annealed ASW, the average perturbation is less. These trends could imply 
that as ASW was annealed local correlations in bond orientational order were introduced, 
increasing the TO-LO splitting, but that the longer range periodicity introduced upon crystallisation 
removed the local correlations restoring the random uncorrelated distribution of bond orientational 
order of ice Ih. Theoretical work predicting the impact of specific bond orientational orderings or 
variations in H2O stacking arrangements on the vibrational spectra of ice I would be desirable to 
future work in this direction. 
 
 
In this section, the Raman spectra of ASW presented in section 4.2.2 are compared with similar 
spectra for LDAs formed from high-pressure amorphous forms of ice: uHDA, vHDA and eHDA. 
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As the LDA formed from the high pressure forms are free of ASW’s microporosity,81,87 the 
comparison has enabled the spectral contribution of sintering relaxations in ASW to be better 
understood. Comparison of the annealed forms of the LDA starting materials has also enabled the 
metastable ergodicity of the LDA system to be examined, revealing more about the nature of the 
reversible change in heat capacity and the temperature required for the glass to liquid transition. 
This comparison has also allowed an interrogation of the structurally distinct states of LDA 
identified by Winkel et al. using neutron diffraction. 
211
 
 Figure 4.6(a) shows Raman spectra of the ν(OH) region for uHDA, eHDA and vHDA 
recorded at 78 K. The peak maxima of the most intense features are at 3158 cm
-1
 (HDA), 3172 cm
-1
 
(eHDA) and 3204 cm
-1
 (vHDA), respectively, which is in good agreement with previously reported 
values.
136,139,241-242
 In order to transform the various HDAs to LDA the samples were heated in the 
cryostat while continuously monitoring spectral changes in the coupled ν(OH) stretching region. 
The transition temperatures to LDA were found at ~110 K (HDA), ~118 K (vHDA) and ~122 K 
(eHDA). This sequence of the transition temperatures is in good agreement with calorimetric 
studies.
140-141
 A similar temperature cycling as used previously for ASW (Figure 4.3 and 4.4) was 
then performed to anneal these forms of LDA. Due to the large amount of spectral data collected 
the total integrated intensity, Aν(OH), and the wavenumber of maximum intensity,
 ν(OH), which 
reflect the main spectral changes, were extracted from the spectra and used to compare the various 
forms of LDA.  
 Figure 4.6(b) and Figure 4.6(c) show comparisons of the Aν(OH) and ν(OH) for LDA formed 
from ASW, uHDA, vHDA and eHDA. In general the ν(OH) and Aν(OH) of the various LDAs follow 
the trend of ASW fairly well and show that a similar gradual structural relaxation process takes 
place in all the materials. This is not entirely unexpected as Suzuki et al. have observed similar 
peak shifts of the ν(OH) upon annealing LDA formed from uHDA, 243 and irreversible structural 
changes in LDA formed from uHDA have also been observed in ultrasound measurements.
244-246
 
The arrows in Figure 4.6(b) and (c) indicate the parameters obtained for materials corresponding 
approximately to the LDA-I and LDA-II states identified by Winkel et al.
211
 Although the LDA-II 
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state indicated was formed by thermal annealing at ambient pressure and the LDA-II state probed 
in the neutron diffraction experiments was formed by the decompression route, it has recently been 
concluded by Winkel et al. that the two routes are equivalent.
204
 
 Based on the data shown in Figure 4(b) it is not possible to differentiate between LDA-I 
and LDA-II states. Although the ν(OH) of LDA-II is slightly greater than for LDA-I, their Aν(OH) 
are almost identical implying that their structures are very similar if not identical. One explanation 
for the disagreement of our results and the conclusion drawn by Winkel et al, 
211
  could be that 
neutron diffraction is more sensitive to the subtle structural differences than ν(OH) and Aν(OH) 
parameters extracted from the Raman spectra. An alternative explanation is that the LDA-II sample 
measured by neutron diffraction
211
 has simply spent much more time at 140 K during the 
decompression and is therefore more structurally relaxed than the LDA-I sample which was heated 
to 140 K and immediately cooled back to 80 K. The time dependence of the relaxation process is 
illustrated in Figure 4.3 by the decrease in position and width of the μ(O-D) upon annealing at 122 
K for two hours, which is much greater decrease than obtained after annealing at 130 K for 5 
minutes.  
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Figure 4.6 (a) Raman spectra of the OH stretching region of uHDA, eHDA and vHDA recorded at 
78 K and (b) a comparison of the position of maximum intensity and (c) total integrated area 
extracted from the spectra of ASW and the LDA’s formed from these HDA materials after 
sequential annealing steps. 
 
 
  There are, however, some differences in ν(OH) and Aν(OH) between the different LDAs, 
particularly near the transitions from the HDAs states at 125 K and immediately preceding their 
crystallisation to ice Isd at 145 K. The raw spectra show the much lower Aν(OH) for uHDA annealed 
at 145 K was due to its partial crystallisation indicating a reduced thermal stability. Interestingly, 
the decrease in thermal stability of LDA from uHDA compared to LDA from eHDA and vHDA is 
consistent with calorimetric measurements.
218
 The mechanisms increasing the thermal stability of 
ASW upon thermal annealing were discussed in section 4.2.1 and are likely to be similar to those 
stabilising HDAs annealed under pressure. To summarise, the greater thermal stability, may be 
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viewed as an increase in the effective height of the potential energy barrier as the structural state 
changes upon relaxation into the bottom of the energy basin. The structural state at the bottom of 
the basin may be characterised by frustrated cubic and hexagonal stacking sequences,
35-37
 and 
locally correlated bond orientational order.
200
 These forms of structural relaxations are supported 
by the crystal-like acoustic and thermal conductivity of LDA,
245-246
 
210,219
 and the increase in TO-
LO splitting observed in the Raman spectra of ASW upon thermal annealing (section 4.2.2). 
 
Overall, it is difficult to reconcile the data presented in this chapter with the postulated glass 
transition of LDA before the onset of crystallisation.
85-87
 By definition, after heating above a glass 
transition temperature ergodicity is reached, i.e., the sample is in (metastable) equilibrium on the 
experimental time scale. This would be expected to dramatically accelerate the structural relaxation 
process observed here and bring it to completion. In particular, the pronounced impact of thermal 
history on the thermal stability of LDA and the spectral data (Figure 4.3) suggesting that the 
structural relaxation process in ASW takes place even while the sample crystallises would not be 
expected if 136 K was a true glass to liquid transition temperature. The suggestion that the heat-
capacity increase of LDA prior to crystallisation is due to the kinetic unfreezing of the 
reorientation dynamics,
30
 is perhaps more acceptable because the relaxation pathways available via 
this form of relaxation would be more limited. However, this cannot explain why sintering 
relaxations are active at much lower temperatures than crystallisation or the smooth continuous 
temperature profile of ASW’s relaxation.  These observations point towards the dynamics having a 
pronounced structural dependence with structural heterogeneity giving rise to dynamic 
heterogeneity and a broad temperature range of relaxation. 
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The ASW/C60 fullerene materials investigated in this chapter were prepared by co-depositing C60 
and water vapour as thin films using the vapour deposition apparatus described in Chapter 3. The 
mixtures formed, referred to in this work as ‘trapped solutions’, contain C60 dispersed in an ASW 
matrix and are kinetically stable at liquid nitrogen (LN2) temperatures. Their structural state is 
postulated to be similar to that of unstable aqueous solutions of water and C60 before precipitation 
(C60 has an extremely low solubility of 110
–9
 dm
–3 1247-248
). There are two motivations for studying 
these trapped solutions. Firstly, we are interested in the hydration of hydrophobic molecules in 
solution. Hydrophobic hydration is of great interest because of its fundamental importance to our 
understanding of hydrophobic effects.
1
 The effects include an attractive force which forms between 
hydrophobic molecules and is thought to influence the folding of proteins and molecular self-
assembly processes such as micelle formation.
12
 C60 is the focus of several computer simulation 
studies of hydrophobic hydration,
249-254
 
255
 and is expected to be a good model hydrophobe. 
Secondly, introducing C60 into the ASW matrix will allow us to investigate ASW’s dynamics at 
different temperatures. C60 is thought to be an especially good probe of translational diffusion in 
ASW, previously demonstrated for small molecules,
256-258
 and is thus also a good probe of a glass 
to liquid transition prior to crystallisation. This is because of its large size relative to H2O 
(maximum C–C distance 7.10 Å and an ‘outer’ van der Waals diameter of 10.34 Å259) and a 
distinctive colour change which occurs when it aggregates.
260-261
 In this work, temperature 
variations in C60’s photoluminescence (phosphorescence and fluorescence) will also be investigated 
to reveal changes in the structure and dynamics of its hydration shell. 
 The low solubility of hydrophobic molecules, such as C60, in water is due to the different 
polarities of the molecules; water being far more polar than C60 and with lone pairs positioned to 
favour a tetrahedral hydrogen bonding coordination. Figure 5.1 shows the DFT calculated (B3LYP 
6-31G*) structure of H2O and C60. The directions of water’s dipole moment, the approximate 
diameter of the molecules and the DFT-calculated 0.001 bohr Å
-3
 isodensity surfaces colour 
mapped to show regions of positive and negative potential are also shown. The greater polarity of 
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water than C60 is indicated by the blue and red colouring of H2O and entirely green colouring of 
C60. H2O has a permanent dipole moment of 1.854 D.
262
  Despite the absence of dipole interactions 
nonpolar hydrophobic molecules do form van der Waals dispersion interactions with water. This is 
demonstrated by the different interfacial tensions of the water-air (72.8 mJ m
2
), alkane-air (15-30 
mJ m
2
), and water-alkane (40-50 mJ m
2
) interfaces. The most hydrophobic surface is the vapour 
interface with little or no interaction. The difference between the tension of the water-alkane and 
air-water interfaces (20 – 30 mJ m2) indicates the extent of the van der Waals interaction between 
the hydrocarbon and water. Although similar surface tension information is not available for solids 
such as C60 (water surface contact angle of a porous film is 60
247
) C60 may be expected to have a 
slightly greater interaction with water than alkanes because of its delocalised -electrons.263   
 
Figure 5.1 DFT calculated (B3LYP 6-31G*) structure of H2O and C60 molecules with 0.001 bohr 
cm–3 isodensity surfaces, colour mapped to show electrostatic potential. The direction of the dipole 
moment of H2O is indicated by the blue arrow.   
 
 
   On the basis of their different polarity it would seem intuitive to presume that separation of 
hydrophobic molecules from aqueous solutions would be solely due to a tendency to maximise 
favourable hydrogen bonding H2O–H2O interactions and minimise less favourable H2O–C60 
interactions. However, the situation is more complex. The orientational flexibility of the hydrogen 
bonding network allows it to form tetrahedral coordinated structures around hydrophobic 
molecules. This is most clearly indicated by the H2O cage structures present in clathrate 
hydrates.
264
 Frank and Evans were the first to suggest that similarly ordered hydration shells, they 
described as ‘icebergs’, may also form around hydrophobic molecules in the aqueous liquid.3 The 
main evidence supporting the structural ordering of the hydrophobic hydration shells in the liquid 
are large positive solvation entropies and negative solvation enthalpies.
1,265-266
 For water n-butane 
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at 25 C Israelachvili quotes a ΔHmix of -4.3 kJ mol
–1
 and ΔSmix +28.7 kJ mol
–1
. The higher entropy 
of the solution than the separated components reflects the reduced number of ways the water 
molecules may be positioned/orientated to contain the hydrophobic molecules and the decreased 
enthalpy reflects the greater hydrogen bonding between water molecules in the ordered hydration 
structures. However, this theory of hydrophobic hydration is not universally accepted.
1
 Galamba 
has recently reviewed the literature,
267
 pointing out that ‘iceberg’ hydration structures are not 
always reproduced by computer simulation,
1,266,268
 and that other theories not requiring an ‘iceberg 
like’ ordered hydration shell may also be able to account for the positive entropy of 
solvation.
4,29,266,269-277
 Unfortunately, there is no consensus about the extent of structural ordering 
which would be required to reproduce the calorimetric data. The main question remains whether 
hydrophobic hydration involves changes in the oxygen-oxygen distances, more subtle orientational 
ordering
29,269
 or even if the mechanism may solely involve changes in the cooperativity
4
 
5
 or  H2O 
dynamics.
278-279
 
 Nonetheless, attractive forces between hydrophobic surfaces separated by water and up to 
100 nm apart are commonly observed with surface force apparatus,
280
 and hydrophobes seem to 
aggregate at an unexpectedly rapid rate.
12
 The relationship between these hydrophobic effects and 
hydrophobic hydration was first proposed by Kauzmann.
281
  He suggested that a force develops 
because the entropically disfavoured hydration zones support two or more hydrophobic molecules 
without a proportional energetic penalty, making overlap of hydration shells favourable. In general, 
this would be supported by increases in the attractive force between hydrophobic surfaces found to 
occur with increases in temperature,
12
 but a structural or dynamic perturbation over large enough 
distances to account for the attractive force seems very unlikely in a dynamic liquid.
266
 
Furthermore, experimental studies do not find significant structural or dynamic perturbations over 
extended distance ranges. Structural investigations have been carried out by X-ray absorption 
spectroscopy
282
 neutron diffraction,
283-290
 and dynamic investigations have primarily employed 
dielectric relaxation,
291-292
 nuclear magnetic resonance (NMR)
293-296
 and quasielastic neutron 
scattering techniques.
297
 However, the systems examined in these studies may not be ideal for 
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identifying a subtle hydrophobic perturbation. Due to the low solubility of hydrophobic molecules, 
these studies of the equilibrium state were restricted to solutions of amphiphilic molecules or small 
gas molecules under pressure. The water perturbation in these systems would be expected to be 
much less than for an ambient pressure hydrophobe/water system which is very unstable and in the 
act of precipitating. 
 It has also been argued that structural or dynamic perturbations may be difficult to observe 
using techniques with low spatial or temporal resolution. In other words, the physical signature of 
the mixing thermodynamics may not be observable unless techniques are able to selectively probe 
the hydration shell and examine the different independent structural states occurring rather than the 
average. Techniques with improved spatial or temporal resolution used to study hydrophobic 
effects include Sum Frequency Generation (SFG) spectroscopy,
298
 polarization-resolved mid-
infrared pump-probe IR,
299-300
  2D IR,
279
 and NMR 
1
H spin-echo.
301
 These studies report that 
molecules in the immediate hydration shell of hydrophobic molecules display much slower 
dynamics and weaker net hydrogen bonding interactions. This disconnection between molecules in 
the immediate hydration shell and those further from the hydrophobe may then imply that the 
physical signature of the hydrophobic effects and the origin of the positive entropy of solvation 
may be associated with reduced molecule correlations resulting from the excluded volumes filled 
by the hydrophobic molecules and their immediate hydration shell. In other words, the pathways 
for concerted molecular reorientations may be frustrated by the excluded volumes, significantly 
affecting how the remaining network rearranges over extended length scales. 
 However, water structure in solutions of purely hydrophobic molecules may not yet have 
been adequately measured with amphiphilic molecules
288
 or gases under pressure
283
 not providing a 
sufficiently large perturbation for the structural signature to be observable. It may also be important 
that spectroscopic data, such as that obtained from SFG, can tell us little about bond orientational 
ordering. The ‘trapped solutions’ approach taken here circumvents sensitivity issues related to C60 
being only sparingly soluble because the dispersed mixtures prepared have much higher 
concentrations than available in saturated room temperature solutions. Figure 5.2 shows the 
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average intermolecular separation between the centres of C60 molecules in a saturated solution and 
in our ‘trapped solutions’ compared with the distance range over which attractive forces between 
hydrophobic surfaces have been reliably measured (20 nm).
280
 The average separation between the 
C60 molecules can be approximated using the Wigner-Seitz radius, rs = 
3(3/4n) where n is the 
density of C60 in ASW with total density assumed to be unchanged from that of pure ASW (0.938 g 
cm
–3
).
185
 The average C60-C60 separation calculated between the outer surface of the C60 molecules 
is assumed to be 10.34 Å less than twice the Wigner-Seitz radius. The smaller average C60-C60 
separation in our ‘trapped solutions’ than the distance over which hydrophobic effects operate 
suggests that perturbations to the water structure, if they exist, should permeate the entire structure 
of even the most dilute of our ‘trapped solutions’. In this Chapter, the results of X-ray diffraction, 
small angle neutron diffraction (SANS) and transmission FT-IR studies carried out to search for the 
structural perturbation in these trapped solutions are presented. 
 
 
Figure 5.2 Comparison of the average separation between the centres of C60 molecules in a 
saturated room temperature solution and in the ASW/C60 
‘
trapped solutions’ studied here with the 
distance limit of hydrophobic effects reported by Meyer et al.
280
 
 
 
 In the second part of this chapter, the optical absorbance and photoluminescence of the 
ASW/C60 ‘trapped solutions’ have been used to examine the temperature dependence of C60 
diffusion in the ASW matrix and changes in the structure and dynamics of the hydration shell. The 
optical absorbance spectroscopy of C60 solutions has been studied in some detail, 
248,260-261,302-305
 and 
is fairly well understood.
302
  Figure 5.3(a) shows the DFT calculated (B3LYP 6-31G*) optical 
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absorbance spectrum of isolated C60 indicating the approximate position of C60’s ‘dipole allowed’ 
* transitions. These predictions reproduce experimental data for C60 dispersed in organic 
solvents which show maxima at 210, 256 and 328 nm.303 Also indicated in Figure 5.3(a) is the 
approximate spectral range corresponding to transitions between the electronic ground state (Ag 
symmetry, electronic configuration of hu
10
, singlet spin state, S0) and the dipole forbidden,
304
 
excited spin singlet (S1) states. These ‘dipole forbidden’ transitions, not predicted by DFT, are, 
however, observed weakly in optical absorbance spectra of C60. The position of the absorption edge 
(0-0 transition or band gap) has been reported between 622 nm and 645 nm for C60 dispersed in 
different solvents. 
306
 
307
 The dipole forbidden transitions are understood to be weakly allowed due 
to the symmetry breaking influence of Herzberg-Teller coupling on the transition dipole 
moment.
302
 Interestingly, the intensity of absorptions in the spectral region between 300 and 600 
nm depend upon the solvent and the aggregation state of C60.
248,261,308
 C60 dissolved in ‘good’ 
solvents such as toluene or benzene has a pink-purple colour but in ‘poor’ solvents the activity of 
the absorptions increases and the solution turns brown. Although the mechanisms by which the 
absorptions become activated is unknown, the similar absorptions of C60
3–
,
308
 the negative surface 
charge and the unexpected colloidal stability of C60 aggregates in water,
309
 point towards a very 
different surface chemistry for aggregated and dispersed C60.
182,248,310-311
 
 The energy level diagram shown in Figure 5.3(b) provides a framework for discussing 
C60’s photoluminescence. Near absorption edge excitation, such as that achieved with the He-Ne 
laser used in this work, is indicated by the red vertical arrow. Subsequent thermal relaxations are 
indicated by the green arrows. These non-radiative processes occur much more rapidly than 
radiative emissions causing C60 emission spectra produced using different excitation energies, to be 
very similar.
306
 The excited spin singlet (S1) to excited spin triplet (T1) state transitions (intersystem 
crossings) are shown by the orange, nearly horizontal arrow. Dresselhaus states that for C60 the 
intersystem crossing to the T1 state withs lifetime is nearly 100 % efficient.
302
 Radiative 
emissions from S1 (fluorescence) and from T1 (phosphorescence) are indicated by purple and blue 
arrows, respectively. For both fluorescence and phosphorescence there are several emissions with 
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different energies which correspond to relaxations into different vibrational excited states of the 
electronic ground state.
304,307
 The different energy associated with relaxations into IR and Raman 
active fundamental, overtone and combination vibrational modes typically gives the emission 
spectra many bands which are referred to as ‘vibronic progressions’. Due to the efficiency of the 
intersystem crossing and the high population of the T1 state, C60’s photoluminescence is mostly 
phosphorescence.  
 
 
Figure 5.3 (a) DFT calculated (B3LYP 6-31G*) optical absorbance spectrum of isolated C60 and (b) 
a schematic diagram of C60’s photoluminescence transitions. 
 
 
 Several groups have attempted to assign the emission spectra of isolated C60.
304,306,312-316
 
302,304,306-307,316
 The assignments are difficult because of uncertainty in assigning the 0-0 transition 
which is particularly weak and the overlap of the individual vibronic peaks. Assignments are given 
by Wang et al.
307
 but deviations from the measured Raman and IR frequencies are significant. 
More generally the profile may be viewed as comprising of two broad bands whereby the higher 
energy band corresponds to relaxations into states characterised by C60’s fundamental vibrational 
modes and the lower energy band correspond to relaxations into overtone or combinational 
vibrational states.  The suitability of C60 photoluminescence as a probe of local environment stems 
from the relationship between the intensity of the different transitions to the electric field 
environment and the potential for specific solvent interactions to cause non-radiative relaxation of 
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the T1 state, quenching its photoluminescence. In this chapter the changes in C60’s optical 
absorbance and photoluminescence upon thermal annealing and with changes in temperature are 
discussed in relation to potential changes in the electric field environment and quenching 
mechanisms. This has allowed hypotheses about structure and dynamics of H2O in the immediate 
hydration shell of C60 to be formed. 
 
 
ASW/C60 ‘trapped solutions’ for X-ray diffraction (XRD) were deposited onto single crystal Si 
‘zero background’ substrates (cut in 511) then transferred into the X-ray cryostat at 90 K. The 
samples were prepared using a H2O dose rate of 0.4 g h
-1 
and a deposition time of 2.5 h. Figure 5.4 
shows XRD patterns for ‘trapped solutions’ with C60 mole fractions (XC60) of  0.0006, 0.0014 and 
0.0028. These concentrations correspond to average C60-C60 distances of 4.0, 2.6 and 1.9 nm. Peaks 
at 43.2 and 50.2  2 correspond to the copper metal of the X-ray cryostat body and the feature at 
24.4  corresponds to a small (0.3 weight %) amount of a crystalline ice Ih impurity which formed 
on the surface of the deposit during its transfer from liquid nitrogen into the cold cryostat. 
 Overall, the XRD patterns of the ‘trapped solutions’ with broad peak maxima at 2 angles 
of 24 and 43 look similar to those previously reported for ASW. 59,143,156 There is, however, a 
subtle difference in the shape of the first peak for samples with different C60 concentrations. With 
increases in XC60 the intensity between 28 and 33 increases and the intensity between 23 and 26 
decreases. However, it is difficult to comment on the extent to which this reflects changes in ASW 
structure as the change could be solely due to the presence of C60 and its intramolecular C-C 
correlations.  The films were also heated in the cryostat to search for further structural differences 
upon thermal annealing and changes upon crystallisation. Data for C60 = 0.0028 is shown in 
Figure 3.11 but the entire data set is not given. The much shorter scans recorded during heating did 
not show any significant differences with changes in C60. At temperatures above 200 K the H2O 
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rapidly evaporated from the ‘trapped solutions’ leaving a deposit of C60 behind. The black line in 
Figure 5.4 shows the corresponding diffraction pattern for the post evaporation C60 film prepared 
from the ‘trapped solution’ with C60 = 0.0028. The reflections of the C60 material correspond 
closely to those of crystalline C60 (space group Pa  ̅ ),
317
 and are similar shape to those of 
nanocrystaline C60 formed at high pressures.
181,318
 A Debye-Scherer analysis indicated that the 
nanocrystaline material formed here had a particle size of 12 nm.  
 
 
Figure 5.4 X-ray diffraction patterns of ASW/C60 ‘trapped solutions’ with C60 mole fractions of 
0.0006, 0.0014 and 0.0028. Also indicated (offset vertically) is the diffraction pattern for the 
nanocrystalline C60 formed by evaporating the H2O at 200 K. * a small amount (0.3 %) of crystalline 
ice impurity introduced during the transfer into the cryostat. ** reflections from the copper surfaces 
inside the cryostat. 
 
 
 
The influence of C60 on the ASW structure was also examined in a series of neutron scattering 
measurements carried out on the Small Angle Neutron Diffractometer for Liquids and Amorphous 
Solids (SANDALS) at the ISIS spallation source (Didcot, UK). For these measurements, ASW and 
ASW/C60 ‘trapped solution’ films with large thicknesses (2 g total H2O chamber dose) were 
deposited onto the deposition plate using a deposition rate of 0.4 g h
–1
. Before their recovery, these 
materials were thermally annealed by allowing the temperature of the deposition plate to increase 
to 105 K at 2 K min–1 and then immediately cooling it back to 77 K. This was carried out in order 
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to reduce the material’s porosity and relax its intermolecular structure. For a deposition stage 
temperature of 105 K the surface of these thick deposits is estimated to be 115 K. The material 
was recovered into liquid nitrogen, stored for around 30 days and then loaded into the neutron 
diffraction sample containers (volume of 2.88 mL). In total nine different samples with different 
C60 concentrations and H/D isotopic ratios were measured. A discussion of isotopic substitution 
difference techniques for neutron diffraction is given in section 1.1.5. Three different C60 
concentrations were investigated: XC60 = 0 (pure ASW), XC60 = 0.0065 and XC60 = 0.003. These 
correspond to average C60-C60 distances of 3.5 and 1.8 nm, respectively. For each C60 
concentration, three samples were produced with an ASW matrix comprised of either H2O, D2O, or 
a 1:1 mixture of these, H2O:D2O. This combination was intended to enable the scattering data to be 
separated into partial structure factors [S(Q)C-C, S(Q)C-O, S(Q)C-H, S(Q)O-O, S(Q)O-H and S(Q)H-H] and 
corresponding partial radial distribution functions, g(r)s, using the empirical potential structural 
refinement (EPSR) software.
154
 Unfortunately, however, small amounts of crystalline ice were 
observed in several of the samples, preventing the analysis which requires that samples with 
different isotopic ratios have an identical structure. The contamination was later discovered to have 
resulted from a nitrogen leak in the deposition apparatus which caused additional readsorption and 
heating. A description of the EPSR technique used to separate partial structure factors from total 
structure factors (also used in later chapters on chloroform and the chloroform-acetone azeotrope) 
and the relationship between structure factors and radial distribution functions is given in Chapter 
1.  
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Figure 5.5 (a) DCS data for H2O ASW and H2O ASW/C60 ‘trapped solutions’ with XC60 0.007 and 
0.0025 corrected for attenuation, multiple scattering and inelastic pertubations. (b) the G(r) 
obtained by Fourier transform of the F(Q) data and normalised by negative intensity at 0.95 Å. The 
negative feature due to intramolecular O–H distance correlations is indicated by the dashed line 
and enlargement of the G(r) at distances between 5 and 15 Å are provided. (c) a comparison of the 
difference between the normalised G(r) shown in (b) and the EPSR predicted intramolecular C60 
gC-C(r). 
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In Appendix 7 the weightings of the individual atom pairs to the scattering data of all nine 
samples are provided. Also shown are merged differential scattering cross sections (DCS) showing 
the variation in scattered intensity with the wavevector transfer, Q. Two different correction 
procedures were applied to the merged DCS data using the GudrunN software. In the first, the data 
were corrected for attenuation and multiple scattering using considerations of the cryostat 
geometry. For these data, given in Appendix 8, the variation in intensity with scattering angle, I(), 
and neutron wavelength, I(), contain perturbations due to inelastic collisions. The data are 
therefore presented as I(Qe) reflecting that Q has been calculated by assuming elastic collisions. 
The extent of the inelastic perturbations is significantly larger for hydrogen than for deuterium, 
oxygen or carbon. In the second series of merged DCS presented in Appendix 9, the perturbation to 
the data caused by inelastic neutron collisions has been estimated and subtracted using the ‘iterate 
gudrun’ subroutine in the GudrunN software. This uses a minimum intermolecular separation 
constraint (0.75 Å) and the differences between the I(Q) and I() data to estimate the perturbation. 
The estimate is then refined in an iterative process. After the inelastic correction has been applied 
the merged DCS correspond to elastic scattering and the axis is labelled I(Q). 
 Figure 5.5(a) shows the merged and corrected DCS data for the three protiated samples, 
which were free of ice contamination. The greater overall scattering of pure ASW than the ‘trapped 
solutions’, indicated by the greater DCS at high Q, is due to the greater bound scattering cross 
section of hydrogen (82.02 barn) than carbon (5.551 barn). The corresponding distance correlations 
obtained from the DCS data by sine Fourier transform are shown in Figure 5.5(b). These total 
radial distribution functions, G(r)s, were obtained by: (1) subtracting the average scattered intensity 
from the merged DCS data to give the interference function, F(Q), (2) sine Fourier transform (FT), 
(3) Lorch smoothing to remove termination ripples introduced by FT artefacts and (4) 
normalisation to the negative intensity at 0.95 Å. The G(r) of multicomponent systems, such as 
these mixtures of C, O, and H atoms is related to the g(r)’s for the individual atom pairs by their 
fractional occurrence and combined scattering length. Due to the negative scattering length of H 
and positive scattering length of C and O, negative features in the G(r) correspond to H-O and H-C 
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atom pairs and positive features correspond to H-H, O-O, C-O and C-C. The undulating profile of 
the G(r)s for pure ASW giving maxima at 2.0, 5.4, 7.1 Å
 -1
 and minima at 4.0, 6.6 and 7.8 Å
 -1
 and 
the extent of the oscillations at greater distances correspond well with those previously reported for 
ASW.
154
 The pronounced oscillation of the G(r), indicating structural correlations over several 
molecular shells, is typical for materials with well-defined local order. The neutron diffraction 
analysis of Bowron et al. 
154
 indicated that ASW has a predominantly tetrahedral next neighbour 
environment. 
 To examine the structural differences between ASW and the trapped solutions the G(r)s 
have been normalised by the minimum intensity at 0.95 Å (O-H intramolecular bond). This 
normalisation counteracts decreases in the weighting toward H-H, O-H, O-O atom pairs with 
increases in C60 concentration which occurs due to their lower fractional occurrence. The 
differences between the normalised G(r) shown in Figure 5.5(c) thus reflect only the perturbation 
to ASW’s structure (fully subtracted if zero perturbation) and the combined profile of the 
individually weighted C-C, C-O and C-H g(r)s. Also shown in (c) is the EPSR simulated 
intramolecular g(r)C-C for the C60 molecule produced using the C60 structure given  by 
Dresselhaus.
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 Interestingly, the profile of the predicted intramolecular gC-C(r) is very similar to the 
measured differences between the normalised G(r) data for ASW and the ‘trapped solutions’. This 
suggests that the differences shown in Figure 5.5(c) have a large contribution from the 
intermolecular C–C distance correlations of C60 itself. The remaining features may well correspond 
to distance correlations between C60 and water in its immediate hydration shell or perturbations to 
the ASW structure. However these effects are small and cannot be determined from these data due 
to the low concentration of C60, overlapping nature of the g(r)s and influence of Lorch smoothing. 
The absence of a significant perturbation to ASW’s extended structure may indicate that long range 
hydrophobic effects involve subtle orientational ordering not observable in diffraction data or arise 
due to changes in the dynamics of the ergodic liquid with a structural signal thus not present in 
ASW. 
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 The total scattered intensity in neutron diffraction experiments is dependent upon the 
sample’s composition, its density and how effectively it is packed into the container used for the 
measurements. For liquids, a packing fraction of 1 is possible but for powders the space between 
particles gives packing fractions < 1. For solids with known density and composition the packing 
fraction can be calculated from the measured DCS. Assuming the density to be unchanged from 
ASW (0.938 g cm
–3
)
185
 the packing fractions obtained for these nine samples were between 0.24 
and 0.45 with an average packing fraction of 0.36. Alternatively, for porous ASW, it may be more 
intuitive to assume that a particular packing fraction had been achieved and calculate the effective 
density of the materials. For a packing fraction of 0.8 this calculation gives an average effective 
density of 0.4 g cm–3 and suggests that the materials measured were highly porous. Interestingly, 
the high porosity is also indicated by the increase in scattered intensity at Q < 0.3 Å present in the 
merged DCS data for all nine samples. The intensity at low-Q is caused by the large changes in 
scattering length density at the pore boundaries (greatest for D2O) and correlations across the pore 
volume.
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 This low-Q intensity indicates that thermal annealing to 115 K during sample 
preparation was insufficient to fully structurally relax the ASW. 
 To further investigate the temperature dependence of sintering and pore collapse in these 
materials, scattering data of the D2O ‘trapped solution’ with XC60 of 0.0034 was monitored as the 
cryostat was heated from 80 to 180 K at 0.4 K min
–1
. The merged DCS collected at 10 minute 
intervals is shown as overlapping diffraction patterns in Figure 5.6(a) and as contour plots with 
different scales in (b) and (c). In (a), Q is shown on a log10 scale to highlight the changes which 
occurred at Q < 0.3 Å. In (b) and (c) the intensity is shown on a log10 scale to highlight the small 
change in the diffraction occurring prior to crystallisation. Two pronounced changes can be 
observed in the merged DCS data with increases in temperature. At 115 K the intensity at Q < 0.3 
Å begins to decrease and the intensity of the first peak at 1.65 Å
–1
 begins to increase. At 160 K, 
the low-Q intensity stops changing and Bragg reflections, associated with the crystalline structure 
of ice I, emerge at 1.65 2.75, 3.40 and 4.35 Å
–
 
1
. The decreases in low-Q intensity, associated with 
increases in the homogeneity of scattering length density, indicate that the pores within the ASW 
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matrix began to collapse at 115 K but were not completely eliminated until 160 K. It is 
interesting that the first peak at 1.65 Å
–1
 increases in intensity over the same temperature range. 
This may be due to increases in medium-range correlations as the effective density increased due to 
compaction. Alternatively, it may be due to the ordering influence of ASW’s structural relaxations 
prior to crystallisation. 
  
 
Figure 5.6 (a) neutron diffraction DCS of D2O ASW/C60 ‘trapped solution’ with XC60 = 0.0034 
accumulated over 10 minute intervals as the cryostat was heated from 80 to 180 K at 0.4 K min
–1
, 
80 K and 180 K data are offset vertically. Contour plots showing the temperature variation in DCS 
on log DCS scales (b) between 0.3 and 3.6 b sr
–1 
atom
–1
 and (c) between 0.3 and 1.8 b sr
–1 
atom
–1 
  
135:  
 
 
 The temperature at which the low-Q intensity began to drop (115 K) coincides with the 
temperature to which the material was thermally annealed prior to the measurement. This may 
suggest that the rate of sintering is highly dependent on the temperature and that the porosity had 
already been significantly reduced by sintering during the sample preparation thermal annealing. 
Perhaps a certain temperature is required to close a pore of a given size with smaller pores 
requiring higher temperatures. This would be consistent with theoretical consideration of the 
correlation length and dynamic heterogeneity discussed in Chapter 4. The observation that 
crystallisation occurs immediately after sintering has finished is also in agreement with a model of 
ASW whereby the structure and dynamics are closely related.  As smaller and smaller pores (very 
small pores are essentially structural defects) are closed with increasing temperature it would stand 
to reason that the bulk relaxation required for crystallisation would occur when the critical pore 
size reached zero. Overall, the sintering behaviour of the ASW matrix observed here is in stark 
contrast to what would be expected if ASW were to behave like a liquid, as has been postulated to 
be the case at temperatures above 136 K.
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 Significant low-Q intensity at temperatures > 150 K 
clearly indicates that the ASW/C60 material measured here is unrelaxed until its crystallisation. 
 
 
In this section, the influence of C60 on the IR absorbance spectra of ASW is discussed. As for the 
FT-IR data of ASW presented in section 4.2.1 the ASW/C60 ‘trapped solutions’ investigated here 
were prepared with deuterium as an isotopic impurity (91.0 mol% H2O + 9.0 mol% HDO) and 
deposited as thin films onto MgF2 substrates. The isotopic substitution allowed features due to 
decoupled μ(O–D) modes to be observed. Figure 5.7 shows FT-IR absorbance spectra of the μ(O–
D) mode for ASW (green lines) and for ‘trapped solutions’ with XC60 = 0.0040 (red line) and XC60 = 
0.0208 (blue line). These correspond to average C60–C60 outer shell distances of 1.60 and 0.75 nm, 
respectively. The more concentrated ‘trapped solution’ was a brown colour indicating a significant 
amount of aggregated C60 was present. The spectra have been normalised to the maximum intensity 
and the two curves presented for each C60 composition correspond to repeat measurements of 
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different ASW/C60 coated MgF2 substrates. The spectra presented in Figure 5.7 (a) were recorded 
immediately after transfer of the substrates into the cryostat, (b) shows spectra recorded at 78 K 
after the films had been thermally annealed at 145 K  (heating/cooling rate of 5 K min–1) and (c) 
shows 78 K spectra after thermal annealing at 190 K, which is above ASW’s Tcrystallisation. 
 
 
Figure 5.7 Transmission FT-IR spectra of the μ(O–D) absorption for ASW (green lines)  and 
ASW/C60 ‘trapped solutions’ with XC60 = 0.0040 (red line) and XC60 = 0.0208 (blue line). Spectra of 
(a) ‘as-prepared’ material recorded immediately after their transfer into the cryostat (b) annealed to 
145 K and (c) 190 K.  
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 Interestingly, the spectra of the ASW/C60 trapped solutions are significantly different from 
those of ASW in (a), (b) and (c). In each the μ(O–D) absorption for ASW containing C60 is wider 
with a greater intensity on the high wavenumber side of the peak. This suggests that on average the 
hydrogen bonding interaction was weaker in the ASW containing C60 than in pure ASW. This is 
consistent with the SFG results of the water-alkane interface,
298
 and neutron spectroscopy of 
methane hydrates under pressure.
283
 Furthermore, the similar peak shape on the low wavenumber 
side of the absorption suggest that the spectral difference upon introducing C60 giving increases in 
intensity 2500 cm–1  is due to a small proportion of the HOD  molecules in the ASW matrix 
forming weaker hydrogen bonds rather than a perturbation to the entire ASW structure. The extra 
absorptions between 2450 and 2550 cm
–1 
almost certainly correspond to HOD molecules in the 
immediate hydration shell of the C60. Interestingly, the differences between the spectra for different 
C60 concentrations become more pronounced upon thermal annealing. This appears to be 
predominantly caused by a shift of the main absorption peak to lower wavenumber due to the 
structural relaxation of the ASW matrix. The position of the higher wavenumber C60 hydration-
related absorptions does not appear to change much upon thermal annealing. The position of the 
hydration-shell-related absorptions are similar to those in liquid water at room temperature (c.f 
Figure 4.2) which may indicate that the average coordination number required to contain the 
hydrophobe in the hydration shell was similar to that found in liquid water (3.6). It is particularly 
interesting that even after annealing at 190 K and crystallisation of the ASW matrix to ice I the 
high wavenumber absorption are still present. This indicates that H2O in the immediate hydration 
shell of the C60 did not form into consistent ice I crystals at 190 K. It may be that C60 retained an 
amorphous hydration layer or that the matrix about the C60 was comprised of very small crystallites 
with significant numbers of structural defects.    
 These results support a model of hydrophobic hydration whereby the water molecules in 
the first shell are somewhat disconnected from the remainder of the cooperative hydrogen bonding 
network. This theory is able to reproduce calorimetric data,
4
 and is in good agreement with the 
many studies reporting structural and dynamics perturbations of the first hydration shell. Of 
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particular importance to this study, a disconnection between molecules in the shell and in the bulk 
may cause their structure/dynamics to have very different temperature dependence. This has been 
demonstrated experimentally by NMR relaxation measurements of supercooled solutions of 
amphiphilic molecules
5,320
 which showed that the slower dynamics in the hydration shell of 
hydrophobic molecules at room temperature is reversed upon supercooling. This effect postulated 
to be caused by the insensitivity of the disconnected hydration shell to the slowing down of the 
bulk dynamics which occurs with decreasing temperature as the correlation length increases.
320
  
This would be in agreement with the sintering behaviour of ASW whereby interfacial H2O at the 
surface of hydrophobic pores are more mobile at a given temperature than H2O in the ASW bulk. 
The dynamics of the water molecules in the C60 hydration shells is explored further in the following 
section. 
 
 
To investigate the optical properties of the ASW/C60 ‘trapped solutions’, thin films with a XC60 = 
0.0010 or 0.0029 were again deposited onto MgF2 substrates at a H2O dose rate of 0.4 g h
-1 
for 1 h. 
These C60 concentrations correspond to average C60-C60 separations of 3.0 and 1.9 nm, respectively. 
Two substrates were recovered from each deposition experiment. The first was used to perform 
optical absorbance measurements and the second to record their photoluminescence spectra. 
Optical absorbance was measured in transmission using a standard UV-VIS-NIR spectrometer and 
photoluminescence was recorded using a Raman microscope equipped with a He-Ne laser. The He-
Ne laser provided a ‘near absorption edge’ excitation energy of 632.8 nm. No photoluminescence 
was observed when the excitation wavelength was changed to 735 nm. The corresponding 
absorbance and emission spectra for XC60 = 0.0010 are presented in Figure 5.8 and 5.9. A heating 
cycle was employed whereby the temperature of the cryostat was increased to sequentially higher 
temperatures for a 5 minute time period during spectral acquisition then reduced to 78 K in order to 
record a second spectrum (heating/cooling rate = 5 K min–1). Figure 5.8 (a) and Figure 5.9(a) 
show the spectra recorded at the annealing temperatures. Figure 5.8(b) and Figure 5.9(b) show 
139:  
 
 
those recorded after recooling the cryostat to 78 K. This temperature profile enabled the reversible 
effects of temperature to be separated from the structural relaxations which occurred during 
thermal annealing steps and become ‘frozen in’ upon cooling. Figure 5.8(c) and (d) show an 
enlargement of the near absorption edge (630-650 nm) spectral range containing features due to 
C60’s weak dipole forbidden predominantly S0–S1 excitations. The 632.8 nm excitation wavelength 
is indicated by the green line.  
 The most pronounced change in the optical absorbance (Figure 5.8) of the ASW/C60 films 
occurred after being heated to 220 K. At these temperatures, H2O evaporates from the films, the C60 
aggregates and the colour of the films change from pink-purple to brown. The total loss of water 
from the films annealed to 220 K was confirmed by loss of a near infrared (NIR) absorption peak at 
1950 cm
–1
 (data not shown). The colour change upon aggregation is associated with the increases 
in absorption between 300 and 650 nm observed in the Figure 5.8 spectra. Increases in absorbance 
in this region of the spectrum were not observed at lower temperatures in either the XC60 = 0.0010 
or XC60 = 0.0029 films suggesting that C60 did not diffuse in the ASW or crystalline ice matrices. 
Interestingly, the position of the optical absorptions for the nanocrystalline C60 remaining on the 
substrate has a strong temperature dependence becoming much more intense at 700 nm at 220 K 
than at 78 K. Only small subtle changes can be observed in the spectra upon annealing at lower 
temperatures. There is a gradual and consistent increase in the width of the main absorption peaks 
centred at 326 and 256 nm with increasing temperature, and the peaks contributing to the features 
in the region of the absorption edge, indicated in Figure 5.8(c) and Figure 5.8(d), broaden slightly 
during crystallisation at annealing temperatures between 140 and 160 K. The subtle changes in 
shape of features in the region of the absorption edge reflect changes in the environment of C60 
molecules during crystallisation. The increased width of the features implies that the C60 molecules 
were situated in a more diverse range of electric field environments in the crystalline matrix than in 
ASW. Perhaps this indicates an incoherent nature of the crystallites at the grain boundaries which 
presumably form around the C60, molecules. This explanation would also be consistent with the 
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FT-IR measurements of section 5.2.4 which showed ‘high wavenumber’ OD related absorptions, 
even after annealing at temperatures as high as 190 K.  
 
 
Figure 5.8 Optical absorbance spectra of an ASW/C60 trapped solution with XC60 = 0.0010 recorded 
at the T temperatures indicated (a and c) and at 78 K after being annealed for 5 minutes at the TA 
temperatures indicated (b and d). The green line shows the wavelength of the He-Ne laser 
excitation used to record photoluminescence spectra. 
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Figure 5.9 Photoluminescence spectra of an ASW/C60 trapped solution with XC60 = 0.0010  
recorded at the T temperatures indicated (a) and at 78 K after being annealed for 5 minutes at the 
TA temperatures indicated (b). The maximum intensity (c) and position of maximum intensity (d) 
extracted from the T and TA spectra. 
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 The photoluminescene spectra shown in Figure 5.9 look similar to those of C60 dispersed in 
organic solvents.
306
 
302
 Many of the small features visible in the 78 K spectra correspond exactly to 
T1–S0 phosphorescent transitions described by Wang et al.
307
 Unlike the absorption spectra which 
showed only subtle changes with changes in temperature, T, or annealing temperature, TA, there are 
quite considerable changes in photoluminescence. This confirms that C60’s photoluminescence is 
sufficiently affected by changes in its local environment that it is well-suited to report on the nature 
of its hydration shell. As discussed in the introduction to this chapter, the influence of the chemical 
environment on the spectra depends upon the activity of non-radiative decay processes and the 
configuration coordinate cross over between excited and relaxed states, and may therefore be 
difficult to understand entirely for this system. However, confidence in the interpretation of the 
changes in the photoluminescence spectra may be improved by considering the trends which occur 
with increasing T and TA. Three temperature ranges with different spectral variation can be 
identified. At temperatures between 78 K and 130 K the T and TA spectra look similar and do not 
change much with increases in T or TA. At temperatures between 130 K and 140 K the spectra 
show different variations with T and TA. Whilst the spectra recorded at the annealing temperature, 
T, decrease in intensity those recorded at 78 K for different TA look similar to the spectra recorded 
for TA of 130 K with a sharp pronounced feature at 710 nm. For temperatures between 145 and 180 
K the spectra again look similar for T and TA. In this temperature range the intensity of the 
photoluminescence increases and the peaks get much broader. The T and TA variations in maximum 
intensity and position of maximum intensity are summarised in Figure 5.9(c) and Figure 5.9 (d). 
 The spectral dependence on T and TA outlined above suggests that the nature of the C60 
hydration shells changed at 130 and at 145 K. The changes at 145 K are most likely to be related 
to ASW’s crystallisation. The increasing width of the emissions corresponds well with the 
increasing width of the optical absorptions in the same temperature range and indicates that C60 in 
the crystalline ice matrix was in a diverse range of different environments. The changes in the 
nature of the hydration shell at 130 K are, however, not likely to be associated with crystallisation. 
As C60’s ‘near edge’ absorptions do not change over this temperature range (Figure 5.8c and Figure 
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5.8d), the changes in photoluminescence must reflect changes in the interaction between C60’s 
excited T1 state and its local environment. The decreasing intensity with increasing temperature 
between 130 and 140 K may indicate that quenching mechanisms became increasingly available in 
this temperature range. This might indicate that the hydration shell was much more mobile at 
temperatures above 130 K. Although this is speculative, quenching mechanisms are typically 
increased in dynamic systems which better allow specific interaction geometries required for non-
radiative relaxations. This hypothesis would also be supported by variations in the spectra recorded 
after the cryostat had been recooled to 78 K. The spectra recorded at 78 K after being annealed to 
temperatures of 130, 135 and 140 K are very similar with a single sharp feature at 710 nm. This 
indicates that the structure of the C60 hydration shell obtained upon cooling was identical (i.e. 
ergodicity at temperatures above 130 K) and the sharpening of the 710 nm feature is likely to be 
closely associated with the consistent and relaxed hydration structure formed.   
 The lower temperature required to mobilise water in the C60 hydration shells than in the 
bulk suggested by these data may be due to local heating effects concomitant with the quenching 
mechanisms, but would also be consistent with the connection between structural and dynamic 
heterogeneity already discussed whereby molecules in structurally unrelaxed environments, 
adjacent to hydrophobes or analogously small pores or at structural defects are more mobile than  
molecules in the bulk, which are structurally more relaxed. 
 
In this chapter the structure of ASW/C60 ‘trapped solutions’ has been investigated using a wide 
range of techniques. X-ray and neutron diffraction data indicates that C60 does not measurably 
perturb the structure of ASW over length scales consistent with the distance range of hydrophobic 
effects. Very high concentrations of C60 were required to observe a change in the shape of the ASW 
OD stretching related absorption by FT-IR. These data suggest that the structural signature of 
hydrophobic hydration in ASW is a weakening of the hydrogen bonding interaction in only the first 
hydration layer. Based on this new understanding that the extended matrix is unperturbed by the 
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hydrophobe, a neutron scattering experiment to probe the immediate hydration shell could be 
envisaged whereby the scattering length density of a hydrophobic molecule (X) is varied to enable 
complete subtraction of the interference scattering from the matrix and separation of the X-O and 
X-H partial radial distribution functions. The low availability of large hydrophobic species with 
different isotopic scattering length contrast is, however, a significant obstacle. 
 The absence of a perturbation to ASW’s extended structure found in this study may 
indicate that long range hydrophobic effects in liquid water may arise due to changes in the 
concerted nature of the dynamics which may allow local and perhaps intermediate structures to 
access specific relaxed states. This view is supported by measurements of C60 photoluminescence 
as a ‘trapped solution’ was thermally annealed, which suggest motion of water molecules in the C60 
hydration shells at temperatures between 130 and 140 K, lower than in the bulk. The extensive 
temperature range of the sintering process, revealed in this chapter may, in fact, be the clearest 
manifestation of this dynamic character with unrelaxed molecules either adjacent to hydrophobes 
(or analogously small pores) being more mobile than molecules in the bulk which are structurally 
more relaxed. This structurally derived dynamic heterogeneity could provide another explanation 
for the weak heat capacity increase observed for ASW at 136 K and postulated to be associated 
with the glass to liquid transition.
87
 Overall, a greater understanding of the potential energy 
landscape is needed to explain the link between these excluded volumes, changes in dynamic 
character, and forces such as the hydrophobic effects observed in liquid water. This would allow 
the distance range over which the rate of molecular motions and structure are interrelated to be 
described. Although studies of liquid structure and liquid dynamics are often considered separately, 
recent discoveries of mesoscale structural ordering,
321
 and theories indicating structural 
mechanisms for dynamic arrest at the glass transition,
200
 suggest that a more closely aligned 
perspective may be needed to answer some of the most challenging and important problems in 
liquids research.   
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This structural investigation of liquid chloroform (CHCl3) has primarily been carried out to better 
understand the nature of interactions in the chloroform-acetone azeotrope. However, chloroform’s 
structure is of significant independent interest. It is a widely used solvent due to its volatility and 
miscibility with polar and non-polar substances
322-324
 It is also a commonly used chemical reagent 
and an effective anaesthetic.
7,325-326
 In addition to its production for industrial purposes, chloroform 
vapour is present in the Earth’s atmosphere at low levels, due to its production in forests and by 
marine plants.
327
 Chloroform is also of fundamental interest because of its complex charge 
separation, whereby a region of positive electrostatic potential forms at the distal end of each 
chlorine atom, termed a “σ-hole” and a ring of negative charge forms around the circumference.328 
The interactions in the liquid which arise due to σ-hole formation, termed halogen bonding,328-330 
are thought to be fundamental to the stability of many proteins,
331
 the activity of some 
pharmaceuticals,
332
 and are being increasingly exploited for crystal-engineering applications.
333-335
 
Figure 6.1 shows the DFT-calculated (B3LYP 6-31G*) structure of chloroform and 0.001 electron 
bohr
–3 
isodensity surface, colour mapped to show regions of positive and negative electrostatic 
potential. The atom labels and axes directions defined here are those used throughout the chapter. 
The measured vapour phase dipole moment of chloroform is 1.04 D.
262
 Its direction is parallel to 
the z-axis as indicated by the blue arrow in Figure 6.1. Chloroform’s properties have been 
described by Lide.
336
 
 
 
Figure 6.1 DFT-calculated (B3LYP 6-31G*) structure of the chloroform molecule, colour mapped to 
show electrostatic potential on the 0.001 electron bohr
–3
 isodensity surface. 
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 The intermolecular structure of liquid chloroform has primarily been studied using 
computer simulation,
111,337-344
 diffraction,
345-349
 and spectroscopic methods.
350-351
  The diffraction 
and computer simulation studies mainly produced RDFs to describe the liquid structure, but 
ultimately found it difficult to characterise the 3D arrangements in the liquid using just radially 
averaged 2D functions. The diffraction studies by Pothoczki et al.,
348-349
 did attempt to go beyond a 
radially averaged analysis by examining a 3D structural model, but neglected the true symmetry of 
chloroform in their analysis, instead using an approach first used to investigate the perfectly 
tetrahedral CCl4.
352
 They also found evidence for very ordered molecular arrangements in the first 
shell, which seem unlikely. A recent simulation by Yin et al, also went further than 2D RDFs and 
compared the relative interaction energies of several different 3D dimer conformers.
343
 On the basis 
of electrostatic and dispersion forces they found dipole aligned pairs separated at a C–C distance of 
4.0 Å to be the most stable. The spectroscopic studies,
350-351
 carried out almost 60 years ago, 
postulated the self-association of chloroform in the liquid from changes in spectral band shape 
observed upon introducing chloroform into other solvent media. In many of the computer 
simulations studies of CHCl3, particular attention has been given to reproducing the partitioning of 
chloroform into lipid membranes with the aim of better understanding its anaesthetic properties.
325-
326,353
  
 In  this chapter, the measured neutron diffraction structure factors for CHCl3, CDCl3 and a 
1:1 mixture of these, C(H/D)Cl3, are presented along with a full structural analysis of a 3D model 
produced using EPSR and consistent with the scattering data. The structural details of the model 
are described using intermolecular radial distribution functions (RDFs), spatial density functions 
(SDFs) and orientational correlation functions (OCFs). From these, several favourable molecular 
arrangements inherent to the liquids structure have been identified. Furthermore, chloroform’s self-
association has been investigated by analysis of the relative abundance of the most favourable 
arrangements. Some of the main findings presented in the Chapter are also reported by Shephard et 
al.
354
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Neutron scattering structure factors for CHCl3, CDCl3 and C(H/D)Cl3 have provided a good 
confidence in the distribution of H–H pair distances in liquid chloroform. Weighting factors 
(bAbBcAcB) indicating the corresponding contribution to the scattering data from the different atom 
pairs for the mass measured composition of the liquids are given in Appendix 10. A further series 
of measurements adjusting the scattering length of chlorine would be expected to improve the 
accuracy of the model but the cost of preparing chlorine isotope enriched chloroform was 
prohibitive. Also shown in Appendix 10 are the average measured differential cross sections 
(DCSs), the total coherent, b2, and total, b2, cross sections. The scattering data over the entire Q-
range measured (0.1 – 50 Å-1) and the subtracted components, indicating the inelastic perturbations 
to the data are shown in Appendices 13–14. 
 The scattering data are presented over a reduced Q-range in Figure 6.2. In (a) the DCS has 
been corrected for attenuation and multiple scattering, in (b) the inelastic perturbations to the data 
have also been subtracted and (c) shows the FT of the corrected data after normalisation by b2. 
The data in (a) and (b) show an increase in average DCS with the hydrogen content of the liquid 
caused by the greater incoherent scattering length of H relative to D. The differences between (a) 
and (b), shown more clearly in Appendix 14, indicate the inelastic perturbations to the scattering 
data, which are most pronounced at low Q in the CHCl3 data. The inelasticity correction procedure 
also unexpectedly removed the negative slope present in all three of the uncorrected data sets. The 
similar profile of the subtracted component for all three liquids suggests that this element of the 
uncorrected data may be due to inelastic collisions with chlorine or carbon atoms. Bertagnoli et 
al.,
346
 observed a similar slope in their neutron scattering measurements of chloroform liquid. 
Alternatively, the slope may be due to the large neutron capture cross section of 
37
Cl and its impact 
upon the Gudrun data corrections, for which absorption cross sections are assumed to depend 
linearly on wavelength.
123
 In the work of Tao et al. on CCl4 a more complex function was used to 
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model the attenuation in their corrections which employed a different software package.
355
 The 
corrections carried out in this work using the Gudrun software are described in section 1.1.5.   
 
 
 
Figure 6.2 The measured scattering data for the chloroform liquids. (a), corrected for attenuation 
and multiple scattering, (b), also corrected for inelastic collisions and (c), the smoothed FT of the 
corrected scattering data normalised by b
2
. 
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Several different 3D structural models of liquid chloroform were produced by Monte Carlo 
simulation. For these, the bond lengths, angles, Lennard-Jones (LJ) distance and energy 
parameters, and the values of the monopole partial charges were taken from the parameterisation 
study of liquid chloroform carried out by Barlette et al.
111
 These are given in section 2.1.15 with 
details of the adjustable EPSR parameters and box size. The intramolecular distances were 
originally found from microwave experiments,
356
 and the partial charges were found from their fit 
to a DFT description of the electric field using CHELPG,
357
 This arrangement gives a slightly 
larger dipole moment (1.32 D) than reported for the vapour (1.04 D).
111,262
 The effectiveness of the 
CHELPG fitting procedure for reproducing the electric field around chloroform has been 
investigated by Torri et al..
358-359
 The LJ distances, , were from Jorgenson et al.360. The LJ energy 
values, , were found by Barlette et al. using iterative adjustments within their simulation to 
reproduce the liquids density and molar enthalpy of vapourisation.
111
 In this work, three models of 
liquid chloroform were produced; a model created using repulsive intermolecular potentials (term 1 
in Equation 1.2) to reduce molecular overlap and representing the most efficient packing of the 
molecules, termed the hard sphere (HS) model; a model created from the LJ parameters (term 2 in 
Equation 1.2) and partial charges (term 3 in Equation 1.2), termed the LJ+C model; and a model 
created with EPSR by introducing EPs to improve the fit between simulated and measured 
scattering data. Comparisons of these three structural models have been used to better understand 
the nature of the interactions influencing the structure of the liquid. 
 
In Figure 6.3, interference functions, F(Q), prepared from the corrected DCS by subtracting the 
average scattering level, are compared with interference functions simulated from the HS (blue), LJ 
(black), and EPSR (red) models. Large differences between simulation and experiment can be 
observed for the HS model, reflecting the influence of the electrostatic and more specific 
intermolecular interactions on the structure of liquid chloroform. For the LJ model, only small 
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differences can be observed in the Q-region between 1 and 4 Å
–1
. This indicates that the LJ 
parameters and monopole partial charges of the model are able to reproduce many structural 
aspects of the liquid. The differences are further reduced in the EPSR model reflecting the 
additional descriptive power of the EPs and the directing influence provided by the experimental 
diffraction data. However, slight differences in the shape of the second diffraction peak can still be 
observed upon close inspection. These differences may suggest a small systematic error in the 
measured F(Q) data or that the EPs are unable to entirely overcome errors in the force field 
introduced with the LJ parameters and monopole partial charges.  In EPSR, this may arise due to 
the underdetermined nature of the system or because the pairwise EPs may be unable to account for 
multibody correlations or the orientation-dependence of specific interactions.
9
 Nonetheless, the 
improved fit of the EPSR model relative to the LJ model (sum of absolute difference between the 
simulation and experiment are 4.14 and 3.13 b sr
–1
 atom
–1
, respectively) indicates that the EPSR 
model is a closer representation of the liquid structure than possible by parameterised Monte Carlo 
simulation.   
 
The first analysis carried out was to examine the range of geometries taken by molecules within the 
EPSR model. The separation of the F(Q) and G(r) of the EPSR model into intra- and 
intermolecular S(Q) and g(r) are given in Appendix 19. These plots show the overlap of intra- and 
intermolecular RDFs, the bond length distributions without the influence of Lorch smoothing, and 
structure factors without the influence of the atoms scattering lengths. Bond length statistics, 
calculated from the intramolecular RDFs are given in Table 6.1. The bond angles statistics were 
found directly from the distribution of angles between the atom pairs in the model. These values 
are similar to those calculated for chloroform from neutron diffraction data collected by Bertagnoli 
et al.
345
 and fall within the ranges expected for chloroform based upon analysis of the structures of 
chloroform-containing materials in the Cambridge Structural Database (CSD). 
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Figure 6.3 Comparison of the measured interference functions, F(Q), with simulated data for the 
HS, LJ+C and EPSR models. The traces have been offset vertically for clarity. 
 
 
Table 6.1 Average bond lengths and angles of chloroform molecules in the model structures. The 
numbers in parentheses give the standard deviations of all the distances/angles in the accumulated 
model structures. 
 
bond length / Å angles /  
C-H 1.088 (0.071)  Cl-C-Cl 111.02 (5.24) 
C-Cl 1.759 (0.062) Cl-C-H 107.96 (8.78) 
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The next stage in the structural analysis of the 3 models was to compare the intermolecular RDFs 
extracted from each. The RDFs of the HS (blue line), LJ+C (green line), and EPSR (red line) 
models are shown in Figure 6.4. Average coordination numbers of a central molecule in the EPSR 
model, calculated (Equation 1.4) from the RDFs over specified distance ranges are given in Table 
6.2. The ranges were chosen according to local minima in the RDFs. The data for CC atom pairs 
indicate that the closest approach between molecule centres (defined here as the C atom rather than 
the centre of mass) is 3.5 Å, and that the first molecular shell contains an average of 12.7 nearest 
neighbours and extends to 7.5 Å with a modal distance of 5.3 Å. These values are in good 
agreement with the minimum energy conformer analysis of Yin et al.
343
 The RDF oscillations at 
greater distances, with maxima at 10.0 and 14.6 Å, indicate some positional ordering in the 
subsequent two molecular shells, containing an average of 48 and 93 molecules, respectively.. 
Interpretation of the RDFs for the other atom pairs, further from the molecule’s centre are more 
difficult, as their profile is more sensitive to the relative orientation of molecules within the 
coordination shells. However, it is conspicuous that the first peak in the H–Cl RDF corresponds to 
an average HCl coordination number of 3.1 and that the low-r profile of HCl and ClCl RDFs 
indicate intermolecular distances which are much closer than would be expected to occur as a result 
of purely dispersive interactions.
110
 The sum of van der Waals radii for H–Cl and ClCl  are 2.95 
and 3.5 Å, respectively.
109
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Figure 6.4 Intermolecular radial distribution functions extracted from the HS, LJ+C and EPSR 
models. The traces have been offset vertically for clarity.  
 
 
 Table 6.2 Average coordination numbers extracted from the EPSR model. Values in 
parentheses indicate the distance ranges in Å and the coordination numbers given are for atoms 
listed 2nd about atoms listed 1st. 
 
CC (3–7.5) 12.7 (7.5–12.5) 47.6 (12.5–17) 92.7 
CH (2–5) 2.5 (5–8) 13.0 (8–13) 52.5 
CCl (2–6) 18.0 (6–8.5) 36.4 (8.5–12) 105.5 
HH (1.5–3.5) 0.3 (3.5–6) 5.5 (6–8.5) 12.7 
HCl (1.5–4) 3.1 (4–7) 26.7  
ClCl (2–4.5) 5.7 (4.5–7.2) 26.8  
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 Whilst the C–C RDFs of the EPSR, LJ+C and HS models have a similar profile, there are 
greater differences between the RDFs of the other atom pairs, which are most pronounced in the 
RDFs for HH, HCl and ClCl. The similarity of the C–C RDFs for the different models 
indicates that the overall shape of the first and second coordination shells is strongly influenced by 
the size and shape of the molecules. Similar observations have been made from the molecular 
centre RDFs of many molecular liquids. The greater differences for atom pairs further from the 
molecule’s centre reveal the influence of intermolecular interactions on the relative alignment of 
molecules in the different shells. The nature of the interactions can be understood by comparing the 
RDFs of the EPSR and HS models.  For example, the decreased intensity of the HH RDF at 
distances between 23.5 Å in the EPSR model relative to the HS model demonstrates the repulsion 
between positively charged H atoms which act upon the orientation of the molecules to reduce the 
unfavourable electrostatic interaction. 
 The RDFs of the EPSR model may be compared with those found in earlier studies of 
liquid chloroform. In many respects, the RDFs determined here are similar to those reported in the 
RMC
361
 study carried out by Pothoczki et al. 
348
 However, the HH, CH and HCl RDFs in the 
model produced by Pothoczki et al. contained sharp features at low r, indicating strong 
orientational ordering in the first shell. In the RDFs of the present study only broad features are 
observed at these positions, indicating more orientational disorder. This description is more 
consistent with models produced by computer simulation methods, which were reviewed for this 
purpose by Yin et al.
343
 To further test the reasons for the differences between the structural models 
produced by EPSR and by RMC modelling procedures, the neutron scattering data of the present 
study were also fitted using the RMC approach. The high-Q SANDALS data was difficult to fit 
using RMC as the atom moves (EPSR primarily makes molecule moves) were found to distort 
intramolecular distances. Thus, without the constraining influence of high Q data in the earlier 
study, which used window constraints to compensate for a Q-max of 8 Å
–1
, it is possible that these 
distortions may have gone unnoticed in the earlier study.  
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 The RDFs shown here are also similar to those produced in a Monte Carlo simulation by 
Torii in which additional atomic quadrupoles were used to describe the charge separations in 
chloroform.
358
 In this study, several different methods for describing the charge separation were 
tested and atomic quadrupoles positioned on the chlorine atoms were found to have a large impact 
on the shape of the RDFs. This reflects the relationship between the liquid structure and the 
molecular charge separation as the atomic quadrupoles enabled chloroform’s -hole to be 
reproduced more accurately. Interestingly, the differences in the RDFs produced by Torri et al. are 
very similar to the differences between the RDFs of the LJ+C and EPSR models shown here. This 
suggests that the primary role of the experimentally derived EPs in the present simulation is to 
improve the spatial description of the electric field around the chlorine atoms of the chloroform 
molecules.  
 Differences in the ClCl and HCl RDFs are particularly important to consider in this 
respect as they show the impact of the negative monopole partial charge values placed on the Cl 
atoms by the CHELPG fitting procedure. Specifically, the increased repulsion between chlorine 
atoms causes a shift in the first peak of the ClCl RDF to greater distances in the LJ+C model 
relative to the EPSR model, for which the effect has been corrected. Also, the increased attraction 
between chlorine and hydrogen atoms appears to have disrupted the first feature in the HC RDF 
of the EPSR model, which corresponds to an average chlorine coordination of 3.1 atoms. This 
implies that the EPs cause the H atoms to point into the recess between the three Cl atoms rather 
than towards a specific Cl atom. These observations suggest that for the accurate Monte Carlo 
simulation of molecules containing halogen atoms, atomic quadrupole parameters or additional EPs 
should be included.  
 
 
The origin of features in the RDFs and the spatial position of neighbouring molecules can be better 
understood by an examination of 3D spatial density functions, SDFs. As for the RDFs, these plots 
show the distribution function, g. But rather than showing its variation with distance, r, the 
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variation with spherical coordinates r, φ1 and θ1 are indicated. Thus, SDFs show the most likely 
positions of a second molecule relative to a reference molecule with a fixed orientation (defined 
here as: CH in line with z-axis, Cl atom placed in zx-plane). The axes definitions and origin of 
the spherical coordinates are shown schematically in Figure 2.1. As the exact variations in g are 
difficult to show in 3D, the distributions of spatial arrangements within the models are presented 
using fractional isosurface levels (FSL). These surfaces, which form lobes in 3D, indicate the 
smallest volume containing a specified fraction of atoms, and equate to an intrinsically scaled 
probability level. The shaded regions inside the lobes can be considered as the tips of the peaks in 
the intermolecular g(r)s, when plotted in 3D. In an effort to unambiguously show the structure 
within the first intermolecular shell, several FSLs of 0.1, 0.3, 0.5 and 0.8 have been used and the 
shell has been divided into 4 distance ranges with equal values for their integrated g(r). This 
extensive approach avoids problems associated with curtailing the data at chosen distances or FSL 
levels. The images of Figure 6.5 (a) show CC SDFs extracted from the EPSR model over distance 
ranges of 3–4.9, 4.9–5.5, 5.5–6.2 and 6.2–7.2 Å; (b) shows the same series of C–C SDFs but 
extracted from the HS model; The SDFs in (c), show data for CH atom pairs extracted from the 
EPSR model over distance ranges of 2.1–4.5, 4.5–5.4, 5.4–6.2 and 6.2–7.1 Å; and the SDFs in (d) 
show data for CCl atom pairs extracted from the EPSR model over distance ranges of 2.8–4.5, 
4.5–5.2, 5.2–6.2 and 6.2–7.2 Å. 
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Figure 6.5 3D SDFs for FSLs of 0.1, 0.3, 0.5 and 0.8 over distance ranges chosen to give equal 
integrated g(r). The SDFs shown in (a) are for CC distances within the EPSR model; (b) CC 
distances in the HS model; (c) CH distances in the EPSR model; and (d) CCl distances in the 
EPSR model. 
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 One of the most noticeable features in these plots is the similar shape of lobes in the CC 
SDFs for the EPSR and HS models. This observation extends into 3D an understanding of the 
impacts of packing constraints on the molecular arrangements within coordination shells, 
concluded from the position of peaks in the radially averaged RDFs. These 3D plots indicate that 
the molecule’s shape also appears to have a dominating influence on the spatial position of 
molecules in the first coordination shell. The shaded lobes in these C-C SDF plots also show a 
general trend of increasing volume with increasing FSL level and distance. Whilst the greater 
volume contained within the lobes at greater FSL levels reflects the shape of the distribution of 
probable positions, the increase in volume with distance reflects the tendency of the liquid to 
become more disordered, with a lower spatial homogeneity, towards the edge of the first molecular 
shell.  In addition to these general observations for C–C atom pairs, the position of the lobes in the 
0.1 FSL level plots for C–H and C–Cl, indicating their most likely positions about the reference, 
reveal the nature of several favourable molecular arrangements at different characteristic CC 
distances. These arrangements are discussed below.  
 The position of lobes in the 0.1 FSL CC SDF plot for the EPSR model (Figure 6.5a) over 
the 34.9 Å range indicates that the most closely approaching carbon atoms are positioned below (-
z), and above (+z) the reference molecule. The lobes at +z appear as three separate lobes positioned 
between the chlorine atoms of the reference molecule. The stabilisation of molecules in this 
arrangement is also reflected in the CC RDF which shows a subtle low-r shoulder on the first 
peak. The relative orientations of these closely approaching molecules can be better understood by 
considering the CH and CCl SDF plots over the shortest distance ranges of 2.8–4.5 Å and 2.1–
4.5 Å, respectively. The most likely position for chlorine atoms (above) and hydrogen atoms 
(below) indicate molecules stacked with a fairly parallel dipole alignment. This stacked 
arrangement gives rise to the low-r feature in HCl RDF and contributes to the first main peak in 
the HH RDF at 5 Å. The different position of lobes above and below the reference indicates that 
the most preferred arrangement has a relative dipole alignment slightly offset from parallel. This 
arrangement is shown as structure (a) in Figure 6.6.   
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Figure 6.6 Molecular arrangements extracted from the EPSR model. The crystalline phases of 
chloroform are described by Dziubek et al.
362
 
 
 
 A similar observation about the most favoured arrangement was also made in the RMC 
study of Pothoczki et al..
348
 Treating chloroform as tetrahedral, they argued that edge to face 
interactions are particularly likely at short CC distances. However, the analysis carried out in the 
present study shows that it is specifically this arrangement of the dipole which is favoured, rather 
than any of the several possible edge to face interactions available for a regular tetrahedron. At 
first, this finding also appears to be in agreement with the early diffraction work of Bertagnoli et 
al.,
346
 who stated that “the most satisfactory figuration is one in which the molecule dipole axes are 
inclined with respect to each other and the hydrogen atom is tilted toward the hollow between two 
chlorine atoms of the next molecule”. However, upon closer inspection, the arrangements 
suggested in their work (c.f. Figure 8a produced by Bertagnoli et al.
346
) are different from those 
extracted from this EPSR model. These differences are likely due to an assumption about the 
minimum intermolecular C–C separation of 3.21 Å used in the earlier study to separate intra- and 
intermolecular contributions to the structure factor.
345
 Based on our findings this distance is too 
large and thus the analysis of Bertagnoli et al. would have removed scattering data corresponding 
to the inclined dipole arrangement. 
 Upon going to greater distances, the position of the lobes changes, reflecting both different 
favourable arrangements and ‘exclusion zones’ which form as the most closely approaching 
arrangements block certain arrangements in subsequent shells. The 4.56.2 Å CH SDF plot shows 
a change in the most favoured arrangement with increasing distance. The lobes above the reference 
(+z) in this plot indicate a change from a fairly parallel to a more antiparallel dipole alignment. The 
antiparallel dipole arrangement giving rise to closely approaching H atoms is shown as structure (b) 
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in Figure 6.1. Although the characteristically close HH contacts of these antiparallel aligned 
arrangements are visible in the RDFs of this work and several of the earlier structural studies of 
chloroform liquid,
111,339,348-349
 it is not immediately clear how this arrangement is stabilised. It may 
be favoured as the indirect consequence of another more favourable arrangement or to balance the 
electrostatics of the liquid isotropically.   
 A third type of specific arrangements is indicated by the changing position of lobes in the 
CCl SDFs with increasing distance. These arrangements may be characterised by the multiplicity 
of the ClCl interaction involved: Cl1Cl1, Cl1Cl2, Cl2Cl2, Cl1Cl3 or Cl2Cl3. Within the 
shortest CCl distance range (2.84.5 Å SDF) the lobes positioned in the recesses between the 
atoms of the reference molecule indicate Cl1Cl3 and Cl1Cl2 contacts. For the next greatest CCl 
distance range (4.55.2 Å SDF) the lobes are positioned in the recess between the two chlorine 
atoms of the reference indicating an increase in the number of Cl1Cl2 and Cl2Cl2 contacts. These 
arrangements would be expected to be favoured by the electrostatic interaction between the σ-hole 
of the approaching Cl and the most negatively charged region of the reference molecule on the 
underside of the chlorinated face (Figure 6.1). 
  Over the greater distance range of 5.26.2 Å, the position of the lobes changes further, 
now indicating Cl1Cl1 interactions. The position of similar shaped lobes in the CC SDF (5.26.2 
Å), which also appears to cap the chlorine atoms of the reference molecule, indicates that in these 
arrangements the CCl bonds of adjacent molecules are aligned. This arrangement is shown as (c) 
in Figure 6.6. This arrangement would not be expected to be favoured through electrostatic 
interactions of the σ-hole as the interaction between the positive charges at the terminal ends of the 
approaching chlorine atoms would be unfavourable. It may be that this arrangement is stabilised by 
dispersion effects, which have been calculated to contribute almost equally to the overall 
interaction energy of the chloroform-formaldehyde dimer.
330
 However, the position of these lobes 
may also form due to the ‘exclusion zones’ created by the favoured arrangements at shorter CC 
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distances which are held in position more tightly than those towards the edge of the molecular shell 
which experience weaker intermolecular interactions. 
 
The arrangements in the first molecular shell have also been investigated using orientational 
correlation functions (OCFs). These indicate the variation in the most likely relative alignments 
(φ2, θ2) of the molecules with CC distance (r) for specified θ1 angles of the 2
nd
 molecule about the 
reference (the data are averaged for variations in φ1 and only φ2 = 90 or 270 are considered). The 
axis definitions, spherical coordinates and Euler rotations are shown schematically in Figure 2.1. 
OCF plots at θ1 positions of 0, 45, 90, 135 and 180 for the EPSR and HS models are shown in 
Figure 6.7. These indicate changes as one moves progressively from above the reference (north 
pole, θ1 = 0) around the side (equator, θ1 = 90) to a position below the reference (south pole, θ1 = 
180). Also shown are 2D CC SDFs plots, indicating the relative occurrence of 2nd molecules as 
a function of θ1. Although it is necessary to average over φ1 in these 2D SDF plots, plotting in 2D 
enables the FSL levels of the 3D SDF plots of Figure 6.5 to be replaced by contours, which more 
clearly show the variation in g with distance and θ1. Whereas the position of lobes in the 3D plots 
are intrinsically normalised, the contours in the 2D plots display the values of g and thus enable the 
degree of correlation in the different models to be compared. As indicated in the Key, variations 
with distance and θ1 in the SDF 2D plots of Figure 6.7 can be followed by measuring the distance 
of features from the origin and their angular offset from 12 o’clock, respectively. Due to the 
isotropic nature of the liquid, contours drawn with clockwise and anti-clockwise rotations are 
symmetric in the plots. A value of 1 has been chosen for the minimum scale, such that the coloured 
contours indicate arrangements with g >1 and thus identify the positional correlations. In the OCF 
plots, contours for g >1 are again used to show only the more favoured arrangements, and the 
distance between molecule centres may be measured from the origin. However, in the OCF plots, 
clockwise and anticlockwise rotations are no longer equivalent. Clockwise rotations from 12 
o’clock show variations in the relative orientation, θ2 (equivalent to the cosine similarity), for 2nd 
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molecules with φ2 = 90 and anti-clockwise rotations show θ2 for φ2 = 270. This distinction 
enables molecules with dipoles pointing generally ‘away from’ or ‘towards’ the reference, to be 
examined independently.    
 In general, the 2D SDF plots for the HS and EPSR models shown in Figure 6.7 indicate 
similar spatial correlations to the 3D SDF plots. However, the different intensity of features, only 
visible in the 2D plots, show that spatial position correlations are significantly more pronounced in 
the HS model than in EPSR model. The lower spatial homogeneity of the EPSR model reflects the 
disordering influence of specific intermolecular interactions on the most efficiently packed 
structure. Conversely, correlations between the alignments of molecules, shown by the colour 
intensity of contours in the OCFs, are more pronounced in the EPSR model than in the HS model. 
The dipole correlations for molecules at θ1  0 and θ1  180 corresponding to directly above (+z) 
and below (z) the reference are particularly strong in the EPSR model. The position of the most 
intense contours over a θ1 range between 0 and 40 in these 2 plots indicate a strong tendency for 
molecules to form arrangements with parallel dipole alignment. At first these data appear to 
contradict the 3D SDF plots of Figure 6.5, which indicated an inclined dipole arrangement to be 
most favoured. However, this can be explained by the fact that the 2D plots are averaged over φ 
rotations and the 3D plots are not. The difference is essentially due to the dipole inclined 
arrangement only being favoured over discrete φ ranges as a result of the favourable electrostatic 
interaction between the hydrogen atom and the negatively charged circumference of two chlorine 
atoms.  
 
  
 
 
 
 
Figure 6.7 2D CC SDFs and OCFs for the EPSR and HS models. OCFs are drawn at θ1 = 0, 45, 90, 135 and 180. Details on how to read the plots are 
provided in the Key. The origin representing the C atom at the centre of the reference molecule is indicated by a white spot. The CC distances are 
indicated by the distance of features to the origin. The angles θ1 (SDFs) and θ2 (OCFs) correspond to rotations about the plots from 12 o’clock; clockwise 
for φ1 = 0–180 (SDF) and φ2 = 90 (OCF) and anticlockwise for φ1 = 180–360 (SDF) and φ2 = 270 (OCF).
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 Contours over a θ2 range between 160 and 180 at a distance of 7.0 Å in the OCF for a θ1 
angle of 180° also reveal an arrangement not discussed in the earlier 3D SDF section. This intensity 
corresponds to an arrangement with antiparallel dipole alignment in which the faces formed by 
three chlorine atoms on two molecules approach closely. This arrangement, shown as (d) in Figure 
6.6, may not be expected to be particularly favoured through σ-hole interactions, even for a 
staggered arrangement, as the close contact between the negatively charged circumference of the 
chlorine atoms would be unfavourable. It is more likely that these antiparallel dipole aligned 
arrangements are favoured due to the energetic gain associated with balancing the longer range 
electrostatics isotropically.   
 At θ1 angles of 45, 90, 135 (i.e. not in line with the z-axis of the reference), the less 
intense colour of features in the OCF plots indicate less pronounced orientation correlations. These 
plots also display differences between the left and right sides due to the different occurrence of 
relative orientations in which the molecules point toward or away from the reference. For the OCF 
plot drawn at θ1 = 45 the most intense feature at  4.5 Å, in a θ2 range between 10 and 40 is on 
the right side (clockwise, φ2 = 90) indicating that the dipole moment of these molecules point 
upwards and generally away from the reference. This correlation may be due to the contribution of 
the inclined dipole arrangement at this θ1 position (Figure 6.6a).  In the OCF plot for θ1 = 135 the 
position of the most intense contour indicates dipole orientations pointed upwards and towards the 
reference molecule. This arrangement would enable the favourable interaction between the H atom 
of the second molecule and the Cl atoms of the reference molecule. In the OCF plot for θ1 = 90, 
corresponding to molecules centres positioned around the ‘equator’ of the reference molecule, the 
broad, dim ovoid seen indicates that there are few orientation correlations for these molecules. 
However, the ovoid shape of the feature reveals a connection between distance and orientation 
correlations; molecules positioned around the ‘equator’ with ‘perpendicular’ dipole alignment (θ2 = 
45135°) approach the reference more closely than those with parallel (θ2 = 045°) or antiparallel 
(θ2 = 135180°) dipole alignments. This reflects the shape of the molecules which are more plate 
like than tetrahedral due to relative size of Cl and H atoms. This is also supported by the similar 
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shape of features in the corresponding θ1 = 90 plot for the HS model, which is determined solely 
by the most efficient packing of the chloroform molecules.  
 A comparison of the OCF data extracted for the EPSR model of chloroform with the OCFs 
for other small polar molecules such as HF,
363
 HCl, 
364-365
HBr,
366
 HI,
106
 H2O,
124
 H2S,
367
 CHF3
368
 and 
CH3F. 
368
  suggests that the dominance of orientation correlations in line with the z-axis may be a 
somewhat unique aspect of chloroforms structural character. HCl is the only other molecule 
showing strong orientation correlations along the axis of the dipole moment. 
364-365
 At a reduced 
temperature of 0.59 the maximum value of gCOM–COM(r, θ2) was found to be 13 in the first 
coordination shell and at θ1=0° (Fig. 7 by Andreani et al.
365
). The corresponding value for CHCl3 
from the EPSR model presented here is 14.9 at a comparable reduced temperature of 0.56.
354
 The 
significant orientational correlations in liquid chloroform is an even more remarkable finding 
considering its relatively small gas phase dipole moment. The most significant of chloroform’s 
structural characteristic stabilising the correlation may be its molecular shape, which is dominated 
by the large chlorine atoms, and the direction of its dipole moment, which is in line with the 
shortest molecular axis (z). This combination allows a much closer approach in the z-axis favouring 
in line (at the poles) dipole-dipole correlations over those between molecules positioned in the xy-
plane (around the equator). Furthermore the extensive spatial distribution of negative charge 
density formed in the vicinity of the chlorine atoms (Figure 6.1) provides a wide range of 
favourable H
+ Cl– interaction geometries, stabilising dipole aligned molecules against thermal 
agitations. 
 
In this final section, the pronounced dipole alignments found in the OCFs of the EPSR model have 
been further characterised by examination of the CC h(110;00;r) function from the spherical 
harmonic expansion of the EPSR model and also independently by examining the proportion of 
dipole aligned molecules in the model forming as ‘stacks’ using the chains EPSR subroutine. The 
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spherical harmonic expansion is discussed in section 2.1.16. The h(110;00;r) function is closely 
related to the Kirkwood correlation factor, gK, used in the theory of dielectrics to account for the 
influence of orientation correlations on the dielectric constant of liquids.
369
 The relation of this 
scalar correlation factor to the relative dipole alignment of the molecules is given as Equation 
6.1.
370
 N is the number of contributing molecular dipole moments and cos2 is the average of the 
cosine similarity between dipole vectors, already discussed in the OCF analysis. For a liquid with a 
tendency for parallel dipole alignment gK > 1, and for liquids with a tendency for antiparallel dipole 
alignment, gK = 0–1.    
      ⟨     ⟩. 
Equation 6.1 
 
 
 As well as being available from our model, this factor may also be estimated from the 
vapour phase dipole moment, 0, the dipole density, , the static dielectric constant, , and 
dielectric constant at infinite frequency,  , using the Kirkwood-Frӧhlich equation, given as 
Equation 6.2.
371
 k is the Boltzmann constant. 
(   )(    )
 (   ) 
    
     
 
   
. 
Equation 6.2 
 
 
 Using values of  = 0.00748 A–3, 0 = 1.04 D,  = 4.80,
262
 and  = 2.17,
372
 gives gK = 1.26. 
This value indicates a tendency for parallel dipole alignment in liquid chloroform and supports the 
validity of the EPSR structural model. However, the value of , included to account for 
contributions to the dielectric from molecular polarisation is difficult to measure accurately due to 
the potential frequency overlap of contributions from molecular polarisations and vibrations.
372
 
This experimental difficulty makes it difficult to predict the uncertainty in the value of gK obtained 
in this manner.  
 The Kirkwood correlation factor, gK may also be calculated from the h(110;00;r) spherical 
harmonic function which accrues dipole alignment information during the simulations 
accumulation period. The h(110;00;r) function is related to the correlation function gK(r), 
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describing the variation in Ncos2 with intermolecular distance, r, by the number of molecules in 
a spherical shell at the given radius, 4r2, and a constant of the spherical harmonics, C = (3)1. 
The relationship is expressed by Equations 6.3 and 6.4. 
124
 
   ( )         ( ). 
 Equation 6.3 
 
     ( )  
 
 
        (        ). 
Equation 6.4 
 
  
 This correlation function, gK(r), may then be integrated over chosen limits of 
intermolecular separation to give gK, the Kirkwood correlation factor. However, the estimation of 
gK from a model structure using EPSR also has several limitations: (1), the spherical harmonic 
functions of the model may only be derived over finite distance range (0–20 Å) and (2), the 
molecules centre of mass (COM), about which the molecules rotate in the liquid, cannot currently 
be used by EPSR to define the intermolecular separation, r. For this analysis the average chlorine 
position (0.07 Å from COM) has been used to define r. A modification to EPSR allowing 
intermolecular distances based on the COM is currently being pursued. 
  A function indicating the variation in the average cosine of dipole vectors with r, cos 
2(r), may also be obtained from the spherical harmonic expansion of the model by dividing 
h(110;00;r) by h(000;00;r) as shown in Equation 6.5.
105
  The h(000;00;r) function corresponds to 
the Av.ClAv.Cl RDF and contains the pairwise information about N .  
⟨     ⟩( )  
 
 
 
 (        )
 (        )
. 
Equation 6.5 
  
 The distance variation in the average cosine of dipole vectors cos 2(r) extracted from the 
EPSR model is shown in Figure 6.8(a). The Kirkwood correlation function, gK(r), is shown in 
Figure 6.8(b) along with the running integral of gK(r) showing the value of gK over different 
distance ranges. The error bars show the standard deviation of the mean value obtained during the 
125 different model structures produced during 625 iterations of the simulation (1 in 5). In the plot 
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of average cosine similarity, the error is greatest at r < 4 Å due to the small number of molecules 
counted at these close Av.ClAv.Cl distances. However the negative cosine similarity at these 
short distances indicates that these molecules have an antiparallel dipole alignment and thus 
correspond to arrangement (d) of Figure 6.6. The dipole aligned molecules then contribute to the 
positive average cosine similarity between 4 and 5 Å. The maximum in cos1 is at 4.1 Å.  
  
 
Figure 6.8 Functions describing the relative dipole alignment of molecules in the EPSR model. (a) 
the average cosine similarity cos1 (black), (b) the Kirkwood correlation factor, gK, shown as a 
function of Av.Cl–Av.Cl distance (red) and as a running integral (blue). 
 
 
 The extent of the dipole alignment is shown more clearly by the Kirkwood correlation 
function, gK(r) given in Figure 6.8(b). This function, which indicates the variation in the number of 
dipole aligned molecules with separation, oscillates in a series of shallow peaks and troughs to 
distances up to 12–13 Å, beyond which oscillations become insignificant. The maxima of the 
peaks are at 4.4 and 8.8 Å and the minima of the troughs are at 3.5 and 6.5. These oscillations 
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reflect the characteristic intermolecular separations of the most favoured arrangements and their 
persistence within the first two molecular shells. Whilst antiparallel arrangements, as shown in 
Figure 6.6(b) and (d), contribute to the negative features at short and long distances within each 
molecular shell, dipole aligned molecules (Figure 6.6a), contribute to the main feature with positive 
gK with a characteristic distance in-between that of the two antiparallel arrangements. 
  The running integral of gK(r) also shown in Figure 6.8 (b), indicates the impact of the 
integration range on the magnitude of gK. The error bars again indicate the standard deviation of the 
mean. Interestingly, the average value of the running integral continues to increase beyond a 
distance range corresponding to the first two coordination shells (12.5 Å). This indicates that dipole 
alignments at distances beyond the second shell occurred in the model during the accumulation. 
This result may be understood to indicate the occurrence of slightly ferroelectric regions, with radii 
up to 20 Å. Chloroform is known to form a ferroelectric crystalline phase at 0.6 GPa and low 
temperatures,
362
 but this result is unexpected for the liquid phase on the basis of the gK value (1.26) 
predicted from the measured dielectric constants of the liquid. However, it may be important to 
consider that as the maximum distance of the EPs in these simulations was 12 Å, correlations 
beyond these distances are only extracted from the scattering data as the sum of multiple local 
ordering events. The EPs are not able to account for the multibody interactions and polarisations 
which likely influence the formation of extended stacks in the real liquid. For a distance range 
between 0 and 12.5 Å including molecules in the first two coordination shells the model predicts a 
dipole correlation, gK (0–20 Å) = 1.56  0.35 and dielectric constant of the liquid,  = 5.32  0.78. 
The slightly greater gK and   values than found experimentally (1.26 and 4.80, respectively) may 
imply that dipole correlations have been overestimated in the model or the difference may be due to 
errors introduced from using the average chlorine position to define the intermolecular separation 
rather than the COM.    
 The degree of dipole alignment in the EPSR model has also been examined independently 
of the spherical harmonic approach using an EPSR auxiliary routine (chains) to calculate the 
proportion of molecules forming as linked ‘chains’ of dipole-aligned molecules. The C···H 
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distances between atoms and the enclosed H····CH angle were used as constraints to define 
connected molecules in the chain distribution analysis. Figure 6.8(a) shows the variation in 
probability for a range of H····CH angles and H···C distances within the first coordination shell 
used to determine values for the constraints. The sharp feature in this plot with maximum at 2.8 Å 
and C····CH angles close to 180 again reveals the prevalence of dipole aligned arrangements in 
the EPSR model.  The black lines drawn at the edge of the main peak indicate the molecules 
included in the chain analysis. These have r(H···C) = 24.2 Å and  H···CH = 150180. 
   
 
 
 Figure 6.9 Chains analysis applied to the EPSR model of chloroform liquid. (a) the variation in 
probability of finding atoms within the accumulated model with H····CH angle and CH distances 
within the 1st molecular shell and (b), the chain length distribution, [CHCl3]N, for r(H····C) = 24.2 Å 
and  H····CH = 150180 constraints, also indicated by the black lines in (a). 
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The results of the chain distribution analysis are shown in Figure 6.9 (b). These indicate that 
 29 % ( CC + CCC + CCCC + CCCCC) of the molecules in the EPSR model have a dipole-
aligned neighbour in the first molecular shell and that 7 %( CCC + CCCC+CCCCC) also have a 
dipole-aligned neighbour in the second molecular shell. As the proportion of molecules in the 
chains was found to remain constant for further model accumulation, these values are a good 
representation of the average structure of the simulation box and thus reflect the accuracy of the 
EPs and the temperature of the simulation (298 K). It is, however, more difficult to comment with 
certainty that chains of molecules exist in chloroform liquid. Although the chains are consistent 
with the measured diffraction data, it is disquieting that this mid-range structure has been produced 
in the model as an extrapolation of EPs truncated at 12 Å. It is therefore interesting to examine the 
relative probability, and hence the cooperative nature, of the stacking events in the first and second 
coordination shells. From the chains distribution analysis the probability of a molecule being 
involved in chains with >2 and >3 molecules are 0.294  0.002 and 0.0740  0.002, respectively. 
For a chain formation process for which the connections are independent of the connections in 
other coordination shells the probability for chains containing >3 molecules would be expected to 
be 0.294
2
 = 0.0867  0.0013. The lower probability found in the model (0.073  0.002) shows that 
the EPs captured a tendency for chloroform to form dimers rather than extended chains and 
suggests chain formation in CHCl3 is anti-cooperative in nature events (i e. chain linking events are 
not entirely independent and are supressed by dimer formation). This in turn implies that multibody 
terms and polarisation effects may prohibit the formation of extended chains of molecules in the 
liquid and that the confidence in the chain length distribution analysis may be improved by 
extending the distance range of the EPs to include the third and fourth coordination shells. 
 
A structural model of liquid chloroform has been prepared using EPSR. It shows a greater 
consistency with neutron total scattering data for CHCl3, CHCl3 and C(H/D)Cl3 than can be 
achieved by parameterized Monte Carlo simulation. Several ‘inherent’ structural arrangements 
174:  
 
 
contributing to the liquid’s structure were identified. The most common of these is a structure in 
which the dipole axes of adjacent molecules are ‘in line’ and form as nanometer-sized chains of 
linked molecules. Our data suggests that liquid chloroform has the most pronounced orientation 
correlations along the direction of the dipole moment of all the small polar molecules investigated 
to date. The chains are favoured through interactions between the positively-charged hydrogen 
atom and the most negatively-charged region of a neighboring chloroform molecule, between the 
three chlorine atoms. Due to the ‘plate like’ shape of the molecules this arrangement gives the 
closest approach of two molecules thereby giving the greatest electrostatic interaction of all 
possible coordination geometries. Comparisons of the models produced using different potentials 
suggest that interactions involving the -holes of the chlorine atoms also contribute to the liquids 
structure. A total scattering/EPSR study is now planned to investigate the nature of this halogen-
bonding interaction in several different halomethanes. The accepted SANDALS proposal is 
included as Appendix 31. 
 The influence of the liquid’s structure on its properties has also been considered. Due to the 
parallel alignment of the dipole moments, the chains of chloroform molecules have net dipole 
moments greater than those of individual chloroform molecules. The calculations of net dipole are 
given in Appendix 21. These ‘super-dipoles’ may be a significant factor in explaining the 
outstanding properties of chloroform as a solvent whereby the chains polarize the electron clouds 
of nearby organic solutes providing a favourable enthalpic contribution to the dissolution 
processes. These ‘super dipoles’ may also be expected to interfere with the cell membranes and ion 
channels of nerve cells and could be linked to chloroform’s potent anesthetic properties.325-326,353 Of 
particular importance to the anesthetic mechanism may be the reversibility of chloroform’s 
electrostatic interaction, whereby their aggregation into ‘super dipoles’ causes the interference but 
the low overall polarity of the isolated molecules allows them to migrate into the membrane to 
reach anesthetically effective concentrations.  
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Mixtures of chloroform and acetone form a minimum pressure azeotrope with liquid and vapour 
compositions containing an acetone mole fraction of 0.405 at room temperature and at ambient 
pressure.
97,102
 This system is often used as the physical chemistry text book example of a negative 
pressure azeotrope.
373
 The pressure-composition isotherm (PXY plot) for the room temperature 
binary mixture is given as Appendix 1. Also given in the Appendix 1 is the pressure-composition 
isotherm (PXY plot) for the binary mixtures of benzene and methanol which form a positive 
pressure azeotrope. In section 7.2.14 the structural differences between the two systems has been 
briefly considered. Intermolecular structure in the chloroform-acetone (CA) azeotrope has been 
studied by computer simulation techniques,
374-375
 statistical analysis of thermodynamic excess 
functions,
97,376-377
 NMR,
103,378-380
 investigations of dielectric properties,
381-384
 and by vibrational 
spectroscopy.
103,385-386
 In these studies, there is a general agreement that the non-ideal mixing 
behaviour is connected to the formation of C–H donor hydrogen bonds between the oxygen atoms 
of acetone and the hydrogen atoms of chloroform, as first proposed Glasstone in 1937.
387
 A 
complex since found to be stable in the solid state,
379,383
 and supported to exist in the liquid 
mixtures by shifts in chloroform’s proton NMR signal,103,378-380 and CH related absorptions in 
vibrational spectra.
103,385-386
 DFT calculated (B3LYP 6-31G*) structures of acetone and chloroform 
molecules, and isodensity surfaces of colour mapped to show electrostatic potential are shown in 
Figure 7.1. The atom labels and axis definitions shown here are those used in the later results 
sections. Chloroform and acetone have gas phase dipole moments of 1.04 and 2.88 D, respectively 
with directions indicated by the blue arrows.
336
 The magnitude of these values suggest that the 
molecular arrangements in the azeotrope will also be constrained by longer range electrostatic 
forces which are lowest in energy when balanced isotropically.  
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Figure 7.1 DFT predicted structure and the 0.004 bohr A
-3
 isodensity surfaces of acetone and 
chloroform molecules colour mapped to show electrostatic potential. 
 
 
 The structural analysis carried out by Apelblat et al.,
97
 and based on a review of 
thermodynamic excess functions, explored the evidence for several different hydrogen bonded 
complexes. The complexes considered in their study are reproduced in Figure 7.2 as (a), (b) and 
(c). Complexes (a) and (b) have either one or two chloroform molecules bonded to the lone-pair 
electrons of the oxygen atom on acetone, termed AC and AC2. In complex (c), termed ACC, a 
chloroform–chloroform self-association has also been included. This was originally suggested on 
the basis of thermodynamic evidence for the non-equivalence of hydrogen bonds found for AC and 
AC2 complexes.
376-377
 However, the more recent analysis by Apelblat et al.
97
 found an equivalent 
H for OH bond formation (10 kJ mol
–1
) in the AC and AC2 complexes and discounted 
arrangement (c) from their model describing the variation in composition (A + C + AC + AC2) with 
temperature and acetone mole fraction.  
  
 
Figure 7.2 Acetone-chloroform complexes considered by Apelblat et al.
97
 and Jalian et al.
103
 
 
 
 More recently, a Monte Carlo simulation has reproduced the azeotropic vapour pressure 
behaviour and characterised the interspecies association in their simulation box.
375
 This study found 
a majority of AC complexes and a ‘small number’ of AC2 complexes. They report a fairly large 
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average OH bond length of 2.4 Å, indicating a weak hydrogen bonding interaction, and a CoOHc 
angle of 120. The preference for 120 is interesting as the LJ parameters and partial charges of the 
model did not have any angular dependence. The preference for 120 has resulted from 
combinations of the spherical pairwise potentials. It is not straightforward to determine which of 
the parameters constrain these values in their simulation, as the LJ energies of the central carbon 
atoms were used as adjustable parameters to reproduce the azeotropic vapour pressure behaviour. 
In a more recent NMR and FT-IR study,
103
 the dynamic nature of the AC2 complex has also been 
considered. In this study the authors argue that bonding interactions between Cl atoms and the H 
atoms of acetone may constrain the rotation of the hydrogen bonded chloroform molecules in the 
complex. This arrangement is shown as (d) in Figure 7.2. However, such interpretation of spectral 
differences is difficult as interspecies interactions may only be revealed in this way if the AA and 
CC interactions are unchanged in the mixture and thus give rise to spectral contributions which are 
fully subtracted. This assumption is not likely to be true for these mixtures as the change in 
dielectric environment will impact strongly upon the molecular polarisations and thus the shape of 
the molecules, their bond strengths and vibrational spectra. In particular, it might be expected that 
chloroform’s self-associations into dipole aligned chains may be different in the pure liquid than in 
the azeotrope. 
 The aim of the present structural investigation is to determine the composition, structure 
and concentration of the complexes in the azeotrope and to gain a better understanding of how 
interspecies associations are related to negative pressure azeotropy. The analysis given here is in 
two sections. In the first, Raman spectra for acetone, chloroform and the azeotrope are presented. 
In this section a H/D isotopic substitution procedure has been used to improve the separation of 
spectral features relative to earlier spectroscopic studies. In the second section, neutron diffraction 
data for seven azeotropic liquid mixtures with different H/D composition have been used to 
construct a 3D structural model consistent with the diffraction data using EPSR. The model is then 
analysed by comparison of RDFs, SDFs and OCFs. Functions describing acetoneacetone (AA) 
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and chloroform-chloroform (CC) correlations in the model are compared with those for the pure 
liquids. Data for pure acetone liquid has been taken from the EPSR study of McLain et al.
105
 and 
the data for liquid chloroform are reproduced from Chapter 6 of the present thesis. The nature of 
the acetone-chloroform interactions in the azeotrope are then considered through a comparison of 
the model’s chloroform-acetone RDFs and SDFs with those extracted from a model produced from 
the unperturbed LJ parameters and monopole partial charges, termed LJ+C, and a model 
representing the most efficient packing of the molecules, termed HS.  
 
 
The Raman spectra of acetone, chloroform and the azeotrope are shown in Figure 7.3. To enable 
comparisons between the spectra of the liquids and azeotrope, the intensity of features in the pure 
liquid spectra have been normalised to give equal integrated intensity of features at 260 cm
–1
 
(chloroform) and 2926 cm
–1 
(acetone). The difference between the sum of these normalised spectra 
and the spectrum of the azeotrope then reveals the spectral changes associated with the non-ideality 
of the azeotropic liquid mixture. Table 7.1 gives the position of peaks in the three spectra. Spectral 
assignments for chloroform and acetone from Shurvell,
388
 and by Williams et al.
389
 respectively, 
are described below.  
  
 
 
 
  
 
 
 
 
Figure 7.3 Raman spectra of acetone (blue), chloroform (red) and the chloroform-acetone azeotrope (black). The intensity of the acetone and chloroform 
spectra have been normalised, respectively, to the integrated intensity of peaks at 2926 and 260 cm
–1
 in the azeotrope spectrum. The impact of introducing 
the molecules into the liquid mixture is indicated by the difference spectrum (pink), obtained by subtracting the spectrum of the azeotrope from a spectrum 
formed by the direct weighted sum of the normalised spectra of the pure chloroform and acetone liquids.
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 Table 7.1 Raman shift in cm
–1
 of peak maxima in the spectra of chloroform, acetone and 
the azeotrope. 
 
acetone chloroform azeotrope Δ 
  260.0  260.0 0 
  365.9  365.9 0 
390.4    mixed - 
491.5    489.2 -2.3 
529.4    530.2 +0.8 
  667.0  667.0 0 
  757.0  mixed - 
786.3    mixed - 
1066.0    1065.2 –0.8 
  1216.11  mixed - 
1220.9    mixed - 
1355.3    1354.5 -0.7 
1429.5    1421.6 -7.9 
  1499.0  mixed - 
1707.7    1709.3 +1.6 
2700.3    2700.3 0 
2850.5     2844.8  -6.7 
2925.9     2925.9  0 
2968.2     2968.2 0 
3008.5     Mixed  - 
  3020.7   Mixed  - 
  3070.9  Mixed - 
 
 
 The most intense feature in the Raman spectrum of liquid acetone is related to the in-phase 
symmetric stretching vibration of the methyl groups and occurs at a Raman shift of 2926 cm
1
. 
There are also less intense features in the vicinity of this primary mode due to coupled 
antisymmetric stretching modes. The weak feature at 1707 cm
1 
is due to the stretching of Co=O 
bonds. Features between 1300 and 1500 cm
–1
 are due to the deformations of methyl groups and 
those at 390, 531, 786, 1066 and 1221 cm
–1
 are due to more mixed molecular deformations. Liquid 
chloroform has several intense features in the Raman spectrum which are related to the vibrations 
of the Cc–Hc and Cc–Cl bonds; those at higher and lower wavenumber primarily involving Cc–Hc 
and Cc–Cl bonds, respectively. The features with large contributions from Cc–Cl vibrations show 
some asymmetry due to the different Raman shifts for molecules containing different combinations 
of 
35/37
Cl isotopes. 
 The difference spectrum of Figure 7.3 indicates small wavenumber down shifts in the 
position of vibrational modes involving Cc–Cl at 260, 366 and 667 cm
–1
 in the azeotrope. 
Conversely, the feature at 3020 cm–1 indicates a slight upshift in the position of the CcHc 
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stretching mode. There are also some changes in the shape of acetone-related features and change 
in the relative intensity of the CmHa stretching modes. The feature at 1429 cm
–1
,
 
related to the 
antisymmetric deformation of methyl groups, shifts to a lower wavenumber position. There also 
appears to be a change in the shape of the feature at 1707 cm
–1
, associated with Co=O stretching 
which is consistent with C2H6OHCCl3 hydrogen bonding.
385
 Although, these spectral differences 
are clearly significant and indicative of the different environment of the molecules in the azeotrope 
relative to the pure liquid, it is difficult to interpret the changes with confidence due to the overlap 
of chloroform and acetone related features and the unknown influence of intermolecular coupling.    
 To overcome this problem, a novel approach of H/D isotopic substitution has been 
adopted. The different reduced masses of CH and CD, and associated decrease in the frequency 
of fundamental vibrational modes upon deuteration has been used to move one component of the 
overlapping CH stretch feature to a lower wavenumber.  In addition, the influence of 
intermolecular coupling has been removed by partially substituting the remaining protiated 
component with a 0.95 mole fraction of its deuterated counterpart giving a mixture with mole 
fractions: CD3COCD3 = 0.405, CDCl3 = 0.565 and CHCl3 = 0.030, and a mixture with mole 
fractions: CD3COCD3 = 0.385, CH3COCH3 = 0.020 and CDCl3 = 0.595.  Figure 7.4 shows the 
comparison of these azeotrope spectra with spectra for the partially deuterated pure liquids, 
normalised to give equal integrated intensity over the CH stretching region. Figure 7.4(a) shows 
the separated CmHa stretching mode of acetone and Figure 7.4(b) shows the Cc-Hc stretching mode 
of chloroform. The corresponding difference spectra then indicate the impact of introducing the 
liquids into the mixture. 
  
183:  
 
 
 
 
 
Figure 7.4 Raman spectra in the CH stretching spectral regions for mixtures of protiated and 
deuterated chloroform and acetone liquids. (a), a comparison of CD3COCD3 = 0.385, CH3COCH3 = 
0.020 and CDCl3 = 0.595 (azeotrope, black line) with CD3COCD3 = 0.950 and CH3COCH3 = 0.050 
(95 % D acetone). (b) a comparison of CD3COCD3 = 0.405, CDCl3 = 0.565 and CHCl3 = 0.030 
(azeotrope, black line) with CDCl3 = 0.950 and CHCl3 = 0.050 (95 % D chloroform, red line). 
Spectral differences are shown (pink) offset vertically for clarity.  
 
 
 The spectra of Figure 7.4 indicate a 1.4 cm–1 downshift in the Cm–Ha symmetric stretching 
vibration of the methyl groups and a 1 cm–1 upshift of the Cc–Hc stretching mode of chloroform. 
The full width at half maximum (FWHM) of this peak (Cc–Hc) also increase from 10.2 to 13.7 cm
-1
. 
Whilst the decrease in wavenumber of the Cm–Ha vibration is in agreement with the FT-IR results 
of Jalilan et al.,
103
 they report a 1 cm
–1
 downshift in the Cc–Hc stretch of chloroform rather than the 
1 cm
–1
 upshift and broadening found here. However, their values correspond to the peak maxima of 
overlapping features in FT-IR spectra and are thus not directly comparable. The shifts found in the 
present study are expected to be more accurate because of the reduced influence of intermolecular 
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coupling afforded by the H/D substitution. Substitution also gives a much greater degree of 
confidence in the width of the features and reveals pronounced peak-broadening of the Cc–Hc 
vibration. The increased width implies a wider distribution of environments for chloroform in the 
azeotrope than in the pure liquid. This may include molecules bonded to acetone via O···Hc 
hydrogen bonds with weaker Cc–Hc bonds and molecules with fewer associations than found in the 
pure liquid, with correspondingly stronger bonds.  This suggests that the extent of chloroform’s 
self-associations into dipole-aligned chains, found in the EPSR model of pure chloroform liquid, 
may be reduced in the azeotrope. It may be possible to find the wavenumber position of hydrogen 
bonded and free Cc–Hc oscillators from the Raman spectra of chloroform mixed with an excess of a 
hydrogen bonding or non-hydrogen bonding solvent. 
 
Seven liquid mixtures with different H/D substitutions were used to investigate the structure of the 
azeotrope by neutron diffraction. The substitution of hydrogen positions on acetone and on 
chloroform provides a good confidence in the HH pair distance distributions. As many aspects of 
the molecular arrangements are thought to be constrained by the distribution of HH atom pairs, 
these measurements have enabled detailed information about the intermolecular arrangements and 
molecular associations in the azeotrope to be extracted from a 3D EPSR model. The isotopic 
composition and weighting factors for each of the atom pairs in the liquid mixtures are given in 
Appendix 11.The  measured scattering data over the entire Q-range (0.1 – 50 Å–1) are given in 
Appendix 15 (corrected for attenuation and multiple scattering) and 16 (also corrected inelasticity). 
 The scattering data are presented over a reduced Q-range in Figure 7.5. In (a) the DCS has 
been corrected for attenuation and multiple scattering, in (b) the inelastic perturbations to the data 
have also been subtracted and (c) shows the FT of the corrected data after normalisation by b2. 
These data show an increase in average DCS with hydrogen content due to the greater neutron 
scattering cross sections of H relative to D, and indicate the inelastic perturbations to the scattering 
data which are most pronounced at low-Q in the most protiated mixtures. The low-Q intensity, 
which may be used to identify de-mixing in liquid mixtures under certain conditions of scattering 
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length contrast, is relatively low for all measurements. However, the data show a systematic change 
in slope at low Q with the level of acetone H/D substitution. The slope is close to zero for 
CD3COCD3 containing mixtures, positive for CH3COCH3, and negative for 1:1 mixtures of 
CD3COCD3 with CH3COCH3. The FT (c) shows the distribution of bond lengths present in 
chloroform and acetone weighted by the normalised scattering lengths (Appendix 11) and 
broadened slightly by Lorch smoothing. 
 
Several structural models of the azeotrope have been prepared by Monte Carlo simulations. The 
differences between these three models, termed HS, LJ+C and EPSR, are the same as for 
chloroform, and were described Chapter 6. In these models of the azeotrope, the CHCl3 parameters 
of Barlette et al,
111
 successfully applied to pure chloroform liquid in the earlier chapter, were used 
again here. The parameters for acetone were taken from the EPSR study of pure acetone liquid 
carried out by McLain et al.
105
 The partial charges in their study originated from semi-empirical 
quantum mechanical calculations of Wellington et al.
390
 and give rise to a dipole moment (2.7 D) 
slightly lower than measured in the gas phase (2.88 D). The LJ parameters for Co and O atoms were 
optimized by Jorgenson et al.
391
 to heats of vaporisation and the parameters for the methyl groups 
were optimised by Ferrario et al.
392
. The origin of the bond distances and angles used for acetone 
are not described in the McLain study, but they report a good fit to neutron scattering data up to Q 
= 50 Å indicating that the shape of the molecules in the pure liquid are described well in their 
model. However, there is a mismatch in the angles describing the methyl groups which are not 
related exactly by natural cosines (CoCmHa = 113, HaCmHa = 110) suggesting that one of these 
parameters may have been adjusted in order to fit the neutron scattering data at high-Q. In the 
present study the ecore value was changed from the 3 (EPSR suggested value) to 1 in order to give 
a satisfactory fit to the measured data of the azeotrope at high-Q. The LJ potentials and partial 
charges of Kamath et al.
375
 parameterised to reproduce the azeotrope vapour pressure were also 
tested, but found to give a worse fit to the measured diffraction data.  
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Figure 7.5 The measured scattering data for the azeotropic liquid mixtures of chloroform and 
acetone. (a) DCS corrected for attenuation and multiple scattering, (b) also corrected for inelasticity 
and (c) the smoothed FT of the corrected scattering data normalised by b
2
.
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Figure 7.6 Measured F(Q) for the azeotrope liquid mixtures (points), and simulated F(Q) for the HS 
(blue line), LJ+C (green line) and EPSR (red line) models. 
 
 
 The simulated diffraction patterns for the HS, LJ+C and EPSR models are compared with 
the measured DCSs in Figure 7.6. The HS model gave a poor fit to the measured scattering data, 
the LJ+C model gave a far better fit and the EPSR model the best fit. As for liquid chloroform, the 
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final EPSR model of the azeotrope did not reproduce the measured diffraction data exactly, with 
the greatest residuals in the Q-range between 2.5 and 3 Å. However, the model does reproduce both 
large and small features in the scattering data better than the LJ+C model indicating that the EPs 
improved the accuracy of the model over the best estimate achievable using the LJ+C potentials 
alone. The imperfect fit of the EPSR model may be associated with the lack of orientation 
dependence of the potentials or be related to the limited degree of scattering length contrast 
achievable by H/D isotope substitution in this system. 
 
The intramolecular structure of the molecules in EPSR model has been examined. The separation 
of intra- and intermolecular RDFs and structure factors are shown in Appendix 20. The average and 
standard deviations of the bond lengths and intramolecular angles of molecules in the model are 
given in Table 7.2.  To determine their plausibility the average values have been compared with the 
structures of molecules in the crystalline compounds in the Cambridge Structural Database. The 
average values for chloroform molecules in the model are similar to the most preferred values 
found for molecules in the database. The average CoO bond length is also in agreement with the 
results of the database search. However, the CmCoCm angle (115.9) and CoCm bond lengths 
(1.514 Å) deviate significantly from the modal values for compounds in the database, 118 and 
1.48 Å, respectively. The average CmCoCm (115.9) and OCoCm (118.1) angles of the acetone 
molecules indicate deviation from a planar geometry. If the molecules are assumed to have an 
average geometry which is planar, the average CmCoCm angle may be written as (360–115.9)/2 = 
122.05 and the average deviation from planar 122.05–118.1 = 3.95. The shape of the molecules 
in the model and differences to those in the database reflect the choice of input parameters and the 
inherent difficulty in reproducing SP2 hybridised molecular structures using only the one set of 
harmonic potentials available in EPSR. However, small errors in the intramolecular structure at 
high-Q are thought to impact weakly on intermolecular structure in EPSR simulations.
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Table 7.2 Average bond lengths and angles of acetone and chloroform molecules in EPSR model 
structures. The numbers in parenthesise give the standard deviations of all the distances in the 
accumulated model structures. 
 
bond length / Å angles /  
CcHc 1.090 (0.072)  ClCcCl 111.27 (5.31) 
CcCl 1.762 (0.062) ClCcHc 107.66 (8.34) 
CoO 1.218 (0.056) CmCoCm 115.93 (7.03) 
CoCm 1.514 (0.056) OCoCm 118.13 (7.44) 
CmHa 1.095 (0.072) CoCmHa 111.09 (9.64) 
  HaCmHa 108.04 (11.10) 
 
 
 
In the following three sections, the arrangements formed between acetone molecules in the EPSR 
model of the azeotrope are compared with those for the EPSR model of the pure liquid reported by 
McLain et al..
105
 In McLain’s model the relative orientations of closely approaching molecules 
were found to be strongly correlated. This is thought to be a consequence of the electrostatic 
interactions between permanent dipoles, which are much larger for acetone (2.88 D) than for 
chloroform (1.04 D). It was also proposed that there may be weak hydrogen bonding between 
oxygen and the methyl hydrogen atoms. In Figure 7.7, McLain’s intermolecular acetone-acetone 
RDFs (available to 9 Å) are compared with those extracted from the EPSR model of the azeotrope. 
The position of the first minima in the CoCo RDF indicates that the first coordination shell extends 
to  7.0 Å in acetone and the azeotrope. Although the two RDFs are fairly similar, the intensity of 
each feature in the azeotrope RDFs are lower than for the RDFs of the pure liquid.  
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Figure 7.7 Intermolecular acetone-acetone RDFs extracted from the EPSR model of the azeotrope 
(red) and from the EPSR model of liquid acetone, reported by McLain et al. (blue).
105
 
 
 As g(r) functions are inherently normalised by the liquid’s composition and density, the 
low-r profile of the RDFs for the azeotrope indicate both the nature of the acetone-acetone 
intermolecular arrangements and the degree of chloroform-acetone interspecies mixing. Through 
comparison with the pure liquid data, the relationship between the intensity of features in the RDFs 
and the relative strength of AA, CC and AC interactions may be understood on a molecular level. 
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For mixtures characterised by a negative excess enthalpy, such as chloroform-acetone, the greater 
strength of AC interactions (relative to AA and CC) and the formation of AC complexes reduces 
the number of AA and CC associations contributing to the first shell RDF data. This is shown to be 
the case for AA in the present section and also for CC in section 7.2.8. The opposite case is 
expected for mixtures with positive excess enthalpy of mixing, such as benzene-methanol. In these 
systems the greater strength of BB and MM interactions over BM interactions would cause a partial 
demixing, whereby the intensity of BB and MM first shell RDF data would be greater in the 
mixture than in the pure liquids. The comparison of neutron scattering data for AC and BM 
systems is explored further in Section 7.2.14. Due to this influence of interspecies associations on 
the isospecies associations it is difficult to give more detailed structural interpretations of the 
acetone-acetone RDFs. In the following section the acetone-acetone associations are characterised 
through examinations of SDFs and OCFs.  
 
In Figure 7.8, 3D acetone-acetone (Co-Co) SDFs extracted from the EPSR model of the azeotrope 
are compared with those reported for the pure liquid.
105
 The distance ranges and FSL levels were 
chosen to reproduce the figures in McLain’s study. The lobes in the upper panels, r(CoCo) = 05 
Å, indicate the spatial positions of the most closely approaching acetone molecules. Lobes in the 
lower panels, r(CoCo) = 57 Å, indicate the most likely positions for molecules at the edge of the 
first coordination shell. The lobes are drawn for FSL levels of 0.7 and 0.15, respectively to offset 
the greater spatial inhomogeneity at larger CoCo distances. From the shape of the corresponding 
feature in the CoCo RDFs, which have a pronounced low-r shoulder, it may be anticipated that 
these distance ranges would capture two different molecular arrangements. This is supported by the 
different position of lobes in the SDF plots for the two distance ranges.  
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 The position of the lobes is very similar for the azeotrope (left column) and the pure liquid 
(right column). In the plots for closely approaching molecules (1st row), the lobes are positioned in 
a cap surrounding the oxygen atom above (+z) the reference molecule and around its sides (+x; –x). 
For molecules further toward the edge of the first molecular shell (2nd row), the lobes common to 
plots of acetone and azeotrope, are positioned underneath (-z) and around the sides (+y; –y) of the 
reference molecule. Based on these observations, it would appear that chloroform has little impact 
on the packing and associations of acetone in the azeotrope. However, in the SDF plot of the 
azeotrope there are two lobes in the zy-plane at 1 = 45 which may indicate that a different 
acetone-acetone packing is required to accommodate AC complexes involving OHc hydrogen 
bonds.   
 
 
Figure 7.8 AcetoneAcetone (CoCo) SDFs for the EPSR model of the azeotrope and the EPSR 
model of the pure liquid, reported by McLain et al.
105
 The distance ranges and FSL levels plotted 
are those chosen in the study of the pure liquid. 
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The orientation correlations of acetone molecules in the EPSR model of the azeotrope has also 
been investigated in a series of 2D CoCo SDF and OCF plots. These are shown in Figure 7.9 over 
two pages. Due to the two fold rotational axis of acetone, correlations in the zx- and zy-planes of 
the reference molecule have been examined independently. This has been accomplished by fixing 
the value of φ1 to 0 (zx) or 90 (zy). These plots, shown in Figure 7.9(a) and (b), respectively, 
extend the analysis of McLain’s study in which orientation correlations were only reported for the 
zx-plane.
105
 The SDFs are shown on the left sides of each figure and the OCFs are shown on the 
right. OCFs are drawn for 1 = 0, 45, 90, 135, 180. The columns correspond to different 2 Euler 
rotations of the second molecule which governs the rotational offset between the z’’ axis of the 
reference and second molecules. Its consideration allows more detail about the arrangements 
between acetone molecules in the first coordination shell to be revealed. The central column 
indicates OCFs obtained by averaging over all 2 rotations; OCFs in the left hand columns are for 
2 = 0; and OCFs in the right hand column are for 2 = 90.  
 There are pronounced differences between the SDF plots of the zx and zy-planes, which 
indicate the different approach distances of molecules possible in the two planes. Molecules 
approach the origin more closely in the zx- than zy-plane and reproduce the general shape of the 
acetone molecules. This indicates the importance of geometric packing on the first coordination 
shell. There are also pronounced differences in the OCF plots for ‘off-centre’ 1 = 45, 90 and 135 
angles (OCFs plots for 1 = 0 and 180 refer to the same polar coordinates in both the zx- and zy-
planes and the plots are identical). The greater intensity of features in the OCF plots of the zx-plane 
for 1 = 45, 90 and 135 indicate more pronounced orientation and hence dipole correlations than 
for molecules in the zy-plane. The greater dipole correlations of closely approaching molecules can 
be explained by the rapid (1/r
3
) decay of electrostatic permanent-dipole to permanent-dipole 
interactions with distance.
373
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Figure 7.9 2D plots of the Co-Co SDF and OCFs for 1 = 0, 45, 90, 135 and 180 showing acetone-
acetone associations in the EPSR model of the chloroform-acetone azeotrope. These are 
examined independently for the zx- (opposite) and zy-planes and OCFs are shown for 2= 0 (left 
column), 0360(central column), and 90 (right column).
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 In the following section, the dipole correlations of second molecules positioned at different 
1 angles about the zx-plane are examined independently and compared with the 3D OCFs of pure 
liquid acetone reported by McLain et al..
105
 The most likely orientation of molecules positioned 
above the reference (+z) are indicated by the contours in the OCF for 1 = 0 and 2 = 0360. The 
arrowhead-shaped intensity indicates that molecules at this position are mostly orientated with their 
z-axis pointing ‘away from’ the reference. The different shape of contours in the OCFs plotted for 
fixed 2 = 0 and 2 = 90 then reveals the specific arrangements in more detail. Intensity at 2 = 
0, indicating a preference for parallel dipole orientation, is only present for molecules with for 2 
= 90, indicating staggered methyl groups. For 2 = 0 the intensity is centred at 2 = 70. This 
indicates T-shaped arrangements in which the z-axis of the reference points towards a second 
molecule with fairly perpendicular dipole alignment and with parallel zy-planes. These 
arrangements are shown as structures (a) and (b) in Figure 7.10. The position of lobes in McLain’s 
OCFs for1 = 0 indicates that a T-arrangement is also favoured in the pure liquid. 
105
 
 
 
Figure 7.10 Acetone-acetone associations extracted from the EPSR model of the chloroform-
acetone azeotrope. The arrangements in the crystalline phases are described by Allan et al.
393
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 At 1 = 45, 90 and 135, the OCF plots are not symmetrical and show correlations in which 
molecules point generally ‘towards’ (anticlockwise rotation, φ2 = 270) or ‘away from’ (clockwise 
rotation, φ2 = 90) the reference molecule on their left and right sides, respectively. At 1 = 45 in 
the zx-plane the greatest intensity in the OCF for 2 = 0360 is centred at 2 = 180 indicating 
molecules with an antiparallel dipole alignment. McLain’s 3D OCFs also indicates that this 
antiparallel arrangement is favoured in pure liquid acetone. The different intensity of features in the 
OCF plots for fixed 2 = 0 and 2 = 90 show that this antiparallel arrangement is also 
characterised by a 2 = 0 rotational offset and that the zy-planes of these molecules are parallel. 
This arrangement is shown as structure (c) in Figure 7.10. For 1 = 90 and 2 = 0360, the most 
intense features at 2 = 140 and φ2 = 270 indicate molecules with antiparallel dipoles and z-axes 
angled toward the reference. This arrangement is shown as structure (d) in Figure 7.10. A very 
similar orientation correlation was observed in McLain’s model of pure liquid acetone. At this 
position, fixing 2 has minimal influence on the features of the OCF plot, indicating an 
arrangement with freely varying 2. For 1 = 135 and 2 = 0360 the features are also most 
intense on the left of the plot (φ2 = 270) indicating molecules pointing ‘towards’ the reference, but 
cover a wider 2 range, 2 = 0–120 at this 1 position. Fixing 2, again, has only a small influence 
on the shape of the feature at this 1 position. The greatest intensity and thus the most favoured 
orientation is at 2 = 50–80 indicating arrangements like structure (e) shown in Figure 7.10. In 
McLain’s model of the pure liquid the most favoured orientation is 30 indicating molecules with 
more parallel alignment. This difference may be due to the impact of chloroform molecules on the 
electrostatic balance of charge in the first coordination shell.    
 The orientation correlations of molecules positioned below (-z) the reference molecule are 
shown in the 1= 180 OCFs. The greatest intensity at 2 = 0 in the plot for 2 = 0360 indicates 
arrangements with parallel dipole alignment. A similar correlation was reported for the pure liquid 
by McLain et al. The OCF plots for fixed χ2 = 0 and χ2 = 90 reveal that the χ2 rotational offset of 
these molecules is related to their orientation. Whilst for χ2 = 0 the contours cover a wide 2 range 
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between 0 – 90, for χ2 = 90, the contours cover a smaller 2 range and are most intense at 2 = 30. 
The corresponding arrangement is shown as (f) in Figure 7.10. The smaller range of orientations 
explored by molecules with a 90 χ2 rotational offset may be due to the obstructing influence of the 
2
nd
 molecule’s methyl groups, which interfere with the reference molecule at more inclined 2 
angles. 
 
 
In the following three sections the arrangements between chloroform molecules in the EPSR model 
of the azeotrope are compared with those found in the pure liquid and presented in Chapter 6. In 
this section the intermolecular chloroform-chloroform RDFs are compared. These are shown in 
Figure 7.11. As already discussed for acetone, the chloroform-chloroform RDFs for the azeotrope 
are very similar to those of the pure liquid. A decrease in the intensity of features in the first shell 
RDFs of the azeotrope relative to those of the pure liquid is also observed for the chloroform-
chloroform RDFs. As discussed in section 8.2.5, this effect is caused by the non-ideal interspecies 
mixing in the azeotrope: the negative enthalpy of mixing manifesting structurally as an increase in 
AC and decreases in AA and CC first shell coordination numbers relative to that of a randomly 
mixed liquid. This can be quantified from the presented RDFs as the average coordination number 
expected for a randomly mixed regular two-component liquid mixture may be estimated by 
multiplying the pure liquid values by the component’s mole fraction in the mixture. For acetone-
acetone, 12.1  0.405 = 4.90 (07 Å) and for chloroform-chloroform, 12.7  0.595 = 7.56. (07.5 
Å) The corresponding average coordination numbers for the EPSR model of the azeotrope are 
significantly lower: 4.15 for acetone-acetone, and 6.60 for chloroform-chloroform. Interestingly, 
the opposite trend is found for the HS model with average coordination numbers of 5.40 for 
acetone-acetone, and 8.01, for chloroform-chloroform. This indicates that the interspecies 
associations are the result of specific interactions rather than just due to the different packings of 
AA, CC and AC combinations. 
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Figure 7.11 Chloroform-chloroform RDFs extracted from the EPSR model of the chloroform-
acetone azeotrope and the EPSR model of pure liquid chloroform (also presented in Chapter 6). 
 
 
 In addition to this most striking difference, there are also more subtle differences between 
the RDFs of pure chloroform liquid and the azeotrope. The shape of the first feature in the HH, 
HCl and ClCl RDFs are different in the two models.  The low-r shoulder of the first feature of 
the HH RDF is much larger and the maxima of the first features in the HCl and ClCl RDFs are 
at shorter distance in the azeotrope model than in the pure liquid. The low-r shoulder in the HH 
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RDF may indicate the formation of AC2 complexes, in which two chloroform molecules point 
towards a single acetone and thus have closely approaching H atoms (Figure 7.2b). The shorter 
distances in the azeotrope RDFs may indicate that whilst chloroform self-associations characterised 
by very close HCl and ClCl distance are still found in the azeotrope, those with weaker 
interactions and greater HCl and ClCl distances are lost in the mixture.  
 
 
In this section, spatial density functions showing the positions of chloroform molecules about a 
centrally placed chloroform reference molecules are compared for the EPSR models of the 
azeotrope and pure liquid. To help this, the distance ranges and FSL levels of chapter 6 are used 
again here. The SDF plots for pure chloroform liquid are reproduced in Figure 7.12(a) and 
corresponding SDF plots for azeotrope are shown in Figure 7.12(b). Due to the intrinsic 
normalisation involved in creating FSL levels the much smaller number of molecules in the first 
coordination shell of the azeotrope (6.6) compared to the pure liquid (12.7) does not influence 
the size of the lobes. 
 In general, the area covered by SDF lobes is greater in the azeotrope than for the pure liquid. 
This indicates a greater spatial inhomegeniety between chloroform molecules in the azeotrope. 
Some lobes characterising the most favoured arrangements in the SDF plots of the pure liquid are 
also less well defined or missing in the plots of the azeotrope. For example, the lobe below (-z) the 
reference molecule in the SDF plot of the pure liquid at an FSL of 0.1 and 0.3 and distance range of 
34.9 Å (indicative of the parallel aligned stacks), is absent in the azeotrope. The lobe is also 
absent at the greater FSL level of 0.3. Both observations suggest that the self-association of 
chloroform into dipole-aligned stacks in the pure liquid is significantly reduced in the azeotrope. 
This supports the interpretation of the Raman spectra given in section 8.2.1. However, for the 
greater distance range of 6.27.2 Å the spatial homogeneity is similar for the two models and the 
lobes capping the chlorine atoms of the reference are reproduced almost exactly in the SDFs of the 
pure liquid. As similar lobes were also found for the HS model of the pure liquid, this may indicate 
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that at these distances (i.e in the first coordination shell) the molecular packing of chloroform is 
similar in the azeotrope and in the pure liquid.  
 
 
 
 
Figure 7.12 3D SDFs for CC distance ranges covering the first coordination shell extracted from 
the EPSR models of (a), pure liquid chloroform (also presented in Chapter 6) and (b), the 
chloroform-acetone azeotrope. The distance ranges correspond to equal integrated g(r) in the 
EPSR model of pure liquid chloroform.   
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The self-associations of chloroform in the EPSR models of the azeotrope and pure liquid have been 
more closely examined using 2D SDF and OCF plots, which are shown in Figure 7.13. Unlike the 
3D plots of the prior section, intrinsically scaled using FSLs, these 2D plots indicate the variation 
in g. The intensity of features in these 2D plots thus reflects the lower relative amount of 
chloroform-chloroform coordination in the azeotrope than in the pure liquid which was described 
in Section 7.2.8. The comparison given in the present section will therefore focus on the shape of 
the features in the OCF and SDF plots. 
 Although the shape of most features in these 2D SDF plots is similar for chloroform liquid 
and azeotrope models there are a few key differences. Firstly, the feature at 1 = 180 is less 
pronounced in the azeotrope than the pure liquid, more clearly showing the origin of the missing 
lobe in the 3D SDF plots (section 7.2.9). In the azeotrope model there are far fewer molecules 
positioned directly below (-z) the reference. However, interestingly, the orientation correlations of 
these molecules, as indicated by the shape of the feature in the OCF for 1 = 180, are similar for 
the azeotrope and pure liquid. This suggests that although a preference for chloroform’s dipole 
alignment is maintained in the azeotrope, the property of dipole aligned stacks is greatly reduced. 
There are also differences in the OCF for 1 = 45. An additional feature at 2 = 90 for (φ2 = 270) 
indicates an arrangement in which the 2
nd
 molecule is directed towards the reference and the 
molecule’s dipole axes are approximately perpendicular. Interestingly, this orientation correlation 
would be expected for chloroform molecules arranged in the AC2 complex of Figure 7.2(b). This 
provides further confidence that interspecies interactions are impacting the isospecies arrangements 
in the chloroform-acetone azeotrope. Interspecies associations are considered in the following 
sections.
  
 
 
 
 
Figure 7.13 A comparison of 2D chloroform-chloroform (Cc-Cc) SDFs and OCFs for the EPSR models of the (a) pure liquid chloroform (also presented in 
Chapter 6) and (b) the chloroform-acetone azeotrope. The 1 positions (0, 45, 90, 135 and 180) examined in the OCFs plots are roughly indicated by their 
position around the centrally placed SDF.
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In this section, chloroform-acetone RDFs are examined to investigate the interspecies associations 
in the models of the azeotrope. RDFs are presented for the HS (blue line), LJ+C (black line) and 
EPSR (red line) models in Figure 7.14. The RDFs of the HS model represents the most efficient 
way to pack the chloroform and acetone molecules. The RDFs of the LJ+C model indicates the 
associations arising from the Lennard-Jones parameters and monopole partial charges ascribed to 
the molecules in studies of the pure liquids, and discussed in sections 6.2.2 (chloroform) and 
7.2.3(acetone). The RDFs of the EPSR model represent a set of interspecies associations which 
give a good fit to the measured diffraction data. Differences between the RDFs of the EPSR and 
LJ+C models indicate the structural perturbations arising from the introduction of empirical 
potentials between the atom pairs and thus indicate the influence of the diffraction data on the 
structure. The differences between the RDFs of the three models, which have interspecies 
interactions as their origin, are discussed below. 
 The most pronounced difference in the RDFs for the EPSR and HS models is the strong 
maximum at 2.08 Å in the OHc  RDF, which is absent in the HS model.  The feature is consistent 
with a hydrogen-bonding interaction between acetone and chloroform. Sharp features in many of 
the other RDFs arise from the dominating influence of this interaction over other interspecies 
arrangements. Interestingly, no sharp low-r feature is seen in the HaCl RDF. This suggests that the 
AC complexes formed in the model do not constrain the rotation of the methyl groups, as suggested 
by Jalian et al. and shown as arrangement (d) in Figure 7.2(d).
103
  Due to the complexity of the 
RDFs and the nature of the complexes formed, the arrangements are more easily examined in 3D 
using SDFs and through statistical analysis. These are presented in the following sections.  The Co–
Cc RDFs contains the remaining information about the composition of chloroform and acetone 
coordination shells. The first coordination shell about acetone contains an average of 4.1 acetone 
molecules and 7.5 chloroform molecules. The first coordination shell about chloroform contains an 
average of 5.1 acetone molecule and 6.6 chloroform molecules. We therefore observe a greater 
number of interspecies contacts than would be expected in a randomly mixed liquid.  
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Figure 7.14 Chloroform-acetone RDFs extracted from the HS (blue line), LJ (black line) and EPSR 
(red line) models. The traces have been offset vertically for clarity.  
 
 
 Due to the low weighting of OHc atom pairs to the diffraction data (1% in the deuterated 
azeotrope) the simulation parameters and the influence of the diffraction data on the simulation 
have been closely considered. To maximise the sensitivity of the model to the diffraction data the 
data sets were independently weighted proportionally to their Ha/Hc composition and a high overall 
weighting was used.. Although, it may appear that the low O–Hc weighting would prohibit an 
accurate description of the hydrogen bonding interactions in the azeotrope, it is clear from the 
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RDFs that ACn complex formation impacts many of the RDFs and hence has a strong drive from 
the measured diffraction data. It is also reassuring that the distance of maximum intensity for the 
first feature in the OHc RDF is slightly shorter and its intensity slightly greater in the EPSR model 
than in the LJ+C model. This implies that EPs produced from the measured diffraction data 
perturbed the structure sufficiently to increase the number and average strength of hydrogen 
bonding interactions in the model. However, the differences are small, which may suggest that the 
low contribution of the data in describing the OHc RDF may have limited the perturbation.  
 The impact of the measured diffraction data on the model was also independently 
examined using the approach of McLain et al..
105
 In their study, several EPSR models based upon 
different LJ+C parameters and partials charges were found to converge upon a single structure, 
confirming the influence of the data on the model structure. We therefore also applied a LJ+C 
model using the parameters of Kamath et al.,
375
 originally produced to give accurate calculated 
partial vapour pressures. Kamath’s potentials produced a model with much longer hydrogen bond 
distances (maximum at 2.7 Å). Disappointingly, the position of the feature did not decrease 
significantly with subsequent EPSR simulation, indicating that the EPs produced from the 
measured diffraction data were not able to overcome the inaccuracies in Kamath’s potentials. This 
may be due to the large electrostatic forces contributing to the hydrogen bond which would require 
larger EPs to enact a structural perturbation than for acetone in McLain’s study. In essence, the 
magnitude of the potentials available in EPSR to perturb the structure is limited by their potential to 
cause unwanted side effects; large spherical potentials may be able to shift the feature, but their 
influence on other aspects of the structure needs also to be considered. This reinforces the 
importance of accurate LJ+C models as starting points in EPSR simulation.  The accuracy impacts 
upon the magnitude of the EPs needed to reproduce the scattering data and this in turn impacts 
upon the suitability of the potentials to describe the intermolecular interactions of the system.    
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In this section, the most likely position of chloroform’s H atom about a centrally positioned acetone 
molecule in the EPSR model of the azeotrope are probed using 3D SDFs. The Cambridge 
Structural Database (CSD) has also been used to investigate the nature of similar ketoneHX 
hydrogen bonding contacts in crystalline compounds. Plots which look very similar to the EPSR-
produced SDF plots of liquids but showing the distribution of different arrangements in all the 
appropriate compounds of the database are available via the Isostar software. The sum of van der 
Waals radii for oxygen and hydrogen (1.2 Å + 1.52 Å = 2.72 Å) from Bondi et al.109 has been used 
to define the OHc contacts forming a hydrogen bond and the distance range examined in the SDF 
plots. Intrinsically scaled FSL levels of 0.1, 0.3 0.5 and 0.8 showing the spatial distribution of 
different arrangements are used in this section. 
 The arrangements between ketone and hydrogen bonding species extracted from the CSD 
are shown in Figure 7.15. The three images of Figure 7.15(a) show the relationship between the 
orientation of the hydrogen bonding contacts (indicated by sticks, hydrogen atoms represented by 
the white terminus) and the overlap of their van der Waals radii. The spatial distribution of 
hydrogen bonding contacts decreases significantly with distance such that for distances < 3.22 Å 
the contacts are widely distributed while for distances < 2.22 Å the contacts form a cap of contacts 
with hydrogen atoms pointing exclusively towards the oxygen. The 3D surface plots of Figure 
7.15(b) then show the spatial distribution of the contacts for the compounds of the database within 
a distance range corresponding to the sum of van der Waals radii (2.72Å). The white lobes in the 
image drawn at an FSL of 0.1 indicate the most favoured positions for hydrogen bonded contacts, 
in line with the oxygen lone pairs. 
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Figure 7.15 Associations between ketone (C(sp3)COC(sp3)) groups and hydrogen bonding 
species (HX; H shown in white)in the crystalline compounds of the Cambridge Structural Database. 
(a) Stick plots showing the associations at interatomic distances <2.22, <2.72 and <3.22 Å and (b) 
intrinsically scaled contour plots showing the spatial distribution of arrangements. 
 
 
 
 
 
Figure 7.16 OHa SDFs extracted from the EPSR model of the chloroform-acetone azeotrope. The 
distance range corresponds to the sum of van der Waals radii of oxygen and hydrogen.
109
 FSLs of 
0.1, 0.3, 0.5 and 0.8 show the spatial distribution of arrangements in the model. 
 
 The corresponding distribution in spatial position for Hc about O in the EPSR model of the 
azeotrope is shown in Figure 7.16. The position of the lobes in these plots indicates a far greater 
spatial inhomeogeniety in the azeotrope than found in the crystalline compounds of the CSD. 
Although the lobes are centred on the lone pairs for an FSL of 0.1, at greater FSL levels the lobes 
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form a cap around the oxygen atom. This indicates that the majority of OHc contacts within the 
sum of van der Waals radii have no positional preference towards the lone pair electrons. Thus 
although the EPs contain the pairwise information to reproduce the interspecies association of the 
CSD their magnitude is insufficient to constrain the interspecies association against the disordering 
influence of thermal motion. To some extent this would be expected for a liquid which will be 
more greatly affected by thermal motions than the crystalline compounds of the CSD. 
Alternatively, the difference may reflect the inadequacies of the EPs to manipulate the fine detail of 
the structural model. Work is underway to include an additional X-Ray diffraction data set into the 
simulation to provide scattering length contrast on the chlorine positions. This will enable a greater 
confidence in the interspecies associations of the model.  
 
The intermolecular associations in the EPSR model of the azeotrope have also been investigated 
through a statistical analysis of the arrangements in the simulation box. This has enabled the 
number and type of ACN complexes in the model to be characterised and enables acetone’s impact 
on chloroform’s self-association to be better understood. This analysis is based upon the chain 
distribution analysis of the chloroform model, presented in Chapter 6, and used identical 
constraints. However, for the azeotrope, three separate chain distribution analyses were carried out 
and compared. In the first only the connections between chloroform molecules were considered 
(CC); in the second, connections between the acetone and chloroform molecules with O–Hc 
distances less than 2.72 Å were also considered (AC). The third chain distribution analysis only 
considered these AC connections and ignored CC connections. This combination of chain length 
distributions has then enabled the number of CN, ACN and A(CN)2 complexes in the model to be 
determined.  
 The proportion of acetone, chloroform and acetone and chloroform molecules involved in 
the different associations found in the EPSR model of the azeotrope are shown in Figure 7.17. 
Overall 52 % of the chloroform and acetone molecules form an association within the given 
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constraints. AC complexes are by far the most likely and involve 36 % of the chloroform and 
acetone molecules in the simulation box. AC2 complexes were also present involving 9 % of the 
molecules. ACC and a small number of ACCC complexes involved 4 % of all the molecules in 
the simulation box. However, the most striking result of this analysis is the low proportion of self-
associated chloroform molecules in the model with only 4 % of the chloroform molecules 
involved in a dipole-aligned stack. This is greatly reduced from 29 % found in the EPSR model of 
pure chloroform liquid.  
 The reduction in the extent of chloroform self-association in the azeotrope relative to the 
pure liquid, reinforced by shifts in chloroforms vibrational spectra,  supports the validity of 
Apelblat’s,97 model of the azeotrope. However, our data suggest that a more accurate description of 
the interactions in the azeotrope may be obtained in their model if ACC complexes were to be 
included.    
 
 
Figure 7.17 Intermolecular associations in the EPSR model of the chloroform-acetone azeotrope 
obtained from chain length distribution analysis for CC, CC and AC, and AC connections. CC 
connections were defined by a CH distance 24.2 Å and H····CH angle 150180. AC 
connections were defined by C-Hc distance < 2.72 Å (the sum of van der Waals radii for oxygen 
and hydrogen). 
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Nine liquid mixtures with different H/D substitutions were used to investigate the structure of the 
benzene-methanol azeotrope (Xmethanol = 0.550),
98-100
 by neutron diffraction. The isotopic 
composition and weighting factors for each of the atom pairs in the liquid mixtures are given in 
Appendix 12. The measured scattering data over the entire Q-range (0.1 – 50 Å–1) are given in 
Appendix 17 (corrected for attenuation and multiple scattering) and 18 (also corrected for 
inelasticity). EPSR structural modelling of this system has not yet been completed but Figure 7.18 
compares F(Q)s for several isotopic compositions carried out to test the general hypothesis that the 
benzene-methanol azeotrope, being thermodynamically much closer to demixing, will show 
isospecies aggregation. In Figure 7.18(a) the F(Q)s for the differently substituted liquid-mixtures 
are overlaid. In Figure 7.18(b) the F(Q) for the fully deuterated azeotrope is compared with a 
hypothetical F(Q) obtained by summing F(Q) data for the pure deuterated liquids. 
 Interestingly, as indicated in Figure 7.18(a), the slope of the low-Q intensity for the BM 
liquids was found to increase proportionally with the ratio of benzene to methanol scattering length 
density. Although a lower minimum Q and greater Q-resolution than available on SANDALS 
would be required to model the fluctuations in scattering length density in 3D, this trend indicates 
significant spatial fluctuations in the concentration of benzene and methanol, and supports the 
partial molecular demixing predicted for positive pressure azeotropes in section 7.2.5.
319
 The much 
closer state of the positive azeotrope to demixing is also supported by their very different 
crystallisation behaviour observed by X-ray diffraction as the azeotropes were cooled to 80 K 
(Appendices 22 and 23). Whilst the benzene-methanol azeotrope separated and crystallised, the 
chloroform-acetone azeotrope formed a glass. The close agreement between F(Q) data for the fully 
deuterated azeotrope with hypothetical F(Q) data for a combination of the pure liquids (Figure 
7.18b) suggests that the intermolecular structure in the azeotrope at low r is somewhat similar to 
the pure liquids. This situation would only occur if the liquid structure contained a significant 
proportion of benzene clusters and methanol clusters. This also implies that (in an opposite way to 
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the negative pressure chloroform-acetone azeotrope) the partial radial distribution functions for 
interspecies correlations have low intensity at low r and that partial radial distribution functions for 
isospecies correlations have a high intensity at low r.  These data are very much in disagreement 
with studies suggesting distinct benzene-methanol clusters with defined stoichiometry.
104,394-395
 We 
expect that EPSR modelling of the benzene methanol azeotrope (in progress) will reveal the size of 
the clusters and the nature of the benzene–benzene396-400 and methanol–methanol119,401-407 
interactions which give rise to the partial demixing. 
 
 
Figure 7.18(a) Neutron scattering F(Q) data for nine benzene-methanol azeotropic liquid mixtures 
with different H/D substitutions. A trend of increasing low-Q intensity gradient with increasing 
benzene/methanol scattering length density contrast is indicated by the arrow, (b) a comparison of 
measured F(Q) data for the fully deuterated benzene-methanol azeotrope (red) with a trace for a 
hypothetical liquid mixture (black) formed by summing data of pure deuterated benzene (green) 
and methanol (blue) liquids weighted by the azeotropic composition. 
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The intermolecular structures of the negative pressure chloroform-acetone azeotrope and the 
positive pressure benzene-methanol azeotrope have been studied by neutron diffraction and Raman 
spectroscopy. A structural model of the chloroform-acetone azeotrope was prepared using EPSR. 
This model indicated that a structure strongly influenced by favourable C2H6OHCCl3 and 
Cl3HCl3HCl3H intermolecular interactions are consistent with neutron scattering data recorded 
with isotopic substitution. The model showed a reduced number of dipole aligned chloroform self-
associations in the azeotrope relative to the pure liquid; this is in agreement with changes in Raman 
spectra of pure chloroform liquid and as a component of the azeotrope. The modelling also 
identified several ACN complexes not always considered, such as ACC, and found the 
complexation to influence the overall mixing character of the azeotrope. Neutron scattering data for 
the benzene–methanol azeotrope also indicates that intermolecular interactions influence mixing in 
this system. Whilst the negative pressure azeotrope shows a partial or transient complexation, for 
the positive pressure azeotrope there is evidence for partial demixing. It is particularly pleasing to 
observe this negative excess entropy of mixing (a regular mixture showing the greatest entropy of 
mixing) in the structural data. Going forward it is expected that more detailed insights into 
microscopic mixing phenomena may be gained through comparisons of Kirkwood-Buff 
integrals,
408-411
 calculated from the EPSR derived structural models of the chloroform-acetone and 
benzene-methanol azeotropes. 
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 In this work it is shown how the intermolecular interactions in liquids, and resulting liquid 
properties, depend intimately on the size, shape and charge distribution of the molecules as well as 
on temperature and pressure. This work also contributes to one of the most exciting areas of current 
liquids research aimed at understanding the contribution of dynamic and structural correlations to a 
liquid’s properties and phase behaviour.199  
 For aqueous systems, the spatial correlations are especially pronounced due to the strength 
and directionality of hydrogen bonding interactions which significantly structures the low 
temperature and ambient liquids. It has even recently been suggested that transient regions of 
profoundly different structural ordering may exist in liquid water affecting properties such as its 
glass transition,
17,200
 and nucleation behaviour.
43
 Water’s structural and dynamic correlations have 
been probed in this work through temperature annealing studies of amorphous solid water (ASW), 
a metastable form of H2O prepared by vapour deposition at 77 K. The changes that take place as 
ASW is heated provide a different perspective on the nature of water’s glass transition and 
crystallisation, which are typically studied as the ambient liquid is cooled. The data shown herein 
indicate that upon heating, ASW relaxes towards the structure of ice Ih in several sequential stages: 
pore collapse, local structural relaxations, crystallisation to ice Isd and then transformation to ice Ih. 
Although there are many interesting aspects of this behaviour, the local structural relaxations which 
occur prior to crystallisation are particularly thought-provoking; rather than accelerating the rate of 
crystallisation, the thermal annealing hinders subsequent crystallisation, suggesting that the relaxed 
structures forming are somewhat unrelated to the structure of ice I. Whilst these structures may 
closely reflect the structure of the inaccessible liquid at these temperatures, the time dependence of 
these relaxations indicate that the material is not liquid-like, at least until its crystallisation to ice I 
at 150–160 K, which likely occurs concomitantly with the glass to liquid transition. This 
conclusion is in disagreement with reports of a glass to liquid transition in ASW at 136 K,
87,144
 It 
might, however, be possible to access the liquid by heating ASW if crystallisation can be 
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prevented, using, for example, the close confinement methods applied successfully upon cooling.
54
 
IR Spectroscopic data presented in this work indicates that the hydration shells surrounding C60 
molecules in ASW retain a water-like character after being annealed to 190 K, which suggests that 
this may indeed be possible.  
 The behaviour of micropores and of C60 molecules in ASW is also particularly intriguing. 
The data presented here confirm that sintering relaxations, which close the micropores, proceed at 
much lower temperatures than required for the more local structural relaxations occurring prior to 
crystallisation. It is also shown that water molecules in the hydration shells of C60 become mobile 
at lower temperatures than water molecules in the bulk. These observations highlight a relationship 
between structure and dynamics, whereby the energy of the transition state for molecular 
reorientation is greater in the bulk than at the surface of a pore or in the hydration shell of a 
hydrophobic C60 molecule. Indeed the local structural relaxations occurring prior to crystallisation, 
and crystallisation itself, may also be related to this phenomenon. Upon heating, mobility will 
initially increase near hydrogen bonding defects giving the local structural relaxations, and then at 
higher temperatures in the bulk material, allowing crystal nucleation and growth. In this regard, it is 
remarkable that the mobility of water in the hydration shell of hydrophobes relative to that in the 
bulk is reversed as the temperature is increased, becoming much less mobile than in the bulk at 
ambient temperatures.
5
 This suggests an effective way to further investigate hydrophobic effects, 
thought to be intricately linked to changes in dynamics,
267
 may be to examine hydrophobic 
behaviour in the supercooled regime under conditions in which the mobility in the bulk and in the 
hydration shell become equal and when hydrophobic effects could potentially vanish.  
 Mixtures of small polar molecules also display interesting properties related to their 
specific intermolecular interactions. The combination of neutron scattering and computer 
simulation, made possible by the Empirical Potential Structural Refinement (EPSR) software
6
 used 
in this study, is capable of providing much more information about liquid structure than can be 
learned from vibrational spectroscopy or by examination of macroscopic properties such as relative 
permittivity or the average dipole moment of their components. The collinear self-association of 
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chloroform molecules discovered in the pure liquid using this approach makes this most evident as 
well as demonstrating the connection between intermolecular interactions and liquid properties. In 
particular, the self-association is proposed to explain its excellent solvent properties, as local 
increases in polarity about the coordinated stacks provide a positive enthalpic contribution to 
dissolution and extraction processes.
354
  This structural characteristic may also be relevant to 
chloroform’s anaesthetic activity, which may be caused by the interference of these aggregated 
‘super dipoles’ with mammalian nerve cells.353 
 Whilst it is very appealing to prepare structural models of liquids which are consistent with 
pairwise diffraction data, this work also shows some of the limitations of the approach. In 
particular, the models may not reproduce the exact nature of the true inherent structures if they are 
constrained only by small deviations in the one dimensional pair distribution data. This effect is the 
most likely cause of an unexpected feature in the model of the chloroform-acetone azeotrope 
whereby the Oacetone–Hchloroform hydrogen bonding interaction, giving rise to the negative pressure 
azeotropy of these mixtures, did not show a pronounced preference for an orientation allowing 
overlap of molecular orbitals containing the oxygen lone pair electrons. In addition to highlighting 
the caution required whilst interpreting the fine detail of these models, this work also demonstrates 
that it is possible to test their accuracy to measurable quantities using theories of a liquid’s 
dielectric permittivity.
369
 There are likely to be many other ways to independently investigate the 
validity of these models. For example, the preferential solvation displayed by the azeotropic 
mixtures studied in this work can be related to measureable thermodynamic quantities using the 
Kirkwood-Buff theory of liquids.
408-409
 In addition to providing a useful check on the accuracy of 
the models, this applied theoretical approach to model analysis may also be the most productive in 
identifying the connections between structure and liquid properties, which will ultimately lead to 
the new understandings needed in order design more effective, efficient and environmentally 
conscious solvents.        
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Appendix 1 Pressure-composition isotherms for room temperature binary mixtures of (a) 
chloroform-acetone,
97,102
 and (b) methanol-benzene.
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Appendix 2. Preparation of the apparatus for ASW deposition. Variation in chamber pressure (red 
line) and deposition stage temperature (blue line) with time. The methods are given in section 
2.1.3. 
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Appendix 3 Scale drawing of the deposition stage and deposition plate  
273:  
 
 
 
 
Appendix 4 (left) Variation in crucible temperature with applied potential, also shown are the 
percentile power settings used for each datum point and the fit to a polynomial function, and (right) 
the relationship between temperature and C60 vapour pressure, from the measurements of 
Mathews et al.
133
 Standard errors are indicated in brackets. 
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Appendix 5 Comparison of solid-state nuclear magnetic resonance (SSNMR) spectra of raw C60 
material obtained from MERCORP (left) and that recovered after its codeposition with H2O (right). 
275:  
 
 
 
 
Appendix 6 Scale drawing of the codeposition baseplate. For the ASW baseplate, without C60 
furnace (not shown) the water inlet has identical dimensions but is centrally placed
276:  
 
 
H2O 
XC60 0 0.0007 0.0024 
C-C 0.0000 0 0.0001 4 0.0010 214 
C-H 0.0000 0 -0.0046 -220 -0.0150 -3213 
C-O 0.0000 0 0.0036 170 0.0117 2493 
H-H 0.0622 1987 0.0604 2883 0.0564 12058 
H-O -0.0965 -3083 -0.0938 -4472 -0.0875 -18706 
O-O 0.0374 1196 0.0364 1734 0.0339 7255 
b
2
 0.0031 0.0021 0.0005 
b
2

 
 4.4636 4.4069 4.2720 
packing 0.243 0.270 0.314 
 
 
H2O:D2O 
XC60 0 0.0007 0.0024 
C-C 0.0000 0.0% 0.0001 0.1% 0.0009 1.0% 
C-H 0.0000 0.0% 0.0018 2.0% 0.0056 5.9% 
C-O 0.0000 0.0% 0.0035 4.0% 0.0112 11.8% 
H-H 0.0095 11.3% 0.0093 10.6% 0.0087 9.2% 
H-O 0.0378 44.6% 0.0367 41.8% 0.0344 36.3% 
O-O 0.0374 44.2% 0.0364 41.4% 0.0341 35.9% 
b
2
 0.0847 0.0878 0.0949 
b
2

 
 2.4906 2.4619 2.3974 
packing 0.449 0.452 0.383 
 
 
D2O 
XC60 0 0.0006 0.0034 
C-C 0.0000 0.0% 0.0001 0.0% 0.0017 0.4% 
C-H 0.0000 0.0% 0.0073 1.8% 0.0348 8.5% 
C-O 0.0000 0.0% 0.0032 0.8% 0.0152 3.7% 
H-H 0.1978 48.6% 0.1928 47.3% 0.1737 42.4% 
H-O 0.1721 42.2% 0.1678 41.1% 0.1511 36.9% 
O-O 0.0374 9.2% 0.0365 8.9% 0.0329 8.0% 
b
2
 0.4073 0.4077 0.4094 
b
2

 
 0.5176 0.5166 0.5128 
packing   0.364 0.414 0.337 
 
Appendix 7 Weighting factors in b sr
–1
 atom
–1
 and weighting factors normalised by b210
–2
 
indicating the contributions of each atom pair to the measured diffraction data of the ASW/C60 
‘trapped solutions’. The coherent b
2
 and total b
2
 cross sections (b sr
–1
 atom
–1
) are also indicated 
together with the packing fractions calculated from the measured DCS using a density of 0.094067 
atom A
–3
. 
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Appendix 8 DCS data for ASW/C60 ‘trapped solutions’ corrected for attenuation and multiple 
scattering using GudrunN software.  
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Appendix 9 DCS data for ASW/C60 ‘trapped solution’s corrected for attenuation and multiple 
scattering and inelasticity using GudrunN software. The component subtracted by the inelasticity 
correction is indicated by the red line.
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Appendix 10 Weighting factors in b sr
–1
 atom
–1
 and weighting factors normalised by b210
–2
 
indicating the contributions of each atom pair to the measured diffraction data of the three 
chloroform liquids. The coherent b
2
 and total b
2
 cross sections (b sr
–1
 atom
–1
) are also indicated. 
 
 CDCl3 CHCl3 C(H/D)Cl3 
CC 0.0177 2% 0.0177 4 0.0177 3 
CCl 0.1528 22% 0.1528 38 0.1528 28 
CH 0.0355 5% -0.0199 -5 0.0078 1 
ClCl 0.3302 47% 0.3302 82 0.3302 61 
ClH 0.1533 22% -0.0860 -21 0.0338 6 
HH 0.0178 3% 0.0056 1 0.0009 0 
b
2
 0.7072 0.4003 0.5431 
b
2

 
 1.0121 2.1959 1.6035 
Av. DCS 1.126 2.157 1.624 
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 CD3COCD3 
CDCl3 
CH3COH3 
CDCl3 
CH3COCH3 
CHCl3 
CD3COCD3 
CHCl3 
C(H/D)3COC(H/D)
3CDCl3 
CD3COCD3 
C(H/D)Cl3 
C(H/D)3COC(H/D)
3C(H/D)Cl3 
CoCo 0.0015 0 % 0.0015 1 0.0015 2 0.0015 0 0.0015 0 0.0015 0 0.0015 1 
CoCm 0.0059 1 % 0.0059 4 0.0059 7 0.0059 1 0.0059 2 0.0059 1 0.0059 2 
CoHa 0.0177 3 %  -0.0099 -7 -0.0099 -12 0.0177 4 0.0039 1 0.0177 4 0.0039 1 
CoO 0.0026 0 % 0.0026 2 0.0026 3 0.0026 1 0.0026 1 0.0026 1 0.0026 1 
CmCm 0.0059 1 % 0.0059 4 0.0059 7 0.0059 1 0.0059 2 0.0059 1 0.0059 2 
CmHa 0.0353 7 % -0.0198 -14 -0.0199 -24 0.0354 8 0.0077 3 0.0353 7 0.0077 3 
CmO 0.0051 1 % 0.0051 4 0.0051 6 0.0051 1 0.0051 2 0.0051 1 0.0051 2 
HaHa 0.0532 10 % 0.0167 12 0.0168 20 0.0533 13 0.0026 1 0.0532 11 0.0025 1 
HaO 0.0154 3 % -0.0086 -6 -0.0087 -11 0.0155 4 0.0034 1 0.0154 3 0.0034 1 
OO 0.0011 0 % 0.0011 1 0.0011 1 0.0011 0 0.0011 0 0.0011 0 0.0011 0 
CcCc 0.0032 1 % 0.0032 2 0.0032 4 0.0032 1 0.0032 1 0.0032 1 0.0032 1 
CcHc 0.0064 1 %  0.0064 5 -0.0036 -4 -0.0036 -1 0.0064 2 0.0014 0 0.0014 1 
CcCl 0.0274 5 % 0.0274 19 0.0273 33 0.0273 7 0.0274 9 0.0274 6 0.0274 11 
HcHc 0.0032 1 % 0.0032 2 0.0010 1 0.0010 0 0.0032 1 0.0002 0 0.0002 0 
HcCl 0.0275 5  % 0.0275 20 -0.0154 -19 -0.0154 -4 0.0275 9 0.0060 1 0.0060 2 
ClCl 0.0590 11 % 0.0590 42 0.0589 72 0.0588 14 0.0591 19 0.0591 12 0.0592 23 
CoCc 0.0043 1 % 0.0043 3 0.0043 5 0.0043 1 0.0043 1 0.0043 1 0.0043 2 
CoHc 0.0043 1 % 0.0043 3 -0.0024 -3 -0.0024 -1 0.0043 1 0.0010 0 0.0010 0 
CoCl 0.0186 3 % 0.0186 13 0.0186 23 0.0186 4 0.0186 6 0.0186 4 0.0186 7 
CmCc 0.0086 2 % 0.0086 6 0.0086 11 0.0086 2 0.0086 3 0.0086 2 0.0086 3 
CmHc 0.0087 2 % 0.0087 6 -0.0049 -6 -0.0049 -1 0.0087 3 0.0019 0 0.0019 1 
CmCl 0.0372 7 % 0.0372 26 0.0372 45 0.0372 9 0.0372 12 0.0372 8 0.0372 14 
HaCc 0.0260 5 % -0.0146 -10 -0.0146 -18 0.0260 6 0.0057 2 0.0260 5 0.0057 2 
HaHc 0.0261 5 % -0.0146 -10 0.0082 10 -0.0146 -3 0.0057 2 0.0057 1 0.0013 0 
HaCl 0.1121 21 % -0.0629 -45 -0.0628 -77 0.1120 27 0.0245 8 0.1121 23 0.0246 9 
OCc 0.0038 1 % 0.0038 3 0.0038 5 0.0038 1 0.0038 1 0.0038 1 0.0038 1 
OHc 0.0038 1 % 0.0038 3 -0.0021 -3 -0.0021 -1 0.0038 1 0.0008 0 0.0008 0 
OCl 0.0163 3 % 0.0163 12 0.0162 20 0.0162 4 0.0163 5 0.0163 3 0.0163 6 
b
2
 0.5400 
 
0.1405 0.0820 0.4181 0.3077 0.4771 0.2609 
b
2

 
 0.7348 
 
2.7814 3.2840 1.2352 1.7588 0.9859 2.0094 
Av. DCS 0.7281 2.6246 3.0244 1.2184 1.7015 1.0037 1.9426 
 
Appendix 11 Weighting factors in b sr
–1
 atom
–1
 and weighting factors normalised by b210
–2
 indicating the contributions of each atom pair to the 
measured diffraction data of the chloroform-acetone liquid mixtures. The coherent b
2
 and total b
2
 cross sections (b sr
–1
 atom
–1
) are also indicated. 
  
 
 
 
 C6D6: 
CD3OD 
C6D6: 
CD3OH 
C6D6: 
CD3O(H/D) 
C6H6: 
CD3OD 
C6(H/D)6: 
CD3OD 
C6H6: 
CD3OH 
C6(H/D)6: 
CD3O(H/D) 
C6H6: 
CH3OH 
C6(H/D)6: 
C(H/D)3O(H/D) 
Cb-Cb 0.0426 10% 0.0425 12 0.0422 11 0.0425 37 0.0424 17 0.0426 57 0.0425 19 0.0422 771 0.0425 31 
Cb-Cm 0.0173 4% 0.0173 5 0.0174 4 0.0173 15 0.0173 7 0.0173 23 0.0173 8 0.0174 313 0.0173 13 
Cb-O 0.0151 3% 0.0151 4 0.0152 4 0.0151 13 0.0151 6 0.0151 20 0.0151 7 0.0152 274 0.0151 11 
Cb-Hb 0.0855 20% 0.0852 24 0.0848 22 -0.0478 -42 0.0188 8 0.0855 -64 0.0852 9 0.0848 -867 -0.0478 14 
Cb-Hm 0.0522 12% 0.0522 15 0.0523 13 0.0522 46 0.0522 21 0.0522 71 0.0522 24 0.0523 -529 0.0522 9 
Cb-Ho 0.0174 4% -0.0098 -3 0.0038 1 0.0174 15 0.0174 7 0.0174 -13 -0.0098 2 0.0038 -176 0.0174 3 
Cm-Cm 0.0018 0% 0.0018 1 0.0018 0 0.0018 2 0.0018 1 0.0018 2 0.0018 1 0.0018 32 0.0018 1 
Cm-O 0.0031 1% 0.0031 1 0.0031 1 0.0031 3 0.0031 1 0.0031 4 0.0031 1 0.0031 56 0.0031 2 
Cm-Hb 0.0174 4% 0.0174 5 0.0174 4 -0.0098 -9 0.0038 2 0.0174 -13 0.0174 2 0.0174 -176 -0.0098 3 
Cm-Hm 0.0106 2% 0.0107 3 0.0108 3 0.0107 9 0.0107 4 0.0106 14 0.0107 5 0.0108 -108 0.0107 2 
Cm-Ho 0.0035 1% -0.0020 -1 0.0008 0 0.0036 3 0.0036 1 0.0035 -3 -0.0020 0 0.0008 -36 0.0036 1 
O-O 0.0013 0% 0.0014 0 0.0014 0 0.0013 1 0.0014 1 0.0013 2 0.0014 1 0.0014 24 0.0013 1 
O-Hb 0.0152 3% 0.0152 4 0.0152 4 -0.0085 -7 0.0034 1 0.0152 -12 0.0152 2 0.0152 -154 -0.0085 2 
O-Hm 0.0093 2% 0.0093 3 0.0094 2 0.0093 8 0.0093 4 0.0093 13 0.0093 4 0.0094 -94 0.0093 2 
O-Ho 0.0031 1% -0.0017 0 0.0007 0 0.0031 3 0.0031 1 0.0031 -2 -0.0017 0 0.0007 -31 0.0031 1 
Hb-Hb 0.0429 10% 0.0428 12 0.0426 11 0.0135 12 0.0021 1 0.0429 18 0.0428 1 0.0426 244 0.0135 2 
Hb-Hm 0.0524 12% 0.0524 15 0.0525 13 -0.0294 -26 0.0116 5 0.0524 -40 0.0524 5 0.0525 298 -0.0294 2 
Hb-Ho 0.0175 4% -0.0098 -3 0.0039 1 -0.0098 -9 0.0039 2 0.0175 7 -0.0098 0 0.0039 99 -0.0098 1 
Hm-Hm 0.0160 4% 0.0161 5 0.0162 4 0.0161 14 0.0161 6 0.0160 22 0.0161 7 0.0162 91 0.0161 1 
Hm-Ho 0.0107 2% -0.0060 -2 0.0024 1 0.0107 9 0.0107 4 0.0107 -8 -0.0060 1 0.0024 61 0.0107 0 
Ho-Ho 0.0018 0% 0.0006 0 0.0001 0 0.0018 2 0.0018 1 0.0018 1 0.0006 0 0.0001 10 0.0018 0 
b
2
 0.4365 
 
0.3537 
 
0.3939 
 
0.1141 
 
0.2496 
 
0.0741 
 
0.2177 
 
0.0055 
 
0.1350 
 b
2

 
 0.5287 
 
0.9035 
 
0.7168 
 
2.3640 
 
1.4444 
 
2.7366 
 
1.6319 
 
3.8621 
 
2.1955 
 Av. DCS 0.572 0.937 0.827 2.298 1.486 2.640 1.643 3.869 2.116 
 
Appendix 11 Weighting factors in b sr
–1
 atom
–1
 and weighting factors normalised by b210
–2
 indicating the contributions of each atom pair to the 
measured diffraction data of the benzene-methanol liquid mixtures. The coherent b
2
 and total b
2
 cross sections (b sr
–1
 atom
–1
) are also indicated. 
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Appendix 13 DCS for CHCl3,C(H/D)Cl3 and CDCl3 corrected for attenuation and multiple scattering. 
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Appendix 14 DCS for CHCl3,C(H/D)Cl3 and CDCl3 corrected for attenuation, multiple scattering and 
inelasticity. The perturbations removed in the inelasticity correction are indicated by the red line.
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Appendix 15 DCS for chloroform-acetone azeotrope liquid mixtures corrected for attenuation and 
multiple scattering. 
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Appendix 16 DCS for chloroform-acetone azeotrope liquid mixtures corrected for attenuation, 
multiple scattering and inelasticity. The perturbations removed in the inelasticity correction are 
indicated by the red line.
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Appendix 17 DCS for benzene-methanol azeotrope liquid mixtures corrected for attenuation and 
multiple scattering.
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Appendix 18 DCS for benzene-methanol azeotrope liquid mixtures corrected for attenuation, 
multiple scattering and inelasticity. The perturbations removed in the inelasticity correction are 
indicated by the red line. 
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Appendix 19 EPSR separation of pure chloroform liquid intra- and intermolecular components of (a) 
the G(r) and (b) the S(Q).  
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Appendix 20 EPSR separation of chloroform-acetone azeotrope intra- and intermolecular 
components of (a) the G(r) and (b) the S(Q).  
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Appendix 21 Calculations indicating the impact of dipole alignment of the chloroform’s effective 
moment. For perfectly aligned molecules the relationship between the effective dipole moment and 
the chain length is a straightforward summation (i.e. effective dipole moment = gas phase dipole 
moment  stack length).  
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Appendix 22 (a) Smoothed X-ray diffraction patterns of the chloroform-acetone azeotrope recorded 
as a filled sealed capillary was cooled from room temperature to 80 K at 15 K h
–1
 using a 
cryostream, and (b) the variation in intensity at 25 with temperature.
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Appendix 22 (a) contour plot showing changes in the X-ray diffraction pattern of the benzene-
methanol azeotrope as a filled sealed capillary was cooled from room temperature to 85 K using a 
cryostream. The temperature at which the benzene
412
 and methanol
413
 crystallised as well as the 
temperature of a methanol crystal-crystal phase transition
414
 are indicated by the arrows.
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