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ABSTRACT
The joint detection of gravitational waves (GWs) and electromagnetic (EM) radiation from the
binary neutron star merger GW170817 ushered in a new era of multi-messenger astronomy. Joint
GW–EM observations can be used to measure the parameters of the binary with better precision than
either observation alone. Here, we use joint GW–EM observations to measure the viewing angle of
GW170817, the angle between the binary’s angular momentum and the line of sight. We combine a
direct measurement of the distance to the host galaxy of GW170817 (NGC 4993) of 40.7 ± 2.36 Mpc
with the Laser Interferometer Gravitational-wave Observatory (LIGO)/Virgo GW data and find that
the viewing angle is 32+10−13 ± 1.7 degrees (90% confidence, statistical, and systematic errors). We place
a conservative lower limit on the viewing angle of ≥ 13◦, which is robust to the choice of prior. This
measurement provides a constraint on models of the prompt γ-ray and radio/X-ray afterglow emission
associated with the merger; for example, it is consistent with the off-axis viewing angle inferred for a
structured jet model. We provide for the first time the full posterior samples from Bayesian parameter
estimation of LIGO/Virgo data to enable further analysis by the community.
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1. INTRODUCTION
On 2017 August 17, the Advanced Laser Interferom-
eter Gravitational-wave Observatory (LIGO) and Virgo
observed the gravitational waves (GWs) from a binary
neutron star merger, dubbed GW170817 (Abbott et al.
2017a). This signal was followed 1.7 s later by a short
gamma-ray burst (GRB), GRB170817A, detected by
the Fermi and INTEGRAL satellites (Goldstein et al.
2017; Savchenko et al. 2017). Rapid follow-up of the
LIGO/Virgo sky localization region led to the identifi-
cation of an optical counterpart in the galaxy NGC 4993
(Coulter et al. 2017; Soares-Santos et al. 2017; Valenti
et al. 2017), which in turn enabled multi-wavelength ob-
servations spanning from radio to X-rays.
Ultraviolet, optical, and near-infrared observations
covering the first month post-merger led to the inference
Corresponding author: Daniel Finstad
dfinstad@syr.edu
of a complex ejecta structure in terms of mass, velocity,
and opacity (e.g., Chornock et al. 2017; Cowperthwaite
et al. 2017; Kasliwal et al. 2017; Nicholl et al. 2017;
Pian et al. 2017; Smartt et al. 2017; Villar et al. 2017),
potentially indicative of non-spherical angular structure.
Radio and X-ray observations revealed brightening emis-
sion for the first ≈ 5 months, which has been interpreted
as resulting from an off-axis structured relativistic jet
(e.g., Alexander et al. 2017; Alexander et al. 2018; Laz-
zati et al. 2017; Margutti et al. 2017, 2018), or alterna-
tively a spherical “cocoon” of mildly relativistic ejecta
(e.g., Mooley et al. 2018).
Measuring the angle between the binary’s angular mo-
mentum axis and the line of sight is important for an un-
derstanding of the engine powering the multi-wavelength
electromagnetic (EM) emission from GW170817. Fol-
lowing Abbott et al. (2017a), we define the viewing angle
Θ = min(θJN , 180
◦ − θJN ), where θJN is the angle be-
tween the binary’s total angular momentum and the line
of sight (Abbott et al. 2017a). For systems where the
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2angular momentum of each compact object (the spin)
is small, and precession of the binary’s orbital plane is
not significant (as is the case for GW170817), θJN ≈ ι,
where ι is the angle between the binary’s orbital an-
gular momentum and the line of sight (the inclination
angle). There is a degeneracy between the binary’s in-
clination, ι, and the luminosity distance, dL, when only
LIGO/Virgo observations are used to measure the in-
clination angle (Wahlquist 1987). Breaking this degen-
eracy with an independent distance measurement im-
mediately allows one to place tighter constraints on the
inclination angle (Fan et al. 2014).
Using GW observations alone, LIGO and Virgo con-
strained the viewing angle to Θ ≤ 55◦ at 90% con-
fidence with a low-spin prior (Abbott et al. 2017a).
To provide an independent distance measurement, Ab-
bott et al. used the estimated Hubble flow velocity for
NGC 4993 of 3017 ± 166 km s−1 and a flat cosmology
with H0 = 67.90 ± 0.55 km s−1 Mpc−1 to constrain
Θ ≤ 28◦(Abbott et al. 2017a). Mandel (2018) used the
combined H0-inclination posterior from Abbott et al.
(2017b) in conjunction with the Dark Energy Survey
measurement of H0 = 67.2
+1.2
−1.0 km s
−1 Mpc−1 (Abbott
et al. 2017c) to infer Θ ≤ 28◦ at 90% confidence (Man-
del 2018). These circuitous approaches to breaking the
distance-inclination degeneracy were motivated partly
by the absence of a precise distance measurement to
NGC 4993, as well as by the lack of a published distance-
inclination posterior probability distribution. Further-
more, Mandel (2018) was not able to place a strong con-
straint on the lower bound of Θ, as his analysis used the
GW posteriors (Mandel 2018) and was constrained by
LIGO/Virgo’s choice of prior in their GW analysis (Ab-
bott et al. 2017b).
Here, we directly use the most precise distance mea-
surement available for NGC 4993 of dL = 40.7 ± 2.36
Mpc (Cantiello et al. 2018) and the LIGO/Virgo GW
data (Abbott et al. 2017a) to infer Θ directly from joint
GW–EM observations using Bayesian parameter estima-
tion (Foreman-Mackey et al. 2013; Biwer et al. In prepa-
ration.; Nitz et al. 2018). To allow our results to be used
by the community for further analysis we provide the
full posterior samples from our analysis as supplemental
materials.
2. METHODS
We use Bayesian inference to measure the parame-
ters of GW170817 (Christensen & Meyer 2001). We
calculate the posterior probability density function,
p(θ|d(t), H), for the set of parameters θ for the GW
model, H, given the LIGO Hanford, Livingston, and
Virgo GW data d(t):
p(θ|d(t), H) = p(θ|H)p(d(t)|θ, H)
p(d(t)|H) , (1)
where θ is the vector of the gravitational waveform pa-
rameters. The prior, p(θ|H), is the set of assumed prior
probability distributions for the waveform parameters.
The likelihood p(d(t)|θ, H) assumes a Gaussian model of
detector noise and depends upon the noise-weighted in-
ner product between the gravitational waveform and the
GW detector data d(t) (Finn 2001; Rover et al. 2007).
Marginalization of the likelihood to obtain the posterior
probabilities is performed using Markov Chain Monte
Carlo (MCMC) techniques. Our implementation used
the PyCBC Inference software package (Biwer et al. In
preparation.; Nitz et al. 2018) and the parallel-tempered
emcee sampler (Foreman-Mackey et al. 2013).
The MCMC is performed over the detector-frame
chirp mass of the binary Mdet, the mass ratio q =
m1/m2,m1 ≥ m2, the component spins χ1,2, the time
of coalescence tc, the phase of coalescence φc, the GW
polarization angle ψ, the inclination angle of the binary
ι, R.A. and decl. of the binary, and the luminosity dis-
tance dL.
We assume a uniform prior distribution on the binary
component masses, m1,2 ∈ [1.0, 2.0] M, transformed
to Mdet and q with a cut on the detector-frame chirp
mass 1.1876 ≤ Mdet ≤ 1.2076. We assume a uniform
prior on the dimensionless angular momentum of each
neutron star, χ1,2 ∈ [−0.05, 0.05] (Brown et al. 2012).
The prior on tc is uniform in the GPS time interval
[1187008882.3434, 1187008882.5434]. We assume a uni-
form prior between 0 and 2pi for φc and ψ. We incorpo-
rate EM information through fixing the R.A. and decl.
of GW170817 and through the prior probability distri-
bution on the luminosity distance p(dL|H). We run the
MCMC with two prior distributions on the inclination
angle ι: a prior uniform in cos ι, and a prior uniform in
ι to explore the posterior distribution for small viewing
angles.
We use GW strain data from the Advanced LIGO and
Virgo detectors for the GW170817 event, made available
through the LIGO Open Science Center (LOSC) (Val-
lisneri et al. 2015). The LOSC CLN 16 V1 data that we
use here include a post-processing noise subtraction per-
formed by the LIGO/Virgo Collaboration (Blackburn
et al. 2017; Driggers et al. 2017). The LOSC docu-
mentation states that these data have been truncated
to remove tapering effects due to the cleaning process,
however the LOSC data shows evidence of tapering af-
ter GPS time 1187008900 in the LIGO Hanford detector.
3To avoid any contamination of our results we do not use
any data after GPS time 1187008891.
We high-pass the GW data using an eighth-order But-
terworth filter that has an attenuation of 0.1 at 15 Hz.
The filter is applied forward and backward to preserve
the phase of the data. A low-pass (anti-aliasing) finite
impulse response filter is applied prior to resampling the
data. The data is decimated to a sample rate of 4096 Hz
for the analysis. To estimate the detector’s noise power
spectral density (PSD) for computing the GW likeli-
hood, we use Welch’s method with 16-second Hann-
windowed segments (overlapped by 8 s) taken from GPS
time 1187007048 to 1187008680. The PSD estimate is
truncated to 8 s length in the time domain using the
method described in Allen et al. (2012). The GW data
~d(t) used in the likelihood is taken from the interval
1187008763 to 1187008891. The GW likelihood is evalu-
ated from a low-frequency cutoff of 25 Hz to the Nyquist
frequency of 2048 Hz.
The waveform model H is the restricted TaylorF2
post-Newtonian (pN) aligned-spin waveform model. We
use the LIGO Algorithm Library implementation (Mer-
cer et al. 2017) accurate to 3.5 pN order in orbital
phase (Buonanno et al. 2009), 2.0 pN order in spin–
spin, quadrupole–monopole and self-spin interactions
(Mikoczi et al. 2005; Arun et al. 2009), and 3.5 pN order
in spin–orbit interactions (Boh et al. 2013). The wave-
forms are terminated at twice the orbital frequency of
a test particle at the innermost stable circular orbit of
a Schwarzschild black hole of mass M = m1 + m2. We
neglect matter effects in the waveforms as we find that
their effect is significantly smaller than the statistical
errors on our measurement of dL and ι.
To measure the systematic effect of calibration un-
certainties we use the 68% occurrence, 1σ calibration
uncertainty bounds for LIGO/Virgo’s second observing
run as detailed in Cahillane et al. (2017). We adjusted
the GW strain to the extreme cases of calibration error
in amplitude and phase to determine the systematic ef-
fects on parameter measurement. The strain adjustment
was done according to
d˜′(f) =
(
1 +
δR(f)
R(f)
)
d˜(f) (2)
where d˜(f) is the frequency-domain GW strain data,
δR/R is the relative response function error (in am-
plitude and phase), and d˜′(f) is the resulting adjusted
strain data (Viets et al. 2018).
3. RESULTS
As a check on our analysis, we first estimate the pa-
rameters of GW170817 using priors that do not assume
any information about the source from EM observations.
We allow the R.A. and decl. to vary uniformly over the
entire sky, and the distance to vary in a wide uniform-
in-volume distribution of [5, 80] Mpc. Our analysis lo-
calized the source to a region of ≈ 23 deg2 at 90%
confidence, shown in Figure 1. Our sky localization
encloses the location of NGC 4993 (e.g., Soares-Santos
et al. 2017) and agrees well with the localization region
of Abbott et al. (2017a).
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Figure 1. Sky localizations of GW170817 for LIGO/Virgo
(green shaded region) and from our analysis using only GW
source information (black contour). Both localizations are
90% confidence regions, while the LIGO/Virgo region shows
contours at each 10% threshold. The location of NGC 4993
is marked as a red star.
We then fix the sky location of GW170817 to R.A. =
197.450374◦, decl. = −23.381495◦ (Soares-Santos et al.
2017) and remove these parameters from our parameter
estimation. Fixing the sky location of GW170817 has
virtually no impact on the inclination measurement, in
agreement with previous studies that have explored this
correlation (Seto 2007; Arun et al. 2014). Finally, we
set the prior probability distribution on the luminosity
distance p(dL|H) to a Gaussian distribution centered on
40.7 Mpc with a standard deviation of 2.36 Mpc, corre-
sponding to the measured distance and quadrature sum
of statistical and systematic errors reported in Cantiello
et al. (2018). Here we have assumed a Gaussian distri-
bution on this distance measurement, which we deem
valid for a measurement of this precision and for the
purpose of exploring upper and lower bounds.
Using the EM observations as the prior on the lumi-
nosity distance results in significantly narrower poste-
4Figure 2. Comparison of posterior probability distributions without and with combined EM information. The black contours
show the results for using only the GW signal, the blue contours show the results for the fixed sky location of NGC 4993, and
the red contours show the results for both the fixed sky location and a Gaussian prior on distance of 40.7 ± 2.36 Mpc from
Cantiello et al. (2018). These analyses used a prior on inclination angle that is uniform in cos ι. For each parameter, we quote
the median value and the 90% credible interval (shown with vertical solid and dashed lines, respectively, on the posterior plot
of each parameter). The EM information on the distance measurement greatly improves the precision with which we measure
the inclination angle (and significantly reduces the uncertainty on the source-frame chirp mass).
5riors on inclination angle and source-frame chirp mass
M = (m1m2)3/5/(m1 +m2)1/5 shown in Figure 2. The
improved chirp mass measurement is due to the reduced
error on dL, as the dL posterior samples are used to con-
vert from the measured detector-frame chirp massMdet
to the source-frame chirp massMsrc (Schutz 1986; Finn
& Chernoff 1993). However, the improved precision on
distance has no effect on our measurements of the com-
ponent masses or spins, because at leading order the
mass ratio q = m1/m2 and spin parameter χeff (Cut-
ler & Flanagan 1994) are not correlated with distance.
With the EM observations as the prior on dL and a prior
on the inclination angle uniform in cos ι, we find that the
viewing angle is Θ = 32+10−13 degrees (90% confidence).
Errors in the calibration of the GW detectors can
cause errors in the measured amplitude of the GW sig-
nal and hence in the inclination angle of the binary.
We treat this as a systematic error, which we mea-
sure by shifting the amplitude calibration of the LIGO
and Virgo detectors by the 1σ uncertainty bounds for
LIGO/Virgo’s second observing run (Cahillane et al.
2017). We find that shifting the calibration to its most
sensitive and least sensitive extremes results in a ±1.7◦
shift in the peak of the viewing angle when using a prior
on inclination angle that is uniform in cos ι. We quote
this shift as the systematic error on our measurement.
Changing the phase error of the calibration within the
bounds reported in Cahillane et al. (2017) produces a
negligible effect on the inclination angle.
A prior uniform in cos ι goes to zero as the viewing
angle approaches face on (or face off), so we repeat our
analysis using a prior uniform in ι. Figure 3 shows a
comparison between the prior and the posterior distri-
butions on inclination angle for each choice of prior. The
result using a prior uniform in ι excludes viewing an-
gles Θ ≤ 14.8◦ at 90% confidence, suggesting that our
likelihood is indeed informative at small viewing angles
and the lack of posterior support is not due to the prior
uniform in cos ι vanishing for small angles. Including
the systematic error from calibration uncertainty, we
set a conservative constraint of Θ ≥ 13◦ at 90% con-
fidence. This is consistent with the 10-day interval be-
tween the merger and the first observation of X-ray af-
terglow (Troja et al. 2017), which suggests that the GRB
is not beamed at the Earth (Guidorzi et al. 2017).
4. DISCUSSION
Our joint GW–EM analysis of GW170817 used the
GW observations along with sky location and a prior on
the distance from direct measurement of these parame-
ters from EM observations of NGC 4993. Our 90% con-
fidence region on the viewing angle, Θ = 32+10−13 ±1.7 de-
grees (statistical and systematic errors), is significantly
narrower than the inference made by GW observations
alone, by about a factor of 2.6. It extends well above the
Θ < 28◦ bound of Mandel (2018), which was based on an
assumed Hubble flow velocity for NGC 4993. The pre-
cise distance measurement from Cantiello et al. (2018)
also allows us to place a 90% confidence lower bound on
Θ that is substantially higher than the 68% confidence
lower bound, Θ > 10◦, reported by Mandel (2018).
Our improved constraint on Θ has implications for
models of the prompt γ-ray and radio/X-ray afterglow
emission from GW170817. For example, our inferred
value is in good agreement with the structured jet mod-
els of Lazzati et al. (2017), which favor a viewing angle of
≈ 33◦, and Margutti et al. (2018), which favor a view-
ing angle of ≈ 20◦. While we do not yet know from
a single event if the ejecta components that dominate
the early UV/optical/near-infrared emission are signifi-
cantly asymmetric, our constraint on Θ for GW170817
and future mergers will serve to shed light on the ejecta
structure (e.g., spherical vs. polar vs. equatorial).
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Figure 3. Inclination angle posteriors (solid lines) plotted against their prior (dotted lines) for two choices of prior: uniform
in ι (left), and uniform in cos ι (right). We quote the median value and the 90% credible interval for ι in each posterior (shown
with vertical lines). The prior uniform in cos ι is the prior used by the LIGO/Virgo analysis. The uniform prior does not bias
measurement away from angles approaching 180◦, so these results suggest that our likelihood is informative close to ι = 180◦
and that we can place a conservative lower bound on the viewing angle Θ ≥ 13◦ (90% confidence).
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