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Abstract
Stochastic maximum principle of nonlinear controlled forward-backward
systems, where the set of strict (classical) controls need not be convex and
the diffusion coefficient depends explicitly on the variable control, is an
open problem impossible to solve by the classical method of spike varia-
tion. In this paper, we introduce a new approach to solve this open prob-
lem and we establish necessary as well as sufficient conditions of optimal-
ity, in the form of global stochastic maximum principle, for two models.
The first concerns the relaxed controls, who are a measure-valued pro-
cesses. The second is a restriction of the first to strict control problems.
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Keywords. Forward-backward stochastic differential equations, Stochas-
tic maximum principle, Strict control, Relaxed control, Adjoint equations,
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1 Introduction
We study a stochastic control problem where the system is governed by a non-
linear forward-backward stochastic differential equation (FBSDE for short) of
the type 
dxvt = b (t, x
v
t , vt) dt+ σ (t, x
v
t , vt) dWt,
xv0 = x,
dyvt = −f (t, x
v
t , y
v
t , z
v
t , vt) dt+ z
v
t dWt,
yvT = ϕ (x
v
T ) ,
where b, σ, f and ϕ are given maps, W = (Wt)t≥0 is a standard Brownian
motion, defined on a filtered probability space
(
Ω,F , (Ft)t≥0 ,P
)
, satisfying
the usual conditions.
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The control variable v = (vt), called strict (classical) control, is an Ft
adapted process with values in some set U of Rk. We denote by U the class of
all strict controls.
The criteria to be minimized, over the set U , has the form
J (v) = E
[
g (xvT ) + h (y
v
0) +
∫ T
0
l (t, xvt , y
v
t , z
v
t , vt) dt
]
,
where g, h and l are given functions and (xvt , y
v
t , z
v
t ) is the trajectory of the
system controlled by v.
A control u ∈ U is called optimal if it satisfies
J (u) = inf
v∈U
J (v) .
The objective of this kind of stochastic control problem is to obtain the op-
timality conditions of controls in the form of Pontryagin stochastic maximum
principle. There is many works on the subject, including Peng [42], Xu [47], Wu
[46], Shi and Wu [44], Ji and Zhou [30], Bahlali and Labed [5] and Bahlali [8].
All the previous results on stochastic maximum principle of forward-backward
systems are established in the cases where the control domain is convex or un-
controlled diffusion coefficient. The general case, where the set of strict controls
need not be convex and the diffusion coefficient depends explicitly on the con-
trol variable, is an open problem unsolved until now. There is no result in the
literature concerning this problem and the classical way which consists to use
the spike variation method on the strict controls does not lead to any result.
The approach developed by Peng [41] to solve the similar case of controlled
stochastic differential equations (SDEs) cannot be applied in the case of con-
trolled FBSDEs. Indeed, since the control domain is not necessarily convex and
the diffusion σ depends on the control variable, the classical way of treating
such a problem would be to use the spike variation method on the strict con-
trols and to introduce the second-order variational equation. But, the FBSDE
system depends on three variables (x, y and z) and the second order expansion
leads to a nonlinear problem. It is impossible to deduce then the second-order
variational inequality.
In this paper, we solve this open problem by using the new approach devel-
oped by Bahlali [7] . We introduse then a bigger new class R of processes by
replacing the U -valued process (vt) by a P (U)-valued process (qt), where P (U)
is the space of probability measures on U equipped with the topology of stable
convergence. This new class of processes is called relaxed controls and have a
richer structure of convexity, for which the control problem becomes solvable.
The main idea is to use the property of convexity of the set of relaxed controls
and treat the problem with the method of convex perturbation on relaxed con-
trols (instead of that of the spike variation on strict one). We establish then
necessary and sufficient optimality conditions for relaxed controls and we derive
directly the optimality conditions for strict controls from those of relaxed one.
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In the relaxed model, the system is governed by the FBSDE
dxqt =
∫
U b (t, x
q
t , a) qt (da) dt+
∫
U σ (t, x
q
t , a) qt (da) dWt,
xq0 = x,
dyqt = −
∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da) dt+ z
q
t dWt,
yqT = ϕ (x
q
T ) .
The functional cost to be minimized, over the class R of relaxed controls, is
defined by
J (q) = E
[
g (xqT ) + h (y
q
0) +
∫ T
0
∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da) dt
]
.
A relaxed control µ is called optimal if it solves
J (µ) = inf
q∈R
J (q) .
The relaxed control problem is a generalization of the problem of strict
controls. Indeed, if qt (da) = δvt (da) is a Dirac measure concentrated at a
single point vt ∈ U , then we get a strict control problem as a particular case of
the relaxed one.
To achieve the objective of this paper and establish necessary and sufficient
optimality conditions for these two models, we proceed as follows.
Firstly, we give the optimality conditions for relaxed controls. The idea is
to use the fact that the set of relaxed controls is convex. Then, we establish
necessary optimality conditions by using the classical way of the convex pertur-
bation method. More precisely, if we denote by µ an optimal relaxed control
and q is an arbitrary element of R, then with a sufficiently small θ > 0 and for
each t ∈ [0, T ], we can define a perturbed control as follows
µθt = µt + θ (qt − µt) .
We derive the variational equation from the state equation, and the varia-
tional inequality from the inequality
0 ≤ J
(
µθ
)
− J (µ) .
By using the fact that the coefficients b, σ, f and l are linear with respect
to the relaxed control variable, necessary optimality conditions are obtained
directly in the global form.
To enclose this part of the paper, we prove under minimal additional hy-
pothesis, that these necessary optimality conditions for relaxed controls are also
sufficient.
The second main result in the paper characterizes the optimality for strict
control processes. It is directly derived from the above result by restrict-
ing from relaxed to strict controls. The idea is to replace the relaxed con-
trols by a Dirac measures charging a strict controls. Thus, we reduce the set
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R of relaxed controls and we minimize the cost J over the subset δ (U) =
{q ∈ R / q = δv ; v ∈ U}. Necessary optimality conditions for strict con-
trols are then obtained directly from those of relaxed one. Finally, we prove
that these necessary conditions becomes sufficient, without imposing neither
the convexity of U nor that of the Hamiltonian H in v.
This paper can be also regarded as an extension of that of Bahlali [7] to the
forward-backward systems. Indeed, if we consider only the forward equation,
without the backward one (y = z = f = h = 0), we recover then exactly all the
results of [7] .
The paper is organized as follows. In Section 2, we formulate the strict and
relaxed control problems and give the various assumptions used throughout
the paper. Section 3 is devoted to study the relaxed control problems and
we establish necessary as well as sufficient conditions of optimality for relaxed
controls. In the last Section, we derive directly from the results of Section 3,
the optimality conditions for strict controls.
Along this paper, we denote by C some positive constant, Mn×d (R) the
space of n × d real matrix and Mdn×n (R) the linear space of vectors M =
(M1, ...,Md) where Mi ∈Mn×n (R). We use the standard calculus of inner and
matrix product.
2 Formulation of the problem
Let
(
Ω,F , (Ft)t≥0 ,P
)
be a filtered probability space satisfying the usual con-
ditions, on which a d-dimensional Brownian motion W = (Wt)t≥0 is defined.
We assume that (Ft) is the P- augmentation of the natural filtration of W.
Let T be a strictly positive real number and U a non-empty set of Rk.
2.1 The strict control problem
Definition 1 An admissible strict control is an Ft− adapted process v = (vt)
with values in U such that
E
[
sup
t∈[0,T ]
|vt|
2
]
<∞.
We denote by U the set of all admissible strict controls.
For any v ∈ U , we consider the following controlled FBSDE
dxvt = b (t, x
v
t , vt) dt+ σ (t, x
v
t , vt) dWt,
xv0 = x,
dyvt = −f (t, x
v
t , y
v
t , z
v
t , vt) dt+ z
v
t dWt,
yvT = ϕ (x
v
T ) ,
(1)
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where,
b : [0, T ]× Rn × U −→ Rn,
σ : [0, T ]×Rn × U −→Mn×d (R) ,
f : [0, T ]× Rn × Rm ×Mm×d (R)× U −→ R
m,
ϕ : Rn −→ Rm,
and x is an n−dimensional F0-measurable random variable such that
E |x|
2
<∞.
The criteria to be minimized is defined from U into R by
J (v) = E
[
g (xvT ) + h (y
v
0) +
∫ T
0
l (t, xvt , y
v
t , z
v
t , vt) dt
]
, (2)
where,
g : Rn −→ R,
h : Rm −→ R,
l : [0, T ]× Rn × Rm ×Mm×d (R)× U −→ R.
A strict control u is called optimal if it satisfies
J (u) = inf
v∈U
J (v) . (3)
We assume that
b, σ, f, g, h, l and ϕ are continuously differentiable with respect (4)
to (x, y, z) , they are bounded by C (1 + |x|+ |y|+ |z|+ |v|) and their
derivatives with respect to (x, y, z) are continuous in (x, y, z, v)
and uniformly bounded.
Under the above hypothesis, for every v ∈ U , equation (1) has a unique
strong solution and the functional cost J is well defined from U into R.
2.2 The relaxed model
The idea for relaxed the strict control problem defined above is to embed the
set U of strict controls into a wider class which gives a more suitable topological
structure. In the relaxed model, the U -valued process v is replaced by a P (U)-
valued process q, where P (U) denotes the space of probability measure on U
equipped with the topology of stable convergence.
Definition 2 A relaxed control (qt)t is a P (U)-valued process, progressively
measurable with respect to (Ft)t and such that for each t, 1]0,t].q is Ft-measurable.
We denote by R the set of all relaxed controls.
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Remark 3 Every relaxed control q may be desintegrated as q (dt, da) = q (t, da) dt =
qt (da) dt, where qt (da) is a progressively measurable process with value in the
set of probability measures P(U).
The set U is embedded into the set R of relaxed process by the mapping
f : v ∈ U 7−→fv (dt, da) = δvt(da)dt ∈ R
where δv is the atomic measure concentrated at a single point v.
For more details on relaxed controls, see [4] , [6] , [7] , [16] , [21] , [34] , [37] , [38] .
For any q ∈ R, we consider the following relaxed FBSDE
dxqt =
∫
U b (t, x
q
t , a) qt (da) dt+
∫
U σ (t, x
q
t , a) qt (da) dWt,
xq0 = x,
dyqt = −
∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da) dt+ z
q
t dWt,
yqT = ϕ (x
q
T ) .
(5)
The expected cost to be minimized, in the relaxed model, is defined from R
into R by
J (q) = E
[
g (xqT ) + h (y
q
0) +
∫ T
0
∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da) dt
]
. (6)
A relaxed control µ is called optimal if it solves
J (µ) = inf
q∈R
J (q) . (7)
Remark 4 If we put
b (t, xqt , qt) =
∫
U
b (t, xqt , a) qt (da) ,
σ (t, xqt , qt) =
∫
U
σ (t, xqt , a) qt (da) ,
f (t, xqt , y
q
t , z
q
t , a) =
∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da) ,
l (t, xqt , y
q
t , z
q
t , a) =
∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da) .
Then, equation (5) becomes
dxqt = b (t, x
q
t , qt) dt+ σ (t, x
q
t , qt) dWt,
xq0 = x,
dyqt = −f (t, x
q
t , y
q
t , z
q
t , qt) dt+ z
q
t dWt,
yqT = ϕ (x
q
T ) .
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With a functional cost given by
J (q) = E
[
g (xqT ) + h (y
q
0) +
∫ T
0
l (t, xqt , y
q
t , z
q
t , qt) dt
]
.
Hence, by introducing relaxed controls, we have replaced U by a larger space
P (U). We have gained the advantage that P (U) is and convex. Furthermore,
the new coefficients of equation (5) and the running cost are linear with respect
to the relaxed control variable.
Remark 5 The coefficients b, σ and f (defined in the above remark) check re-
spectively the same assumptions as b, σ and f . Then, under assumptions (4),
b, σ and f are uniformly Lipschitz and with linear growth. Then by classical
results on FBSDEs, for every q ∈ R equation (5) has a unique strong solution.
On the other hand, It is easy to see that l checks the same assumptions as
l. Then, the functional cost J is well defined from R into R.
Remark 6 If qt = δvt is an atomic measure concentrated at a single point
vt ∈ U , then for each t ∈ [0, T ] we have∫
U
b (t, xqt , a) qt (da) =
∫
U
b (t, xqt , a) δvt (da) = b (t, x
q
t , vt) ,∫
U
σ (t, xqt , a) qt (da) =
∫
U
σ (t, xqt , a) δvt (da) = σ (t, x
q
t , vt) ,∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da) =
∫
U
f (t, xqt , y
q
t , z
q
t , a) δvt (da) = f (t, x
q
t , y
q
t , z
q
t , vt) ,∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da) =
∫
U
l (t, xqt , y
q
t , z
q
t , a) δvt (da) = l (t, x
q
t , y
q
t , z
q
t , vt) .
In this case (xq, yq, zq) = (xv, yv, zv), J (q) = J (v) and we get a strict
control problem. So the problem of strict controls {(1) , (2) , (3)} is a particular
case of relaxed control problem {(5) , (6) , (7)}.
Remark 7 The relaxed control problems studied in El Karoui et al [16] and
Bahlali, Mezerdi and Djehiche [4] is different to ours, in that they relax the
corresponding infinitesimal generator of the state process, which leads to a mar-
tingale problem for which the state process driven by an orthogonal martingale
measure. In our setting the driving martingale measure qt (da) dWt is however
not orthogonal. See Ma and Yong [34] for more details.
3 Optimality conditions for relaxed controls
In this section, we study the problem {(5) , (6) , (7)} and we establish necessary
as well as sufficient conditions of optimality for relaxed controls.
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3.1 Preliminary results
Since the set R is convex, then the classical way to derive necessary optimality
conditions for relaxed controls is to use the convex perturbation method. More
precisely, let µ be an optimal relaxed control and (xµ, yµ, zµ) the solution of (5)
controlled by µ. Then, for each t ∈ [0, T ] we can define a perturbed relaxed
control as follows
µθt = µt + θ (qt − µt) ,
where, θ > 0 is sufficiently small and q is an arbitrary element of R.
Denote by
(
xθ, yθ, zθ
)
the solution of (5) associated with µθ.
From optimality of µ, the variational inequality will be derived from the fact
that
0 ≤ J
(
µθ
)
− J (µ) .
For this end, we need the following classical lemmas.
Lemma 8 Under assumptions (4), we have
lim
θ→0
[
sup
t∈[0,T ]
E
∣∣xθt − xµt ∣∣2
]
= 0, (8)
lim
θ→0
[
sup
t∈[0,T ]
E
∣∣yθt − yµt ∣∣2
]
= 0, (9)
lim
θ→0
E
∫ T
0
∣∣zθt − zµt ∣∣2 dt = 0. (10)
Proof. (8) is proved in [7, Lemm 9, page 2085] .
Let us prove (9) and (10).
Applying Itoˆ’s formula to
(
yθt − y
µ
t
)2
, we have
E
∣∣yθt − yµt ∣∣2 + E∫ T
t
∣∣zθs − zµs ∣∣2 ds = E ∣∣ϕ (xθT )− ϕ (xµT )∣∣2
+2E
∫ T
t
∣∣∣∣(yθs − yµs ) [∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µθs (da)−
∫
U
f (s, xµs , y
µ
s , z
µ
s , a)µs (da)
]∣∣∣∣ ds.
From the Young formula, for every ε > 0, we have
E
∣∣yθt − yµt ∣∣2 + E∫ T
t
∣∣zθs − zµs ∣∣2 ds
≤ E
∣∣ϕ (xθT )− ϕ (xµT )∣∣2 + 1εE
∫ T
t
∣∣yθs − yµs ∣∣2 ds
+ εE
∫ T
t
∣∣∣∣∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µθs (da)−
∫
U
f (s, xµs , y
µ
s , z
µ
s , a)µs (da)
∣∣∣∣2 ds.
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Then,
E
∣∣yθt − yµt ∣∣2 + E∫ T
t
∣∣zθs − zµs ∣∣2 ds
≤ E
∣∣ϕ (xθT )− ϕ (xµT )∣∣2 + 1εE
∫ T
t
∣∣yθs − yµs ∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µθs (da)−
∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µs (da)
∣∣∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µs (da)−
∫
U
f
(
s, xµs , y
θ
s , z
θ
s , a
)
µs (da)
∣∣∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xµs , y
θ
s , z
θ
s , a
)
µs (da)−
∫
U
f
(
s, xµs , y
µ
s , z
θ
s , a
)
µs (da)
∣∣∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xµs , y
µ
s , z
θ
s , a
)
µs (da)−
∫
U
f (s, xµs , y
µ
s , z
µ
s , a)µs (da)
∣∣∣∣ ds.
By the definition of µθt , we have
E
∣∣yθt − yµt ∣∣2 + E∫ T
t
∣∣zθs − zµs ∣∣2 ds
≤ E
∣∣ϕ (xθT )− ϕ (xT )∣∣2 + 1εE
∫ T
t
∣∣yθs − yµs ∣∣2 ds
+ Cεθ2E
∫ T
t
∣∣∣∣∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
qs (da)−
∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µs (da)
∣∣∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xθs, y
θ
s , z
θ
s , a
)
µs (da)−
∫
U
f
(
s, xµs , y
θ
s , z
θ
s , a
)
µs (da)
∣∣∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xµs , y
θ
s , z
θ
s , a
)
µs (da)−
∫
U
f
(
s, xµs , y
µ
s , z
θ
s , a
)
µs (da)
∣∣∣∣2 ds
+ CεE
∫ T
t
∣∣∣∣∫
U
f
(
s, xµs , y
µ
s , z
θ
s , a
)
µs (da)−
∫
U
f (s, xµs , y
µ
s , z
µ
s , a)µs (da)
∣∣∣∣2 ds.
Since ϕ and f are uniformly Lipschitz with respect to x, y, z, then
E
∣∣yθt − yµt ∣∣2 + E∫ T
t
∣∣zθs − zµs ∣∣2 ds ≤ (1ε+Cε
)
E
∫ T
t
∣∣yθs − yµs ∣∣2 ds (11)
+ CεE
∫ T
t
∣∣zθs − zµs ∣∣2 ds+ αθt ,
where αθt is given by
αθt = E
∣∣xθT − xµT ∣∣2 + CεE∫ T
t
∣∣xθs − xµs ∣∣2 ds+ Cεθ2.
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By (8), we have
lim
θ→0
αθt = 0. (12)
Choose ε =
1
2C
, then (11) becomes
E
∣∣yθt − yµt ∣∣2 + 12E
∫ T
t
∣∣zθs − zµs ∣∣2 ds ≤ (2C + 12
)
E
∫ T
t
∣∣yθs − yµs ∣∣2 ds+ αθt .
From the above inequality, we derive two inequalities
E
∣∣yθt − yµt ∣∣2 ≤ (2C + 12
)
E
∫ T
t
∣∣yθs − yµs ∣∣2 ds+ αθt , (13)
E
∫ T
t
∣∣zθs − zµs ∣∣2 ds ≤ (4C + 1)E∫ T
t
∣∣yθs − yµs ∣∣2 ds+ 2αθt . (14)
By using (12) , (13), Gronwall’s lemma and Bukholder-Davis-Gundy inequal-
ity, we obtain (9). Finally, (10) is derived from (9) and (12).
Lemma 9 Let x˜t and y˜t are respectively the solutions of the following linear
equations (called variational equations)
dx˜t =
∫
U
bx (t, x
µ
t , a)µt (da) x˜tdt+
∫
U
σx (t, x
µ
t , a)µt (da) x˜tdWt
+
[∫
U
b (t, xµt , a)µt (da)−
∫
U
b (t, xµt , a) qt (da)
]
dt
+
[∫
U
σ (t, xµt , a)µt (da)−
∫
U
σ (t, xµt , a) qt (da)
]
dWt,
x˜0 = 0.
(15)

dy˜t = −
∫
U
[fx (t, x
µ
t , y
µ
t , z
µ
t , a) x˜t + fy (t, x
µ
t , y
µ
t , z
µ
t , a) y˜t + fz (t, x
µ
t , y
µ
t , z
µ
t , a) z˜t]µt (da) dt
+
[∫
U
f (t, xµt , y
µ
t , z
µ
t , a)µt (da)−
∫
U
f (t, xµt , y
µ
t , z
µ
t , a) qt (da)
]
dt+ z˜tdWt,
y˜T = ϕx (x
µ
T ) x˜T .
(16)
Then, the following estimations hold
lim
θ→0
E
∣∣∣∣xθt − xµtθ − x˜t
∣∣∣∣2 = 0, (17)
lim
θ→0
E
∣∣∣∣yθt − yµtθ − y˜t
∣∣∣∣2 = 0, (18)
lim
θ→0
E
∫ T
0
∣∣∣∣zθt − zµtθ − z˜t
∣∣∣∣2 dt = 0. (19)
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Proof. For simplicity, we put
Xθt =
xθt − x
µ
t
θ
− x˜t, (20)
Y θt =
yθt − y
µ
t
θ
− y˜t, (21)
Zθt =
zθt − z
µ
t
θ
− z˜t. (22)
Λθt (a) =
(
t, xµt + λθ
(
Xθt + x˜t
)
, yµt + λθ
(
Y θt + y˜t
)
, zµt + λθ
(
Zθt + z˜t
)
, a
)
.
i) (17) is proved in [7, Lemma 10, Page 2086]
ii) Proof of (18) and (19).
By (21) and (22), we have the following FBSDE dY
θ
t =
(
F yt Y
θ
t dt+ F
y
t Z
θ
t − γ
θ
t
)
dt+ Zθt dWt,
Y θT =
ϕ
(
xθT
)
− ϕ (xµT )
θ
− ϕx (x
µ
T ) x˜T ,
where,
F yt = −
∫ 1
0
∫
U
fy
(
Λθt (a)
)
µt (da) dλ,
F zt = −
∫ 1
0
∫
U
fz
(
Λθt (a)
)
µt (da) dλ,
and γθt is given by
γθt =
∫ T
t
∫
U
fx
(
Λθs (a)
)
Xθsµs (da) ds
+
∫ T
t
∫
U
[
fx
(
Λθs (a)
) (
xθs − x
µ
s
)
+ fy
(
Λθs (a)
) (
yθs − y
µ
s
)
+ fz
(
Λθs (a)
) (
zθs − z
µ
s
)]
qs (da) ds
−
∫ T
t
∫
U
[
fx
(
Λθs (a)
) (
xθs − x
µ
s
)
+ fy
(
Λθs (a)
) (
yθs − y
µ
s
)
+ fz
(
Λθs (a)
) (
zθs − z
µ
s
)]
µs (da) ds.
Since fx, fy and fz are continuous and bounded, then from (8) , (9) , (10)
and (17), we have
lim
θ→0
E
∣∣γθt ∣∣2 = 0. (23)
Applying Itoˆ’s formula to
(
Y θt
)2
, we get
E
∣∣Y θt ∣∣2 + E∫ T
t
∣∣Zθs ∣∣2 ds = E ∣∣Y θT ∣∣2 + 2E∫ T
t
∣∣Y θs (F ys Y θs + F zs Zθs − γθs)∣∣ ds.
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By using the Young formula, for every ε > 0, we have
E
∣∣Y θt ∣∣2 + E∫ T
t
∣∣Zθs ∣∣2 ds ≤ E ∣∣Y θT ∣∣2 + 1εE
∫ T
t
∣∣Y θs ∣∣2 ds+ εE∫ T
t
∣∣(F ys Y θs + F zs Zθs − γθs)∣∣2 ds
≤ E
∣∣Y θT ∣∣2 + 1εE
∫ T
t
∣∣Y θs ∣∣2 ds+ CεE∫ T
t
∣∣F ys Y θs ∣∣2 ds
+ CεE
∫ T
t
∣∣F zs Zθs ∣∣2 ds+ CεE∫ T
t
∣∣γθs ∣∣2 ds.
Since F yt and F
z
t are bounded, then
E
∣∣Y θt ∣∣2 + E∫ T
t
∣∣Zθs ∣∣2 ds ≤ (1ε + Cε
)
E
∫ T
t
∣∣Y θs ∣∣2 ds+ CεE∫ T
t
∣∣Zθs ∣∣2 ds+ ηθt ,
where
ηθt = E
∣∣Y θT ∣∣2 + CεE∫ T
t
∣∣γθs ∣∣2 ds.
Choose ε =
1
2C
, then we have
E
∣∣Y θt ∣∣2 + 12E
∫ T
t
∣∣Zθs ∣∣2 ds ≤ (2C + 12
)
E
∫ T
t
∣∣Y θs ∣∣2 ds+ ηθt .
From the above inequality, we deduce two inequalities
E
∣∣Y θt ∣∣2 ≤ (2C + 12
)
E
∫ T
t
∣∣Y θs ∣∣2 ds+ ηθt , (24)
E
∫ T
t
∣∣Zθs ∣∣2 ds ≤ (4C + 1)E∫ T
t
∣∣Y θs ∣∣2 ds+ 2ηθt . (25)
On the other hand, we have
E
∣∣Y θT ∣∣2 = E ∣∣∣∣y˜T − yθT − yµTθ
∣∣∣∣2
= E
∣∣∣∣∣ϕx (xµT ) x˜T − ϕ
(
xθT
)
− ϕ (xµT )
θ
∣∣∣∣∣
2
≤ 2E
∫ 1
0
∣∣[ϕx (xµT )− ϕx (xµT + λθ (x˜T +XθT ))] x˜T ∣∣2 dλ
+ 2E
∫ 1
0
∣∣ϕx (xµT + λθ (x˜T +XθT ))XθT ∣∣2 dλ.
By using (17) and the fact that ϕx is continuous and bounded, we get
lim
θ→0
E
∣∣Y θT ∣∣2 = 0. (26)
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From (23) and (26), we deduce that
lim
θ→0
ηθt = 0. (27)
Finally, by using (24) , (27), Gronwall’s lemma and Bukholder-Davis-Gundy
inequality, we obtain (18). Finally (19) is derived from (25) , (27) and (18).
Lemma 10 Let µ be an optimal control minimizing the functional J over R
and (xµt , y
µ
t , z
µ
t ) the solution of (1) associated with µ. Then for any q ∈ R, we
have
0 ≤ E [gx (x
µ
T ) x˜T ] + E [hy (y
µ
0 ) y˜0]
+ E
∫ T
0
[∫
U
l (t, xµt , y
µ
t , z
µ
t , a) qt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt (28)
+ E
∫ T
0
[∫
U
lx (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) x˜t +
∫
U
ly (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) y˜t
]
dt
+ E
∫ T
0
∫
U
lz (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) z˜tdt.
Proof. Let µ be an optimal relaxed control minimizing the cost J over R, then
we get
0 ≤ E
[
g
(
xθT
)
− g (xµT )
]
+ E
[
h
(
yθ0
)
− h (yµ0 )
]
+ E
∫ T
0
[∫
U
l
(
t, xθt , y
θ
t , z
θ
t , a
)
µθt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt
= E
[
g
(
xθT
)
− g (xµT )
]
+ E
[
h
(
yθ0
)
− h (yµ0 )
]
+ E
∫ T
0
[∫
U
l
(
t, xθt , y
θ
t , z
θ
t , a
)
µθt (da)−
∫
U
l
(
t, xθt , y
θ
t , z
θ
t , a
)
µt (da)
]
dt
+ E
∫ T
0
[∫
U
l
(
t, xθt , y
θ
t , z
θ
t , a
)
µt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt.
From the definition of µθ, we get
0 ≤ E
[
g
(
xθT
)
− g (xµT )
]
+ E
[
h
(
yθ0
)
− h (yµ0 )
]
+ θE
∫ T
0
[∫
U
l
(
t, xθt , y
θ
t , z
θ
t , a
)
qt (da)−
∫
U
l
(
t, xθt , y
θ
t , z
θ
t , a
)
µt (da)
]
dt
+ E
∫ T
0
∫
U
[
l
(
t, xθt , y
θ
t , z
θ
t , a
)
− l (t, xµt , y
µ
t , z
µ
t , a)
]
µt (da) dt.
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Then,
0 ≤ E
∫ 1
0
[
gx
(
xµT + λθ
(
x˜T +X
θ
T
))
x˜T
]
dλ (29)
+ E
∫ 1
0
[
hy
(
yµ0 + λθ
(
y˜0 + Y
θ
0
))
y˜0
]
dλ
+ E
∫ T
0
∫ 1
0
∫
U
[
lx
(
Λθt (a)
)
x˜t + ly
(
Λθt (a)
)
y˜t + lz
(
Λθt (a)
)
z˜t
]
µt (da) dλdt
+ E
∫ T
0
[∫
U
l (t, xµt , y
µ
t , z
µ
t , a) qt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt+ ρθt ,
where ρθt is given by
ρθt = E
∫ 1
0
[
gx
(
xµT + λθ
(
x˜T +X
θ
T
))
XθT
]
dλ
+ E
∫ 1
0
[
hy
(
yµ0 + λθ
(
y˜0 + Y
θ
0
))
Y θ0
]
dλ
+ E
∫ T
0
∫ 1
0
∫
U
[
lx
(
Λθt (a)
) (
xθt − x
µ
t
)
+ ly
(
Λθt (a)
) (
yθt − y
µ
t
)
+ lz
(
Λθt (a)
) (
zθt − z
µ
t
)]
qt (da) dλdt
+ E
∫ T
0
∫ 1
0
∫
U
[
lx
(
Λθt (a)
) (
xθt − x
µ
t
)
+ ly
(
Λθt (a)
) (
yθt − y
µ
t
)
+ lz
(
Λθt (a)
) (
zθt − z
µ
t
)]
µt (da) dλdt
+ E
∫ T
0
∫ 1
0
∫
U
[
lx
(
Λθt (a)
)
XθT + ly
(
Λθt (a)
)
Y θt + lz
(
Λθt (a)
)
Zθt
]
µt (da) dλdt.
Since the derivatives gx, hy, lx, ly and lz are bounded, then by using the
Cauchy-Schwartz inequality, we have
ρθt ≤ C
(
E
∣∣XθT ∣∣2)1/2 + C (E ∣∣Y θ0 ∣∣2)1/2
+ C
(
E
∫ T
0
∣∣xθt − xµt ∣∣2 dt
)1/2
+ C
(
E
∫ T
0
∣∣yθt − yµt ∣∣2 dt
)1/2
+ C
(
E
∫ T
0
∣∣zθt − zµt ∣∣2 dt
)1/2
+ C
(
E
∫ T
0
∣∣Xθt ∣∣2 dt
)1/2
+ C
(
E
∫ T
0
∣∣Y θt ∣∣2 dt
)1/2
+ C
(
E
∫ T
0
∣∣Zθt ∣∣2 dt
)1/2
.
By using (8) , (9) , (10) , (17) , (18) and (19), we get
lim
θ→0
ρθt = 0.
Since gx, hy, lx, ly and lz are continuous and bounded, the proof is com-
pleted by letting θ go to 0 in (29).
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3.2 Necessary optimality conditions for relaxed controls
Starting from the variational inequality (28), we can now state necessary opti-
mality conditions for the relaxed control problem {(5) , (6) , (7)} in the global
form.
Theorem 11 (Necessary optimality conditions for relaxed controls). Let µ be
an optimal relaxed control minimizing the functional J over R and (xµ, yµ, zµ)
the solution of (5) controlled by µ. Then, there exist three adapted processes
(kµ, pµ, Pµ), uniqe solution of the following FBSDE system (called adjoint equa-
tions) 
dkµt = Hy (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) dt
+Hz (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) dWt,
kµ0 = hy (y
µ
0 )
dpµt = −Hx (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) dt+ P
µ
t dWt,
pµT = gx (x
µ
T ) + ϕx (x
µ
T ) k
µ
T ,
(30)
such that for every qt ∈ P (U)
H (t, xµt , y
µ
t , z
µ
t , µt, p
µ
t , k
µ
t , P
µ
t ) ≤ H (t, x
µ
t , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t ) , ae , as, (31)
where the Hamiltonian H is defined from [0, T ]×Rn×Rm×Mm×d (R)×P (U)×
R
m × Rn ×Mn×d (R) into R by
H (t, x, y, z, q, k, p, P ) =
∫
U
l (t, x, y, z, a) qt (da) + p
∫
U
b (t, x, a) qt (da)
+ P
∫
U
σ (t, x, a) qt (da) + k
∫
U
f (t, x, y, z, a) qt (da) .
Proof. Since kµ0 = hy(y
µ
0 ) and p
µ
T = gx (x
µ
T ) + ϕx (x
µ
T ) k
µ
T , then (28) becomes
0 ≤ E [pµT x˜T ] + E [k
µ
0 y˜0]− E [ϕx (x
µ
T ) k
µ
T ] + E
∫ T
0
∫
U
lx (t, x
µ
t , y
µ
t , z
µ
t , a) x˜tµt (da) dt
+ E
∫ T
0
∫
U
[ly (t, x
µ
t , y
µ
t , z
µ
t , a) y˜t + lz (t, x
µ
t , y
µ
t , z
µ
t , a) z˜t]µt (da) dt (32)
+ E
∫ T
0
[∫
U
l (t, xµt , y
µ
t , z
µ
t , a) qt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt.
By applying Itoˆ’s formula to (pµt x˜t) and (k
µ
t y˜t), we have
E [pµT x˜T ] = −E
∫ T
0
[∫
U
fx (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) k
µ
t +
∫
U
lx (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da)
]
x˜tdt
+ E
∫ T
0
pµt
[∫
U
b (t, xµt , a) qt (da)−
∫
U
b (t, xµt , a)µt (da)
]
dt
+ E
∫ T
0
Pµt
[∫
U
σ (t, xµt , a) qt (da)−
∫
U
σ (t, xµt , a)µt (da)
]
dt.
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E [kµ0 y˜0] = E [k
µ
T y˜T ]− E
[∫ T
0
∫
U
ly (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) y˜t +
∫
U
fx (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) x˜tk
µ
t
]
dt
+ E
∫ T
0
kµt
[∫
U
f (t, xµt , y
µ
t , z
µ
t , a) qt (da)−
∫
U
f (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt
− E
∫ T
0
∫
U
lz (t, x
µ
t , y
µ
t , z
µ
t , a)µt (da) z˜tdt.
Then for every q ∈ R, (32) becomes
0 ≤ E
∫ T
0
[H (t, xµt , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t )−H (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t )] dt.
Now, let q ∈ R and F be an arbitrary element of the σ-algebra Ft, and set
pit = qt1F + µt1Ω−F .
It is obvious that pi is an admissible relaxed control.
Applying the above inequality with pi, we get
0 ≤ E[1F {H (t, x
µ
t , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t )−H (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t )}], ∀F ∈ Ft.
Which implies that
0 ≤ E[H (t, xµt , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t )−H (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) / Ft].
The quantity inside the conditional expectation is Ft-measurable, and thus
the result follows immediately.
3.3 Sufficient optimality conditions for relaxed controls
In this subsection, we study when necessary optimality conditions (31) becomes
sufficient. For any q ∈ R, we denote by (xq, yq, zq) the solution of equation (5)
controlled by q.
Theorem 12 (Sufficient optimality conditions for relaxed controls). Assume
that the functions g, h and (x, y, z) 7−→ H (t, x, y, z, q, k, p, P ) are convex, and
for any q ∈ R, yqT = ξ, where ξ is an m-dimensional FT -measurable random
variable such that
E |ξ|
2
<∞.
Then, µ is an optimal solution of the relaxed control problem {(5) , (6) , (7)},
if it satisfies (31) .
Proof. Let µ be an arbitrary element of R (candidate to be optimal). For any
q ∈ R, we have
J (q)− J (µ) = E [g (xqT )− g (x
µ
T )] + E [h (y
q
0)− h (y
µ
0 )]
+ E
∫ T
0
[∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt.
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Since g and h are convex, then
g (xqT )− g (x
µ
T ) ≥ gx (x
µ
T ) (x
q
T − x
µ
T ) ,
h (yq0)− h (y
µ
0 ) ≥ hy (y
µ
0 ) (y
q
0 − y
µ
0 ) .
Thus,
J (q)− J (µ) ≥ E [gx (x
µ
T ) (x
q
T − x
µ
T )] + E [hy (y
µ
0 ) (y
q
0 − y
µ
0 )]
+ E
∫ T
0
[∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt.
We remark from (30) that
pµT = gx (x
µ
T ) ,
kµ0 = hy (y
µ
0 ) .
Then, we have
J (q)− J (µ) ≥ E [pµT (x
q
T − x
µ
T )] + E [k
µ
0 (y
q
0 − y
µ
0 )]
+ E
∫ T
0
[∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da)−
∫
U
l (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt.
By applying Itoˆ’s formula respectively to pµt (x
q
t − x
µ
t ) and k
µ
t (y
q
t − y
µ
t ), we
obtain
E [pµT (x
q
T − x
µ
T )] = −E
∫ T
0
Hx (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (x
q
t − x
µ
t ) dt
+ E
∫ T
0
pµt
[∫
U
b (t, xqt , a) qt (da)−
∫
U
b (t, xµt , a)µt (da)
]
dt
+ E
∫ T
0
Pµt
[∫
U
σ (t, xqt , a) qt (da)−
∫
U
σ (t, xµt , a)µt (da)
]
dt,
E [kµ0 (y
q
0 − y
µ
0 )] = −E
∫ T
0
Hy (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (y
q
t − y
µ
t ) dt
+ E
∫ T
0
kµt
[∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da)−
∫
U
f (t, xµt , y
µ
t , z
µ
t , a)µt (da)
]
dt
− E
∫ T
0
Hz (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (z
q
t − z
µ
t ) dt.
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Then,
J (q)− J (µ) (33)
≥ E
∫ T
0
[H (t, xqt , y
q
t , z
q
t , qt, k
µ
t , p
µ
t , P
µ
t )−H (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t )] dt
− E
∫ T
0
Hx (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (x
q
t − x
µ
t ) dt
− E
∫ T
0
Hy (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (y
q
t − y
µ
t ) dt
− E
∫ T
0
Hz (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (z
q
t − z
µ
t ) dt.
Since H is convex in (x, y, z) and linear in µ, then by using the Clarke gen-
eralized gradient of H evaluated at (xt, yt, zt, µt) and the necessary optimality
conditions (31), it follows by [50, Lemmas 2.2 and 2.3] that
H (t, xqt , y
q
t , z
q
t , qt, k
µ
t , p
µ
t , P
µ
t )−H (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t )
≥ Hx (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (x
q
t − x
µ
t ) +Hy (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (y
q
t − y
µ
t )
+Hz (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (z
q
t − z
µ
t ) .
Or equivalently,
0 ≤ H (t, xqt , y
q
t , z
q
t , qt, k
µ
t , p
µ
t , P
µ
t )−H (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t )
−Hx (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (x
q
t − x
µ
t )
−Hy (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (y
q
t − y
µ
t )
−Hz (t, x
µ
t , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) (z
q
t − z
µ
t ) .
Then from (33), we get
J (q)− J (µ) ≥ 0.
The theorem is proved.
4 Optimality conditions for strict controls
In this section, we study the strict control problem {(1) , (2) , (3)} and from the
results of section 3, we derive the optimality conditions for strict controls.
Throughout this section and in addition to the assumptions (4), we suppose
that
U is compact. (34)
b, σ, f and l are bounded. (35)
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Consider the following subset of R
δ (U) = {q ∈ R / q = δv ; v ∈ U} .
The set δ (U) is the collection of all relaxed controls in the form of Dirac
measure charging a strict control.
Denote by δ (U) the action set of all relaxed controls in δ (U).
If q ∈ δ (U), then q = δv with v ∈ U . In this case we have for each t,
qt ∈ δ (U) and qt = δvt .
We equipped P (U) with the topology of stable convergence. Since U is
compact, then with this topology P (U) is a compact metrizable space. The
stable convergence is required for bounded measurable functions f (t, a) such
that for each fixed t ∈ [0, T ], f (t, .) is continuous (Instead of functions bounded
and continuous with respect to the pair (t, a) for the weak topology). The space
P (U) is equipped with its Borel σ-field, which is the smallest σ-field such that the
mapping q 7−→
∫
f (s, a) q (ds, da) are measurable for any bounded measurable
function f , continuous with respect to a. For more details, see Jacod and Memin
[29] and El Karoui et al [16].
This allows us to summarize some of lemmas that we will be used in the
sequel.
Lemma 13 (Chattering Lemma). Let q be a predictable process with values in
the space of probability measures on U . Then there exists a sequence of pre-
dictable processes (un)n with values in U such that
dtqnt (da) = dtδunt (da) −→n−→∞
dtqt (da) stably, P − a.s. (36)
where δun
t
is the Dirac measure concentrated at a single point unt of U .
Proof. See El Karoui et al [16].
Lemma 14 Let q be a relaxed control and (un)n be a sequence of strict controls
such that (36) holds. Then for any bounded measurable function f : [0, T ]×U →
R, such that for each fixed t ∈ [0, T ], f (t, .) is continuous, we have∫
U
f (t, a) δun
t
(da) −→
n−→∞
∫
U
f (t, a) qt (da) ; dt− a.e (37)
Proof. By (36) and the definition of the stable convergence (see Jacod-Memin
[29, definition 1.1, page 529], we have∫ T
0
∫
U
f (t, a) δun
t
(da) dt −→
n−→∞
∫ T
0
∫
U
f (t, a) qt (da) dt.
Put
g (s, a) = 1[0,t] (s) f (s, a) .
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It’s clear that g is bounded, measurable and continuous with respect to a.
Then ∫ T
0
∫
U
g (s, a) δun
s
(da) ds −→
n−→∞
∫ T
0
∫
U
g (s, a) qs (da) ds.
By replacing g (s, a) by its value, we have∫ t
0
∫
U
f (s, a) δun
s
(da) ds −→
n−→∞
∫ t
0
∫
U
f (s, a) qs (da) ds.
The set {(s, t) ; 0 ≤ s ≤ t ≤ T } generate B[0,T ]. Then, for every B ∈ B[0,T ]
we have ∫
B
∫
U
f (s, a) δun
s
(da) ds −→
n−→∞
∫
B
∫
U
f (s, a) qs (da) ds.
This implies that∫
U
f (s, a) δun
s
(da) −→
n−→∞
∫
U
f (s, a) qs (da) , dt− a.e.
The lemma is proved.
The next lemma gives the stability of the controlled FBSDE with respect to
the control variable.
Lemma 15 Let q ∈ R be a relaxed control and (xq, yq, zq) the corresponding
trajectory. Then there exists a sequence (un)n ⊂ U such that
lim
n→∞
E
[
sup
t∈[0,T ]
|xnt − x
q
t |
2
]
= 0, (38)
lim
n→∞
E
[
sup
t∈[0,T ]
|ynt − y
q
t |
2
]
= 0, (39)
lim
n→∞
∫ T
0
E |znt − z
q
t |
2
dt = 0, (40)
lim
n→∞
J (un) = J (q) . (41)
where (xn, yn, zn) denotes the solution of equation (1) associated with un.
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Proof. Proof of (38). We have
E |xnt − x
q
t |
2
≤ C
∫ t
0
E
∣∣∣∣b (s, xns , uns )− ∫
U
b (s, xqs, a) qs (da)
∣∣∣∣2 ds
+ C
∫ t
0
E
∣∣∣∣σ (s, xns , uns )− ∫
U
σ (s, xqs, a) qs (da)
∣∣∣∣2 ds
≤ C
∫ t
0
E |b (s, xns , u
n
s )− b (s, x
q
s, u
n
s )|
2 ds
+ C
∫ t
0
E
∣∣∣∣b (s, xqs, uns )− ∫
U
b (s, xqs, a) qs (da)
∣∣∣∣2 ds
+ C
∫ t
0
E |σ (s, xns , u
n
s )− σ (s, x
q
s, u
n
s )|
2
ds
+ C
∫ t
0
E
∣∣∣∣σ (s, xqs, uns )− ∫
U
σ (s, xqs, a) qs (da)
∣∣∣∣2 ds
Since b and σ are uniformly Lipschitz with respect to x, then
E |xnt − x
q
t |
2
≤ C
∫ t
0
E |xns − x
q
s|
2
ds
+ C
∫ t
0
E
∣∣∣∣b (s, xqs, uns )− ∫
U
b (s, xqs, a) qs (da)
∣∣∣∣2 ds
+ C
∫ t
0
E
∣∣∣∣∫
U
σ (s, xqs, a) δuns (da)−
∫
U
σ (s, xqs, a) qs (da)
∣∣∣∣2 ds
Since b and σ are bounded, measurable and continuous with respect to a,
then by (37) and the dominated convergence theorem, the second and third
terms in the right hand side of the above inequality tend to zero as n tends to
infinity. We conclude then by using Gronwall’s lemma and Bukholder-Davis-
Gundy inequality.
ii) Proof of (39) and (40).
We have
d (ynt − y
q
t ) = − [f (t, x
n
t , y
n
t , z
n
t , u
n
t )− f (t, x
n
t , y
q
t , z
q
t , u
n
t )] dt
− [f (t, xnt , y
q
t , z
q
t , u
n
t )− f (t, x
q
t , y
q
t , z
q
t , u
n
t )] dt
−
[
f (t, xqt , y
q
t , z
q
t , u
n
t )−
∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da)
]
dt
+(znt − z
q
t ) dWt,
ynT − y
q
T = ϕ (x
n
T )− ϕ (x
q
T ) .
Put
Y nt = y
n
t − y
q
t ,
Znt = z
n
t − z
q
t ,
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and
Ψn (t, Y nt , Z
n
t ) = − [f (t, x
n
t , y
q
t , z
q
t , u
n
t )− f (t, x
q
t , y
q
t , z
q
t , u
n
t )] dt (42)
− f (t, xqt , y
q
t , z
q
t , u
n
t )−
∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da)
−
∫ 1
0
fy (t, x
q
t , y
q
t + λ (y
n
t − y
q
t ) , z
q
t + λ (z
n
t − z
q
t ) , u
n
t )Y
n
t dλ
−
∫ 1
0
fz (t, x
q
t , y
q
t + λ (y
n
t − y
q
t ) , z
q
t + λ (z
n
t − z
q
t ) , u
n
t )Z
n
t dλ.
Then {
dY nt = Ψ
n (t, Y nt , Z
n
t ) dt+ Z
n
t dWt,
Y nT = ϕ (x
n
T )− ϕ (x
q
T ) .
(43)
The above equation is a linear BSDE with bounded coefficients, then by
applying a priori estimates (see Briand et al [12]), we get
E
[
sup
t∈[0,T ]
|Y nt |
2
+
∫ T
0
|Znt |
2
dt
]
≤ CE
|ϕ (xnT )− ϕ (xqT )|2 +
∣∣∣∣∣
∫ T
0
|Ψn (t, 0, 0)| dt
∣∣∣∣∣
2

≤ CE
[
|ϕ (xnT )− ϕ (x
q
T )|
2
+
∫ T
0
|Ψn (t, 0, 0)|
2
dt
]
.
From (42), we get
E
[
sup
t∈[0,T ]
|Y nt |
2
+
∫ T
0
|Znt |
2
dt
]
≤ CE |ϕ (xnT )− ϕ (x
q
T )|
2
+ CE
∫ T
0
|f (t, xnt , y
q
t , z
q
t , u
n
t )− f (t, x
q
t , y
q
t , z
q
t , u
n
t )|
2
dt
+ CE
∫ T
0
∣∣∣∣f (t, xqt , yqt , zqt , unt )− ∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da)
∣∣∣∣2 dt.
By (4), ϕ and f are uniformly Lipshitz with respect to x, then we get
E
[
sup
t∈[0,T ]
|Y nt |
2
+
∫ T
0
|Znt |
2
dt
]
≤ CE |xnT − x
q
T |
2
+ CE
∫ T
0
|xnt − x
q
t |
2
dt
+ CE
∫ T
0
∣∣∣∣∫
U
f (t, xqt , y
q
t , z
q
t , a) δunt (da)−
∫
U
f (t, xqt , y
q
t , z
q
t , a) qt (da)
∣∣∣∣2 dt.
By (38), the first and second terms in the right hand side of the above
inequality tends to zero as n tends to infinity. Moreover, since f is bounded,
measurable and continuous with respect to a, then by (37) and the dominated
convergence theorem, the third term in the right hand side tends to zero as n
tends to infinity. This prove (39) and (40).
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iii) Proof of (41) .
Since g ,h and l are uniformly Lipshitz with respect to (x, y, z), then by
using the Cauchy-Schwartz inequality, we have
|J (qn)− J (q)|
≤ C
(
E |xnT − x
q
T |
2
)1/2
+ C
(
E |yn0 − y
q
0 |
2
)1/2
+ C
(∫ T
0
E |xnt − x
q
t |
2
ds
)1/2
+ C
(∫ T
0
E |ynt − y
q
t |
2
ds
)1/2
+ C
(
E
∫ T
0
|znt − z
q
t |
2
dt
)1/2
+
(
E
∫ T
0
∣∣∣∣∫
U
l (t, xqt , y
q
t , z
q
t , a) δunt (da) dt−
∫
U
l (t, xqt , y
q
t , z
q
t , a) qt (da)
∣∣∣∣2 dt
)1/2
.
By (38), (39) and (40) the first five terms in the right hand side converge to
zero. Furthermore, since h is bounded, measurable and continuous in a, then by
(37) and the dominated convergence theorem, the sixth term in the right hand
side tends to zero as n tends to infinity. This prove (41).
Lemma 16 As a consequence of (41), the strict and the relaxed control problems
have the same value functions. That is
inf
v∈U
J (v) = inf
q∈R
J (q) . (44)
Proof. Let u ∈ U and µ ∈ R be respectively a strict and relaxed controls such
that
J (u) = inf
v∈U
J (v) (45)
J (µ) = inf
q∈R
J (q) . (46)
By (46), we have
J (µ) ≤ J (q) , ∀q ∈ R.
Since δ (U) ⊂ R, then
J (µ) ≤ J (q) , ∀q ∈ δ (U) .
Since q ∈ δ (U), then q = δv, where v ∈ U .
Then we get {
(xq, yq, zq) = (xv, yv, zv) ,
J (q) = J (v) .
Hence,
J (µ) ≤ J (v) , ∀v ∈ U .
The control u becomes an element of U , then we get
J (µ) ≤ J (u) . (47)
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On the other hand, by (45) we have
J (u) ≤ J (v) , ∀v ∈ U . (48)
The control µ becomes a relaxed control, then by lemma 13, there exists a
sequence (un)n of strict controls such that
dtµnt (da) = dtδunt (da) −→n−→∞
dtµt (da) stably, P − a.s.
By (48), we get then
J (u) ≤ J (un) , ∀n ∈ N,
By using (41) and letting n go to infinity in the above inequality, we get
J (u) ≤ J (µ) . (49)
Finally, by (47) and (49), the proof is completed.
To establish necessary optimality conditions for strict controls, we need the
following lemma
Lemma 17 The strict control u minimizes J over U if and only if the relaxed
control µ = δu minimizes J over R.
Proof. Suppose that u minimizes the cost J over U , then
J (u) = inf
v∈U
J (v) .
By using (44), we get
J (u) = inf
q∈R
J (q) .
Since µ = δu, then {
(xµ, yµ, zµ) = (xu, yu, zu) ,
J (µ) = J (u) ,
(50)
This implies that
J (µ) = inf J (q)
q∈R
.
Conversely, if µ = δu minimize J over R, then
J (µ) = inf J (q)
q∈R
.
From (44), we get
J (µ) = inf J (v)
v∈U
.
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Since µ = δu, then relations (50) hold, and we obtain
J (u) = inf J (v)
v∈U
.
The proof is completed.
The following lemma, who will be used to establish sufficient optimality
conditions for strict controls, shows that we get the results of the above lemma
if we replace R by δ (U) .
Lemma 18 The strict control u minimizes J over U if and only if the relaxed
control µ = δu minimizes J over δ (U).
Proof. Let µ = δu be an optimal relaxed control minimizing the cost J over
δ (U), we have then
J (µ) ≤ J (q) , ∀q ∈ δ (U) .
Since q ∈ δ (U), then there exists v ∈ U such that q = δv.
It is easy to see that
(xµ, yµ, zµ) = (xu, yu, zu) ,
(xq, yq, zq) = (xv, yv, zv) ,
J (µ) = J (u) ,
J (q) = J (v) .
(51)
Then, we get
J (u) ≤ J (v) , ∀v ∈ U .
Conversely, let u be a strict control minimizing the cost J over U . Then
J (u) ≤ J (v) , ∀v ∈ U .
Since the controls u, v ∈ U , then there exist µ, q ∈ δ (U) such that
µ = δu , q = δv.
This implies that relations (51) hold. Consequently, we get
J (µ) ≤ J (q) , ∀q ∈ δ (U) .
The lemma is proved.
4.1 Necessary optimality conditions for strict controls
Define the Hamiltonian H in the strict case from [0, T ]×Rn×Rm×Mm×d (R)×
U × Rm × Rn ×Mn×d (R) into R by
H (t, x, y, z, v, k, p, P ) = l (t, x, y, z, v)+pb (t, x, v)+Pσ (t, x, v)+kf (t, x, y, z, v) .
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Theorem 19 (Necessary optimality conditions for strict controls). Let u be an
optimal control minimizing the functional J over U and (xu, yu, zu) the solution
of (1) associated with u. Then, there exist three adapted processes (pµ, Pµ, kµ),
unique solution of the following FBSDE system (called adjoint equations)
dkut = Hy (t, x
u
t , y
u
t , z
u
t , ut, k
u
t , p
u
t , P
u
t ) dt
+Hz (t, x
u
t , y
u
t , z
u
t , ut, k
u
t , p
u
t , P
u
t ) dWt,
ku0 = hy (y
u
0 )
dput = −Hx (t, x
u
t , y
u
t , z
u
t , ut, k
u
t , p
u
t , P
u
t ) dt+ P
u
t dWt,
puT = gx (x
u
T ) + ϕx (x
u
T ) k
u
T ,
(52)
such that for every vt ∈ U
H (t, xut , y
u
t , z
u
t , ut, k
u
t , p
u
t , P
u
t ) ≤ H (t, x
u
t , y
u
t , z
u
t , vt, k
u
t , p
u
t , P
u
t ) , ae , as. (53)
Proof. Let u be an optimal solution of the strict control problem {(1) , (2) , (3)}.
Then, there exist µ ∈ δ (U) such that
µ = δu.
Since u minimizes the cost J over U , then by lemma 17, µ minimizes J
over R. Hence, by the necessary optimality conditions for relaxed controls
(Theorem 11), there exist three unique adapted processes (kµ, pµ, Pµ), solution
of the system of relaxed adjoint equations (30) such that, for every qt ∈ P (U)
H (t, xµt , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) ≤ H (t, x
µ
t , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t ) , a.e, a.s.
Since δ (U) ⊂ P (U), then for every vt ∈ δ (U), we get
H (t, xµt , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) ≤ H (t, x
µ
t , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t ) , a.e, a.s. (54)
Since q ∈ δ (U), then there exist v ∈ U such that q = δv.
We note that v is an arbitrary element of U since q is arbitrary.
Now, since µ = δu and q = δv, we can easily see that
(xµ, yµ, zµ) = (xu, yu, zu) ,
(xq , yq, zq) = (xv, yv, zv) ,
(kµ, pµ, Pµ) = (ku, pu, Pu) ,
H (t, xµt , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) = H (t, x
u
t , y
u
t , z
u
t , ut, k
u
t , p
u
t , P
u
t ) ,
H (t, xµt , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t ) = H (t, x
u
t , y
u
t , z
u
t , vt, k
u
t , p
u
t , P
u
t ) ,
(55)
where, the pair (pu, Pu) and ku are respectively the unique solutions of the
system of strict adjoint equations (52).
Finally, by using (54) and (55), we can easy deduce (53). The proof is
completed.
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4.2 Sufficient optimality conditions for strict controls
Theorem 20 (Sufficient optimality conditions for strict controls). Assume that
the functions g, and (x, y, z) 7−→ H (t, x, y, z, q, k, p, P ) are convex, and for any
v ∈ U , yvT = ξ, where ξ is an m-dimensional FT -measurable random variable
such that
E |ξ|
2
<∞.
Then, u is an optimal solution of the control problem {(1) , (2) , (3)}, if it
satisfies (53) .
Proof. Let u be a strict control (candidate to be optimal) such that necessary
optimality conditions for strict controls (53) hold. i.e, for every vt ∈ U
H (t, xut , y
u
t , z
u
t , ut, k
u
t , p
u
t , P
u
t ) ≤ H (t, x
u
t , y
u
t , z
u
t , vt, k
u
t , p
u
t , P
u
t ) , a.e, a.s. (56)
The controls u, v are elements of U , then there exist µ, q ∈ δ (U) such that
µ = δu,
q = δv.
This implies that relations (55) hold. Then by (56), we deduce that for every
qt ∈ δ (U)
H (t, xµt , y
µ
t , z
µ
t , µt, k
µ
t , p
µ
t , P
µ
t ) ≤ H (t, x
µ
t , y
µ
t , z
µ
t , qt, k
µ
t , p
µ
t , P
µ
t ) , a.e, a.s.
Since H is convex in (x, y, z), it is easy to see that H is convex in (x, y, z),
and since g and h are convex, then by the same proof that in theorem 12, we
show that µ minimizes the cost J over δ (U). Finally by lemma 18, we deduce
that u minimizes the cost J over U . The theorem is proved.
Remark 21 The sufficient optimality conditions for strict controls are proved
without assuming neither the convexity of U nor that of H in v.
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