Introduction
Suppose we are given N objects, and the distances between all pairs of these objects. We will call the matrix of these distances the Input Matrix. Our aim is to construct an unrooted binary tree from the Input Matrix with the tips of the tree representing the N objects. In an unrooted binary tree, each node connects exactly three branches, and the branches are not directional. Note that tips are not nodes. The distance between any pair of tips is the sum of the lengths of the branches which connect them. From these distances we may construct an Output Matrix. A Di erence Matrix can then be obtained by subtracting the Output Matrix from the Input Matrix. The tree should have the property that the sum of the squares of the entries in the Di erence Matrix should be minimal 8] .
An application of these procedures is from linguistics, where the objects are languages. The distance between any pair of languages may be measured in terms of some similarity index, based, for example, on the amount of shared basic vocabulary. To solve this problem, we need two procedures. First, we need to generate trees of N tips, which can be achieved by adding branches to a smaller tree, starting with the trivial tree of three tips. Second, after a tree of N tips is constructed, we need to calculate the distances of all pairs of tips. A proper data representation of trees can lead to e cient algorithms. Trees can be represented by, for example, linked lists. In this paper, we propose a matrix representation of trees and show how to add branches and calculate the distances between tips using this matrix representation. Matrices can be manipulated easily and e ciently. Moreover, in Section 4.5, we show an e cient method for computing the distances between tips using this matrix representation. The tree which results from the procedures discussed in the present paper would allow us to go beyond pairwise distances, and show how the languages are related to each other as a group. This relationship may then be studied further with respect to other linguistic implications, such as vertical and horizontal transmissions.
Neighbor-joining Method
The neighbor-joining method proposed by Saitou and Nei 10] constructs the tree by repeatedly joining a pair of tips or nodes. We illustrate their method using the seven language example in Section 1. We denote the number of objects by N. In our example, N equals 7. We also number the languages in the order shown in the matrix S in Section 1. That is EN (English) is numbered by 1, GE (German) by 2, and so forth. Suppose we choose to join tips 1(EN) and 2(GE) using a new node n. As shown in Figure 1 , we denote the third neighbor of n by m and the three branches connected to n by b 1 , b 2 , and b 3 . 
The key measurement in the neighbor-joining method is the sum of the lengthes of the branches connecting the new node and all the tips. Denoting this sum as S n , similar to (1) and (2), we have
The above expression for S n contains unknown branch lengths and B m . However, comparing (3) with the sum of (1) and (2), we obtain S n = 1
which can be computed from the Input Matrix D as follows. Since S 1 is the sum of the distances between tip 1(EN) and other six tips, it is simply the sum of the entries in the rst row of D. In our example S 1 = 6:7399. Similarly, S 2 = 6:4104 is the sum of the entries in the second row of D. The term b 1 + b 2 in (4) is the distance between tips 1(EN) and 2(GE), i.e., the (1,2)-entry, denoted by D 12 , of the Input Matrix D. The neighbor-joining method searches for a pair of tips to minimizẽ S = S ? S n where S is the total sum of the distances of all possible pairs of tips. In terms of the Input Matrix D, S is the sum of the entries above (or below) the zero diagonal of D. Since the pair (4; 6) gives the smallestS, we join tips 4(FR) and 6(IT) using node n as shown in Figure 2 . Next, we compute the lengths of the branches b 4 and b 6 and reduce the problem size (the number of tips) by merging tips 4(FR) and 6(IT) into the new node n. Having selected the pair (4,6) and computed the branch lengths for b 4 and b 6 , we merge tips 4(FR) and 6(IT) into node n and thus reduce the problem size by one. However, in order to continue the procedure, it is necessary to determine the distances between the new node n and the other ve tips and update the distance matrix D. The neighbor-joining method de nes the distance between the new node n and one of the ve tips, say 1(EN), as the average of the distances between tips 4(FR) and 1(EN) and between tips 6(IT) and 1(EN). This procedure is repeated N ? 3 times and terminates at three tips or nodes. It should be pointed out that the distance D 1n includes the average distance from n to tips 4(FR) and 6(IT) in addition to the distance from n to tip 1(EN). Consequently, in the computation of the branches in the subsequent steps, it is necessary to make adjustments. We refer details to Saitou and Nei 10] .
To summarize, we present the neighbor-joining algorithm using the notations introduced above. Replace i with n and delete j;
Update the Input Matrix; Find the branches of the last three nodes. To conclude this section, we propose the following two modi cations. First, we propose to compute S n instead ofS. Since S, the total sum of distances, is a constant for all pairs andS = (S ? S n )=(N ?
2), minimizingS is equivalent to maximizing S n . This requires less computation and simpli es the computation of the branches. In particular, (1) and (3) show that
Since S n is the sum of the distances from node n to other tips, maximizing S n can be interpreted as nding a pair which is as remote to other tips as possible. Second, we suggest to compute the distance
Since this D nk excludes the average distance from node n to its descendants i and j, no adjustments are necessary for computing the branches in the subsequent steps. Consequently, it saves computations and gives more accurate branch lengths.
We note that an early decision on pairing objects does not guarantee the nal optimal solution.
Fitch and Margoliash's Method
We describe the Fitch and Margoliash's method based on Felsenstein's implementation 5]. We start with a tree of three tips. There is only one tree of three. Its three branch lengths are calculated using the distances of all pairs of the three objects given in the Input Matrix D. Then we construct trees of four by adding a new branch to any of the three branches of the tree of three. Thus there are three trees of four. For each tree, we nd the optimal branch lengths in the sense that
is minimized, where D ij is the distance between objects i and j given by the (i; j)-entry of the Input Matrix D,D ij is the distance induced by adding branch lengths between tips i and j in the tree, and N, currently 4, is the number of objects. The quantity (5) constructing a tree of three tips, namely 1(EN), 2(GE), and 3(SW), as shown in Figure 3 . Then we add a new branch with tip 4(FR) to any of its three branches and nd the branch lengths based on the Fitch and Margoliash's criterion. Figure 4 shows the three resulting trees. Their p.s.d. values are listed in Table 2 . Thus tree (a) in Figure 4 , which has the smallest p.s.d., survives, trees (b) and (c) are discarded, and the whole procedure is repeated.
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3 (SW) 1 (EN) Figure 3 . Initial tree of three tips. 
Matrix Decomposition Method
In this section, we rst establish a relation between trees and matrices. Then we show how to update the matrices when a new branch is added to the tree. Thus we can generate trees in the form of matrices. The matrix representing the optimal tree, in the least squares sense, can be found using standard matrix techniques for solving the linear least square problems. Then the matrix can be recomposed into tree form.
Representing a Tree by Matrices
We call a matrix binary, if its entries are binary. Given a tree of N tips, we rst appoint one of its nodes as the center. Since a node has exactly three branches connected to it, there are three binary subtrees connected to the center as shown in Figure 5 where we have ordered the subtrees clockwise. We then order the branches by traversing the three subtrees clockwise. For each tree, we traverse the branches in the following order. That is we traverse recursively the left subtree, the root of the subtree, and then the right subtree. For example, Figure 6 shows an unrooted tree of N = 6 tips. Given the center indicated in the gure, the subtree T 1 contains tips 1, 4, and 6, T 2 contains 2 and 5, and T 3 has only tip 3. The branches in T 1 are traversed rst followed by those in T 2 and then T 3 . In each subtree, we traversed the branches in-order as illustrated in Figure 6 . Having labeled the branches, we are ready to represent the tree by an N-by-(2N ? 3) binary matrix P. Note that 2N ? 3 is the number of branches in a tree of N tips. The (i; j)-entry of P is 1 if and only if the branch b j is on the path from the center to tip i. For example, the matrix representing the tree in where we bordered the matrix with the tips and branches. We make the following remarks on the association between a tree and its matrix P.
The row i of P is associated with the path from the center to tip i in the tree. For example, in the tree in Figure 6 , since the branches b 4 and b 5 are on the path from the center to tip 1, both the (1; 4)-entry P 14 and the (1; 5)-entry P 15 in the rst row elqual 1 and the rest of the entries in the rst row are zero.
The column j of P is associated with the branch b j of the tree. For example, in the tree in Figure 6 , the branch b 2 is on the paths from the center to tips 4 and 6, so both entries P 42 and P 62 in the second column equal 1 and the rest of the entries in the second column are zero.
If column j of P has exactly one non-zero element, then the branch b j is a tip branch connecting a tip. For example, column 3 of P contains only one nonzero element in the fourth row, thus b 3 is a tip branch with tip 4.
As pointed out in Introduction, in this problem, we need to generate trees of N tips by adding branches to existing trees starting with the trivial tree. In order to implement this procedure using the matrix representation, we extract three submatrices from P to represent the three subtrees. Then in Section 4.3 we describe the procedure of adding branches using the matrix representation of the subtrees.
Consider the subtree T 1 in Figure 6 , it has tips 1, 4, and 6. We extract the corresponding rows 1, 4, and 6 from P. On the other hand, since the ve branches in T 1 are labeled rst, we extract the rst ve columns from P. Thus the submatrix Similarly, we can determine P 2 and P 3 . Obviously, the total storage required by P 1 , P 2 , and P 3 is less than that required by P. Thus, this scheme also saves storage in the intermediate steps when adding branches. The nal matrix P representing the tree of N tips can be easily reconstructed from its submatrices P 1 , P 2 , and P 3 using the tips (as row indices) and branches (as column indices) on their borders.
Constructing the Tree From a Matrix
In the previous subsection, we showed how to represent a subtree by a binary matrix. In this subsection, we describe the construction of the subtree given its corresponding submatrix.
Suppose the submatrix representing the subtree T 1 is given by We nd that column 6 has no zeros. This means that the branch b 6 is on the paths from the center to all tips in this subtree. We call this branch the root branch of the subtree. Obviously, one end of the root branch is connected to the center. If the subtree has only one tip, then the other end of the root branch is connected to the tip. If the subtree has more than one tip, then the other end of the root branch is connected to other two branches. To nd these two branches, we rst search for a column which has more 1s than any other column except column 6. That is column 2 in P 1 , which has three 1s. Then we know that b 2 is one of these two branches connected to the root branch b 6 . For the another branch connected to b 6 , we search for a column which is the binary complement of column 2, i.e., it equals column 2 XORed by column 6 (a column of 1s). For convenience, we provide the de nition of the XOR (exclusive-OR) operation:
We nd that column 8 is the binary complement of column 2. So, the branches b 2 and b 8 are connected to the root branch b 6 as shown in Figure 7 . Column 8 is the binary complement of column 2, because when we traverse from the root branch b 6 to a tip in the subtree, we must pass either b 2 or b 8 . To construct the subtree T 11 in Figure 7 , we extract all rows which contain a 1 in the second column and form a matrix. They are the rows indexed 4, 5, and 7
in P 1 is the matrix associated with the subtree T 11 in Figure 7 . Applying the above procedure to P 11 except that we ignore column 6 which is already done, we rst nd that column 2 of P 11 has no zeros, i.e., b 2 is the root branch of the subtree T 11 . Then we nd that column 4 has more 1s than any other column in P 11 except columns 2 and 6. We also nd that column 1 is the binary complement of column 4. Thus, b 4 and b 1 are the two branches connected to b 2 . Repeating this procedure until we exhaust all columns and using the tip numbers on the borders of P 11 , we get the subtree T 11 shown in Figure 8 . Similarly, we can nd the subtree T 12 in Figure 7 . Figure 9 shows the subtree T 1 constructed from the matrix P 1 . 
Updating the Matrix
In this subsection, we show how to add a new tip branch to a subtree using the matrix representation. We assume that the new branch is always added to the left of an existing branch. We discuss this updating problem in two cases.
Adding a new branch to a tip branch
We rst consider the case when a branch with a new tip is added to a tip branch of a subtree. The gure on the left of Figure 10 shows that a branch (dashed line) with a tip n is added to a tip branch with tip i. The gure on the right of Figure 10 shows the labels of the three new branches, recalling that we traverse the left branch followed by the root branch and then the right branch. Then we can see that after a new branch is added, branch b k becomes b k+2 and two branches b k and b k+1 are inserted. Figure 11 available. We will show how to obtain the matrix corresponding to the the new subtreeT 1 on the right by updating P 1 .
Step 1. As described before, when a new branch is added, two branches are inserted. So, by inserting two new columns before column 3 and adding a new row to P 1 , we initializê Step 2. In the treeT 1 on the right of Figure 11 , ingnoring the the two inserted branches b 3 Step 4. Now it remains to determine the four entries in the aboveP 1 Step 5. Branch b 3 is now a tip branch with the new tip, therefore we set the last element of column 3 to 1 and the rest of column 3 to zero. Finally, we obtain the matrix In general, suppose that we have the matrix P 1 representing a subtree T 1 available. When a branch with a new tip is added to a tip branch b k with tip i in T 1 , we can obtain the matrix representing the new subtree by updating P 1 as follows.
1. Initialize a new matrix by inserting two new columns before column k and adding a new row to P 1 ;
2. Make the last row a copy of the row indexed i and set the (k + 2)ed element of the last row to zero; 3. Set the entries in columns k and k + 1 of all the rows other than the row indexed i and the last row to zero;
4. Set the entries in column k + 1 of the row indexed i and the last row to 1; 5. Set the entry in column k of the last row to 1 and the rest of the elements in column k to zero.
Adding a new branch to an internal branch
Now we consider the case when a branch with a new tip is added to an internal branch (not a tip branch) of a subtree. We illustrate the matrix updating scheme via an example. Suppose that we have the subtree T 1 on the left of Figure 12 available and we add a branch with a new tip n = 7 to b 6 . The gure on the right of Figure 12 is the subtreeT 1 after relabeling the branches. The following steps demonstrate how to update P 1 and obtain the matrix representingT 1 .
Step 1. Find all rows whose sixth element is 1. We nd that they are the rows indexed 1, 5, and 6. In terms of tree T 1 , we locate all tips under b 6 .
Step 2. Search for the left most column which has exactly one nonzeros in any of the rows located in
Step 1. Column 3, which has exactly one non-zero (in the row indexed 6) is the column. From Figure 12, we can see that this step nds the left-most tip branch under b 6 in T 1 .
Step 3. Figure 12 is the left-most branch under b 6 and it was located in Step 2.
Step 4. In this step we determine the elements, except the third and fourth, in the last row. We set its 8th element to 0 and its jth ( In terms of the tree on the right of Figure 12 , all branches, ignoring branches 3 and 4 (they will be determined later), common to the paths from the center to tips 1, 5, and 6 (located in Step 1) are on the path to the new tip 7. Note that we exclude b 8 because it is not on the path to the new tip.
Step 5. Step 7. Now it remains four entries in column 3 to be determined. Since b 3 becomes a tip branch with the new tip after relabeling, we set the last row of column 3 to 1 and the rest of column 3 to zero. Finally, we obtain the matrixP In general, suppose that we have the matrix P 1 representing a subtree T 1 available. When a branch with a new tip is added to an internal branch b k in T 1 , we can obtain the matrix representing the new tree by updating P 1 as follows:
1. Locate all the rows whose kth element is 1;
2. Search for the left-most column which has exactly one non-zero in any of the rows located in the previous step, say this is column i; 3. Initialize a new matrixP 1 by inserting two columns before column i found in the previous step and adding a new row to P 1 ; To generate a tree with four tips, we add a new tip branch to any of the three subtrees. Thus there are three trees with four tips and each has ve branches. To generate a tree of ve tips, we add another tip branch to any branch in any of the three subtrees. This process can be repeated until we reach trees of N tips. In general, if there are N t trees with N tips and N b = 2N ?3 branches, then the number of trees with N + 1 tips is N b N t . We also note that in growing trees this way, the number of nodes, not tips, in a tree is always N ? 2, that is, two less than the number of tips. This is because we start out with an original tree of N = 3 with a single node. Every time we add a branch we also introduce a new node to the tree. The following table shows (2n ? 5)!! Table 3 .
As shown in Table 3 , the number of trees grows faster than N k for any xed k. Thus the procedure of growing all trees is not a polynomial-time algorithm 7]. Day 3] has shown that in general the problem is NP-hard.
Finding the best tree
As pointed out in Introduction, after a tree of N tips is constructed, we need to calculate the distances between tips. In this section, we show how the distances and the best tree can be obtained e ciently where we partition the updated vectord intod 1 whose length is consistent with the size of R andd 2 . The least squares solution, or the optimal branch length vector, is the solution b for the triangular system Rb =d 1 . The least squares residual r = min b kAPb?dk 2 equals kd 2 k 2 . To nd the best tree, we generate all trees of N tips in the form of matrix as described before. For each matrix representing a tree, we nd the minimum residual r. Then we select the matrixP which gives the smallest minimum residual. The best tree can be constructed from the matrixP and the optimal branch lengths are given by the least Find the P which gives the smallest minimum residual r; Construct the best tree from the optimal P; Assign branch lengths using the least squares solution b;
We note that the above algorithm uses the standard least squares technique and produces the best tree according to Cavalli's criterion 1]. It is not hard to modify it to handle weighted least squares such as Fitch and Margoliash's p.s.d. In particular, we can incorporate a diagonal weighting matrix into to the algorithm. 
Conclusion
While exhaustive searches of the sort described here are at present di cult to implement when the number of objects is large, this di culty can be circumvented in the future by exploiting the advantages of parallel computing. Given that the logic of computing implies early branching, it should be relatively easy to divide the task into independent segments and assign the segments to di erent computers 9].
On the other hand, having the output of the program list the ten best trees (or any number for that matter) gives the investigator a rich body of data upon which to speculate the phylogenetic complexity in the evolution of the objects. In our experiments with language phylogeny, for example, we nd that frequently the best several trees in the output contain branches with negative lengths. This could be a consequence of the fact that horizontal transmission 2] plays a very important role in language evolution, more so than in most cases of biological evolution.
