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Avec la mondialisation, l’entreprise doit faire face aux menaces de plus en plus fortes de la concurrence et à 
l'accélération des flux d'information. Pour cela, elle est amenée à rester continuellement informée des innovations, des 
stratégies de la concurrence et de l'état du marché tout en gardant la maîtrise de son environnement. Le développement 
d'Internet et la globalisation ont à la fois renforcé cette exigence, et fourni les moyens de collecter l'information qui, une 
fois synthétisée, prend souvent une forme relationnelle. Pour analyser le relationnel, le recours à la visualisation par des 
graphes apporte un réel confort aux utilisateurs, qui, de façon intuitive, peuvent s’approprier une forme de connaissance 
difficile à appréhender autrement.  
Nos travaux conduisent à l’élaboration des techniques graphiques permettant la compréhension des activités humaines, 
de leurs interactions mais aussi de leur évolution, dans une perspective décisionnelle. Nous concevons un outil alliant 
simplicité d’utilisation et précision d’analyse se basant sur deux types de visualisations complémentaires : statique et 
dynamique.  
L’aspect statique de notre modèle de visualisation repose sur un espace de représentation, dans lequel les préceptes de la 
théorie des graphes sont appliqués. Le recours à des sémiologies spécifiques telles que le choix de formes de 
représentation, de granularité, de couleurs significatives permet une visualisation plus juste et plus précise de 
l’ensemble des données. L’utilisateur étant au cœur de nos préoccupations, notre contribution repose sur l’apport de 
fonctionnalités spécifiques, qui favorisent l’identification et l’analyse détaillée de structures de graphes. Nous 
proposons des algorithmes qui permettent de cibler le rôle des données au sein de la structure, d’analyser leur voisinage, 
tels que le filtrage, le k-core, la transitivité, de retourner aux documents sources, de partitionner le graphe ou de se 
focaliser sur ses spécificités structurelles. 
Une caractéristique majeure des données stratégiques est leur forte évolutivité. Or l’analyse statistique ne permet pas 
toujours d’étudier cette composante, d’anticiper les risques encourus, d’identifier l'origine d'une tendance, d’observer 
les acteurs ou termes ayant un rôle décisif au cœur de structures évolutives. 
Le point majeur de notre contribution pour les graphes dynamiques représentant des données à la fois relationnelles et 
temporelles, est le morphing de graphe. L’objectif est de faire ressortir les tendances significatives en se basant sur la 
représentation, dans un premier temps, d’un graphe global toutes périodes confondues puis en réalisant une animation 
entre les visualisations successives des graphes attachés à chaque période. Ce procédé permet d’identifier des structures 
ou des événements, de les situer temporellement et d’en faire une lecture prédictive. 
Ainsi notre contribution permet la représentation des informations, et plus particulièrement l’identification, l’analyse et 
la restitution des structures stratégiques sous jacentes qui relient entre eux et à des moments donnés les acteurs d’un 
domaine, les mots-clés et concepts qu’ils utilisent. 
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With word wide exchanges, companies must face increasingly strong competition and masses of information 
flows. They have to remain continuously informed about innovations, competition strategies and markets and at 
the same time they have to keep the control of their environment. The Internet development and globalization 
reinforced this requirement and on the other hand provided means to collect information. Once summarized and 
synthesized, information generally is under a relational form. To analyze such a data, graph visualization brings 
a relevant mean to users to interpret a form of knowledge which would have been difficult to understand 
otherwise.  
The research we have carried out results in designing graphical techniques that allow understanding human 
activities, their interactions but also their evolution, from the decisional point of view. We also designed a tool 
that combines ease of use and analysis precision. It is based on two types of complementary visualizations: 
statics and dynamics.  
The static aspect of our visualization model rests on a representation space in which the precepts of the graph 
theory are applied. Specific semiologies such as the choice of representation forms, granularity, and significant 
colors allow better and precise visualizations of the data set. The user being a core component of our model, our 
work rests on the specification of new types of functionalities, which support the detection and the analysis of 
graph structures. We propose algorithms which make it possible to target the role of the data within the structure, 
to analyze their environment, such as the filtering tool, the k-core, and the transitivity, to go back to the 
documents, and to give focus on the structural specificities. 
One of the main characteristics of strategic data is their strong evolution. However the statistical analysis does 
not make it possible to study this component, to anticipate the incurred risks, to identify the origin of a trend, and 
to observe the actors or terms having a decisive role in the evolution structures. With regard to dynamic graphs, 
our major contribution is to represent relational and temporal data at the same time; which is called graph 
morphing. The objective is to emphasize the significant tendencies considering the representation of a graph that 
includes all the periods and then by carrying out an animation between successive visualizations of the graphs 
attached to each period. This process makes it possible to identify structures or events, to locate them temporally, 
and to make a predictive reading of it. 
Thus our contribution allows the representation of advanced information and more precisely the identification, 
the analysis, and the restitution of the underlying strategic structures which connect the actors of a domain, the 
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• Modélisation, approximation, simulation, identification, optimisation, systèmes experts, extraction et 
gestion des connaissances. 
• Bases de données relationnelles, gestion bibliographique, indexation automatique. 
• Analyse de données, analyse exploratoire, analyse textuelle, analyse relationnelle, visualisation 
évolutive de données, graphe statique, graphe dynamique, fouille textuelle, fouille numérique, 
découverte de connaissances, morphing de graphe, bibliométrie, scientométrie, infométrie, veille 
scientifique et technologique, intelligence économique, aide à la décision.  
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Contexte de travail 
Une des caractéristiques du monde actuel est la forte liaison entre les différents secteurs de l’activité 
humaine d’où la notion de « mondialisation » non seulement de l’économie mais aussi de la finance, de la 
santé, du développement durable,… et de leurs interactions. L’expression« effet papillon » stipule que 
chaque évènement, même le plus anodin, peut avoir, à long terme, des conséquences colossales.  
Le surendettement dû initialement au dumping économique et dont la crise des prêts « subprime » américains 
n’est qu’une des composantes s'est transformé en crise globale du crédit puis de la liquidité. Les difficultés 
financières issues des mondes de l'immobilier et de la banque ont atteint progressivement le milieu boursier 
puis l’économie mondiale. Cette crise se caractérise par une sévère chute de la consommation et de 
l’investissement, touchant ainsi l’activité économique, mais aussi le développement durable et la santé, qui 
sont momentanément mis entre parenthèses. Cela engendre, entre autres, une baisse de la qualité alimentaire, 
mais aussi une augmentation des nuisances portant atteinte à la santé déjà fragilisée par le stress provoqué 
par la crise et ses conséquences. Pourtant, un renforcement du développement durable permettrait de relancer 
intelligemment l’économie et de surcroit aurait un impact direct sur la santé. 
Il est indéniable que notre planète constitue un système fermé, que l’économie est un jeu à somme quasiment 
nulle, d’où la nécessité de modèles intégrant l’ensemble des paramètres stratégiques. Tout sous modèle ne 
peut donc pas être considéré comme fermé car il possède obligatoirement des interactions avec son 
complémentaire. D’où la nécessité, au départ de chaque étude stratégique, de prendre en compte 
l’environnement global. 
Moins d'une semaine après son apparition au Mexique, la crainte d'une pandémie de grippe A h1n1 s’est 
répandue dans le monde entier. En même temps que le virus a muté, pour être aujourd'hui transmissible 
d'homme à homme, il a passé les frontières, engendrant un renforcement des contrôles dans les aéroports, 
une restriction des voyages au Mexique et dans certains états américains et une suspension des importations 
de viande de porc en provenance des régions infectées. Ici encore, la forte interconnexion des activités 
humaines nous oblige à réagir ensemble, ce qui va dans le sens d’une gouvernance globale. 
Toute activité humaine ayant d’importantes conséquences sur notre monde, on observe une très forte 
implication de l’analyse du relationnel dans les réactions immédiates, la gouvernance et la prospective. 
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Ainsi, s’informer, communiquer, anticiper est primordial afin de renforcer la solidarité, favoriser la cohésion, 
l’implication, la productivité, la pérennité en planifiant des actions s’inscrivant dans une démarche à long 
terme.  
Pour déterminer et mener à bien ces actions, il faut pouvoir prendre connaissance de l’information pertinente 
parfois très rapidement, afin de la rendre disponible au bon moment aux bonnes personnes. En effet, 
l’information est de plus en plus utilisée comme objet de référence et comme outil d’aide à la décision 
d’ordre stratégique. Ainsi, l’élaboration et la mise en œuvre de stratégies pensées permettent d’atteindre 
efficacement des objectifs cohérents et durables. 
Il faut rechercher, identifier, récupérer, valider, normaliser, synthétiser des informations, confronter les 
découvertes de connaissance avec ce que l’on sait déjà et qui n’est pas nécessairement sous forme 
électronique, pondérer le tout et prendre une décision alors que la vision de l’environnement immédiat est 
basée sur des données souvent imprécises, incomplètes, évolutives et fortement liées aux autres secteurs 
d’activité. 
Pour appréhender certains types d’informations, la représentation graphique, sous forme de cartes 
géographiques, d’histogrammes, de diagrammes présente un intérêt non négligeable puisque l’esprit humain 
peut traiter une plus grande quantité d’information de manière visuelle et donc instinctive. La représentation 
globale des données permet d’obtenir une vue d’ensemble, avant de se focaliser sur des détails plus précis, de 
naviguer, d’investiguer et de comprendre. Cette approche relève à la fois de la visualisation scientifique, du 
datamining, de l'interface homme machine, de l'imagerie et des graphiques. Elle offre à l’utilisateur une 
représentation claire, lisible, synthétique d’une information, initialement difficile d’accès. Cette 
représentation est souvent complétée par des méthodes d’analyse de données en permettant une exploration 
encore plus efficace. Appliquée à des modèles équilibrés entre fidélité et maîtrise, la visualisation de données 
permet d’analyser le relationnel des diverses activités humaines, via des graphes exploitables suivant 
différents degrés de granularité : graphe global, graphes réduits, graphes partiels, sous graphes.  
Comme une grande part des informations servant de référentiel aux décisions est d’origine textuelle, il nous 
faut, dans un premier temps, collecter les données brutes, sous forme semi-structurée, à l’aide d’un procédé 
automatisé. Dans un second temps, les informations contenues dans ces textes sont extraites sous forme 
d’entités, puis sont prétraitées afin de les rendre cohérentes. Enfin, les entités mises en relation sont 
représentées graphiquement et peuvent être manipulées de manière interactive par l'utilisateur via différentes 
vues complémentaires, pour une investigation efficace, notamment lorsqu’elle vient appuyer le travail de 
l’expert.  
La représentation graphique est un excellent vecteur d’analyse des données complexes qui s’inspire d’idées 
ancrées dans des traditions d’origines diverses, dont la statistique graphique, la cartographie, le graphisme 
par ordinateur, l’interaction homme-machine, la psychologie cognitive, la sémiotique, le design graphique et 
l’art graphique (Tufte, 1983); (Tufte, 1990); (Tufte, 1997), (Card et al. 1999), (Herman et al. 2000), (Spence, 
2000). 
Problématiques 
Dans un contexte de veille stratégique, l’information synthétique prend souvent une forme relationnelle : 
liens entre acteurs du domaine, réseaux sémantiques, alliances, fusions, acquisitions, collaborations, 
cooccurrences de tous ordres. En se basant sur le constat de la très forte implication du relationnel dans la 
prospective, nos travaux se situent à l’interface de ces deux domaines, afin d’élaborer des techniques 
graphiques permettant la compréhension des activités humaines, de leurs interactions mais aussi de leur 
évolution, dans une perspective décisionnelle. 
L’un de nos objectifs est la disponibilité et la manipulation de mécanismes de visualisation pour aider 
l’utilisateur à faire un choix parmi différentes alternatives, pour atteindre le but qu’il s’est fixé.  
Cette approche est indissociable du concept «d’action perception», (Casati et al., 2009)1 c'est-à-dire 
l’exploitation des visualisations proposées. La visualisation cumulée de plusieurs périodes conduit souvent à 
des interprétations erronées. Afin d’identifier et d’analyser les caractéristiques temporelles, il est important 
de décomposer la représentation en sous graphes de périodes.  
                                                     
1
 http://www.institutnicod.org/detail_c.htm 
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Ainsi l’utilisateur obtient une vue de l’organisation générale et des propriétés structurelles. Cela permet de 
mettre en évidence les éléments les plus importants du graphe : ceux qui disparaissent, ceux qui émergent ou 
encore ceux qui persistent. 
Il est possible de pousser plus loin l’analyse en traduisant de façon dynamique leur évolution dans le temps 
par le biais de l’analogie espace/temps. Il devient alors beaucoup plus facile d’appréhender, non seulement la 
fonctionnalité des structures implicites découvertes, mais aussi de comprendre leur évolution et donc de 
détecter les évènements clés et, éventuellement, les stratégies mises en œuvre. 
De plus, un des problèmes classiques de la navigation dans des bases d'information de grande taille est le 
phénomène de désorientation de l'utilisateur (Nielsen, 1990). Nos travaux se basent donc sur les mécanismes 
cognitifs de l’utilisateur, en particulier le mécanisme de satisfaction. Pour cela, les techniques de 
représentations proposées doivent fournir à l’utilisateur une compréhension qualitative du contenu de 
l'information qu’il manipule.  
Elles doivent répondre aux différents points suivants : 
• Avoir une vue de l’ensemble des connaissances claire et compréhensible; 
• percevoir les dynamiques des structures, en identifiant les acteurs intervenants mais surtout les 
acteurs de la dynamique ;  
• permettre à l’utilisateur final de faire des découvertes, proposer des explications ou prendre des 
décisions ;  
• manipuler aussi bien des motifs (clusters, tendances, émergences, anomalies) ou des ensembles 
d’éléments ou encore des éléments isolés ; 
• communiquer efficacement des informations ;  
• faciliter la découverte de connaissances grâce à une représentation graphique basée sur des corpus 
d'informations ; 
• permette la surveillance et l’anticipation des évolutions. 
Les outils de datamining permettent de construire des modèles de manière plus ou moins interactive avec 
l’utilisateur. On trouve aussi des produits presse-bouton qui s’adressent à des non-spécialistes. Les produits 
intermédiaires proposent généralement une certaine interaction avec l’utilisateur tant dans le paramétrage de 
l’apprentissage que pendant la recherche du modèle. D’autre part, les techniques statistiques requièrent un 
maniement par des statisticiens professionnels, bien que certains outils commencent à évoluer vers une 
meilleure convivialité et une assistance à l’utilisateur accrue. 
La lisibilité ou la puissance ? Nos travaux portent ainsi sur la conception d’un outil alliant simplicité 
d’utilisation et précision d’analyse. Notre objectif essentiel est d’offrir un modèle présentant un bon pouvoir 
de prédiction et une bonne lisibilité des résultats. Il existe souvent un compromis entre clarté du modèle et 
pouvoir prédictif.  
Contributions 
Dans notre démarche, nous avons recours à la visualisation pour étudier, dans un contexte décisionnel, des 
données relationnelles évolutives, le plus souvent issues d’un processus d’extraction de connaissances à 
partir de corpus textuels volumineux et impliquant fortement l’utilisateur dans chacune des étapes. 
Cette thèse a été soutenue par l’équipe des Systèmes d’Informations Généralisés (SIG), plus particulièrement 
les membres de l’équipe d’Exploration et de Visualisation d’Information (EVI) de l’Institut de Recherche en 
Informatique de Toulouse (IRIT) et la Délégation Générale de l’Armement (DGA). 
Les domaines abordés dans le cadre de nos travaux concernent la fouille de texte, l’extraction de 
connaissance, la visualisation statique et dynamique de données notamment dans un contexte de veille 
stratégique. Nous avons recours aux méthodes proposées par le domaine de l'Interaction Homme-Machine 
(IHM) pour visualiser les données.  
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Notre démarche cible l’analyse des informations relationnelles évolutives reposant sur des interfaces de 
visualisation riches et pertinentes et des modes d’interaction adaptés aux tâches de l’utilisateur voulant 
effectuer la veille d’un domaine spécifique.  
Les techniques de représentation graphique doivent tenir compte de deux aspects : la structure propre aux 
données et des conventions graphiques consensuelles. L’objectif de cette visualisation est de matérialiser des 
données relationnelles et évolutives ou non sous forme de graphes avec une répartition spatiale des sommets-
données et des liens-relations qui est à la fois optimisée. 
L’aspect statique de notre modèle de visualisation repose sur un espace de représentation, dans lequel les 
préceptes de la théorie des graphes sont appliqués. Le recours à des sémiologies spécifiques telles que le 
choix de formes de représentation, de granularité, de couleurs significatives permet une visualisation plus 
juste et plus précise de l’ensemble des données.  
L’originalité de notre contribution repose sur la conception de graphes orientées ou non, enrichis en 
informations par typage des sommets et des arcs ou arêtes. Les graphes orientés proposés ne se limitent pas à 
la direction des arcs. La distinction claire, précise et qualificative des acteurs ou des termes origines ou 
extrémités enrichissent la représentation. De même, les valeurs des arêtes pour des graphes non orientés ne 
se limitent pas au quantitatif mais peuvent aussi représenter des caractéristiques qualitatives. 
L’utilisateur étant au cœur de nos préoccupations, notre contribution repose sur l’apport de fonctionnalités 
spécifiques, qui favorisent l’identification et l’analyse de structures de graphes. Nous proposons des 
algorithmes qui permettent 
• de cibler le rôle des données au sein des structures,  
• d’analyser leur voisinage, tels que le filtrage, le k-core, la transitivité,  
• de retourner aux documents sources,  
• de partitionner le graphe ou de se focaliser sur des spécificités structurelles. 
Une caractéristique majeure des données stratégiques est leur forte évolutivité. Or l’analyse statique ne 
permet pas d’étudier cette spécificité, d’anticiper les risques encourus, d’identifier les sources à l'origine 
d'une tendance, d’observer les acteurs ou termes ayant un rôle décisif au cœur des structures évolutives. 
La prise en compte de l’aspect temporel au sein de l’analyse permet de situer les événements, les stratégies, 
les actions dans le passé par reconstruction de la chronologie des données, le présent par orientation 
temporelle et le futur par anticipation. Pour ce faire, un changement de l’espace de représentation est établi, 
prenant désormais en compte la dimension temporelle. Notre contribution pour les graphes dynamiques 
repose sur la proposition d’une stratégie de positionnement des sommets selon leurs caractéristiques 
temporelles. Pour ce faire, nous proposons d’utiliser des repères temporels, assimilés à des sommets 
spécifiques, intégrés au dessin de graphe. Dans la métaphore des horloges, les repères sont assimilés aux 
indicateurs des heures et les sommets sont positionnés selon leur appartenance aux différentes périodes. 
Cette solution permet de regrouper les sommets dont les caractéristiques temporelles sont semblables. Cette 
contribution est complétée par la proposition d’un algorithme de représentation de graphes, permettant de 
favoriser le positionnement temporel des sommets, par augmentation de l’attirance des repères des périodes 
durant lesquelles l’entité est fortement présente. 
Le point majeur de notre contribution pour les données relationnelles et temporelles, est le morphing de 
graphe.  
L’objectif est de faire ressortir les tendances significatives en se basant sur la représentation, dans un premier 
temps, d’un graphe global toutes périodes confondues puis en réalisant une animation entre les visualisations 
successives des graphes attachés à chaque période. Ce procédé permet d’identifier des structures ou des 
événements, de les situer temporellement et surtout une lecture prédictive. 
Nous orientons nos travaux sur la réalisation d’un outil, nommé VisuGraph qui place l’utilisateur au centre 
de nos préoccupations. L’objectif principal de VisuGraph est la facilité d’utilisation et de manipulation. 
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Organisation du mémoire 
Ce mémoire est composé de cinq chapitres, ordonné selon notre démarche d'analyse, comme le montre la 
Figure 1.  
Les deux premiers chapitres décrivent l'existant et son organisation dans le domaine de la veille et de 
l’extraction de connaissances, ainsi que sur les méthodes de représentation du temps.  
Notre contribution porte sur les graphes statiques, chapitre 3 et sur les représentations dynamiques, chapitre 
4. 




























Figure 1. Notre approche de travail. 
Le premier chapitre présente notre contexte d’application à savoir le domaine de l’intelligence économique 
et plus particulièrement de la veille stratégique. Pour que cette activité soit efficace, il est indispensable de 
passer par les phases d’observation et d’analyse de l’environnement scientifique et technologique, puis de 
diffusion des informations stratégique utiles à la prise de décisions. 
Pour cela, le recours à l’extraction de connaissance est indispensable. Nous présentons alors les différentes 
étapes, de sélection des données cibles selon un besoin déterminé, puis l’extraction et le traitement de 
l’information. 
 
Structure de données (Chapitre 1) 
Processus de visualisation 
interactifs (Chapitre 2) 
Technique de visualisation de données    relationnelles et temporelles (Chapitre 3 et 4) 
Graphe Statique 
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Pour illustrer chacune de ces approches d’extraction et de connaissances, nous présentons notre 
méthodologie à travers des exemples concrets obtenus sur la plateforme de veille stratégique Tétralogie et 
nous mettons en avant tous les pré-requis indispensables à la conception d’un outil efficace permettant 
l’analyse de ces données récoltées et homogénéisées. Cette plateforme permet la création de matrices de 
cooccurrences. Ces matrices de croisements sont utilisées entre autres comme données en entrée de notre 
contribution. 
Dans le second chapitre, nous présentons la visualisation de données en détaillant les différents types d’outils 
de visualisation existants et en particulier sur ceux permettant la représentation de données évolutives. 
Plusieurs méthodes de visualisation temporelles existent, telles que la représentation linéaire, dont la 
caractéristique majeure est de présenter un axe sur lequel le passé, le présent et le futur sont représentés, non 
uniforme permettant la visualisation de grands volumes de données avec une relation d’ordre ou circulaire, 
permettant de révéler la continuité de façon naturelle et intuitive.  
Nous comparons ces techniques et nous effectuons une synthèse afin d’appuyer notre contribution sur les 
avantages de ces méthodes, en limitant les inconvénients. Pour cela, nous sélectionnons des critères 
spécifiques, issus de la littérature du domaine. Nous évaluons les outils utilisant ces méthodes et nous 
réutilisons ces critères ultérieurement, en chapitre 5, pour valider notre approche. 
Dans le troisième chapitre, notre premier axe de contribution est développé, concernant la visualisation 
statique de données relationnelles. L’espace de représentation est établi et le recours à la théorie des graphes 
permet de mettre en place une méthodologie de visualisation. L’utilisateur étant au cœur de notre 
problématique, nous présentons l’aspect interactif et les méthodologies d’Interface Homme-Machine 
utilisées. Afin de faciliter la lisibilité du graphe, des artifices visuels sont utilisés pour coder l’information, 
ainsi que les liens entre ces dernières. Afin d’améliorer cette représentation, nous proposons des algorithmes 
de placements dirigés des sommets permettant de limiter les entrecoupements des arêtes. Nous comparons 
les solutions que nous proposons. Puis, nous présentons les différents graphes possibles, à savoir orientés ou 
non, avec des liens qualitatifs et/ou quantitatifs. Enfin, nous présentons les fonctionnalités interactives 
permettant une bonne analyse de structure de graphe.  
Dans le quatrième chapitre, notre second axe de contribution concernant les graphes dynamiques est 
présenté. Basé sur des matrices de cooccurrences divisées en périodes homogènes, toutes les spécificités 
proposées dans le chapitre précédent sont adaptées au cas temporel, au niveau de la représentation graphique 
mais aussi des fonctionnalités. 
Le point majeur de notre contribution pour les graphes temporels est alors présenté. Il s’agit du morphing de 
graphe. Après avoir défini cette notion, nous expliquons son principe. Pour chaque période considérée, un 
repère temporel invisible est placé sur la fenêtre de représentation, telles les heures sur un cadran d’horloge. 
Puis les données sont placées selon leur appartenance aux différentes périodes, à une distance relative de ces 
repères. Enfin, nous étudions deux aspects distincts du morphing à savoir la visualisation de l’évolution des 
données par transition ou non et nous appliquons les fonctionnalités d’analyse de structure aux résultats 
obtenus. Enfin, nous ouvrons notre contribution à des domaines non évolutifs, permettant de prendre en 
compte, à la place du temps, une autre dimension. 
Dans le cinquième chapitre, nous expérimentons les contributions présentées, en évaluant les méthodes selon 
les critères précédemment retenus. Puis, une enquête est réalisée auprès d’une population ciblée, constituée 
d’individus informaticiens, statisticiens, de l’Intelligence Economique et de personnes dont la spécificité 
n’est pas liée directement aux domaines étudiés dans ce mémoire. Suite à la réalisation d’études par notre 
équipe, la population interrogée a effectué les mêmes en jugeant le niveau de difficulté de chacune des 
tâches.  
Les résultats sont ensuite comparés à ceux de notre équipe et un bilan est effectué pour cibler les points forts 
et les points faibles de nos contributions, engendrant une discussion de nos résultats. 
Enfin, nous concluons sur l’ensemble des travaux présentés dans ce mémoire. Nous présentons nos 
perspectives de recherche sur ces axes d’étude, en reprenant les résultats du sondage, mais aussi en évaluant 
les problématiques engendrées par nos travaux et que nous souhaiterions développer par la suite. 
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De la découverte de connaissance à son 
utilisation en veille stratégique 
 
  
« Le savant n’est pas l’homme qui fournit les 
vraies réponses. C’est celui qui pose les vraies 
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1.1. Préambule 
Dans la société de l’information et du savoir, la performance organisationnelle passe par la gestion des 
savoirs et des connaissances. Actuellement, un grand nombre d’informations ponctuelles, indexée, pertinente 
est organisée, grâce au web sémantique, visant à rendre le contenu des ressources du World Wide Web 
accessible et utilisable par les programmes et agents logiciels, grâce à un système de métadonnées formelles. 
De plus, les travaux récents en Recherche d’Information permettent de cibler davantage les ressources 
pertinentes en ciblant le contexte ou encore en élaborant un profil utilisateur afin de répondre de façon 
précise aux besoins informationnels. 
Au sein des bases de données accessibles se cachent des informations d'importance stratégique mais qui ne 
sont pas explicitées (Martinez et Guillaume, 1998). En effet, situées au cœur d’un flux important 
d’informations dont la pertinence est faible, elles sont à priori difficilement décelables. 
D’autre part, une information partielle risque de déboucher sur une décision erronée, si des éléments 
environnementaux venaient à manquer. 
L’entreprise n’est plus, depuis la crise, le cœur du problème, il y a des enjeux beaucoup plus fondamentaux, 
tels que le développement durable, la régulation des marchés, l’imbrication économiques : il y a plus à 
gagner d’initialiser des partenariats stratégiques que de rentrer en concurrence ouverte. Il y a une mutation de 
l’intelligence vers une gouvernance globale. D’où une nécessité d’analyser le relationnel dans sa globalité 
planétaire, et de pouvoir à tout moment zoomer sur une spécificité donnée mais sans perdre de vue le modèle 
complet. 
La veille stratégique devient alors une nécessité dans un monde où l’innovation et la compétitivité qui étaient 
le moteur de l’économie risquent d’être progressivement remplacées par des choix plus durables sur le plan 
écologique, financier, sociétal, ...  
La maîtrise de l’information stratégique passe par le recours à des outils puissants, permettant de contrôler 
pleinement des flux de données en perpétuelle expansion. Cette maîtrise du veilleur passe par les étapes « 
d’observation et d’analyse de l’environnement scientifique et technologique, suivie de la diffusion bien 
ciblée aux responsables des informations sélectionnées et traitées utiles à la prise de décisions stratégiques 
», selon (Jakobiak, 1995). Cependant, dans la logique de contrôle de l’environnement par le biais des 
informations, il est essentiel de suivre ces données dans le temps. Jakobiak écrit que « le suivi systématique 
de l’évolution technologique des domaines critiques de l’entreprise permet, c’est un des objectifs de la veille 
technologique, de saisir les opportunités de développement sans perdre de temps ». La notion de perception 
du temps est donc primordiale dans tout travail de veille. 
Dans ce chapitre, nous définissons, dans un premier temps, le contexte dans lequel se situe notre 
contribution, à savoir le domaine de l’intelligence économique et plus particulièrement de la veille 
stratégique. L’approche que nous favorisons consiste à déterminer les quatre principes majeurs constituant le 
cycle de la veille, comme le montre la première colonne de la figure 2. Nous détaillons plus précisément le 
concept et les axes de la veille stratégique dans la première partie de ce chapitre.  
Puis, nous précisons les étapes intermédiaires entre ces principes de veille, illustrées par la colonne du milieu 
de la figure 2. Enfin, nous approfondissons chacune de ces approches en les mettant en pratique par la 
plateforme de veille scientifique et stratégique (Dousset et Benjamaa, 1988), (Dkaki et al., 1995), (Dousset et 
al., 1995), (Dousset, 1995), (Dousset, 2006), (Dousset, 2009) développée au sein de l’équipe des Systèmes 
d’Information Généralisés de l’Institut de Recherche en Informatique de Toulouse (IRIT), montré dans la 
troisième colonne de la figure 2, et nous mettons en avant tous les pré-requis, indispensables à la conception 
d’un outil efficace (phase d’évaluation, d’interprétation et d’exploitation) permettant l’analyse de ces 
données récoltées et homogénéisées. 
Afin d’exploiter les données dans un contexte de veille stratégique, cette approche via cette plate-forme est 
composée d’un module de manipulation de corpus permettant d’interfacer les bases de données 
bibliographiques ou autres sources d’informations. Elle permet de découper les sources en unités pertinentes.  
Ainsi, une fois cette étape de découpage réalisée, les données sont alors croisées et les méthodes d’analyse de 
données sont applicables, telles que l’Analyse en Composantes Principales (ACP), l’Analyse Factorielle des 
Correspondances (AFC), la Classification Ascendante Hiérarchique (CAH), la Classification par Partitions 
(CPP).  
 














Des méthodes d’analyse de l’évolution (relative et absolue) comme les rotations procustéennes, l’analyse 
relationnelle des données portant sur les liens (secondaires, ternaires, ...) sont également proposées. 













Figure 2. Principe de veille et découverte de connaissance. 
 
Nous étudions le besoin de créer un outil supplémentaire permettant la visualisation de données 
relationnelles, dans un contexte évolutif, que nous présentons dans notre contribution, dans les chapitres 3, 4 
et 5. 
1.2. Processus de veille 
1.2.1. Intelligence économique et veille 
"La compétence est individuelle, l'intelligence est collective." 
La démarche d'Intelligence Economique (IE) est par nature un processus transverse, et met en réseau les 
hommes autour d'un besoin d'information, qui va éclairer la décision.  
Henri Martre définit l’Intelligence économique comme « L’ensemble des actions coordonnées de recherche, 
de traitement et de distribution en vue de son exploitation, de l’information utile aux acteurs économiques 
(…) », dans (Martre, 1994). L’IE englobe initialement des notions comme la guerre économique, la sécurité 
économique, le renseignement, le lobbying, la veille, mais aussi, plus récemment, la gestion des 
connaissances, les nouvelles technologies de l’information et de la communication, l’analyse stratégique, la 
prospective, la gouvernance, comme le montre la figure 3. 
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Figure 3. Le concept d’intelligence économique 
Les concepts de veille et d’intelligence économique sont fortement imbriqués : l’enclenchement du processus 
d’IE est voulu par le décideur pour couvrir un besoin informationnel précis. Maintenant que tout le processus 
de veille associé est activé, il continue de fonctionner sans que nécessairement d’autres demandes lui 
parviennent tels que les abonnements à des flux RSS, à des listes de diffusion, à des alertes mail, à des alertes 
sur les réseaux,... Le point d’activation de la veille se situe au niveau des sources d’informations, alors que 
celui de l’IE se situe au niveau du décideur. Les définitions « économiques » de l’IE font souvent appel à des 
points pouvant influencer les entreprises dans leur action. Selon (Martinet et Ribault, 1989), « l’entreprise 
aura besoin d’identifier et de connaître les éléments clés des paramètres qui conditionnent son existence ». 
La veille stratégique permet l’observation et l’analyse de l’environnement scientifique, technique, 
technologique et économique de l’entreprise pour en détecter les menaces et saisir les opportunités de 
développement (Hussein et al., 2004).  
Cette activité de veille met en jeu les observateurs, les experts et les décideurs. Ainsi, l’IE englobe la veille 
stratégique, contenant les différents types de veille, comme le montre la Figure 4.  
 
Figure 4. De l’IE aux différents types de veille. 
 
La veille stratégique peut se décliner en fonction de ses objectifs en plusieurs types de veille. 
La veille commerciale s’intéresse au pouvoir de négociation des clients et des fournisseurs.  
La veille réglementaire prend en compte l’évolution des textes de lois, des normes nationales ou 
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La veille concurrentielle permet d’identifier et de surveiller les firmes rivales et prend en compte les 
menaces que représente l’arrivée de nouveaux acteurs dans le secteur d’activité. 
 La veille technologique est plus orientée vers le développement et touche donc le monde industriel et 
commercial. Ses supports traditionnels sont les bases de brevets, les documentations techniques et plaquettes 
publicitaires, la presse et les sites Internet de l’ensemble des acteurs du domaine étudié. 
La veille scientifique s’intéresse essentiellement au monde de la recherche, elle s’appuie pour cela sur les très 
nombreuses bases bibliographiques disponibles en ligne ou sur CD-Rom et depuis quelques temps sur les 
innombrables écrits scientifiques présents sur Internet. 
1.2.2. Concept de veille stratégique 
 Définition 
La démarche de veille est définie comme une « attitude organisée d’écoute des signaux provenant de 
l’environnement de l’entreprise susceptible de mettre en cause ses options stratégiques », selon les travaux 
de (Martinet et Ribault, 1989). La veille stratégique est le processus informationnel volontariste visant la 
recherche des informations à caractère anticipatif concernant l’évolution de l’environnement socio-
économique d’un domaine dans le but de se créer des opportunités et de réduire ses risques liés à 
l'incertitude.  
Une autre définition de la veille est développée par l’AFNOR2 comme une « activité continue et en grande 
partie itérative visant à une surveillance active de l’environnement technologique, commerciale, etc., pour 
anticiper les évolutions » (Norme XP X50-053). Pour ce faire, l’AFNOR propose un processus de veille 
type, Figure 5, dans lequel différentes étapes sont définies, de l’élaboration des axes de surveillance aux 





















Figure 5. Processus de veille type adapté de l’Afnor X50-053 
 
L’enjeu d’une veille scientifique et technologique est donc de détecter les tendances, de surveiller les 
découvertes, les innovations afin de positionner l’entreprise par rapport à celles-ci.  
 
                                                     
2
 AFNOR, Association Française de Normalisation, est un groupe international de services organisé autour de 4 grands 
domaines de compétences : la normalisation, la certification, l’édition spécialisée et la formation. 
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Cette dernière peut alors se positionner soit en concurrence, si elle se situe sur le même marché, soit 
éventuellement en collaboration, si son marché est différent. Ainsi la veille consiste en un processus 
anticipatif d’observation et d’analyse de l’environnement, suivi de la diffusion ciblée des informations utiles 
à la prise de décision. 
 Objectifs de la veille stratégique 
Les objectifs de la veille stratégique sont d’avoir une vue d’ensemble compréhensible, de développer, élargir, 
améliorer mais aussi recentrer le champ d’activité, de surveiller et anticiper les évolutions (technologiques, 
de marché, ...) pour appréhender les menaces et les opportunités de développement. Elle permet aussi de 
percevoir les dynamiques des structures, en identifiant les acteurs intervenants dans la structure mais surtout 
les acteurs de la dynamique, de faire de l’information un outil de développement à haute valeur ajoutée, de 
favoriser la pro activité plutôt que la réactivité, de prendre des décisions avec une meilleure sécurité, d’être 
en amont des projets innovants. 
1.3. Découverte de connaissance 
La veille stratégique cible la prise de décisions qui engage le devenir, l'évolution d’un domaine spécifique, 
en relation avec les changements de son environnement socio-économique. De ce fait, la découverte de 
connaissance est indispensable dans une activité de veille.  
1.3.1. Définition 
Les systèmes d’informations sont actuellement alimentés par une quantité sans cesse croissante de données 
électroniques de différentes natures. Les chercheurs de l’université de Berkeley ont estimé que le volume 
d’information a augmenté de 30% chaque année entre 1999 et 2002 (Lyman et Varian, 2003). Une telle 
masse d’informations est bien trop complexe pour pouvoir être appréhendée par un utilisateur sans une 
assistance informatique de qualité (Martinez et marchand, 1998), (Martinez et Mouaddib, 1999), (Martinez et 
Loisant, 2002), (Chrisment, 2007).  
Parallèlement, le domaine de l’Extraction de Connaissances à partir de Données (ECD) s’est développé pour 
répondre à une volonté de découverte de connaissances via ces masses de données. 
L’ECD est « un processus non trivial d’identification de connaissances inconnues, valides, potentiellement 
exploitables et compréhensibles dans les données », selon (Fayyad et al., 1996).  
L’intérêt des connaissances extraites est validé en fonction du but de l’application. Seul l’utilisateur peut 
déterminer la pertinence des résultats obtenus par rapport à ses objectifs.  
Deux grands courants de recherche peuvent être distingués : la recherche d’informations spécifiques (RI) et 
l’extraction de connaissances où l’objectif est d’analyser le contenu d’une collection de documents afin de 
répondre à un besoin, a priori non défini, d’information. Dans la logique plus traditionnelle de recherche 
d’information, le moteur de recherche permet l’extraction de documents à partir d’un univers lexical 
considéré comme non structuré, parfois indexé par des mots-clés; il suffit simplement d’indiquer dans la 
requête le contenu que l’on souhaite observer dans les documents sélectionnés. La seconde approche, plus 
récente, consiste en l’extraction de connaissances représentées par un ensemble de traits structuraux 
caractéristiques de la collection de documents analysée, comme le montre la Figure 6. Néanmoins ces deux 
types d’approches sont le plus souvent complémentaires et finalement peu dissociables. 
Deux dénominations courantes, mais pas tout à fait équivalentes, se rencontrent habituellement dans la 
littérature anglosaxonne : le Knowledge Discovery in Databases (KDD) et le Data Mining (DM). La 
différence entre ces deux désignations réside dans le type d’approche utilisée : intelligence artificielle pour le 
KDD avec utilisation d’heuristiques provenant de l’apprentissage symbolique, statistique pour le DM 
considéré comme une industrialisation des techniques d’analyse des données.  
 
 






Figure 6. ECD et RI, deux logiques différentes 
 
A l'image des chercheurs d'or qui doivent transporter, broyer, trier et filtrer de grandes quantités de terre pour 
extraire le métal précieux, le Data Mining est l'art d'interpréter intelligemment, à l'aide d'outils informatiques, 
les informations disponibles pour parvenir à des connaissances opérationnelles. L’objectif est d’acquérir des 
connaissances enfouies dans des ensembles de texte, d’en extraire des informations utiles et de les analyser. 
Cette étape se nomme la « fouille ». 
Plusieurs types d’analyse de texte existent. 
L’analyse lexicale identifie le lexème, unité élémentaire de signification. Elle suppose la prise en compte du 
contexte ou du domaine. 
L’analyse morphologique vise à ramener tous les mots reconnus dans une phrase à leur forme canonique, en 
séparant les variations grammaticales (pluriels, conjugaisons, flexions,…). 
L’analyse syntaxique étudie les relations entre les mots dans une phrase. 
L’analyse sémantique permet d’analyser le sens. Elle consiste à associer l’ensemble des éléments 
linguistiques en une représentation pouvant en corriger le sens. 
1.3.2. Information et connaissance 
La découverte de connaissance se base sur la définition et sur la différence entre l’information et la 
connaissance. Dans cette section, nous définissons ces deux principes. 
 Qu'est-ce que l'information? 
L’information est « une connaissance inscrite sous forme écrite, orale ou audiovisuelle sur un "support 
spatio-temporel" (imprimé, signal électrique, sonore, etc.). L’information comporte un élément de sens. 
C’est une signification transmise à un être conscient par le moyen d’un message inscrit sur un support », 
d’après (LeCoadic, 2004). 
L’information portée par des sujets correspond à la connaissance et à la compétence des sujets ou individus. 
L’information objective est représentée par des textes et les publications scientifiques stockées dans les bases 
de données. Quand nous parlons d’analyse, le sujet sur lequel elle s’exerce est l’information au sens objectif, 
celle qui se trouve stockée dans les bases de données. Nous nous intéressons à la formalisation et à la 
représentation de la connaissance objective, enfouie dans les données en information scientifique et 
technique, telles que les publications scientifiques, la documentation technique, les brevets,…  
Selon (Goria, 2006), il existe une hiérarchie entre les notions de « connaissance », d’ « information » et de 
« données ». D’après la théorie de l’information développée par (Shannon et Weaver, 1975), les données 
sont susceptibles de devenir des informations lorsqu’elles sont perçues et interprétées par l’individu comme 
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L’information blanche est publique ou réservée, elle est issue de banque de données, publications 
scientifiques, périodiques, plaquettes d’entreprises, entretiens avec des experts de centres techniques, des 
fournisseurs, des clients, des partenaires... elle est donc libre d'accès et d'exploitation.est aisément et 
licitement accessible [Norme AFNOR XP X 50-053]. 
L’information grise, est essentiellement réservée, elle se constitue d'informations ayant fait l’objet d ’une 
appropriation par l’obtention d’un droit privatif : brevets, modèles, droits d ’auteurs... Son exploitation est 
limitée, soumise à l’autorisation du titulaire. 
L’information noire est confidentielle, protégées par le secret : secrets de fabrication, secrets commerciaux 
tels que les études de marché, prévisions de vente, ou relatifs à l’organisation,... Son accès est soumis à des 
risques de sanctions civiles et pénales telles que le vol, le débauchage, la corruption, … et son exploitation 
est libre si accès légal, sauf copie servile ou agissements parasitaires. 
Seulement l’information blanche et la grise concernent la veille.  
 Qu'est-ce que la connaissance? 
La connaissance est constituée d’éléments permettant de construire de nouveaux faits ou permettant de 
déterminer de nouvelles actions à entreprendre et non pas comme des éléments descriptifs, (Pitrat, 1990). La 
connaissance est le résultat d’un assemblage d’informations traitées auquel l’esprit humain a pu assigner un 
sens (Malhotra, 2000).  
C’est une manière de comprendre, de percevoir, elle régit les rapports entre les afférences cognitives de 
l’individu et le monde extérieur.  
La connaissance résulte d’un processus complexe ; elle est utile à un agent donné, bien que la capacité de 
transformation de données brutes en connaissance constitue une valeur ajoutée incontestable pour 
l’entreprise. Mais c’est en fait l’individu qui applique son intelligence pour apporter signification et 
pertinence à l’information, transformant ainsi l’information en connaissance.  
1.3.3. Présentation des étapes du processus de découverte de connaissance 
Le processus d’Extraction de Connaissances à partir de Bases de Données (ECBD, où encore KDD, en 
anglais : Knowledge Discovery in Databases) que nous présentons maintenant est semi-automatique et 
itératif, découpé en six parties : la sélection, le prétraitement, la transformation, la fouille de données et 














Figure 7. Les étapes du processus d’Extraction de Connaissances à partir de Bases de Données (ECBD) 
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En pré requis, il est important de connaître le domaine d’application et de définir les buts de l’application. 
Dans les sections suivantes, nous développons chacune de ces étapes. Les travaux réalisés par notre équipe 
permettent d’effectuer chacune de ces étapes. Pour positionner l’avancement des recherches de notre 
laboratoire, nous illustrons chacune de ces phases en utilisant la plateforme de veille stratégique Tétralogie, 
développée au sein de l’équipe des Systèmes d’Informations Généralisés – Exploration et Visualisation 
d’Information. 
1.3.4. Sélection des données cibles 
Une première phase consiste à l’élaboration d’un corpus ciblé, en fonction de l’objectif d’exploration, qui par 
la suite est analysé via les méthodes de cette plate-forme. On emploie souvent le terme corpus pour désigner 
de vastes ensembles de données textuelles semi ou totalement structurés et mis sous forme électronique.  
Un corpus est une collection de données langagières qui sont sélectionnées et organisées selon des critères 
linguistiques explicites pour servir d'échantillon du langage, selon (Habert, 2000). 
De plus, un corpus électronique est un corpus qui est encodé de manière standardisée et homogène pour 
permettre des extractions non limitées à l'avance. L'origine et la provenance des données langagières sont 
notées.  
En effet, la simple existence sur support électronique ne fait pas d'un ensemble de textes un corpus 
électronique. Encore faut-il que ce document respecte des conventions de représentation, de codage 
répandues, voire consensuelles, qui permettent la transmission et la réutilisation des données textuelles.  
L’étape de sélection permet de se focaliser suivant des critères prédéfinis, sur des données supposées à la fois 
« interprétables » et à potentiel informatif.  
La préparation des données consiste dans un premier temps à les sélectionner en accord avec les objectifs 
que l'on s'impose, en ayant recours aux techniques de recherches d’information, (Maron et Kuhns, 1960),  
(Saltan, 1970), (Rocchio, 1971). Ce processus (Salton et McGill, 1984) cherche à mettre en correspondance 
une collection de documents et le besoin de l’utilisateur (Maniez et Grolier, 1991), traduit sous la forme 
d’une requête (Kleinberg,1999) à travers un système d’information. Ce dernier est composé d’un module 
d’indexation automatique ou semi-automatique ; d’un module d’appariement document-requête et 
éventuellement d’un module de reformulation de la requête.  
Différents modèles sont utilisés selon les moteurs de recherches utilisés, pour l’appariement entre la requête 
et le document, tels que le modèle probabilistes (Maron et Kuhns, 1960), booléen (Salton, 1971), (Robertson, 
1977), flou (Paice, 1984), connexionniste (Mothe, 1994), (Boughanem et al., 2000), flexible (Sauvagnat, 
2005), … 
Les données sélectionnées proviennent le plus souvent de bases de production ou d'entrepôts dans lesquels 
les données sont structurées en champs typés. 
Deux types de sources à identifier, sélectionner et collecter existent : 
 Sources formelles 
L’information est dite formelle dès lors qu’elle est publiée sur support papier, informatique, microfilm…Elle 
peut être structurée ou non, mais il s’agit dans tous les cas d’une information directement accessible (sous 
réserve des contraintes définis par son auteur) et exploitable. Ce type de sources correspond à l’information 
blanche. 
Les sources formelles sont composées principalement de la presse, la télévision, la radio, les livres, banques 
de donnée et CD-ROM, les brevets, les informations légales, les études réalisée par des prestataires publics 
ou privés, internet. Ces sources ont l’avantage d’être sûres et assez exhaustives, de faible coût (sauf le cas 
certaines banques de données telles que Pascal, …), faciles d’accès. Les banques de données sont 
principalement utilisées, elles peuvent être factuelles, en texte intégral ou encore bibliographiques.  
Les banques de données factuelles correspondent à des données brutes bien structurées, telles que la 
Statistique et les données chiffrées. 
Les banques de données en texte intégral concernent les données à dominante littérale (juridique, 
économique, …). Elles ont l’inconvénient d’être généralement mal structurées. 
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Les banques de données bibliographiques correspondent à des données sous forme de références 
bibliographiques. 
Dans un contexte de veille stratégique, les bases de données les plus consultées sont à dominante 
scientifique, technologique, réglementaire et se trouvent sur des bases bibliographiques. Chaque référence 
fait l’objet d’une structuration complète, composée par un titre, un/des auteur(s), une/des affiliation(s) et 
l’identification de la source. 
Parmi les bases de données les plus intéressantes, nous pouvons citer dans le domaine économique Factiva3, 
physique avec Inspec4, orienté entreprise avec Kompass Europe5, multidisciplinaire avec Pascal6, médical 
avec PubMed7, …  
 Sources informelles 
L’information informelle est constituée de toutes les informations non formalisées et non disponibles 
directement. Il est donc nécessaire d’entreprendre des démarches directes auprès des détenteurs supposés de 
cette information. Ce type de sources correspond à l’information grise. Ces sources peuvent être les 
expositions et les salons, les fournisseurs, les colloques, les congrès, les clubs: on y échange des 
informations, on y communique. L’information qui circule alors peut être d’une grande valeur stratégique, 
les concurrents (portes ouvertes, communication commerciale et financière, publication de journal 
interne,…), les sources internes de l’entreprise : 80% des informations que recherche un décideur se trouvent 
dans son entreprise, certains sites web : des sites personnels, des études et recherche menées par un groupe 
d’étudiants ou de thésard, etc… les réseaux personnels : le cousin, l’ami commercial de chez X, le 
représentant de Y, le voisin qui travaille chez Z, l’écoute, « par hasard », d’une conversation dans un avion, 
un train, lors d’un dîner, … dans la limite de la légalité et de la déontologie.  
Les données récoltées sont ensuite analysées par rapport aux besoins émis au début du projet. A ce stade du 
projet, la veille ne sert à rien si le résultat n'est pas diffusé auprès des collaborateurs qui pourront agir en 
conséquence. Il faut donc que l'information sélectionnée et mise en avant remonte vers les acteurs cibles. Les 
résultats du traitement des données représentent une base de travail pour les différents services : recherche et 
développement, commercial, ... Une information est fondamentalement une action en devenir pour qui sait la 
mettre en perspective, elle procure la capacité à mettre en œuvre des actions en vue d’influer sur 
l’environnement. Néanmoins, l’information est périssable, sa valeur diminue avec le temps et globalement 
plus la source est formalisée, plus l’information est obsolète. 
Dans notre approche, les données cibles sont sélectionnées (Dkaki et al., 1997) en fonction de l’objectif 
d’exploration. Comme le décrit (Rousseau-Hans, 1998), l’utilisation d’outils infométriques dans une 
démarche de veille technologique permet une approche globale de l’information contenue dans un corpus. 
Ces outils découpent d’abord les données en unités (mots, dates ou chaînes de caractères), puis appliquent 
des calculs mathématiques et statistiques afin d’obtenir sous forme de graphiques ou de cartes une 
représentation des unités en fonction de relations ou proximités calculées. 
L’utilisateur va effectuer une recherche d’information, en interrogeant des sources identifiées comme 
pertinentes issues de déchargement de CD/Rom, télédéchargement8 de bases de données en ligne, aspirateur 
d’URL (Wisigot, MémoWeb, Teleport pro), aspirateurs de site tels que MémoWeb ou Teleport pro 
permettant de récupérer l’intégralité ou une partie d’un site, agent de monitorage, tels que Pragtec, Digimind, 
Kbcrawl. ils permettent de surveiller les changements qui interviennent sur les pages Web ou dans des 
articles de nouvelles préalablement sélectionnés.  
 
                                                     
3
 Dow jones Factiva. http://factiva.com/ . Base de données de presse et d’informatique économique. 
4
 EBSCO Industries. http://support.epnet.com/. Base de données bibliographiques en physique.  
5
 http://www.kompass.fr/ip. Base de données sur les entreprises européennes. 
6
 INIST (Institut National de l’Information Scientifique et Technique). Base de données multi-disciplinaire.  
7
 Base de données bibliographiques, interrogeable par le Mesh (Medical subject heading) 
8
 En informatique, le téléchargement est l’opération de transmission d’informations — programmes, données, images, 
sons, vidéos — d’un ordinateur à un autre via un canal de transmission, en général internet. Wikipédia 
http://fr.wikipedia.org/wiki/Télédéchargement 
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Il permet d’automatiser les tâches reliées à la surveillance des informations sur le Web. Enfin, il peut avoir 
recours à des robots spécialisés permettant la segmentation de requêtes complexes ou la récupération 
massive de documents depuis les bases de données du web.  
Les corpus utilisés sont composés de notices, c’est à dire des documents structurés en champs (Dkaki et al., 
2000). Le mot, unité sémantiquement trop pauvre, a été supplanté par la notion de termes que l’on peut 
associer à un concept dans une ontologie (Chrisment et al., 2006), (Chrisment et al., 2008).  
Un champ, l’unité de base, est le contenu informationnel identifié par une balise et une donnée, par exemple 
auteur, date, adresse, organisme. Un item est le contenant du champ, un terme, c'est-à-dire la donnée.  
Il peut être (Mothe, 2000), (Dousset, 2003) : 
• mono-valué ne pouvant avoir qu’une seule valeur possible telle que la date ou encore la langue. Par 
exemple PUBLICATION YEAR=2007 ;  
• multi-valué en ayant plusieurs valeurs, comme par exemple plusieurs noms d’auteurs pour un article 
coécrit, délimités par des séparateurs; 
• diversifié, si le champ contient plusieurs valeurs représentant des concepts différents. Pa exemple, 
SOURCE=2007-11,32p., ce champ peut se décomposer en une date de publication : 2007-11, qui se 
divise elle-même en année et en mois, une référence : 32p. indiquant le numéro de la page. 
1.3.5. Prétraitement 
Une première difficulté est de pouvoir relier des données qui parfois sont hétérogènes. Des problèmes de 
format de données apparaissent et des conversions sont souvent nécessaires. Une deuxième difficulté est la 
récupération de valeurs manquantes et éliminer des données aberrantes et la phase de nettoyage est 
certainement de nouveau utile. Par exemple, dans USPTO, CA est lié à LosAngeles, mais correspond aussi 
au Canada. Donnée mal explicitée, mais l’automate ne le comprend pas et ne le distingue pas. Besoin 
d’analyser non automatiquement la ressource. La ressource joue un rôle fondamental. 
L’objectif du nettoyage de données est d’isoler et structurer l’information. Pour cela, il faut extraire les 
parties utiles. Il faut ensuite définir et segmenter les éléments d’information, par exemple en segmentant les 
données en mots (ou mots composés). Il convient alors de traiter la ponctuation, les chiffres, les unités 
fréquentes, gérer la casse (tout en majuscule ou en minuscule). 
Les règles d’extraction définies permettent d’isoler l’information à partir de documents, hétérogènes ou non, 
dont la localisation est possible par le biais de balises (Chrisment, 1997). Ainsi chaque champ est 
distinguable et surtout peut être facilement extrait. L’information explicite est directement lisible. Elle est 
issue de l’environnement d’un domaine et mémorisée dans les banques de données.  
Chaque base ayant sa propre structure, il est important de s’adapter à chacune d’entre elles par dérivation du 
schéma global et par recours à des outils de description des formats : les meta données (Dousset, 2003). 
 Metadonnées  
Le terme de métadonnées est utilisé pour définir l'ensemble des informations techniques et descriptives 
ajoutées aux documents pour mieux les qualifier. Pour que ces données soient utilisables par d'autres, elles 
doivent s'inscrire dans des modèles largement reconnus par les acteurs du Web. 
En effet, chaque source a son format, qui lui-même a son descripteur spécifique (métadonnées de premier 
niveau). Il faut alors (Dousset, 2003) trouver une technique pour différencier les documents les uns des 
autres, déterminer les balises des champs sémantiques présents dans la base, leur donner un nom et un sigle 
standard, définir leur utilité et leur priorité et déterminer d’astucieuses techniques de découpage pour extraire 
chaque type d’information. 
Une collection de corpus aux formats hétérogènes est gérée par un descripteur générique (métadonnées de 
second niveau). Les données brutes sont associées à des métadonnées qui récapitulent l’ensemble des 
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Cette base de métadonnées permet d’établir une fonction d’association de champs équivalents issus de bases 
différentes. L’exemple suivant montre la structure d’extraction relative à des notices issues de la base Pascal. 
 Niveaux d'information 
Le champ analysé peut-être de type : 
• acteur : auteurs, inventeurs, journaux, villes, pays, sources … 
• sémantique : mots-clés, index, classifications, termes libres, multi-termes… 
• temps : années, mois, jours, périodes, date de priorité, date de dépôt, date d’application... 
Le champ est alors analysé par dénombrement de l’ensemble de ses items. Le nombre d’occurrences obtenue 
est absolue et correspond au nombre de fois où l’item apparaît dans le corpus analysé.  
 Multi-termes 
L’extraction d’information permet de passer d’une représentation brute du texte (succession de mots) à une 
succession d’unités terminologiques. Les différents items sont alors identifiés (titre, mots du résumé) par 
association de chaque modalité et de sa fréquence dans le corpus. Il est important de souligner qu’une unité 
terminologique peut être sous la forme de radicaux auxquels il est possible de ramener certains uni-termes 
par des algorithmes de radicalisation (Lovins, 1968), (Porter, 1980), de (paice, 1996) et de Carry (Paternostre 
et al., 2002), c'est-à-dire par suppression de tous les affixes d’un mot. Par affixes on entend suffixe (cafe-
tière), préfixe (sur-population) et infixe (rêv-ass-er). Il peut aussi être de la forme d’un mot simple ou uni-
terme. 
Enfin, il peut être un mot composé qu’on nommera alors « multi-terme » (Dousset et Kanoun, 1998). Si nous 
prenons l’exemple du multi-terme « data mining », la plupart des méthodes traditionnelles dissocient le mot 
« data » du mot « mining ». L’objectif de la méthode des multi-termes est d’associer «data » à « mining ». 
Les traitements statistiques (Diday, 2005), (Diday, 2008b) qui seront appliqués par la suite porteront alors sur 
« data mining» et non pas sur les deux termes distincts. L'utilisation de groupes de termes plutôt que des 
termes simples a fait l'objet de nombreuses études en recherche d'informations (Fagan, 1987), (Mitra, 1997), 
(Chevallet et Bruandet, 1997), (Kraaij et Pohlmann, 1998).  
La détection des multi-termes s’effectue de la manière suivante. L’utilisateur choisit dans un premier temps 
les traitements de détection des multi termes qui lui semblent les plus adéquats. Pour chaque champ 
sémantique (mots-clés, titres, résumés, texte intégral…), un dictionnaire est crée, contenant toutes les valeurs 
du champ rencontrées. Puis, ces dictionnaires sont fusionnés et les doublons sont supprimés. Tous les mots 
composés, séparés par des tirets dans les titres, résumés, texte intégral, sont conservés sans leurs acronymes, 
générant alors un dictionnaire unique de la spécialité. L’utilisateur peut ajouter manuellement d’autres multi-
termes à ce dictionnaire. 
Un dictionnaire de synonymes est généré pour prendre en compte les acronymes, ainsi que les variations 
morphologiques (inversion, terminaisons, pluriels,…). Grâce à ce dernier, le système considère le multi-
terme et sa variante comme une même et seule entité. Ici aussi, l’utilisateur peut compléter manuellement ce 
dictionnaire en rajoutant à la main d’autres synonymies de multi-termes.  
La détection statistique se base sur la recherche de l’ensemble des multi-termes non détectés, à cause de 
l’absence de tiret entre les deux termes. Pour cela, nous recherchons de façon statistique quelles sont les 
expressions qui reviennent suffisamment souvent (au moins deux fois) et qui sont absentes du dictionnaire « 
conscient » précédent. Cette étape est très importante car elle permet de trouver des concepts clés du 
domaine nouveaux ou encore non officiellement reconnus.  
Suite au choix d’un ou plusieurs traitements de détection de multi termes, un nouveau champ d’indexation 
est inséré dans chaque document et contient tous les multi-termes du document. Un des problèmes de 
l’indexation des multi termes est la taille très importante du dictionnaire généré, composé très souvent de 
plusieurs dizaines de milliers d’entrée. Afin de réduire cette quantité et ainsi de limiter le nombre de 
croisements sémantiques, les mots vides de la langue sont éliminés, ainsi que les termes qui ne sont présents 
qu’une fois dans le corpus, nommés apax, ainsi que ceux qui sont distribués uniformément sur l’ensemble 
des documents, termes de l’équation de recherche, mots usuels ou trop généraux, …. Une fois cette première 
sélection effectuée, seuls les termes ayant une forte densité dans certains documents sont conservés.  
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Cette densité correspond au rapport entre la densité locale d’un terme dans chaque document et la densité 
globale du terme dans le corpus (Kanoun, 1998). Les termes ayant un rapport important dans au moins deux 
documents sont qualifiés et conservés, comme l’illustre la Figure 8.  
 
Figure 8. Qualification des multi-termes à conserver dans le dictionnaire (Roux, 1998). 
 
Les multi-termes sont plus aptes à désigner des entités émergentes ou des concepts que les mots uniques et 
constituent alors une meilleure représentation du contenu sémantique utile des documents. 
Dans la littérature, différentes approches pour la détection des multi-termes sont utilisées, comme 
l’utilisation des mesures de similarité, telles que l’information mutuelle ou le coefficient de Dice, ou bien la 
découverte de combinaisons de mots en fonction de leur régularité d’apparition (Church et Hanks, 1990) ou 
encore l’utilisation d’une mesure de proximité entre les contextes des termes (Besancon et al., 1999) 
prennent en considération la distance entre les mots ou l’ordre de leur apparition. D’autres travaux 
combinent une approche statistique avec une approche linguistique. Ces systèmes construisent des groupes 
de mots en sélectionnant les candidats à partir de schémas syntaxiques puis en les filtrant à l’aide de 
méthodes de la statistique (Simoni, 2000). (Grefenstette, 1992) combinent les cooccurrences statistiques des 
termes et la technique de “tête modifieur” pour extraire des combinaisons de mots relatives à un même 
contexte. (Hearst, 1992) utilise des patrons syntaxiques pour extraire des syntagmes reflétant une relation 
sémantique entre les termes alors que (Morin, 1999) se base sur les travaux de Hearst en intégrant des 
mesures statistiques pour le filtrage. Ce dernier met en évidence des schémas lexico-syntaxiques par 
l’intermédiaire de phrases qui utilisent des couples de termes liés par la même relation sémantique.  
 Synonymie 
La notion de synonymie de termes traitée dans cette partie est relative à un ensemble de connaissances 
permettant de déterminer des classes d'équivalence et donc de réaliser des analyses plus pertinentes.  
Sans ces prétraitements, l'analyse statistique des données est biaisée et les résultats sont difficiles à 
interpréter. De nombreuses études concernent la détection de synonymes, la normalisation de données 
(Jolibois et al., 2000) avec des approches plus ou moins automatisées. Cependant, les premiers résultats de 
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Les techniques de prétraitement que nous proposons permettent à l’utilisateur de choisir parmi des 
traitements prédéfinis et d’introduire des connaissances spécifiques aux données qu’il étudie. L’avantage 
d’un tel module est qu’il est paramétrable et efficace quelles que soient les données.  
De plus, le format des connaissances à introduire est relativement simple (sous forme de règles ou de listes). 
Ces règles peuvent être communes aux prétraitements d’une base complète ou spécifiques à chaque champ. 
Les difficultés de la détection des synonymes sont liées au fait qu'un dictionnaire des termes valides n'est pas 
toujours disponible car les domaines d'étude sont très divers et que le vocabulaire peut être ouvert. Des 
conventions sont appliquées sur les termes afin que les données puissent être nettoyées et analysées.  
Certaines équivalences sont donc simplement liées à des écritures différentes d'un même terme. Il est 
important de pouvoir s'abstraire des erreurs de typographie, des erreurs de saisie, des abréviations, des 
variations morphosyntaxiques, …, et de proposer un représentant par classe d'équivalence (le plus fréquent 
ou généré suivant certains critères). La synonymie traitée met en avant la notion de proximité des termes 
(d'après une distance d'édition) et un regroupement en classes d'équivalences notamment pour mieux 
exploiter les champs en texte libre comme le titre ou le résumé d'un article. D'autres classes d'équivalences 
peuvent regrouper des termes synonymes sémantiquement, et c'est dans ce cas que l'introduction de 
connaissances extérieures a le plus d’importance (Loubier, 2007). 
Les connaissances que peut définir l'utilisateur pour regrouper des termes sémantiquement permettent, 
notamment, de bien définir les notions spatio-temporelles d'une base de données comme la 
spécialisation/généralisation de termes géographiques et l'inclusion de dates dans des intervalles temporels : 
notions primordiales dans le cadre d'études évolutives.  
L'objectif est d'automatiser au maximum les prétraitements textuels, tout en permettant à l'utilisateur 
d'introduire des connaissances spécifiques à son étude. 
Ces connaissances sont des règles de radicalisations très simples telles que féminin ou encore pluriel. 
Elles peuvent aussi être des règles de nettoyage des données se basant sur un fichier de rejet, à partir duquel 
les motifs précisés seront supprimés ou alors rendront synonyme à NULL tout terme le contenant. Par 
exemple, si le fichier de rejet contient le terme « COMMENT », alors toute occurrence à ce dernier sera 
supprimée ou synonyme à NULL selon le choix de l’utilisateur. Un autre nettoyage se base sur un fichier de 
transformation qui contient les descriptions de substitution à effectuer pour la recherche de synonymie. Par 
exemple, il est possible de transformer le caractère « ‘ » en espace « ».  
Ces connaissances suivent aussi une convention en ce qui concerne les termes. L'objectif est d'homogénéiser 
des termes composés (comme par exemple des adresses). Pour cela, les fichiers permettant de décrire la liste 
des sous-termes valides ainsi que des règles de convention de terme sont conçus. La convention peut 
également être suivie d'une complétion des données si des règles de complétions sont présentes dans le 
fichier préalablement généré. Le premier type de fichier crée doit contenir des types et des listes de sous-
termes valides regroupés par type. Les sous-termes peuvent être décrits par des chaînes de caractères ou des 
expressions régulières. Le second fichier sert à décrire l'ordre des types et éventuellement donne des règles 
de complétion.  
Les sous-termes de chaque terme sont réordonnés en fonction de leur appartenance à un type. De plus, si des 
règles de complétion sont présentes, elles décrivent quels types permettent d'en déduire d'autres.  
Des instances de ces règles sont recherchées dans les données et servent à compléter les termes incomplets. 
Par exemple, soit la règle de complétion suivante : codePostal  ville. 
Une autre technique est la comparaison de termes. L'objectif de ce traitement est de déterminer des classes 
d'équivalences parmi les termes des données et de proposer un représentant pour chaque classe.  
Trois algorithmes de comparaisons de sous-termes sont disponibles : 
• comparaison des préfixes : deux sous-termes sont équivalents si l'un est préfixe de l'autre et que leurs 
longueurs sont proches (complexité en O(n)). Exemple : 'inst' et 'institut' sont équivalents. 
• distance de hamming : les caractères de même rang sont comparés, et la distance est augmentée s'ils 
sont différents. (complexité en O(n)). Exemple : 'francois' et 'frqncois' sont équivalents. 
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• distance de levenshtein : le calcul de la distance entre deux sous-termes correspond au coût minimal 
de transformation d'un sous-terme en un autre en utilisant cinq opérations d'édition. Ces opérations 
sont : inversion, suppression, insertion, double et substitution de caractères. (complexité en O(n^2)). 
Pour les deux distances, un seuil est utilisé : c'est un nombre réel dont la valeur par défaut est fixée par 
expérimentation à 0.21. Si la distance entre deux sous-termes est inférieure à ce seuil, les deux sous-termes 
sont considérés comme équivalents. Il est possible de donner une autre valeur à ce seuil compris entre 0 et 1. 
Plus ce seuil est faible, moins on autorise de variation entre deux sous-termes pour les déclarer équivalents.  
Si le seuil est à 0 alors les deux termes sont équivalents si et seulement s’ils sont égaux, comme le montre le 
Tableau 1. Si le seuil vaut 1 alors tous les termes de longueur proche sont équivalents. 
Une autre technique est la synonymie hiérarchique. L'intérêt et aussi l'originalité de cette dernière 
connaissance est de permettre le choix de la granularité de l'étude ainsi qu'une homogénéisation des termes. 
Par exemple, une relation d'ordre intéressante concerne des informations géographiques avec villes, 
départements, régions, pays, continent... 
x  y 
Toulouse < Haute-Garonne 
Haute-Garonne < Midi-Pyrénées 
Midi-Pyrénées < France 
France < Europe 
Montpellier < Hérault 
Hérault < Languedoc-Roussillon 
Languedoc-
Roussillon < France 
Ariège < Midi-Pyrénées 
Tableau 1. Relations d’ordre d’informations géographiques. 
Dans cette relation d’ordre x<y signifie que x est plus spécifique que y, et que la notion y recouvre la notion 
x. 
L'utilisateur doit fournir une liste décrivant la précision qu'il choisit, par exemple pour une étude par région 
« Languedoc-Roussillon, Midi-Pyrénées ». 
Cela génère les synonymes suivants, tous les termes < à Languedoc-Roussillon deviennent synonymes a 








Tableau 2. Génération de synonymie. 
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Ainsi les termes Toulouse, Haute-Garonne, Midi-Pyrénées et Ariège sont considérés comme équivalents 
pour cette étude, et le représentant choisi pour cette classe sera le terme Midi-Pyrénées.  
Cette étape de prétraitement permet d’obtenir des informations organisées et homogènes, répondant 
davantage aux besoins de l’utilisateur.  
 Filtrage 
Afin de faciliter l’analyse des données, il est important de réduire la liste des items d’un champ, en 
construisant des filtres à partir des instances identifiées. Plusieurs types de filtres peuvent être réalisés. 
La troncature des dictionnaires permet de réaliser des filtres adaptés aux traitements. Dans ce cas, les termes 
les plus fréquents sont conservés dans un fichier texte nommé filtre. Ainsi, lors de l’étude de terme, si ce 
dernier appartient au fichier texte « filtre » alors il est conservé sinon il est ignoré.  
L’analyse de la pertinence du contenu permet d’éliminer des termes présents qu’une fois (apax) ou qui sont 
équidistribués (trop généraux, trop fréquents, ou appartenant éventuellement à l’équation de recherche) qui 
ne sont pas des mots à distribution typée c’est à dire concentrés dans peu de documents, en se basant sur la 
loi de Zipf (Zipf, 1949). Cette dernière prévoit que dans un texte donné, la fréquence d'occurrence f(n) d'un 
mot est liée à son rang n dans l'ordre des fréquences par une loi du genre f(n) × n = K où K est une constante. 
L’extraction de sous-champs permet d’aboutir à la création de filtre. Les bases de données n’étant souvent 
que semi-structurées, certains champs peuvent contenir des éléments sémantiques recouvrant plusieurs 
concepts. Par exemple, le champ « adresse postale » peut contenir les sous-champs « nom de l’organisme », 
« type d’organisme », « ville », « pays », « code postal », « numéro dans la rue », « nom de la rue » ... 
Une autre technique concerne le nettoyage grâce à des filtres négatifs, lorsqu’un champ contient des 
informations de faible intérêt, comme par exemple les éléments de l’adresse autres que le pays et la ville, 
traducteurs, éditeurs dans le champ auteur. 
La sélection orientée par filtres positifs permet la réduction des items d’un champ, en utilisant des 
dictionnaires dont la thématique correspond à une partie sémantiquement cohérente du contenu du champ. 
Par exemple les auteurs dont le nombre de publications est supérieur à n, les dates ou périodes qui sont 
reconstituées par synonymie…. 
1.3.6. Transformation 
Les données sont transformées sous la forme exigée par l’algorithme d’extraction. Les algorithmes qui 
permettent de calculer les motifs fermés ou les concepts présents dans les bases de données sont nombreux et 
anciens, ainsi que les études qui les comparent. La littérature concernant les algorithmes d'extraction de 
l'intégralité des motifs fermés est donc riche (Ganter, 1984, Guénoche, 1993, Godin et al., 1995, Fu et 
Mephu Nguifo, 2003). Les travaux de (Kuznetsov et Obiedkov, 2002) en dresse un état de l'art et détaille les 
composants des algorithmes historiques, selon qu'ils sont incrémentaux, trient les attributs, utilisent du 
hachage, du partitionnement, des structures d'arbres, etc.  
Dans le domaine de l’extraction d’information, on utilise plus spécifiquement des algorithmes issus des 
méthodes de traitement automatique du langage naturel (TALN) qui extraient les concepts-clés des textes 
puis représentent graphiquement les interrelations entre ces concepts au sein de la collection de documents. Il 
en résulte une partition des textes ayant une similarité de contenu. Plusieurs techniques permettent le 
traitement du langage naturel. Des systèmes basés sur des approches traditionnelles l’analysent au niveau des 
phrases prises individuellement. L’objectif est alors d’en créer une représentation sémantique sous la forme 
de relations structurées entre les mots représentatifs de la phrase.  
 L’étape de transformation sert à définir des représentations et/ou des abstractions des données adaptées à la 
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1.3.7. Fouille de données 
La fouille de données est le cœur du processus car elle permet d'extraire de l'information des données. 
Néanmoins, c'est souvent une étape difficile à mettre en œuvre, coûteuse et dont les résultats doivent être 
interprétés. Il faut aussi noter qu'en situation réelle, pour l'aide à la décision, une très grande majorité des 
résultats recherchés s'obtient uniquement par requêtes, par analyse multidimensionnelle (Agrawal, 1997) ou 
grâce aux outils de visualisation.  
Une approche traditionnelle pour découvrir ou expliquer un phénomène est décrite par l’algorithme suivant. 
 
Tant que la réponse n’est pas satisfaisante 
Regarder, explorer. 
Etablir un modèle ou une hypothèse. 
Contredire et vérifier le modèle ou l’hypothèse. 
Fin Tant que 
Figure 9. Approche de la fouille de données. 
 
La partie d’exploration est traditionnellement réalisée avec des outils de reporting ou d'analyse 
multidimensionnelle. La réalisation du modèle se base sur une hypothèse ou des idées émises par l'utilisateur. 
On peut voir les outils de fouille de données comme des procédures qui permettent de faciliter ou encore 
d'automatiser ce processus. 
 Entités textuelles 
Un texte peut être décomposé en plusieurs grains informationnels unitaires appelés entités textuelles. 
La population Ω que nous considérons est composée de n individus ou objets, associés aux unités textuelles, 
telles que des champs en texte libre, des paragraphes ou des phrases dont la juxtaposition constitue un 
corpus.  
Le plus grand grain informationnel considéré est le champ en texte libre électronique, numérisé ou non et 
caractérisé comme un objet porteur d’information ou encore comme « toute base de connaissance fixée 
matériellement, susceptible d’être utilisée pour consultation, étude ou preuve », selon l’Institut International 
de Coopération Intellectuelle (International Institute for Intellectual Cooperation). Il s’agit d’une agence de 
la ligue des Nations, en collaboration avec l’Union français des Organismes de Documentation.  
En dessous, nous trouvons le paragraphe, qualifié de « segment de texte suivi, dit aussi texte linéaire, 
compris entre deux alinéas » selon Wikipédia.  
Enfin, le plus petit grain informationnel considéré est la phrase, définie comme « un ensemble autonome, 
réunissant des unités syntaxiques organisées selon différents réseaux de relations plus ou moins complexes 
(…). La phrase possède une unité sémantique (ou unité de communication), c'est-à-dire, un contenu transmis 
par le message (sens, signification...). Ce contenu se dégage du rapport établi entre les signes de la phrase, 
et dépend du contexte et de la situation du discours », selon Wikipédia. 
Une variable uni modale ne peut prendre qu’une valeur à la fois parmi plusieurs. 
Le terme peut être soit un mot soit un groupe de mots employé pour représenter une notion (AFNOR 1987) 
ou un concept (Hudon, 1994). Cet élément lexical se situe à une granularité inférieure au multi-terme. 
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Elle peut être de différent type, comme le montre le Tableau 3 : 
Type de 
variable Exclusivité Principe Exemple 
Quantitative  la valeur mesurée sur chaque individu 
représente une quantité. On peut alors 
calculer un total pour un ensemble 
d'individus. 
Nombre de citations, nombre de 
lignes du document, nombre de 
termes du document, degré de 
pertinence,… 
Qualitative   la valeur mesurée sur chaque individu 
(parfois qualifiée de catégorie ou de 
modalité) ne représente pas une 
quantité numérique. 




la valeur mesurée sur chaque individu 
(parfois qualifiée de catégorie ou de 
modalité) est numérique. 





La valeur mesurée sur chaque individu 
est ordonnable selon une graduation. 
Zones géographiques, 
inclusions sémantiques, 




La valeur mesurée sur chaque individu 
est non ordonnée. 




Une seule modalité de cette variable est 
requise pour chaque document. Il s’agit 
d’un champ mono-valué. 
Année, revue, langue…  
Un article doit comporter une 
seule et unique année, langue et 
ne doit être publiée que dans 




exclusive La valeur mesurée sur chaque individu 
peut prendre plusieurs modalités 
différentes qui peuvent apparaître une 
seule fois chacune dans le même 
document. Il s’agit d’un champ multi-
valué. 
Auteurs. Un article peut être 
signé par plusieurs auteurs, tous 
différents et n’apparaissant 
qu’une fois.  
Non-
exclusive 
Le champ peut comporter plusieurs 
fois la même modalité. Elle est 
redondante si la même modalité est 
répétée. Il s’agit d’un champ multi-
valué 
Le champ pays peut contenir 
plusieurs fois le même pays si 
les auteurs sont concitoyens. Le 
pays des différents auteurs peut 
être le même, répété plusieurs 
fois (la modalité est alors 
redondante). 
Tableau 3. Les différents types de variables. 
 Différentes mesures du relationnel 
Selon la nature de l’individu, de la variable étudiée, la mesure du relationnel diffère.  
Cas de deux variables quantitatives 
Soit X une variable quantitative considérée, supposée à n valeurs ∈  notées , … ,  , … ,  
 
Considérons maintenant une seconde variable quantitative Y à n valeurs	∈ , notées 
, … , 
 , … , 
 
La mise en évidence de dépendance entre deux variables X et Y permet de réduire l’espace informationnel 
afin de mieux le maîtriser, par suppression des éléments indépendants. Ainsi, seules les relations les plus 
significatives stratégiquement sont conservées.  
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Cas de deux variables qualitatives 
Maintenant, considérons deux variables qualitatives observées simultanément sur n individus. On suppose 
que la première, notée X possède n modalités. L’ensemble de ces valeurs appartiennent à {m1,m2,…,mr} avec 
mj une modalité considéré. , … ,  , … ,  
et que la seconde, notée Y possède n individus, s modalités notées. L’ensemble de ces valeurs appartiennent à 
{m1,m2,…,ms} avec mk une modalité considéré. 
, … , 
 , … , 
 
Plusieurs mesures de dépendance sont disponibles. 
La contingence est issue du croisement de deux variables uni-modales. La somme des éléments de la 
matrice est égale au nombre de documents possédant simultanément les deux variables. Les croisements 
peuvent être de type « journaux × Années » ou encore « Journaux	×	Langue ». 
La cooccurrence est la présence simultanée de deux unités linguistiques (deux mots par exemple ou deux 
codes grammaticaux) au sein d’un même contexte linguistique (le champ balisé, le champ textuel, le 
paragraphe ou la phrase). Les cooccurrences résultent du croisement de deux variables qualitatives dont 
au moins l’une n’est pas uni-modale, à modalités multiples, exclusives ou non.  
Un certain nombre de modèles et de coefficients ont été à ce jour proposés : (Lafon, 1984), (Church et 
Hanks, 1990), (Dunning 1993), (Fung et McKeown, 1997), (Manning et Schütze, 1999), (Véronis, 2003), 
(Wu et Zhou, 2003), (Véronis, 2004), etc.  
La proximité, qui étudie en termes de « distance » deux variables. Pour le texte libre, il est possible de ne 
prendre en compte que les coïncidences des modalités physiquement proches (à côté, dans la même phrase, à 
n mots de…). 
 La présence/ absence. Il existe au moins un document du corpus qui contient simultanément les deux 
modalités. 
 Matrices et cubes 
Dans cette partie, nous présentons les matrices, croisant deux entités, et les cubes, prenant en compte trois 
dimensions, selon le type de données utilisées. Toutes les matrices et cubes proposées peuvent être utilisés en 
entrée dans nos travaux.  
Dans le contexte de nos travaux, nous ciblons le croisement de variables qualitatives. On génère ainsi une 
matrice dont le nombre de lignes est égal au nombre de modalités de la première variable et le nombre de 
colonnes à celui de la seconde.  
Il existe deux types de matrices : 
Matrices symétriques 
En algèbre linéaire une matrice symétrique A est une matrice carrée. Elle est égale à sa propre matrice 
transposée. Ainsi A est symétrique si : . Intuitivement, les coefficients d'une matrice symétrique 
sont symétriques par rapport à la diagonale principale. L'ensemble (En théorie des ensembles, un ensemble, 
désigne intuitivement une collection d’objets, appelés aussi éléments...) des matrices symétriques à 
coefficients dans un anneau K est noté Sn(K). Toute matrice diagonale (En algèbre linéaire, une matrice 
diagonale est une matrice carrée dont les coefficients en dehors de la diagonale...) est symétrique, puisque 
tous les coefficients en dehors de la diagonale principale sont nuls. Un théorème (Un théorème est une 
proposition qui peut être mathématiquement démontrée, c'est-à-dire une assertion qui peut être...) 
fondamental concernant de telles matrices est le théorème spectral en dimension (Dans le sens commun, la 
notion de dimension renvoie à la taille ; les dimensions d'une pièce sont sa longueur, sa...) finie, qui énonce 
que les matrices symétriques dont les coefficients sont des nombres réels sont diagonalisables à l'aide de 
matrices orthogonales.  
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Elles sont issues du croisement d’une variable non exclusive avec elle-même (auteurs, pays, villes, citations, 
brevets cités, mots-clés, multi-termes…). Les croisements effectués permettent de mettre en avant les 
associations entre les modalités d’une même variable. Ainsi la matrice symétrique, croisant des auteurs 
permet de révéler leur collaboration, leur stratégie et la formation de leurs équipes de recherches. 
Matrices asymétriques 
Les matrices asymétriques croisent deux variables différentes, où alors la même variable filtrée par deux jeux 
différents de modalités c'est-à-dire dont le nombre de modalités diffère. Leur analyse permet de mettre en 
avant les corrélations croisées entre leurs modalités respectives.  
Ainsi le croisement d’une variable avec les documents est fortement utilisé en Recherche d’Information pour 
les calculs de pertinence, le filtrage de documents… Le croisement d’une variable avec le temps permet de 
détecter les tendances et les émergences. Les croisements entre des auteurs et des thématiques permettent de 
révéler les centres d’études les plus importants, les concurrences, les collaborations relatives à un sujet 
spécifique… Les croisements des variables peuvent s’effectuer de plusieurs façons : 
Croisement des variables uni-modales : Matrice de contingence et Matrice de 
fréquence 
A partir de deux variables qualitatives à modalités ayant qu’une valeur choisie parmi n modalités, nous 
définissons le tableau de contingence croisant les modalités de deux variables.  
Ces données sont présentées dans un tableau à double entrée, appelé table de contingence, dans lequel on 
dispose les modalités de X en lignes et celles de Y en colonnes.  
Ce tableau est donc de dimension  ×  et a pour élément générique le nombre ℓ	d’observations conjointes 
des modalités ℓ de X et 
 de Y ; les quantités ℓ	sont appelées les effectifs conjoints.  
La case à l'intersection de la ligne i et de la colonne j contient le nombre d'individus ayant la modalité i de la 
première variable et la modalité j de la seconde variable.  
Si l'on divise chaque valeur de ce tableau par n, le cardinal de la population, on obtient le tableau de 
fréquence. La somme des éléments de la matrice est égale au nombre d’individus possédant simultanément 
les deux variables.  
Les marginales des lignes et des colonnes représentent la population liée à chaque modalité. Dans le cas de 
nos travaux, les matrices de contingence peuvent être le résultat du croisement entre journaux et années, ou 
encore entre premiers auteurs et année. Dans l’exemple illustré dans le Tableau 4, on comptabilise chaque 
apparition des couples [Nom journal]	× [valeur année]. La valeur 480 correspond au nombre total 
d’individus (ici des documents), par ajout des marginales lignes. Ce nombre correspond aussi au total des 
marginales colonnes. Elle nous permet d’obtenir l’effectif total représenté dans le tableau. La valeur 218 
correspond au nombre d’individus contenant la modalité « Journal of Information Visualisation » ainsi que 




2007 2008 2009 Marginale Ligne 
Journal of Information 
Visualisation, 75 87 56 218 
Journal of Social 
Structure 65 28 31 124 
Information Design 
Journal 32 77 29 138 
Marginale Colonne 172 192 116 480 
Tableau 4. Matrice de contingence. 
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Croisement des variables uni-modales : Tableau de Burt (MARC, 1991) 
Ce tableau symétrique croise toutes les variables qualitatives entre elles. Il est composé de tableaux de 
contingence élémentaires entre toutes les variables prises 2 à 2. 
Croisement des variables uni-modales ou à modalités multiples exclusives ou non : 
Matrice de présence – absence 
Le croisement des variables révèle s’il existe au moins un document du corpus qui contient simultanément 
une modalité de la première variable et une de la seconde. Cette matrice n’est composée que des valeurs zéro 
et un. Dans le cas du croisement entre auteurs et journaux, nous obtenons directement le nombre de journaux 
dans lequel chaque auteur a publié, grâce aux marginales lignes, représentant le nombre de colonnes 
connectées. De même, pour chaque journal, nous pouvons clairement voir le nombre d’auteurs qui ont publié 
au moins un article dans ce dernier, grâce aux marginales colonnes, représentant le nombre de lignes 
connectées. 
Dans l’exemple du Tableau 5, on récence les auteurs ayant publié dans les différents journaux. En marginale 
ligne, nous obtenons le nombre d’auteurs ayant publié au moins un article dans le journal correspondant. En 
marginal colonne, nous obtenons le nombre de publications de l’auteur correspondant.  
Auteurs 
Journaux 
Martin Dubois Petit Marginale Ligne 
Journal of Information 
Visualisation, 1 0 0 1 
Journal of Social 
Structure 1 1 0 2 
Information Design 
Journal 0 0 1 1 
Marginale Colonne 2 1 1 4 
Tableau 5. Matrice de présence/absence. 
Matrices de cooccurrences simples 
Il existe plusieurs types de matrices de cooccurrences, indiquant la présence simultanée de deux modalités 
des deux variables qualitatives.  
Le croisement des deux variables qualitatives multi modales révèle le nombre de documents dans lesquels on 
retrouve simultanément les deux modalités. Il est important de remarquer que la cooccurrence simple est 
identique à la contingence si les deux variables sont uni-modales. En effet la contingence est un cas 
particulier de la cooccurrence. 
Dans l’exemple du Tableau 6, nous croisons à nouveau les journaux et les auteurs et nous obtenons pour 
chaque auteur le nombre de publications qu’il a signé pour le journal correspondant.  
Auteurs 
Journaux 
Martin Dubois Petit Marginale Ligne 
Journal of Information 
Visualisation, 2 0 0 2 
Journal of Social Structure 3 2 0 5 
Information Design Journal 0 0 1 1 
Marginale Colonne 5 2 1 8 
Tableau 6. Matrice de cooccurrence simple. 
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La marginale ligne indique donc le nombre de signatures par journal. Son intérêt est limité puisque nous 
aurons autant de comptages que de signataires. Un seul article signé par n auteurs sera comptabilisé n fois. 
Cooccurrence multiples 
Nous nous trouvons dans le cas où au moins une des variables est à modalité multiple et non exclusive. Par 
exemple, les termes dans une phrase ou les pays dans un champ d’adresses multiples. Si, par exemple, la 
matrice de cooccurrences multiples croise des pays et des auteurs ; dans le cas de cooccurrences simples, le 
fait de trouver un auteur et un pays associés dans un même document reviendrait à rajouter +1 aux 
cooccurrences, que ce croisement apparaisse une ou plusieurs fois. Par contre dans le cas de cooccurrences 
multiples, on comptabilise ces croisements autant de fois qu’ils sont découverts dans chaque document et 
non pas une seule fois par document. Ainsi, l’échelle d’étude n’est pas la même. En effet, si nous étudions le 
terme t1 dans l’ensemble des documents D={d1, d2}. Admettons que d1 soit un article contenant une seule fois 
simultanément les termes t1 et t2 et d2 soit un livre de plus de 1000 pages, contenant 100 fois t1 et 200 fois t2. 
Notons t1×t2 la cooccurrence résultant du croisement entre le terme t1 et le terme t2. 
Dans le cas de la cooccurrence simple, 
D1 : t1× t2=1 
D2 : t1× t2= 1 
Par contre dans le cas de cooccurrences multiples : 
D1 :t1× t2=1 
D2 : t1× t2 = 100X200=20000 
Ainsi, la cooccurrence multiple est principalement utilisée en Recherche d’Information (Boughanem et 
Dousset, 2001) afin de faire ressortir les documents les plus pertinents, c’est à dire ceux dans lesquels le 
terme recherché apparait le plus souvent, de façon significative. 
Elle est équivalente à la cooccurrence simple dans le cas de deux variables multimodales à modalités 
exclusives ou dans le cas du croisement d’une variable multimodale et une variable uni-modale. 
Elle est identique à la contingence, dans le cas de croisement de deux variables uni-modales.  
Cooccurrence pondérée 
Nous distinguons plusieurs types de pondération, selon le type de matrice utilisée.  
 
Dans le cas des matrices symétriques de cooccurrence simple, par exemple une matrice « Auteurs × 
Auteurs », un article coécrit par deux auteurs va être comptabilisé quatre fois. Dans le croisement « Auteur1 × Auteur2 », dans le croisement « Auteur1 × Auteur1 », dans le croisement « Auteur2 × Auteur1 », dans le 
croisement « Auteur2 × Auteur2 ». Ils comptent donc pour ¼ chacun. Chaque marginale représente alors la 
part des publications de chaque auteur. Dans l’exemple suivant, les auteurs « Martin » et « Dubois» ont 
coécrit trois articles, qui seront pondéré à ¼. De même, les auteurs « Petit » et « Dubois » ont coécrit un 
article, pondéré aussi à ¼. Les valeurs en diagonale de cette matrice indiquent le nombre pondéré d’articles 
écrits par un auteur spécifique. Les marginales représentent la part des publications pouvant être attribuée 
individuellement à l’auteur spécifique. 
Auteurs 
Journaux 
Martin Dubois Petit Marginale Ligne 
Martin 5+3/4 ¾ 0 6,5 
Dubois 3/4 1 1/4 2 
Petit 0 ¼ 3+1/4 3,5 
Marginale Colonne 6,5 2 3,5 12 
Tableau 7. Matrice symétrique de cooccurrence simple pondérée. 
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Ainsi chaque cooccurrence pondérée dans le cas d’une matrice symétrique peut être formalisée de la façon 
suivante. Pour m, le nombre d’auteurs ayant coécrit un article et pour chaque document, si le couple 
{Auteur1, Auteur2} est rencontré, que ce soit une ou plusieurs fois, alors la cooccurrence suivante est ajoutée 
une seule fois.  
Cooccurrence
 {Auteur1X Auteu2r}= +	  
 
La cooccurrence multiple pondérée, dans le cas d’une matrice symétrique, est formalisée de la manière 
suivante : 
Cooccurrence
 {Pays× Pays}=			∑  
Il s’agit ainsi de prendre en compte le nombre de croisements multiples total du champ, comme vu 
précédemment et de le rapporter au nombre total de fois où ce champ a été observé. 
 
Dans le cas des matrices asymétriques, la cooccurrence simple pondérée peut être formalisée de la façon 
suivante. Pour m, le nombre d’auteurs ayant coécrit l’article et n le nombre de multi-termes correspondant à 
cet article, 
Cooccurrence
 {AuteursX multi-termes}= +	 × 
 
Ainsi, si dans un article, écrit par 3 auteurs et dans lequel nous trouvons deux multi-termes, cet article va être 
comptabilisé 6 fois dans les croisements m1×n1, m2×n1, m3×n1, m1×n2, m2×n2, m3×n2. 
 
Dans le cas de matrices asymétrique, la cooccurrence multiple pondérée est comptabilisée de la manière 
suivante : 
Cooccurrence {Pays× multi-termes}=	 ×∑×∑ 
 
Pour m le nombre de pays et n le nombre de multi-termes trouvés dans l’ensemble des documents, prenons 
l’exemple de deux pays « France » apparait 3 fois et « Italie », 2 fois. Maintenant, considérons deux multi-
termes « Data-mining » apparait 4 fois et « Knowledge-Management », 2 fois. La cooccurrence pondérée 






France 4 × 33 × 4 ! 2 × 4 ! 2 × 3 ! 2 × 2 630 1830 
Italie 830 430 1230 
Marginale Colonne 2030 1030 1 
Tableau 8. Matrice asymétrique de cooccurrence multiple pondérée. 
De manière générale, les matrices de présence/absence, ainsi que de contingence sont fréquemment utilisées 
par les statisticiens. Les matrices de cooccurrences simples sont principalement utilisées en analyse de 
données. Enfin, les cooccurrences multiples sont utilisées dans le domaine de la Recherche d’Information. 
Les cubes 
Nous nommons « cube » les tableaux multiples 3D, issus du croisement de trois variables. Dans le cadre de 
nos travaux, la troisième variable ciblée correspond au temps, correctement discrétisée en périodes 
homogènes. Cependant, cette troisième variable peut ne pas être temporelle. Les volumes relationnels du 
temps doivent rester comparables.  
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La prise en compte de la dimension temporelle dans l’analyse de l’information permet d’effectuer des 
prédictions (Mendelzon et Vaisman, 2000), à travers l’étude de l’évolution du vocabulaire utilisé, de 
l’importance des mots-clés, des différentes associations observées… Le cube est alors matérialisé par des 
regroupements de documents homogènes en périodes. Le cube peut être sous deux formes distinctes :  
une matrice symétrique, dans le cas où il s’agit d’un croisement d’une variable avec elle-même, ainsi 
qu’avec la variable temps ; 
une matrice asymétrique, si elle résulte du croisement entre trois variables différentes, dont la variable 
temps. 
Par ce croisement, il est possible d’analyser les différentes matrices et de comparer de nouvelles sources à 
une déjà connue et analysée et de situer l’apport d’informations récentes dans une analyse déjà finalisée. 
Dans le contexte de nos travaux, nous ciblons plus particulièrement les cubes sur des croisements de type 
cooccurrences de variables qualitatives. Cependant, cette décomposition temporelle est applicable sur les 
autres matrices vues dans la section précédente. Dans l’exemple suivant, nous décomposons une matrice 
symétrique en trois périodes homogènes.  
Cette décomposition permet d’observer l’augmentation du nombre de publications au cours du temps de 
l’auteur « Petit », mais aussi la diminution d’activité de l’auteur « Martin » et la constance de l’auteur 
« Dubois ». Cette décomposition temporelle permet ainsi d’observer l’évolution des variables mais aussi 




Martin Dubois Petit Marginales lignes 
Martin 15 2 1 18 
Dubois 2 8 4 14 
Petit 1 4 7 12 
Marginales 





Martin Dubois Petit Marginales lignes 
Martin 7 0 0 7 
Dubois 0 9 6 15 
Petit 0 6 13 19 
Marginales 





Martin Dubois Petit Marginales lignes 
Martin 3 0 1 4 
Dubois 0 8 5 13 
Petit 1 5 14 20 
Marginales 
colonnes 4 13 20 37 
Tableau 9. Décomposition d’une matrice Auteurs X Auteurs en trois périodes homogènes. 
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Méthodes d’analyse et de visualisation de structure 
Dans cette partie, les différentes méthodes d’analyse de base sont présentées pour étudier les structures 
matricielles.  
Les méthodes suivantes permettent d’analyser les entités (Chrisment, 1997), (Mothe, 1998), (Hubert et al., 
2001), (Dousset, 2003), (Mothe, 2006).  
L'Analyse en Composantes Principales (A.C.P.) s’applique aux données quantitatives et éventuellement aux 
matrices issues du qualitatif comme celles de contingence et de cooccurrence et notamment dans le cas de 
l’analyse relationnelle entre acteurs. L’objectif de l’Analyse en Composantes Principales (ACP) est de 
revenir à un espace de dimension réduite en déformant le moins possible la réalité. Il s’agit donc d’obtenir le 
résumé le plus pertinent possible de l’ensemble des informations de la matrice. Le nuage des individus 
(lignes) est représenté dans l’espace des variables (colonnes).  
L’ACP engendre la réduction du nombre de caractères permettant des représentations géométriques des 
individus et des caractères, c'est-à-dire de visualiser les données à n dimensions (n>3) dans un espace à p 
dimensions (p<n) à l’aide d’une projection de ces données sur les plans définis par les p dimensions. C’est la 
matrice des variances-covariances (ou celle des corrélations) qui permet de réaliser ce résumé pertinent, 
parce qu’on analyse essentiellement la dispersion des données considérées. De cette matrice, on va extraire 
les vecteurs propres associés aux valeurs propres de plus forts modules de cette matrice pour déterminer les 
composantes principales de ce modèle optimal.  
Comme la nature et la dispersion des variables sont parfois très hétérogènes, une normalisation de celles-ci 
est alors nécessaire pour obtenir des cartes lisibles et sur lesquelles les variables ont toutes des rôles 
similaires. C’est le principe de l'Analyse en Composantes Principales Réduite A.C.P.R. Les variables sont 
alors réduites par normalisation (division par la norme de chaque vecteur colonne), ce qui a tendance à 
arrondir le nuage et donc à générer des valeurs propres de plus faibles modules. La matrice à diagonaliser est 
alors celle des corrélations (diagonale unitaire) et non plus la matrice de variance-covariance. 
L'Analyse Factorielle des Correspondances (A.F.C.) s’appuie sur la même logique que l’ACP à l’exception 
qu’elle s’applique à des données qualitatives. La technique de l'AFC est essentiellement utilisée pour de 
grands tableaux de données toutes comparables entre elles, si possible exprimées toutes dans la même unité. 
Elle sert à déterminer et à hiérarchiser toutes les dépendances entre les lignes et les colonnes du tableau. 
Chaque ligne correspond à un profil unitaire, il suffit donc de faire une analyse en composantes principales 
de ces profils.  
Comme les variables sont ici représentées sous forme d’individus complémentaires, une seule carte 
factorielle suffit pour rendre compte de façon globale des correspondances : 
• Entre les individus, 
• Entre les variables, 
• Entre les individus et les variables. 
Dans le cas des ACP, un observatoire graphique des caractéristiques de l’analyse nous permet de connaître la 
profondeur de l’exploration à entreprendre pour atteindre 80 à 90% de l’information.  
L’Analyse Factorielle des Correspondances Multiple (A.F.C.M.) est une autre technique, disponible via la 
plateforme, qui permet seulement d'étudier des variables multimodales qualitatives. On appelle AFCM des 
variables (X1,…,XP) relativement à l’échantillon considéré, l’AFC réalisée soit sur la matrice X soit sur la 
matrice. 
Une autre technique d’analyse disponible est la classification ascendante hiérarchique (C.A.H.).  
Elle considère initialement toutes les observations comme étant des clusters ne contenant qu'une seule 
observation (singleton), et leur distance est alors le plus souvent définie comme étant leur distance 
euclidienne. La première étape consiste donc à réunir dans un cluster deux observations les plus proches. 
Puis le principe de CAH continue, fusionnant à chaque étape les deux clusters les plus proches au sens de la 
distance choisie.  
Le processus s'arrête quand les deux clusters restant fusionnent dans l'unique cluster contenant toutes les 
observations. Les méthodes de réalisation de ces classifications sont relatées dans (Dobrowolski, 1964),  
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(Bouroche, 1989) (Bellot, 2004) entre autres. Cette analyse classique basée sur une matrice de distances est 
entièrement interactive, permettant, entre autres, le choix du niveau de coupure, l’obtention du détail d’une 
classe, l’exportation de la classification vers le tableur, les cartes factorielles, ou encore les cartes 
géostratégiques. 
La classification par partitions (C.P.P), autre technique disponible, ne propose pas de hiérarchie de classes 
imbriquées autorisant parfois plusieurs niveaux de coupure cohérents, mais définit simplement une partition 
composée d’un nombre maximum de classes défini à l’avance. Pour cela, nous devons préalablement choisir 
un ou plusieurs initiateurs de classes (éléments représentatifs de chaque classe). 
Plusieurs représentations de cartes factorielles sont possibles pour étudier les données (Chrisment et al., 
2004).  
• La 2D est une représentation traditionnelle, elle s’effectue par sélection des axes à représenter. 
• La 3D permet la visualisation simultanée de trois axes d’analyse, avec la possibilité d’effectuer une 
rotation d’axes et donc d’obtenir une information mieux représentée et plus précise. 
• La 4D, pour laquelle la rotation ou encore le changement d’axes à visualiser est possible (Dkaki et 
al., 1991), (BenAmmar et Dousset, 1999).  
Le module de réalisation de cartes géostratégiques permet la génération de visualisations géographiques à 
partir de matrices (Dousset et Karouach, 2002). Afin de relativiser les résultats, une pondération par le 
Produit national Brut (PNB), par la population, par la surface ou encore d’autres données externes est 
possible. Ce système offre à l’utilisateur la possibilité de définir des régions spécifiques d’analyse, sous une 
autre échelle. Ainsi, il est possible de visualiser les cinq continents ou encore les Amériques, … Enfin, le 
codage de l’information se traduit par le choix de couleur spécifiques. 
Enfin, l’Analyse Procustéenne (AP) est une méthode qui permet d’ajuster par rotation, translation et 
homothétie, un nuage de points sur une configuration cible de points. La plupart du temps, lorsque les 
données sont contenues dans un plan (deux variables), les résultats d’une telle analyse se résument, à une 
mesure numérique de l’adéquation entre les deux nuages et à une représentation graphique des deux nuages 
de points. Il est possible de déduire la trajectoire relative suivie par les différents points. Pour cela, les 
différents tableaux sont centrés de sorte à faire coïncider leurs centres de gravité et ils sont modifiés par 
rotation pour minimiser la distance entre les tableaux pris deux à deux. La distance entre les tableaux est 
définie pour une série de tableaux centrés Kh, h	∈ '1…(). 
1.3.8. Evaluation du modèle 
Il s’agit d’évaluer et valider les connaissances extraites afin de les déployer en vue d’une utilisation 
définitive. La qualité du modèle obtenu se mesure selon la rapidité de la création, de l’utilisation, de la 
facilité de compréhension par l'utilisateur, de la bonne qualité des performances, de la fiabilité du modèle. 
Les performances ne doivent pas se dégrader dans le temps et doit pouvoir évoluer.  
Il va de soit qu'aucun modèle n'aura toutes ces qualités. Il n'existe pas une meilleure méthode de fouille. Il 
faudra faire des compromis selon les besoins dégagés et les caractéristiques connues des outils.  
Pour une utilisation optimale, une combinaison de méthodes est recommandée, telles que (Agrawal, 1997), 
(Chrisment, 1997) :  
• la classification, la régression, la prédiction  
Il s'agit de trouver une classe ou une valeur selon un ensemble de descriptions. Ce sont des outils très 
utilisés. Les algorithmes reposent sur des arbres de décision, des réseaux de neurones, la règle de Bayes, les k 
plus proches voisins.  
Il s’agit de rechercher un ensemble de prédicats caractérisant une classe d’objet et qui peut être appliqué à 
des objets inconnus pour prévoir leur classe d’appartenance (Bahsoun et BeyLagoun, 2006), (Huyn et al., 
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• L’association, sequencing  
Il s'agit de trouver des similarités ou des associations. Le sequencing est le terme anglais utilisé pour préciser 
que l'association se fera dans le temps. Par exemple, si un étudiant effectue un master 2 Recherche, il y a de 
forte chances pour qu’il devienne thésard l’année suivante (sequencing) ou encore Si le doctorant souhaite 
effectuer une carrière d’enseignant chercheur et si le poste correspondant à son profil est disponible alors 
l’individu va certainement postuler (association).  
1.3.9. Validation 
Les méthodes de validation dépendent de la nature de la tâche et du problème considéré. Nous distinguons 
deux modes de validation : par un expert du domaine puis par méthodes statistiques. Il est essentiel que le 
modèle produit soit compréhensible.  
Pour les problèmes d'apprentissage non supervisé (segmentation, association), la validation est du ressort de 
l'expert. Pour la segmentation, le programme construit des groupes homogènes, un expert peut juger de la 
pertinence des groupes constitués. La encore, on peut combiner avec une validation statistique sur un 
problème précis utilisant cette segmentation. Pour la recherche des règles d'association, c'est l'expert du 
domaine qui jugera de la pertinence des règles. En effet, s'il fournit des règles porteuses d'information, 
l'algorithme produit également des règles triviales et sans intérêt. 
1.3.10. Discussion 
Les techniques d’analyse, précédemment présentées, permettent d’obtenir des renseignements très 
importants sur nos données. Les méthodes d’analyses se basent sur la notion de distance et non pas sur 
l’aspect relationnel des données. Les résultats peuvent alors être incomplets. Pour illustrer ce problème, nous 
ciblons le cas de l’AFC qui permet de visualiser et d’analyser les écarts des distributions conditionnelles à la 
distribution marginale, pour les lignes comme pour les colonnes. Deux points-profils d’une même variable 
suffisamment proches représenteront deux modalités ayant des distributions similaires suivant les modalités 
de l’autre variable. Cependant, ce type de visualisation ne permet pas d’étudier l’aspect relationnel des 
données.  




Figure 10. AFC basée sur des croisements d’entreprises. 
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En visualisant cette dernière, l’interprétation graphique des données nous mène à distinguer plusieurs 
regroupements d’entreprises.  
Si nous nous intéressons particulièrement aux entreprises « Nagano » et « Kimura », zoomés dans la Figure 
10, la proximité des données pourrait s’expliquer selon deux hypothèses : 
• Ces données peuvent avoir des distributions similaires et être liées. 
• Ces données se situent à cet emplacement indépendamment l’une de l’autre, suite à leur liaison avec 
les autres données telles que « Tagaki », « Kojima », « Abe_t », …  
 
 
Figure 11. Zoom de deux données de l’AFC sur les croisements d’entreprise. 
En observant la matrice de croisements à l’origine de ce graphe, nous constatons qu’en effet, ces données ne 
sont pas liées et que leur proximité est du à leur liaisons respectives avec les autres données. La Figure 12 est 





Figure 12. Extrait de la matrice de cooccurrences entre des entreprises. 
Nous pouvons observer que le croisement entre « Nagano » et « Kimura » est nul, reflétant l’absence de 
liaison entre ces deux modalités. La proximité révélée par l’AFC aurait donc pu nous mener à une erreur 
d’interprétation. Si nous prenons un autre exemple, basé sur « Nakane » et « Kojima », nous voyons que ces 
données sont très proches sur l’AFC. Si nous consultons la matrice de croisement, ces données sont 
effectivement croisées et leur liaison est importante. Les outils proposés jusque là se basent aussi sur une 
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notion de distance entre les données non jointes et non pas en terme de liaison. Il est alors difficile d’étudier 
les données relationnelles.  
Pour remédier à cela, une solution est de proposer un module complémentaire de visualisation, permettant de 
révéler les différentes liaisons, afin de cibler l’étude vers une analyse relationnelle. Un module de 
visualisation de graphe répond à cette attente (Karouach, 2003), (Gay et Dousset, 2006); les nœuds 
représentent les données et les arcs sont assimilés aux différentes liaisons. Il est alors possible d’étudier les 
différentes collaborations, alliances mais aussi la formation de groupes d’acteurs du domaine analysé. Notre 
contribution se base sur l’extension de ce module graphique et plus particulièrement sur la prise en compte 
de la dimension temporelle dans ce type de représentation. Nous développons ce procédé dans les chapitres 3 
et 4. 
1.4. Synthèse 
La maîtrise de l’information, d’un point de vue qualité et manipulation, permet de renforcer la décision et de 
susciter l’action. Le travail du veilleur se situe au niveau de la recherche d’information, du traitement des 
données mais aussi de l’analyse. Pour ce faire, le Data-Mining rassemble les techniques et les outils 
informatiques permettant d’acquérir des connaissances à partir de grands corpus textuels pour en extraire 
l’information utile. 
Ainsi les différentes étapes du processus d’extraction et d’analyse de la connaissance se basent sur  
• La collecte de l'information ; 
• Le pré-traitement de l'information : l'information structurée ou semi-structurée est décrite afin d'en 
extraire une représentation adaptée à son analyse ; les données sont croisées sous forme de matrices 
spécifiques au type de variables étudiées. Le tableau suivant synthétise les différents cas. 
Type de variable Uni-modale Multi-modale à modalités 
exclusives 
Multi-modales à modalités 
non exlusives 
Uni-modale - Contingence 
- Présence/ absence 
- Cooccurrences simples 
- Présence/ absence 
- Cooccurrences simples 
- Cooccurrences multiples 




- Cooccurrences simples 
- Présence/ absence 
- Cooccurrences simples 
- Présence/ absence 
- Cooccurrences simples 
- Cooccurrences multiples 




- Cooccurrences simples 
- Cooccurrences multiples 
- Présence/ absence 
 
- Cooccurrences simples 
- Cooccurrences multiples 
- Présence/ absence 
 
- Cooccurrences simples 
- Cooccurrences multiples 
- Présence/ absence 
- Pondération 
 
Tableau 10. Type de matrice(s) possible(s) et domaine d’application (en italique) selon le type des variables 
croisées. 
• L’exploration de l'information : de multiples techniques sont basées en particulier sur des méthodes 
d'analyse de données, ils peuvent coopérer pour aboutir aux résultats finaux ou au contraire être 
utilisés en parallèle pour conforter les résultats obtenus. 
• La visualisation : l'information cachée découverte dans les masses d'informations (corrélations, 
clusters,…) est visualisée sous forme graphique. Ces outils sont puissants pour analyser des données 
en terme de distance mais l’analyse relationnelle n’est pas privilégiée. En effet, l’interprétation des 
résultats passe souvent par une analyse de proximité entre les données représentées. 
La veille s’effectue extrayant les informations enfouies dans une masse de données complexes. Cette 
complexité doit être gérée en décomposant l’espace à étudier, et en l’organisant par niveaux de détails dans 
un espace fragmenté. Il est indispensable de pouvoir naviguer dans cet espace et d’obtenir des informations 
détaillées sur les données analysées. L’étude statique de l’information ne suffisant plus, la dimension 
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Figure 13. Typologie de l’information 
Dans le cadre de nos travaux, nous proposons de compléter ces techniques d’analyse de données, par 
extension d’un module complémentaire de visualisation de données relationnelles par le biais de graphes, 
que nous présenterons dans les chapitres 3 et 4. Les liens entre les données sont alors visibles et l’étude des 
relations (telles que les collaborations, les alliances, les formations d’équipes de recherche…) peut alors 
compléter l’analyse élaborée par les techniques présentées dans ce chapitre. L’ajout de ce module de graphes 
a pour objectif d’offrir des techniques d’analyse de données relationnelles s’appuyant sur des interfaces de 















































Chapitre 2.  
Visualisation de données : vers le temporel 
 
 
« Si familier, si intime, si essentiel que soit le temps à notre existence, il 
s’échappe comme du sable dès que nous essayons de le saisir par la pensée. 
Le passé n’est plus, l’avenir n’est pas encore, et le présent n’est qu’un 
passage fugitif entre ces deux néants. Le temps n’est pas « ce dans quoi » 
apparaissent les choses, mais plutôt la manière d’apparaître de toute réalité. 
(...). Le temps est la présence fuyante de l’âme aux choses. » (Farago, 2004) 
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Dans ce chapitre, nous allons aborder la visualisation de données, à savoir sa définition et ses enjeux. Nous 
présentons le domaine d’application, section 2.2, puis nous approfondissons en proposant un état de l’art sur 
les différents types d’outils de visualisation existant, section 2.3 et en particulier sur ceux permettant la 
représentation de données évolutives, section 2.4, ce qui est un élément essentiel de notre contribution. 
La représentation graphique permet de fournir au lecteur un maximum de renseignements synthétiques, qui 
ne sont que très rarement explicités dans les données brutes. Ce type de visualisation est un excellent vecteur 
d'analyse des données complexes, (Tufte, 1983,1990, 1997).  
Par ailleurs, le but de cette représentation est d’exploiter les caractéristiques du système visuel humain pour 
faciliter la manipulation et l’interprétation de données informatiques variées. Les travaux de (Tufte, 1983) et 
(Bertin, 1977) ont montré comment exploiter, de façon intuitive ou ad hoc, ces caractéristiques de perception 
globale. Les travaux en perception visuelle ont montré que l’être humain a une perception d’abord globale 
d’une scène, avant de porter son attention aux détails (Myers, 2000).  
La visualisation d’information cherche à exploiter ces mêmes caractéristiques de façon plus systématique en 
projetant les données dans un espace de représentation via un algorithme spécifique de conception de graphe.  
Par définition, la visualisation de données est caractérisée comme «l’utilisation informatisée de 
représentations visuelles interactives de données abstraites, de manière à amplifier la cognition. La 
visualisation de l’information est un champ de recherche en informatique qui se consacre à la création 
d’interfaces visuelles riches aidant l’utilisateur d’un système à comprendre et à naviguer au travers d’espaces 
informationnels complexes » (Polanco, 2002), (Fekete et Lecolinet, 2006).  
Par exemple, on peut se poser la question : Existe-t-il des regroupements caractéristiques dans ce réseau ? La 
visualisation graphique peut nous donner une vue sur l'organisation des données ou en faire apparaître les 
propriétés structurelles pour définir si un élément spécifique est important dans le réseau. Ces tâches 
d'investigation seraient très difficiles, voire impossibles, en basant seulement l'analyse sur le texte brut, en 
particulier pour les grands volumes de données.  
2.1.2. Présentation du domaine 
Le phénomène de la visualisation de l’information est une réaction récente due à la quantité de données à 
laquelle nous avons accès et qui progresse à un rythme qui ne cesse d’accélérer. La visualisation de 
l’information (ou l’infovis) concerne la création d’outils qui exploitent le système visuel humain pour aider 
les utilisateurs à explorer ou à expliquer ces données.  
De nombreux travaux ont tenté d’approcher certaines formalisations des représentations disponibles pour 
restituer les processus spatio-temporels (Langran 1993), (Gayte et al., 1997). L’analyse de l’évolution 
d’informations relationnelles est principalement basée sur la visualisation de graphes dynamiques. De 
nombreux chercheurs ont développé des systèmes de visualisation de réseaux, (Di Battista et al., 1999), en 
prenant en compte une cartographie des connectivités liées à Internet, les réseaux d’appels téléphoniques, les 
réseaux de citation ainsi que la visualisation progressive des domaines évolutifs de connaissances. 
Depuis une quinzaine d'années, sous l'impulsion de chercheurs comme Ben Shneiderman (Card et al., 1999), 
Robert Spence (Spence, 2000), Colin Ware (Ware, 2000) ou (Frank et al., 2001), la visualisation 
d'information est devenue un axe de recherche à part entière. Géographes et cartographes se sont également 
intéressés, plus récemment, à ces questions (Josselin et Fabrikant., 2003), (Paque, 2007). 
De nombreuses techniques de visualisation de données temporelles ont été proposées, à ce jour, dans 
diverses applications, tels que l’étude de données personnelles, telles que celles contenues dans un dossier 
médical (Plaisant et al., 1996), de données hydrométriques (Kramer et Jozsa, 1998), de données 
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De même, elles ont été mise en place à différentes fins tels que la recherche des tendances significatives 
(Havre et al., 2000), l'exploration des traces de programmes (Renieris et Reiss, 1999, la représentation des 
abstractions temporelles (Shahar et cheng, 2000) ou la visualisation des règles d'associations temporelles 
(Rainsford et Roddick, 2000). 
« L’interaction avec une représentation visuelle de données soigneusement conçue peut nous aider à former 
des modèles mentaux qui nous permettent d’exécuter des tâches spécifiques plus efficacement » (Munzer, 
2003). 
Pour nous, qui nous intéressons à l’évolution des thématiques de recherche, la visualisation de l'information, 
selon (Kapusova, 2004) et (Fekete et Lecolinet, 2005), combine des aspects de la visualisation scientifique, 
des Interfaces Homme-Machine, de la fouille de données, de l’imagerie et des graphiques (Fong et al., 2006), 
(Chittaro, 2006), (Compieta et al., 2007).  
2.1.3. Enjeux de la visualisation de données 
De nombreuses techniques de visualisation de l’information ont été proposées ces quinze dernières années 
comme en témoigne l’ouvrage récapitulatif de (Card et al., 1999), proposant d’identifier 6 principales causes 
d’amplification de la cognition par la visualisation : 
• la réduction des ressources cognitives mobilisées par l’utilisateur pour traiter et analyser les 
informations, l’interaction élevée avec l’utilisateur, perception menée en parallèle, facilité d’accès à 
une grande quantité d’information… ; 
• la simplification de la recherche d’information, en visualisant beaucoup de données dans un petit 
espace et en regroupant des données, par exemple, par critère ; 
• l’augmentation des possibilités de détection de structures, relations entre données, regroupements 
significatifs, positions stratégiques, centralité, …; 
• l’inférence à l’aide de la perception visuelle. Certains problèmes paraissent plus simple ou même 
évidents à l’aide d’une représentation visuelle, …; 
• la surveillance des événements, changements de structures, apparition ou mouvement dans les 
motifs, regroupements, …; 
• la manipulation des données par la navigation interactive. 
Ainsi, la visualisation doit permettre à l’utilisateur final de faire des découvertes, proposer des explications 
ou prendre des décisions (Poulet et Kuntz, 2006). Ces actions peuvent se faire aussi bien sur des motifs tels 
que les clusters, tendances, émergences, anomalies ou sur des ensembles d’éléments ou encore sur des 
éléments isolés. Les technologies de la visualisation permettent de communiquer efficacement des 
informations via des cartes cognitives et facilitent la découverte de connaissances grâce à une représentation 
graphique issue de l'analyse d'un corpus d'informations par des cartes sémantiques (Balmisse, 2005). 
2.1.4. Définitions 
La visualisation de données se base sur la notion de graphe, comme un objet mathématique défini par deux 
ensembles : les sommets et les arêtes. L'ensemble des sommets, noté V, correspond à l'ensemble des nœuds 
d'un réseau. Les arêtes, dont l'ensemble sera noté A, décrivent les relations entre les sommets du graphe. 
Ainsi deux sommets u et v de X seront reliés par une arête si la paire (u; v) appartient à l'ensemble A. 
Un graphe G = (X,A) est constitué d'un ensemble X (|X| = N) de sommets et d'un ensemble A d'arêtes. Une 
arête est une paire orientée ou non de sommets du graphe. 
Sauf si c’est explicitement spécifié, nous supposerons G non orienté, c'est-à-dire qu’il n’y a pas de 
distinction entre (u, v) et (v, u) pour u et v dans X. G est considéré comme simple, c'est-à-dire qu’il n’y a pas 
de boucle (v,v) dans A et il existe au plus un lien entre deux nœuds. D’autre part, nous traitons aussi, dans ce 
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Un graphe biparti est un graphe dont l'ensemble des nœuds peut être divisé en deux ensembles disjoints U et 
V tel que chaque arête a un sommet en U et un sommet en V. Un graphe biparti permet notamment de 
représenter une relation binaire entre un ensemble U et un ensemble V. Si chaque nœud de U est relié à 
chaque nœud de V, alors le graphe biparti est complet. 
Considérons les définitions suivantes : 
Le nombre de sommets est appelé ordre du graphe. Le nombre de nœuds de G est noté n = |X| et m = |A| est 
son nombre de liens. 
Lorsque + = -., /0 ∈ 1,	on dit que a est l’arête de G d’extrémités u et v, ou que a joint u et v, ou que a passe 
par u et v. Les sommets u et v sont dits adjacents dans G. Graphiquement, les sommets peuvent être 
représentés par des points et l’arête a = (u, v) par un trait reliant u à v. 
Le degré de u, noté d(u), est le nombre d’arêtes incidentes à u, c'est-à-dire contenant u. Lorsque d(u) = 0, on 
dit que le sommet u est isolé, lorsque u = 1, il est dit pendant. 
Etant donné un nœud v dans X, son voisinage est noté N(v), c'est-à-dire l’ensemble des nœuds liés à lui : N(v) 
= {u	∈ X, (v, u)	∈ A}. d(v) = |N(v)| correspond au degré de v, c'est-à-dire son nombre de voisins. 
Un graphe ne possédant pas de boucle, ni d’arêtes parallèles (deux arêtes distinctes joignant la même paire 
de sommets) est appelé graphe simple ou 1-graphe.  
Un p-graphe, appelé aussi graphe généralisé est un graphe pour lequel il n’existe jamais plus de p arêtes de 
la forme (u, u). 
Dans un graphe, un chemin entre deux nœuds est une suite de liens qui connecte ces deux sommets. La 
longueur du chemin correspond au nombre de liens de cette suite. La longueur d’un plus court chemin entre 
deux nœuds u et v est appelé distance entre u et v et sera notée d (u, v). Le diamètre du graphe est la distance 
maximale définie par (+,2	∈3  d (u,v). 
Si aucun des sommets composant la séquence n’apparait plus d’une fois, le chemin est dit élémentaire. Si 
aucune des arêtes composant la séquence n’apparait plus d’une fois, le chemin est dit chemin simple. 
Un graphe est connexe si l’on peut atteindre n’importe quel sommet à partir d’un sommet quelconque en 
parcourant différentes arêtes. De manière plus formelle, un graphe G est connexe s’il existe au moins une 
chaîne entre une paire quelconque de sommets de G. Les ensembles de nœuds connexes maximaux d’un 
graphe sont appelés ses composantes connexes. 
Un point d’articulation d’un graphe est un sommet dont la suppression augmente le nombre de composantes 
connexes. 
Un ensemble d’articulation A ⊂ X d’un graphe connexe G est un ensemble de sommets tels que le sous-
graphe G’ déduit de G par suppression des sommets de A, ne soit plus connexe. 
Un graphe est planaire lorsqu’il admet une représentation sur un plan telle que deux arêtes ne se rencontrent 
pas en dehors de leurs extrémités. 
Une distance est une application qui formalise l'idée intuitive de distance, c'est-à-dire la longueur qui sépare 
deux sommets d’un graphe. Nous considérons, dans tout ce qui suit, la distance euclidienne entre deux 





2.2. Domaines d'application 
2.2.1. Réseaux sociaux 
Les graphes sont utilisés couramment, entre autres, en sciences sociales pour modéliser des interactions entre 
individus. Un graphe fortement connexe, sans boucle et ayant plus d'un sommet, est appelé un réseau. 
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Un réseau social est constitué d'un ensemble d'individus et de relations qui les unissent. Les sommets 
représentent alors les entités ou individus, et les arêtes ou arcs une relation ou interaction entre eux. Par 
exemple la relation de connaître quelqu'un ou d'avoir collaboré avec cette personne. 
 Réseaux d'acteurs 
Le réseau des acteurs est un graphe dont les sommets sont des acteurs. Deux de ces derniers sont reliés s’ils 
ont joué ensemble dans un film (Barabasi et Albert, 1999), (Amaral et al., 2000).  
 Réseaux de citation 
Le graphe des citations est un graphe dont les sommets sont des publications scientifiques. Deux de ces 
dernières u et v sont liées par l’arc (u,v) si la publication u a cité en références la publication v.  
Dans (Redner, 1998), des études ont été réalisées sur un graphe de 783 339 sommets issu du catalogue de 
l’Institute for Scientific Information et un graphe de 24 296 sommets issus des publications de la revue 
Physical Review D. 
 Réseaux de co-auteurs 
Le graphe de co-auteurs est un graphe dont les sommets sont des auteurs scientifiques et deux auteurs sont 
reliés s’ils ont une publication commune (Newman et al., 1998), (Newman, 2001), (Barabasi et al., 2002). 
 Réseaux de contacts 
Le graphe de connaissance est un graphe dont les sommets sont des personnes. Deux de ces dernières sont 
liées si elles se connaissent. Cette méthode est basée sur une propriété des réseaux sociaux qui sont des petits 
mondes (notion introduite dans les années soixante par Milgram (Milgram, 1967). Cette propriété correspond 
au fait que pour aller d'une personne à une autre dans le réseau, il suffit en moyenne de six intermédiaires. 
Formellement, cette définition est traduite par une mesure sur les sommets du réseau. 
 Réseaux d'appels téléphoniques 
Le graphes des appels téléphoniques est un graphe orienté dont les sommets représentent des numéros de 
téléphones et un arc signale qu’un numéro a au moins une fois appelé un autre (Aiello et al., 2000). 
2.2.2. Réseaux sémantiques 
Un concept n'existe que par l'ensemble des relations dans lesquelles il intervient. Le graphe des relations 
entre les concepts constitue le réseau sémantique. On fait remonter l'idée des réseaux sémantiques à 
(Quillian, 1968) qui a proposé un système de représentation dans lequel les concepts acquerraient leur 
signification par les liens qui les unissaient à d'autres concepts.  
Le réseau sémantique est représenté sous la forme d’un graphe étiqueté et orienté. Un arc lie un nœud de 
départ à un nœud d’arrivée. Chaque nœud peut être relié par un ou plusieurs arcs. Les inférences possibles 
dépendent de la nature des liens.  
 Graphes conceptuels 
Le modèle des graphes conceptuels se base sur la représentation de connaissances du type réseaux 
sémantiques qui a donné lieu à un certain nombre de travaux depuis son introduction par Sowa (Sowa, 1984). 
L'une des particularités de ce modèle est de permettre de représenter des connaissances sous forme 
graphique.  
Un graphe conceptuel est un graphe biparti étiqueté, les deux classes de sommets étant étiquetées 
respectivement par des noms de « concepts » et des noms de « relations conceptuelles » entre ces concepts.  
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Une telle représentation graphique des connaissances permet à des utilisateurs de comprendre, créer ou 
modifier directement des objets de ce type, de façon beaucoup plus simple (en comparaison avec une 
représentation sous forme de formules logiques). Les graphes conceptuels ont été utilisés dans les systèmes 
d’information pour la représentation de requêtes et de documents dans (Guarino 1999).  
 Ontologies 
« An ontology defines the basic terms and relations comprising the vocabulary of a topic area, as well as the 
rules for combining terms and relations to define extensions to the vocabulary”, selon (Neches et al., 1991) . 
Suite à cette première élaboration, la définition communément admise d’une ontologie est énoncée par 
(Gruber, 1993) comme « la spécification explicite d’une conceptualisation". Cette définition a également été 
récemment précisée pour devenir : « Définir une ontologie pour la représentation des connaissances, c’est 
définir pour un domaine et un problème donnés, la signature fonctionnelle et relationnelle d’un langage 
formel de représentation et la sémantique associée » (Bachimont, 2000).  
Une ontologie est donc une structure de graphe qui regroupe un ensemble de concepts décrivant 
complètement un domaine. Ces concepts sont liés les uns aux autres par des relations taxonomiques 
(hiérarchisation des concepts) d'une part, et sémantiques d'autre part. 
Il existe plusieurs types d’ontologies et ses applications sont diverses : 
L’ontologie informatique permet de représenter précisément un corpus de connaissances sous une forme 
utilisable par une machine. Elle représente un ensemble structuré de concepts. Les concepts sont organisés 
dans un graphe dont les relations peuvent être des relations sémantiques et/ou des relations de composition 
ou encore d'héritage au sens objet. 
L’ontologie de l’information contribue à organiser et clarifier les idées des collaborateurs sur un projet en 
exposant le schéma global du système avec tous ses liens et ses raisonnements. Ce type d'ontologie est utilisé 
dans un projet dans le but de réduire les incompréhensions et les quiproquos. 
L’ontologie du domaine est utilisée pour représenter un domaine (les composants informatiques, 
l'immobilier, le droit, la génétique …) sous forme de base de connaissances. Elle présente les concepts-clés, 
les attributs, les instances relatifs au domaine.  
2.2.3. Autres réseaux 
 Réseaux de neurones 
Les réseaux de neurones sont représentés par un graphe dont les sommets correspondent aux cellules, 
interconnectées entre elles. Chaque point de connexion (appelé coefficient ou poids) entre deux cellules joue 
le rôle d’une synapse, c’est l’élément principal d’interaction entre les neurones (McCulloch et pitts, 1943), 
(Hopfielf, 1982), (Minsky et Papert, 1988), (Dreyfus et al., 2004).  
 Réseaux trophiques 
Les réseaux trophiques sont représentés par un graphe dans lequel un sommet est une espèce animale ou 
végétale.Deux espèces sont reliées si une des deux espèces est un prédateur de l’autre (Schindler et 
Scheuerell 2002).  
 Réseaux d'interactions entre protéines 
Le réseau d’interactions entre protéines est modélisé par un graphe dans lequel les sommets sont des 
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 Réseaux de distribution électrique 
Le réseaux de distribution électrique est un graphe dont les sommets sont des stations (générateurs, 
transformateurs) électriques et deux stations sont liées si une ligne de haute tension existe entre les deux 
stations (Watts et Strogatz, 1998), (Amaral et al., 2000). Plusieurs applications sont utilisées dans les réseaux 
d’interactions : routage efficace sur Internet, algorithmes de recherche d’information efficaces sur le Web, ...  
Une connaissance approfondie et exacte des réseaux d’interactions permet de concevoir des applications 
mieux adaptées et plus performantes. En effet, l’étude des réseaux d’interactions en tant que graphe a permis, 
sur le Web, de développer des algorithmes très efficaces tels que l’algorithme PageRank utilisé par de 
nombreux moteurs de recherche.  
 Réseaux informatiques 
Un réseau informatique caractérise un ensemble d’ordinateurs (représentés par des nœuds), reliés entre eux 
grâce à des lignes physiques (matérialisés par des liens entre les sommets) et échangeant des informations 
sous forme de données numériques.  
 Réseaux de transports 
Un réseau de transports est défini comme un ensemble d'infrastructures et de disposition permettant de 
transporter des personnes ou des biens entre plusieurs zones géographiques.  
Ils peuvent être de type :  
• aériens. Fréquemment matérialisé par une carte géographique, les nœuds du graphe sont assimilés 
aux différents aéroports et les liens correspondent aux voies aériennes en service. 
• routier. Matérialisés aussi par une carte géographique, les différentes villes sont représentées, dans 
un graphe de transport, par des sommets et les liens correspondent aux axes routiers, qui peuvent être 
de type différents (autoroute, route, sentier, voie ferrée…). 
• maritimes. Les graphes sont composés de nœuds représentant les ports et les liens entre ces derniers 
constituent les voies navigables. 
• ferroviaires /métro. Les différentes stations sont reliées par les voies fréquentées par le train/métro. 
2.3. Principes de la visualisation de graphes 
La visualisation des structures complexes est une composante essentielle des outils utilisés dans de 
nombreuses applications en sciences. Les graphes sont utilisés pour visualiser des informations modélisées 
sous forme d’objets connectés.  
Par conséquent, la représentation des données doit être facile à lire et à comprendre (DiBattista et al., 1999). 
2.3.1. Complexité de la visualisation 
La plupart des algorithmes de placement de graphes ont une complexité telle qu’ils ne sont pas adaptés à la 
représentation de très grands graphes. Il convient donc d’étudier les différents types de graphes, les 
problèmes rencontrés quand à leur représentation et leur complexité (Tamassia, 1997).  
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Une idée de la complexité des grandes classes d’algorithmes est illustrée dans le Tableau 11 : 
Classe de graphes Problème Complexité 
Graphes généraux Minimisation des intersections NP-difficiles 
Graphes généraux Détermination du sous-graphe planaire maximal NP-difficiles 
Graphes généraux Test de planarité O(n) 
Graphes orientés généraux Test de planarité O(n²) 
Graphes orientés généraux à 
source unique Test de planarité O(n) 
Graphes planaires Dessin en segment de droite à longueur constante NP-difficiles 
Graphes planaires Dessin en segment de droite avec une résolution angulaire maximale NP-difficiles 
Graphes planaires Dessin planaire en segment de droite sur une grille en une surface en O(n²) et une résolution angulaire en O(1/n²) O(n) 
Graphes planaires Dessin planaire en polylignes avec une surface en O(n²) et une 
résolution angulaire en O(1/d) O(n) 
Graphes planaires de degré 3 Dessin orthogonal minimisant le nombre de segment par arête avec une 
surface en O(n²) O(n
5logn) 
Graphes planaires de degré 4 Dessin orthogonal avec une surface en O(n²) et un nombre de segments par arête en O(n) O(n) 
Tableau 11. Problèmes et complexités temporelles des graphes (Tamassia, 1997). 
2.3.2. Sémiologie graphique 
La compréhension de la visualisation graphique repose sur des règles de construction de la symbolique, c’est 
la sémiologie (étude des signes et de leur signification), elle repose également sur une utilisation codifiée des 
écritures et sur des principes esthétiques généraux.  
Bertin est considéré comme l’initiateur en terme de cartographie d’information (Bertin, 1970). Il s’intéresse à 
la construction de visualisation par des symboles graphiques. La sémiologie graphique repose sur la 
signification des dessins, le choix des légendes, des symboles, des icônes,  une méthodologie pour faire 
passer un message visuel. 
D’après Bertin, le lecteur de la carte perçoit six variations sensibles attachées aux symboles de la carte. Il les 
appelle variables visuelles, « composantes du système d’expression », synthétisées dans le Tableau 12. 
 
Taille Valeur Grain Couleur Orientation Forme 
        
Tableau 12. Sémiologie graphique selon (Bertin, 1970). 
La variation de taille permet de traduire parfaitement les variations quantitatives. La taille n’est pas 
forcément assujettie à la dimension de l’objet qu’elle représente, mais selon l’objectif de la représentation, à 
l’importance que l’on désire attribuer au message. 
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La variation de valeur d'une couleur est une variation d'intensité lumineuse du plus sombre au plus clair, ou 
inversement ; elle traduit une relation d'ordre et des différences relations quantitatives. Cependant, notre 
capacité à reconnaître est bien plus limitée que notre aptitude à apprécier. La sensibilité différentielle de l’œil 
à l’énergie lumineuse n’est pas directement proportionnelle à l’intensité du flux. L’appréciation des dégradés 
est plus faible dans les couleurs claires que dans les foncées. Notre sensibilité chromatique différentielle 
n’est pas uniforme, non plus, tout au long du spectre. Il en résulte qu’en cartographie on estime qu’en 
fonction des couleurs le nombre de paliers (longueur de la variable) sera de : 6 du Blanc au Noir, 5 pour les 
Violets et Rouges, 4 pour les Bleus et Orangés, 3 pour les Verts, 2 ou 3 pour les Jaunes. 
Les grains constitutifs des trames combinent déjà plusieurs variables telles que les formes, la taille et 
traduisent une relation d'ordre et des différences relatives (relation quantitative). Cette sémiologie permet de 
positionner un signe par rapport aux deux axes du graphique; elle exprime les différences et gagne en 
efficacité en combinant les variables de grains et de valeur. 
Les couleurs traduisent des différences et peuvent les ordonner entre elles par le biais de dégradés; elles sont 
de plus chargées de significations culturelles et psychologiques. Bien que notre œil soit capable d’apprécier 
quelques milliers de nuances et que l’artiste puisse se permettre une infinité de coloris, la palette du 
cartographe sera réduite à ce que l’utilisateur est capable de différencier et surtout de mémoriser en fonction 
du contenu de la carte (Cosmin Porumbel et al, 2007), (Cosmin Porumbel et al, 2009). Une vingtaine de 
couleurs différentes semble être la limite de la variable. 
L’orientation permet de positionner un signe par rapport aux deux axes du graphique; elle exprime les 
différences et gagne en efficacité en combinant les variables de grains et de valeur. Dans une image 
complexe, l’œil ne peut discerner sans erreur que les quatre directions principales : les deux axes de la carte 
et deux obliques opposées. Il n’est pas raisonnable d’infliger au lecteur de multiples et subtiles différences 
d’orientation qu’il devra vérifier en légende. Quatre sera donc la longueur de cette variable. 
Les formes expriment relativement bien l'identité de l'objet à représenter et donc, par relation, les différences; 
qu'il s'agisse de pictogrammes ou de formes fondamentales (le carré, le cercle, etc.). Leur lisibilité est 
souvent plus grande que celle des dessins réalistes. La forme peut être figurative (pictogramme), évocatrice 
(idéogramme), ou purement symbolique. Sa configuration peut être géométrique ou quelconque. La création 
de formes n’a pour limite que l’imagination du créateur, on dit que cette variable a une longueur infinie. 
2.3.3. Problèmes d'ergonomie 
Quand la conception d'un graphe n'est soumis à aucune convention graphique, elle doit respecter des critères 
esthétiques, tels que : 
• minimiser le nombre d’intersections, 
• minimiser la surface occupée par le dessin, 
• minimiser la longueur totale des arcs, 
• minimiser la longueur maximale d’un arc, 
• minimiser la variance de la longueur des arcs, 
• minimiser le nombre total d’inflexions des arcs, 
• minimiser le nombre maximal d’inflexions par arc, 
• minimiser la variance du nombre d’inflexions des arcs, 
• maximiser l’angle minimal entre deux arcs issus du même sommet, 
• minimiser le rapport entre le segment le plus long et le segment le plus court, 
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Les travaux de (Tufte, 1983) reposent sur d’autres principes d’excellence graphique qui consistent à 
concevoir efficacement une présentation de données intéressantes, à communiquer des idées complexes de 
manière claire, précise et efficiente9, à donner au lecteur le plus grand nombre d’idées dans le plus court 
intervalle de temps possible et avec le moins d’encre possible dans le plus petit espace possible. 
Tufte propose aussi d’autres principes réunis sous le titre de principes d’intégrité graphique (Tufte, 2001). La 
représentation graphique de valeurs numériques est physiquement mesurable sur le graphique. 
L’étiquetage clair, détaillé et complet permet de réduire les déformations graphiques et les ambiguïtés. Les 
explications du graphique doivent se trouver en dehors du graphique. Les événements important doivent, en 
revanche, être signalés sur le graphique. 
Seules les variations dues aux données sont mises en évidence. 
Le nombre de dimensions utilisées pour représenter une donnée ne doit pas excéder le nombre de dimensions 
de cette même donnée. 
Ces principes, inspirés par de multiples observations, peuvent être intéressants en tant que ligne de conduite 
à tenir lors de la conception de représentations visuelles de données (Kuntz et al., 2006). 
2.3.4. Préconisations sur la planarité 
Les données à visualiser sont souvent hétérogènes, les graphes possèdent rarement de bonnes propriétés, en 
particulier pour la planarité. Pour cela, il est nécessaire de disposer d'algorithmes ouvert à une classe de 
graphe générale, sans propriétés particulières, tels que les algorithmes « Force-Directed-Placement »(FDP).  
Pour cela, on distingue deux caractéristiques : 
• le modèle basé sur une analogie physique (ressorts, particules, forces, ...); 
• l’algorithme simulant la dynamique du modèle permettant d'approcher une configuration «stable» du 
système physique.  
Certains de ces algorithmes ont été proposés pour réaliser de grandes visualisations graphiques (Hachul et 
Jünger, 2005). Les algorithmes de Placement Dirigés par des Forces sont aussi appelés « à ressort » ou 
encore « modèles physiques ».  
Les travaux portant sur ce domaine reposent sur une méthode de visualisation des graphes qui présente ces 
derniers comme des systèmes physiques (Tutte, 1963), puis (Eades 1984) où les sommets sont considérés 
comme des anneaux et les arêtes comme des ressorts reliant les anneaux 2 à 2. Le graphe est initialement 
positionné de manière aléatoire dans l’espace de tracé. Le système évolue librement de manière à aboutir à 
un équilibre, où la somme des forces exercées par les élastiques est minimale. Plus deux sommets sont 
fortement liés, plus ils s’attirent et inversement.  
De même, plus le lien entre les deux sommets est faible, voire inexistant, plus ils se repoussent. Ces 
algorithmes itératifs permettent le déplacement des sommets de manière à ce que leur proximité soit 
significative de forte liaison, dans le cas où deux sommets sont joints par une arête. Ainsi, le nombre 
d’entrecoupements d’arêtes est limité et le graphe devient alors plus clair à étudier. 
Dans la Figure 14, le principe des algorithmes FDP est illustré. La première figure à gauche représente un 
graphe non orienté dont la valeur des liens est affichée. Le second représente ce même graphe, mais pour 
lequel les liens ont été assimilés à des ressorts et les sommets à des anneaux. Dans la troisième figure, les 
ressorts sont contractés ou relâchés selon l’importance du lien. La dernière figure illustre l’apport de cet 
algorithme, permettant de visualiser le graphe sous sa forme la plus planaire et la plus significative 
Dans (Kamada et Kawai, 1989), il s’agit d’une évolution de l’algorithme d’Eades, intégrant les interactions 
entre sommets non voisins, par le biais des courts chemins reliant ces sommets. Cet algorithme est basé sur 
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 l’efficience est le rapport entre l’effort cognitif du lecteur et l’apport informationnel qu’il en tire. 







Figure 14. Principe de l’algorithme de ressorts. 
Kamada et Kawai considèrent le dessin d'un graphe comme un processus de réduction de l‘énergie totale 
d'un système de ressorts reliant des anneaux. En minimisant la somme de la compression et de la tension sur 
tous les ressorts, les anneaux devront être plus proches de leurs distances idéales les uns des autres. 
Les travaux de (Groves et al., 1990) permettent d’optimiser un graphe en prenant en compte un critère 
d’esthétisme paramétrable en fonction des objectifs à atteindre. 
Les travaux de(Fruchterman et Reingold, 1991) aboutissent à l’élaboration d’un algorithme de répulsion 
électrostatique entre tous les sommets. Une attraction est appliquée entre les nœuds liés. Cet algorithme est 
basé sur la notion de température de représentation, qui diminue lors du déplacement des nœuds. Le 
déplacement maximal possible d’un nœud est restreint par une valeur maximale. Cette valeur maximale est 
réduite après chaque itération pour profiter du fait que la qualité de la représentation d‘un graphe devient 
meilleure après chaque étape. Le déplacement maximal possible devient de plus en plus petit. Plusieurs types 
de forces peuvent être utilisés : la force électrique et la règle de Hooke.  
Les auteurs ont proposé aussi une variante de la méthode, "grid-variant", pour accélérer la vitesse 
d‘exécution de la méthode. Dans cette variante, les auteurs appliquent une grille qui divise l‘espace 
d‘affichage en plusieurs carrés.  
Chaque nœud est placé dans un carré et à chaque itération, les forces répulsives ne sont calculées qu’entre les 
nœuds résidant dans des carrés voisins. Le résultat ainsi obtenu est équivalent à celui qu'on obtient en 
appliquant les forces répulsives entre tous les nœuds. 
Dans (Davidson et Harel, 1996), il s’agit d’un algorithme de recuit simulé, l’objectif étant ici de minimiser le 
niveau d’énergie globale d’un système. 
Dans (Frick et al. 1991), chaque nœud du graphe cherche sa position d’énergie minimale en rapport avec ses 
voisins. Cette méthode présente l’avantage de favoriser certaines caractéristiques esthétiques d’un graphe 
(Eades et Lin 2000), et surtout de préserver la carte mentale de l’utilisateur (Eades et al., 1991). Ces 
algorithmes permettent de dessiner des graphes sans propriété particulière. 
L'algorithme (Harel et Koren, 2002) se base sur le problème du k-centre.  
Dans (Walshaw, 2003), les sommets sont regroupés formant des clusters. Ces derniers sont utilisés pour 
former un nouveau graphe. Ce procédé est répété jusqu'à ce que la taille du graphe tombe au-dessous d’un 
certain seuil. L’algorithme de placement des sommets est alors appliqué sur ce graphe grossier. Une fois les 
positions définies, un retour au graphe initial est établi. 
Dans (Koren et al., 2003) l’algorithme se base sur une fonction simplifiée calculant l’énergie du système, 
permettant ainsi un traitement mathématique plus robuste.  
Dans (Harrel et Koren, 2004), la méthode comporte deux phases: tout d'abord intégrer le graphique dans une 
très haute dimension et ensuite le projeter dans un plan 2D. 
Tous ces algorithmes diffèrent non seulement par leurs techniques d'optimisation, mais aussi dans leurs 
modèles implicites de l'espace de représentation. Plusieurs logiciels ont recours à ces algorithmes. Parmi les 
plus utilisés, on distingue Pajek (Batagelj et Mrvar, 1998), GraphVis (AT&T, 2003), NetDraw (Borgatti 
2002), et d'autres (Krackhardt et al., 1994); (Himsolt, 1995).  
Mis à part sa simplicité de mise en œuvre, l’approche FDP présente le grand avantage d’apporter une forte 
plasticité au graphe. Une déformation de la topologie du graphe en un point (ajout ou suppression d’un 
nœud, ajout ou suppression d’une relation, etc.) n’induit pas une reconstruction du dessin du graphe dans sa 
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“When the graphe is redrawn it is important to preserve the look (the user’s mental map) of the original 
drawing as much as possible, so the user does not need to spend a lot of time relearning the graph” 
(Bridgeman et Tamassia, 2000). 
Les méthodes de forces étant des méthodes itératives, il est nécessaire de considérer les critères d'arrêt de ces 
méthodes. Le critère d‘arrêt le plus simple est basé sur le nombre d‘itérations à réaliser. Ce nombre peut être 
simplement fixé de manière arbitraire. Dans la réalité, ce nombre reste difficile à choisir (une valeur 
commune pour tous les cas de graphes). Un autre critère repose sur des notions comme l‘énergie totale ou la 
température totale : l‘arrêt survient quand ces quantités deviennent nulles ou restent constantes. 
2.3.5. Préconisations sur les structures de visualisation 
Il existe un grand nombre de techniques de visualisation de l'information qui ont été développées pendant la 
dernière décennie pour permettre l'exploration de grands ensembles de données.  
Plusieurs typologies ont été proposées :  
Les travaux de Ben Shneiderman (Shneiderman, 1996) s'appuient sur la nature des données, 
unidimensionnelles, bidimensionnelles, tridimensionnelles, multidimensionnelles, temporelles, 
hiérarchiques, réseaux.  
La typologie présentée par Daniel Keim (Keim, 2002) s'appuie sur trois critères : les techniques de 
visualisation, le type de données et le type d'interaction. 
Enfin, celle de Keith Andrews (Andrews, 2002) qui s'appuie également sur les types de données.  
Pour des raisons d'ordre didactique, les outils de visualisation sont répertoriés selon la catégorisation de 
Keith Andrews qui prend en compte les données de type vectoriel que Ben Shneiderman ne mentionne pas 
dans sa typologie. 
Keim propose une classification (Keim, 2002), illustré dans la Figure 15, selon trois critères : les données à 
visualiser, la technique de visualisation, la technique d’interaction et de déformation. 
 
Figure 15. Classification de (Keim, 2002). 
Les données unidimensionnelles ont habituellement une dimension dense, comme par exemple, les données 
temporelles de ThemeRiver (Nowell et al., 2001). 
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Les données bidimensionnelles ont deux dimensions distinctes, les axes X et Y permettent de montrer des 
données bidimensionnelles, comme par exemple les données géographiques où les deux dimensions sont 
longitude et latitude. Polaris (Tang et al., 2001), MGV (Abello et al., 2001). 
Beaucoup d’ensembles de données se composent de plus de trois attributs et donc, ils ne permettent pas une 
visualisation simple à deux ou trois dimensions. Ces données sont qualifiées comme multidimensionnelles 
(ou multivariables). Elles peuvent être par exemple des tables des bases de données relationnelles qui ont 
souvent des dizaines et même jusqu’à des centaines de colonnes (ou attributs). Polaris (Tang et al., 2001), 
Scalable Framework (Lopez et al., 2001). 
Tous les types de données ne peuvent être décrits en termes de dimensionnalité. A l’âge du web, un type 
important de données est le texte et l’hypertexte ainsi que les contenus des pages web multimédia. Dans la 
plupart des cas, une transformation de données en des vecteurs descriptifs est d’abord nécessaire avant que 
des techniques de visualisation puissent être utilisées, comme par exemple les articles de nouvelles, les 
documents web.  
Les enregistrements ont souvent un certain lien avec d'autres informations. Des graphiques sont largement 
répandus pour représenter de telles interdépendances, telles que les hierarchies. Un graphique se compose de 
l’ensemble d’objets, appelé des nœuds, et les connexions entre ces objets, appelés les bords, comme par 
exemple les corrélations des e-mails entre des personnes, leur comportement d’achats, la structure des 
fichiers du disque dur, les hyperliens du web.  
Pour les algorithmes et logiciels, le but de la visualisation est de soutenir le développement de logiciel en 
aidant à comprendre des algorithmes, par exemple en montrant le flux de l'information dans un programme, 
pour améliorer la compréhension du code écrit en représentant la structure des milliers de lignes du code 
source comme des graphiques, et pour soutenir le programmeur en corrigeant le code, c’est à dire en 
visualisant des erreurs. 
La technique de visualisation utilisée peut être classifiée dans des affichages:  
• standards en 2D/3D (standard 2D/3D display), comme par exemple les diagrammes à barres, x-y 
plot, graphiques linéaires… 
• géométriquement transformés (Geometrically transformed Displays). Ces techniques visent à trouver 
des transformations « intéressantes » des ensembles de données multidimensionnels. Les techniques 
rencontrées peuvent être de type Scatterplots (nuage de points), Landscapes, Projection Pursuit, 
Prosection Views, Hyperslice, Parallel Coordinates… 
• basés sur des icônes (Icon-based Displays). L'idée est de tracer les valeurs d'attribut d'une donnée 
multidimensionnelle sous forme d'une icône. Comme exemple, nous pouvons citer Chernoff faces, 
Stick figures, Shape-Coding, Color-icons, TileBars, … 
• denses en pixel (dense pixel displays). L’idée de base de cette technique est de tracer chaque valeur 
d’une dimension en un pixel coloré et de grouper les pixels appartenant à chaque dimension en des 
zones adjacents. Puisqu'en général cette technique emploie un pixel par valeur de donnée, elle 
permet de visualiser la plus grande quantité de données possibles sur le même dispositif.  
• empilés (stacked displays). Ces techniques sont conçues pour présenter des données divisées d’une 
manière hiérarchique. 
2.4. Prise en compte de la dimension temporelle 
2.4.1. Données temporelles 
Une donnée temporelle est caractérisée comme une association entre une dimension valeurs temporelles et 
une dimension valeurs structurelles (Singh et al., 2006), (Gao et revesz, 2006). Cette dernière correspond aux 
valeurs de la donnée. La dimension temporelle correspond aux valeurs temporelles celles de la donnée 
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La suite d’observations (yt,t∈ЄT) d’une variable y à différentes dates test appelée série temporelle. 
Habituellement, T est dénombrable, de sorte que t=1,…T. La dimension temporelle est ici importante car il 
s’agit de l’analyse d’une chronique historique : des variations d’une même variable au cours du temps, afin 
de pouvoir comprendre la dynamique. La périodicité de la série n’importe en revanche pas : il peut s’agir de 
mesures quotidiennes, mensuelles, trimestrielles, annuelles… voire même sans périodicité. La fonction 
première pour laquelle il est intéressant d’observer l’historique d’une variable vise à en découvrir certaines 
régularités afin de pouvoir établir une prévision. Il s’agit ici de supposer que les mêmes causes produisent les 
mêmes effets. Avec une analyse fine, il est même possible d’établir des prévisions “robustes” vis-à-vis de 
ruptures brusques et de changements non anticipables. Ainsi, une série temporelle n’existe que dans la 
mesure où le caratère mesuré est invariant dans le temps. 
Deux types d’unités temporelles sont généralement considérés dans les représentations symboliques: l’unité 
temporelle qui dure, appelée intervalle et celle qui ne dure pas, l’instant.  
L’instant est l’entité temporelle sans durée ou ponctuelle, par analogie avec un point sur une droite. Un 
instant peut être représenté numériquement par une date. Représenter les instants de manière symbolique 
consiste à les identifier et à les mettre en relation. 
L’intervalle est l’entité temporelle qui dure. Par analogie à la droite, il peut être assimilé à un segment. C’est 
ainsi que l’intervalle sera représenté de manière numérique, soit par une date de début et une date de fin, soit 
par une date de début et une durée.  
A une unité temporelle ti, la donnée temporelle a une valeur yi. L’ensemble des données temporelles sont 
donc issues d’une fonction du temps, sous la forme : 
D = {(t1,y1),(t2,y2),…,(tn,yn)} avec yi=f(ti) 
Différentes caractéristiques peuvent être extraites de ces données temporelles. La modélisation markovienne 
suppose qu’un évènement X survenu à l’instant t peut être prédit en fonction des k évènements précédents 
{Xt-1, Xt-2, …, Xt-k}, encore appelés retards. Un individu peut alors être représenté comme étant composé de k 
variables exogènes, les retards et d’une variable endogène, l’évènement à l’instant t, caractérisant alors le 
système comme autorégressif. Cette notion est importante dans un contexte d’analyse de données 
relationnelles évolutives et principalement dans la détection des signaux faibles. 
2.4.2. Espace temps 
Le temps n’ayant qu’une dimension, sa représentation est assez pauvre par rapport à celle de l’espace. Il est 
défini selon des caractéristiques spécifiques telles que le passé, le présent, le futur, selon une relation d’ordre 
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En se basant sur les travaux de (Daassi, 2003), nous retenons trois principales représentations du temps, sous 
forme linéaire ouverte (time line), mettant l’accent sur les évènements passés, présents et futurs, sous forme 
non uniforme, mettant en avant une relation d’ordre des évènements ou encore sous forme d’une ligne 
fermée circulaire, c'est-à-dire cyclique, en raison de l’aspect répétitif de certains évènements tel que, par 
exemple, une journée où les heures seront graduellement les mêmes et qui constitue une certaine continuité, 
comme le montre la Figure 16. 
 Visualisation linéaire 
La visualisation linéaire est la méthode la plus répandue pour représenter le temps, dominant notre 
conception de la durée.  
Ce type de représentation utilise un axe horizontal dont la partie gauche correspond généralement au passé, 
le centre donne une vision du présent et la partie droite est assimilée au futur. La timeline, encore appelée la 
ligne de temps ou la chronologie est l’outil qui permet de représenter des données en les situant sur ce qui 
pourrait être qualifié comme la version numérique de la frise chronologique. 
Les timelines sont le plus souvent utilisées quand on doit placer des événements parallèles par rapport à un 
axe temporel absolu. Elles sont utilisées dans des domaines comme le traitement du son, le montage vidéo, la 
gestion de projets, ... Dans la plupart des systèmes, l'auteur peut placer directement les icônes sur l'axe 
temporel. De plus la granularité du timeline peut être adaptée aux besoins.  
Parmi les outils permettant l’analyse de données évolutives, nous pouvons citer timeline (Morris et al., 
2003), qui permet la construction, l'exploration, et l'interprétation des lignes de temps afin d'identifier et de 
visualiser les citations d’articles de recherches sur des thématiques précises sur plusieurs périodes. Le graphe 
se base sur un repère dont les abscisses représentent le temps et les ordonnées sont les domaines de 
recherche, classées selon leurs similarités, comme le montre la figure 17. Ainsi chaque sommet du graphe, 
dont la taille est relative à la valeur de sa métrique correspond au nombre de citations, à une date et à une 
activité de recherche particulière.  
Dans l’exemple de la Figure 17, les papiers sont représentés par des cercles dont la taille est proportionnelle 
au nombre total de fois où ils ont été cités. Les cercles remplis sont des papiers qui ont été cités huit fois ou 




















TimeLine sur des articles de recherche (Morris et al., 2003).  
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Le système Starfield (Jog et Schneiderman, 1995), (Cailleteau et Plaisant, 1999) de la figure 17, développé 
pour visualiser des informations relatives à des films telles que la date d’apparition, popularité, liste d’acteurs 
et actrices, etc., utilise une ligne de temps. Le graphe de cette figure est réalisé à partir d’une base de données 
constituée de deux mille films. Starfield se base sur la représentation d’un film par un rectangle coloré selon 
la catégorie du film telle que drame, comédie, …, situé par rapport à l’axe des ordonnées selon sa popularité 
et à l’axe des abscisses représentant le temps en années. 
 
Figure 18. Starfiel, système dédié à la visualisation d’une base de données de films. 
Une approche pour concevoir des techniques animées par images (frame-based animation) (Hansen, 2001) 
consiste à créer des images individuelles et à les afficher rapidement dans un ordre chronologique, ce qui 
crée une illusion de mouvement ou de changement. Une taxonomie détaillée des techniques d’animation est 
présentée dans (Thalmann et Thalmann, 1994). 
L’outil ThemeRiver (Havre et al., 1999) de la Figure 19 utilise la métaphore d’une rivière pour représenter 
une animation des valeurs temporelles : le temps passe comme le flux d’une rivière.  
 
Figure 19. ThemeRiver (Havre et al., 1999), (Havre et al., 2000). 
L’animation dans la technique ThemeRiver est ainsi horizontale alors qu’elle est en profondeur pour le 
système TimeMap Viewer. Ce dernier (Johnson et Wilson, 2002), présenté Figure 20, est développé en 
Borland Delphi. Cet outil repose sur un système d’informations géographiques (SIG) pour la cartographie de 
données spatio-temporelles en deux dimensions. TimeMap Viewer est principalement utilisé pour des 
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applications archéologiques. Le temps est représenté en abscisse et peut être zoomé pour obtenir une 
précision en jours, en mois, en années ou encore la période totale des données affichées.  
Chaque image correspond à une période spécifique et l’animation est utilisée pour observer les changements 
au cours du temps. Il est alors possible de revenir sur une image correspondant à une période antérieure (i-1) 
ou inversement de revenir sur une vision actuelle à l’instant i. 
 
Figure 20. System TimeMapViewer (Johnson et Wilson, 2002). 
Nous pouvons aussi citer le système OITL (Bui et al., 2001), qui représente le temps par une dimension dans 
un espace final en deux dimensions sous la forme d’un navigateur référencé par l’étiquette ligne temps. Le 
système OITL, présenté en Figure 21, permet de visualiser l’historique médical d’un patient : les images 
radio, les différents rapports médicaux, etc.  
 
Figure 21. Système OITL utilisant le principe du timeline (Bui et al., 2001). 
L'avantage majeur de cette approche est la facilité avec laquelle on visualise les événements qui se déroulent 
en parallèle. De plus, la représentation est très intuitive ce qui lui permet d'être facilement compréhensible 
par le lecteur. 
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De même, nous pouvons citer l’outil LifeStreams pour des documents (Freeman, 1997) ou LifeLines pour 
des données médicales personnelles (Plaisant et al. 1998).  
 
Figure 22. LifeLines (Plaisant et al. 1998). 
 
La technique illustrée dans la Figure 23, développée par (Kullberg, 1995), représente le temps par une 
dimension dans un espace final en trois dimensions. Cette technique attribue un des axes au temps, et un 
autre aux photographies correspondantes.  
 
Figure 23. Timelines dynamiques pour la visualisation d’historique de photographies (Kullberg, 1995). 
Dans la Figure 24, l’espace temps est défini par deux dimensions, l’une pour représenter les heures et l’autre 
pour représenter les jours, dans un espace final en trois dimensions. La représentation du temps par deux 
dimensions se base sur un tableau à deux entrées, contenant pour chaque croisement de l’heure et du jour, 
une mesure quantitative. L’ensemble de ces dernières sont traduites en objets graphiques tels que leurs 
hauteurs et leurs colorations sont proportionnelles aux valeurs structurelles correspondantes. 




Figure 24. Deux axes pour représenter le temps (Wijk et Selow, 1999). 
De nombreux outils, développé par des entreprises à des fins commerciales et non dans un but de recherche, 
sont disponibles sur internet. Ils se basent généralement sur le même principe de représentation des données 
temporelles. Ces dernières sont représentées sous forme d’une icône, et sont positionnées selon un axe 
horizontal. Parmi ces outils, nous pouvons citer l’outil AllOfMe10, qui permet de créer une ligne de temps 
personnelle à partir de ses propres photos, vidéos, documents. Chaque icône symbolise un évènement 
spécifique, positionné selon l’axe horizontal du temps. Il est possible de changer la granularité du temps ; un 
zoom sur les semaines, les mois, les années est possible. De plus, comme le montre la Figure 25, la ligne 
horizontale représente le temps est comparable avec des évènements extérieurs, recensés dans une base de 
données.  
 
Figure 25. Timeline conçue à partir de l’outil AllOfMe.  
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Par exemple, une étude effectuée sur l’évolution d’une entreprise commerciale peut être à l’origine d’une 
timeline. Cette dernière pourra être mise en parallèle d’une autre, par exemple, la timeline portant sur la 
conjoncture sociale et les évènements historiques.  
Nous pouvons citer aussi l’outil BeeDocs’Timeline11 qui est spécifique aux utilisateurs de Macintosh, cet 
outil associe un texte descriptif à chacune des images situées par rapport à l’axe horizontal du temps.  
L’avantage est qu’initialement, chaque donnée temporelle est visualisée sous la forme d’une icône avec un 
petit libellé, comme le montre la Figure 26. Un zoom est possible en cliquant sur une icône pour obtenir un 
descriptif plus complet de la donnée visualisée. 
 
Figure 26. Timeline obtenue à partir de Bee Doc’s TimeLine. 
Dans l’outil Dandelife12, illustré en Figure 27, développé en entreprise, chaque évènement est représenté par 
un lien. 
 
Figure 27. Dandelife : un réseau social basé sur la biographie. 
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L’apport de cet outil, comparé aux autres est la possibilité de cliquer sur un lien, pour revenir sur un contenu 
textuel relatif à l’évènement. Cette timeline permet de se déplacer en circulant dans le passé, en visualisant le 
présent ou en ciblant le futur.  
Dans le même principe, l’outil Mnemograph13 présenté en Figure 28, permet de concevoir une timeline 
classique. Pour chaque évènement, un double click sur l’intitulé et une fiche de renseignements 
complémentaires apparait pour donner davantage d’information. En parallèle, une seconde fenêtre, placée en 
dessous du time line, permet d’afficher des informations complémentaires, de type images, vidéos… situé 
par rapport à l’axe horizontal du temps. Ainsi, pour une date donnée, il est possible d’obtenir une 
information textuelle mais aussi plus visuelle. Cet outil offre aussi la possibilité de changer la granularité 
temporelle et de modifier l’échelle en semaines, mois ou années. 
 
Figure 28. Timeline obtenue avec l’outil Mnemograph. 
Sur le même principe, nous pouvons citer d’autres tels que Dipity14, Simile15, TimeLineCreator16, 
TimeLineIndex17, CircaVie18, Timetoast19, Viygo20, Xtimeline21, sachant que cette liste est non exhaustive. 
Nous ne présentons pas en détail ces outils car ils reposent sur les mêmes principes énoncés précédemment et 
n’apportent pas un avantage primordial et spécifique, par rapport à ceux présentés. Ils se basent sur la 
représentation du temps sous forme de timeline et sur le placement d’icônes ou de libellés pour caractériser 
des évènements à des dates précises. 
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 Forme non uniforme du temps 
L'espace d’une représentation graphique étant par nature restreint et le nombre d'informations à visualiser 
toujours plus important, il est très difficile d'afficher toutes les informations avec un maximum de détails. 
Les opérations de contrôle de point de vue (comme les changements de zoom) permettent de résoudre en 
partie ce problème. Cependant, lors de changements de point de vue, l'utilisateur est vite déstabilisé. Cette 
problématique est à l'origine des techniques de visualisations non uniformes.  
Les différentes formes non uniformes du temps ont pour objectif de remédier au problème du manque 
d'espace par rapport à la quantité d'information à cartographier. Dans un contexte temporel, le principe de 
cette technique est d'afficher les données temporelles du graphe avec un niveau de détails variable en 
fonction de l'intérêt que leur porte l’utilisateur.  
Dans les zones de focalisation, les structures visuelles sont représentées de manière optimale et pour le reste 
de la carte, elles sont visualisées sous forme « dégradée », plus « abstraite », mais néanmoins riche en 
information (Leung & Apperley, 1994); (Sarkar & Brown, 1992). Le résultat de ce type de visualisation est 
une vue dite non uniforme, obtenue en appliquant une fonction nommée « fonction de transformation » 
(Leung & Apperley, 1994).  
L'illustration de la figure 29 présente l'application d'une fonction de transformation à une structure visuelle 






















Figure 29. Vues non uniformes : la fonction de transformation permet de déformer les structures visuelles 
(Leung et Apperley, 1994). 
 
La dérivée de la fonction de changement nommée « fonction de magnification » fournit le profil de la 
transformation, amplification ou réduction, et plus particulièrement, un facteur de magnification 
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Figure 30. Vues non uniformes : la fonction et le facteur de magnification (Leung et Apperley, 1994). 
 
Les murs fuyants constituent une évolution de l'affichage bifocal ; nous pouvons citer l’outil Perspective 
Wall (Mackinlay et al., 1991), présenté dans la Figure 31, dont le principe réside dans le fait que les données 
sont présentées chronologiquement sur plusieurs panneaux (trois en général). La partie centrale de la carte 
n'est pas transformée alors que sur les côtés, elle l’est pour donner une impression de perspective. Les deux 
panneaux latéraux ont une fonction de magnification « réductrice » proportionnelle à la distance au premier 
plan de la carte.  
Dans la Figure 31, ce qui est en avant correspond à une période donnée où notre attention se focalise (en 
général le présent), la partie gauche à ce qui est antérieur, le passé, à cette période et la partie droite à ce qui 
est postérieur, le futur. Cette technique conçue pour gérer de grand espace de données, utilise une 
déformation de l’espace en un mur à trois faces : 
• une face avant pour visualiser les données d’une manière non déformée et détaillée, représentant un 
écoulement du temps normal et régulier ; 
• deux faces en perspectives pour visualiser une grande quantité de données d’une manière déformée 
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Figure 31. Mur en perspective (Mackinlay et al., 1991). 
Dans le système Document Lens (Robertson et Mackinlay, 1993), illustré en Figure 32, les documents sont 
affichés sous la forme de petites images représentant des documents et sont disposés sur une grille dans 
l’ordre de la lecture. Ainsi dans la vue d’ensemble les différents documents ne sont pas lisibles mais leur 
aspect visuel miniature constitue un indice qui peut permettre de se déplacer directement vers le document 
recherché. Lorsque l’utilisateur pointe vers l’un des documents de la grille, une déformation de la grille 
permet de rendre ledit document lisible, tout en gardant le contexte des autres documents. Avec cette 
technique, le parcours de la liste de documents peut être plus rapide, car l’affichage du contexte aide à 
l’orientation et aux déplacements directs. La proportion du visible par rapport à l’invisible est également 
améliorée car un grand nombre d’informations peut être visualisé simultanément. Par contre, la surface 
nécessaire à l’affichage de ces présentations reste particulièrement importante. 
 
 
Figure 32. Mur fuyant (Robertson et Mackinlay, 1993). 
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 Temps cyclique 
Le temps cyclique se base sur le constat du temps engendrant la répétition de certains événements. La 
science nous montre que la nature fonctionne dans des cycles : cycles de la reproduction, cycles biologiques, 
cycles des climats etc. Un cycle suppose une évolution circulaire et non pas linéaire.  
Le principe général d’une représentation en cycle ou en spirale est de représenter un axe d’une façon 
continue, qui commence à partir d’un point d’origine, autour duquel il tourne en spirale et progresse. Cet axe 
peut être vu comme une succession de formes circulaires. Les données sont par la suite représentées sur ces 
partitions circulaires.  
Basé sur cette vision, des outils offrent une visualisation cyclique du temps. Le système illustré en Figure 33 
(Mackinlay et al., 1994) utilise une spirale pour la visualisation d’un calendrier, en représentant chaque 
donnée du calendrier sous forme d’icônes, situées sur la spirale.  
 
Figure 33. Recours à une spirale pour visualiser un calendrier (Mackinlay, 1994). 
Cette technique permet de visualiser des données temporelles sous la forme d’un calendrier. Plusieurs vues 
des données temporelles sont disponibles, toutes connectées entre-elles selon une forme de spirale. 
Dans (Tominski et al., 2003), la visualisation est basée sur des tranches en 3D, représentant des données de 
séries temporelles multi variées. Ces axes sont liés par un axe central, symbolisant le temps.  
 
 
Figure 34. Visualisation 3D représentant huit periodes différentes, basées sur un axe temps central 
(Tominski et al., 2003).  
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Les travaux de (Hewagamage et. al., 1998) se basent sur la 2D et la 3D pour visualiser les spirales  
spatiotemporelles basées sur la notion d’événements. 
La notion de spirale est décrite selon des coordonnées polaires, sous la forme	 = 56, où f est une fonction 
monotone. Dans les travaux de (Weber, 2001), une spirale est décrite par : 
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 = <= ! 
= 
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La représentation du temps peut aussi s’effectuer sous forme de spirale (Weber, 2001) : la visualisation 
concerne l’intensité solaire. La représentation en spirale, visible en Figure 35a, fait apparaître des cycles et 
facilite l’observation des événements. Par exemple, il est plus facile de voir les périodes de nuages dans la 
représentation en spirale de la Figure 35b que dans la représentation linéaire de la Figure 35a. Les périodes 
de nuages correspondent aux zones de couleur foncée au niveau des arcs de la spirale représentant les jours, 
distinguée par l’étiquette « Jour » dans la Figure 35b. 
 
a. Représentation linéaire    b. Représentation spirale 
Figure 35. Visualisation de l’intensité solaire dans le temps (Weber, 2001). 
La Figure 36 présente une visualisation des traces d’un programme dans le temps d’une spirale (Renieris et 
Reiss, 1999). Cet outil permet de visualiser et d’explorer l'exécution de la trace d'un programme pour aider 
les agents de maintenance dans la compréhension des programmes. Les données sont collectées et 
représentées sous la forme d’une trace, attachée sous forme linéaire et sous forme d'une spirale. La spirale 
fournit une image plus dense que des méthodes linéaires. 
Chapitre 2. Visualisation de données : vers le temporel 75 
 
 
Figure 36. Représentation d’une spirale (Renieris et Reiss, 1999). 
La technique SpiraClock (Dragicevic et al., 2002) de la Figure 37 est un exemple de cet ensemble de 
techniques où la représentation de la dimension temporelle définit la structure de l’espace perceptible par 
l’utilisateur. Cette technique utilise la métaphore d’une montre pour représenter le temps sous la forme en 
spirale. Elle visualise des distances temporelles à des événements au fur et à mesure que ces derniers 
s’approchent. Dans la Figure 37, l’horloge indique 12:11. Les différents évènements sont représentés par des 
couleurs différentes. L’événement en bleu commence à 12:15 et se termine à 12:22. L’évènement représenté 
en rouge commence à 12:55 et se termine à 13:40: chaque révolution de la spirale est une heure. 
 
Figure 37. Technique SpiraClock (Dragicevic et al., 2002). 
 
Une autre approche, proposée dans la littérature est la « technique des cercles concentriques» (TCC) (Daassi 
et al., 2000). Elle consiste en un ensemble de cercles de même centre. Chaque cercle correspond à une année 
dans la Figure 38 et chaque rayon représenté sur les cercles correspond à un mois dans l’exemple de la 
Figure 38. Les valeurs relatives à cette période sont représentées par des rectangles positionnés sur les 
cercles. La TCC a été conçue pour manipuler une ou deux données temporelles dont les valeurs structurelles 
sont quantitatives. Une couleur et une position sont attribuées aux rectangles correspondants aux valeurs. 
Une ligne temps, qui correspond aux périodes visualisées dans l’espace de référence permet de naviguer 
selon le temps. 
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Figure 38. Technique des cercles concentriques (CCT) (Daassi et al., 2000). 
La représentation en spirale (Carlis et Konston, 1998) de la Figure 38 met en avant le fait que les données 
sont périodiques. Les valeurs de l’unité grossière sont tout d’abord représentées sous la forme d’une spirale 
puis les valeurs de l’unité fine sont représentées par des rayons au-dessus de la spirale.  
Chaque partition circulaire de la spirale correspond à une année, unité grossière, et chaque rayon correspond 
à un mois de l’année, unité fine. Les valeurs des données observées à l’unité d’observation mois sont ensuite 
représentées par des éléments graphiques et sont placées directement à l’intersection de l’axe temps (la 
spirale) et du rayon correspondant. Nous soulignons l’existence d’une indépendance visuelle entre la ligne 
temps et les objets graphiques comme le disque  dans la Figure 39, traduisant les valeurs structurelles. En 
effet, le processus de visualisation de la dimension structurelle peut être remplacé par un autre processus tout 
en conservant celui de la dimension temporelle. Ainsi, d’autres transformations visuelles peuvent être 
utilisées pour traduire les valeurs des données en signes graphiques.  
 
Figure 39. Spiral indentée, utilisant l’axe temps comme support pour représenter les données temporelles 
(Carlis et Konston, 1998). 
Un autre outil, nommé Spiral Graph (weber et al., 2001) permet de visualiser, de comparer et d'analyser des 
données cycliques, comme le montre la Figure 40. L'axe du temps Y est représenté par une spirale. Les 
données de départ sont placées au centre de la spirale tandis que les données de fin d'observation sont placées 
sur la partie externe. La période est donnée par un tour complet de la spirale. La valeur d'observation peut 
être donnée par une modification de la couleur ou de l'épaisseur du trait. En général, cette méthode s'applique 
pour une seule variable par axe de temps. Dans la Figure 40, nous étudions la présence des employés d’une 
entreprise durant sept jours consécutifs.  
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Nous avons le 1er janvier comme début de l'observation au centre de la spirale et le 23 décembre comme fin 
de l'observation à la périphérie de la spirale. Un tour complet de spirale représente une semaine ; le lundi se 
trouvant en bas à droite et le vendredi en au haut à gauche. Les parties plus foncées correspondent à la 
journée du lundi au vendredi. L'alternance entre une partie foncée et une partie claire provient du contraste 
entre la nuit et le jour. En journée, nombreux sont les employés présents dans les locaux et inversement la 











Figure 40. Représentation cyclique des données avec l’outil Spiral Graph. (weber et al., 2001). 
 Discussion 
Les trois formes de représentation du temps, linéaire, non uniforme ou encore cyclique, étudiées 
précédemment facilitent grandement l’étude de données temporelles. Nous comparons les trois formes de 
visualisation proposées précédemment, ainsi que les outils cités. Nous sélectionnons plusieurs critères, cités 
dans ce chapitre pour qualifier les outils présentés précédemment. Il en résulte le Tableau 13. 
Critères retenus Caractéristique du 
critère 
Qualité de la représentation d’un point de vue général, au niveau de l’efficience, de la 
clarté et de la précision. Qualité-représentation 
Recours à une sémiologie particulière pour la représentation de la donnée : couleur, forme, 
grain… facilitant l’interprétation du graphe et les différences entre données temporelles 
(comme l’appartenance à des catégories différentes). 
Sémiologie-donnée 
Facilité de comparaison entre les données temporelles au niveau quantitatif. Comparaison-quantitative 
Minimisation de la surface de représentation des données temporelles. Minimisation-surface 
Etiquetage clair et complet des données. Etiquetage 
Accessibilité à l’information complète : retour aux sources ou obtention de complément 
d’informations sur la donnée. Complément-info 
Visualisation de grands volumes de données. Volume-données 
Changement d’échelle de la notion de temps. Possibilité de visualiser les données de 
manière globale ou plus précise : granularité temporelle. Navigabilité-temps 
Représentation de la donnée temporelle sous une seule forme. Représentation-unique 
Détection des tendances ou des comportements périodiques dans un ensemble de données 
temporelles. Détection-tendance 
Tableau 13. Critères choisis pour comparer les outils de visualisation de données temporelles, basés sur les 
trois formes du temps étudiées. 
Basée sur les préconisation issues de la littérature (weber et al., 2001), pour visualiser des données 
temporelles et permettre de les analyser et de les comparer, la représentation de l'ensemble de l’information 
doit se baser sur une seule technique de visualisation appropriée pour les données nominales, ordinales, et 
quantitatives.  
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De plus, la visualisation doit utiliser des icônes révélant l’évolution de la donnée, rendre accessible 
l’information complète, visualiser de grands volumes de données. La représentation a pour but de permettre 
la lecture comparative des données temporelles sous une vision globale, toutes périodes confondues, mais 
également permettre la comparaison de plusieurs cycles individuels dans un ensemble de données. Enfin, elle 
doit permettre la détection de comportements périodiques et les différentes tendances dans un ensemble de 
données temporelles.  
A partir de ces critères, nous élaborons la matrice de présence/absence suivante. La présence d’un 1 signifie 
que l’outil répond spécifiquement au critère correspondant. 
 





















































































Timeline 1  1 1   1  1 1 
Starfield  1     1  1 1 
Frame-based animation       1  1 1 
ThemeRiver 1 1 1    1 1 1 1 
TimeMap viewer  1 1   1  1 1  
OITL 1 1  1  1   1 1 
LifeStreams 1  1 1 1 1  1 1  
LifeLines 1  1 1 1 1  1 1  
TimeLine dynamique         1  
Wijk et selow,1999 1 1 1 1     1 1 
AllofMe 1    1   1 1 1 
Bee Docs'Timeline 1    1 1   1  
Dandelife 1    1 1  1 1  
Mnemograph 1 1   1 1  1 1  
Dipity 1    1 1  1 1  
Simile 1    1   1 1  
TimeLine Creator 1 1   1 1  1   
TimeLineIndex 1    1 1   1  
CircaVie 1    1 1  1 1  
Timetoast Timelines 1   1 1 1 1  1  
Viygo 1   1 1 1  1 1  
xtimeline 1    1 1  1 1  
Perspective Wall  1  1   1  1 1 
Document Lens    1 1    1 1 
Spiral Calendar 
Visualizer 
1 1   1   1   
(Tominski et al., 2003) 1 1 1 1   1  1 1 
Hewagamage 1 1 1 1 1  1  1  
(Weber, 2001)  1 1 1   1  1 1 
Renieris et Reiss 1 1 1 1  1 1  1 1 
SpiraClock 1 1  1    1 1 1 
TCC 1 1 1 1 1   1 1 1 
(Carlis et Konston, 1998) 1 1 1 1     1 1 
SpiralGraph 1 1  1   1  1 1 
Tableau 14. Matrice de présence/ absence des critères de qualité des techniques de visualisation de données 
temporelles. 
A partir de cette matrice asymétrique, le graphe correspondant est tracé, Figure 41. Les critères sont 
représentés par des cercles de couleur claire et les différents outils sont visualisés en utilisant une couleur 
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Les outils situés à proximité d’une caractéristique sont souvent liés à cette dernière, révélant ainsi leurs 
propriétés spécifiques. A partir de ce graphe, il est possible d’extraire des widgets22, visualisant un sommet 
ainsi que ses voisins directs. Dans notre perspective de caractérisation, un widget est conçu par critère. Les 
widgets des dix critères sont visualisés dans les figures 41et 42. 
Cette fonctionnalité permet ainsi de résumer visuellement l’information, c'est-à-dire à partir d’un critère 
spécifique, nous pouvons déterminer quels outils répondent à cette propriété. 
Les numéros des widgets correspondent aux critères suivant : 











Tableau 15. Correspondance entre widgets et critères. 
A partir du graphe des critères et des outils, nous traçons l’Analyse Factorielle des Correspondances (AFC), 
Figure 43. Les types de représentations du temps se distingue par trois couleurs différentes sur l’AFC 
obtenue. L’analyse du graphe se base sur la notion de proximité : plus un outil est proche d’un critère, plus il 
est considéré comme ayant cette propriété. 
                                                     
22
 Le Widget est un module interactif qui s'intègre sur le poste utilisateur. Petite application spécialisée pour une tâche 
et permettant d'accéder rapidement à des informations (visualisation ciblée) ou des fonctions utilisées fréquemment 

































Figure 41. Graphe des critères et des outils de 
visualisation de données temporelles, effectué 
sous VisuGraph (Loubier et Dousset, 2008) 
(Tominski et al., 2003) 




































































Figure 44. AFC des critères et des outils de visualisation de données temporelles.Les critères sont en gras et 
soulignés. 
Pour comparer les différents outils mais surtout les techniques de représentation des données temporelle, 
citées précédemment, nous analysons les résultats graphiques obtenus dans la Figure 44. Nous distinguons 
ainsi trois catégories, les outils se basant sur la représentation linéaire que nous regroupons sous le titre « Les 
timelines », ceux sur « la visualisation non uniforme» et ceux sur la représentation du « temps circulaire ». 
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Les timelines 
L’avantage de la représentation linéaire du temps provient de la nature intuitive de ce mode de 
représentation, de la contrôlabilité de la granularité de l’information représentée ainsi que la possibilité de 
visualiser explicitement des événements qui se déroulent en parallèle. Dans le graphe précédent, les outils se 
basant sur des timelines sont représentés en violet.  
Nous pouvons constater que les timelines sont en général très clair, leur manipulation est simple et l’effort 
intellectuel fourni par l’utilisateur pour décoder l’information est relativement faible. De plus, dans les outils 
analysés, les données temporelles sont souvent étiquetées clairement, permettant ainsi de mieux les 
distinguer et il est possible d’accéder à un complément d’information, que ce soit par un retour aux sources 
ou par un texte informatif. De manière générale, ces outils permettent de zoomer sur des périodes 
spécifiques ; ainsi il est possible d’obtenir un graphe sur l’ensemble de la période, mais aussi d’obtenir une 
granularité temporelle de l’ordre de l’année, du mois, de la semaine, du jour et même parfois de l’heure.  
Les inconvénients de ce procédé sont le fait que la donnée est souvent représentée sous forme textuelle, sous 
un intitulé linéaire, ou par une image. Il est alors difficile de comparer des valeurs quantitatives, ce qui réduit 
la capacité de ces outils à détecter les tendances majeurs ainsi que les signaux faibles. Si les données 
temporelles sont catégorisées, il est difficile de les distinguer par l’absence de sémiologie dans la 
représentation des données. Le problème de la ligne de temps est principalement du aussi à la non limite de 
la surface de représentation. Le présent est mis en avant, ainsi que le passé et le futur proche. Pour des 
périodes éloignées, l’étude précise, de manière linéaire, est plus délicate. Ainsi, la préconisation graphique 
portant sur la minimisation de la surface de représentation n’est pas la plus respectée pour les timelines. Le 
volume de données est aussi limité, puisque pour chaque granularité du temps en abscisse, doivent 
correspondre toutes les données temporelles adéquates. Ainsi, plus le nombre de ces dernières à une date t est 
important, plus le graphe est surchargé et plus vite il devient illisible.  
La visualisation non uniforme 
Cette visualisation des données temporelles permet de visualiser une grande quantité d’informations. Elle 
minimise la surface de représentation, permettant ainsi à l’utilisateur de cibler directement les données. Au 
niveau de la détection des données émergentes, des signaux faibles ou alors de la perception des différentes 
tendances, l’accès et la comparaison de données temporelles sur de longues périodes est possible. Cette 
visualisation correspond à la distorsion interactive de (Keim, 2002), (Keim et al., 2005) vue précédemment, 
où la zone temporelle d’intérêt est rendue visible suite à une déformation locale comme si on déplaçait une 
grosse loupe sur cette dernière. Les autres zones sont toujours visibles mais avec un moindre niveau de 
détail. Au niveau de la sémiologie, une seule représentation des données est disponibles ce qui facilite 
l’exploration visuelle. De manière générale, il s’agit de rectangles utilisant un code couleur pour les qualifier 
ou alors contenant le libellé de la donnée. De manière générale, la dimension de la forme de l’icône traduit la 
persistance des données ; plus un rectangle est étendu, plus la donnée est persistante et inversement. 
L’observation des données est focalisée sur le présent. Le passé et le futur sont présentés de manière moins 
détaillée. De plus, il y a un suivi temporel des événements et on peut avoir une meilleure résolution sur 
les périodes et les événements d'intérêt tout en gardant une vue d'ensemble. 
L’inconvénient de cette représentation des données temporelles est l’impossibilité d’étudier l’aspect 
relationnel entre les données, à savoir leurs liaisons. Il est donc difficile d’étudier les différentes 
collaborations, les alliances, les liens entre les données.  
De plus, les données sont comparables d’un point de vue temporel, il est possible de déterminer si une 
donnée est plus persistante qu’une autre, mais il est difficile de les comparer sur d’autres critères, tels que le 
voisinage du sommet à une date précise.  
D’autre part, l’échelle du temps étant fixe, la navigabilité dans le temps est réduite car le changement de 
granularité est difficile. En effet, si l’échelle temporelle se base sur une granularité du temps telle que 
l’année, il est difficile de visualiser les données par semaines, jours, heures… Le focus étant sur le présent, 
une étude minutieuse du passé sur un même graphe est laborieuse. Il faut savoir localiser la zone temporelle 
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Le temps circulaire 
Le temps circulaire possède une propriété de représentation naturelle et intuitive, l’homme a souvent 
tendance à assimiler le temps à une horloge. Ainsi cette représentation ne demande généralement pas de 
grands efforts pour comprendre et analyser un graphe représenté sous cette forme; une des préconisations de 
cette représentation étant le sens des aiguilles d’une montre pour la chronologie des évènements. La qualité 
de représentation est une caractéristique forte de ce type d’outils, qui utilise très souvent une sémiologie 
permettant de mieux cibler les données. De manière générale, la forme est utilisée pour traduire une 
valorisation numérique. Que ce soit sous la forme unitaire de cercle ou de rectangle, plus la valeur 
quantitative de la donnée temporelle est importante, plus la forme de représentation l’est en conséquence. 
Ainsi, il est possible de comparer les données une à une. De plus, le temps circulaire permet la minimisation 
de la surface de représentation, que ce soit sous la forme d’un cercle ou d’une spirale. Les données sont 
placées chronologiquement, permettant ainsi de voir leur évolution au cours du temps et de détecter les 
tendances, à savoir, quels sont les éléments majeurs dominant des données moins importantes. 
Les inconvénients de cette représentation sont le manque d’informations visuelles sur la donnée. En effet, le 
volume de données visualisables reste limité et l’étiquetage est souvent très restreint, voire absent, à cause de 
la minimisation de l’espace de visualisation, pour ne pas surcharger le graphe. Enfin, il est difficilement 
possible de changer l’échelle du temps. Certains outils proposent plusieurs granularités temporelles au sein 
d’un même graphe, par exemple TCC (Daassi, 2003), vu précédemment, mais aucun changement d’échelle 
interactif n’est possible. 
Ainsi, nous constatons que ces trois formes de représentation du temps proposent de nombreux avantages 
mais aussi des inconvénients. Notre objectif est de réaliser un outil combinant ces méthodes de visualisation, 
afin de n’en extraire que les parties avantageuses et qui permettent de répondre positivement à l’ensemble 
des critères de qualité que nous avons sélectionnés pour comparer ces outils. Cependant, la conception d’un 
bon outil de visualisation de données relationnelles et temporelles ne dépend pas seulement de la 
représentation de ces dernières mais aussi de celle de l’espace temps, à savoir le nombre de dimensions 
utilisées. 
2.4.3. Représentation de l’espace temps et des données temporelles 
L’ensemble des données temporelles étudiées peuvent être représentées sur un seul et même espace, afin de 
faciliter leurs comparaisons et leurs analyses. Une grande majorité des outils de visualisation de données 
temporelles ont recours à ce procédé. L’utilisation de deux dimensions est caractérisée par un premier axe 
représentant le point de vue temporel et le deuxième axe est utilisé pour combiner l’aspect temporel à un 
autre point de vue. Dans l’espace à trois dimensions, la première est mobilisée pour représenter le temps et 
les deux restantes de l’espace de construction sont utilisées pour la combinaison avec plusieurs autres points 
de vue.  
Dans cette partie, nous ne nous intéressons pas à la forme de représentation des données temporelles, vues 
dans le paragraphe précédent, mais plutôt aux espaces de visualisation dans lesquels les données sont 
représentées. 
L’application TimeSearcher (Hochheiser, 2002a), (Hochheiser, 2002b) illustré dans la Figure 45 est un 
exemple où toutes les dimensions structurelles des données sont visualisées dans un même espace graphique 
et par rapport à un seul espace temps. Par exemple, dans cette figure, les courbes sont tracées dans le même 
repère.  
 
Figure 45. Timesearcher (Hochheiser, 2002a),(Hochheiser, 2002b).  
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L’outil CiteSpace (Chen, 2004), visualise les réseaux de co-citation les plus importants, à partir d’articles 
publiés dans le domaine considéré. Un raccord des différentes périodes considérées, par tranche de temps, 
des réseaux de Co-citation permet une visualisation panoramique. Le dessin de graphe inclut la prise en 
compte du placement stratégique des sommets du graphe, tels qu’ils ont été étudiés par (Fruchterman et 
Reingold, 1991), puis par (Tamassia et al., 1988). Dans la Figure 46, cela se traduit par la distinction de 
branches encerclées par un trait épais pour la période 1993-1995 et une mise en évidence de la période 1999-


















Figure 46. Graphe des co-citations d’auteurs scientifiques (Chen, 2004). 
 
Dans la Figure 47, l’outil Tulip (Auber, 2001) utilise une représentation cyclique de l’axe temps ainsi que la 
couleur, pour représenter plusieurs dimensions structurelles. L’utilisation d’un seul espace temps pour 
représenter plusieurs dimensions structurelles est donc indépendante des perceptions linéaires, cycliques, 
logarithmiques du temps. 
 
Figure 47. Forme cyclique du temps, représentant plusieurs dimensions structurelles par rapport à un seul 
espace temps. 
1990 – 1992 
 
1993 – 1995 
 
1996 – 2001 
 
1999 – 2001 
 
2002 - 2003 
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Aussi, indépendamment du nombre de dimensions de l’espace final de représentation, une seule dimension 
temps peut être utilisée pour représenter plusieurs dimensions structurelles. Dans les quatre exemples 
précédents, le temps est représenté dans un espace en deux dimensions.  
La technique Lexis Pencils23 présentée en Figure 48 utilise la forme d’un stylo pour représenter le temps 
dans un espace en trois dimensions. L’axe temps est représenté par l’axe défini par le stylo même. Ce dernier 
est représenté par différentes facettes et chacune est utilisée pour représenter une dimension structurelle. Les 
valeurs sont représentées par des variables rétiniennes comme la couleur et la texture. L’exemple présenté 
dans la Figure 48 est une visualisation de l’historique de la vie d’un couple. Le temps varie de la gauche vers 
la droite commençant à la date du mariage. La face en haut du stylo représente l’historique du travail de la 
femme, celle au milieu représente l’historique du travail de l’homme, et la face en bas représente l’âge des 
enfants. Les valeurs des données sont traduites en couleurs.  
 
Figure 48. Technique Lexil Pencils (Brian, 2003). 
La visualisation des dimensions structurelles sur les facettes externes du stylo avec la technique Lexis 
Pencils nécessite que l’utilisateur tourne le stylo dans l’espace de représentation pour observer une donnée 
particulière. Il est ainsi difficile de comparer, par exemple, les données entre elles. Pour la facette du bas, 
chaque intensité de couleur correspond à l’absence, puis la présence d’enfant selon leur tranche d’âge ... 
La technique Data Tube (Ankerst, 2000) de la Figure 49 visualise les données au niveau des facettes internes 
d’un tube. Ce dernier représente l’axe temps. Cette technique permet ainsi d’observer l’évolution de toutes 
les données en même temps. Cette figure présente une visualisation de 50 données de Janvier 1974 à Avril 
1995.  
Avec la technique Data Tube, chaque valeur est représentée par un segment dont la couleur est définie dans 
un niveau de gris proportionnellement à la valeur. 
 
 
Figure 49. Data Tube permettant de visualiser un grand nombre de données. (Ankerst, 2000),  
(Ankerst, 2001). 
                                                     
23
 http://www.agocg.ac.uk/reports/visual/casestud/francis/compar_1.htm 
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D’autres techniques de visualisation n’utilisent pas de représentation explicite d’un espace temps. 
L’approche utilisée consiste à décomposer le temps en éléments : instants ou intervalles, puis à traduire les 
valeurs structurelles de chaque élément temporel en une représentation visuelle, et enfin à placer les 
représentations selon l’ordre de succession des éléments temporels.  
La distinction entre les moments temporels se fait par une distinction des représentations des dimensions 
structurelles.  
Le système Browser24 présenté en Figure 50, visualise chaque dimension structurelle dans un espace séparé. 
Les représentations des dimensions structurelles ne sont pas superposées, et elles sont placées par rapport à 
un seul axe temps. 
 
Figure 50. Plusieurs données visualisées sur un axe de temps unique (Browser, 2003). 
Un système pour la visualisation de l'évolution de réseaux en 3D peut aussi s’effectuer sous forme de 
couches dont chacune représente le réseau pour une tranche de temps donnée (Brandes et Corman, 2003). 
Les sommets, correspondants à une entité, restent dans des positions semblables d’une couche à une autre, 
afin de conserver la carte mentale, comme le montre la Figure 51.  
 
 




                                                     
24
 http://www.ncea.org.au/ 
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Le système TGRIP (Erten et al., 2004) permet l’analyse visuelle de l’évolution de collaborations entre 
chercheurs d’un domaine donné, comme extension de GRIP. TGRIP produit une série de représentations 2D, 
visible en Figure 52, une pour chaque période, en fixant tous les sommets communs à chaque période. Les 
sommets et les arêtes du graphe étudié possèdent un poids calculé en fonction de la structure du graphe. 
Ainsi, chaque sommet a une taille relative à son poids. Le poids d’une arête est utilisé pour calculer la force 




Figure 52. Représentation 2D de l’évolution de collaborations par TGRIP (Erten et al., 2004). 
 
L’approche proposée par (Chen et Carr, 1999) visualisé en Figure 53 consiste à visualiser séparément les 
réseaux pour chaque période. Les différentes périodes sont visualisées séparément. 
 
Figure 53. Représentation séparée des réseaux évolutifs (Chen et Carr, 1999). 
Nous comparons ces techniques de représentation de l’espace temporel et des données temporelles, dans le 
Tableau 16.  
















































(Chen et Carr, 1999) - ++ - + ++ + 
AsbruView 
(Kosara et Miksch, 1999) ++ +- - + ++ - 
Data Tube (Ankerst, 2000), 
(Ankerst, 2001) + -- + - - - 
Tulip (Auber, 2001) + - - - -- + 
TimeSearcher 
(Hochheiser, 2002a) ++ -- + + ++ - 
Lexil Pencils (Brian, 2003) + - - -- -- - 
(Browser, 2003) -- +- - ++ ++ - 
(Brandes et Corman, 2003) ++ + + ++ - + 
CiteSpace (Chen, 2004) ++ + + ++ - + 
TGRIP (Erten et al., 2004) -- ++ + ++ - + 
Tableau 16. Comparaison des travaux sur la représentation de l’espace temps et des données temporelles. 
Les critères retenus sont : 
• une vue globale, c'est-à-dire une perception efficace de l’ensemble des périodes étudiées, notée 
« Vue globale »; 
• une vue spécifique, permettant d’analyser unitairement chacune des données et de la quantifier à tout 
moment, notée « Vue spécifique » ; 
• « Surcharge », une surcharge du graphe, le rendant difficile à analyser; 
• «Facilité interprétation », une facilité d’interprétation du graphe; 
• « Analyse structure », une comparaison des changements de structures au cours du temps. 
• une application permettant la comparaison claire de « Données relationnelles ». 
D’après ces résultats synthétisés dans le Tableau 16, on constate de manière générale que si la vision globale 
est favorisée, c’est au détriment de la vue spécifique et inversement. La surcharge des graphes est 
caractérisée par la facilité à analyser les alliances mais aussi l’évolution des données, elles-mêmes. La 
facilité d’interprétation provient de l’effort de cognition que doit fournir l’utilisateur pour comprendre la 
stratégie de visualisation évolutive du graphe. L’analyse de structure révèle si la détection rapide des 
changements de structure est possible tels que le changement d’alliance, la disparition d’acteur, l’émergence 
d’acteur…. Enfin, une partie de ces outils n’est pas adaptée pour les données relationnelles.  
D’un point de vue de la représentation de l’espace temps, la décomposition du temps en périodes puis les 
représentations de ces dernières selon l’ordre de succession des éléments temporels facilite grandement la 
détection des changements de structure des données, d’un point de vue global mais aussi individuel. 
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2.4.4. Détection des tendances émergentes 
La veille consiste à être attentif aux évolutions. Comme nous l’avons vu dans le premier chapitre, il est 
nécessaire de pouvoir prendre des décisions à temps afin d’être à même de réagir face à un environnement. 
Le captage et le traitement du signal est un enjeu extrêmement important dans le devenir du domaine étudié.  
Un «signe d’alerte précoce » est une information dont l’interprétation suggère qu’un événement susceptible 
d’être important pour l’avenir d’une firme pourrait s’amorcer. Il est probable que plus un signe d’alerte est 
anticipatif, plus il est un signe de faible intensité d’où l’expression « signal faible » utilisée par (Ansoff, 
1975). Les informations anticipatives visent la connaissance de l’environnement concurrentiel (Porter, 1982) 
mais aussi la surveillance de l’ensemble des acteurs influents en transaction directe ou indirecte avec 
l’entreprise (Martinet, 1984). Plus largement, les informations d’anticipation visent la connaissance des 
acteurs actuels et potentiels de l’entreprise (Lesca, 1986) que ce soit des clients, des concurrents, des 
fournisseurs ou divers prescripteurs de changement en général.  
La prise en compte de la dimension temporelle dans la visualisation de données dites « relationnelles » par la 
présence possible de liaisons entre elles, permet d’analyser les informations anticipatives. Dans un contexte 
de veille stratégique au sein d’une entreprise, ces signaux s’amplifient avec le temps mais en contrepartie, 
cette dernière dispose d’un délai moindre pour réagir. Le signal faible est un produit informatif qui se 
conserve difficilement et qui a une durée de vie limitée à l’annonce de l’événement qu’il porte. Chaque 
signal acquiert une signification propre, liée à l’interprétation qu’en fait le dirigeant sur la base de ses 
connaissances, mais aussi par rapport à différentes hypothèses ou interrogations. Un processus « d’ouverture 
des possibles » est proposé (Piaget, 1970) où l’individu doit se poser des questions sur l’existence de sa 
réalité et construire d’autres réalités possibles. L’exploitation des signaux faibles s’inscrit dans une vision 
interprétative de l’environnement au sens où l’entend (Koenig, 1996).  
La détection, via des graphes, des signaux faibles est particulièrement importante lorsque l’expert cherche à 
anticiper les ruptures susceptibles de se produire dans son environnement économique, technologique, social, 
etc...  
Par exemple, la disparition brutale d’un sous domaine, d’une équipe, d’un acteur majeur peut être une 
information stratégique, à l’origine d’importants changements dans les axes de décision comme la 
réorientation de thématique, le changement d’alliance ou tout simplement l’arrêt d’une collaboration. 
Ainsi la visualisation de données temporelles a pour but d’étudier l’évolution relative des points les uns par 
rapport aux autres, afin de connaître la typologie de leur dynamique et de répondre à des questions (Dousset, 
2003) comme : 
• Cet élément évolue-t-il plus vite ou moins vite que la moyenne ? 
• Evolue-t-il en sens inverse ? 
• Se déplace-t-il dans le nuage de points? 
• Se rapproche t-il d’un autre élément ? 
• Quelles sont ses occurrences anormales ? 
• Voit-on apparaître une stratégie cohérente ? 
2.5. Conclusion 
La visualisation scientifique, la visualisation d'information est un domaine plus récent que la recherche 
d'information. L'augmentation de la puissance de calcul et de la qualité des interfaces graphiques a permis 
d'explorer et de développer des techniques interactives. 
Dans ce chapitre, nous avons présenté le domaine de la visualisation de données relationnelles et évolutives. 
Il s’agit de représenter dans un espace physique sous la forme de graphiques une information souvent 
abstraite (Hinum et al., 2005). Cette information peut comprendre des données, des processus, des relations 
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Il s'agit de fournir à l’utilisateur une compréhension qualitative du contenu de l'information. Cette 
visualisation doit permettre à l’utilisateur final de faire des découvertes, de proposer des explications ou de 
prendre des décisions (Meliker et al., 2005). Ces actions peuvent se faire aussi bien sur des motifs (clusters, 
tendances, émergences, anomalies) ou sur des ensembles d’éléments ou encore sur des éléments isolés. La 
visualisation de données temporelles doit permettre de communiquer efficacement des informations et 
faciliter la découverte de connaissances au travers d'une représentation graphique via des cartes cognitives 
issue de l'analyse d'un corpus d'informations.  
Nous avons aussi étudié les différents domaines d’application de ces visualisations, en ciblant les réseaux 
sociaux, sémantiques ou encore d’interactions. 
Suite à cela, nous avons vu les principes de base pour réaliser une bonne représentation graphique, à savoir 
les règles d’esthétique et les algorithmes utilisés permettant de les suivre, les principes sémiologiques, en 
particulier dans un contexte temporel.  
Puis, nous avons proposé une taxonomie de techniques de visualisation des données temporelles. Nous avons 
ainsi ciblé les trois principales représentations du temps, à savoir la représentation linéaire, cyclique ou 
encore non uniforme. 
Le recours la taxonomie de Schneiderman permet de mieux appréhender le recours à une visualisation 
spécifique, selon la nature de la donnée, comme le montre le Tableau 17. 
Nous avons étudié la représentation de l’espace temps et des données temporelles. Plusieurs exemples 
d’outils disponibles ont été cités et illustrés. L’ensemble des données temporelles étudiées peuvent être 
représentées sur une ou plusieurs dimensions, selon les objectifs fixés par l’utilisateur. 
Type de données Description 
1D Données organisées de manière linéaire ou séquentielle : les lignes de code d'un programme, 
un texte, d’une liste de noms, etc. Chaque entité possède des attributs qui sont représentés 
visuellement : il peut s'agir de la taille d'un fichier, de l'auteur d'un texte, de la date de 
modification des lignes d'un code source, etc. 
2D Données dont la localisation ou la géométrie dans le plan est primordiale, comme par 
exemple les Systèmes d'Information Géographique ou les outils de mise en page. 
3D Données dont la localisation ou la géométrie dans l'espace prévaut sur tout autre attribut. 
Ces données sont celles manipulées dans des domaines tels que, apr exemple, la chimie 
(visualisation de la structure des molécules), la médecine, la mécanique ou encore 
l'architecture. 
Temporelles Données ayant une existence dans le temps. Elles se distinguent des données linéairement 
structurées par la nature des entités qui composent l'ensemble de données. Chaque entité est 
en effet caractérisée par un début, une fin et par conséquent une durée. Deux entités peuvent 
alors se chevaucher ou se recouvrir dans le temps. L'édition de scénarios temporels ou la 
visualisation d'historiques médicaux sont deux exemples représentatifs des travaux effectués 
dans ce domaine. 
Multidimensionnelles Données dont le caractère spatial n'est pas dominant et dont le nombre n d'attributs est élevé 
(n > 3). Cette catégorie se distingue des ensembles de données dont la structure est 
temporelle, linéaire, bidimensionnelle ou tridimensionnelle par l'absence de structure 
dominante (le temps, le plan, l'espace, etc.) au sein des n dimensions. On trouve par exemple 
dans cette catégorie les données statistiques, les collections de documents, ou le contenu de 
bases de données. 
Hiérarchiques Les données possèdent un lien vers une unique entité parente : système de fichiers, 
généalogie, etc. 
Relationnelles Les données sont liées entres elles par un lien quelconque mais explicite et forment un 
graphe dont la structure n’est pas arborescente : documents hypertextes, réseaux 
informatiques, etc. 
Tableau 17. Description des types de données identifiés dans la taxonomie de B.Schneiderman 
Enfin, nous avons énoncé les liens entre l’extraction de connaissance, vue dans le premier chapitre, dans un 
contexte de veille stratégique et la visualisation de données relationnelles et temporelles. En effet, l’un des 
objectifs de la veille est d’anticiper et de détecter les signaux d’alerte. Après avoir défini ces principes, nous 
constatons que le recours à des graphes dynamiques permet de distinguer les structures émergentes, les 
changements d’alliances et les acteurs importants.  
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En nous appuyant sur ces principes de visualisation de données temporelles, notre objectif est la conception 
d’un outil de graphe répondant aux précognitions citées dans ce chapitre. Dans un contexte de veille 
stratégique, l’outil est destiné à l’analyse de structure et à la détection d’informations significatives et 
révélatrices de changement. Nous présenterons l’outil développé dans les chapitres suivants. 
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3.1. Introduction 
L’objectif de la visualisation est de faciliter la recherche des structures, caractéristiques, motifs, tendances, 
anomalies et des relations entre les individus (Grinstein et Ward, 2002). La visualisation apporte une valeur 
ajoutée souvent due à un cheminement informel et non démontrable. Les travaux de (Fayyad et al., 2002) 
caractérisent cet apport comme étant l’augmentation des capacités de perception humaine, en fournissant une 
vision perspicace des données (Marwah et al., 2009), (Chen et al., 2009). 
La base de toute proposition d’outil de visualisation de données relationnelles suppose de s’intéresser aux 
trois aspects fondamentaux suivants : 
• la nature des données représentées, 
• la manière dont les composantes du graphe sont exploitées pour transcrire ces données, 
• la perception de ces composantes par l’utilisateur. 
Tout l'art de la conception de graphe consiste alors à passer de l'espace des informations à une représentation 
visuelle qui traduise, grâce aux composantes utilisées, l'information originelle. Ce qui nous intéresse est bien 
l’étape de traduction ou de transcription de l'information vers un espace de représentation visuel. De plus, la 
distinction doit être faite entre la visualisation qui se rapporte au processus qui conduit à une représentation 
graphique et la représentation graphique interactive d’informations qui a trait aux moyens d’interactions qui 
utilisent une représentation graphique des informations. Le rôle de l’utilisateur dans les outils de 
visualisation de données est un sujet de préoccupation majeure (Grinstein, 1996), (Fayyad, 2002), (Kuntz, 
2003).  
En fouille visuelle de données, l’interaction matérialise la boucle de rétroaction entre l’utilisateur et le 
support visuel (Keim et Kriegel, 1994). L’objet de la visualisation n'est pas simplement limité à la production 
de représentations graphiques prédéfinies, non modifiables par l’utilisateur. En effet, un critère important 
d’un bon outil de visualisation de données est la possibilité, de le contrôler et le maîtriser pleinement afin de 
comprendre l’espace des informations ou d’interagir avec celui-ci (Cross et al., 20009). La visualisation 
rejoint sur ce point les préoccupations qui sont du domaine de l'interaction homme-machine.  
Dans ce chapitre, nous abordons l’aspect statique de notre proposition de visualisation de données 
relationnelles, nommé VisuGraph (Karouach et Dousset, 2003), (Dousset et Karouach, 2005), (Loubier et 
Dousset, 2007c), module de graphe de la plate-forme de veille stratégique Tétralogie.  
Dans un premier temps, nous présentons, en section 3.2, les méthodes et les représentations de la 
visualisation statique de données relationnelles qui nous intéressent. Au sein de cette section, nous 
développons notre approche, puis nous définissons l’espace de représentation considéré. La notion et 
l’élaboration de métriques est proposée au travers des sommets et des arêtes, permettant l’élaboration du 
graphe, par le placement des sommets, étudié, la représentation des liens et le recours à des algorithmes de 
représentation de graphe. Les différents types de graphes, accessibles via VisuGraph sont présentés.  
Notre contribution repose également sur l’apport de fonctionnalités spécifiques que nous développons en 
section 3.3. Pour cela, nous considérons le positionnement de l’utilisateur, comme le point central de notre 
outil. Parmi les fonctionnalités accessibles, nous favorisons et facilitons par nos méthodes l’identification et 
l’analyse de structure de graphe  et nous proposons des algorithmes facilitant la caractéristique des données, 
ainsi que leur voisinage, tels que le filtrage, le k-core, la transitivité, le retour aux documents, la focalisation, 
la présentation caméléon, ainsi que le partitionnement de graphe. Enfin, nous concluons sur cette 
contribution pour les graphes statiques. 
3.2. Visualisation de données : méthodes et représentations 
3.2.1. Approche 
Comme nous l’avons vu dans le chapitre 2, les techniques de visualisation, et en particulier l’outil que nous 
proposons, viennent en aval des étapes de traitement automatiques.  
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Suite à l’application d’algorithmes de découverte des structures, elles permettent de représenter les résultats 
sous des formes intelligibles facilitant leur interprétation (Loubier et Dousset, 2006), (Loubier et Bahsoun, 
2007). 
La communication avec l'utilisateur de l'information manipulée et traitée par le système est au cœur de nos 
préoccupations dans ce contexte de proposition d’outil d’aide à l’analyse de données relationnelles. Notre 
approche est illustrée en Figure 54.  
Pour les graphes statiques, elle repose sur deux axes majeurs : 
• une représentation des données, dans un espace défini, en utilisant la notion de métrique pour 
caractériser les composants du graphe, représentés et placés spécifiquement ; 
• une possibilité pour l’utilisateur de naviguer librement, à travers des méthodes d’exploration de 
graphe. 
 
Figure 54. Notre approche pour les graphes statiques. 
Dans tout ce qui suit, nous utilisons les notations suivantes. 
Un graphe simple G est un couple formé de deux ensembles : 
X = {x1,x2,…,xn} dont les éléments sont appelés sommets ou encore nœuds, n étant fini ; 
 
A = {a1,a2,…,am}, partie de l’ensemble P2(X) des parties à deux éléments de X, dont les composants 
sont appelés arêtes. Lorsque a ={x,y} ∈ A, on dit que a est l’arête de G d’extrémités x et y, ou que a 
joint x et y, ou encore a passe par x et y. Les sommets x et y sont dit adjacents dans G. 
Dans le cas des graphes orientés, si a = (x,y) est un arc du graphe G, x est l’extrémité initiale de a, ou 
encore appelée extrémité initiale et y est l’extrémité terminale de a, ou bien origine et destination. 
L’arc a part de x et arrive à y.  
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3.2.2. Espace de représentation des données relationnelles 
L’espace de représentation que nous considérons dans VisuGraph est caractérisé par l’espace géométrique et 
les variables liées aux formes et aspects des éléments graphiques visualisés, que nous nommerons variables 
visuelles. L’espace géométrique considéré est le plan. Nous élaborons l’espace de représentation selon la 
définition suivante. 
Définition : L’élaboration d’un espace de représentation des données et de variables visuelles repose sur la 
prise en compte du point de vue de l’utilisateur, en lui proposant un graphe en fonction des informations dont 
il a besoin pour mener à bien sa tâche.  
L’utilisateur doit pouvoir utiliser aisément l’outil. Cependant entre expert et novice, les attentes diffèrent sur 
les apports de l’outil. 
L’expert, spécialiste du domaine étudié, a besoin d’apprentissage pour contrôler le comportement de la 
machine tandis que le novice peut considérer cette mise en main comme un obstacle puisqu’il n’est pas en 
mesure d’en évaluer la portée. Ainsi, au-delà du type de la considération de la nature des données, il est 
important de cibler les attentes de l’utilisateur afin d’y répondre le mieux possible.  
Dans le cadre de nos travaux, il s’agit principalement d’étudier les relations entre les données ainsi que la 
structure proposée, dans un contexte concurrentiel, stratégique. La structure induite correspond à une 
visualisation graphique spécifique réalisée dans un espace de représentation adaptée. Pour cela, le choix du 
point de vue sur l'ensemble de données consiste à les organiser dans une structure particulière pouvant être 
qualifiées comme pertinentes.  
Pour définir l’espace de représentation, considérons l’espace des informations E défini par l’ensemble des 
données d1, ..., dn contenues dans le corpus D et par l’ensemble des éléments graphiques G qui représentent 
ces données, à savoir les sommets et les liens. 
 G= (X,A) 
D={d1, .., dn} avec di = <a1, …, am>, ai ∈	G 
[2]  
[3] 
Au niveau du choix des dimensions de l’espace de visualisation, le graphe est construit en 2D. Les sommets 
sont caractérisés par des coordonnées x et y, correspondant aux abscisses et aux ordonnées. Les données 
considérées sont relationnelles, leur structure est non hiérarchique. L’espace de données caractérisé permet à 
l’utilisateur de rechercher des relations, des particularités, des motifs ou tout autre phénomène remarquable 
qui lie les données entre elles. La représentation doit permettre à l'utilisateur de découvrir cette structure. 
L'objectif de l'utilisateur n’est pas seulement d’obtenir une vue d'ensemble de la répartition des données mais 
surtout de trouver les particularités liées à cette répartition. 
3.2.3. Métriques 
Les graphes servent à modéliser des structures relationnelles comportant un ensemble d’entités et des 
relations liant ces entités entre elles.  
Afin de faciliter la compréhension des graphes, le concept de métrique permet la comparaison des différents 
éléments d’un graphe par affectation de valeur des différentes entités (sommets, arêtes) composant ce 
dernier. 
Définition : Les travaux de Melancon mènent au concept de nœud métrique comme une quantité numérique 
associée aux nœuds et aux arêtes du graphe (Melancon et al., 1999). 
Nous ciblons, ici, la métrique basée sur le contenu, c'est-à-dire sur les valeurs des données (Auray et al., 2001). 
Dans VisuGraph, les métriques sont associées aux sommets mais aussi aux arêtes (Loubier et Dousset, 
2008b). 
 Métriques associées aux sommets 
Soit A la matrice de cooccurrences du graphe G quelconque de n sommets. La fonction f qui associe à un 
sommet Xi, la valeur mi : 
 f(xi ) = mi  [4] 
E = 
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C’est une métrique structurale, définie sur Sm, puisqu’elle tient compte de la structure du graphe, par le taux 
d’information qui circule au niveau de chaque sommet. Dans le cas d’une matrice asymétrique, cette valeur 
de métrique correspond à la somme des liens entre le sommet Xi et tous les autres sommets, c'est-à-dire la 
somme des cooccurrences. Dans le cas d’une matrice symétrique, il s’agit de la valeur, lue dans la matrice, 
du croisement de Xi avec lui-même, c'est-à-dire la somme des auto-occurrences. Par exemple, dans le cas 
d’une matrice symétrique croisant des auteurs, afin de connaitre leur nombre de publications, la valeur de la 
métrique affectée à un sommet est égale au total des articles coécrits avec d’autres individus et des 
documents publiés seul. Autre exemple, dans le cas d’une matrice asymétrique croisant des auteurs et des 
journaux, la valeur de la métrique attribuée à un auteur est égale à la somme des croisements entre cet 
individu et chacun des journaux. 
 
Sm = <xi, mi> 
pour i	∈ {1,…,n} 
 
Et mi la métrique attribuée au sommet Xi, définie par 
f(Xi) = {<xi,, mi>} 
 
Cette métrique est très intéressante puisqu’elle indique clairement les sommets les plus importants, les plus 
centraux au niveau degré, qui sont souvent à la base, par exemple, d’alliances. 
 
Si nous prenons l’exemple de la matrice de la Figure 55, croisant des articles écrits par des auteurs, les 
valeurs de métriques des sommets sont indiquées en ligne et en colonne. Ces valeurs correspondent au 
croisement de l’auteur n avec lui-même, permettant de prendre en compte sa valeur individuelle mais aussi 
celles de ses relations, c'est-à-dire avec les autres individus. Par exemple, l’auteur 5 a coécrit 1 article avec 
l’auteur 3, 4 avec l’auteur 4 et il en a écrit 1 tout seul, ce qui lui vaut une valeur de métrique égale à 6. 
f(Auteur5) = {<Auteur5,6>}. Cependant, une autre interprétation possible est qu’il en a écrit 2 tout seul, 3 
avec l’auteur 4 et 1 en commun avec les auteurs 3 et 4. Les différentes interprétations de la matrice montrent 
les limites de ces dernières.  
    Auteur n 
Auteur n 
Auteur 1 Auteur 2 Auteur 3 Auteur 4 Auteur 5 
Valeur de la 
métrique 
Auteur 1 1 1 0 0 0 1 
Auteur 2 1 2 1 0 0 2 
Auteur 3 0 1 3 1 1 3 
Auteur 4 0 0 1 5 4 5 
Auteur 5 0 0 1 4 6 6 
Valeur de la 
métrique 1 2 3 4 6 
 
Figure 55. Valeur de métrique pour chacun des sommets, dans un cas symétrique. 
 
Dans l’exemple de la Figure 56, cas asymétriques, des auteurs sont croisés avec des journaux. Les valeurs 
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    Journal j 
Auteur n 
Journal 1 Journal 2 Journal 3 Journal 4 Journal 5 
Valeur de la 
métrique 
Auteur 1 0 0 1 1 0 1 
Auteur 2 1 0 1 0 0 2 
Auteur 3 1 1 0 1 0 3 
Auteur 4 2 2 1 0 0 5 
Auteur 5 1 2 1 1 1 6 
Valeur de la 
métrique 5 5 4 3 1 
 
Figure 56. Valeur de métrique dans un cas asymétrique. 
 Métriques associées aux arêtes 
Le principe de métrique, vu précédemment, est applicable aux arêtes du graphe. Chaque paire de sommets 
adjacents est liée par une arête, la pondération de cette dernière se traduit par la valeur m<xj,xk>,métrique 
associée à l’arête a<xj,xk> (Loubier et Dousset, 2008). Ainsi, si deux sommets xj et xk sont liés, la valeur de la 
métrique de l’arête les joignant est égale à la valeur du croisement entre xj et xk, dans la matrice de 
cooccurrences associée. Dans l’exemple de la Figure 55, les auteurs 4 et 5 sont joints par une arête dont la 
métrique a pour valeur 4. 
La structure de métrique associée aux arêtes, pour un graphe composé de n est caractérisée par: 
 
S
 e = {<a<xj,xk>, m<xj,xk>>}  
pour j, k ∈ {1,…,n} ; 
 
Et m<xj,xk> la métrique attribuée à l’arête a<xj,xk> définie par f(a<xj,xk>)={a<xj,xk>, m<xj,xk>} 
 Représentation des métriques 
L’image captée par l’œil forme une première représentation qui ne retient de l’image perçue que les 
informations élémentaires, encore nommées primitives visuelles, telles que les contours, les angles, les 
couleurs ou les contrastes.  
Pour des graphes représentant des données aux valeurs très hétérogènes, il est essentiel de normaliser les 
valeurs des métriques mi en les divisant par leur maximum mm  
 O =	 PQ, O 	 ∈ '0,1). [5] 
Selon la sémiologie étudiée dans le chapitre 2, la valeur de la métrique est codée par le biais d’artifices 
visuels spécifiques (Bertin, 1970) tels que : 
Les formes  
La forme peut-être géométrique ou figurative et sa variation est infinie. De plus, elle est associative mais elle 
n’est ni ordonnée, ni quantitative, ni sélective.  
Il est important de limiter la diversité dans le choix des formes afin d’éviter de surcharger la visualisation 
mais surtout afin de limiter l’effort cognitif de l’utilisateur pour étudier chacun des signes. L’étude d’un 
ensemble de signes ne peut s’effectuer qu’en les étudiant tous successivement. En effet, on ne peut regrouper 
d’un seul coup d’œil tous les signes d’une même forme car la lecture de cette dernière nécessite de ne 
regarder qu’un signe à la fois. La représentation des nœuds s’effectue par des icônes (cercles, barres…).  
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La forme utilisée par défaut est le cercle, facilitant l’interprétation du graphe. La lisibilité du cercle est 
souvent plus grande que celle des dessins réalistes. L’apport d’une forme est également due à sa simplicité 
(Bonnet, 1989). Les cercles expriment relativement bien l'identité de la donnée à représenter et donc, par 
relation, les différences. Plusieurs formes différentes peuvent être utilisées dans les graphes conçus sous 
VisuGraph, comme par exemple la visualisation de sommets sous forme de barres ou encore le recours à des 
cercles de diamètre fixe mais d’intensité de couleur variable (Karouach, 2003). 
La variation de taille  
Initialement, les sommets sont représentés sous forme de cercle dont le rayon est relatif à la valeur de la 
métrique du sommet. Ainsi, les nœuds les plus importants se distinguent clairement par leur taille plus 
grande que les autres. La perception du changement de taille entre différentes données est plus simple que 
celle des couleurs. La variation du diamètre des cercles permet ainsi de traduire parfaitement les différences 
quantitatives des métriques des données. Cependant, dans l’outil, nous combinons ces deux critères afin de 
faciliter davantage les comparaisons des différences de valeurs. 
D’un point de vue ergonomique, le diamètre du cercle D(xi) du sommet xi vaut : 
 
D(xi) = <O 
 
Ainsi, D(xi) ne peut dépasser 1 et permet, d’un point de vue ergonomique, d’homogénéiser la représentation 
des sommets. 
Les couleurs  
Pour distinguer les différentes composantes, des couleurs distinctes sont utilisées. Ainsi, les sommets en 
colonne dans la matrice de cooccurrences asymétrique sont représentés d’une certaine couleur et ceux en 
ligne sont pigmentés autrement pour bien les distinguer. Comme les formes, les couleurs traduisent des 
différences mais ne peuvent cependant les ordonner entre elles.  
L’influence du fond sur la forme agit sur la perception de l’image. Ainsi, dans VisuGraph, l’utilisateur 
choisit le fond lui facilitant l’interprétation des structures de données, à savoir un fond blanc, noir ou encore 
d’une autre couleur. 
La variation de valeur  
Des dégradés sont utilisés pour représenter les valeurs des métriques, que ce soit pour les sommets ou encore 
pour les arêtes. La variation de valeur d'une couleur d’arête est un changement d'intensité lumineuse du plus 
sombre au plus clair, ou inversement ; elle traduit une relation d'ordre entre les différentes valeurs de 
métrique. Elle est obtenue par des variations de valeurs, modifiant les tons du gris, utilisé pour représenter 
les arêtes. La valeur est donc dissociative car elle entraîne une variation de la visibilité.  
A partir des valeurs	O, nous définissons un spectre de nuances de couleurs adapté à la distribution de ces 
valeurs.  
Pour coder l’intensité de la couleur à partir des valeurs métriques relatives à chaque sommet, nous utilisons 
le modèle défini par la famille de fonctions non linéaires, illustré dans la Figure 57. Le paramètre n joue le 
rôle d'amplificateur de l'intensité dans le cas de faible valeur métrique. x est la valeur de métrique visualisée 
dans la matrice de cooccurrences, comme nous l’avons vu dans la Figure 55. 
 5 =  ! 1. .  ! 1  [6] 
 
102 Chapitre 3. Notre contribution pour les graphes statiques 
 
 
Figure 57. Prise en compte de la non linéarité de la fonction de codage. 
Les mêmes fonctions sont utilisées pour la coloration des arêtes afin d'identifier les liens forts et faibles dans 
le graphe (Karouach, 2003). Ces variations sont ordonnées mais elles ne sont pas quantitatives puisque les 
différents niveaux de couleurs utilisés, que ce soit pour la coloration des arêtes ou encore des sommets, 
peuvent être classés mais il est impossible de chiffrer la différence entre deux valeurs (Loubier et Dousset, 
2006b). 
3.2.4. Placement des sommets 
La position individuelle des sommets, sans prendre en compte l’aspect structural constitué avec leur 
voisinage, n’est pas significative. Dans un contexte non évolutif, elle ne traduit pas la valeur d’attribut des 
données, mais celle relative aux liens entre les sommets. Ainsi, le positionnement des sommets est 
exclusivement calculé de manière à satisfaire un certain nombre de critères esthétiques ou pratique de 
construction de graphe, tels que la minimisation des croisements d’arêtes, l’optimisation de la surface de 
représentation,…. La visualisation graphique des données nécessite l’attribution de coordonnées x et y pour 
chaque nœud visualisé dans l’espace de représentation. 
Le placement d’un ensemble X d’éléments dans un espace à n dimensions peut être défini par une fonction : 
 R ∶ T →	ℝ. [7] 
On notera xi la ième coordonnée du sommet v tel que  
 
 RT = , =, … ,  [8]  
Dans le cas d’un graphe statique représenté par VisuGraph, les sommets sont initialement placés de manière 
circulaire, comme le montre la Figure 58.  
Dans le cas de graphe biparti, les sommets sont placés sur deux cercles concentriques. Les sommets qui 
correspondent aux lignes de la matrice sont situés sur le cercle extérieur et ceux associés aux colonnes sont 
sur le cercle intérieur. Cette représentation par défaut permet de visualiser sans grand effort cognitif, la 
répartition des deux ensembles de sommets, dans le cas biparti (Loubier et Dousset, 2007). 




Figure 58. Graphe basé sur une matrice symétrique (à gauche) et sur une matrice asymétrique (à droite). 
3.2.5. Représentation des liens 
Dans le cas du dessin de graphes, les liens entre deux nœuds, symbolisant les données relationnelles, sont 
matérialisés par des arêtes. Les arêtes, appartenant à l’ensemble A, sont représentées, en utilisant une 
fonction de routage. Cette dernière correspond à l'ensemble des points par lesquels passe une arête. Le 
routage d'une arête + ∈ 1 est une séquence ordonnée de points de l'espace de représentation (de cardinal k 
plus grand ou égal à deux).  
Caractérisons un point par ses deux coordonnées, pi=	xi,yi	pour	i	∈	-1,	…,	k0	
 + = -^, ^=, ^_, … , ^` 	 ∈ ℝ` , a b 20 [9] 
Dans VisuGraph, le tracé des arêtes se base principalement sur deux points, correspondant aux coordonnées 
des deux sommets à joindre.  
Dans le cas d’un graphe orienté, les liens sont représentés de façon similaire, c'est-à-dire basés sur deux 
points principaux, l’un de départ et l’autre d’arrivée. L’usage de plusieurs points au sein du routage est 
primordial dans le cas où plusieurs liens se superposent et où il devient nécessaire de courber légèrement l’un 
par rapport à l’autre. Par exemple, si nous étudions les ventes de licences entre deux entreprises e1 et e2. Il se 
peut qu’e1 ait vendu une licence à e2 mais aussi que l’entreprise nommée e1 en ait acheté une à e2. Dans ce 
cas là, un graphe orienté est utilisé afin de distinguer l’achat des ventes, par le sens de la flèche. Le problème 
est alors la superposition de l’arc achat et de celui de la vente. Afin de les distinguer, deux routages distincts 
sont élaborés pour chaque lien, permettant ainsi une représentation différentiable de chaque flèche. 
3.2.6. Algorithmes de représentation de graphe 
 Représentation de graphe 
La notion de représentation de graphe regroupe l’ensemble des techniques permettant d’élaborer une 
visualisation des données dans le plan de façon à en faciliter la lecture.  
Représenter un graphe de manière optimale consiste à disposer ses sommets et ses arêtes selon les règles 
d’esthétique, à homogénéiser les longueurs des arêtes, à limiter les entrecoupements des liens, à distribuer les 
nœuds de façon rationnelle sur la surface de représentation, comme nous avons pu l’étudier dans le chapitre 
2. 
Le but de la visualisation d’information est d’exploiter les caractéristiques du système visuel humain pour 
faciliter la manipulation et l’interprétation de données informatiques variées.  
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Les travaux en perception visuelle ont montré que l’être humain a une perception d’abord globale d’une 
scène, avant de porter son attention aux détails (Myers, 2000). Cette caractéristique est à la base de 
nombreuses illusions visuelles. Les travaux de (Bertin, 1977)  et (Tufte, 1983) ont montré comment 
exploiter, de façon intuitive ou ad hoc, ces caractéristiques de perception globale. La visualisation 
d’information cherche à exploiter ces mêmes caractéristiques de façon plus systématique.  
La représentation de graphe étant destinée à explorer des données (Loubier et Dousset, 2007b), les tâches 
rencontrées en visualisation d’information sont liées à la Recherche d'Information au sens large : 
• exploration rapide d’ensembles d’informations inconnues ; 
• mise en évidence de relations et de structures dans les informations ; 
• mise en évidence de chemins d'accès à des informations pertinentes ; 
• classification interactive des informations. 
La qualité de la représentation est primordiale pour l’appropriation de la visualisation par l’utilisateur 
(Purchase, 2000). Il faut cependant noter que l’efficacité d’une technique de visualisation est difficile voire 
impossible à évaluer de façon absolue.  
On retient quatre concepts de base (Kuntz, 2003) : 
• la convention de tracé qui spécifie les règles géométriques de lecture du tracé, comme le tracé des 
arêtes sous forme de droite ou encore de courbe ; 
• les contraintes de support et de l’œil humain qui imposent des écarts minimums entre les sommets 
pour éviter leur superposition ou encore le chevauchement des libellés ; 
• les critères esthétiques qui facilitent la lisibilité comme vus dans le chapitre précédent ; 
 Algorithme basé sur les force_directed_placement (FDP)  
Afin d’améliorer la représentation de graphe et d’obtenir une visualisation la plus planaire possible, c'est-à-
dire minimisant le nombre d’entrecoupements d’arêtes, nous nous basons sur l’analogie « arc = ressort ». 
Notre modèle s’inspire des travaux présentés dans le chapitre 2. Le système, ainsi considéré, engendre des 
forces entre les sommets, ce qui provoque naturellement des déplacements de ces derniers. La notion 
d’attraction entre les sommets s’effectue par leur rapprochement pour ceux fortement liés et la répulsion 
s’établit par éloignement des nœuds. La condition d’arrêt initialement proposée par (Fruchterman et 
Reingold, 1991) pour un tel système est un nombre maximum d’itérations selon l’évolution du graphe dans 
le temps. L’utilisateur laisse les forces agir jusqu’à ce qu’il obtienne satisfaction des résultats visuels. 
Dans notre proposition nous prenons en compte plusieurs paramètres, à savoir : 
• Le dosage, par l’utilisateur, de l’attraction et de la répulsion, 
• La distance minimale entre les deux sommets, 
• L’aire de représentation du graphe dans la fenêtre de représentation. 
Dans un premier temps, nous proposons un algorithme général (Karouach, 2003), (Loubier et al., 2007) 
permettant un meilleur rendu pour la représentation graphique, quelque soit le type de données (temporelles 
ou non).  
La force d’attraction entre deux sommets u et v est donnée par :  
 
 5c., / = 	d	 ×	e2fgh  
[10] 
 
β est une constante. duv est la distance entre u et v dans le dessin. 7c 	sert à augmenter/diminuer l’attraction 
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Le facteur K est calculé en fonction de l’aire du dessin et du nombre de sommets du graphe et permet de 
s’assurer du non dépassement par les sommets, des bords de la fenêtre de représentation. Pour cela, L 
représente la longueur de la fenêtre, l la largeur et N correspond au nombre de sommets visibles du graphe. 
 
 h =	ij × :k  [11] 
 
Si les sommets u et v ne sont pas reliés par une arête alors ƒa (u, v) = 0.  
 
La force de répulsion entre deux sommets u et υ est définie par :  
 
 5., / = 	7 × h=e2  
 [12] 
 
 7	sert à augmenter etdiminuer la répulsion entre deux sommets u et v ; c est, dans ce cas là, une constante. 
Afin d’obtenir une forte interactivité entre le système et l’utilisateur, et permettre à ce dernier de contrôler 
pleinement sa représentation graphique, l’attraction ou/et la répulsion entre les sommets peuvent 
manuellement être modifiées (Loubier, 2009).  
Pour cela, des sliders25 sont mis à disposition de l’utilisateur, dans le menu, permettant l’augmentation ou la 
diminution de ces deux types de forces. Le système dispose ainsi d’un slider spécifique aux forces 
d’attractions et un pour les forces de répulsion. Chacun des sliders est composé de dix graduations et la 
valeur d’initialisation est par défaut à 5. 
Dans l’outil VisuGraph, nous proposons trois variantes de l’algorithme FDP, chacune permettant l’obtention 
de résultats spécifiques. Les valeurs attribuées aux différentes variables sont issues de multiples tests pour 
lesquels, l’accent à été mis sur la qualité du dessin de graphe obtenu. Pour illustrer et comparer chacune de 
ces propositions d’algorithme FDP, nous nous basons sur un même graphe, sur lequel sont appliquées 
successivement les trois méthodes présentées ci-dessous. Les résultats, des Figure 59, Figure 60, et Figure 61 
montrent les différences de représentation. 
L’algorithme FDP totalement paramétré 
La particularité de cette proposition repose sur la décomposition en deux temps de l’algorithme. Dans un 
premier temps, la force de répulsion entre tous les sommets est calculée. Dans un second temps, toutes les 
attractions sont prises en compte, pour toute paire de sommets liés. 
Pour éviter toute superposition des sommets, une vérification est effectuée afin d’attribuer des coordonnées 
uniques à chaque sommet, suite au déplacement provoqué par l’application des forces. 
Dans ce premier algorithme de FDP, les paramètres sont étudiés pour obtenir des résultats pertinents. 
 Ainsi, pour le calcul de la force d’attraction,  
 β est une constant, initialisée à 1 ; 
 e2fl  est la distance entre u et v, où 7c correspond à la valeur du slider divisée par deux, permettant 
d’interagir sur l’attraction. 
 
Pour le calcul de la force de répulsion, 
 
 7 correspond à la valeur du slider divisé par 6, permettant d’interagir sur la répulsion ; 
 
 
                                                     
25
 Règle graduée, dont le seuil initialement fixé peut être changé. 
106 Chapitre 3. Notre contribution pour les graphes statiques 
 
c est une constante, dans ce cas là initialisée à 1. 
 
Pour tout sommet u { 
Si u est visible 
Alors { 
Calcul de la distance d(u,v) ; 
pour tout sommet v du graphe { 




Pour toutes les arêtes a du graphe { 
Calcul de la force d’attraction entre les deux extrémités u,v de a ; 
} 
/** Vérification de la non superposition des sommets par comparaison des coordonnnées **/ 
Pour tout sommet u { 
 Pour tout sommet v { 
Si (xu,yu) == (xv, xy)  




 Bases de l’algorithme FDP totalement paramétré 
Cet algorithme est appliqué sur un graphe biparti et le résultat obtenu est visible sur la Figure 59. Les 
sommets s’attirent particulièrement selon leur ressemblance typologique. En effet, on constate que les 
sommets appartenant au même ensemble de données, de valeurs de métrique relativement proches et 
appartenant à la même structure connexe par une liaison entre eux, s’attirent très fortement. Cependant deux 
sommets de même structure connexe, n’appartenant pas au même ensemble de données s’attireront moins 
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Figure 59. Graphe sur lequel l’algorithme FDP totalement paramétré est appliqué. 
L’algorithme FDP semi paramétré 
Cette autre version de l’algorithme FDP, calcule dans un même temps l’attraction et la répulsion entre deux 
sommets u et v.  
Dans ce second algorithme FDP, les paramètres sont étudiés pour obtenir des résultats pertinents. De 
nombreux tests on été effectués et les valeurs initiales des paramètres dépendent fortement du volume de 
données représentées mais aussi de la complexité des croisements. Les résultats que nous proposons 
permettent d’obtenir des résultats corrects pour une grande majorité des cas relatif à la taille et à la 
complexité du graphe. Cependant, suivant la spécificité de la visualisation, nous ne pouvons nier l’obtention 
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Pour tout sommet u { 
Si u est visible 
Alors { 
Calcul de la distance d(u,v) ; 
pour tout sommet v { 
Calcul force répulsion entre u et v ; 




/** Vérification de la non superposition des sommets par comparaison des coordonnnées **/ 
Pour tout sommet u { 
 Pour tout sommet v { 
Si (xu,yu) == (xv, xy)  
alors changer les coordonnées de v ; 
} 
} 
Algorithme FDP semi paramétré 
Ainsi, pour le calcul de la force d’attraction,  
 d est une constante, initialisée à 1,5 ; 
 e2fg est la distance entre u et v, où 7c correspond à la valeur du slider divisée par deux, permettant 
d’interagir sur l’attraction. 
Pour le calcul de la force de répulsion, 
 c n’est pas une constante dans ce cas précis et correspond à la valeur du slider permettant d’interagir 
sur la répulsion ; 
 7	est une constante, initialisée à 2. 
  Cet algorithme a été appliqué au graphe de la Figure 59 et les résultats sont visibles sur la Figure 60. 
Bien que de manière très générale, la structure globale du graphe reste similaire, on constate qu’au niveau 
des structures connexes, les données sont davantage réparties et l’attirance s’effectue quelque soit 
l’appartenance à un ensemble de données, contrairement au cas précédent. Ainsi l’étude locale, au sein des 
structures connexes est plus claire. 
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Figure 60. Graphe sur lequel est appliqué l’algorithme FDP semi paramétré. 
 
L’algorithme FDP basé sur le paramétrage de l’attraction uniquement 
Pour cette nouvelle proposition d’algorithme, seule la force d’attraction est paramétrable. En effet, les deux 
expérimentations précédentes ont permis de constater que la variation, de manière interactive, d’un 
paramètre a un impact sur les deux types de forces. Si seul un paramètre d’attraction est modifiable par 
l’utilisateur, les conséquences sur la répulsion seront réduites. L’objectif de cette proposition est de favoriser 
l’attraction, de fixer la répulsion et de comparer l’efficacité des résultats, à ceux obtenus avec les deux autres 
algorithmes. 
Dans ce contexte, les forces de répulsion et d’attraction sont appliquées en deux temps distincts. Lorsque la 
force de répulsion reste stable, sans que l’utilisateur intervienne, la force d’attraction reste ajustable.  
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Pour tout sommet u { 
Si u est visible 
Alors { 
Calcul de la distance d(u,v) ; 
  Pour tout sommet v { 
Calcul des forces répulsives ;   
   } 
Pour tous les voisins v de u{ 





/* Vérification de la non superposition des sommets par comparaison des coordonnnées */ 
Pour tout sommet u { 
 Pour tout sommet v { 
  Si (xu,yu) == (xv, xy)  




Algorithme FDP basé sur la paramétrage de l’attraction uniquement. 
Dans ce troisième algorithme de FDP, les paramètres sont étudiés pour obtenir des résultats pertinents.  
 
Ainsi, pour le calcul de la force d’attraction : 
 d est une constante, initialisée à 1,5 ; 
 e2fg est la distance entre u et v,  
 7c correspond à la valeur du slider, permettant d’interagir sur l’attraction. 
 
Pour le calcul de la force de répulsion,  
 c est une constante initialisée à 1,5 ; 
 7	est une constante, initialisée à 2. 
 
Suite à l’application de cet algorithme, les résultats sont visibles sur la Figure 61. On constate que le graphe 
obtenu est à mi chemin entre les deux représentations des Figure 59 et 60. En effet, la comparaison des 
sommets similaires est facilitée par leur proximité, tout en conservant une visualisation de la structure 
globale, mais aussi locale au niveau des parties connexes. Deux sommets du même ensemble vont s’attirer 











































sur lequel l’algorithme FDP est appliqué, basé sur le paramétrage de l’attraction. 
La notion de la température globale du système est introduite pour limiter le déplacement excessif des 
sommets. Cette température est totalement contrôlable par l’utilisateur, via une règle graduée en paramètre. 
Par changement de valeur de la température, les déplacements des sommets sont plus ou moins importants. 
La température initiale doit être de forte valeur, afin de permettre le déplacement rapide des sommets et 
surtout le décroisement des arêtes. Une fois le graphe amélioré, d’un point de vue de la lisibilité, une baisse 
de la température permet de stabiliser la visualisation. 
Nos expérimentations nous mènent à préconiser un ordonnancement spécifique, en trois étapes, pour obtenir 
un meilleur résultat visuel, en ce qui concerne le paramétrage de ces trois forces (Loubier et Dousset, 2008). 
Etape 1 : Appliquer une très forte valeur d’attraction, via le slider spécifique, jusqu’à obtenir un 
regroupement concentré des données, permettant de distinguer la structure globale du graphe. Mettre la 
température au maximum via le slider, afin de permettre le déplacement rapide et efficace des sommets. 
Etape 2 : Réduire cette force d’attraction et augmenter la répulsion, via les deux sliders, afin d’obtenir un 
graphe lisible. Réduire la température pour éviter un mouvement trop brutal des sommets. 
Etape 3 : Ajuster sensiblement les trois sliders, en baissant la température, jusqu’à obtention d’un résultat 
satisfaisant.  





























Figure 62. Préconisations sur les 
différentes étapes de réglage des 
FDP. 
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Pour synthétiser les résultats obtenus, un bilan comparant ces algorithmes FDP est présenté dans le Tableau 
18. Nous ne prenons pas en compte les critères telles que la facilité de lecture du graphe, la limitation de 
croisement des arêtes et de proximité des sommets fortement liés puisque nous considérons que ces objectifs 
sont les résultats de base pour les trois types de FDP. 
 
Type de FDP Caractéristiques Avantages spécifiques Inconvénients spécifiques 
totalement paramétrées Calcul de toutes les 
répulsions dans un 
premier temps puis des 
attractions ; 
               β = 1 ; 7=6 ; 
               c = 1. 




Analyse structurale basée 
sur l’ensemble des 
sommets reliés ; 
Distinction au niveau 
structural entre les 
différents types d’entités ; 
Espace de représentation 
restreint ; 
Rapidité pour obtenir un 
graphe lisible. 
Superposition de certains 
sommets, trop 
similaires ; 
Lisibilité de l’architecture 
de moins bonne 
qualité ; 
Proximité des liens ne 
révélant pas totalement 
leur valeur qualitative ;  
Difficultés à distinguer 




Calcul successif des 
répulsions et attractions ; d = 1,5 ; 
c = valeur du 
slider permettant 
d’interagir sur la 
répulsion ; 7	= 2. 
Distinction des sommets 
semblables ; 
Lisibilité des différentes 
structures améliorées ; 
Proximité des liens 
caractérisant vraiment leur 
valeur quantitative ; 
Minimisation des 
superpositions. 
Nécessité de quelques 
retouches manuelles. 
Certains sommets 
n’arrivent pas à 
franchir certains 
« cols » ; 
Difficultés de lisibilité si 
nombre d’arêtes 
important. 
basées sur la paramétrage 
de l’attraction 
uniquement 
Calcul de toutes les 
répulsions dans un 
premier temps puis des 
attractions ; β = 1,5 ; 
c = 1,5 ; αo	= 2. 
Lisibilité des différentes 
structures améliorée ; 
Proximité des liens 
caractérisant vraiment leur 
valeur quantitative ; 
Distinction au niveau 
structural entre les 
différents types d’entités ; 





Nécessité de quelques 
retouches manuelles. 
Certains sommets 
n’arrivent pas à 
franchir certains 
« cols » ; 
Pas de répulsion, 
minimisant 
l’interactivité et 
défavorisant le contrôle 
des distances au sein 
des structures. 
Tableau 18. Comparatif des algorithmes FDP proposés. 
Chacun de ces algorithmes répond à un besoin particulier et dans des cas spécifiques chacun a ses avantages 
et ses inconvénients. 
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Pour illustrer ces propos, prenons l’exemple de l’étude d’un corpus contenant tous les articles reportant les 
travaux d’un laboratoire sur une année et plus particulièrement les articles de chercheurs ainsi que leurs 
thématiques.  
Dans le cas où l’analyse porte sur la similitude des acteurs d’une même équipe, collaborant et travaillant sur 
des sujets similaires, le premier algorithme est préférable. En effet, la présence de caractéristiques communes 
se traduit par une forte proximité. Dans le cas où l’étude sur ce même type de données porte sur la 
découverte des différentes équipes et des acteurs dynamiques, le deuxième algorithme est plus favorable. 
Enfin, si l’utilisateur s’intéresse davantage aux thématiques abordées et aux différents individus traitant de 
ces sujets, le troisième algorithme est préférable, à mi chemin entre les deux précédents. 
La force d'attraction entre les individus peut être qualifiée comme une cohésion entre les membres d'un 
ensemble pour que celui-ci conserve sa raison d'être, et atteigne les objectifs fixés. La notion de cohésion se 
précise dans les travaux de (Wasserman et Faust, 1994) où on peut lire qu'un sous-groupe cohésif est un 
sous-ensemble d'acteurs entre lesquels les relations sont plus fortes, fréquentes, directes ou intenses, que 
celles qui existent entre ces acteurs et les autres. Selon les relations étudiées, telles que l’affinité, le 
voisinage, les collaborations, la parenté, etc.…, on peut caractériser la force d'un lien. 
3.2.7. Autres types de graphes 
 Graphes orientés 
Nous qualifions une relation orientée entre deux données relationnelles la transmission, de l’une à l’autre. On 
nomme « arcs » la liaison orientée entre deux sommets.  
Un graphe orienté est constitué d’un ensemble fini non vide de sommets X et d’un ensemble de arcs A. 
 
1 ⊂ p × p = - , q| , q ∈ p0 [13] 
A tout graphe orienté G = (X, A), on associe le graphe simple (X, B) où (x,y) ∈ B ⟺ ((x, y) ∈ A ou (y,x) ∈ A)) 
Ce type de graphe exprime la direction en précisant les sources et les destinataires.  
 Si a = (xi, xj) ∈ 	A, on dit que a est l’arc de xi à xj. Si xi = xj, on dit que a est la boucle en xi. L’ordre du 
graphe orienté G est par définition le cardinal |X| de X et sa taille est le cardinal |A| de A. 
Les arcs d’un graphe orienté constituent une relation sur l’ensemble de ses sommets. 
 X = {x1, x2, …, xn} et 
card(X)=|X|=n [14] 
 A = {a1, a2, …, am} et 
card(A)=|A|=m [15] 
Un chemin c est une séquence d’arcs tous parcourus dans le même sens. Pour qu’un chemin relie deux 
sommets, un déplacement continu suivant une séquence d’arcs doit être possible. x1 est l’extrémité initiale ou 
origine de c et xj son extrémité finale. La longueur l(c) du chemin est égale au nombre d’arc qu’il comporte. 
Par convention, nous appelons prédécesseur le sommet xi, à partir duquel l’arc est tracé, et successeur le 
sommet d’arrivée xj. Dans l’exemple de la Figure 63, x1 est le prédécesseur et x2, le successeur. 
 
 
Figure 63. Prédécesseur et successeur. 
A l’origine d’un graphe orienté, sous VisuGraph, se trouve une matrice croisant les prédécesseurs et les 
successeurs. Le graphe obtenu permet alors de distinguer clairement qui est à l’origine de qui. Cependant, il 
est possible d’ajouter des informations à un graphe orienté afin d’enrichir son potentiel informatif.  
Par exemple, intéressons nous au cas d’un service de veille d’une entreprise fournissant des licences et 
cherchant à étudier les forces actuelles du marché dans son domaine. Un graphe orienté croisant les 
entreprises qui vendent les licences et celles les achetant dans le domaine pharmaceutique est très utile pour 
le veilleur.  
 
 
x1        x2 
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Cependant, ce dernier, peut vouloir disposer sans grand effort cognitif du domaine médical spécifique des 
entreprises afin de mieux cibler le domaine étudié. Pour cela, VisuGraph permet de compléter le graphe 
orienté par analyse d’une matrice asymétrique croisant toutes les entreprises, qu’elles soient prédécesseurs 
ou successeurs avec les pays.  
Pour illustrer ce principe, les figures 64 et 65 représentent les croisements des entreprises vendant des 
licences informatiques de logiciels et celles les achetant. Les deux matrices utilisées pour réaliser le graphe 
orienté et le résultat obtenu avec la légende permettent de distinguer les états des sommets assimilés aux 
entreprises. La première matrice permet de générer les sommets, selon leur valeur de métrique et la seconde, 
permet de générer les liens orientés en considérant les sommets en lignes comme les prédécesseurs et ceux 
en colonne comme les successeurs.  
Nous nommons P = {P1,…Pn}, l’ensemble des prédécesseurs et S = {S1,…Sm}, l’ensemble des successeurs. 
Les prédécesseurs correspondent aux entreprises vendant et les successeurs, à celle les achetant. 
 
 S1 S2 S3 S4 S5 S6 … Sm 
P1 2 2 0 0 0 0 … 0 
P2 0 4 0 2 0 0 … 0 
P3 0 0 1 0 1 1 … 0 
… … … … … … … … … 
Pn 0 0 0 0 0 0 … 0 
Figure 64. Matrice des prédécesseurs X successeurs. 
 
 USA UK Germany Japan France Switzer …  
P1 1 0 0 0 0 0 0 
… … … … … … … … 
Pn        
S1 0 1 0 0 0 0 0 
… … … … … … … … 
Sm 0 0 0 1 0 0 0 














Figure 66. Graphe orienté biparti. 
 
 Graphes spécifiques 
Les graphes proposés par une grande majorité d’outil de visualisation sont soit basés sur le croisement d’une 
même population, cas des matrices symétriques, soit sur le croisement de deux populations distingues, cas 
asymétrique. Nous nous intéressons à l’étude et la représentation simultanée des deux types de matrices. 
Dans l’outil VisuGraph, nous proposons une nouvelle approche permettant de prendre en compte les liens 
quantitatifs mais aussi qualitatifs. Pour ce faire, le graphe initial est représenté à partir d’une matrice de 
croisement symétrique, selon le même mode opératoire que celui décrit dans ce chapitre. A ce stade là, les 
sommets sont assimilés, comme le montre l’exemple de la Figure 67 à des entités appartenant à la population 








  en 
en 
e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 
e1 3 1 0 0 0 1 0 0 0 1 
e2 1 3 0 1 0 0 1 0 0 0 
e3 0 0 1 0 1 0 0 0 0 0 
e4 0 1 0 5 0 1 1 1 1 0 
e5 0 0 1 0 2 0 0 0 0 0 
e6 1 0 0 1 0 4 0 0 1 1 
e7 0 1 0 1 0 0 2 0 0 0 
e8 0 0 0 1 0 0 0 2 1 0 
e9 0 0 0 1 0 1 0 1 3 0 
e10 1 0 0 0 0 1 0 0 0 1 
Figure 67. Matrice symétrique croisant les individus de X. 
Nous complétons ce graphe, en lisant les informations contenues dans une matrice croisant les entités de la 
matrice précédente, avec une autre population. Dans le cas de notre exemple, nous croisons les entités avec 
des pays appartenant à l’ensemble  
 Pa = {USA, Allemagne, France, Italie, Angleterre, Espagne, Grèce}, [16] 
Ainsi, sur un même graphe, il est facile de distinguer à quelles nations sont associées les entités appartenant à 
X.  
 
     en 
pays 
e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 
USA 1 0 0 0 0 1 0 0 0 1 
Allemagne 1 1 0 1 0 0 1 0 0 0 
France 0 2 1 0 1 0 0 0 0 0 
Italie 0 0 0 5 0 1 1 1 1 0 
Angleterre 0 0 1 0 2 0 0 0 0 0 
Espagne 0 0 0 0 0 0 0 2 1 0 
Grèce 0 0 0 1 0 0 0 0 0 0 
Figure 68. Matrice asymétrique croisant les individus de E et de P. 
 
La valeur de la métrique des arêtes est par défaut une valeur quantitative, comme le montrent ces deux 
matrices des Figure 67 et Figure 68. Cependant, une relation entre deux individus peut être de nature 
qualitative et selon le contexte d’analyse, cette information est primordiale. Nous proposons de compléter 
cette visualisation en prenant en compte une troisième matrice permettant d’obtenir la nature qualitative des 
liens.  
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Nous caractérisons la structure de représentation du graphe résultant Sp, basée sur les trois types de matrices 
précédemment citées, comme suit : 
Sp = U {<xi,aq<xi,xj>,xj>} 
Avec  
xi, xj l’ensemble des sommets Pour xi, xj ∈ X 
aq l’ensemble des arêtes caractérisant qualitativement et quantitativement le lien. Chacune se décompose 
ainsi: 
aq <xi,xj> ={<xi, xj, valeur_quantitative, valeur_qualitative>} 
Cette matrice symétrique croise les entités de X, caractérisant  
 
• par une chaîne de caractères la présence et la nature d’un lien,  
• par une chaîne vide l’absence de lien. 
Les résultats obtenus sont restitués dans la matrice suivante. 
 
      en 
 en 
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Figure 69. Matrice symétrique dont les croisement sont de nature qualitative. 
 
Au niveau de la visualisation, la représentation des matrices, Figure 70 s’effectue par le recours à deux 
symboles de couleurs distinctes caractérisant l’appartenance à X ou à P.  
 
Nous considérons l’ensemble des valeurs qualitatives des liens L, constitué des valeurs suivantes : 
 
 L = {Visualisation, RechercheI, KnowledgeM, Synonymie, Filtrage, Collecte, 
Croisements} 
[17] 
A chacune des valeurs de L est attribuée une couleur spécifique permettant l’identification visuelle rapide et 
efficace de ces dernières. Suite à la lecture des trois matrices, les liens sont caractérisés par une ou deux 
informations, à savoir la valeur quantitative et la valeur qualitative. Le graphe final est restitué dans la Figure 
69. Cet exemple est applicable aussi aux graphes orientés. Dans ce cas là, la matrice croisant les entités de X 
est symétrique au niveau de la dimension, c'est-à-dire le même nombre de lignes et de colonnes, mais 
asymétrique au niveau du contenu, les intitulés des entrées ne sont pas forcément les mêmes en vertical et en 
horizontal. La valeur des croisements révèle dans ce cas les sommets prédécesseurs et les successeurs.  
 

























Figure 70. Graphe basés sur des matrices symétrique et asymétrique dont les liens sont valués 
qualitativement et quantitativement. 
 
De nombreuses combinaisons de graphes sont abordables dans VisuGraph, permettant à l’utilisateur de 
choisir sa représentation selon son besoin. Pour ce faire, un menu en entrée du programme demande à 
l’utilisateur de préciser le type de visualisation qu’il souhaite, à savoir, un graphe orienté ou non, le nombre 
de matrices utilisées et les fonctionnalités voulues, telles que la coloration des arêtes qualitatives. 
 Représentation caméléon 
Nous avons vu dans la section 3.2.6, la disponibilité au sein de VisuGraph, d’algorithmes FDP, permettant de 
mieux analyser le voisinage des sommets. Dans le cas des graphes orientés, il est possible de réaliser une 
attraction autour des sommets prédécesseurs, en les fixant et en déplaçant les successeurs autour de ces 
derniers, et inversement. Nous nommons cette fonctionnalité, la représentation caméléon, par assimilation à 
cet animal qui reste immobile et attrape ses proies à distances avec sa langue. Le caméléon est matérialisé 
par le nœud prédécesseur et les proies sont assimilées aux sommets successeurs. 
L’algorithme utilisé reste le même que celui étudié dans la partie précédente à la différence que le 
déplacement final ne concerne que les sommets mobiles, c'est-à-dire appartenant à l’ensemble, prédécesseur 
ou successeur choisi. Notons S l’ensemble des sommets « caméléons », qui resteront immobiles. 
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Pour tout sommet u{ 
Si u est visible 
Alors { 
Calcul de la distance d(u,v) ; 
  Pour tout sommet v{ 
Calcul des forces répulsives ;   
   } 
Pour tous les voisins v de u{ 
    Calcul des forces d’attraction entre u et v ; 
Si (!u	∈	S) alors changement_coordonnées(u) ; 
} 
  } 
} 
 
  /* Vérification de la non superposition des sommets par comparaison des coordonnnées */ 
Pour tout sommet u{ 
Pour tout sommet v{ 
  Si ((xu,yu) == (xv, xy) && (!u	∈	S)) 
alors changer les coordonnées de v ; 
} 
} 
Principes de l’algorithme Caméléon. 
Par cette fonctionnalité, il est facile de caractériser les prédécesseurs. Dans le cas de notre exemple de la 
Figure 70, des entreprises sont croisées et appartiennent à une des deux catégories : les prédécesseurs 
vendent des licences aux successeurs.  
Cette fonctionnalité permet de distinguer clairement les sociétés achetant dans des compagnies différentes, 
dans le cas où un même sommet possède plusieurs liens vers des sommets différents. Dans le cas inverse, si 
une compagnie ne possède qu’un seul fournisseur, le lien est unique et l’algorithme caméléon favorise la 
proximité entre les deux compagnies, à savoir celle achetant et celle vendant. 
Au-delà d’une grande diversité de visualisations proposées, VisuGraph est complété par de nombreuses 































































Figure 71. Application de l’algorithme Caméléon sur le graphe orienté. 
Légende 
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3.3. Les fonctionnalités 
Les différentes fonctionnalités proposées dans l’outil VisuGraph sont présentées dans cette section. Il s’agit 
du filtrage, du K-core, de la transitivité, du retour aux documents, de la focalisation, ainsi que de la 
représentation caméléon, permettant le rapprochement des sommets successeurs de leurs prédécesseurs, dans 
le cas des graphes orientés et enfin du partitionnement de graphe (Loubier et Dousset, 2008c). 
3.3.1. Positionnement de l’utilisateur 
La communication à l’utilisateur de l’information est au cœur de nos préoccupations à travers l’outil 
VisuGraph. 
Pour mieux comprendre les enjeux de la visualisation, d’un point de vue de l’interactivité entre l’homme et 
le système, il est important de définir ce concept. 
Définition : Chacune des deux entités en présence, l’homme et la machine, est un « système » possédant sa 
propre logique de fonctionnement et qui communique par le biais d’un dispositif appelé « interface » 
(Durand, 1979). 
Dans le cas de l’interface homme-ordinateur, la connexion a lieu entre l’image du système, c'est-à-dire sa 
manifestation externe et les organes sensorimoteurs de l’utilisateur. La traduction s’effectue entre les 
formalismes du système et ceux de l’utilisateur. Du côté système, une traduction est assurée entre les 
représentations internes adaptées au traitement du problème et la représentation externe qui participe à la 
définition de l’image. Une opération analogue se produit du côté de l’utilisateur entre la représentation 
mentale de la situation perçue ou à atteindre et les actions physiques à entreprendre.  
Deux classes de modèles d’usagers se distinguent : 
• Les modèles quantitatifs et empiriques : leur but est de modéliser le comportement externe de 
l’usager ; 
• Les modèles analytiques et cognitifs : leur but est de modéliser le comportement interne de l’usager : 
connaissances, processus cognitifs etc... 
Dans l’outil VisuGraph, nous nous intéressons aux besoins informationnels de l'usager. Nous recherchons 
donc les facteurs qui déterminent ou conditionnent ces besoins (Loubier et Carbonnel, 2007b), (Loubier et 
al., 2009).  
La tâche de l’utilisateur est l’acquisition de connaissances pour une prise de décision ultérieure (Tamine et 
al., 2007).  
« L’aspect d’interactivité au sein du système engendre la démarche de l’utilisateur-décideur dans la 
stratégie de navigation dans un environnement complexe, qui se situe dans un continuum entre la requête 
(searching) qui correspond à un but précis et bien défini, et le butinage (browsing) qui correspond à un 
besoin mal exprimé initialement qui conduit l’utilisateur à poursuivre son chemin jusqu’à une certaine 
satisfaction » (Kuntz, 2003).  
Comme pour certains systèmes interactifs d’aide à la décision, la procédure ne s’arrête donc pas 
nécessairement avec un test de convergence, mais s’arrête parce que l’utilisateur a le sentiment d’avoir 
obtenu suffisamment d’informations utiles pour son problème (Vincke, 1992). L'activité, la connaissance du 
monde, les processus cognitifs sont autant de facteurs à prendre en compte (Kaur Padda et al., 2009).  
L’outil VisuGraph repose sur la visualisation interactive des graphes, incluant l’utilisateur-décideur dans la 
fouille de données. La visualisation proposée est manipulable par l’utilisateur afin qu’il comprenne l’espace 
des informations et qu’il communique avec le système. L’interaction a lieu à travers la visualisation qui tient 
lieu d’interface entre l’utilisateur et les données. 
L'identification du besoin d'information nous amène à nous pencher sur une modélisation de l'usager lors 
d'une recherche d'information. Les travaux de (Daniels, 1986) prennent en considération le fait que la 
modélisation de l’usager, dans un contexte plus général, est constituée de cinq sous-fonctions: 
USER: le statut de l'usager 
UGOAL: détermine les buts de l'usager 
KNOW: les états de connaissances de l'usager dans un domaine 
IRS: la familiarité de l'usager avec le système documentaire 
BACK: l'expérience de l'usager. 
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Ces cinq sous fonctions appartiennent toutes aux systèmes cognitifs de l'usager. Nous avons tenu compte de 
ces aspects dans la validation de notre outil Visugraph que nous détaillerons dans le chapitre 5. 
Afin que l’utilisateur soit totalement maître de la représentation graphique des données relationnelles, il est 
au cœur de toutes les décisions d’application et de paramétrage de toutes les fonctionnalités.  
Pour ce faire, nous avons établi plusieurs règles telles que : 
• Le menu en deux parties : une première expose les différentes fonctionnalités, que l’utilisateur 
activera selon ses besoins et une autre permet de régler ces dernières via des sliders spécifiques. 
• L’affichage d’indications dans la console accompagnant la fenêtre de visualisation. 
• Le choix de l’utilisateur de la couleur du fond de la visualisation, des formes symbolisant les 
données, accentuation de l’intensité des liens et/ou de la police, ou encore de la taille de cette 
dernière. 
• La mise en place d’un onglet d’aide avec un manuel utilisateur sous forme de document texte, 
illustré. 













Figure 72. L’utilisateur, contrôlant la visualisation des données relationnelles. 
3.3.2. Identification et analyse de structure de graphe 
La visualisation et l’étude de graphe consistent à analyser le réseau formé par ces entités et la combinaison 
de leurs relations, afin de comprendre la façon dont la structure contraint les comportements individuels tout 
en faisant émerger des interactions. L’analyse structurale tente de trouver les régularités de comportement. 
Plus un individu est proche des autres, plus il est susceptible d'avoir d'informations (Leavitt, 1951), d'accéder 
à un plus haut statut social (Katz, 1953), d’avoir du pouvoir (Coleman, 1973), de l'influence (Bavelas, 1950 ; 
Friedkin, 1991), du prestige (Burt, 1992). Un graphe se caractérise d’abord, très simplement, par son ordre, 
c'est-à-dire par le nombre de ses sommets indiqué dans la console.  
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Le concept dominant de l'analyse structurale est celui de système, c'est-à-dire qu'il s'agit de rechercher les 
formes structurelles du système (Eve, 2002). Pour étudier la proximité des sommets, plusieurs critères sont 
alors utilisables.  
• La connexité consiste à repérer des groupes dont les membres sont liés de façon directe ou indirecte ; 
• la cohésion s’appuie plutôt sur la densité des relations dans le groupe ;  
• l’équivalence introduit un autre point de vue en permettant de rassembler les individus en fonction 
de leur similitude.  
On peut aussi vouloir caractériser chaque acteur d’après sa position dans le graphe, par exemple selon sa 
centralité. Les études qui utilisent ces notions relèvent de la théorie des graphes (Wasserman et Faust, 1994). 
Si l’on dispose seulement de données décrivant les réseaux personnels d’un échantillon d’individus, 
généralement choisis pour être représentatifs d’une population plus large. Il n’est pas impossible de tester 
l’influence de certaines caractéristiques structurales sur le problème traité.  
Par exemple, une question sur la fréquence des relations permet de départager approximativement entre liens 
forts et liens faibles, distinction dont les travaux de (Granovetter, 1973) ont montré l’importance. 
Le travail de description consiste à inventorier la diversité des régimes d'action et des entités mises en 
relation dans le réseau. Ainsi, les individus les plus centraux dans un graphe occupent des positions 
privilégiées dans les échanges, notamment par rapport à ceux qui sont situés plus à la périphérie.  
Une relation, et plus globalement des relations formant un réseau, peuvent non seulement apporter une 
information, que l’expert est totalement libre de prendre en compte ou d’ignorer, mais peuvent aussi appuyer 
celle-ci par une force qui pousse l’expert qui la subit à accepter cette information comme pertinente et donc à 
modifier son système cognitif. On parle ainsi d’influence lorsque la relation entre deux acteurs comporte à la 
fois la circulation d’un contenu et l’exercice d’une force visant à imposer ce contenu à l’un des acteurs. Ces 
processus d’influence, qui déterminent notamment l’adoption des innovations, ont été examinés dès les 
premiers pas de l’analyse des graphes. Les travaux de Coleman Katz et Menzel (1966) sur la diffusion d’un 
nouveau médicament ont constitué un point de départ pour une longue tradition de recherche dont les travaux 
de (Valente, 1995) synthétisent les apports récents. Dans le domaine politique, le réseau peut aussi exercer 
une influence (Knocke 1990), (Nieuwbeerta et Flap, 2000).  
L’approche de (Freeman, 1979) repose sur trois définitions pour la centralité : 
La centralité de degré, notée CD, considère le degré d'un sommet, c'est-à-dire le nombre de connexions 
directes irriguant ce dernier. Un individu est d'autant plus central qu'il est directement lié à un grand nombre 
d'autres sommets. La centralité de degré mesure localement la capacité d'un individu à communiquer, 
indépendamment de la centralité des individus auxquels il est directement lié.  
L’acteur le plus central est le plus actif, d’un point de vue relationnel. La centralité est donnée par la formule 
suivante, pour n le nombre de sommets et d(xi) le degré du sommet i : 
 uv = e − 1 [18] 
La centralité de proximité, notée CP, donne un point de vue plus global à la centralité puisqu'elle considère la 
proximité d'un individu avec tous les autres, sur une notion de distance. d(xi, xj) étant la distance entre deux 
acteurs mesurée en nombre minimal de liens. Dans le cas des graphes non orientés, la centralité de proximité 
est formalisée par la formule suivante,.  
 ux = 	  − 1∑ e , qqy  
[19] 
 
La centralité d'intermédiarité, notée CI, défend l'idée qu'un individu peut être faiblement connecté aux autres 
et même relativement éloigné, mais servir d'intermédiaire dans bon nombre d’échanges entre les autres 
membres du groupe (Ford et Fulkerson, 1956), (Freeman et al., 1991). Plus il sert ou peut servir 
d'intermédiaire pour tous les membres, plus il est en position de contrôler la communication ou d'être 
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Un tel individu peut influencer le groupe plus facilement en filtrant ou distordant les informations qui y 
circulent. Ainsi, pour deux sommets non adjacents t et j qui communiquent si le sommet i se trouve sur leur 
chemin de communication, alors i est un acteur important. Sa position lui permet également d'assurer la 
coordination du groupe.  
Soit pjt le nombre des chemins les plus courts entre j et t, pjt(xi) le nombre de chemins les plus courts entre j 
et t passant par i. 







Les centralités selon la proximité ou l'intermédiarité mesurent la capacité d'un individu à contrôler cette 
communication qui ne dépend pas forcément du nombre de ses liens avec ses voisins, mais de son rapport à 
l'ensemble des membres du réseau : rapport de proximité ou d'intermédiarité. Une forte centralisation de 
connexion est l'indice d'une communication active tandis qu'une forte centralisation de proximité ou 
d'intermédiarité traduit un petit nombre d'acteurs contrôlent cette communication.  
Un graphe, se caractérise non seulement par sa densité, mais aussi par sa connexité. On mesure la densité 
d'un graphe par le rapport entre le nombre d'arcs de ce graphe et le nombre d'arcs que comporte le graphe 
complet ayant le même nombre de sommets. Si un graphe n’est pas connexe, ses parties qui le sont, sont 
appelées ses composantes connexes. Un graphe qui n’est pas connexe, peut être extrêmement dense, par 
exemple s’il est constitué d’une clique importante et de quelques sommets. 
L’analyse de la structure d’un graphe sert à la construction d'indicateurs prometteurs pour caractériser la 
dynamique d'un ensemble de données relationnelles (Ghalamallah et al., 2007), (Ghalamallah et al., 2008), 
(Ghalamallah et al., 2008b), (Guenec et al., 2008). Elle sert à caractériser individuellement les données 
représentées qui assurent ou au contraire réduisent la cohésion globale.  
Lorsque le graphe est trop complexe, le recours au masquage des éléments par filtrage facilite l’exploration 
de la structure.  
3.3.3. Filtrage 
Une première méthode pour analyser plus simplement un graphe est le filtrage. Filtrer un graphe revient à 
filtrer ses sommets ou ses arêtes selon certains critères. Ces derniers sont basés sur les propriétés 
quantitatives ou qualitatives des sommets ou arêtes (Henry 1992), (Huang et al., 2005). Un nettoyage 
préalable du graphe, basé sur une technique de filtrage appropriée (Huang et al. 2005) permet de révéler une 
structure et des motifs intéressants. La difficulté est de proposer un filtre qui révèle des caractéristiques sans 
pour autant dénaturer le graphe.  
Dans VisuGraph, le filtrage dynamique, basé sur les valeurs de la métrique utilisée, consiste à ne conserver 
que les sommets et les arêtes du graphe associés aux valeurs supérieures ou égales à un seuil. La dynamique 
du filtrage est un concept fondamental de la visualisation de l'information. Grâce au filtrage, l'utilisateur peut 
contrôler le volume des contenus à afficher pour se concentrer sur ce qui l'intéresse. Cette procédure fait 
apparaître les sommets les plus représentatifs, ainsi que les composantes importantes de la structure. Dans 
notre cas, le filtrage s’effectue par masquage des arêtes ayant une valeur de métrique inférieure au seuil fixé 
par l’utilisateur. De façon générale, on peut effectuer le filtrage d’arêtes de valeur de métrique inférieur à k 
de façon à ne garder que les arêtes de forte valeur.  
Ainsi, la fonction de filtrage de liens se formalise de la façon suivante. 
 
fF (G, Filtre=n)=GF 
où G est un graphe, selon la définition initialement définie dans laquelle G = (X, A) avec X 
l’ensemble des sommets et A l’ensemble des liens. 
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n est la valeur du seuil du filtre, c'est-à-dire la valeur minimale que devra prendre la valeur quantitative 
de a<xi,xj>, l’arête comprise entre les sommet xi et xj, dans le graphe filtré GF. 
 
Ainsi, le filtrage d’un graphe permet d’obtenir un sous-graphe, comportant des sommets isolés, qu’il est 
possible de masquer. 
Le filtrage permet aisément de détecter la nature des liens entre les acteurs du graphe. Ainsi, un graphe 
composé majoritairement de liens unitaires peut donner des indications riches sur les échanges entre les 
données. Si nous prenons l’exemple illustré en Figure 73, il s’agit d’un graphe des auteurs ayant coécrit sur 
le domaine de la veille. Le premier graphe, à gauche, est réalisé sans filtrage ; le second est filtré par 
l’utilisateur, via le slider de filtrage, à un seuil égal à 1, ce qui signifie que seules les liaisons symbolisant un 
nombre de co-signatures supérieur à 1 sont conservées. Par ce filtrage, on distingue clairement que la 
majorité des auteurs ayant co-écrits ne se sont associés que pour un unique article, tandisque dans le graphe 













Figure 73. Filtrage des liens du graphe de co-signatures d’articles scientifiques. 
Le filtrage permet de conserver les liens les plus forts, selon l’importance du seuil fixé via le slider, il est 
important de disposer de méthodes complémentaires permettant de ne sélectionner que les sommets ayant le 
plus grand nombre de voisins, c'est-à-dire les nœuds les plus liés. Le filtrage n’étudie que les valeurs des 
liens en masquant les plus faibles mais ne permet pas de distinguer les nœuds au centre de la structure de 
graphe. Dans la Figure 74, la classe connexe la plus grande est divisée lors de l’application du filtrage, 
prenant en compte la valeur quantitative du lien mais pas le nombre de liaison. En effet, un sommet peut être 
très important, du fait qu’il soit joint à d’autres par des liens de faible valeur. Le filtrage ne permet pas la 
détection de ces sommets. Pour cela, le k-core vient compléter le filtrage. 
3.3.4. K-Core 
Une autre fonctionnalité permettant l’étude de la structure d’un graphe est le k-core. Cette décomposition 
(Batagelj et Zaversnik, 2002), consiste à identifier des sous ensembles particuliers du graphe appelés k-core..  
Un k-core est défini comme suit : 
Un sous-graphe S = G (u, A|C) induit par l’ensemble C	⊆X est un k-core ou un core d’ordre k si et 
seulement si ∀		u: e99 b a,	et S est un sous ensemble maximal avec cette propriété.  
Notons que le k-core est unique (Alvarez et al., 2005). 
Un nœud a un coreness c, s’il appartient au core d’ordre c et s’il n’appartient pas au core d’ordre (c + 
1). 
Un ensemble connexe de coreness cE forme un cluster, ou encore une communauté, au sens de 
(Alvarez et al., 2005).  
Le k-core est obtenu par élagage récursif des nœuds qui ont un degré plus petit que k. Le graphe 
restant ne contient que des sommets de degré ≥ k.  
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Dans la Figure 74, les sommets qui n’ont qu’un seul voisin correspondent à un coreness de 1. Si nous nous 
intéressons au coreness 2, les sommets appartenant au 1-core sont masqués. Nous obtenons alors les 
sommets qui ont au moins deux sommets voisins. Si nous ciblons les sommets correspondant au 3-core, nous 
élaguons les sommets des précédents coreness et nous obtenons les sommets qui ont plus de trois voisins. 





Figure 74. Décomposition en k-core d’un graphe. Figure réalisée sous VisuGraph  
(en bas à gauche 1-core, en haut à droite 2-core, au milieu 3-core, en haut à droite 4-core, en bas à droite 5-
core).  
Appliqué à VisuGraph, le k-core est calculé à partir d’un seuil fixé par l’utilisateur (Loubier, 2009b). Plus ce 
seuil augmente plus le coreness est élevé. Le k-core permet de cibler le cœur du graphe, au détriment de sa 
périphérie.  
Nommons fc cette fonction : 
 
fc (G, seuil=n)=Gk 
G est le graphe de base, selon la définition G = (X, A) où X est l’ensemble des sommets et A 
l’ensemble des liens.  
n est le seuil permettant de calculer le k-core et permettant de caractériser le coreness.  
n = {0,…,c }. 
 c est une valeur calculée dès le premier appel de la fonction. Elle correspond au k maximal pouvant 
être atteint. 
Gk est le graphe obtenu pour le seuil fixé, composé de sommets ayant tous au moins n voisins.  
 
On peut décrire la périphérie d'un ensemble connexe de nœuds comme la partie externe de cet ensemble.  
Les cœurs du graphe sont constitués de l’ensemble des nœuds et arêtes restant après avoir atteint le k-core 
maximal. Il constitue le noyau du graphe, à savoir les acteurs les plus importants et par conséquent les plus 
influents. Dans un contexte concurrentiel, il s’agit des données clés à l’origine de la communication entre 
toutes les autres. La suppression d’un des sommets du cœur du graphe provoque la déstabilisation de la 
structure.  
Il devient plus aisé de répondre aux concepts généraux proposés par (LeMoigne, 1984) pour définir un 
système à savoir. 
Quelque chose (n’importe quoi, présumé identifiable) 
Qui dans quelque chose (environnement) 
Pour quelque chose (finalité ou projet) 
Fait quelque chose (activité, fonctionnement) 
Par quelque chose (structure=forme stable) 
Qui se transforme dans le temps (évolution) 
L’analyse du graphe, via des techniques précises telles que les k-cores permettent de comprendre l’objet dans 
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Cependant, une fois une structure détectée, il est important de détailler sa composition afin d’obtenir les 
principaux acteurs. Pour cela, la transitivité est une fonctionnalité permettant l’exploration des voisins d’un 
sommet. 
3.3.5. Transitivité 
La transitivité s'exprime assez justement par « les amis de mes amis sont mes amis ». 
Dans VisuGraph, cet algorithme s’applique à partir d’un sommet sélectionné par l’utilisateur et par la 
fixation d’un seuil à l’aide d’un curseur.  
Nommons ft  la fonction de transitivité, appliquée à un graphe G = (X,A). 
ft (G, xi, seuil=n)=Gt 
xi est le sommet initialement choisi, appartenant à X.  
n est le seuil fixé pour le calcul de la transitivé. n = {1,…,r }. r est une variable fixée dès le premier 
appel de la fonction. Il s’agit du nombre de pas permettant d’obtenir le voisin le plus éloigné du 
sommet xi. 
L’analyse de graphe est le moyen d’analyser des structures et de s’interroger sur leurs rôles (Mercklé, 2004). 
Au-delà de la méthodologie (Lazéga, 1998), il s’agit de comprendre en quel sens une structure contraint 
concrètement des comportements, tout en résultant des interactions (Degenne et Forsé, 2004) entre les 
éléments qui la constituent.  
 
Dans l’algorithme suivant, S est le sommet initialement choisi, sur lequel est calculée la transitivité. G 
correspond au graphe G = (X, A). n est le seuil de transitivité fixé par l’utilisateur. num(SV) indique le 
nombre minimum de sommets intermédiaires entre le nœud initialement choisi et SV.  
 
 calculeTransit(G, S){ 
int cpt=0;  
  getVoisins(S, n); 
   Pour tous les voisins directs de S 
{ 
    SV = Voisin(S); 
    if (num(SV)==0){ 
     cpt=S_init.num; 
     getVoisins(SV,n); 
Pour tous les voisins directs de SV 
{ 
      T = Voisins(SV); 
      if ((num(T) < cpt) && (num(T) !=0)) cpt = num(T);  
     } 
     num(SV)=cpt+1; 
     if (num(SV)>init_max) init_max=sv.num; 
     if (NombreVoisibs(SV)>1)calculeTransit(G,SV); 
    } 
   } 
 } 
Algorithme de calcul de la transitivé d’un graphe. 
L’étude d’un sommet particulier et de ses relations avec d’autres sommets par le biais de ses connexions 
permet de définir son rôle au sein de la structure. La donnée visualisée apparaît comme un acteur majeur du 
domaine. 
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Si des sommets A et C sont liés au sommet B, ils détiennent peut-être des caractéristiques communes, mais 
aussi des comportements proches ou « compatibles ».  
Le voisinage d'un acteur, ou réseau égo-centré, est l'instrument majeur permettant d'observer les formes de 
rapprochement que l'individu opère entre des relations, des ressources et des références différentes. En se 
centrant sur l'analyse des réseaux égo-centrés, le chercheur peut restituer la diversité des relations et 
préserver le caractère local de l'espace dans lequel elles se développent.  
 « Nous ne pouvons pas comprendre les interactions d'un groupe donné d'individus si nous ne les considérons 
pas à la lumière de l'ensemble des liens que chaque acteur entretient en dehors de l'espace commun » 
(Gribaudi, 1998).  
Dans un premier temps, l’analyse du graphe global où toutes les données sont représentées permet de 
distinguer les tendances générales, à savoir : 
• les positions remarquables et stratégiques, 
• la présence d’une ou plusieurs grosse(s) structure(s), 
• la détection de sommets isolés, 
• la détection d’acteur important dont la valeur de la métrique est supérieure à la moyenne. 
Dans la Figure 75, il s’agit du graphe des auteurs ayant proposé et présenté un article lors du congrès de 
Veille Stratégique, Scientifique et Technique (VSST). Ce graphe repose sur la totalité des congrès. Les 





































Moyenne structure  
Grosse structure 
Petite structure (<6 
acteurs) 
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Ce graphe, de la figure 75, fait ressorti très clairement : 
• trois très grandes équipes de recherche ; 
• des équipes de taille moyenne ; 
• des auteurs uniques ; 
• des articles écris en petit comité, mettant en avant que deux ou trois auteurs. 
Nous caractérisons l’ensemble des sommets de la structure en plusieurs catégories : 
• Les sommets individuels, caractérisés par une forte valeur de métrique, symbolisant son importance 
dans le domaine étudié.  
• Les sommets isolés de faibles valeurs, n’appartenant à aucune structure.  
• Les sommets appartenant à une structure et se trouvant à l’extrémité de la structure. Ces éléments 
sont caractérisés comme membre d’une équipe mais pas comme leader. Ces sommets sont 
caractérisés comme communiquant peu avec le reste du graphe, avec un nombre de liens faible, 
même si ces derniers peuvent avoir une valeur de métrique forte. L’étude de leurs transitivités est 
intéressante puisqu’elle permet de reconstituer l’ensemble de l’équipe et de connaitre le nombre 














Figure 76. Calcul des seuils de transitivité d’un sommet en « fin de structure », représenté en rose pour la 
distinguer des autres sommets. 
 
Dans cet exemple, la structure est reconstruite par transitivité en sept étapes. Le premier seuil révèle une 
liaison qu’avec un seul sommet. Puis, par voisinages successifs la structure complète peut être analysée. 
Les sommets au centre de la structure sont caractérisés par de nombreux liens avec les autres membres. 
Leurs suppressions entrainent la rupture en deux. La transitivité permet d’une part d’obtenir l’équipe entière, 
tout en étudiant le nombre prédominant de liens avec les autres acteurs. Burt nomme ces rotules des « trous 
sociaux » (Burt, 1992), c'est-à-dire la théorie selon laquelle deux acteurs ne peuvent communiquer entre eux 
que par l’intermédiaire d’un troisième acteur, qui occupe ainsi une position avantageuse.  
Le graphe de la Figure 77 illustre le principe de ce sommet qui, dès le premier seuil, est lié à de nombreux 
autres. Par les différents seuils de transitivité, on constate que toute la structure repose sur ce sommet, 


























Figure 77. Calcul des seuils de transitivité d’une rotule, représentée en rose pour la distinguer des autres 
sommets. 
La transitivité de seuil 1 diffère de l’affichage des voisins directs. En effet, pour trois sommets A, B et C 
reliés les uns aux autres, la transitivité de seuil 1 de A montre la liaison entre B et C alors que l’utilisation de 





Figure 78. Différence entre le calcul de la fermeture transitive de seuil 1 et l’affichage des voisins directs. 
L’étude de la structure du graphe se base en partie sur la transitivité. Cependant, le nœud n’étant qu’une 
représentation de la donnée textuelle, il est indispensable de pouvoir revenir à tout moment au document de 
base, à partir duquel la donnée a été extraite. Pour ce faire, l’outil VisuGraph est enrichi par le retour aux 
documents. 
3.3.6. Retour aux documents 
VisuGraph est doté d’une fonctionnalité permettant de favoriser l’exploration locale d’un sommet. Suite à la 
sélection d’un nœud spécifique, un pop up26 apparait indiquant l’intitulé du sommet, la valeur de sa métrique, 
ainsi que le libellé des nœuds auxquels il est lié, ainsi que la valeur des liens. Cet affichage est complété par 
le retour aux documents. Cette fonctionnalité permet, à partir d’un sommet sélectionné, d’afficher dans un 
éditeur de texte, les documents contenant l’item choisi. Ainsi, si l’utilisateur clique sur un sommet, tous les 
documents du corpus initial concernant ce nœud s’afficheront dans un éditeur de texte (Loubier, 2007), 
(Loubier et Carbonnel, 2007). 
Les connaissances de synonymie sémantique permettent alors d’élargir la recherche effectuée. En effet, dans 
un contexte de recherche d’information, l’intérêt est d’étendre la recherche à l’ensemble des termes proches 
de l’étiquette du sommet choisi. Ainsi, pour un sommet sélectionné, tous les synonymes ou variation 
orthographique de ce dernier seront retournées. 
 
Un autre aspect important de la synonymie, dans un contexte de « retour aux documents », est la proximité 
des termes. En effet, un même terme peut être écrit sous des formes différentes, telles que les erreurs de 
saisie, abréviations, …. Par exemple, le nom de notre institut peut être écrit sous la forme « IRIT » ou « Inst. 
de Rech. en Inf. de Toulouse » ou « Institut de Recherche en Informatique de Toulouse » ou encore « UMR 
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Or, dans le cas d’un croisement entre auteurs et documents, lors de la recherche des documents dans lesquels 
un auteur particulier apparaît, le système doit retourner ceux comportant au moins une parmi toutes les 




















Figure 79. Exploration d’un sommet spécifique et retour aux notices. 
Le retour au document ne doit pas se limiter à un seul nœud spécifique. Dans le cas de classes connexes, ou 
encore dans le cas de concurrents, il est intéressant de visualiser les notices de plusieurs acteurs afin de 
pouvoir les comparer mais aussi d’élargir la recherche. Cette fonctionnalité se nomme la focalisation. 
3.3.7. Focalisation 
La focalisation a pour finalité de restreindre les informations visualisées dans le graphe afin de mieux 
correspondre aux besoins de l’utilisateur et donc de préciser l’analyse. Les résultats d’une focalisation sont 
proposés sous deux formes complémentaires : le retour aux notices et la représentation sous forme de graphe. 
 Elaboration 
Afin d’adapter au mieux l’analyse de données en fonction des besoins de l’utilisateur, nous proposons une 
méthode (Loubier et Carbonnel, 2007) qui permet de rechercher les informations issues d’un corpus, 
répondant à un ou plusieurs critères d’une requête, de type union / intersection.  
Nous proposons deux manières de sélectionner les informations utiles à la conception de la requête : 
• sélection graphique de sommets ; 
• sélection des noms des sommets via des listes dans un menu. 
La sélection graphique permet d’obtenir une liste des sommets sélectionnés organisée par champ. Cette liste 
est affichée et l’utilisateur peut interagir avec sa sélection afin de supprimer ou d’ajouter des éléments. Dans 
le cas de champs multi-valués, l’utilisateur peut choisir l’intersection ou l’union entre les éléments 
sélectionnés.  
Par exemple, si l’utilisateur a sélectionné les auteurs A1, A2, A3, A4 et les journaux J1 et J2 dans un graphe 
représentant les cooccurrences entre auteurs et journaux, il choisit le lien entre les auteurs, ce qui lui permet 




Nom : Loubier 
Métrique globale=3 
Voisins directs 
Carbonel  lien=1 
Bahsoun  lien=1 
Dousset  lien=2 
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 (A1 et A2 et A3 et A4) et (J1 ou J2) [21] 
 (A1 ou A2 ou A3 ou A4) et (J1 ou J2) [22] 
Dans la première requête, la sélection concerne les documents contenant les quatre auteurs simultanément 
dans le champ correspondant et l’un des deux journaux. Seule une union est possible entre plusieurs journaux 
puisque ce champ est mono-valué. Un article ne peut être publié que dans un seul journal. Dans la seconde 
reequête, la sélection concerne au moins un des quatre auteurs. 
La sélection via des listes s’effectue dans un menu composé des différents champs représentés dans le 
graphe. L’utilisateur peut générer une requête en cochant des éléments dans les listes et choisir les liens 
d’intersection ou d’union entre ces derniers. Le paramétrage de cette fonctionnalité s’effectue par l’affichage 
d’une fenêtre tierce, contenant les différents types d’entités croisées dans le graphe tels que la date, les 
auteurs, les journaux, les termes, les titres, …. Si l’utilisateur privilégie une dimension dans son analyse, il 
est libre de déplacer en conséquence les sommets la représentant, afin d’obtenir un graphe organisé. La 
fonctionnalité de focalisation permet donc de restreindre le domaine de recherche en fonction des besoins de 
l’utilisateur.  
 Restitution des résultats 
Le retour aux notices restitue les documents répondant à la requête par le même procédé que celui détaillé 
dans la section précédente. Les documents répondant aux critères de la focalisation sont retournés à 
l’utilisateur sous forme de fichier texte. Ils peuvent provenir de diverses bases et peuvent donc être de 
formats différents. Cet aspect est pris en compte lors de l’affichage des données sous forme textuelle 
(Loubier et Carbonnel, 2007). 
La représentation, proposée par VisuGraph, permet de visualiser les structures des différentes organisations 
concernant la totalité des données traitées. Afin de visualiser graphiquement ces résultats, le graphe partiel, 
composé des éléments sélectionnés graphiquement ou dans la liste de choix, est extrait de la représentation 
graphique globale initiale. Cette restitution graphique s’effectue par masquage des sommets et des liens non 
concernés par la requête. La visualisation finale est plus claire, puisque le nombre de sommet ainsi que le 
nombre de lien sont diminués, rendant l’analyse plus simple et plus précise. La structure, au sein du graphe 
global est conservée, permettant ensuite à l’utilisateur d’organiser le graphe des résultats comme il le désire 
puisqu’il a la possibilité de déplacer les sommets avec la souris.  
Ainsi l’utilisateur maîtrise pleinement son analyse dans chacune des étapes de focalisation, que ce soit dans 
la sélection d’information ou encore dans la manipulation des résultats, restitués sous forme textuelle et 
graphique. La Figure 80 illustre ce principe de focalisation par la recherche d’un article co-écrit par les 
auteurs « Loubier, Dousset et Bahsoun ». L’ordre d’apparition des auteurs dans la formulation de la requête 




Figure 80. Restitution des résultats graphiques et textuels, suite à la sélection de plusieurs auteurs. 
et ou 
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Cette réalisation se décompose en deux fonctions, une d’élaboration fe permettant de cibler les éléments 
recherchés dans le graphe ou dans le corpus et une de restitution fr qui fournit une visualisation des résultats 
sous forme graphique ou textuelle selon le choix effectué. 
fe (G,{<xi,op,xj>} )=R 
fr (R,c)=Res 
Soit G=(X,A) le graphe initial et xi, xj les sommets appartenant à l’ensemble X.  
op est un opérateur ∈ O={et, ou} 
R est la formulation des éléments recherchés. 
c correspond à l’option émise pour la nature de la restitution des résultats, sous forme de Graphe 
ou de Notice. 
 
Res ∈	R={Ge (ve,ee), Ce (C, R)}, 
où Ge=(xe ae), le graphe composé des sommets compris dans R et ae, l’ensemble des liens liant 
l’ensemble des ve. 
Ce est le corpus C composé d’attributs, répondant aux contraintes imposées par R. 
 
 
Dans l’exemple que nous avons illustré dans la Figure 80, l’élaboration s’effectue comme suit : 
Fe (G,{<dousset, et, loubier>,<loubier, et, bahsoun>, <dousset, et, bahsoun>})=dousset et loubier et 
bahsoun 
La restitution s’effectue sous forme de graphe : 
fr (dousset et loubier et bahsoun,Graphe) = Ge({dousset, loubier, bahsoun}, 
  {<dousset,loubier>,<loubier,bahsoun>,<bahsoun, dousset>}) 
ou sous forme textuelle : 
fr(dousset et loubier et bahsoun,Notice)=Ce(C,{dousset et loubier et bahsoun}) 
3.3.8. Partitionnement de graphes 
 Principe général 
Dans un contexte d’analyse de graphe, la lisibilité et l’interprétation deviennent de plus en plus complexe, 
lorsque le volume de données augmente. Il est indispensable d’avoir à disposition des techniques permettant 
de réduire le nombre de données représentées, lorsque ce dernier devient trop important. Le partitionnement 
de graphe, intégré à VisuGraph, propose une solution. 
Créer une partition consiste à répartir un ensemble d’objets en plusieurs sous-ensembles. Il est utile de 
pouvoir comparer ces sous-ensembles entre eux. Ainsi, chaque objet va être associé à d’autres objets, et les 
associations résultants, ou liens, doivent pouvoir être quantifiées. Le but des méthodes de classification est 
de construire une partition d’un ensemble d’objets. La classification a pour hyponyme le partitionnement de 
données, qui se traduit en anglais par data clustering.  
 
Une k-partition d’un ensemble X est définie par une famille de sous ensembles {x1, …, xk} vérifiant 
  T = T	98	T ∩ Tq = ∅, ∀N ≠ `y  [23] 
 
Un graphe clusterisé est un graphe G = (X, A) pour lequel on dispose d’une partition {x1,…,xk} de l’ensemble 
des sommets où les xi sont des clusters. 
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 Markov Clustering intégré à VisuGraph 
Afin de faciliter l’analyse, les données les plus fortement liées doivent être regroupées en classes homogènes. 
Parmi les travaux effectués sur le partitionnement de graphe, les travaux de (Alpert et Kahng, 1995), 
 (Kuntz et Henaux, 2000), (Jouve et al., 2001) se basent sur des approches spectrales alors que les 
algorithmes de la famille METIS (Karypis et Kumar, 1998) se basent sur le partitionnement multi niveaux. 
Le Markov Clustering (MCL) consiste en l’alternance d’un mouvement en deux étapes -expansion et 
inflation- afin d’atteindre la convergence d’une matrice stochastique par laquelle un réseau entier est 
subdivisé en « clusters durs » sans aucun chevauchement. Le sous-réseau de chaque cluster de Markov est de 
type « étoile » dont le centre est le nœud de plus haut degré et les autres nœuds ne sont reliés qu’à celui-ci. 
Ce type d’approche est basé sur la notion des déplacements aléatoires dans un graphe, selon un processus 
stochastique à temps discret par lequel on se déplace d’un sommet à un autre, choisi aléatoirement. 
Soit un graphe G de n sommets,  sa matrice d’adjacence. La matrice de Markov associée à G, notée Tg 
est formellement définie par les colonnes normalisées de . Soit d la matrice diagonale correspondant 
aux poids des colonnes de M, donnée par e`` = ∑ `  et eq = 0	N	N ≠ .	. Alors  est définie par : 
 
  = eF [24] 
 
La matrice de Markov Tg correspond au graphe G’, appelé le graphe de Markov, associé à G. La valeur (Tg)ij 
indique l’importance de l’attirance du sommet j par le sommet i. 
 La définition suivante généralise l’opération de normalisation. 
 Soit	la	matrice	M ∈ 	`× , +/9	 b 	98		 ∈ B. N8	:^é+89. Γr de 
 `× 	→	`× 	défini	par: 





Γr s’appelle l’opérateur d’inflation avec le coefficient puissance r. 
La méthode de partitionnement utilisée dans VisuGraph est inspirée du Markov Clustering (Van Dongen, 
2000) que nous avons aménagée pour pouvoir influencer le nombre de classes proposées (Karouach et 
Dousset, 2003).  
Cette approche se base sur deux opérations matricielles simples, successivement itérées :  
• La première calcule les probabilités de transition par des marches aléatoires de longueur fixée r et 
correspond à une élévation de la matrice à la puissance r, visant à élargir la capacité de l’arc entre 
deux nœuds. 
• La seconde consiste à amplifier les différences en augmentant les transitions les plus probables et en 
diminuant les moins probables. Les transitions entre sommets d'une même communauté sont alors 
favorisées et les itérations successives des deux opérations conduisent à une situation limite dans 





Algorithme de MCL 
Une fois cette algorithme appliqué, la manipulation du graphe réduit peut être effectué. 
Algorithme de MCL (G, [ei]i∈N, [ri]i∈N) 
 T1  TG; 
 k  0; 
Tant que T 2k+1 n’est pas (approx.) idempotente 
 k k+1 ; 
 T2k  Exp ek(T 2k-1) ; 
 T2k+1  Γrk (T 2k); 
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 Manipulation du graphe réduit 
Décomposer un graphe en structures élémentaires est un paradigme classique permettant d’appliquer des 
techniques telles que « diviser pour résoudre » (Dousset et Karouach, 2007). 
L'évaluation de la méthode MCL présentée précédemment a montré la rapidité et la qualité de ses résultats 
(Enright et al., 2002). Le graphe final est alors un graphe de classe, pour lequel chaque sommet est en fait 
une des classes obtenues, permettant de travailler alors sur un graphe réduit. Les liens entre les sommets sont 
assimilés à des liaisons interclasses (Loubier, 2007b), (Loubier et Dousset, 2007).  
Dans un second temps, l’attribution d’une couleur spécifique à chaque classe permet de visualiser le graphe 
de départ, en figeant un représentant par classe et en distribuant les autres sommets sur une couronne centrée 
sur ce dernier, permettant ainsi une première vue intra classe. 
L’avantage d’un tel procédé est de pouvoir travailler alternativement sur un graphe dit réduit, facilement 
manipulable, beaucoup plus lisible sur le graphe initial avec un dessin initialisé par celui du graphe réduit. 
On peut ainsi passer d’une vue synthétique à des vues détaillées des classes redessinées autour de leurs 
centres et qui ne se recouvrent plus. 
Afin d’agir sur le nombre de classes obtenues, l’utilisateur intervient au niveau du réglage de la densité du 
clustering. Pour ce faire, un curseur est ajouté à la fenêtre de paramétrage, permettant d’augmenter ou de 
diminuer cette densité, comme le montre la Figure 81. 
 
 
Figure 81. Conséquence du changement de la valeur de la densité du clustering. 
Sur la fenêtre de visualisation, chaque classe obtenue par application de l’algorithme du MCL apparait sous 
forme d’un sommet de couleur. Le contenu de chaque classe peut être obtenu en détail en cliquant sur ce 
sommet. Une nouvelle fenêtre apparait, dans laquelle chacun des sommets composant la classe est focalisé.  
De plus, VisuGraph offre la possibilité d’obtenir sous forme de liste textuelle tous les composants d’une 
classe. Cette fonctionnalité, applicable à partir du menu, permet d’obtenir le fichier texte résultat. 
L’exemple, visible dans les figures 82, 83 et 84, illustre cette fonctionnalité. Le premier graphe permet de 
visualiser les données sous forme circulaire. Cette première représentation, bien que simple ne facilite pas 
l’analyse du graphe, l’étude de la centralité d’un sommet spécifique et de ses relations avec les autres 
données est une tâche fastidieuse.  
Afin d’obtenir une meilleure visibilité, l’algorithme FDP semi paramétré est appliqué, permettant ainsi 
d’obtenir le second graphe, figure 83. Sous cette forme, la structure du graphe est clarifiée, cependant son 
analyse demeure difficile d’un point de vue global et local. Nous cherchons donc à partitionner ces données 
pour établir des ensembles de sommets dont la densité de connexions internes est plus forte que la densité de 
connexions vers l’extérieur, sans pour autant définir de seuil formel. Pour cela, nous appliquons l’algorithme 
du MCL et nous obtenons un méta graphe, Figure 83 qui est constitué de sommets représentatifs, de chaque 
regroupement de données. Le graphe est alors facilement analysé et manipulé.  
L’algorithme de FDP semi structuré est appliqué pour obtenir une visualisation plus planaire. On distingue 
des regroupements, plus importants par leur taille, que d’autres. Il faut bien préciser que ce graphe est un 
méta-graphe et n’est composé que d’un représentant par groupe.  
Pour obtenir le détail de chaque classe, deux solutions sont appliquées, selon le point de vue global ou local. 
Dans le cas global, le retour à un graphe complet permet d’obtenir autour de chaque représentant, l’ensemble 
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Dans le cas local, il est possible d’extraire la classe, en l’affichant dans une autre fenêtre de façon complète, 
c'est-à-dire en visualisant le représentant et les constituants de la classe, ainsi que les liens directs de la 




Figure 82. Graphe initial circulaire, représentant la totalités des données relationnelles. 
 
  














































Figure 83. Graphe de la figure précédente sur lequel l’algorithme FDP est appliqué (en haut). Puis 
application du MCL (en bas). 


















































Figure 84. Affichage de la totalité des données partitionnées de la figure précédente (en haut), extrait de 
l’affichage sous forme d’un fichier texte de la composition des classes et extraction d’uns classe (en bas). 
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Ce principe d’analyse de structure de graphe, par partitionnement est applicable à de nombreux domaines. 
Voici quelques exemples d’application à des domaines spécifiques : 
• Réseaux sociaux afin d’identifier des sous-groupes homogènes d’individus (communautés) et la 
manière dont ils sont structurés entre eux ; 
• World Wide Web, Recherche d’informations, pour grouper les sites Web par similarité pour faciliter 
l’identification de sites pertinents ; 
• marketing, afin identifier des groupes d’individus ou des groupes de produits pour effectuer des 
conseils d’achats aux acheteurs; 
• graphes de protéines, réseau métabolique, pour proposer des regroupements thématiques de 
protéines, d’enzymes ; 
• réseaux sémantiques, pour donner du sens à des concepts sous-jacents ; 
• réseaux de transport, pour identifier les solutions de déplacement les plus adéquats aux besoins des 
utilisateurs. 
3.4. Conclusion 
Dans ce chapitre, nous avons présenté notre contribution pour les graphes statiques, à travers la conception 
d’un outil de visualisation de données relationnelles, VisuGraph. Cet outil se base sur une représentation de 
sommets et de liens symbolisant leurs relations, par le biais de techniques de sémiologie préconisées dans le 
chapitre précédent, tels que la couleur, la forme, la taille… L’outil développé permet de représenter des 
graphes basés sur les matrices de cooccurrences présentées dans le chapitre 1. Ces derniers peuvent être des 
graphes simples, bipartis, orientés ou encore basés sur plusieurs matrices de nature différente. L’originalité 
de notre proposition repose sur toutes ces solutions possibles au sein d’un même outil et sur le panel de 
méthodes spécifiques permettant l’exploration et l’analyse des graphes. Ainsi, nous avons proposé trois 
algorithmes FDP, dont la caractéristique repose sur la recherche de valeurs adéquates pour les paramètres et 
sur des techniques permettant une représentation graphique plus spécifique. Nous avons proposé une 
variante, pour les graphes orientées, afin d’immobiliser une catégorie de sommets selon qu’il soit à l’origine 
ou à l’extrémité d’une liaison dirigée.  
Suivant les besoins de l’utilisateur, la visualisation peut alors être orientée, via ces forces, vers l’étude de la 
similarité des sommets ou encore sur la structure globale des données. Cependant, ces représentations ont des 
limites que nous avons spécifiées et que nous reprendrons dans nos perspectives d’évolution. 
Les fonctionnalités d’exploration intégrées à VisuGraph permettent l’analyse de la structure, par étude locale 
ou globale du voisinage des sommets caractéristiques.  
L’interaction entre la représentation et l’utilisateur étant un souci majeur dans nos travaux, toutes les 
fonctionnalités présentées sont paramétrables via des sliders, afin que l’utilisateur reste maître de sa 
visualisation. Ce dernier choisit les méthodes à appliquer sur le graphe, il règle via la fenêtre de paramètre la 
fonctionnalité jusqu’à ce que le résultat visuel le satisfasse. 
Les fonctionnalités d’exploration de graphe présentées dans ce chapitre sont la transitivité, permettant 
d’étudier le voisinage directe et indirect d’un sommet spécifique. Selon sa place dans la structure, le sommet 
peut alors être caractérisé comme étant un acteur majeur, dominant ou inversement sans influence. La k-core 
permet d’identifier les sous ensembles particuliers du graphe, il permet aussi d’obtenir un graphe dont les 
sommets ont un degré supérieur ou égal au degré fixé en paramètre et changeable à tout moment par 
l’utilisateur.  
Ainsi, le degré d’un sommet correspond au nombre d’arcs issus de ce dernier, et constitue donc une mesure 
de la taille de son voisinage, composé de l’ensemble des sommets qui lui sont reliés. De ce fait, le degré d’un 
sommet peut donc être pris en général comme un indicateur de son intégration ou au contraire de son 
isolement dans l’ensemble du réseau, ou bien encore comme un indicateur de sa centralité : on mesurera 
ainsi la centralité de degré d’un sommet par le rapport entre son degré et le nombre de sommets auxquels il 
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Enfin, nous avons proposé une méthode de partitionnement par le Markov Clustering. Cette solution, 
initialement développée par (Karouach, 2003) a été améliorée par l’ajout de la visualisation textuelle de la 
composition des classes, sur l’exploration des résultats et plus particulièrement sur l’aspect évolutif, étudié 
dans le chapitre suivant. 
Ainsi VisuGraph permet de visualiser des volumes de données importants et permet d’analyser les structures 
de graphe afin de répondre à des questions, telles que « s’agit-il d’un ensemble de données relationnelles 
formant des ensembles extrêmement soudés ?  
Quel rôle a tel sommet ?  









Chapitre 4.  




« Quand les vérités sont trop lasses  
Pour douter du temps qui passe  
D'autres ont déjà pris leur place  
Alors elles s'effacent. » 
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4.1. Introduction 
Au cours de la dernière décennie, notre capacité à recueillir et à stocker des données a dépassé notre capacité 
à les traiter, les analyser et à les exploiter. Anticiper les évolutions de son environnement est vital pour 
maintenir ou développer sa compétitivité pour se positionner dans une perspective de performance et de 
création. L’information est au cœur d’une telle démarche de veille stratégique, technique, scientifique et 
concurrentielle.  
Les travaux de (Jakobiac, 2004), concluent sur les besoins de : 
• Réaliser la surveillance systématique des secteurs technologiques, du marché de la concurrence, puis 
l’exploitation rationnelle des données captées ; 
• Savoir collecter et exploiter l’information informelle ; 
• Privilégier le côté offensif : saisir les opportunités de développement sans négliger la nécessité de 
détecter les dangers et de s’en protéger. 
Notre contribution pour les graphes statiques, présentée dans le chapitre 3, nous permet de répondre à ce 
besoin d’analyse de l’information et du domaine à une période donnée unique. Cependant, dès que l’activité 
d’analyse cible plusieurs périodes et surtout vise à étudier l’évolution des données par la distinction de 
signaux faibles, l’aspect statique se limite rapidement. 
L’objectif de nos travaux est de proposer une représentation des informations, permettant l’identification et 
l’analyse des structures stratégiques sous jacentes qui relient entre eux et à des moments donnés les acteurs 
d’un domaine et les concepts qu’ils utilisent. La prise en compte de l’aspect temporel au sein de l’analyse 
permet de situer les événements, les stratégies, les actions aussi bien dans le passé par reconstruction de la 
chronologie, le présent par orientation temporelle, que le futur par anticipation, pour tout ce qui concerne les 
organisations successives d’un réseau, telles que les collaborations, alliances, fusions, acquisitions, co-
citations, co-signatures, co-occurrences de tous ordres. Le temps peut apporter plusieurs sortes de 
changements. D’abord, la structure de données peut être modifiée par l’ajout ou le retrait d’un ou plusieurs 
nœuds. Il est important de préserver l’image mentale de l’utilisateur, c'est-à-dire le graphe de base avant 
toute modification de la représentation. Par ailleurs, l’écoulement du temps peut en lui-même être un 
indicateur intéressant. Afin de mieux analyser les données évolutives des différents réseaux d’acteurs ou 
sémantiques, VisuGraph se base sur une fonctionnalité portant sur le morphing de graphe. L’objectif est de 
faire ressortir les tendances significatives en se basant sur la représentation d’un graphe global toutes 
périodes confondues et en réalisant une animation entre les visualisations successives des graphes attachés à 
chaque période. 
Notre contribution repose sur les quatre étapes de découverte interactive de connaissances proposées par 
(Newell et Simon, 1972) : 
• La caractérisation de l’environnement. Il s’agit d’extraire les propriétés et opérations pertinentes et 
accessibles à l’utilisateur pour la découverte de connaissances ; 
• Le choix d’une représentation formelle pour définir l’espace de navigation; 
• L’implémentation informatique de cette représentation formelle : son codage et sa représentation 
visuelle; 
• L’implémentation de la procédure de découverte de connaissances : l’interactivité. 
Dans ce chapitre, nous présentons notre contribution pour les graphes dynamiques, permettant l’analyse de 
données relationnelles évolutives, via l’outil VisuGraph.  
Tout d’abord, nous exposons notre approche dans la section 4.2, en spécifiant les axes étudiés pour répondre 
à ce besoin de visualisation de données relationnelles évolutives. 
Dans la section 4.3, nous présentons notre perception de l’espace de représentation des données temporelles. 
Nous reprenons les principes de notre contribution statique, vues dans le chapitre 3, et nous étudions leur 
correspondance pour un cas dynamique. Puis, nous proposons une stratégie de positionnement des sommets 
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Par ce biais, il est plus facile de caractériser les entités d’un point de vue évolutif. De plus, cette solution 
permet de regrouper les sommets dont les caractéristiques temporelles sont semblables.  
Dans un second temps, nous présentons la partie de notre contribution pour les données relationnelles et 
temporelles, à savoir le morphing de graphe. Après avoir défini cette notion, nous expliquons son principe. 
Puis, nous étudions deux aspects distincts du morphing à savoir la visualisation de l’évolution des données 
par transition ou non.  
Enfin, nous concluons sur ce chapitre de contribution, en effectuant un bilan de ces apports et en les 
discutant. 
4.2. Spécifications 
Dans le premier chapitre, lors de la création de cubes de données, nous avons vu la possibilité de diviser le 
temps en périodes, afin de pouvoir le considérer comme troisième dimension. Nous considérons 
effectivement la dimension temporelle, comme une segmentation des données selon leur appartenance à un 
instant t. Dans tout ce chapitre, nous nommons « instance » ou encore « période » ou « moment », toute unité 
de temps considérée. Ainsi, si nous étudions plusieurs années individuellement, elles seront qualifiées 
d’instance. De même, si l’étude porte sur un regroupement d’années, alors nous nommerons par le même 
qualificatif cet ensemble d’années. 
Notre approche, illustrée dans la  
 
Figure 85, repose sur le contrôle total de la représentation graphique par l’utilisateur. Les principaux axes 
concernent le prétraitement des données, dont le résultat est une matrice temporelle, la navigabilité, via des 
méthodes, des approches d’analyse spécifiques, l’interactivité, par le paramétrage des fonctions. 
      Veille stratégique 























Figure 85. Notre approche pour les graphes dynamiques. 
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4.3. Espace de représentation des données temporelles 
Selon la définition de l’espace de représentation étudiée dans le chapitre 1, nous définissons la structure de 
représentation des données temporelles. Pour les matrices symétriques 
Sg=	{<xj, a<xj,xk,ph>, xk,, {Ph}>} 
xj l’ensemble des sommets liés à xk par l’arête a<Vi,Vj>. Pour xj, xk ∈	X  
Ph représente les périodes durant lesquelles respectivement xj et xk sont valués et liés, pour h ∈ {1,…,r}. r est 
le nombre d’instances considérées. Ph peut être sous forme d’années, de mois, de semaines, mais aussi le 
regroupement de ces périodes. 
Au niveau des données en entrée, nous utilisons les matrices temporelles obtenues selon la méthode étudiée 
dans le chapitre 1. Nous illustrons cette structure de l’espace de représentation par un exemple simple. 
Considérons cinq auteurs, que nous nommerons A1,A2,A3,A4,A5 et trois journaux, J1, J2, J3. Ces données 
sont étudiées durant deux années : 2007 et 2008. 




A1 A2 A3 A4 A5 
  
A1 A2 A3 A4 A5 
J1 2 3 0 2 0 
 
J1 2 0 0 0 2 
J2 0 0 3 1 0 
 
J2 0 0 0 0 1 
J3 1 0 0 2 0 
 
J3 1 1 0 3 5 
Figure 86. Exemple de matrices temporelles sur lesquelles repose la structure de l’espace de représentation 
des données. 
xj est l’ensemble des sommets liés à xk par l’arête e<xi,xj>. Pour j,k ∈ { 1… 5}. 
Ph ∈ {2007, 2008} h	∈{1,2}. 
Le graphe peut alors être décrit comme l’ensemble S, de la manière suivante : 
{<A1,2,J1,2007>,<A2,3,J1,2007>,<A4,2,J1,2007>,<A3,3,J2,2007>,<A4,1,J2,2007>,<A1,1,J3,2007>,<A4
,2,J3,2007>,<A1,2,J1,2008>,<A5,2,J1,2008>,<A5,1,J2,2008>,<A1,1,J3,2008>,<A2,1,J3, 2008>, <A4, 3, 
J3, 2008>, <A5, 5, J3, 2008>} 
4.4. Métriques 
4.4.1. Métriques associées aux sommets 
La notion de « métrique » étudiée dans le chapitre précédent est adaptée aux données temporelles.  
Pour cela, nous la définissons Vj, un sommet caractérisé par un ensemble de valeurs que prend cette 
donnée pour toutes les périodes considérées. Tout comme pour le cas statique, nous nous basons sur une 
matrice A de cooccurrences.  
ST = {<xj, mg,{< xj , mt, t>}>} 
pour t ∈ {1,…, r}. r est le nombre d’instances considérées. 
Avec xj	∈ {x1,…,xn}. n est le nombre de sommets du graphe. 
mg est la métrique globale, définie par : 
 
mg = ∑ (y  
 
Et mt chaque métrique attribuée au sommet xj, pour chaque période considérée. 
 
 
2007    2008 
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Si nous reprenons l’exemple illustré dans la Figure 86, le graphe peut être décrit ainsi : 
<A1,6,<J1,2,2007>, <J3,1,2007>,<J1,2,2008>,<J3,1,2008>>,    




4.4.2. Métriques associées aux arêtes 
Le principe de métriques associées aux arêtes, vu dans le chapitre précédent, est légèrement modifié pour 
être applicable au cas temporel. Chaque paire de sommets adjacents est liée par une arête à un instant t, pour 
t appartenant à l’ensemble des périodes considérées, la pondération de cette dernière se traduit par la valeur 
ajk, métrique associée à l’arête (Loubier et Dousset, 2008d) à l’instant t. Ainsi, si deux sommets xj et xk sont 
liés à ce moment considéré, la valeur de la métrique de l’arête les joignant est égale à la valeur du croisement 
entre xj et xk, dans la matrice de cooccurrences associée.  
Dans l’exemple de la figure 86, l’auteur A3 est lié au journal J2 par une arête dont la métrique a la valeur 3, 
en 2007. Par contre, en 2008, cette arête disparait puisque le lien entre A3 et J2 est nul. 
La structure de métrique associée aux arêtes, pour un graphe composé de n sommets de la première variable 
et p sommets de la seconde est caractérisée par: 
SA= {<a<xj,xk>, mg, <mt,<xj,xk>,t>>} 
pour j,k ∈ {1,…,n} 
mg est la métrique globale définie par mg= ∑ (,|,y  
Et mt,<xi,xj> la métrique attribuée à l’arête a<xi,xj> à l’instant t 
pour t ∈ {1,…, r } r est le nombre d’instances considérées. 





4.4.3. Codage des métriques 
Afin de coder ces métriques, nous les proposons, de la même manière que celle décrite dans le chapitre 
précédent. Les principes de sémiologie, préconisés par (Bertin, 1970) sont repris : 
La variation de taille permet de traduire parfaitement les variations quantitatives d’une période à une autre 
(Heer et al., 2009). Afin de pouvoir aisément comparer les valeurs de métrique de la donnée, nous utilisons 
la taille de l’objet représenté, pour montrer son évolution au cours du temps. La taille est relative à la valeur 
de la métrique du sommet. Ainsi les sommets les plus importants se distinguent par leur taille prédominante. 
Nous n’utilisons pas de grain spécifique mais plutôt des surfaces lisses afin de ne pas surcharger la lisibilité 
du graphe, visible dans la Figure 87. 
L’orientation choisie pour chacun des sommets est la position verticale. Chaque instance de la donnée se 
base sur le même segment, afin de faciliter la comparaison des tailles des valeurs de métriques aux 
différentes périodes, comme le montre la Figure 87. 
Les formes choisies sont les barres verticales. Elles permettent de constituer, pour chaque donnée, un 
histogramme, illustré dans la Figure 87.  
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Cette forme valorise la détection des tendances car la comparaison des barres successives est plus facile que 
toute autre forme de représentation. Ainsi les avantages de la représentation linéaire sont conservés pour la 





3 … 10 … 
Figure 87. Représentation d’une donnée temporelle, selon le nombre de périodes considérées. 
Les couleurs traduisent l’appartenance à une ou plusieurs périodes et permettent d’ordonner les données par 
le biais de dégradés. Dans le cas temporel, la couleur est utilisée pour faciliter la comparaison des données à 
un instant donné mais aussi la variation au cours du temps. En effet, pour chacune des périodes considérées, 
une couleur spécifique est attribuée. Ainsi, toutes les valeurs des données, pour la période t étudiée, sont 
représentées de la même couleur, facilitant ainsi leur visualisation et leur comparaison. Par convention, le 
choix de la couleur rouge est attribuée à la première période et le vert à la dernière, quelque soit le nombre de 
périodes. Les autres instances sont colorées selon un dégradé allant du rouge au vert, dans l’ordre temporel 
du plus ancien au plus récent, comme le montre l’exemple de la figure 87, selon le nombre de périodes 
considérées. 
4.5. Positionnement temporel 
Contrairement aux graphes statiques, pour lesquels la position initiale n’est pas significative, mais juste en 
adéquation avec des critères d’esthétiques, le placement de chacune des données, dans un contexte évolutif, 
est justifié.  
Suite aux observations du chapitre 2, sur les différentes formes de représentation du temps, la visualisation la 
plus naturelle apparait comme étant la forme cyclique. Basé sur ce principe, dans VisuGraph, le 
positionnement des données s’effectue de façon circulaire afin de faciliter l’analyse temporelle, selon le 
principe de l’horloge. Dans un premier temps, chaque période considérée est assimilée à un sommet nommé 
« repère temporel ». Chacun de ces repères est placé de façon circulaire près des bords de la fenêtre, tous 
comme le sont les heures sur un cadran d’horloge.  
La fonction permettant ce placement circulaire se base sur les paramètres suivants: 
• Instance, le nombre de périodes considérées ;  
• teta, variable divisant Pi par instance; 
• xi et yi, les coordonnées du repère i pour i ∈	{1,…,r}; ; 
• largeur et longueur, respectivement la longueur et la largeur de la fenêtre de représentation ; 
• sin, la fonction Sinus ; 
• cos, la fonction Cosinus. 
Ces paramètres sont utilisés pour calculer les coordonnées des repères, positionnés sur un cercle dont le 
périmètre est divisé par le nombre de périodes. 
 
   double teta= π/instance); 
   Pour i allant de 1 à instance 
    { 
  int xi=(largeur)/2)*(1+(0.95* sin(teta)); 
    int yi=(longueur)/2)*(1-0.95* cos(teta)); 
     Sommet s = new Sommet(xi,yi,nom_reperei); 
    teta=n*( π /instance); 
    n+=2; 
   }  
Algorithme de placement des repères temporels. 
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Une fois ces repères positionnés, chaque donnée est placée à leur proximité selon leur appartenance à chaque 
période. Ainsi, si une donnée à une valeur de métrique nulle pour une période, son positionnement n’est pas 
proche du repère de cet instance. Inversement, plus la valeur de sa métrique est importante pour une ou 
plusieurs périodes, plus la donnée est proche des repères correspondant. 
L’intérêt est de placer les sommets représentant nos données, à une distance, des repères temporels, relative à 
leur appartenance à chaque période.  
Ainsi les coordonnées temporelles, de chaque sommet du graphe sont calculées en fonction de celles des 
repères, obtenues précédemment. 
Dans la formule [26], qui indique ces coordonnées temporelles pour chaque sommet du graphe : 
128n est le nombre de périodes considérées ; 
xi, yi sont les coordonnées du repère pour i ∈	{1,…,r}; 
mik est la valeur de la métrique du sommet xk pour la période i, avec xk ∈ X. 
 ` , 
` =  ∑ 	. (,`	y∑ (,`	y 	 ; 	
∑ 
 	. (,`	y∑ (,`	y ¢ 
[26] 
 
Une fonction est mise en place afin d’éviter la superposition des sommets. En effet, il est possible que deux 
sommets aient des appartenances identiques aux différentes périodes considérées. Selon les formules 
proposées, ces deux sommets ont les mêmes coordonnées, ce qui signifie qu’ils se superposent, empêchant 
ainsi leur distinction. 
 Il convient donc, lors de chaque calcul de coordonnées, de vérifier si les abscisses et ordonnées résultantes 
ne sont pas déjà attribuées à un autre sommet. Si tel est le cas, nous incrémentons, au pixel près, la 
coordonnée afin d’éviter toute superposition.  
Le placement stratégique des sommets permet, non seulement, de les situer dans le temps mais aussi d’en 
évaluer la persistance et d’en déduire la tendance. 
Une fois ces positionnements effectués, il est important de garder en mémoire cette attirance relative des 
repères. Pour ce faire, nous créons des liaisons entre chaque donnée et son repère, via des arêtes. Ainsi, pour 
toute période durant laquelle la donnée d est valuée, une arête la lie à ses repères. L’intérêt de ces arêtes 
temporelles est explicité dans la section 4.6. 
Afin de ne pas surcharger le graphe déjà complexe, suite à la représentation de toutes les instances pour 
chaque donnée, les arêtes temporelles sont automatiquement masquées, les repères le sont optionnellement, 
mais pas supprimés du graphe. Leur présence est donc prise en compte malgré leur invisibilité. 
La représentation des sommets, ainsi que le positionnement temporel facilitent le caractère évolutif d’une 
donnée. Cette information est très importante, mais dans un contexte de veille stratégique, elle est 
insuffisante, puisqu’elle ne donne pas de renseignement sur l’état de cette donnée vis-à-vis des autres. Le 
focus de visualisation est agrandi et la donnée peut alors être étudiée dans son contexte environnemental et 
évolutif. Par sa position dans le graphe global, cette donnée se distingue par son émergence, comparée à une 
majorité qui se caractérise par une certaine présence permanente et se situe vers le centre du graphe, par 
attirance simultanée de plusieurs repères.  
L’exemple simple, illustré dans la Figure 88, montre la conception d’un graphe temporel sous VisuGraph. 
Les contours de la fenêtre de visualisation, ainsi que du cercle tracé pour placer les repères sont affichés de 
couleur très claire. Les repères sont disposés à équidistance les uns des autres et dans un ordre croissant. Puis 
les coordonnées d’un sommet temporel dt sont changées, engendrant son déplacement.  
Les valeurs de métriques, pour chacune des périodes, sont indiquées dans le tableau accompagnant cet 
exemple. La valeur de métrique la plus importante concerne la période 4, puis par ordre décroissant, les 
périodes 3 et 1.  
La formule [25] est appliquée et le positionnement graphique est illustré dans la Figure 88, à des distances 
des repères proportionnelles aux valeurs des métriques pour chaque période. Les arêtes temporelles sont 
affichées et graduées d’intensité faible pour illustrer la distance relative entre le sommet et chaque repère. 
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Figure 88. Conception d’un graphe temporel sous VisuGraph. 
4.6. Algorithme de représentation de graphe 
Tout comme pour les graphes statiques, afin d’obtenir davantage d’interactivité entre le système et 
l’utilisateur et surtout pour permettre à ce dernier de contrôler pleinement sa représentation graphique, 
l’utilisateur peut accentuer l’attraction ou la répulsion entre les données. Pour cela, des règles graduées sont 
mises à disposition, dans le menu de l’outil, permettant l’augmentation ou la diminution de ces deux types de 
forces. Le système dispose ainsi d’une règle graduée spécifique aux forces d’attractions, correspondant au 
paramètre 7cet un pour les forces de répulsion, ajustant la valeur de 7. Un troisième, appelé Force repères 
temporels, est ajouté pour contrôler l’attirance des sommets vers les repères temporels. Cet algorithme est 
donc interactif et l’utilisateur reste maître de sa représentation graphique.  
Dans un premier temps, la force de répulsion entre tous les sommets est calculée. Dans un second temps, 
toutes les attractions sont prises en compte, pour toute paire de sommets liés. Ces deux forces, d’attraction et 
de répulsion, engendre le déplacement des sommets, c'est-à-dire un changement des coordonnées.  
Si la valeur de la règle graduée temporelle est valuée et si le sommet appartient à la période considérée, alors 






Période Valeur de métrique 
Distance entre le 
repère et le sommet 
1 m1 2,5 .n 
2 0  
3 2 . m1 1,5 .n 
4 1,5 X m3= 2,5 . m1 n 




Pour tout sommet u 
{ 
Si u est visible 
Alors{ 
Calcul de la distance d(u,v) ; 
pour tout sommet v{ 
fr(u,v, d(u,v)); 
S’il y a une arête entre u et v{ 
fa(u, v); 
Si (u ou v est un repère temporel) 
Sliderforce_reperes_temporels X fa(u, v, d(u,v)); 




Pour tout sommet u { 
 Si (u n’est pas un repère) 
Déplacement du sommet ; 
} 
 
/* *Vérification de la non superposition des sommets par comparaison des coordonnnées **/ 
Pour tout sommet u{ 
Pour tout sommet v{ 
Si (xu,yu) == (xv, xy)  






Algorithme de placements dirigés par des forces en prenant en compte la dimension temporelle. 
Dans cet algorithme de FDP, les paramètres ont été étudiés pour obtenir des résultats pertinents.  
Ainsi, pour le calcul de la force d’attraction : 
β est une constante, initialisée à 2 ; e2f est la distance entre u et v, où 7c correspond à la valeur du slider permettant d’interagir sur l’attraction. 
Pour le calcul de la force de répulsion : 7 correspond à la valeur du slider, permettant d’interagir sur la répulsion ; 
c est une constante, initialisée à 1,5. 
Dans l’exemple illustré par la Figure 88, nous étudions des auteurs spécifiques au domaine du data-mining 
sur quatre périodes : 2005, 2006, 2007, 2008-2009. Nous ne nous attardons pas sur l’origine des données 
utilisées, cet exemple a pour objectif de montrer une application de l’algorithme et non pas les résultats 
d’une analyse spécifique.  
Pour chacune des périodes, un repère est attribué en couleur rouge, représenté sur la Figure 88, et chaque 
sommet ayant une métrique valuée pour une période est alors lié au repère correspondant par un arc 
invisible.  
Sur le graphe de gauche de la Figure 88, aucune force d’attraction et de répulsion n’a été appliquée. Sur le 
graphe de droite, elles sont appliquées et la valeur du slider permettant d’augmenter l’attirance vers les 
périodes est élevée. On constate que chaque partie du graphe de droite est spécifique à une caractéristique 
temporelle.  
Plus un sommet est proche d’un repère, plus il est fortement caractérisé par cette période. Les sommets situés 
à équidistance de deux repères révèlent une appartenance aux deux périodes. Ainsi, sur la figure suivante, il 
est facile de distinguer les sommets spécifiques à 2005 puisqu’il s’agit de l’ensemble des sommets situé 
autour du repère, proches des bords de la fenêtre de visualisation et caractérisé par une seule barre 










Figure 89. Sur un graphe évolutif (à gauche), application de l’algorithme présenté, paramétré à l’aide du slider « Force repères temporels » (graphe de droite). 
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De même pour les autres périodes, plus un sommet est situé proche du centre de la Figure 89, plus le nombre 
de périodes auxquelles il appartient est important. Ainsi, les auteurs représentés au centre de la Figure 89 
sont les plus persistants. Ceux représentés proches du repère 2005 sont les plus anciens et ceux qui sont les 
plus proches de 2008-2009 sont les auteurs les plus émergents. 
Les préconisations présentées dans le chapitre 3 sur l’utilisation des forces dirigées, en trois étapes, par 
application d’une forte valeur d’attraction des repères temporels et de la température, puis la réduction de 
l’attraction et l’augmentation de la répulsion sont valables de façon similaire dans le contexte temporel. 
4.7. Analyse de structure temporelle 
L’analyse de structure temporelle repose sur plusieurs points : 
• Le signalement explicite. 
Certaines informations se suffisent à elles mêmes, Après leur validation et leur mise en forme, elles sont 
communiquées au bon moment et à la bonne personne. Elles sont présentées à titre signalétique.  
• Le recoupement. 
L’information est étudiée par rapprochement avec d’autres données de même nature. 
• Le phénomène de rupture. 
La disparition brutale d’un sous domaine, d’une thématique, d’une discipline, d’une équipe, d’un acteur 
majeur peut être une information stratégique. Il peut alors s’agir d’effectuer une réorientation thématique, un 
changement d’alliance ou tout simplement l’arrêt d’une collaboration. 
La visualisation de données temporelle doit être en mesure d’apporter la bonne information, au bon moment, 
à la bonne personne et sous la meilleure forme possible pour qu’elle soit associée au processus de décision. 
Un des objectifs visés par VisuGraph est la surveillance dynamique d’un système, à savoir l’évolution de ses 
performances, la détection des signaux faibles, les changements de collaborations, d’alliances ou encore 
d’associations. 
La façon la plus immédiate de représenter le temps dans les graphes de données est d’utiliser une 
représentation spatiale du temps. L’information temporelle que contiennent les données est alors transformée 
en une information spatiale, c’est-à-dire une position caractérisant temporellement l’information.  
La prise en compte du temps est réalisée en permettant l’accès à l’état précédent du graphe, ainsi qu’à la 
période successive.  
Notre contribution vise à pouvoir permettre à l’utilisateur d’effectuer une étude en trois périodes, avec une 
analyse directe, abordable par simple visualisation du graphe globale, puis un second niveau, par 
compréhension de l’évolution des données. Cette étape demande un effort cognitif plus important, puis 
qu’elle atteint l’analyse stratégique de la structure. Enfin la dernière partie de l’analyse concerne 
l’extrapolation des résultats, à savoir l’aspect « anticipatif » des données, spécifique au contexte de veille 
stratégique. 
Dans l’analyse de la structure dans un graphe évolutif proposé par VisuGraph, chaque partie de la fenêtre du 
graphe traduit une caractéristique temporelle. Nous pouvons effectuer une généralisation, quelque soit le 
nombre de périodes étudiées, de ces caractéristiques selon leur positionnement. L’aide graphique que nous 
proposons peut alors être appliquée à tout graphe temporel pour faciliter son analyse. Pour décomposer les 
différentes catégories temporelles, nous procédons par élaboration de cibles applicables au graphe temporel.  
Chacune des cibles peut être décomposée en autant de sous parties que d’instances étudiées. Dans l’exemple 
de la Figure 90, nous considérons n le nombre d’instances, égal à 4.  
 
 




V Zone spécifique à l’appartenance à une seule période. 
V Zone spécifique à l’appartenance à deux périodes. 
V Zone spécifique à l’appartenance aux périodes n, 1 et 2. 
V Zone spécifique à l’appartenance aux périodes 1, 2 et 3. 
V Zone spécifique à l’appartenance aux périodes 2, 3 et 4. 
V
V 
Zone spécifique à l’appartenance aux périodes 3, 4 et 1. 
V Zone spécifique à l’appartenance aux périodes 2 et et une faible présence en période 1. 
V Zone spécifique à l’appartenance aux périodes 1 et 3 et une faible présence en période 2. 
V Zone spécifique à l’appartenance aux périodes 2 et n, avec une faible présence en période 3. 
V Zone spécifique à l’appartenance aux périodes 1 et 3 une faible présence en 4. 
Figure 90. Décomposition du graphe en zones temporelles. 
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Dans le cadre d’une analyse de la structure de graphe, les caractéristiques temporelles des entités dépendent 
de leur position. 
Les données situées dans la plus grande cible sont divisées en deux sous catégories : 
• Les données spécifiques à une seule période. Elles sont placées extrêmement proches des repères 
temporels. Dans le cas des données spécifiques à la dernière période, il est prévisible que ces 
dernières puissent apparaître de nouveaux dans les instances suivantes. 
• Les données spécifiques à deux périodes. Elles se situent à équidistance de deux repères temporels. 
De même, si l’une des deux périodes auxquelles la donnée est rattachée, est la dernière instance, on 
peut prédire qu’elle aura des chances de persister à l’avenir.  
Quelque soit le nombre de périodes étudiées, les données situées dans la cible intermédiaire sont 
généralement présentes durant les trois périodes, symbolisées par les trois repères temporels encadrant le 
sommet. Ces données peuvent être qualifiées comme des pivots temporels. Ils sont apparus durant la 
première période, ont confirmé leur position en seconde instance, puis ont disparu finalement, s’ils ne sont 
pas liés à la dernière instance. S’ils le sont, les données peuvent être évolutives et pourront être présentes 
dans les instances à venir. C’est à ce niveau là, que VisuGraph aide à la prédiction. 
Les données situées dans le centre de la figure, à savoir la cible la lus petite. Les données temporelles sont 
spécifiques à une majorité de périodes étudiées. Leur positionnement symbolise leur proximité similaire aux 
différents repères. Ces sommets peuvent être qualifiés comme persistants, du fait qu’ils sont présents pour 
toutes les périodes. Ils peuvent laisser à penser qu’ils seront toujours présents dans les instances suivantes. 
Ces caractéristiques sont spécifiques aux sommets pour une visualisation globale de toutes les périodes. 
Cependant, ces conclusions ne peuvent s’appliquer pour les liens, sur le graphe global. En effet, ce dernier 
représente un cumul des valeurs de métriques pour les sommets et pour les liens. Ainsi, deux données 
présentes pour toutes les périodes peuvent avoir un lien, mais il est impossible de détecter sur le graphe 
global, durant quelle instance ce lien a été crée et surtout s’il a persisté ou non. Pour effectuer une telle 
analyse, il faut passer par le morphing de graphe et étudier en détail chacune des représentations de période. 
4.8. Morphing de graphe : du graphe global au graphe de période 
4.8.1. Définition du morphing de graphe 
La visualisation graphique des données relationnelles, qu’elles soient temporelles ou non remplit pleinement 
sa fonctionnalité de simplification d’analyse. La représentation graphique facilite l’exploration des données 
et des différentes tendances par analyse de la structure du graphe et particulièrement par voisinage des 
sommets. Cependant, dans le cas temporel, il est important de considérer dans un premier temps la 
visualisation globale des données, puis, dans un second temps, la représentation individuelle de chaque 
période, avec la possibilité de revenir à tout moment à n’importe quel type de graphe, général ou non. 
Nous définissons le morphing de graphe comme la transformation géométrique Tg d’une représentation 
graphique, permettant le passage d’une visualisation de donnée au temps t-1 à celle de t et inversement. Il 
s’agit d’une déformation de graphe continue. Le morphing (Loubier, et al., 2007) consiste à fabriquer une 
animation qui transforme de la façon la plus naturelle et la plus fluide possible un graphe initial vers un 
graphe final (Loubier et al., 2007).  
L’objectif est de réaliser une lecture intuitive de l’évolution en répartissant séquentiellement les périodes de 
façon cyclique, permettant, à partir de la représentation du graphe global, de visualiser successivement 
chaque graphe de période, de façon animée et fluide. En se basant sur l’analogie espace/temps, il permet 
ainsi de détecter, comprendre et même prévoir les tendances significatives, au travers de la visualisation de 
l’évolution des données.  
Soit Gg =(X,A) le graphe global ; 
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On dit que Pt est un graphe de période issu de Gg. 
Un sous-ensemble de X, élément de Pt peut être vide, dans le cas d’une période étudiée durant laquelle 
aucune des données n’a de valeur de métriques positive. Ce cas là ne présente que peu d’intérêt. 
Les sous-ensembles de X, éléments de Pt ne sont pas obligatoirement disjoints deux à deux, dans le cas où 
des données sont valuées durant plusieurs périodes. 
 ∀	N,  ∈ -1,… , 
0, N	N = , T ∩ Tq ≠ ∅ 
                                         .	N	N ≠ , T ∩ Tq = ∅ 
Notre contribution s’appuie sur les travaux de (Lamure, 1987) ou encore ceux qui portent sur le morphing sur 
images réalisés par (Sederberget et al. 1993), (Shapira et Rappoport,1995), (Goldstein & 
Gotsman,1995),(Floater et Gotsman1999), (Alexa et al., 2000), (Surazhsky et Gotsman, 2003). Leurs travaux 
aboutissent à des variations d’images comme le montre la Figure 91, notre contribution repose sur 
l’application de ce principe à la théorie des graphes, dans un contexte évolutif. 




Figure 91. Morphing d’images. 
4.8.2. Principe 
Le morphing de graphe se base sur une représentation globale des données temporelles, en utilisant une 
structure permettant de détecter rapidement les caractéristiques temporelles des données, à savoir quelles 
sont les données persistantes et/ou celles apparaissant ?  
L’animation des visualisations successives des différentes périodes, dans le sens chronologique similaire à 
l’analogie espace/temps d’une horloge, permet de créer une certaine dynamique, révélant l’évolution des 
données au cours du temps, trouvant ainsi un bon compromis entre la préservation de la carte mentale de 
l'utilisateur et la lisibilité du tracé. Le morphing de graphe repose sur deux types de visualisation : la 
représentation globale et par période. 
 Représentation globale 
La représentation globale sert de carte mentale à l’utilisateur, elle est à l’origine de toute visualisation 
temporelle dans VisuGraph. Les données sont placées spécifiquement, comme indiqué dans la section 4.5, 
selon leurs spécificités temporelles.  
« La stabilité est une notion complexe qui dépend des caractéristiques géométriques et combinatoires du 
tracé, mais aussi des facultés de perception et de mémorisation de l'utilisateur » (Pinaud et Kuntz, 2004). 
Afin de maintenir une bonne interactivité avec l’utilisateur, il faut préserver au mieux la stabilité des tracés. 
Pour cela, l’utilisateur doit prendre appui sur le graphe global, c'est à dire sa carte mentale. Les perturbations 
apportées sur le nouveau tracé de graphe par période, par rapport aux précédents doivent être limitées. A 
travers le graphe global, l’utilisateur visualise toutes les données, pour toutes périodes confondues, 
 Il est donc indispensable que le graphe global de référence soit intelligible et clair, permettant, sans grand 
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Il convient que ce dernier repose sur un placement fixe par défaut des sommets, selon des repères spatiaux 
précis, permettant une mémorisation simple de la représentation.  
 Représentation par période 
Afin de pouvoir étudier chaque période individuellement, nous proposons, de réduire ce dernier à des 
graphes temporels appelés « graphes de périodes ». Pour une période spécifique, tous les sommets et toutes 
les arêtes n’appartenant pas à l’instance d’étude sont masqués. Il ne reste alors que les données propres au 
moment analysé. Le choix de la période à visualiser s’effectue par le biais d’un slider, actionné par 
l’utilisateur. 
Le passage d’un graphe à l’autre s’effectue par disparition progressive des sommets appartenant au graphe 
d’origine mais pas à la représentation finale, par apparition progressive des éléments nouveaux et par 
évolution des persistants (Gay et Loubier, 2008). 
La  
 
 illustre ce principe, extrait à partir d’un graphe global sur lequel les sommets temporels ont été positionnés 
selon leurs appartenances aux différentes périodes. 
Dans la structure suivante, nous nommons 
Gg le graphe global, représentant toutes les périodes confondues ; 
Gt le graphe de période t avec t ∈	{1, …, r} et r le nombre d’instances considérées. 
Gg = { Gt } 
Gt est structuré de la façon suivante: 
Gt ={<Xt, At>} 
Xt est l’ensemble des sommets de la période t pour Xt⊂ X et At⊂ A. X et A étant l’ensemble des sommets et 
des arêtes que nous considérons dans tous nos travaux. 
fm la fonction de morphing qui transforme un graphe de départ, nommé Gd en graphe transformé, appelé Ga, 
avec d ⊂ t et a ⊂ t. 
Ainsi fm(Gd)=Ga 
fm(Ga) -1= Gd 
Appliqué à un exemple simple, si deux périodes sont considérées, basées sur les deux matrices suivantes, 
croisant des auteurs A1, A2, A3 : 
Période 1  Période 2 
 A1 A2 A3   A1 A2 A3 
A1 1 1 0  A1 1 0 1 
A2 1 2 0  A2 1 0 0 
A3 0 0 0  A3 1 0 1 
n=2, c'est-à-dire le nombre de périodes 
t ∈ {1, 2}  
d ∈ {1, 2}  




Gglob = {G1, G2} 
fm (G1) = G2 




Figure 92. Graphes de période. 
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Figure 93. Principe du morphing de graphe. 
 
 Dans le cadre du morphing, le passage entre les graphes temporels, s’effectue par décomposition en dix 
étapes de la transformation du premier graphe en second. Ce nombre a été choisi expérimentalement, 
permettant la décomposition du changement de graphe de façon progressive. 
Pour cette animation, on considère trois groupes de sommets/arêtes (Loubier et al., 2008). 
• Ceux persistants, présents au cours de la période de départ et de celle d’arrivée; 
• Ceux disparaissant, présents au cours de la première période et disparaissant dans la seconde; 
• Ceux apparaissant, absent durant la première période mais présents dans celle d’arrivée. 
Afin d’obtenir une déformation de graphe fluide, les plus gros sommets, n’apparaissant pas dans la période 
d’arrivée, disparaissent en premier, par diminution progressive de leur taille. Les plus petits sommets sont 
traités en dernier. Pour les sommets apparaissant, il en est de même. Les plus gros sommets naissent dès le 
début des dix périodes et les plus petits apparaissent au dernier moment. Pour les sommets persistants, la 
progression/diminution des sommets se fait progressivement au cours des dix étapes. 
L’utilisateur peut régler la vitesse de l’animation, par le biais d’une règle graduée. Plus elle est élevée, plus 
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Métrique du 
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Figure 94. Schématisation de l’apparition/ disparition / persistance d’un sommet selon sa valeur de 
métrique, en dix étapes, par morphing de graphe. 
Le changement de couleur d’un sommet lors du passage d’une période à une autre doit être progressif. La 
solution la plus simple semble être l’’ajout/soustraction d’un incrément fixe aux valeurs RVB27 du sommet. 
Par exemple, la couleur rouge et le vert sont codés en RVB de la manière suivante  
Rouge(255 ;0 ;0) 
Vert (0 ;255 ;0) 
Prenons l’exemple de 2 périodes considérées. Pour attribuer une couleur dégradée du rouge au vert à chacune 
des instances, la couleur attribuée pourrait être élaborée selon l’algorithme suivant. Pour chaque étape, la 
valeur correspondant au rouge est décrémentée et le seuil du vert est incrémenté, permettant une disparition 
du rouge pour laisser place au vert. « temp » est une variable temporaire dont la valeur finale indiquera le 
dosage de rouge et de vert finaux. 
Int temp = 255; 
Int r = 255; 
Int v = 0; 
Pour i allant de 1 à 2 
{ 





                                                     
27
 Le système RVB (initiales de Rouge-Vert-Bleu) permet d'obtenir par mélange toutes les couleurs. Le système RVB 
est une des façons de décrire une couleur en informatique. Ainsi le triplet {255, 255, 255} donnera du blanc, {255, 0, 0} 
un rouge pur, {100, 100, 100} un gris, etc. Le premier nombre donne la composante rouge, le deuxième la composante 
verte et le dernier la composante bleue. 
1 2 3 4 5 6 7 8 9 10
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Cependant, l’application de cet algorithme est contrainte à des difficultés de distinction des couleurs. Nous 
avons codé cet algorithme en langage java, afin d’obtenir la Figure 95, contenant des dégradés de couleur 
allant du rouge au vert, qui s’effectue en dix étapes.  
Dans ce cas là, temp = =££¤  = 28. 
Cet exemple met en avant l'effet de la subjectivité sur l'appréciation des couleurs. Chez l'homme, la rétine est 
sensible aux rayonnements électromagnétiques. Par ailleurs, la réponse de l'œil à la lumière n'est pas linéaire. 
Nous sommes plus sensibles à des changements qui se produisent dans les basses lumières que dans les 
hautes lumières. En pratique cela se manifeste par une vision beaucoup plus précise et détaillée dans les 
zones d'ombres que dans les zones brillantes. Ce phénomène a un impact direct sur la restitution des couleurs 
sur un écran. 
Deux teintes successives sont difficilement distinguables et le pas entre deux teintes est trop régulier, rendant 
moins nette la séparation entre les deux périodes. Lorsqu’une donnée passe d’une étape n à n+1, il est 
important que la couleur traduise l’effet de présence dans la première instance, sa diminution, sa disparition 
puis son apparition dans la nouvelle période jusqu’à sa stabilisation. Dans un contexte d’optimisation de la 
qualité de perception de notre outil de visualisation, cette solution ne peut être retenue, puisqu’elle 
complique la tâche de l’utilisateur dans sa perception des tendances et plus particulièrement dans l’étude de 
l’évolution individuelle des données. 
étapes Rouge Vert Bleu Résultat 
1 255 0 0 
 
2 227 28 0 
 
3 198 57 0 
 
4 170 85 0 
 
5 142 113 0 
 
6 113 142 0 
 
7 85 170 0 
 
8 57 198 0 
 
9 28 227 0 
 
10 0 255 0 
 
Figure 95. Problème d’ergonomie dans cette palette de couleurs allant du rouge au vert de façon 
incrémentale. 
Pour éviter ces contraintes d’impression de fusion visuelle de certaines couleurs proches, il est important de 
créer une répartition non linéaire.  
Pour cela, considérons les notations suivantes. 
k est une constante dont la valeur permet de réduire la linéarité de la courbe résultant de la fonction établie . 
n est le nombre d’étapes ; 
t est une constante ∈ - , = , _ , … , 0	; 
x est la saturation de la couleur. 
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Appliqué à l’exemple des dix étapes entre deux périodes vues précédement, les résultas obtenus sont les 
suivants : 
 
Figure 96. Répartition non linéaire de la teinte rouge.  
 
1 2 3 4 5 6 7 8 9 10 
  
            
          
Linéaire 
            
                    K=1 
    
           
                   K=5 
                        
Figure 97. Comparaison entre le passage du rouge au vert linéaire et non liénaire 
Ainsi, la formule proposée permet de distinguer plus instinctivement la phase de disparition de la période 
vers la suivante. Dans VisuGraph, la couleur de transition de chacune des données durant le morphing est 
calculée avec un paramètre k=5. Cette valeur met en avant les couleurs des extrémités, étapes 1 et 10, et 
facilite la distinction des différentes étapes. 
4.8.3. Morphing sans transition 
Le passage entre deux périodes peut s’effectuer par un morphing simple sans transition spécifique. Au départ 




















Figure 98. Passage du graphe de première période à celui de la seconde, par morphing de graphe en 10 étapes. 
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Le passage de l’un à l’autre s’effectue par disparition successive des sommets présents dans Gd et absent 
dans Ga, par affichage progressif des données apparaissant en Ga et par changement progressif des éléments 
persistants mais dont la valeur peut varier.  
Ainsi, l’aperçu de morphing conserve la carte mentale puisque les sommets de Gd et Ga conservent la même 
position que dans la représentation globale.  
L’utilisateur conserve ses repères visuels et peut aisément suivre l’évolution d’une donnée particulière, sans 
la confondre avec une autre. Une fois Ga obtenu, l’utilisateur peut appliquer toute une série de fonction, que 
nous détaillons en section 4.10. La déformation du graphe est possible afin d’améliorer la lisibilité du graphe, 
ou encore afin de l’étudier sous un autre point de vue. Si les positions temporelles des sommets ont été 
changées, l’application du morphing sur Ga passe dans un premier temps par un retour aux placements 
initiaux, puis par une transformation du graphe pour obtenir le graphe d’une autre période. 
La Figure 98 illustre le passage d’une première période à la seconde par morphing de graphe en dix étapes. 
Les sommets du graphe de première instance sont positionnés selon leur appartenance aux différentes 
périodes, dans un contexte de graphe global. Les sommets n’appartenant qu’à la première période 
disparaissent en premier, de manière progressive, puis les sommets de la seconde période apparaissent, 
transformant progressivement le graphe de départ.  
Le nombre d’entrecoupements d’arêtes est important et peut gêner l’utilisateur dans son analyse de la 
structure de graphe temporel. Un élément de réponse à ce problème est le morphing avec transition, illustré 
dans le paragraphe suivant.  
4.8.4. Morphing avec transition 
L’organisation des éléments du graphe dans un contexte de morphing sans transition peut sembler difficile à 
analyser pour l’utilisateur et il est important d’offrir des solutions rendant le graphe de période plus lisible. 
Pour ce faire, VisuGraph est doté de deux types de paramètres optionnels afin d’organiser le morphing selon 
différents points de vue.  
 Le point de vue du repère temporel de l’instance considérée 
Dans ce cas là, le positionnement des sommets est relatif au repère temporel de la période représentée. 
Partant du graphe global, le morphing vers la représentation de la première instance s’effectue par 
déplacement et organisation des sommets autour du premier repère temporel, sans tenir compte de 
l’éventuelle appartenance aux autres instances. Le passage à la seconde période s’effectue par un retour des 
sommets en position initiale, afin de symboliser la fin de la première instance et de conserver la carte 
mentale, puis par déplacement et organisation des sommets vers le second repère temporel. Il en est de même 
pour les autres périodes étudiées. Cette solution, illustrée en Figure 99, a pour avantage de favoriser le 
contexte temporel en cours, mais d’un point de vue de la carte mentale, l’utilisateur peut avoir des difficultés 
pour repositionner un sommet sans afficher son nom. Pour cette raison, cette solution est préconisée 
principalement pour une étude globale des tendances, à savoir quelle quantité de données concerne telle 
période ? Les informations relatives à cette instance sont elles de fortes valeurs ? Sont-elles des signaux 
faibles ?  
 Le point de vue de la structure temporelle 
Dans ce cas là, la structure évolutive est favorisée ainsi que la mise en évidence de classes temporelles 
graphique. L’objectif est de regrouper les données de même(s) nature(s) temporelle(s). Ainsi, les données 
spécifiques à une période particulière sont regroupées. Graphiquement, cette notion se traduit par la 
formation de clusters temporels et visuels, au sein de chaque graphe d’instance. Ce point de vue permet de 
décomposer la structure d’un graphe de période afin de l’analyser plus en détails. Pour obtenir de tels 
groupes, l’algorithme FDP temporel, présenté en section 4.6 est intégré avec une forte attirance vers les 













































Figure 99. Mophing avec transition, d’un point de vue « repères temporels ». 


























Figure 100. Morphing avec 
transition, d’un point de vue de la 
structure temporelle
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Cette solution déforme la structure du graphe global, en renforçant les liens temporels. Un retour à la 
structure du graphe global lors du changement de période permet de se remémorer le positionnement de 
chaque sommet et minimise l’effort cognitif.  
La Figure 100 illustre ce principe par morphing de graphe de quatre périodes. La décomposition en zones 
temporelles, illustrée en Figure 100 est appliquée à chaque graphe de période, afin de faciliter l’interprétation 
évolutive de chaque groupes constitué. Chaque graphe d’instance est alors composé de groupes de sommets 
spécifiques à la période considérée, où alors à un ensemble ayant les mêmes caractéristiques temporelles. 
4.8.5. Discussion sur le morphing de graphe 






d’analyse Avantages Inconvénients 
Sans 
transition 
 Analyse de la 
structure 
évolutive de la 
période et de 
la suivante ou 
de la 
précédente 
• Distinction claire des sommets spécifiques 
à la période. 
• Mise en avant de l’appartenance des 
sommets à plusieurs périodes. 
• Prédiction possibles des sommets qui 
seront présents dans la période suivante. 
• Etude des liens entre les données et de leur 
évolution. 
• Détection des signaux faibles. 
• Carte mentale préservée. 
• Retour aisé au positionnement d’un auteur 
dans le graphe global mais aussi dans les 
graphes de périodes.  
• Si perte de la carte mentale par application 
de méthodes, retour aux positionnements 
temporels initiaux. 
• Graphe de départ et 
d’arrivée avec des 
entrecoupements d’arêtes. 
• Etude de la structure d’un 






Analyse de la 
période dans 
son contexte 
• Détail de la structure de la période étudiée 
• Moins d’entrecoupements d’arêtes 
• Retour aux positionnements temporels 
avant le changement d’instance. 
• Mise en avant de l’importance de la 
période vis-à-vis de l’ensemble des 
données. 
• Grande lisibilité des liens 
• Mise en avant de la structure formée par les 
sommets.  
• Regroupement des données 
ne favorisant pas l’analyse 
de structure temporelle. 








• Distinction entre les zones temporelles. 
• Facilité de caractérisation évolutive des 
données. 
• Si perte de la carte mentale par application 
de méthodes, retour aux positionnements 
temporels initiaux. 
• Distinction claire des sommets spécifiques 
à la période. 
• Mise en avant de l’appartenance des 
sommets à plusieurs périodes. 
• Prédiction possibles des sommets qui 
seront présents dans la période suivante. 
• Etude de l’évolution des 
liens non mise en avant. 
• Perte de lisibilité par 
superposition de sommets, 
si l’attraction des sommets 
est trop forte. 
Tableau 19. Synthèse des trois propositions de morphing 
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Ces trois points de vue de morphing peuvent être obtenus sur le même graphe de façon successive. Ainsi, si 
l’analyse porte principalement sur la structure évolutive des différentes périodes, l’utilisateur peut dans un 
premier temps appliquer la première proposition. Puis, s’il s’intéresse plus précisément, à chacune des 
périodes individuelles, il peut passer à la seconde solution. Enfin, s’il désire analyser chaque période dans un 
contexte global, la troisième proposition est appliquée.  
Il est possible à tout moment de revenir à un autre type de morphing, puisque cette fonction se base sur le 
positionnement initial temporel des sommets.  
Le morphing de graphe permet de : 
• Comparer des éléments de l’espace de données. Pour cela, l'utilisateur peut déplacer ou permuter des 
éléments visuels de l’espace de données afin de les rapprocher dans l’espace de représentation pour 
faciliter leur comparaison. Il peut superposer deux données pour comparer leurs histogrammes ou 
encore les disposer côte à côte afin de mieux les étudier. 
• Rechercher des effets de causalité entre données. Cela consiste à étudier l’influence du 
comportement d’une donnée particulière sur une autre donnée, en mettant en évidence les relations 
de causalité suite à un événement, entre les changements de valeur, d’une donnée source et une autre 
donnée cible. Dans le cas où un effet de causalité est identifié, il convient alors d’étudier le temps 
selon le délai e de réaction de la donnée cible suite à un événement de la donnée source. 
• Anticiper pour agir. Par détection des signaux faibles et par analyse temporelle des données, il est 
facile de prévoir quels seront les piliers du domaine du futur proche. Le morphing de graphe permet, 
par le positionnement de détecter, d’une part, les nouveaux individus apparaissant en dernière 
période et susceptibles d’être présent dans l’avenir, et d’autre part, les piliers, présents au cours de 
toutes les instances. Dans le cadre d’une étude de structure, il est alors possible de distinguer les 
orientations du groupe, de façon organisationnel et stratégique ou encore les émergences ou les 
digressions. 
• Mesurer la similarité entre données temporelles. Cette comparaison s’effectue via les histogrammes 
représentant les sommets mais aussi, via le placement temporel des entités, caractérisant leur 
persistance au cours des différentes périodes étudiées. Une représentation appropriée de plusieurs 
données temporelles facilite l’identification visuelle des sous-séquences similaires. 
• Segmenter les données temporelles. La segmentation d’une donnée temporelle consiste en sa 
partition en périodes individuelles.  
4.9. Les graphes orientés 
La prise en compte de la dimension temporel dans le graphe orienté permet d’étudier précisément l’évolution 
des relations entre éléments d’un ensemble. La relation entre un sommet x et un autre y peut être consolidée 
ou au contraire réduite au cours du temps. On parle alors de graphe orienté temporel. 
Un graphe G = (X, A, T) est déterminé par : 
• un ensemble X = {x1, x2, . . . ,xn} dont les éléments sont des sommets ou nœuds ; 
• un ensemble A = {a1, a2, . . . , am} dont les éléments sont des arcs. 
• une période T, pouvant être discrète ou continue. 
Les notions de successeurs et de prédécesseurs définit dans le cas non temporel sont repris, sachant qu’ils ne 
le sont que pour la période T considérée. 
A l’origine d’un graphe orienté temporel, sous VisuGraph, se trouve une matrice asymétrique pour chaque 
période croisant les prédécesseurs et les successeurs. Le principe de morphing de graphe, décrit dans la 
section 4.8 est applicable sur ce type de graphe.  
L’intérêt d’une telle représentation repose sur la décomposition d’une relation entre deux individus Xi et Xj à 
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Tout comme pour les graphes statiques, nous permettons dans un premier la prise en compte de la dimension 
temporelle pour des graphes orientés, en ajoutant un complément d’information pour les sommets. En effet, 
il est possible de croiser deux types d’information pour un même sommet, comme par exemple son nom et 
son pays. Ainsi ces deux renseignements sont codés sous un même sommet à travers l’utilisation de barres 
pour étudier l’évolution de la donnée, illustré en 4.4, ou encore à travers l’utilisation de couleur spécifique 
pour coder la seconde information, par le soulignement de l’histogramme. 
Dans l’exemple de la Figure 101, nous considérons des sociétés vendant des licences informatiques (LI), à 
l’origine de l’arc, et celles les achetant (LO), en fin d’arc représenté de couleur uniforme pour toutes les 
barres. La présence d’une flèche à double sens signifie que les deux sociétés s’achètent et se vendent 
mutuellement des licences. Pour chaque société, son pays est codé par un trait de couleur horizontal.  
Le placement temporel, ainsi que l’application de l’algorithme FDP temporel permet d’obtenir le résultat 
suivant. Les licenciés et les licenciant spécifiques à une période sont représentés autours du repère temporel 
correspondant. Les sommets à mi chemin entre les deux repères appartiennent aux deux périodes. On 
distingue ainsi trois catégories temporelles :  
• Les sommets n’appartenant qu’à 2006 ; 
• ceux n’appartenant qu’à 2007 ; 


















Figure 101. Graphe orienté biparti temporel. 
Double sens 
LEGENDE 
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Si l’utilisateur souhaite connaître de façon plus claire le domaine médical d’un sommet, il suffit d’afficher 
son nom ou la fenêtre indiquant les caractéristiques de la donnée, comme le montre la Figure 101. 
L’application du morphing permet d’extraire de ce graphe global les périodes 2006 et 2007. Ainsi, il est 
facile d’étudier en quelle année la licence a été vendue et/ou achetée et si elle a été reconduite en 2007. 
4.10. Fonctionnalités 
Dans cette section, les fonctionnalités étudiées dans le chapitre 3 sont adaptées au cas temporel. 
4.10.1. Points de vues 
Dans le contexte des graphes évolutifs, deux sortes de points de vue sont considérés : 
 Le point de vue global 
Ce premier point de vue concerne l’application des fonctions sur le graphe global, toutes périodes 
confondues. Dans ce contexte là, toutes les fonctions présentées dans le chapitre 3 sont applicables. 
Cependant il faut être conscient du risque d’erreur d’interprétation, provoqué par une analyse du graphe 
global. En effet, un graphe connexe qui représente toutes les données temporelles pour toutes les périodes 
cumulées peut ne jamais avoir été connexe s’il est étudié dans chaque cas d’instance individuelle. Ainsi, les 
résultats des fonctionnalités présentées dans le chapitre 3 sur le graphe global peuvent aussi être erronés si 
les données de la visualisation globale sont hétérogènes temporellement.  
Ce point de vue discerne surtout une analyse de structure globale qui est ensuite étudiée en détail pour 
chaque période. Cette information peut être primordiale selon les besoins exprimés. De la structure globale 
étudiée peuvent être extraits les représentations de période, permettant d’analyser la visualisation générale 
dans un contexte individuel. 
 Le point de vue évolutif 
Le point de vue évolutif cible l’application des fonctions sur chaque graphe de période de manière 
individuelle. Ainsi cette analyse se dissocie de l’étude du graphe global. Dans le cas du point de vue global, 
la structure générale est conservée et visualisée dans des contextes d’instances individuelles, ici nous ciblons 
chaque composition de manière indépendante. Afin d’illustrer ces deux points de vues, l’exemple illustré, 
Figure 102, cible le k-core appliqué dans un premier temps à un graphe global.  
Dans la colonne de gauche sont représentés, de façon chronologique, les différents graphes de périodes d’un 
point de vue global. Le k-core n’est appliqué qu’au graphe global et le morphing est appliqué sur la structure 
obtenue. La visualisation générale se décompose en graphes d’instances de façon à ce que les sommets aient 
une valeur de métrique positive pour la période considérée et que la structure globale du k-core soit 
conservée. Dans le graphe global, on constate qu’une donnée concerne la période 2. Or, la deuxième ligne de 
la colonne de gauche montre un graphe vide. Cela s’explique par le fait que la structure obtenue à partir du 
seuil du k-core, fixé dans le graphe global ne persiste pas en deuxième instance. 
Dans la colonne de droite se situent les graphes temporels sur lesquels est appliqué individuellement le k-
core d’un point de vue évolutif, c'est-à-dire par application de cette fonctionnalité sur chacune de ces 
représentations. Ainsi la valeur de k varie d’un graphe d’instance à un autre, de manière à obtenir le coreness 
le plus élevé pour chacun des cas. 
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Figure 102. Différences de point de vue sur l’application des fonctions. 
4.10.2. Filtrage 
Quelque soit le point de vue favorisé, le filtrage s’applique aux deux cas, permettant deux focalisations 
différentes. Dans le cas « global », le filtrage est appliqué au graphe représentant toutes les périodes et le 
filtrage est appliqué, tel qu’il a été présenté dans le chapitre 3.  
Une étude de chaque instance masque uniquement les données, ainsi que leurs liens, absents lors de cette 
période. Ainsi certains sommets peuvent apparaître seuls dans les visualisations de période, du fait qu’ils 
étaient liés dans le contexte global à d’autres données, mais qu’ils ne le sont plus dans un cas temporel 
individuel. 
Ainsi, la fonction de filtrage, d’un point de vue général se formalise de la façon suivante : 
fF (Gglob, Filtre=n)=GglF 
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ou Gg est le graphe global, Gg =(Xg,Ag) avec Xg l’ensemble des sommets et Ag l’ensemble des liens, pour 
toutes périodes confondues. 
Toute arête appartenant à Ag a une structure de la forme 
 a<xi,xj, t>=<xi, xj, q, t> 
xi, xj, sont les extrémités de l’arête 
q est la valeur de la métrique de l’arête 
t est l’instance à laquelle apparait l’arête. 
GgF est le graphe résultant, c'est-à-dire filtré. 
n est la valeur du seuil du filtre, c'est-à-dire la valeur minimale que devra prendre la valeur quantitative 
de a<xi,xj,t> dans le graphe filtré GgF. 
Les graphes de période filtrés se caractérisent de la manière suivante : 
GtF = GgF – {X0, A0} 
Avec GtF le graphe filtré de la période t. t ∈ {1, .., r} avec r le nombre d’instances composant le graphe 
global. 
X0 l’ensemble des sommets de Xg dont la valeur de métrique pour l’instance t est nulle. 
A0 l’ensemble des arêtes d’Ag dont la valeur de métrique pour l’instance t est nulle. 
Dans le cas d’un point de vue évolutif, le filtrage est recalculé pour chacun des graphes de périodes, 
Indépendamment de la structure filtrée obtenue sur la représentation générale. La focalisation sur chaque 
instance met en avant l’évolution de la structure, c'est-à-dire les relations entre les données au cours du 
temps, plutôt que l’évolution individuelle des données. Dans ce cas là, chaque graphe filtré possède la même 
structure que celle définit dans le chapitre précédent. 
4.10.3. K-Core 
Le k-core appliqué au cas temporel a été illustré dans la Figure 102. L’élagage récursif des nœuds qui ont un 
degré plus petit que k s’effectue sur la visualisation générale, dans le point de vue global. Le graphe restant 
ne contient que des sommets de degré ≥ k.  
Nommons fcore cette fonction : 
fc (Gg, seuil=n)=GKg 
Gg, est le graphe global, selon la définition initialement posée dans laquelle Gg=(Xg, Ag) avec Xg 
l’ensemble des sommets et Ag l’ensemble des liens, pour toutes périodes confondues 
n est le seuil permettant de calculer le k-core et permettant de caractériser le coreness.  
n = {0,…,k}. 
 k est une valeur calculée dès le premier appel de la fonction. Elle correspond au coreness maximal 
pouvant être atteint. 
GKg est le graphe obtenu pour le seuil fixé, composé de sommets ayant tous au moins n voisins.  
Les graphes de période se caractérisent de la manière suivante : 
 
GtK = GgK– {X0, A0}-{<Xt, At, n>} 
Avec GtK le graphe résultant de l’application du k-core de la période t. t ∈ {1, .., r} avec r le nombre 
d’instances composant le graphe global. 
 X0 l’ensemble des sommets de Xg dont la valeur de métrique pour l’instance t est nulle. 
A0 l’ensemble des arêtes de Ag dont la valeur de métrique pour l’instance t est nulle. 
<Xt At, n> est l’ensemble des sommets de l’instance t dont le degré est supérieur ou égal à n et Aj 
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D’un point de vue évolutif, cette fonction est appliquée à chaque graphe de période. 
4.10.4. Transitivité 
L’étude de la transitivité, d’un point de vue global, permet de retrouver sur un ensemble de périodes le 
voisinage d’un sommet. L’intérêt de ce point de vue, vis-à-vis de cette fonctionnalité est d’étudier la 
progression de ces différentes associations entre le sommet sélectionné et ses associés (Loubier et Gay, 
2009).  
Nommons ft cette fonction de transitivité, appliquée à un graphe Gg= (Xg,Ag). 
ft(Gg, xg, seuil=n)=GgT 
Gg est le graphe global sur lequel va être calculé la fermeture transitive. 
xg est le sommet du graphe global initialement choisi, appartenant à X.  
n est le seuil fixé pour le calcul de la fermeture transitive. n ={1,…,M}. M est le seuil de transitivité 
maximal fixé dès le premier appel de la fonction. Il s’agit du nombre de pas permettant d’obtenir le 
voisin le plus éloigné du sommet xg. 
GgT est le graphe résultant après calculé la transitivité de seuil n. 
Dans le cas du point de vue évolutif, chaque fermeture transitive de chaque graphe de période est calculée 
indépendamment, permettant d’étudier le voisinage directement lié d’un même sommet, à des instances 
différentes. Cette approche met en avant l’évolution du nombre de collaborations du sommet sélectionné, à 
savoir les périodes caractérisées par de faibles collaborations et inversement les années fastes, ainsi que la 
persistance de ces liens. 
4.10.5. Partitionnement de graphe 
Le principe de partitionnement de graphe, par la méthode du Markov Clustering, présentée dans le chapitre 3 
est adapté au cas temporel. Le graphe global sert de base lors de l’analyse. C’est sur ce dernier que s’effectue 
le partitionnement des données, sans prendre en compte les arcs liants les sommets aux repères temporels, 
afin de conserver les propriétés classiques de classification. Une fois le graphe réduit obtenu, les liens entre 
sommets et repères temporels sont instaurés et l’application de l’algorithme FDP permet de placer chaque 
représentant de classe selon ses caractéristiques temporelles.  
La visualisation successive de chaque graphe de période permet de les comparer, au niveau de leur structure 
inter classes mais aussi au niveau des sommets composant les différentes classes (intra classe), (Loubier et 
al., 2007b). L’expérimentation effectuée se base sur un corpus portant sur les auteurs ayant publié un article 
lors des quatre dernières sessions du colloque VSST.  
Il est important de noter que toutes les classes sont reliées pour l’ensemble des quatre périodes visualisées 
simultanément, laissant penser que le graphe est connexe. La représentation par période des données montre 
que les données ne sont pas forcément toutes reliées entre elles pour chaque tranche de temps, révélant ainsi 
la non connexité du graphe initial.  
Par masquage des données du graphe global n’appartenant pas à la première tranche de temps, le graphe de 
la première période est obtenu. Dans la Figure 103, les classes situées dans la partie Nord-Est de la fenêtre 
sont des classes présentes principalement dans les premières périodes, mais pas dans les dernières tranches 
de temps. A l’inverse, les classes situées dans le cadran Nord-Ouest laissent à penser qu’il s’agit de classes 
émergentes, qui sont en pleine extension, puisqu’elles n’étaient pas aussi développées dans les premières 
périodes. Les classes des zones Sud-Est et Sud-Ouest correspondent aux périodes de transition où les classes 
vont évoluer que ce soit au niveau des liens inter classes, mais aussi au niveau interne (évolution de la 
première période à la dernière). Les classes situées vers le centre de la figure sont les classes persistantes, 
présentes pour toutes les périodes (Loubier et Dousset, 2008c).  
Alors que leurs liens inter classes varient au cours des quatre périodes, leur évolution interne au sein de 




 Figure 103. Visualisation du graphe global des classes, puis visualisation par animation des graphes de classe par période 
(« Rep n »  repère temporel de la nième période). 
 
Figure 103. Visualisation du graphe global des 
classes, puis visualisation par animation des graphes 
de classe par période 
(« Rep n »  repère temporel de la nième période). 
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4.11. Application de notre contribution à des analyses non 
temporelles 
Notre contribution, axée sur le morphing de graphes temporels peut être adapté à des études ne portant pas 
forcément sur l’évolution des données. Le principe de visualisation globale, puis successive par 
transformation progressive de la représentation peut être appliqué à des notions autres que temporelles. Par 
exemple, le temps peut être remplacé par des zones géographiques, telles que des continents, ou encore par 
des multi-termes spécifiques à un domaine, ... Suivant le sujet étudié il est important que l’utilisateur effectue 
auparavant un ordonnancement des repères. Par exemple, si l’étude porte sur la répartition d’auteurs ayant 
publié sur un sujet précis et qu’on s’intéresse à l’origine géographique de ces individus, il est important de 
placer les pays, sous forme de repère, selon un ordre stratégique. Afin de minimiser l’effort cognitif de 
l’utilisateur, il est important que le positionnement des données et principalement des repères soit judicieux 
et stratégique. Dans l’exemple choisi, un calcul des fréquences d’apparition dans le corpus des données 
placées en repères peut être utile. Ainsi, la chronologie croissante utilisée pour le morphing de graphes 
temporels laisse place, dans un contexte géographique, à un ordonnancement croissant ou décroissant de la 
fréquence d’apparition des états. 
L’exemple de la Figure 104 illustre graphiquement ce principe de morphing de graphes géographiques. Dans 
ce contexte, chaque matrice de croisement est spécifique à un lieu géographique spécifique, comme le 
montre la structure générique du Tableau 20. 
Reperei 
d1 d2 d3 … dv 
d1 <d1,d1> <d1,d2> <d1,d3> … <d1,dv> 
d2 <d2,d1> <d2,d2> <d2,d3> … <d2,dv> 
d3 <d3,d1> <d3,d2> <d3,d3> … <d3,dv> 
… … … … … … 
dv <dv,d1> <dv,d2> <dv,d3> … <dv,dv> 
Tableau 20. Matrice à la base du morphing de graphe. 
i ∈ {1,…,r} avec r le nombre de repères sur lesquels se base le morphing 
Reperei ∈ {dg1, dg2,…,dgn} avec dgi l’intitulé du repère i. 
dj représente l’entité croisée, pour j ∈ {1,…,v} avec v le nombre de données. 
<dj,dk> est la valeur de la cooccurrence, issue du croisement entre dj et dk. 
Dans l’exemple illustré en Figure 103,  
i ∈ {1,…,8} 
Reperei ∈ {USA, Canada, Allemagne, Japon, Suisse, France, Espagne, Italie} 
La figure suivante est issue du croisement des compagnies pharmaceutiques, première dimension, avec elles 
mêmes, seconde dimension et leur pays d’appartenance, troisième dimension. Le morphing de graphe 












































Figure 104. Application du morphing de graphe dans un contexte géographique. 
 




Dans ce chapitre, nous avons présenté notre contribution pour les graphes dynamiques. La sémiologie 
utilisée repose sur le choix d’histogramme pour représenter l’évolution individuelle des données. Le recours 
à des couleurs spécifiques pour chacune des barres de l’histogramme, représentant les périodes considérées, 
permet de faciliter la comparaison des différentes instances pour l’utilisateur, qui reste au centre de nos 
préoccupations.  
Afin d’organiser stratégiquement la représentation graphique de données temporelles, pour chaque instance 
considérée un repère est attribué, sous forme de sommet. Ces indicateurs sont situés par ordre chronologique 
sur les contours de la fenêtre de visualisation. Chaque donnée temporelle est ensuite placée à une distance de 
chaque repère, relative à son appartenance aux différentes périodes correspondantes. 
Notre contribution repose en partie sur le morphing de graphe, reposant sur ce principe de positionnement 
temporel des sommets mais aussi sur une succession de représentations complémentaire :  
• le graphe global, toutes périodes confondues 
• les graphes de période dont la transition pour le passage d’une instance à la suivante s’effectue par 
transformation progressive, de la même façon que pour les morphings d’images. 
Un nouvel algorithme de placement dirigé des sommets est proposé, paramétrable par l’utilisateur. Il favorise 
l’attirance des sommets vers les repères temporels. Paramétré avec une forte valeur d’attirance des repères, le 
graphe obtient une typologie qui met en avant les caractéristiques temporelles des données sous forme de 
regroupement de ces dernières. Ainsi, chaque portion de la fenêtre de visualisation est spécifique à des 
caractéristiques temporelles. Les données proches d’un repère sont caractérisées par l’appartenance à la 
période correspondante, uniquement. Les sommets situés à équidistance de plusieurs repères apparaissent 
aussi intensément dans chacune des périodes concordantes.  
Les fonctionnalités proposées dans la première partie de notre contribution, dans le chapitre 3, sont adaptées 
au contexte temporel selon deux points de vue spécifiques : 
• global, cas où les méthodes sont appliquées sur le graphe de toutes les périodes cumulées, et le 
morphing n’est appliqué que pour suivre l’évolution de la structure globale, dans un contexte 
d’instance individuelle. 
• Evolutif, cas où les fonctionnalités sont appliquées indépendamment sur chaque graphe de période. 
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En essayant continuellement, on finit par réussir. 
Donc plus ça rate, plus on a de chances que ça 
marche.  
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5.1. Présentation des expérimentations 
Ce chapitre présente la démarche de validation scientifique mise en place pour appliquer la contribution des 
travaux présentée dans les chapitres 3 et 4, centrés sur les tâches des utilisateurs pour la visualisation de 
données temporelles.  
Précisons que les techniques de représentation proposées se basent sur l’extraction des connaissances 
présentées dans le chapitre 1, des processus de visualisation exposés dans le chapitre 2 et des tâches 






















Figure 105. Etapes du processus de conception et de réalisation de l’outil VisuGraph. 
 
Dans ce chapitre, nous présentons, en 5.2, l’architecture de l’outil VisuGraph, à savoir le processus de 
développement, sa décomposition en termes de modules et son codage.  
Dans un second temps, en section 5.3, notre contribution est évaluée selon les critères retenus pour qualifier 
les outils de visualisation étudiés dans le chapitre 2. 
Dans la section 5.4, nous présentons l’expérimentation effectuée pour valider la conception de l’outil, c'est-à-
dire l’enquête réalisée auprès d’une population ciblée. Les résultats de ces évaluations nous ont servi dans un 
premier temps à améliorer l’utilisabilité des différentes techniques de visualisation, puis d’envisager de 
nouvelles perspectives pour nos travaux à venir. 
Enfin, une synthèse des expérimentations et évaluations de VisuGraph est proposée.  
5.2. Architecture et conception du prototype 
Nous avons modélisé et conçu une architecture dans le but de faciliter le travail d’analyse de corpus, en 
particulier dans un contexte de veille stratégique. Les méthodes et approches présentées dans les chapitres 3 
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Concevoir et réaliser un outil de visualisation de données temporelles ne se résume pas à élaborer une 
représentation de la donnée accompagnée d’une méthode de navigation.  
Il faut, avant tout, comprendre et analyser les objectifs de la visualisation et quelles sont les méthodes de 
représentation et de navigation les plus adaptées.  
Pour spécifier la conception de l’outil VisuGraph, nous avons minutieusement précisé les besoins de 
l’utilisateur, afin de concevoir une architecture y répondant au mieux. Le choix des méthodes de 
représentation et de navigation adaptées à la tâche de l'utilisateur mènent à la mise en place d’un scénario de 
visualisation.  
Ainsi, cette analyse des besoins en termes de conception de représentation et de navigation doit être le 
résultat d'une collaboration entre utilisateur et concepteur. Pour ce faire, l’écoute de besoin d’experts de la 
veille stratégique, appliquée à des secteurs divers tels que les biotechnologies, le domaine pharmaceutique, 
aéronautique, commercial nous a permis de cibler la réalisation de VisuGraph.  
Le développement de VisuGraph repose sur la programmation objet et plus particulièrement sur le langage 
de programmation Java (Eckel, 1998). La programmation orientée objet consiste à modéliser un ensemble 
d'éléments du monde réel. Un programme java est constitué de packages qui sont des ensembles de classes. 
Une classe définit la structure d’un objet, c'est-à-dire la déclaration de l'ensemble des entités qui le 
composent. Un objet est donc « issu » d'une classe. En réalité on dit qu'un objet est une instanciation d'une 
classe, caractérisé par plusieurs notions :  
• Les attributs: Il s'agit des données caractérisant l'objet. Ce sont des variables stockant des 
informations d'état de l'objet ;  
• les méthodes : Les méthodes d'un objet caractérisent son comportement, c'est-à-dire l'ensemble des 
actions (appelées opérations) que l'objet est à même de réaliser. Ces opérations permettent de faire 
réagir l'objet aux sollicitations extérieures (ou d'agir sur les autres objets). De plus, les opérations 
sont étroitement liées aux attributs, car leurs actions peuvent dépendre des valeurs des attributs, ou 
bien les modifier  
Le développement de l’outil repose ainsi sur 14 classes java, permettant la création et la manipulation de 
chacun des composants de la visualisation, que ce soit au niveau de la fenêtre de représentation ou encore du 
graphe lui-même.  
5.3. Evaluation de la représentation graphique 
Dans cette section, nous reprenons les critères retenus dans le chapitre 2 qui nous ont permis d’évaluer les 
outils graphiques existant. Nous les utilisons pour évaluer VisuGraph et confirmer l’apport de nos 
contributions. 
5.3.1. Evaluation sur la représentation des données temporelles 
Avant d’apporter une appréciation sur la qualité de visualisation, il est important d’évaluer la représentation 
des données, dans un contexte temporel. Dans VisuGraph, il s’agit de porter une appréciation sur 
l’assimilation des entités temporelles à des histogrammes. Dans le Tableau 21, les critères auxquels répond 
VisuGraph sont signalés par un onglet. 
  




Codage du critère VisuGraph 
Minimisation_surface   
Détection_tendance   
Représentation_unique  
Volume_données  
Sémiologie_donnée   
Navigabilité_temps   
Complément_info   
Etiquetage   
Comparaison_quantitative   
Qualité_représentation   
Tableau 21. Evaluation de VisuGraph 
La minimisation de la surface de représentation est possible, selon la représentation des données choisies, 
que ce soit de forme de cercles, de barres, …, pour les cas non temporels, ou d’histogramme, pour les cas 
évolutifs. D’autre part, le recours au partitionnement de graphe, exposés dans les chapitres 3 et 4, permet de 
réduire la surface de représentation. 
La détection des tendances s’effectue à travers le placement temporel des données, mais aussi à travers la 
comparaison des barres des histogrammes représentant les différentes valeurs de métriques par instance. Il 
est alors plus facile de caractériser les entités, à savoir si elles sont en émergence, en digression et/ou en 
stagnation. A travers l’étude de la structure de graphe, VisuGraph facilite la détection des acteurs importants 
du domaine étudié. 
La représentation des données n’est pas unique, comme nous l’avons vu dans les chapitres 3 et 4. La 
possibilité d’avoir recours à d’autres formes pour la visualisation de l’entité permet, selon le volume de 
données à faciliter l’approche analytique. 
Au niveau du volume de données, VisuGraph rencontre quelques faiblesses. Au niveau de la lisibilité, plus le 
nombre d’entités est important, plus le graphe est chargé, provoquant des chevauchements entre les libellés 
des sommets.  
La sémiologie des données se traduit par le recours à des couleurs spécifiques, surtout dans le cas temporel. 
L’histogramme nous permet de connaître en seul regard la tendance de l’entité par comparaison des 
différentes barres et par attribution d’une couleur spécifique et significative à chacune.  
La navigabilité dans le temps se traduit par le morphing, permettant de passer d’un graphe global à un graphe 
de période. Ainsi, la granularité du temps peut être réduite. Par exemple, le graphe global peut porter sur un 
cumul de dix années, détaillé en dix graphes de période. Cependant, il n’est pas possible de travailler sur plus 
de deux granularités à la fois. Par exemple, si le graphe global correspond à une période de dix années, 
divisées en dix représentations de période dont l’unité est l’année, il ne sera pas possible de changer la 
visualisation en mois ou en semaines sans réinitialiser les graphes sur lesquelles repose la représentation. 
L’accessibilité à l’information complète s’effectue par la fonction de focalisation, par retour aux notices 
contenant l’entité sélectionnée ou par réduction du graphe selon le(s) sommet(s) choisi(s). 
L’étiquetage clair et complet des données est obtenu par affichage du libellé court ou complet du nom du 
sommet, ou encore par visualisation de la fenêtre pop-up indiquant le libellé du sommet, sa valeur de 
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La comparaison des données temporelles s’effectue en étudiant les barres de chaque histogramme, qualifiant 
ainsi l’importance de l’entité. 
La qualité de la représentation d’un point de vue général est évaluée vis-à-vis des structures de graphes 
obtenues. La disposition des sommets au sein de VisuGraph permet la mise en avant des regroupements 
d’entités, révélant le rôle de chacun au sein de la structure, qu’elle soit temporelle ou non. 
Alors que ces critères caractérisent la représentation des données à titre individuel ou comparatif, il est 
important d’analyser l’apport des visualisations proposées dans l’outil VisuGraph de manière globale, à 
travers l’évaluation de l’espace des données. 
5.3.2. Evaluation sur l’espace des données 
Les données sont étudiées dans un contexte de structure et non pas sur des entités individuelles. L’évaluation 
porte sur l’outil complet. 
Rappelons les critères retenus, dans le chapitre 2: 
• Une vue globale, c'est-à-dire une perception efficace de l’ensemble des périodes étudiées. La 
première représentation proposée dans VisuGraph, dans un contexte évolutif, permet d’obtenir une 
première idée des structures formées par les données au cours du temps et des caractéristiques des 
entités. Cette vue globale constitue la carte mentale de l’utilisateur, sur laquelle repose toute étude 
temporelle. 
• Une vue spécifique, permettant d’analyser unitairement chacune des données et de la quantifier à tout 
moment, via les graphes de période, mais aussi grâce à l’extraction de graphes réduits, notamment 
lors du partitionnement de graphe, où il est possible d’étudier une classe dans une autre fenêtre de 
visualisation ; 
• Une surcharge du graphe, le rendant difficile à analyser. Le partitionnement de graphe, permet de 
simplifier la visualisation, par affichage d’un représentant unique après classification des entités 
relationnelles. Cette solution permet d’éviter de surcharger le graphe et de le rendre moins lisible. 
Cependant, si ce partitionnement n’est pas effectué, la surcharge du graphe croit de façon relative au 
volume de données. Plus le nombre d’entités, mais aussi de liens, représentés sont importants, moins 
les structures sont lisibles.  
• Une facilité d’interprétation du graphe. Le recours à des méthodes mathématiques spécifiques 
permet d’explorer les structures de graphes plus facilement. L’étude du voisinage d’un sommet ou 
encore de l’évolution d’un groupement d’entités est aisément réalisable. 
• Une comparaison des changements de structures au cours du temps. Le fait de conserver une carte 
mentale comme repère, c'est-à-dire le graphe global, permet d’obtenir un environnement structural 
spécifique. Le morphing de graphe permet d’extraire de façon progressive la composition de la 
structure étudiée à tout instant t. On peut alors facilement détecter les nouveaux membres, ceux 
disparaissant et ceux persistants. Des erreurs d’interprétation peuvent ainsi être évitées. Admettons 
que sur un graphe global de cinq ans, un individu est relié à 20 personnes. Une première appréciation 
serait de qualifier cette personne comme « noyau actif, permanant d’une équipe». Or, la 
décomposition en année peut révéler que la première année, cet individu a collaboré avec 15 
personnes, la deuxième avec 5 autres, et avec aucune le reste du temps. Cet individu n’est donc pas 
permanent, et son activité est importante que pour une année, ce qui contredit notre hypothèse de 
base. Alors que sur le graphe global cet individu semblait important, seules les deux premières 
années peuvent le qualifier ainsi.  
• Une application permettant la comparaison claire de « données relationnelles ». Dans la section 
précédente, nous avons vu que les données pouvaient être comparées via les barres d’histogramme. 
Ici, nous nous intéressons davantage à l’association des entités, c’est à dire à la nature de leurs liens. 
Le recours à des artifices visuels tels que le changement d’intensité du lien en fonction de la valeur 
de sa métrique ou encore l’attirance des sommets les plus fortement liés, via les forces FDP, permet 
de caractériser des ensembles d’entités relationnelles. 
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5.4. Expérimentation de VisuGraph 
5.4.1. Méthodologie 
Afin d’expérimenter VisuGraph, un questionnaire a été réalisé afin de tester cet outil dans sa globalité. Les 
objectifs de cette expérimentation sont: 
• Cibler la population, à savoir si l’outil est destiné à un public plus ou moins restreint ; 
• tester toutes les fonctionnalités proposées, dans tous les cas possibles, c’est dire sur tous les types de 
matrices de croisement étudiées jusqu’ici ;  
• recenser les lacunes de l’outil ; 
• être à l’écoute des futurs utilisateurs, quelque soient leur origine scientifique, afin de prendre en 
compte leurs besoins ; 
• valider notre contribution et particulièrement l’apport de nos travaux pour la veille stratégique ; 
• prévoir des perspectives d’évolution et cibler davantage nos orientations de recherche à venir. 
5.4.2. Technique utilisée 
Pour cette expérimentation, un sondage est réalisé. Il s’agit d’une enquête ponctuelle qui consiste à 
construire un échantillon à partir d'une population ciblée. Les personnes faisant partie de l'échantillon sont 
interrogées à l'aide d'un questionnaire et les réponses obtenues sont ensuite extrapolées à la population de 
base.  
La méthodologie élaborée consiste dans un premier temps à sélectionner des données de qualité, à savoir des 
matrices symétriques et asymétriques, 2D et 3D bien construites, pour que l’expérimentation repose 
entièrement sur la visualisation et non pas sur l’extraction et la mise en forme de connaissances. 
Nous avons effectué une analyse précise de chacune des matrices et un questionnaire a été formulé 
permettant de tester si la population interrogée trouvait les mêmes résultats que nous. Cette enquête se 
décompose sur plusieurs axes. Comme le montre la Figure 106, chaque expérimentation est chronométrée 
afin d’évaluer la difficulté d’utilisation, selon le profil utilisateur. Un « testeur » doit remplir une fiche de 
renseignement dans laquelle il indique son niveau d’enseignement supérieur, son secteur d’activité, son 
niveau de connaissance dans le domaine de la visualisation. 
L’outil VisuGraph étant destiné à un public assez ciblé, qui a un minimum d’acquis dans le domaine de la 
fouille de données, en particulier dans la représentation graphique de données.  
Dans un second temps, les données sont chargées. Les critères d’évaluation sont la facilité de lancement de 
l’outil et son temps d’exécution, c'est-à-dire la le temps de réponse de l’outil avant d’obtenir la première 
visualisation. 
 
Les différentes fonctionnalités sont testées et l’utilisateur doit évaluer le niveau de difficulté pour les 
appliquer, en cochant pour chacune d’entre elles la case correspondante, à savoir : 
• très facile  
• facile  
• sans difficulté  
• difficile  































































Figure 106. Méthodologie d’enquête. 
 
Les questions posées mènent la personne interrogée à effectuer une analyse, portant dans un premier temps 
sur l’analyse de structures statiques puis sur l’étude évolutive d’entités, à savoir la prédiction et la détection 
des tendances. Ces résultats doivent être comparés aux nôtres afin de s’assurer de la bonne utilisation de 
l’outil et de l’absence d’ambiguïté dans l’interprétation des graphes. 
Enfin, l’utilisateur interrogé évalue librement notre contribution en qualifiant l’intérêt de VisuGraph, s’il 
souhaiterait l’utiliser à l’avenir, ses points forts, ses points faibles et les recommandations pour faire évoluer 
cet outil. 
 
Bases du questionnaire  
Après avoir élaboré la méthodologie, en listant les axes sur lesquels porte l'enquête et avoir définit pour 
chaque thème quelles sont les informations primaires recherchées, les questions sont rédigées selon le type 
d’information recherchée.  
L’enquête est réalisée en suivant les règles suivantes : 
• choisir des mots adaptés à la population interrogée. 
• Utiliser un langage spécifique à une population ayant des bases scientifiques. 
• Ne pas favoriser un type de réponse.  
• Les questions sont indépendantes et le formulaire est divisé en plusieurs parties autonomes. 
• Limiter l'appel à la mémoire.  
• Ordonner les questions par thèmes. Pour chaque partie du questionnaire, les questions sont 
ordonnées selon un ordre chronologique d’utilisation de l’outil. Dans un premier temps la 
représentation des données, puis les questions portent sur l’amélioration du dessin de graphes et 
enfin sur l’utilisation des méthodes. 
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• Essayer le questionnaire auprès d'un échantillon réel et réduit. Trois personnes, expertes du domaine 
ont testé dans un premier temps le questionnaire afin de pouvoir apprécier le niveau de difficulté de 
l’enquête, le temps d’application, la cohérence des points étudiés. 
• S’assurer que toutes les questions sont intelligibles. 
• Corriger le questionnaire et refaire le test si nécessaire.  
Plusieurs corrections ont été effectuées suite aux essais du questionnaire de l’échantillon réduit, d’un point 
de vue de l’adéquation entre les questions et les résultats graphiques, mais aussi au niveau de la précision de 
certaines formulations. 
Le questionnaire est visible en annexe ou sur le site « http://www.irit.fr/~Eloise.Loubier ». 
Les caractéristiques de l’enquête sont indiquées dans le  

























à choix 4 9 11 11 11 9 10 60 
Réponse 
libre 2 0 6 5 10 8 1 31 
Nombre 
questions 6 9 11 11 14 9 11 60 
 
Tableau 22. Nombre de questions et réponses possibles. 
Certaine questions ont des réponses « à choix », c'est-à-dire que plusieurs types de réponses sont données et 
la personne interrogée doit sélectionner celle qui correspond le plus à son opinion.  
Pour les 9 questions générales d’utilisation, les 11 portant sur matrices symétriques et 11 sur les 
asymétriques, 2D et 11 et 9 sur les 3D, les réponses à choix sont composées de 5 items, allant de « très 
facile » à « très difficile ». 51 questions ont des réponses de ce type. Nous considérons un second type de 
question, nécessitant une réponse rédigée par l’utilisateur, que nous nommons « réponse libre ». 
5.4.3. Population étudiée 
On considère une population bien déterminée et une variable formalisant l’information qui nous intéresse 
appelée variable d’intérêt, définie sur chaque individu de cette population. L’individu est l’unité de base à 
laquelle on s’intéresse et la population est l’ensemble des individus.  
La taille de la population est fixe et connue, elle est notée N. on prend pour acquis qu’il existe pour chaque 
individu de cette population, une information d’une nature quelconque permettant de la repérer précisément 
et sans aucune ambiguïté. 
Les critères de qualité des sondages sont relativement clairs sur le plan théorique. La base de sondage, c'est-
à-dire la liste composant l'échantillon, doit idéalement comprendre tous les membres de la population à 
représenter.  
La choix de la population interrogée consiste à fixer des quotas basés sur les orientations scientifiques. La 
sélection des personnes interrogées repose sur les individus qui répondent aux critères permettant de remplir 
les quotas fixés. Ainsi, nous fixons plusieurs catégories de personnes interrogées selon leur domaine de 
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Elles constituent ainsi des Sous-ensemble d'une population donnée, considéré comme un véritable modèle 
réduit de la population étudiée.  
 
• Les informaticiens; 
• Les Statisticiens et informaticiens décisionnels; 
• Les individus de l’Intelligence Economique ; 
• Les autres, de profils scientifiques diverses telles que la sociologie, l’aéronautique, la médecine,… 
Le  
Tableau 23 indique, selon les disciplines, le nombre de personnes interrogées, la proportion ayant des 






% Notions de 
visualisation 
sur le total par 
catégorie 
% Notions de 
visualisation sur le 
total global 
% ayant manipulé 
Tétralogie sur le 
total par catégorie 
% ayant manipulé 
Tétralogie sur le 
total global 
Informaticiens 25 60 23 20 7 
Statisticiens 25 80 30 100 38 
IE 6 0 0 100 9 
Autre 10 20 3 0 0 
Total 66  56  54 
 
Tableau 23. Caractéristiques de la population étudiée par catégorie. 
Le  
Tableau 23 indique que 56% des personnes interrogées possèdent des connaissances dans le domaine de la 
visualisation. 
5.4.4. Accès à l’expérimentation 
Le module VisuGraph, intégré à Tétralogie, a été installé sur le serveur nommé « Tétralogie », accessible à 
distance à partir d’un terminal X ou à partir de PC ou encore d’une station UNIX.  
Le formulaire est accessible sur la page « http ://www.irit.fr/~Eloise.Loubier », les données sont sur le 
serveur Tétralogie, dans le répertoire « donnees/Enquete ». 
 
La connexion à tétralogie s’effectue par la commande  
ssh –X tetralogie.irit.fr –l [nom_utilisateur]. 
[nom_utilisateur]est le login utilisé pour la connexion. Un mot de passe est nécessaire pour accéder à la 
plateforme, ainsi protégée. 
Nous avons demandé aux personnes interrogées de répondre au questionnaire sur le document téléchargé sur 
le site et de nous le retourner à l’adresse loubier@irit.fr. 
 
 




 Durée d’expérimentation 
Le premier point étudié est la durée nécessaire à chaque profil de personnes interrogées pour effectuer 
l’étude, afin de pouvoir situer le niveau de difficulté, selon l’utilisateur. Les résultats sont restitués dans le 
Tableau 24, dont la dernière colonne correspond aux résultats des trois personnes, expertes du domaine, qui 
ont testé dans un premier temps notre sondage afin de l’améliorer et qui servent de comparatif. Il est normal 
que ces trois personnes aient mis nettement moins de temps que les autres sondés puisqu’il s’agit de 
personnes expertes du domaine. 
Les personnes travaillant dans l’intelligence économique ont tous mis deux heures, puisqu’elles ont effectué 
l’expérimentation en même temps, sur un créneau de 2h. Les résultats étant proches, pour cet aspect 
temporel, la difficulté d’utilisation reste raisonnable, par comparaison entre le temps d’application pour des 










minimale 2h00 2h00 2h00 1h00 0h50 
Durée 
maximale 2h30 2h30 2h00 2h45 1h00 
Moyenne 2h05 2h01 2h00 2h15 0h55 
Ecart-type 0,11 0,06 0 0,63 5 
Tableau 24. Résultats pour la durée de l’expérimentation. 
 Niveau de difficulté par type de données 
Afin de restituer les résultats de notre enquête, le morphing de graphe est utilisé, dans un contexte non 
temporel. Les repères utilisés correspondent au niveau de difficulté des tâches, à savoir : 
• très facile  
• facile  
• moyen, sans difficulté 
• difficile  
• très difficile  
L’association des 51 questions aux différentes réponses est visualisée par le biais d’un lien. Ces questions 
sont classées en cinq groupes dans les Tableau 25, Tableau 26, Tableau 27, Tableau 28 et Tableau 29. 
 
Dans un second temps, les questions sont croisées avec la discipline personnes interrogées, à savoir: 
• Les informaticiens; 
• Les Statisticiens; 
• Les individus de l’Intelligence Economique ; 
• Les autres, c'est-à-dire les individus n’appartenant pas aux catégories précédemment citées. 





Chapitre 5. Expérimentations et évaluation de VisuGraph 189 
 
 
Les critères retenus, toutes catégories confondues, sont les suivants : 
Questions Codage 
Combien de sommets composent ce graphe ? nb_sommets 
Affichez les noms des nœuds. nom_noeud 
Affichez le poids des arêtes poids_lien 
Agrandissez la taille de la police de caractère. taille_police 
Eclaircissez la police de caractère. couleur_police 
Changez la couleur du fond d’écran. couleur_fond 
« Masquez » les nœuds non liés. masquage 
Déplacez un nœud dans la fenêtre de représentation. deplacement_noeud 
Citez deux auteurs importants de ce graphe. auteurs_importants 
Tableau 25. Questions d’ordre général. 
 
Questions Codage 
représentation graphique de la matrice symetrique Vue_mat 
« Filtrez » le graphe en ne conservant que les liens les plus forts. filtrage 
Quels sont les auteurs ayant le plus collaboré ? forte_collaboration 
Revenir au mode sans filtrage (filtrage nul). retour_filtrage 
K-core : indiquez combien d’équipes se distinguent par leur taille imposante. kcore 
Quel est le seuil du KCore atteint ? seul_kcore 
Via le menu, retrouvez l’auteur « Lopez m». retour_auteur 
Quelle valeur est associée à cet auteur ? metrique_auteur 
Combien de voisins directs a-t-il (passer par la transitivité) ? nb_voisins 
Retrouvez ses collaborations par transitivité. transitivité 
Effectuez un clustering. MCL 
Combien de classes trouvez-vous ? nb_Classes_MCL 
Effectuez une représentation circulaire des données. representation_circulaire 
Tableau 26. Questions sur les représentations de matrices symétriques. 
  




Lancez la représentation graphique de la matrice AC-AC-DP du répertoire 
Enquete. matrice_sym_temp 
Combien de périodes sont représentées dans ce graphe ? nb_periodes 
De quelle couleur sont représentés Les sommets appartenant à la nième 
période. couleur_perioden 
Citez un sommet spécifique de la nième période sommet_periode1 
Quelle spécificité ont les sommets situés au centre ? specificite_centre 
Quelle spécificité ont les sommets situés en haut à gauche de l’écran ? sommets_gauche 
Quels sont les auteurs émergents ? sommets_emergents 
Affichez uniquement les auteurs présents durant la nième période. auteur_specifique_perioden 
Trouvez un auteur de faible valeur mais présent durant toutes les périodes. auteir_present_faible 
Appliquez les forces paramétrées d'attraction: FDP 
semi-paramétrées FDP_SP 
paramétrées FDP parametree 
Obtenez un graphe révélant les différentes équipes. structure 
Tableau 27. Questions sur les représentations de matrices symétriques temporelles. 
Questions Codage 
Lancez la représentation graphique de la matrice CO-PA du répertoire Enquete matrice_asym 
De quelle couleur sont représentés les pays ? couleur_pays 
Combien de pays sont affichées ? Les citer nb_pays 
De quelle couleur sont représentées les compagnies? couleur_compagnie 
affichez les libellés longs des nœuds. libelles_longs 
Citez une compagnie importante. compagnie_importante 
Citez une compagnie moins importante. cie_pas_importante 
Représentation des données sous forme de nuances. nuances 
Retrouvez le sommet représentant la France. retour_sommet 
Tableau 28. Questions sur les représentations de matrices asymétriques. 
Questions Codage 
Lancez la représentation graphique de la matrice AL-PA-DP du répertoire Enquete mat_asym_temp 
De quelle couleur sont représentés les pays ? couleur_pays 
Appliquer la force paramètre attraction. Combien de pays sont affichées ? Les citer. FDP_morphing 
Quel est le pays le plus présent sur l’ensemble de toutes les périodes ? sommet_majeur 
Appliquer le morphing. Quels sont les caractéristiques des auteurs émergents ?  effet_morphing 
Quels sont les pays émergents ? (citer les principaux ?) pays_emergents 
Que peut-on dire du domaine étudié sur l’ensemble des périodes . etude_domaine 
Tableau 29. Questions sur les représentations de matrices asymétriques temporelles. 
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La décomposition matricielle des réponses s’effectue par critère d’évaluation. Chaque matrice correspond à 
une appréciation spécifique de difficulté et chacune des valeurs des tableaux recense le nombre de réponses 
pour un type de difficulté, de la catégorie en colonne, pour le critère en ligne.   
 
Critères Informaticiens statisticiens IE Autres 
Vue_mat 19 19 3 5 
nb_sommets 22 22 4 7 
nom_noeud 12 14 1 2 
poids_lien 13 14 1 2 
taille_police 22 22 3 5 
couleur_police 19 22 6 10 
couleur_fond 19 20 4 7 
… … … … … 
etude_domaine 18 21 2 3 
Tableau 30. Matrices des réponses « Très Facile », croisant les questions et les catégories d’individus. 
Critères Informaticiens statisticiens IE Autres 
Vue_mat 13 16 3 5 
nb_sommets 0 10 2 3 
nom_noeud 14 19 3 5 
poids_lien 19 19 2 3 
taille_police 10 13 3 5 
couleur_police 13 13 0 0 
couleur_fond 15 17 2 3 
… … … … … 
etude_domaine 0 6 1 2 
Tableau 31. Matrice des réponses « Facile », croisant les questions et les catégories d’individus. 
Critères Informaticiens statisticiens IE Autres 
Vue_mat 2 0 0 0 
nb_sommets 1 3 0 0 
nom_noeud 0 2 2 3 
poids_lien 1 2 3 5 
taille_police 0 0 0 0 
couleur_police 0 0 0 0 
couleur_fond 1 0 0 0 
… … … … … 
etude_domaine 0 0 1 2 
Tableau 32. Matrice des réponses « Sans difficulté », croisant les questions et les catégories d’individus. 
 
192 Chapitre 5. Expérimentations et évaluation de VisuGraph 
 
 
Critères Informaticiens statisticiens IE Autres 
Vue_mat 1 0 0 0 
nb_sommets 1 0 0 0 
nom_noeud 1 0 0 0 
poids_lien 1 0 0 0 
taille_police 1 0 0 0 
couleur_police 1 0 0 0 
couleur_fond 0 0 0 0 
… … … … … 
etude_domaine 0 0 0 0 
Tableau 33. Matrice des réponses « Difficile », croisant les questions et les catégories d’individus. 
 
 
Critères Informaticiens statisticiens IE Autres 
Vue_mat 0 0 0 0 
nb_sommets 0 0 0 0 
nom_noeud 0 0 0 0 
poids_lien 0 0 0 0 
taille_police 0 0 0 0 
couleur_police 0 0 0 0 
couleur_fond 0 0 0 0 
… … … … … 
etude_domaine 0 0 0 0 
Tableau 34. Matrice des réponses « Très Difficile », croisant les questions et les catégories d’individus. 
Graphiquement, les repères d’appréciations sont placés du plus favorable au plus difficile, suivant une 
logique similaire à celle d’un contexte temporel. En effet, dans le cas de données évolutives, les repères sont 
placés chronologiquement et la dernière période mène à la détection des éléments émergents qui doivent être 
étudiés précisément puisqu’il s’agit des entités majeures du futur proche. Dans la Figure 107, toutes les 
catégories de personnes interrogées sont représentées, pour tout type de réponse données, de « Très Facile » 
à « Très Difficile ». On distingue clairement que la majorité des manipulations ont été effectuées facilement 
pour l’ensemble des individus ayant participé à l’enquête. 
Dans le cadre de ce sondage, les manipulations sont classées selon l’intérêt que nous leur portons. En effet, 
les questions dont la réponse a été « très facile » à trouver nous intéresse le moins. Il en est progressivement 
de même pour les réponses « faciles » ou « sans difficultés » puisque cela signifie que les utilisateurs sont 
satisfaits des résultats et que nous devons nous concentrer sur d’autres points plus sensibles, spécifiques aux 
graphes des réponses « difficile » et « très difficile ». Ces derniers révèlent les points à améliorer sur l’outil, 
afin de pouvoir dans un avenir proche effectuer une nouvelle enquête et vérifier l’amélioration de ces 
fonctionnalités. Afin de détailler les résultats du dépouillement du sondage, un morphing est appliqué sur 
l’ensemble des catégories des personnes interrogées en Figure 108.  
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Puis le morphing de graphe est appliqué pour chaque groupe afin de pouvoir les comparer mais aussi pour 
étudier la relation entre le domaine des personnes interrogées et la difficulté de manipulation de certaines 
fonctionnalités. 
 
Figure 107. Graphe globale de toutes les réponses données de notre sondage. 
Ainsi, en Figure 109, le morphing de graphes est appliqué aux réponses données par les informaticiens, la 
Figure 110, aux statisticiens, la Figure 111 aux individus travaillant dans le domaine de l’Intelligence 
Economique et enfin, la Figure 112, pour toutes les autres personnes. La présence d’un lien entre une 
catégorie de personnes interrogées et un critère, pour un graphe d’instance, indique que une ou plusieurs 
personnes ont répondu que la difficulté pour répondre à cette question est de niveau de l’instance. 
Le morphing de graphe de chacune des catégories révèle la similarité des réponses de tous les groupes. En 
effet, tous les groupes trouvent très facile la manipulation de l’outil sur un nombre important de points. Le 
morphing de graphe sur toutes les catégories permet ainsi de détecter la tendance générale de la population 
interrogée, c'est-à-dire un niveau de difficulté de l’utilisation de l’outil assez faible. De ce point de vue, la 



























Figure 108. Morphing de toutes les réponses. 























































Figure 109. Morphing des réponses des informaticiens. 
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Figure 110. Morphing des réponses des statisticiens. 
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Figure 112. Morphing des réponses des autres personnes interrogées. 
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Si nous nous intéressons aux points à améliorer, qui sont considérés par les utilisateurs, des questions sont à 
se poser sur certaines difficultés: 
• la non connaissance de la fonctionnalité avant ce sondage ? Par exemple, les personnes qui ne 
connaissent pas obligatoirement le principe des k-cores ou encore de la transitivité. 
• Est-ce un problème ergonomique ? La fonctionnalité est-elle trop difficile à appliquer ? les résultats 
ne sont-ils pas clairs ? Quelles seraient les solutions, dans ce cas là pour améliorer l’échange entre le 
système et l’utilisateur ? 
• La découverte de l’outil ? On considère dans ce cas là que l’utilisateur connait le principe de la 
fonctionnalité, pour ne pas retomber dans le cas de la première question. Ainsi, après avoir expliqué 
la manipulation à l’utilisateur, il faut vérifier que ce dernier reproduit seul cette manipulation sans 
difficulté.  
Pour répondre à ces questions, en tenant compte des réponses de l’enquête, les tableaux 35, 36, 37, 38 et 39 
synthétisent les résultats « difficile » et « très difficiles ». Total D correspond au nombre de personnes qui 
ont trouvé l’application de la fonctionnalité difficile sur les 66 interrogées. Elle indique le total de ceux qui 
ont trouvé la tâche très difficile. 
Nous ne nous intéressons qu’aux critères ayant plus de 6 personnes ayant signalé une difficulté pour réaliser 
la tâche. En effet, 6 personnes ne représentent que 9%, alors que 7 personnes représentent environ 10,6% de 
la population totale. Nous nous fixons un seuil pour lequel si au moins 10% de la population trouve le critère 
très difficile d’application, alors nous le prenons en compte. Les lignes contenant ces valeurs sont surlignées 
dans les tableaux 
Ainsi, les résultats synthétisés dans les Tableaux 35, 36, 37, 38 et 39 montrent bien que les testeurs ayant 
répondu à notre enquête rencontrent des difficultés pour appliquer les fonctionnalités suivantes. 
La représentation circulaire n’a pas satisfait 12 personnes soit 18% de la population globale étudiée. Afin de 
trouver l’origine de cette difficulté, la majorité de ces personnes nous ont informé que cette représentation 
fortement utile doit être plus facilement accessible et davantage mise en avant.  
Le nombre de périodes n’a pas été trouvé par 8 personnes, soit 12% de la population générale, sur le graphe 
global. Les individus interrogés indiquent que ce procédé étant innovant, sans pré-requis la distinction entre 
les repères et les sommets n’est pas spontanée. Après leur avoir expliqué le principe, 100% de ces personnes 
ont été capable de répondre aux questions sur ce sujet. 
La couleur d’une période spécifique, soit 12 personnes, ont affirmé rencontrer une difficulté, allant dans le 
même sens que le point précédent sur le nombre de périodes étudiées. 
Pour la découverte du sommet d’une période spécifique, 7 personnes, soit 10,6% n’ont pas su répondre 
correctement. Pour cette question, une ambigüité est apparue dans le questionnaire. En effet, la réponse 
attendue doit être un sommet ayant une valeur de métrique positive pour la période considérée et nulle pour 
toutes les autres. Parmi ces 7 personnes, 5 ont fourni un sommet ayant une très forte valeur pour l’instance 
considérée et une faible valeur pour les autres. Leur solution ne relève pas d’un problème d’utilisation de 
VisuGraph mais plus d’une mauvaise compréhension du sujet.  
La détection d’auteurs faiblement présents durant toutes les périodes étudiées, a été difficile pour 12 
personnes. La réponse attendue ciblait un auteur en position centrale, attiré par tous les repères. La 
discussion avec ces individus a abouti à un souci de distinction entre un individu central de faible valeur et 
un individu central de forte valeur. Le fait que ces deux sommets ont des positions similaires a perturbé les 
testeurs. La lecture de la métrique d’un auteur dans un contexte temporel a été difficile pour 7 personnes, 
tout comme le point précédent sur la détection d’auteurs présents pour toutes les périodes. Dans un contexte 
asymétrique, ces personnes omettent que la valeur de la métrique est égale à la somme des liens du sommet 
avec son entourage.  
Une fois l’affichage des informations sur le nœud apparu, les personnes pensent que la valeur de métrique est 
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Vue_mat 1 0 0 0 1 0 0 0 0 0 
nb_sommets 1 0 0 0 1 0 0 0 0 0 
nom_noeud 1 0 0 0 1 0 0 0 0 0 
poids_lien 1 0 0 0 1 0 0 0 0 0 
couleur_police 1 0 0 0 1 0 0 0 0 0 
couleur_fond 1 0 0 0 1 0 0 0 0 0 
deplacement_noeud 2 1 0 0 3 0 0 0 0 0 
auteurs_importants 1 0 0 0 1 0 0 0 0 0 
Tableau 35. Synthèse des résultats des morphing par catégorie de personnes interrogées, pour les 
fonctionnalités générales de VisuGraph. 
 










filtrage 1 0 0 0 1 0 0 0 0 0 
retour_filtrage 1 0 0 0 1 0 0 0 0 0 
kcore 2 2 0 0 4 0 0 0 0 0 
seul_kcore 1 0 0 0 1 0 0 0 0 0 
nb_Classes_MCL 2 2 0 0 4 0 0 0 0 0 
representation_circulaire 6 6 0 0 12 0 0 0 0 0 
Tableau 36. Synthèse des résultats des morphing par catégorie de personnes interrogées, pour les 
représentations des matrices symétriques de VisuGraph. 
 
 Question Info. Stat. IE Autres Total 
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nb_periodes 4 4 0 0 8 0 0 0 0 0 
couleur_periode n 6 6 0 0 12 0 0 0 0 0 
sommet_periode 1 4 3 0 0 7 0 0 0 0 0 
specificite_centre 3 2 0 0 5 0 0 0 0 0 
sommets_emergents 1 0 0 0 1 0 0 0 0 0 
auteur_specifique_perioden 1 1 0 0 2 0 0 0 0 0 
auteur_present_faible 7 6 1 2 16 0 0 0 0 0 
FDP 1 0 0 0 1 0 0 0 0 0 
FDP parametree 1 0 0 0 1 0 0 0 0 0 
Tableau 37. Synthèse des résultats des morphing par catégorie de personnes interrogées, 
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couleur_compagnie 1 0 0 0 1 0 0 0 0 0 
libelles_longs 1 0 0 0 1 0 0 0 0 0 
cie_pas_importante 1 0 0 0 1 0 0 0 0 0 
nuances 0 0 1 2 3 0 0 0 0 0 
retour_sommet 1 0 1 2 4 0 0 0 0 0 
etude_domaine 0 0 1 2 3 0 0 0 0 0 
transitivité 1 0 1 2 4 0 1 0 0 1 
retour_auteur 1 0 1 2 4 1 1 0 0 2 
MCL 1 0 0 0 1 0 2 0 0 2 
forte_collaboration 1 0 0 0 1 0 3 0 0 3 
nb_voisins 0 0 0 0 0 0 0 2 0 2 
FDP_morphing 1 0 0 0 1 0 0 2 0 2 
effet_morphing 1 1 1 2 5 0 0 2 0 2 
masquage 1 0 0 0 1 1 0 2 0 3 
Tableau 38. Synthèse des résultats des morphing par catégorie de personnes interrogées,  
pour les représentations des matrices asymétriques de VisuGraph. 
















mat_asym_temp 1 0 0 0 1 1 0 2 0 3 
couleur_pays 1 0 0 0 1 0 0 2 1 3 
sommet_majeur 1 0 0 0 1 0 0 2 1 3 
pays_emergents 1 0 0 0 1 0 1 2 1 4 
metrique_auteur 0 0 0 0 0 2 2 2 1 7 
Tableau 39. Synthèse des résultats des morphing par catégorie de personnes interrogées, 
 pour les représentations des matrices asymétriques temporelles de VisuGraph. 
 Analyse des autres résultats 
La dernière partie de l’enquête porte sur le ressenti des testeurs vis-à-vis de VisuGraph. Les résultats obtenus 
sont les suivants.  
Questions Utile / Oui(%) Assez utile (%) Inutile /Non (%) sans réponse (%) 
Qualification de l'outil 33,33 66,66 0,00 0,00 
représentation des données 0,00 92,60% 0,00 11,11 
Facilite l'exploration des données 81,78 0,00 0,00 22,22 
détection des tendances 88,88 0,00 3,70 11,11 
interactif 85,18 0,00 14,81 3,70 
ergonomique 40,74 0,00 33,33 25,92 
accès fonctionnalités facile 66,67 0,00 14,81 11,11 
déjà effectué des analyse via 
tétralogie 55,5 0,00 33 ,33 7,41 
Ajout à Tétralogie 62,50 25,00 0,00 12,50 
réutilisabilité professionnelle 62,50 25,00 0,00 12,50 
Tableau 40. Synthèse sur l’évaluation de VisuGraph. 
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Les résultats du Tableau 40 montrent une importante satisfaction de l’expérimentation de VisuGraph. Ces 
réponses nous permettent d’établir des plans de prévisions sur les axes à améliorer, tels que l’ergonomie, 
l’accès aux fonctionnalités et davantage d’interactivité. Pour la dernière question, l’interrogation portait sur 
la volonté des testeurs d’utiliser ultérieurement VisuGaph dans leur domaine professionnel. 62,50% des 
personnes interrogées ont répondu qu’ils réutiliseront VisuGraph dans le cadre de leur emploi et l’intégration 
de ce module à tétralogie leur semble utile, i.e. « Ajout à Tétralogie ». 
 Conséquences du sondage 
Suite au dépouillement des données et à l’étude des résultats, des mesures sont prises pour améliorer 
VisuGraph.  
Deux types de mesures sont effectués : 
• Les modifications directes. Des changements sont applicables facilement, sans provoquer une 
restructuration trop importante de l’outil. Elles concernent les points suivants : 
La représentation circulaire. Suivant les suggestions des personnes ayant répondu à l’enquête, cette 
visualisation est appliquée par défaut aux graphes non temporels, qu’ils soient bipartis ou non. Ainsi, 
les utilisateurs trouvent que cette représentation est beaucoup plus claire qu’une représentation 
moins ordonnée. 
L’ajout d’une fonctionnalité permettant de modifier le libellé des repères facilite la maîtrise de l’outil 
pour une personne peu initiée. Ainsi, si un utilisateur préfère appeler un repère « Repère n » plutôt 
que par l’année qu’il représente, cas par défaut dans un cas temporel, il peut facilement le faire. 
• Les modifications à long terme. Elles entrainent soit un changement de la structure du programme, 
soit une nouvelle formulation de l’approche, ou encore la recherche et le test de nouvelles solutions. 
Elles concernent principalement l’ergonomie de l’outil, l’accès aux fonctionnalités, et l’extension du 
morphing de graphe. Nous détaillons ces mesures dans nos perspectives, dans la dernière partie de ce 
document. 
5.5. Synthèse de l’expérimentation et de la validation de VisuGraph 
Dans ce chapitre, nous avons précisé la conception de l’outil de représentation d’entités évolutives ou non, 
dans la perspective de l’analyse visuelle de données temporelles. Nous avons dans un premier temps présenté 
l’architecture élaborée. 
Dans un second temps, les critères retenus dans les chapitres précédents pour évaluer les outils de 
visualisation de données temporelles, disponibles dans ce domaine. Nous avons alors évalué VisuGraph par 
rapport à ces critères, afin de pouvoir le positionner par rapport aux autres outils existants. 
Puis, une enquête a été élaborée, basée sur un questionnaire précis, portant sur la manipulation de l’outil pour 
visualiser les connaissances organisées sous forme de matrice, comme vu dans le premier chapitre. 
La population interrogée à été présentée afin de spécifier les catégories d’individus la composant. Nous 
avons ciblé des personnes du domaine, et plus spécifiquement des informaticiens, des statisticiens, des 
personnes de l’intelligence économique mais aussi des personnes extérieures, dont l’utilisation de l’outil 
pour être utile professionnellement.  
Le protocole de réalisation de l’enquête a été expliqué, c'est-à-dire la situation contextuelle de 
l’expérimentation, les notions et le vocabulaire de base, les objectifs et la finalité de cette étude.  
Les résultats ont ensuite été dépouillés et analysés. Tout d’abord, le temps mis par chaque catégorie de la 
population étudiée a été analysé afin d’étudier les éventuelles difficultés, selon le domaine professionnel. 
Nous nous sommes rendu compte que les résultats ne variaient pas beaucoup, ce qui nous indique que l’outil 
est accessible par un bon nombre d’individu d’origines scientifiques distinctes. 
Puis, le morphing de graphe a été appliqué sur les résultats de l’enquête. La notion de temps a été remplacée 
par celle de notation, allant de « très facile » à « très difficile ». Ainsi, chaque graphe d’instance correspond à 
la représentation des manipulations jugées selon la qualification spécifique à la visualisation.  
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Par exemple, le graphe d’instance « très facile » correspond à la visualisation des manipulations jugées très 
aisées à effectuer. Par ces représentations, le constat d’une satisfaction plutôt générale, pour toutes les 
catégories s’est traduite par une facilité à utiliser l’outil. 
Dans la dernière partie du sondage, nous avons demandé aux testeurs de qualifier l’outil, à savoir si son 
intégration au sein de Tétralogie est utile, si la manipulation est aisée. Les résultats sont encourageants et les 
points à améliorer ont été catégorisé selon la possibilité d’effectuer des correctifs immédiats, sans que cela 
implique un remaniement de la structure de base de VisuGraph et les changements plus conséquents. Les 
premiers ont été corrigés et ces modifications ont été présentées. Les second sont présentés dans le chapitre 
suivant qui conclut ce manuscrit et présente nos perspectives. 
Ces évaluations nous ont permis d’évaluer l’utilisabilité de chaque technique de visualisation temporelle au 
regard de chaque tâche utilisateur. Les résultats de ces évaluations sont exploités par l’algorithme de 
sélection des techniques de visualisation par rapport aux tâches utilisateur. 

















«Ce n'est pas la fin. Ce n'est même pas le 
commencement de la fin. Mais, c'est peut-être la 
fin du commencement» (Winston Churchill, 1953) 
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Tout comme dans la nature, dans la société ou encore chez l’homme, le risque est présent à chaque instant de 
la vie de l’entreprise et des organisations, sous toutes les formes, souvent imprévues. La récente crise en est 
la confirmation.  
L’évolution du monde, sa globalisation, sa complexité font apparaître de nouveaux risques ou de nouvelles 
formes de risques. Elles sont autant d'opportunités, mais les réponses ne sont plus les mêmes. Le décideur 
doit multiplier les sources d’information, les hypothèses, innover pour trouver les démarches adaptées, saisir 
sa chance. 
L’approche scientifique préconisée pour ce type de démarche se fonde sur la collecte qualifiée des 
informations nécessaires, leur synthèse efficace et hiérarchisée, l’analyse objective des causes et l’évaluation 
réaliste des conséquences. Pour cela, le recours à la visualisation de données relationnelles et temporelles 
permet d’analyser de façon claire de grands volumes de données, difficilement exploitables sous forme 
textuelle. 
De nombreux outils de visualisation de données relationnelles sont accessibles pour répondre à un besoin de 
représentation globale des données afin de faciliter leur analyse. Une grande majorité de ces outils se basent 
sur des visualisations statiques munie de fonctionnalités d’analyses performantes mais qui peuvent mener à 
des erreurs d’interprétation si l’utilisateur ne maîtrise pas complètement la notion de temporalité.  
En effet, si la visualisation repose sur plusieurs périodes cumulées les différentes associations décelées ne 
sont pas forcément simultanées. Pour éviter ces soucis d’interprétation, des outils de représentation de 
données relationnelles et temporelles sont nombreux et variés. La multiplicité des techniques d'interaction 
dédiées aux données temporelles témoigne du dynamisme de cet axe d'étude. Nous proposons ici, en 
conclusion, un résumé de nos contributions en soulignant leur originalité.  
Une analyse critique des résultats permet d’envisager pour nos travaux de multiples perspectives, que nous 
organisons en deux parties : les extensions et les prolongements à plus long terme. 
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6.1. Résumé des contributions 
Afin de pouvoir disposer des avantages de la représentation statique mais aussi dynamique, notre 
contribution repose sur l’accès à ces deux types de visualisation, complétés par des méthodes d’analyse 
permettant l’exploration des structures de graphes, qu’elles soient temporelles ou non. L’intérêt de notre 
approche repose sur l’étendu des étapes d’extraction et de visualisation des données. Comme nous l’avons vu 
dans le premier chapitre, suite à une collecte de textes semi-structurés, sur un sujet défini, les informations 
sont extraites, prétraitées via la plateforme de veille stratégique Tétralogie, développée par notre équipe. 
Notre démarche d'analyse s'appuie en premier lieu sur les caractéristiques des données manipulées, en 
l'occurrence des données temporelles. Or ces dernières sont d’une part manipulées par des utilisateurs et 
d’autre part gérées par un système informatique. L’intérêt de notre analyse tient à sa capacité à prendre en 
compte à la fois l’utilisateur et le système.  
Les entités sont croisées en matrices de cooccurrences, dont la valeur indique le nombre de fois où la 
présence simultanée de deux informations est observée. Suivant la granularité temporelle choisie, la matrice 
peut être décomposée en plusieurs périodes homogènes. Dans ce cas là, nous avons autant de matrices de 
cooccurrences que de périodes considérées. Une fois les entités organisées, notre contribution repose sur 
l’étude des techniques d'interaction, à savoir les sémiologies utilisées, ainsi que les fonctionnalités et 
approches structurales, dans le chapitre 2.  
L’intérêt de notre contribution repose sur trois axes principaux : 
• La représentation graphique de données, enrichie en information afin de permettre une exploration 
plus pertinente. La conception d’un espace de représentation dans lequel sont placées spécifiquement 
les données relationnelles et la visualisation de ces dernières par des procédés de codage 
sémiologique des valeurs de métrique facilitent le travail de l’utilisateur. 
• La mise en place de techniques d’analyse de structure de graphes communes à de nombreux outils 
graphiques, complétées et compatibles avec des méthodes performantes. L’utilisateur étant au centre 
de nos travaux, chacune de ces fonctionnalités est paramétrable, via des règles graduées. Notre 
contribution repose aussi sur la proposition d’algorithmes et de fonctionnalités qui améliorent le 
tracé du graphe et facilite son interprétation, mais aussi sur la représentation de graphes qui offrent 
davantage d’informations que les outils de visualisation classique. Nous validons la faisabilité de 
notre contribution de conception ergonomique avec la création de VisuGraph, incluant les techniques 
d'interaction conçues. 
• Le développement d’une animation temporelle de graphe. . L’élément principale de notre 
contribution repose sur le morphing de graphe, c’est à dire la transformation géométrique d’une 
représentation graphique, permettant le passage d’une visualisation de donnée au temps t-1 à celle de 
t et inversement, de façon fluide et naturelle. Pour ce faire, chaque donnée temporelle est représentée 
selon une sémiologie facilitant la détection des tendances de cette dernière à savoir son degré de 
persistance. Le morphing repose sur une première représentation globale, toutes périodes 
confondues, puis individuelles. L’animation des visualisations successives des différentes périodes, 
dans le sens chronologique similaire à l’analogie espace/temps d’une horloge, permet de créer une 
certaine dynamique, révélant l’évolution des données au cours du temps, trouvant ainsi un bon 
compromis entre la préservation de la carte mentale de l'utilisateur et la lisibilité du tracé. 
 
La Figure 113 synthétise notre contribution en précisant la spécificité de chacune et illustre deux exemples 
d’interactions entre les composants de notre contribution permettant une analyse pertinente. 
Notre contribution est expérimentée, en se basant sur les critères qui nous ont permis d’évaluer les outils 
dans l’état de l’art, puis à travers un sondage réalisé auprès d’une population ciblée. Cette enquête repose sur 
des analyses effectuées par notre équipe. Les sujets interrogés ont effectué ces mêmes analyses, en évaluant 
le niveau de difficulté d’utilisation de l’outil sous différents aspects. Leurs résultats ont été comparés aux 
nôtres afin de s’assurer de la validité des interprétations les plus intuitives des représentations fournies. Les 










 Exemples d’interactions intéressantes 
FONCTIONNALITES 







Cette complémentarité de fonctionnalités 
permet, à partir d'un sommet sélectionné, 
d'étudier son voisinage direct, puis 
indirect, dans un contexte temporel. 
L'application des FDP permet d'obtenir 
un graphe lisible, dont les arcs 
permettent de distinguer l'influence du 
sommet sur les autres et inversement, 
confirmé par la représentation caméléon. 
Le morphing de graphe permet de 
détecter les caractéristiques temporelles 
du sommet à savoir s'il est persistant, 
émergent ou inversement en régression. 
Le nombre, l'évolution et la nature des 
relations permettent de distinguer les 




Sélection d'un sommet et 




placement (temporel ou non) 
sommets de façon à réduire les 
croisements d'arêtes. Réglage 
via des slider 
Filtrage 
Masquage des sommets et 
arêtes de valeur inférieure au 
seuil fixé via le slider. 
Focalisation 




Affichages des notices dans 




MCL, méta-graphe, extraction 
d'une classe spécifique, 
exportation des classes. 
 
TYPE DE GRAPHES 
Orientés 
Orientation des arcs et 
caractérisation de chaque 
nœud par croisement avec une 






 Le Kcore, pour un k maximal permet de 
détecter le centre de la structure du 
graphe, à savoir l'équipe la plus 
importante. L'application des FDP 
permet de rendre la lisibilité de cette 
structure plus planaire. La visualisation 
spécifique permettant de qualifier 
quantitativement et qualitativement les 
liens, il est alors directement possible de 
dire si les relations entre les individus de 
la structures sont strictement les mêmes 
ou si elles différent. De plus, la 
qualification des sommets permet de 
distinguer une information 
complémentaire sur la donnée, comme 
par exemple sa nationalité ou encore son 
laboratoire de rattachement. 
 
Non orientés 
Graphe simple ou biparti avec 
possibilité d'ajouter des 
informations complémentaire : 
possibilité de croiser 4 
dimensions. 
caméléon 
Distinction entre les 
prédécesseurs et les 
successeurs dans les cas 
orientés avec positionnement 
relatif à l'influence d'un 











Animation chronologique des 
différents graphes de période. 
Détection des tendances, 
analyse de l'évolution. 
Chapitre 3 
 
Figure 113. Synthèse de notre contribution et apports de la combinaison de fonctionnalités. 
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6.2. Limites et approches envisagées 
Le développement d’un outil de visualisation de données relationnelles intégrant plusieurs techniques 
d'interaction différentes est une tâche ambitieuse dans le temps imparti d’une thèse. Aussi VisuGraph connait 
certaines faiblesses. Nos perspectives à court terme visent donc la complétude et l’amélioration de 
VisuGraph d’un point de vue ergonomique mais aussi au niveau de la réalisation logicielle, entre autres, par 
l’ajout de fonctionnalités. 
6.2.1. Volume de données 
Dans un certain nombre de cas, le dessin de graphes et le calcul d’attributs numériques et/ou d’indices 
visuels s’avèrent impuissants face au volume des données à visualiser et à explorer. Plus les matrices 
utilisées en entrée de VisuGraph sont importantes, plus le système est ralenti et le graphe chargé. Des 
solutions pour analyser des graphes de grande taille ont été présentées dans ce manuscrit, telles que la 
conception de méta graphe via le Markov Clustering, l’application de forces d’attraction et de répulsion pour 
former des structures spécifiques,... Notre contribution n’est pas de concevoir des graphes de taille très 
importante mais plutôt de favoriser l’aspect interactif et fonctionnel des besoins en visualisation. Une 
perspective d’évolution de VisuGraph est l’optimisation lors de la lecture des matrices en entrée et des 
différentes fonctionnalités.  
Un autre aspect contraignant du volume important de données concerne le ralentissement lors du 
déplacement des sommets suite à l’application des algorithmes de forces de placements dirigés. Plus le 
nombre de sommets est conséquent, plus le déplacement est saccadé. Chaque changement de position d’un 
sommet entraine le rafraichissement de l’ensemble du graphe, ralentissant considérablement le système. Des 
tests sur l’affichage d’un déplacement sur deux pour un sommet se sont révélés efficace au niveau des 
performances du systèmes mais pas au niveau de la fluidité du mouvement. Cette solution engendre la 
réduction du nombre de calcul, solution clé de cette limite. Une nouvelle perspective est la conception d’un 
algorithme se basant sur la valeur des liens et sur la distance entre les sommets. Si deux entités sont 
fortement éloignées et peu, ou pas du tout, liés alors leur répulsion ne sera pas calculée, la distance les 
séparant étant significative. Cela implique la délimitation de seuils au niveau de la distance et de la valeur 
des liaisons qui doivent être expérimentalement justifiées.  
6.2.2. Ergonomie 
La recherche du bon équilibre entre une fonction, un matériel et son utilisateur est à la base du travail de 
l'ergonomie. Lors de l’enquête, des problèmes d’ergonomie ont été découverts au niveau du menu. Il 
convient donc d’améliorer ce dernier. 
6.3. Perspectives de recherche 
6.3.1. Données en entrée 
Dans le chapitre 1, les matrices de croisement ont été présentées. Elles sont conçues via la plateforme 
Tétralogie et ne permettent pas, à ce jour, de concevoir directement les matrices qualificatives étudiées dans 
le chapitre 3, en 3.2.7, pour les graphes spécifiques. Cependant, une autre approche, via la plateforme, 
permet d’obtenir un résultat similaire.  
En effet, dans le cas de VisuGraph, la matrice de cooccurrences est discrétisée en périodes homogènes. Le 
même procédé peut être appliqué pour les qualificatifs des liens. Ainsi, la discrétisation se fera par type 
qualitatif de lien.  
Chaque graphe qualitatif peut alors être représenté via la fonctionnalité de morphing et le graphe global 
permet alors d’obtenir une visualisation, pour toutes données confondues, mais dont les liens sont typés.  
Cette approche est testée mais n’a pas encore été complètement validée par notre équipe. Elle nécessite donc 
d’être davantage testée afin de s’assurer de sa conformité. 
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6.3.2. Ajout de fonctionnalités 
L’ajout de nouvelles fonctionnalités est une perspective pour l’évolution de tout outil logiciel. Suite aux 
réponses obtenues lors du sondage d’évaluation de nos travaux, des améliorations doivent être apportées au 
niveau des fonctionnalités d’exploration d’un nœud, de ses caractéristiques dans un contexte temporel, telles 
que son voisinage, ses valeurs de métrique pour les différentes périodes considérées. 
 Classification 
Actuellement, l’outil VisuGraph est doté d’une fonctionnalité de partitionnement, à travers le Markov 
Clustering. Il est intéressant de compléter cet outil par d’autres approches de classification.  
 
L’algorithme k-means (Diday, 1971) permet le partitionnement des données d’une image en k clusters. Le k-
means est un algorithme itératif qui minimise la somme des distances entre chaque objet et le centroïde de 
son cluster. Contrairement à d’autres méthodes dites hiérarchiques, qui créent une structure en « arbre de 
clusters » pour décrire les groupements, le k-means ne crée qu’un seul niveau de clusters. L’algorithme 
renvoie une partition des données, dans laquelle les objets à l'intérieur de chaque cluster sont aussi proches 
que possible les uns des autres et aussi loin que possible des objets des autres clusters. Cette classification se 
base sur la notion de distance entre les données.  
Une autre approche concerne la Classification Ascendante Hiérarchique (CAH) qui considère initialement 
toutes les observations comme étant des clusters ne contenant qu'une seule observation, et leur distance 
est alors le plus souvent définie comme étant leur distance euclidienne. La première étape consiste donc à 
réunir dans un cluster à deux observations les plus proches. Puis la CAH continue, fusionnant à chaque 
étape les deux clusters les plus proches au sens de la distance choisie. Le processus s'arrête quand les 
deux clusters restant fusionnent dans l'unique cluster contenant toutes les observations. La CAH étant 
déjà fonctionnelle sous la plateforme Tétralogie, les résultats de cette dernière seraient réutilisés dans le 
contexte de VisuGraph et les classes seraient visualisées sous forme de graphe de clusters. 
Les variables étant toutes numériques, on recourt instinctivement à la distance euclidienne. Mais d'autres 
distances sont possibles (Diday, 2008) et habituellement disponibles, sans qu'il existe d'argument fort en 
faveur de l'une ou de l'autre. Dans le cas de la représentation de matrices de cooccurrences, une approche 
intéressante serait d’appliquer dans un premier temps l’algorithme FDP afin de disposer les sommets 
selon la nature de leur relation. Deux sommets fortement liés sont alors placés proches l’un de l’autre et 
inversement. Cette disposition peut servir de notion de distance et à partir des coordonnées obtenues de 
chaque sommet, le k-means, ou encore la CAH pourrait être appliquées. Cette perspective étant dans un 
contexte simple, sans prise en compte de la dimension temporelle, elle pourrait être appliquée par la suite 
au cas dynamique. Comme nous l’avons vu dans ce manuscrit, les données temporelles sont positionnées 
selon leur appartenance aux différentes périodes.  
Appliqué à partir des coordonnées temporelles, le k-means, ou encore la CAH, permettrait d’obtenir un 
ensemble de classes temporelles. 
 Si nous comparons ces deux classifications, l’algorithme du k-means et ses variantes sont très rapides, 
bien adaptés à de grands modèles, mais non déterministes et la classification hiérarchique est justement 
une opposition à ce principe.  
C'est pourquoi une approche intéressante serait d’associer ces deux approches en commençant par 
l’algorithme du k-means pour obtenir quelques dizaines ou centaines classes ; puis une classification 
hiérarchique de ces classes et non pas des données initiales, pour trouver le nombre de classes. Enfin, il 
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 3 dimensions (3D) 
Le passage à la 3D permet de fluidifier et d’améliorer les résultats des algorithmes FDP. En effet, lorsque 
deux arêtes sont croisées en 2D, le point d’intersection entre les deux représente un cap difficile à franchir. 
Dans le cas de la 3D, ce croisement est visible mais n’est pas réel, puisque la troisième dimension permet 
d’éviter tout point commun de croisement entre deux arêtes. 
Des tests ont été effectués pour ajouter la 3D à VisuGraph. Ils ont été concluants, mais l’implication d’une 
troisième coordonnée rend le système plus complexe et les résultats obtenus nécessiteraient d’être 
approfondis et testés. 
 Amélioration du morphing de graphe 
En ce qui concerne le morphing de graphe, contrairement au tracé statique où les contraintes liées au tracé 
sont connues à l'avance et ne changent pas dans le temps, le tracé dynamique doit prendre en compte le fait 
que l'utilisateur connaît le tracé présenté à l'instant t-1. Ce tracé doit donc être pris en compte lors de la 
conception du nouveau tracé. Donc, à chaque instant t, le nouveau tracé doit non seulement être intelligible 
selon les critères énoncés à la section précédente mais il doit, de plus, permettre une transition aisée avec le 
tracé présenté à la période précédente. Ceci permet à l'utilisateur d'éviter de perdre son temps et une énergie 
cognitive importante pour la découverte du nouveau tracé. 
L'inconvénient de cette méthode est qu'elle est très coûteuse en temps de calcul, et doit être suffisamment 
lente pour permettre à l'utilisateur de voir et d'enregistrer les différents changements opérés sur le graphe. Le 
réglage de la vitesse de transition permet de remédier à ce problème. Cependant, le fondu entre les deux 
graphes manque de fluidité et nos perspectives d’amélioration porteront sur une animation plus naturelle au 
niveau des transitions, tout en prenant en compte l’optimisation du nombre de calculs pour ne pas ralentir le 
système.  
 Granularité temporelle 
Enfin, une autre perspective repose sur la granularité temporelle. En effet, pour le moment, une unité de 
temps peut être décomposée en sous périodes, via les graphes d’instances. Cependant, une seule unité peut 
être choisie. Ainsi, si chaque graphe de période correspond à une année, ce dernier ne peut pas être 
décomposé en mois ou en trimestres. Une évolution serait de permettre cette focalisation temporelle. 
 Image de synthèse 
L’amélioration du morphing de graphe passe par la fluidité de l’animation. La réalisation d’images de 
synthèse de l’évolution d’une donnée et de son environnement faciliterait grandement son analyse. Une 
perspective d’évolution serait la réalisation d’un scénario temporel, permettant de visualiser la structure 
d’une donnée et sa transformation naturelle au cours du temps. 
 Réalisation d’un rapport automatique 
Afin de faciliter le travail de l’analyste, la réalisation automatique d’une synthèse sur les données visualisées 
est une solution.  
Ce document texte comprendrait la classification croissante des sommets selon plusieurs critères choisis par 
l’utilisateur, tels que 
• par valeur de métrique globale ;  
• dans un contexte temporel, un classement par période ;  
• dans un cas non orienté, un classement par nombre de liens. L’individu ayant le plus grand nombre 
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• dans le cas orienté, un double classement par classement du nombre de liens des prédécesseurs puis 
des successeurs ; 
• la liste des composants des structures les plus importantes. Ce résultat serait obtenu après 
l’application d’une forte valeur pour le k-core ; 
• … 
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Acquisition de l’information (collecte) Phase du cycle de veille pendant laquelle les textes 
contenant les informations pertinentes sont recueillis et conservés. 
Axe de surveillance    "Description ou caractérisation de thèmes d'information" 
 Exemple : dans une veille concurrentielle, la présence de la société 
X dans les linéaires des grandes surfaces. 
Benchmarking  Etalonnage de l'entreprise par rapport à une autre entreprise 
(concurrente ou d'un autre secteur) considérée comme 
particulièrement performante sur une fonction (service clientèle, 
coûts industriels, ….). Le processus peut être continu et alors être 
intégré au système de veille. 
Cartographie (ou Mapping) Représentation visuelle des résultats de recherche ou des rapports de 
veille. Ils se présentent généralement sous forme de cartes qui 
indiquent les relations directes et indirectes identifiées au cours du 
cycle de veille. 
Champ de veille  Ensemble homogène des données faisant l'objet d'une veille ; ex : 
dans une veille concurrentielle : les sociétés concurrentes directes ou 
les produits de substitution. 
Information blanche  "Information aisément et licitement accessible" (médias, 
manifestations commerciales, ...) 
Information formelle  Donnée qui a été rédigée ou diffusée sur un support (papier, multi 
média, son, image, …) 
Information grise  "Information licitement accessible, mais caractérisée par des 
difficultés dans la connaissance de son existence ou de son accès" 
(contenu de banques de données, interviews d'experts, …) 
Information informelle  Donnée recueillie auprès d'une source orale ou n'ayant pas été 
explicitement mise en forme pour publication. 
Information noire  "Information à diffusion restreinte et dont l'accès ou l'usage est 
explicitement protégé", nécessite une autorisation pour être obtenue 
légalement. 
Intelligence économique  "Ensemble des actions coordonnées de recherche, traitement et de 
distribution en vue de son exploitation, de l'information utile aux 
acteurs économiques. Ces divers actions sont menées légalement 
avec toutes les garanties de protection nécessaires à la préservation 
du patrimoine de l'entreprise, dans les meilleurs conditions de 
qualité, de délais et de coût". "La notion d'intelligene économique 
implique le dépassement des actions désignées par les vocables de 
documentation, de veille, …" selon (Martre, 1994). 
 Knowledge Management Management des connaissances Système mis en place dans 
l'entreprise pour identifier, collecter, traiter, stocker, diffuser les 
informations formelles détenues par les membres de l'entreprise ; 
également transformer de l'information informelle en information 
formelle. 





Norme AFNOR XP X-50 053 Description de la méthodologie globale à conduire dans la mise en 
place d’un cycle de veille. L’Agence Française de NORmalisation 
des recommandations. Elle décrit les phases principales du cycle de 
veille. 
Système de veille  "Ensemble structuré réunissant les compétences répondant à des 
besoins de veille" Il s'agit donc à la fois de la cellule de veille et des 
outils. 
Signal  Elément d’information indiquant aux veilleurs une évolution de 
tendances dans le champ de veille. Le signal peut être qualifié de 
faible (germe annonciateur) ou fort (confirmation d'une tendance 
repérée - synthèse des positions et menaces d'un acteur) 
Signal critique  "Information critique qui génère le déclenchement d'une analyse 
stratégique" 
Source Emetteur de l’information diffusée qui doit être mentionnée 
lorsqu’elle est sortie de son contexte. 
Sourcing (ou sélection de sources) Phase du cycle de veille de recherche et de sélection des sources. 
Elles doivent être surveillées et mises à jour régulièrement. 
Veille  "Activité continue et en grande partie itérative visant à une 
surveillance active de l'environnement [de l'entreprise ou de 
l'organisation ] pour en anticiper les évolutions" Il s'agit donc d'un 
processus récurrent de recherche et collecte de l'information dont les 
données sont traitées selon une finalité propre au destinataire, dans 
une démarche d'intelligence économique La veille peut concerner 
toutes le fonctions de l'entreprise . La démarche globale de veille est 
généralement appelée veille stratégique 
Veille stratégique  Regroupement de l’ensemble des activités de veille, consistant en un 
processus anticipatif d’observation et d’analyse de l’environnement, 
suivi de la diffusion ciblée des informations utiles à la prise de 
décisions. La veille stratégique concerne les décisions qui engagent 
le devenir, l’évolution de l’entreprise ou de la collectivité en relation 
avec les changements de son environnement socio-économique. 
Veille commerciale  Clients, fournisseurs, circuits de distribution 
Veille concurrentielle  Entreprises concurrentes ou susceptibles de le devenir (nouveaux 
entrants) 
Veille environnementale  Cadre sociopolitique dont doit tenir compte l'entreprise (dont veille 
réglementaire, veille sociétale, veille groupes de pression, …) 
Veille technologique  Produits, procédés de fabrication, évolutions technologiques et 
scientifiques (brevets). 
Veille sectorielle  Offre, demande, conjoncture etc. sur un secteur d'activité 
Veille sociale  Monde du travail : syndicats, législation sociale, état des relations 
humaines dans l'entreprise. 
Veille sociétale  Etat de la société, comportements sociaux (notions de catégories 







 Théorie des graphes 
Adjacent  Deux sommets sont adjacents s'ils sont connectés par une arête. 
Arête Une arête est un lien non orienté entre deux sommets.  
Arc  Un arc est un lien orienté entre deux sommets.  
Biparti  Un graphe est biparti si ses sommets peuvent être répartis en deux 
sous-ensembles disjoints U et V tels que chaque lien relie un sommet 
de U à un sommet de V. Un graphe biparti est complet si tous les 
sommets de U sont connectés à tous les sommets de V.  
Boucle  Une boucle est une arête reliant un sommet à lui-même. 
Chaîne  Une chaîne est une suite finie de sommets dont deux sommets 
successifs sont reliés par une arête. La chaîne est dite simple si elle 
n’utilise pas deux fois la même arête. 
Chemin  Un chemin est une suite finie de sommets dont deux sommets 
successifs sont reliés par un arc. 
Circuit  Dans un graphe orienté, on appelle circuit un chemin dont l’origine 
et l’extrémité sont identiques. Si le chemin est élémentaire, c'est-à-
dire ne passe pas deux fois par un même sommet, on parle de circuit 
élémentaire.  
Classe connexe Dans un graphe non orienté, une classe simplement connexe est une 
classe d’équivalence pour la relation qui lie deux sommets par une 
chaîne. 
 Dans le cas d’un graphe orienté on parle de classe fortement 
connexe. La relation d’équivalence devient alors la relation qui lie 
deux sommets par un circuit.  
Cycle  Un cycle est une chaîne simple dont les deux extrémités coïncident.  
Degré Le degré (ou la valence) d'un sommet est le nombre d'arêtes ayant 
une extrémité en ce sommet. Dans un graphe orienté, le degré est 
décomposé en demi-degré intérieur et demi-degré extérieur, (dont la 
somme est le degré du sommet du graphe non orienté 
correspondant).  
Ensemble d'articulation  C'est un ensemble de sommets tels que leur suppression augmente le 
nombre de composantes simplement connexes du graphe initial. Les 
graphes connexes résultants sont appelés pièces relativement à 
l'ensemble d'articulation considéré.  
Graphe simple De manière intuitive, un graphe non orienté est un ensemble fini de 
points appelés sommets (ou nœuds) connectés par des liens appelés 
arêtes. De manière plus formelle, un graphe simple est constitué d'un 
ensemble de sommets V et d'un ensemble de couples non ordonnés 
d'éléments distincts de V appelés arêtes. Tous les graphes ne sont pas 
simples. Deux sommets peuvent être reliés par plusieurs arêtes 
créant ainsi un multigraphe. Un sommet peut également être relié à 
lui même par une arête appelée boucle, conduisant à un 
pseudographe. Enfin, les liens peuvent être orientés définissant ainsi 
un graphe orienté.  
Graphe complet  Un graphe complet avec n sommets est un graphe pour lequel 
chaque sommet est relié à tous les autres. Il existe un lien (arête ou 




Graphe orienté  Un graphe orienté est un graphe composé de sommets dont les liens 
sont matérialisés par des arcs notés (a, b). Le sommet a est le 
sommet origine de l'arc et b est le sommet extrémité.  
Longueur  La longueur d'une chaîne (ou d'un chemin) est égale au nombre 
d'arêtes (ou d'arcs) la constituant.  
Nœud  Un synonyme de sommet.  
Graphe planaire  Un graphe est planaire s'il peut être dessiné sur un plan sans que les 
arêtes ou les arcs (cas orienté) ne se croisent.  
Point d'articulation  Un point d'articulation est un sommet dont la suppression augmente 
le nombre de composantes connexes. C'est un ensemble 
d'articulation réduit à un seul sommet.  
 Informatique 
Algorithmique  Étude de la résolution de problèmes par la mise en oeuvre de suites 
d'opérations élémentaires selon un processus défini aboutissant à une 
solution. 
Base de données  Ensemble d'informations regroupées sous la forme d'enregistrements 
stockés sur un système de fichiers logique (fichiers) ou physique 
structurés et organisées de manière à pouvoir être facilement 
manipulées. 
Base de connaissances  Une base de connaissance regroupe des connaissances spécifiques à 
un domaine spécialisé donné, sous une forme exploitable par un 
ordinateur. Elle peut contenir des règles (dans ce cas, on parle de 
base de règles), des faits ou d'autre représentations. Si elle contient 
des règles, un moteur d'inférence - simulant les raisonnements 
déductifs logiques - peut être utilisé pour déduire de nouveaux faits. 
Donnée  Représentation d'une information sous une forme conventionnelle 
destinée à faciliter son traitement. 
Génie logiciel  Ensemble des méthodes, des techniques et des outils concourant à la 
production d'un logiciel, au-delà de la seule activité de 
programmation. 
Icône  Sur un écran, symbole graphique qui représente une fonction ou une 
application logicielle particulière que l'on peut sélectionner et activer 
à partir d'un dispositif tel qu'une souris. 
Information  Élément de connaissance susceptible d'être représenté à l'aide de 
conventions pour être conservé, traité ou communiqué. 
Interactivité  L'interactivité est une activité nécessitant la coopération de plusieurs 
êtres ou systèmes, naturels ou artificiels qui agissent en ajustant leur 
comportement. L'interactivité est souvent associée aux technologies 
permettant des échanges homme-machine (voir interface homme-
machine). Toutefois elle est présente dans toutes les formes de 
communication et d'échange où la conduite et le déroulement de la 
situation sont liées à des processus de rétroaction, de collaboration, 
de coopération entre les acteurs qui produisent ainsi un contenu, 







Interface  Jonction entre deux matériels ou logiciels leur permettant d'échanger 
des informations par l'adoption de règles communes, physiques ou 
logiques. 
Langage formel  Langage qui utilise un ensemble de termes et de règles syntaxiques 
pour permettre de communiquer sans aucune ambiguïté (par 
opposition à langage naturel). 
Morphing de graphe  Transformation progressive d’un graphe en un autre par un 
traitement informatique. 
Programmation par objets  Mode de programmation dans lequel les données et les procédures 
qui les manipulent sont regroupées en entités appelées objets. 
Requête  Expression formalisée d'une demande. 
Réseau local  Ensemble connexe, à caractère privatif, de moyens de 
communication établi sur un site restreint pourvu de règles de 
gestion du trafic et permettant des échanges internes d'informations 
de toute nature, notamment sous forme de données, sons, images, 
etc. 
Note : Le réseau local, ainsi défini en informatique, ne doit pas être 
confondu avec la notion de réseau local de raccordement, utilisée 
dans les télécommunications. 
Tableur  Logiciel de création et de manipulations interactives de tableaux 
numériques. 
Traitement automatique des données  Ensemble des opérations réalisées par des moyens automatiques, 
relatif à la collecte, l'enregistrement, l'élaboration, la modification, la 
conservation, la destruction, l'édition de données et, d'une façon 
générale, leur exploitation. 
 Statistique 
ACP Analyse en Composantes Principales. Méthode d’analyse 
s’appliquant aux variables numériques.  
ACP réduite Lorsque les données sont de même nature la métrique euclidienne 
est utilisable, mais elle va privilégier les caractères à forte 
dispersion. Dans tous les autres cas, il convient de normaliser les 
données en les divisant par leur écart type. Cette technique offre de 
nombreux avantages, car elle permet de s'affranchir de la notion 
d'unité et elle conduit à un rééquilibrage entre les caractères 
analysés. Dans le cas des tableaux de contingence, cette 
normalisation conduit à traiter tous les caractères sur un même pied 
d'égalité, même si certains d'entre eux sont très peu présents. 
ACM Analyse des Correspondances Multiples. Méthode d'analyse des 
correspondances s'appliquant aux variables qualitatives et à l'étude 
de tableaux disjonctifs complets. Tableaux binaires dont les lignes 
sont des individus ou observations et les colonnes la juxtaposition 
des modalités de réponse à des questions (les modalités de réponse à 
une question s'excluant mutuellement). 
AF Analyse Factorielle. Famille de méthodes statistiques d'analyse 
multidimensionnelle constituée des méthodes d’analyse factorielle 
(ACP, AFC, ACM, …), s'appliquant à des tableaux de nombres, qui 
visent à extraire des "facteurs" résumant approximativement par 
quelques séries de nombres l'ensemble des informations contenues 




AFC Analyse Factorielle des Correspondances. Conçu principalement 
pour traiter des tableaux de fréquence. Peut être appliqué à d’autres 
types de tableaux. 
AFCM Analyse Factorielle des Correspondances Multiples. On considère p 
variables qualitatives (p >= 3) notées {Xj ; j=1, …, p}, possédant 
respectivement cj modalités, avec c =∑ c¦§¦y . On suppose que ces 
variables sont observées sur les mêmes n individus, chacun affecté 
du poids 1/n. Soit X = [Xp] … [Xp] le tableau disjonctif complet des 
observations (X est n X c) et B = X’X le tableau de Burt 
correspondant (B est carré d’ordre c, symétrique).On appelle 
Analyse Factorielle des Correspondances Multiples (AFCM) des 
variables (X1,…, Xp) relativement à l’échantillon considéré, l’AFC 
réalisée soit sur la matrice X soit sur la matrice B. 
Caractère Signe typographique utilisé pour l'encodage du texte sur un support 
lisible par l'ordinateur. 
Caractères délimiteurs / non-délimiteurs Distinction opérée sur l'ensemble des caractères, qui entrent dans 
la composition du texte permettant aux procédures informatisées de 
segmenter le texte en occurrences* (suite de caractères non-
délimiteurs bornée à ses extrémités par des caractères délimiteurs). 
On distingue parmi les caractères délimiteurs: 
• les caractères délimiteurs d'occurrence (encore appelés 
"délimiteurs de forme") qui sont en général : le blanc, les 
signes de ponctuation usuels, les signes de préanalyse 
éventuellement contenus dans le texte.  
• les caractères délimiteurs de séquence : sous-ensemble 
des délimiteurs d'occurrence correspondant, en général, aux 
ponctuations faibles et fortes contenues dans la police des 
caractères. 
• les caractères séparateurs de phrase : (sous-ensemble des 
délimiteurs de séquence) qui correspondent, en général, aux 
seules ponctuations fortes. 
Classification par analyse de connexité Dans ce cas, la matrice individus/variables ou la matrice de 
contingence croisant deux types de caractères sur une population 
donnée, est considérée comme celle d’un graphe non orienté dont on 
va rechercher les composantes simplement connexe. Comme la 
simple connexité est une relation d’équivalence, nous obtenons une 
partition de l’unité en différentes classes indépendantes les unes des 
autres. Si le graphe issu de la matrice est simplement connexe (une 
seule classe), il est alors possible de partiellement le déconnecter en 
enlevant les liens faibles (ici les arêtes de valeur 1 ou 2). Le tri fait 
alors apparaitre des classes faiblement liées que l’on peut considérer 
comme représentatives de la structure des données analysées. 
Classification ascendante hiérarchique Les méthodes hiérarchiques produisent des partitions en classes 
imbriquées de plus en plus grandes, le nombre de classes n’est pas 
connu à priori, plusieurs partitions imbriquées peuvent être 
proposées. La classification ascendante hiérarchique (C.A.H.) 








•  les individus d’une même classe sont le plus semblable 
possible, 
•  les classes sont les plus disjointes possibles. 
Pour cela, nous avons besoin d’une mesure globale de la proximité 
des individus à l’intérieur de chaque classe et de la distance 
interclasse pour apprécier la qualité de la partition obtenue. Comme 
il n’est pas envisageable d’évaluer toutes les partitions pour ne 
garder que la meilleure au sens du critère choisi (problème trop 
fortement combinatoire), il est donc exclu de trouver cette meilleure 
partition 
Cooccurrence Présence simultanée, mais non forcément contiguë, dans un 
fragment de texte (séquence, phrase, paragraphe, voisinage d'une 
occurrence, partie du corpus, …) des occurrences de deux formes 
données. 
Corpus Ensemble limité des éléments (énoncés) sur lesquels se base l'étude 
d'un phénomène linguistique. En lexicométrie, il s’agit de 
l’ensemble de textes réunis à des fins de comparaison, servant de 
base à une étude quantitative. 
Délimiteurs de séquence Sous-ensemble des caractères délimiteurs de forme correspondant 
aux ponctuations faibles et fortes (en général – le point, le point 
d'interrogation, le point d'exclamation, la virgule, le point virgule, 
les deux points, les guillemets, les tirets et les parenthèses). 
Dendogramme Représentation graphique d'un arbre de classification hiérarchique, 
mettant en évidence l'inclusion progressive des classes. 
Facteur Variables artificielles construites par les techniques d'analyse 
factorielle permettant de résumer (de décrire brièvement) les 
variables actives initiales. 
Forme ou "forme graphique"  L’archétype correspondant aux occurrences identiques dans un 
corpus de textes, c'est-à-dire aux occurrences composées strictement 
des mêmes caractères non-délimiteurs d'occurrence. 
Fréquence (d'une unité textuelle)  Le nombre de ses occurrences dans le corpus. 
Fréquence relative La fréquence d'une unité textuelle dans le corpus ou dans l'une de ses 
parties, rapportée à la taille du corpus (resp. de cette partie). 
Apax  Chose dite une seule fois. Forme dont la fréquence est égale à un 
dans le corpus (apax du corpus) ou dans une de ses parties (apax de 
la partie). 
Identification Reconnaissance d'un seul et même élément à travers ses multiples 
emplois dans des contextes et dans des situations différentes. 
Index Liste imprimée constituée à partir d'une réorganisation des formes et 
des occurrences d'un texte, ayant pour base la forme graphique et 
permettant de regrouper les références relatives à l'ensemble des 
occurrences d'une même forme. 
Lemmatisation  Regroupement sous une forme canonique (en général à partir d'un 
dictionnaire) des occurrences du texte. En français, ce regroupement 
se pratique en général de la manière suivante : 
• les formes verbales à l'infinitif, 
• les substantifs au singulier, 
• les adjectifs au masculin singulier, 





Lexical qui concerne le lexique ou le vocabulaire. 
Occurrence Apparition d’un terme dans un corpus. 
Profil (d'une ligne ou d'une colonne d'un tableau à double entrée) vecteur constitué par le rapport des 
effectifs contenus sur cette ligne (resp. colonne) à la somme des 
effectifs que contient la ligne (resp. la colonne). 
Rotations procustéennes Le but est, ici, d’étudier l’évolution relative des points les uns par 
rapport aux autres, afin de connaître la typologie de leur dynamique. 
Pour cela, nous partons d’une matrice 3D croisant deux variables et 
le temps. Les instances du nuage sont modifiées, afin de les faire 
coïncider au mieux entre elles, et ce, en éliminant entre deux 
positions successives : la rotation moyenne, la translation moyenne, 
l’homothétie moyenne. Il est possible d’associer ces transformations 
avec les analyses factorielles. Pour les ACP et ACPr on peut 
indifféremment appliquer la transformation avant ou après l’analyse, 
par contre pour les AFC il faut impérativement analyser avant 
d’appliquer les rotations procustéennes car ces transformations 
génèrent des valeurs négatives incompatibles avec l’AFC. Au centre 
de la carte se trouvent les éléments qui évoluent de façon standard. A 
la périphérie certaines occurrences ressortent : elles traduisent des 
anomalies de l’évolution. Les trajectoires permettent éventuellement 
de détecter des stratégies. 
Question fermée  Question dont les seules réponses possibles sont proposées 
explicitement à la personne interrogée.  
Question ouverte  Question posée sans grille de réponse préétablie, dont la réponse 
peut être numérique ou textuelle. 
Séparateurs de phrases Sous-ensemble des caractères délimiteurs de séquence correspondant 
aux seules ponctuations fortes (en général : le point, le point 
d'interrogation, le point d'exclamation). 
Séquence Suite d'occurrences du texte non séparées par un délimiteur de 
séquence. 
Syntagmatique qui concerne le regroupement des unités textuelles, selon leur ordre 
de succession dans la chaîne écrite. 
Syntagme Groupe de mots en séquence formant une unité à l'intérieur de la 
phrase. 
Tableau de contingence Tableau à double entrée dans lequel on dispose les modalités de la 
variable X en lignes et celles de Y en colonnes. Ce tableau est donc 
de dimension  ×  et a pour élément générique le nombre ℓ	d’observations conjointes des modalités ℓ de X et 
 de Y ; les 
quantités ℓ	sont appelées les effectifs conjoints. La case à 
l'intersection de la ligne i et de la colonne j contient le nombre 
d'individus ayant la modalité i de la première variable et la modalité 
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Questionnaire d’évaluation de VisuGraph, outil graphique 
d’analyse de données relationnelles et évolutives. 
La visualisation de données relationnelles permet la transformation, le codage et la représentation graphique 
efficace de grands volumes de données. Cette technique offre à l’utilisateur une représentation claire et 
lisible de l’information, initialement difficile d’accès. 
Nous proposons un outil de visualisation de données relationnelles et temporelles, nommé VisuGraph. Cet 
outil permet la représentation de données issues de matrices symétriques ou asymétriques, évolutives ou non. 
Ce questionnaire a pour objectif d’évaluer cet outil, en ciblant plusieurs axes : 
 
- L’interface : convivialité, facilité d’accès aux données, facilité de manipulation. 
- L’opérabilité : l’exploitation des résultats, la qualité des résultats. 
- L’interactivité : la possibilité pour l’utilisateur de maîtriser pleinement son application. 
Pour cela, nous vous proposons de tester notre outil sur plusieurs jeux de données. Nous utiliserons les 
notations suivantes :  TD=Très Difficile  
 D = Difficile  
 M = Moyen  
 F = Facile  
 TF = Très Facile 
Le serveur peut être à l’origine de lenteur dans l’exécution de certaines applications. Nous ne ciblons 
pas ce critère de validation dans cette enquête. 
Renseignements 
• Niveau en informatique   
Débutant   intermédiaire   Expert  
 
• Expérience dans le décisionnel 
Débutant   intermédiaire   Expert  
 
• “ Avez-vous déjà utilisé des outils de visualisation de données ? ”           Oui         Non  
 







• Niveau d’étude   
<Bac   Bac+1  Bac+2  Bac+3   Bac+5   Bac+8  
Autre  .......................... 
• Votre domaine d’activité ?  
       …………………………………..…………………………………………………………................................ 
• Profession actuelle 
Etudiant(e)       Cadre et profession libérale    
Agriculteur       Inactif ou femme au foyer   
Indépendant    Profession intermédiaire    
Employé          Chômeur     













TD D M F TF 
•       Lancez la représentation graphique de la matrice AL-AL du répertoire Enquete.           
•       Combien de sommets composent ce graphe ?             
•       Affichez les noms des nœuds.            
•       Affichez le poids des arêtes            
•       Agrandissez la taille de la police de caractère.            
•       Eclaircissez la police de caractère.            
•       Changez la couleur du fond d’écran.            
•       « Masquez » les nœuds non liés.            
•       Déplacez un nœud dans la fenêtre de représentation.            
•       Citez deux auteurs importants de ce graphe.             
•       « Filtrez » le graphe en ne conservant que les liens les plus forts.            
•       Quels sont les auteurs ayant le plus collaboré ?             
•       Revenir au monde sans filtrage (filtrage nul).            
•       A l’aide du KCore, indiquez combien d’équipes 
se distinguent par leur taille imposante. 
Pour cela appliquer le KCore maximal ; puis 
appliquer les forces d’attraction via « Force 
paramètre attraction ».             
•      Quel est le seuil du KCore atteint ?             
• Revenir au graphe initial 
      •      Via le menu, retrouvez l’auteur « Lopez m».            
o    Quelle valeur est associée à cet auteur ?             
o    Combien de voisins directs a-t-il (passer 
par la transitivité) ?             
o    Retrouvez ses collaborations par transitivité.            
•       Revenir au graphe initial.            
•       Effectuez un clustering.            
o    Combien de classes trouvez-vous ?             
o    Extrayez l’ensemble des classes dans un 
fichier texte. A quelle classe appartient 
« Dousset » ? 
      • Effectuez une représentation circulaire des 
données.              









TD D M F TF 
• Lancez la représentation graphique de la matrice AC-AC-DP du répertoire Enquete.            
• Combien de périodes sont représentées dans ce 
graphe ?             
o Citez-les             
• De quelle couleur sont représentés : 
o Les sommets appartenant à la 
première période. 
            




o Les sommets appartenant à la 
deuxième période.             
o Les sommets appartenant à la 
troisième période.             
o Les sommets appartenant à la 
quatrième période.             
o Les sommets appartenant à la 
cinquième période.             
….              
o Les sommets appartenant à la n-ième 
période              
• Citez un sommet spécifique de la première période             
o de la deuxième période             
o de la troisième période              
o de la quatrième période             
…              
o de la n-ième période              
• Citez un sommet présent durant toutes les périodes.             
• Quelle spécificité ont les sommets situés au 
centre ?             
• Quelle spécificité ont les sommets situés en haut à 
gauche de l’écran ?             
• Quels sont les auteurs émergents ?             
• Affichez uniquement les auteurs présents durant  
o la première période.            
o durant la deuxième période.            
o durant la troisième période.            
o durant la quatrième période.            
…             
o durant la n-ième période.           
• Revenir au graphe global.           
• Trouvez un auteur de faible valeur mais présent 
durant toutes les périodes.             
• Appliquez les forces d’attraction et de répulsion :             
o semi-paramétrées            
 Faites varier la 
température : quel effet cela 
a-t-il ?             
 Faites varier la distance d’attraction           
 Faites varier la distance de répulsions           
o paramétrées            
 Faites varier la 
température : quel effet cela 
a-t-il ?            
 Faites varier la distance d’attraction           
 Faites varier la distance de répulsions           
o paramétrées attraction           
 Faites varier la 
température : quel effet cela 
a-t-il ?            
 Faites varier la distance d’attraction           




• Voyez-vous une différence entre les différentes 
forces d’attraction et de répulsion ? Oui     Non  
      Si oui, veuillez préciser 
o Semi-paramétrée 
o Paramétrée 
o Paramétrée attraction 
      
• Obtenez un graphe révélant les différentes équipes.           
 
 









TD D M F TF 
• Lancez la représentation graphique de la matrice CO-PA du répertoire Enquete           
• De quelle couleur sont représentés les pays ?             
• Combien de pays sont affichées ? Les citer             
• De quelle couleur sont représentées les 
compagnies?             
• Affichez les libellés longs des nœuds. 
     • Citez une compagnie importante.             
• Citez une compagnie moins importante.             
• Représentez les données sous forme de nuance.           
• Représentez les données sous forme de barre.           
• Revenez à une représentation des données sous forme de cercle.           
• Retrouvez la France (son nom est FR). Après 
sélection de ce sommet, cliquez sur le graphe pour 
l’afficher.             









TD D M F TF 
• Lancez la représentation graphique de la matrice AL-PA-DP du répertoire Enquete           
• De quelle couleur sont représentés les pays ?             
• Appliquer la force paramètre attraction. Combien 
de pays sont affichées ? Les citer. 
      • Appliquer les forces morphing. Faites varier la 
force repère temporels. Quel effet cela a t’il sur le 
graphe ?             
• De quelle couleur sont représentés les auteurs? 
(bleu ou multicolore ?)             
• Quel est le pays le plus présent sur l’ensemble de toutes les périodes ? 
     • Appliquer le morphing. Vous pouvez augmenter la 
vitesse de morphing (de l’application). Quels sont 
les auteurs émergents ? quelles sont leur 
caractéristiques ?             
• Quels sont les pays émergents ? (citer les 
principaux ?)             
• Que peut-on dire du domaine étudié sur l’ensemble 
des périodes : 
    Est-ce un domaine en pleine progression ? 
    Est-ce un domaine en régression ? 
    Est-ce un domaine en constante activité ? 




De manière générale… 
 
• Comment qualifiiez-vous cet outil ? 
Très utile   Assez utile   Peu utile   Inutile   Sans avis      
 
• La représentation des données est  
Adaptée     Non adaptée     Sans avis      
 
• L’outil facilite t’il l’exploration des données 
Oui     Non     sans avis      
 
• La détection des différentes tendances, des signaux forts est elle facilité ? 
Oui     Non     sans avis      
 
• Qualifieriez-vous l’outil d’interactif ? 
Oui     Non     sans avis      
 
• Qualifieriez-vous l’outil d’ergonomique ? 
Oui     Non     sans avis      
 
 
• L’accès aux différentes fonctionnalités est-il difficile ? 
Oui     Non     sans avis      
 
• Avez-vous déjà effectué une analyse de données avec la plate-forme « Tétralogie » ? 
Oui     Non     sans avis      
 
• Si oui, que pensez-vous de l’ajout de ce module à cette plate-forme ? 
Indispensable     Très utile    Utile     Sans grand intérêt     Inutile     Sans avis      
 













• Si votre domaine d’activité n’est pas directement lié à la visualisation de données, pensez-vous que cet outil 
pourrait vous être utile professionnellement ? 
Oui     Non     sans avis      






La figure suivante est issue d’une matrice symétrique, croisant des inventeurs de brevets entre eux. Une 













Graphe asymétrique orienté 
Le graphe suivant est issu d’une matrice asymétrique croisant des sociétés liées au domaine de 
l’aéronautique sous-traitant une activité auprès de sociétés de services. Le prédécesseur est l’entreprise 
d’origine et le successeur est la société de service. 
 
 










Le graphe suivant est issu du croisement entre des compagnies pharmaceutiques achetant des licences (LI) et 
celles les accordant (LO). Ainsi, la caractéristique du licencié/ licencieur est traduit par une couleur 
spécifique. Les sommets bi-colores signifient leur appartenance aux deux catégories, ils accordent et achètent 
à la fois des licences.  
 
 














Graphe asymétrique, orienté et issu du croisement de trois 
variables 
Le graphe suivant est issu d’une matrice asymétrique croisant des compagnies achetant des licences (LI) et 
celles qui les accordent (LO). A ce croisement est ajouté celui des pays d’appartenance de ces sociétés. 
Ainsi, chaque pays est visible par un carré de couleur en dessous de chaque icône circulaire. Ce graphe est 
orienté afin de distinguer les acheteurs des vendeurs. La flèche à double sens indique l’accord d’une licence 










Figure 117. Graphe asymétrique, orienté et issu du croisement de trois variables. 
Graphe temporel, orienté 
Le graphe suivant est un graphe temporel sur deux périodes.  Ce graphe se base sur le croisement de 
compagnies pharmaceutiques croisées entre elles. A ce résultat sont croisés les pays d’appartenance de ces 
sociétés. Ainsi, chaque pays est visible par un carré de couleur en dessous de chaque barre indiquant la 
caractéristique temporelle du sommet. Ce graphe est orienté afin de distinguer les sociétés pharmaceutiques 







Figure 118. Graphe temporel orienté croisant des compagnies pharmaceutiques ainsi 
que leur pays d’appartenance sur deux années. 
 
Figure 119. Figure précédente dont l’orientation des arcs à été masquée, ainsi que les icônes traduisant la 







Graphe symétrique des dépôts de brevets 
Ce graphe représente les collaborations entre les entreprises américaines dans les dépôts de brevets en 









Graphe symétrique dans le domaine des véhicules hybrides 
Ce graphe représente me croisement des inventeurs de brevets japonais portant sur le domaine des véhicules 
hybrides. On constate l’importance de Yamaguc, Suzuki-4, Katsuda comme points d’articulations et Tuga-y, 
Sasaki, Takagi les inventeurs les plus importants. 
 
 
Figure 121. Graphe symétrique des inventeurs de brevet dans le domaine des véhicules hybrides. 
 
 
