In this article we consider a smooth curve C of genus at least two. We prove that if the integral of a differential 1-form of the first kind ω on a topological cycle γ of C is zero, C cannot be embedded in an abelian variety of dimension less than the genus of C and both C and ω are defined over a number field, then there must be a non-trivial contraction of C to another curve D of smaller positive genus such that the topological cycle γ is mapped to zero under this contraction and ω is the pull-back of some differential form on D. We give an upper bound for the degree of the contraction and for the degree of the field of definition of D in terms of some numerical invariants. The basic tool of the proof is the abelian Subvariety Theorem. This ensures the existence of an abelian subvariety B of a given abelian variety A and of bounded degree, under the condition that there exists a proper subspace of the tangent space of A at zero which contains a period of A. The fact that a curve can be embedded in its Jacobian, provides the link between the two situations.
Introduction
Let K be a number field of absolute degree d = [K : Q] and K ′ a finite field extension of K. We fix an embedding σ : K ֒→ C of K in C. If X is an algebraic variety defined over K we denote by X K ′ the fiber product X × K K ′ and by X σ = X × σ C. With O K we denote the ring of integer of K. We will also use the symbol· for the dual object.
We consider a smooth curve C defined over K with a K-rational point p. We suppose that the genus g of C is at least two. Let V be a sub-space of dimension s of Ω C K ′ , the set of differential forms of the first kind on C K ′ . We assume that there is a topological cycle γ ∈ H 1 (C σ , Z) such that (1)
Such an integral is called abelian. The Riemann form
induces a norm · σ on Ω Cσ . The cohomology group H 1 (C σ , Z) is embedded in Ω Cσ in a canonical way (see §3.5) and we consider on H 1 (C σ , Z) the induced norm and denote it still by || · || σ . In particular we have defined γ σ , whereγ is the Poincaré dual of γ.
We denote by h(V ) the height of the space V and h(p) the height of the point p (see §3 for definitions).
For an abelian variety A over K, we say that a morphism C → A is almost one to one if C σ → A σ is one to one outside a finite number of points of C σ . The curve C is said to have the embedding dimension a ≤ g(C) if the existance of an almost one to one map C → A implies that the dimension of A is equal or bigger than a and a is the samllest number with this property. By definition every curve of genus two has the embedding dimension two. We prove the following theorem Theorem 1. Assume that C has embedding dimension g(C). Under the condition (1), there exists a smooth curve D of non-zero genus g ′ < g defined overQ and a morphism and c(g), ℓ(g) are constant depending only on g. One can set c(g) = (5g) (5g) g and ℓ(g)
Using a theorem (see §2) on the field of definition of abelian subvarieties or isogenies we deduce:
Taking C : x d + y d = 1 the Fermat curve, we will see how aQ relation between the values of the beta function B(a, b) = Γ(a)Γ(b) Γ(a+b) , a, b ∈ Q, can be interpreted as the vanishing of some abelian integral (1) .
The theory of abelian integrals (1) arises in the study of holomorphic foliations of complex manifolds. Let M be a projective smooth surface and f a rational function on M . Suppose both f and M are defined over a number field K. The level surfaces of f form a foliation F(df ) induced by the differential form df . We make a perturbation F ǫ = F(df + ǫω) and ask questions concerning the dynamics of F ǫ , where ǫ ∈ K is a small positive number and ω is a meromorphic differential form on M defined over K whose restriction to a generic fiber f −1 (t) is of the first kind. A cycle γ ∈ H 1 (f −1 (t), Z) persists in the deformed foliation, hence contributes to the dynamics of F ǫ by its Poincaré first return map (holonomy), if and only if γ ω = 0. This suggests that the dynamics of F ǫ is strictly related to cycles γ whose associated integral is zero. For a more detailed account on this subject the reader is referred to [13] and references there.
Let us now explain the structure of this article. In §2 we recall the Abelian Subvariety Theorem in the form which we need for the proof of Theorem 1. In §3 we introduce Faltings and projective heights as well as relation among them. Then we define the height of subspaces of the set of differential forms of the first kind. In §4 we prove Theorem 1 using some well-know facts about Jacobians of curves. In §5 we consider a family of curves. We discuss the Picard-Fuchs equations which are satisfied by the integrals (1). Then we discuss an algorithmic way which enables us to calculate such equations. In §6 we present some examples.
Abelian Subvariety Theorem
We are going to state the Abelian Subvariety Theorem in the form we will need for proving our result. We consider an abelian variety A of dimension g defined over a number field K of absolute degree d = [K : Q]. A line bundle L on A is symmetric if it is invariant under multiplication with −1 in A. Let L be a symmetric ample line bundle on A. We denote by t A K ′ the stalk at zero of the tangent bundle of A K ′ , where K ′ is a finite extension of K and Let W be a proper subspace of t A K ′ of codimension s. Let σ : K ′ → C be an embedding and γ a non-trivial period of A σ such that
Here A σ = A × σ C. We consider on t Aσ the norm || · || σ induced by the first Chern class of L σ (see §3.5). We call exp : t Aσ → A σ the exponential map. We denote by h(A) the Faltings height of A and by h(W ) the height of the space W (see section 3.6). Abelian Subvariety Theorem ( [17] main theorem and corollary 1). Under the condition (3), there exists a proper abelian subvariety B of A Q such that
where
where C(g) and ℓ(g) are constants depending only on g. In particular we can set ℓ(g) = 5 g . In the case of a principal polarization we can set C(g) = (5g) 60g 7 . If W is a hyperplane we can conclude that t B ⊂ W . A consequence of the Abelian Subvariety Theorem is a bound on the degree of the field of definition of the subvariety B as well as for the degree of the field of definition of an isogeny between abelian varieties over a number field.
Theorem ([3] Proposition B1). Let k be a field of characteristic zero andk its algebraic closure.
1. Let A and B be two abelian varieties over k and of dimension at most g. There is a Galois extension k ′ of k ink, of degree [k ′ : k] ≤ 3 16g 4 such that everyk morphism of abelian varieties Ak and Bk is defined over k ′ .
Let
A be an abelian variety of dimension g over k. There is a Galois extension k ′ of k ink, of degree [k ′ : k] ≤ 2 4g 2 3 16g 4 such that every abelian subvariety of A K and every line bundle over Ak is defined over k ′ 3 Heights
Arakelov Degree
We denote by O K the ring of integers of
where M is a locally free, finitely generated O K -module and h σ is a hermitian product, invariant under conjugation on
The Arakelov degree of M is the real number
where s ∈ ∧ r M and r the rank of M . This definition is independent of the choice of s (see [16] §2 Lemma 1). We define the normalized Arakelov degree
For basic properties on the Arakelov degree see for example [3] Appendix A or [17] Appendix.
Faltings Height
Let A be an abelian variety overQ. There exists a number field K ⊂Q on which A is defined and admits a semi-stable reduction. Let π : A → S := Spec(O K ) be a MoretBailly model for A and 0 A : S → A be the zero section (see [2] 4.3.1.). Here O K is the ring of integers of K. We denote by Ω A/S the sheaf of relative differentials of A with respect to S = Spec O K . We consider
with g the dimension of A. On the canonical line bundle ω A/S , we consider the natural hermitian inner product
The normalized Arakelov degree of ω A/S = (ω A/S , h), which does not depend on K and on the choice of A, is called the Faltings height of A (6) h(A) = deg n ω A/S .
The Faltings heights satisfies nice functoriality properties. For example by [3] relation (2.6) and (2.7) we have
If ϕ : A → A * is an isogeny then
Projective Height
Let L be a very ample symmetric line bundle on A K . We consider the embedding l :
The projective height h L (A) is defined as the height of the image of the zero in the projective space under the morphism l. The power 16 appears for a question of normalization of hights. The height h(p) of a point p in A is the projective height of its image under the morphism l.
Relation between Faltings and Projective Height
The two height are actually equivalent up to a constant. The precise relation has been studied by David and Philippon. We have Proposition 2. ([5] Corollary 6.9) Let A, L be a principally polarized abelian variety of dimension g defined over a number field K on which it admits a semi-stable reduction. Then
Hermitian forms associated to a curve
Let C be a smooth curve over a number field K and σ : K → C be an embedding of K. We have the Hodge decomposition
on the first cohomology of C σ with complex coefficients. Since
The map γ → a γ gives an embedding of
and the Poincaré duality
Since on C σ we have H 10 ∧ H 10 = 0, P C • c gives us an isomorphy of Hodge structures
, where P C = P ⊗ Z C and c is the conjugation map. Now the induced Hermitian form onΩ Cσ is
where , is the intersection form on H 1 (C σ , Z). Here the embedding H 1 (C σ , Z) ֒→Ȟ 10 = Ω Cσ is given by
and there is a canonical isomorphism
There is another equivalent way to obtain the Hermitian form onΩ Cσ . The Chern class of the theta divisor of J C is an element in
where H 10 J and H 01 J are the pieces of the Hodge decomposition of H 1 (J Cσ , Z). We have the isomorphy i * : H 1 (C σ , Z) → H 1 (J Cσ , Z) of Hodge structures, where i the Albanese map, and the obtained bilinear form onȞ 10 is the intersection form on homology (see [7] p.317, p. 338).
Height of a Subspace
Recall the notations introduced in Introduction and §2. On the cotangent space of A := J C we consider the metric induced by (2) via the canonical isomorphism of Ω C and Ω A . Note that this metric is different from the Faltings metric. To any subspaces V of the cotangent space Ω A , one can associate the O K ′ -module V = Ω A/S ′ ∩ V endowed with the restriction metric. We define the height of the subspace V as (10) h(V ) = − deg n V On the tangent space t A we can consider the dual of the metric (2). This metric is exactly the metric induced by the first Chern class of the theta divisor on J C (see [7] p.317, p. 338 and §3.5). The equality (8) implies that P C • c induces an isomorphism of Hermitian space Ω Cσ → t A . Now for a sub space V ⊂ Ω σ define
Since a Hermitian form is positive definite, we have P C • c(V ) ∩ W = 0. These two spaces have complementary dimensions and so
This gives the relation
Relations of Heights
We recall some known estimates on heights. By [3] proposition D.1 we have
note that such a relation is true just for the metric induced by the Chern class of L on the tangent space and the Faltings height of A. In the case of principal polarization we straight deduce from (13) and (12) that (14) h(W ) = h(A) + h(V ) − 1 2 log π.
Jacobians and Abelian subvariety theorem
Let A := J C be the Jacobian variety of C, i : C ֒→ J C be the unique Albanese map of C into its Jacobian which sends p to the origin. The theta divisor Θ defines on J C a principal polarization. We denote by L the associated line bundle. With respect to L the degree of C is equal to the genus g of J C (Corollary 2.2, Chapter 11 of [12] ). The map i induces an isomorphism i * : Ω J C → Ω C and this gives us a canonical isomorphismΩ C ∼ = t J C . Let W be as in (3.6). The condition (1) translates into (3) .
Recall the definition of the embedding dimension of a curve.
Lemma 1.
If C has embedding dimension g(C) and f : C → D is a morphism of smooth curves then D has also the embedding dimension g(C). 
Proof of Theorem 1
We apply the Abelian Subvariety Theorem to the abelian variety J C with the principal polarization L and γ and W are the ones specified above. We obtain a proper, non-trivial abelian subvariety B of J C with bounded degree. Let B ⊥ = J C /B and π : J C → B ⊥ be the projection morphism. The period γ is mapped to zero under π * . Let f = π • i and D ⊂ B ⊥ be the image of f . The curveD may be a singular curve. Let re : D →D be the minimal resolution ofD, i.e. D is smooth and for any smooth curve E and a morphism E →D there exists a morphism E → D such that the following diagram commutes D →D տ ↑ E (see Remark 3.8.1, Chapter V and Exercise 3.8, Chapter II of [9] ). Using the above property for the morphismf : C →D, we obtain a morphism f : C → D of smooth curves. This induces the following commutative diagram:
where r is obtained from the fact that the morphism D → B (the composition of the resolution map and inclusion) factors through the Jacobian of D (see for instance Theorem 9 of [11] ). Since the composition C ֒→ J D → B is an almost one to one map and r is surjective, the map r is an isogeny.
The degree off is bounded by the intersection number of C with the kernel of the projection π. Such a kernel is by definition the abelian subvariety B . Since the process of desingularization does not affect the degree of the map degf = deg f . We deduce
The degree of C is g. The degree of B is bounded by the Abelian Subvariety Theorem
Since L is a principal polarization, the degree of J C with respect to L σ is g!. The dual of (2) is induced by the Chern class of the theta divisor on J C thus γ σ = γ σ . It remains to relate h to h(p) and h(V ). By relation (14) we have
By Proposition 2 we deduce
By definition of the Albanese map the point p is sent to the zero of the Jacobian so
This straight implies the bound for the degree of f .
The Proof of Proposition 1
According to the finiteness theorem part 2 in §2 the abelian variety B and an orthogonal complement B ⊥ are defined over a Galois extension
There is an isogeny φ : J C → B × B ⊥ . We apply the finiteness theorem part 1 to conclude that the morphism φ is defined over a Galois extension
Combining both inequalities and using d = [K : Q] we conclude that
The image of C under φ as well as its projectionD on B ⊥ are defined over K ′′′ . Since resolution of singularities do not change the field of definition of the objects we conclude that D is defined over K ′′′ .
Absolute space
Let C be a curve over a number field K. A subspace V ⊂ Ω C is called an absolute subspace if for any embedding σ : K ֒→ C, the space V σ vanishes on some period γ ∈ H 1 (C σ , Z). For a morphism of curves f : C → D overK, the pull-back of Ω D by f is an absolute subspace of Ω C . One may be interested to formulate the definition without using embedding. If one succeed to do so, we may reformulate Theorem 1 in an algebraic context so that it is valid for arbitrary fields and in particular finite fields. The same also may be asked for the Abelian Subvariety Theorem by defining absolute subspaces of the tangent space of an abelian variety. The terminology originally comes from the notion of absolute Hodge cycles introduced by P. Deligne in [4] .
Picard-Fuchs equations
If the curve C and the differential form ω in Introduction depend on a parameter then the associated abelian integral satisfies certain Picard-Fuchs equation. This furnishes us with a useful method to study such integrals and look for their zeros. In this section we discuss such equations. It seems to the authors of the present paper that there are relations between the apparent singularities (see [1] for the definition) of such Picard-Fuchs equations and certain values of the parameter whose associated curves can be contracted to curves of smaller genus (may be 0) through automorphisms. Such kind of relations also appear in the article [15] Theorem 4.1, 4.2 .
Gauss-Manin connection
In this section we consider a curve C over K(t), where K ⊂ C is a number field, and a differential 1-form ω ∈ Ω 1 C . We denote by C t the specialization of C to a fixed t ∈ K and we call them fibers. We use also the notation ω for its specialization to the fiber C t ; being clear in the text what we mean. Let S ⊂ A 1K be the locus of singular fibers. The multi-valued functions I γt (t) := γt ω span the solution space of a Picard-Fuchs equation
where γ t ∈ H 1 (C t , Z) is a continuous family of cycles which can be defined in any simply connected region of C\S. Moreover, if the degree m of (15) is equal to 2g then a basis γ i,t ∈ H 1 (C t , Z), i = 1, 2, . . . , 2g gives a basis I γ i,t , i = 1, 2, . . . , 2g of (15) . One obtains (15) in the following way: The Gauss-Manin connection ∇ is defined in the cohomology H 1 dR (C) and it has poles in S. Its main property is
Integrating such linear equation and using (16) we get (15) . The set S ′ := {t ∈ C | p m (t) = 0} is called the singular set of (15) and we know that S ⊂ S ′ . The points in S ′ \S are called apparent singularities (see [1] ).
Calculating de-Rham cohomology and Gauss-Manin connection
In the context of global Brieskorn modules and Gauss-Manin connection on them, the arguments of §5.1 can be introduced in a more algorithmic way. For more details the reader is referred to [14] .
A polynomial f ∈ K[x, y] is called (weighted) tame if there exist natural numbers α 1 , α 2 ∈ N such that Sing(g) := Z(jacob(g)) = {0}
where g = f d is the last homogeneous piece of f in the graded algebra K[x, y], deg(x) = α 1 , deg(y) = α 2 , jacob(g) is the Jacobian ideal of g and Z(jacob(g)) is the zero set of the ideal jacob(g). From now on we fix a tame polynomial f and we will study the affine curve U = Z(f − t) and its compactification C over K(t). The global Brieskorn module
where Ω i is the set of differential i-forms in A 2 K , is a K[t]-module in the following way:
We have the isomorphism
and so H ′′ plays the role of de Rham cohomology. Note that H 1 dR (C) is a sub K(t)-vector space of H 1 (U) containing differential forms without residue at infinity.
For a monomial x r y s define ω r,s = x r y s dx ∧ dy. The Brieskorn module is freely generated by B = {ω r,s | (r, s) ∈ I}, where {x r y s | (r, s) ∈ I} is a monomial basis of the Milnor vector space V :=
For instance one can take ∆(t) := det(A f − t.I), where A f is the multiplication by f linear map in V . The Gauss-Manin connection associated to the fibration f on H ′′ turns out to be a map
satisfying the Leibniz rule, where H ′′ ∆ denotes the localization of H ′′ on the multiplicative subgroup {1, ∆, ∆ 2 , . . .} of H ′′ . Using the Leibniz rule one can extend ∇ to a function from H ′′ ∆ to itself and so the iteration ∇ k = ∇ • ∇ · · · ∇ k times, makes sense. For an ω ∈ H ′′ , we write
and define the k × µ matrix A = [p i,(r,s) ], where i runs through 0, 1, 2, . . . , k and (r, s) ∈ I. Let k be the smallest number such that the rows of A k−1 are K(t)-linear independent. Now, the rows of A k are K(t)-linear dependent and this gives us (after multiplication by a suitable element of
Using the formula (16) and integrating the above equality, we get the equation (15).
Examples

Fermat Curve
In this section we consider the Fermat curve 
Examples of Picard-Fuchs equations
The algorithms explained in §5.2 are implemented in the library brho.lib of Singular and bellow we explain some examples computed by this library.
We We know that the roots of 46656t 5 − 3125 = 0 determin all singular curves. Therefore, t = 0 is an apparent singularity of (17) . Note that C 0 has an automorphism α given by (x, y) → (ǫx, ǫ 3 y), where ǫ is the fifth primitive root of unity, and α * dx y = ǫ 3 dx y . The quotient C 0 / < α > is isomorphic to P 1 through the map (x, y) → 
