A packing of translates of a convex domain in the Euclidean plane is said to be totally separable if any two packing elements can be separated by a line disjoint from the interior of every packing element. This notion was introduced by G. Fejes Tóth and L. Fejes Tóth (1973) and has attracted significant attention. In this paper we prove an analogue of Oler's inequality for totally separable translative packings of convex domains and then we derive from it some new results. This includes finding the largest density of totally separable translative packings of an arbitrary convex domain and finding the smallest area convex hull of totally separable packings (resp., totally separable soft packings) generated by given number of translates of a convex domain (resp., soft convex domain). Finally, we determine the largest covering ratio (that is, the largest fraction of the plane covered by the soft disks) of an arbitrary totally separable soft disk packing with given soft parameter.
Introduction
Our paper intends to bridge totally separable packings of discrete geometry and Oler's inequality of geometry of numbers. The concept of totally separable packings was introduced by G. Fejes Tóth and L. Fejes Tóth in [7] as follows. We say that a set of domains is totally separable if any two of them can be separated by a straight line avoiding all of the domains. The main question investigated in [7] is to find the densest totally separable arrangement of congruent replicas of a given domain. The paper [7] generated a good deal of interest in the density problem of totally separable arrangements and led to further important publications such as [2] and [12] . Coming from this direction our goal was to find the densest totally separable arrangement of translates of a given domain and then to extend that approach to the analogue question for finite totally separable arrangements. It turned out that an efficient method to achieve all that is based on a new version of Oler's classical inequality ( [14] ). So, next we introduce some basic terminology and then state Oler's inequality in the form which is most suitable for this paper.
Let K be a convex domain, i.e., a compact convex set with non-empty interior in the Euclidean plane E 2 . A family F of n translates of K in E 2 is called a packing if no two members of F have an interior point in common.
If K is an o-symmetric convex domain in E 2 , where o stands for the origin of E 2 , then let | · | K denote the norm generated by K, i.e., let |x| K = min{λ : x ∈ λK} for any x ∈ E 2 . The distance between the points p and q measured in the norm | · | K is denoted by |p − q| K . For the sake of simplicity, the Euclidean distance between the points p and q of E 2 is denoted by |p − q|. If P = n i=1 [x i−1 , x i ] is a polygonal curve in E 2 , and K is an o-symmetric plane convex domain, then the Minkowski length of P is defined as M K (P ) = n i=1 |x i − x i−1 | K . Based on this and using approximation by closed polygons one can define the Minkowski length M K (G) of any rectifiable curve G ⊆ E 2 in the norm | · | K . If K is a not o-symmetric, by M K (G) we mean the length of G in the relative norm of K, i.e., in the norm defined by 1 2 (K − K) [14] . Finally, if K is an o-symmetric convex domain in E 2 , then let (K) denote a minimal area circumscribed hexagon of K. Now, we are ready to state Oler's inequality ( [14] ) in the following form. Let K be an o-symmetric convex domain in E 2 . Let F = {x i + K : i = 1, 2, . . . , n} be a packing of n translates of K in E 2 , and set X = {x 1 , x 2 , . . . , x n }. Furthermore, let Π be a simple closed polygonal curve with the following properties:
1. the vertices of Π are points of X and 2. X ⊆ Π * with Π * = Π ∪ int Π, where int Π refers to the interior of Π.
Then area(Π * )
where area(·) denotes the area of the corresponding set. The formula (1) was conjectured by H. J. Zassenhaus and has a number of interesting aspects discussed in [16] (see also [1] and [5] ). The rest of the paper is organized as follows. First, we prove an analogue of Oler's inequality for totally separable translative packings of convex domains (Section 2) and then we derive from it some new results. This includes finding the largest density of totally separable translative packings of an arbitrary convex domain (Section 3) and finding the smallest area convex hull of totally separable packings (resp., totally separable soft packings) generated by given number of translates of a convex domain (resp., soft convex domain) (Sections 4 and 5). Finally, we determine the largest covering ratio (that is, the largest fraction of the plane covered by the soft disks) of an arbitrary totally separable soft disk packing with given soft parameter (Section 6).
An analogue of Oler's inequality for totally separable translative packings
We need the following definitions.
is called totally separable if any two members of F can be separated by a line which is disjoint from the interiors of all members of F.
, where x 0 = x m , is called permissible if there is a sequence of simple closed polygonal curves
, satisfying x n i → x i for every value of i. The interior int P is defined as lim n→∞ int P n .
Remark 1. By the properties of limits, if
] is permissible and P n and Q n are sequences of simple closed polygonal curves with lim n→∞ P n = lim n→∞ Q n = P , then lim n→∞ int P n = lim n→∞ int Q n , i.e., the interior of a permissible curve is well defined.
The main result of this section is the following totally separable analogue of Oler's inequality.
be a totally separable packing of n translates of K in E 2 , and set X = {x 1 , x 2 , . . . , x n }. Furthermore, let Π be a permissible closed polygonal curve with the following properties:
1. the vertices of Π are points of X and 2. X ⊆ Π * with Π * = Π ∪ int Π.
Remark 2. We note that equality in (2) of Theorem 1 is attained in a variety of ways as indicated in Fig. 1 , which consists of blocks of zig-zags and simple closed polygons having sides parallel to the two sides of a chosen (K).
Figure 1: A totally separable packing of translates of K (with K being a circular disk for the sake of simplicity), which satisfies the conditions in Theorem 1 and for which there is equality in (2) of Theorem 1.
Remark 3.
It is well-known that the width of any convex body K in any direction is equal to the width of its central symmetrization
This readily implies that (K) does not change under central symmetrization.
Remark 4. Let F = {x i + K : i = 1, 2, . . . , n} be a family of n translates of K in E 2 , where K is an osymmetric convex domain of E 2 , and let K * be a convex domain satisfying K = 1 2 (K * − K * ) with o ∈ int K * , and let F * = {x i + K * : i = 1, 2, . . . , n}. Then F is a packing if and only if F * is a packing, and F is a totally separable packing if and only if F * is a totally separable packing. (For details see for example, [3] .) Thus, Theorem 1 holds for any (not necessarily o-symmetric) plane convex domain K * (with o ∈ int K * ) as well.
Remark 5. In fact, the proof of Theorem 1 presented in this section works for more general point sets X as well. Namely, one may assume only that Π * can be cut into n pieces by (n − 1) successive cuts by segments (cutting only one piece at a time) such that
• each segment starts (resp., ends) at some point of Π or a preceding segment;
• the relative interior of each segment is contained in the piece it cuts;
• when cutting a piece by a segment then no point of X lying in the given piece lies closer to this segment than one measured in the norm generated by K;
• at the end, each piece contains exactly one point of X.
Proof. For any permissible closed polygonal curve Π in Theorem 1, we set
We prove the assertion by induction on n. Clearly, if n = 1, then F (Π) = 0 + 0 + 1 = 1, and Theorem 1 holds.
Assume that for any n < n, Theorem 1 holds for any totally separable translative packing of K with n elements and for any permissible polygonal curve associated to it. We prove that it holds for n element packings as well.
Let L be a line intersecting Π and separating the elements of F. We present the proof for the case only that L intersects Π at exactly two points, as the proof in the other cases is similar. Let these intersection points be p and q. Then p and q are points in the relative interior of some edges p ∈ [p 1 , p 2 ] and q ∈ [q 1 , q 2 ] of Π whose vertices are not contained in L + int K. For simplicity, we imagine L as a horizontal line, p to the left of q, and p 1 and q 1 to be above L. Let L 1 and L 2 be the upper, respectively lower, line bounding L + K. For i = 1, 2, let p i and q i be the intersection points of L i with [p, p i ] and [q, q i ], respectively.
Without loss of generality, we assume that the parallelogram P L circumscribed about K and having the property that its area is minimal among the circumscribed parallelograms, under the condition that it has a pair of sides parallel to L, is a square of edge length 2. Thus, we have area(P L ) = 4.
Observe Then we have area(Π * ) = area(Π *
area(Π Furthermore, since the normed distance of L 1 and L 2 is two, we have
Now we define a polygonal curve in Π * 1 , q 1 , q 1 }. Consider the ray starting at p 1 through p and begin to rotate it counterclockwise until it hits the first point p 2 of X in R 1 . Then rotate this half line about p 2 clockwise until it hits the next point of X. Continuing this process we end up with a simple curve C 1 in R 1 , starting at p 1 and ending at q 1 , which divides R 1 into two connected components one of which contains all points of X in R 1 . We remark that if R 1 is convex, then C 1 is a convex curve.
Let Π 1 denote the closed polygonal curve (
It is easy to see that Π 1 is a permissible polygonal curve whose vertices are points of X above L, and whose interior contain every other point of X above L. Let Π *
is a convex region contained in the convex region R 1 , and thus,
, which readily implies our claim. Case 2: R 1 is not convex. Then, according to our assumption, the line through p 1 and p 1 intersects [q 1 , q 1 ] (cf. Figure 3 ). This line intersects C 1 at exactly one point z, and there is a line L z through z which supports C 1 at z. Let L z intersect [q 1 , q 1 ] at x, and [p 1 , q 1 ] at y. The point z decomposes C 1 into two convex polygonal curves C x and C y such that p 1 ∈ C y and q 1 ∈ C x . Then we have
To construct a permissible polygon Π 2 in Π * 2 with the same properties we may apply an analogous process.
Thus, we have obtained two permissible polygons Π 1 and Π 2 associated to totally separable translative packings of K, with strictly less elements than n, say k and n − k. Now, by (3), (4) 
, and the induction hypothesis, we have
3 On the densest totally separable translative packings Theorem 1 and Remark 4 imply the following statement, which was proved (using a method different from ours) for o-symmetric convex domains in [7] with a weaker estimate than (5) for convex domains in general namely, with (K) standing for a minimal area circumscribed quadrangle of K.
Theorem 2. If δ sep (K) denotes the largest (upper) density of totally separable translative packings of the convex domain K in E 2 , then
. To show the opposite inequality, without loss of generality we may assume that o ∈ int K.
. Consider any totally separable packing F of translates of K in E 2 . For any t > 0, let F t denote the subfamily of F consisting of the elements that intersect tK, and let X t denote the set of the translation vectors of the elements of F t and n t the cardinality of
On the other hand, by Theorem 1 and Remark 4, it follows that
This yields that
from which the claim follows by letting t → +∞.
Theorem 3 is a totally separable analogue of the well-known theorem (which is a combination of the results published in [6] , [8] , [10] , and [15] ), stating that the maximal density of translative packings of a convex domain in E 2 is minimal if and only if the domain is a triangle.
with equality on the left if and only if K is a triangle, and on the right if and only if K is a parallelogram.
Proof. The right-hand side inequality in (6) is an immediate consequence of Theorem 2. We prove only the left-hand side inequality. Let P be a minimum area parallelogram circumscribed about K. Without loss of generality, we may assume that P is the square [0, 1] 2 in a suitable Cartesian coordinate system. Let the sides of P be S 1 , S 2 , S 3 , S 4 in counterclockwise order such that the endpoints of S 1 are (0, 0) and (1, 0). Since P has minimum area, each side of P intersects K.
We show that S 2 ∩ K and S 4 ∩ K contain points with equal y-coordinates. Suppose for contradiction that it is not so. Then (1, 0) + (S 4 ∩ K) and S 2 ∩ K are disjoint, implying that there is some point p 2 ∈ S 2 separating these two sets. Set p 4 = (−1, 0) + p 2 . Then we may rotate the line of S 2 around p 2 , and the line of S 4 around p 4 slightly, with the same angle, to obtain a parallelogram containing K, with area equal to area(P ) and having two sides disjoint from K, which contradicts our assumption that P has minimum area. Thus, there are some points p 4 = (0, t) ∈ S 4 ∩ K and p 2 = (1, t) ∈ S 2 ∩ K for some t ∈ [0, 1]. We obtain similarly the existence of points
2 area(P ), which yields the left-hand side inequality in (6). Now we examine the equality case. Note that, using the notations of the previous paragraph,
Consider the case that s, t ∈ (0, 1). Let P be the parallelogram obtained by rotating the line of S 2 around p 2 and the line of S 4 around p 4 , with the same small angle. Then P is a parallelogram circumscribed about K, having area equal to area(P ). Let the sides of P be S 1 , S 2 , S 3 , S 4 such that for i = 1, 2, 3, 4, p i ∈ S i . Observe that S 1 ∩ K = {p 1 }, S 3 ∩ K = {p 3 }, and [p 1 , p 3 ] is not parallel to S 2 and S 4 . Thus, applying the argument in the previous paragraph, it follows that P is not a minimum area circumscribed parallelogram, a contradiction. Thus, s or t is equal to 0 or 1, which implies that K is a triangle.
4 On the smallest area convex hull of totally separable translative finite packings
. . , n} be a totally separable packing of n translates of the convex
(4.1) Then we have area conv
Remark 6. We note that equality is attained in (4.1) of Theorem 4 for the following totally separable translative packings of a triangle (cf. Figure 4) . Let K be a triangle, with the origin o at a vertex, and u and v being the position vectors of the other two vertices, and let T = mK, where m > 1 is an integer. Let F be the family consisting of the elements of the lattice packing {iu + jv + K : i, j, ∈ Z} contained in T . Then F is a totally separable packing of n = Remark 7. In (4.2) of Theorem 4 equality can be attained in a variety of ways shown in Figure 5 for both cases namely, when C is centrally symmetric (and K is not centrally symmetric such as a triangle) and when K is centrally symmetric (such as a circular disk) without any assumption on the symmetry of C.
Proof. We start with proving the following inequalities. Lemma 1. Let K be a convex domain in E 2 and let Q be a convex polygon. Furthermore, let A(Q, K) denote the mixed area of Q and K.
(1.1) Then we have
Here, equality holds, for instance, if Q = K is a triangle.
Furthermore, if K is centrally symmetric, then equality holds for every convex polygon Q if and only if bd K is a Radon curve.
Proof. Without loss of generality, we may assume that area( (K)) = 1. Let k denote the number of sides of Q, and for i = 1, 2, . . . , k, let l i and x i denote the (Euclidean) length and the outer unit normal vector of the ith side of Q. Note that then for every value of i, w K (
is the width of K in the direction of x i and h K (x) = sup{x · k : k ∈ K} is the support function of K evaluated at x ∈ E 2 with "·" standing for the standard inner product of E 2 . Furthermore, observe that
First, we prove (1.2) for the case that K is centrally symmetric. Since a translation of K or Q does not change their mixed area, we may assume that K is o-symmetric, which implies that h K (x i ) = 1 2 w K (x i ) for every i. Let r i be the Euclidean length of the radius of K in the direction of the ith side of Q. Then the normed length of this side is li ri . On the other hand, since 2r i w K (x i ) is the area of a parallelogram circumscribed about K having minimum area under the condition that it has a side parallel to the ith side of Q, therefore for every value of i we have r i w K (x i ) ≥ 1 2 . Combining these observations and (7), it follows that
Here, equality holds for every convex polygon Q if and only if for any v ∈ S 1 = {x ∈ E 2 : |x| = 1}, there is a minimum area parallelogram circumscribed about K, which has a side parallel to v. In other words, for any v ∈ S 1 , we have that
is the length of a longest chord of K in the direction of v, and w K (v ⊥ ) is the width of K in the direction perpendicular to v. The observation that this property is equivalent to the fact that bd K is a Radon curve can be found, for example, in the proof of Theorem 2 of [11] . Now consider the case that Q is o-symmetric, but K is not necessarily. Note that in this case k is even, and for every i we have l i+k/2 = l i , and x i+k/2 = −x i . Thus, by (7) A(Q, K) = 1 2
From this equality, the statement follows by a similar argument using the relative norm of K whenever K is not centrally symmetric. Finally we prove (1.1) about the general case. LetK =
Then, by (7), we have
Thus, our inequality readily follows from (1.2). The fact that here equality holds if Q = K is a triangle can be shown by an elementary computation.
First, we prove (4.2). Note that bd C satisfies the conditions in Theorem 1, and thus (using Remark 4 if K is not centrally symmetric), we have
Thus, (1.2) of Lemma 1 yields that
From this, it follows that area conv
Now we prove (4.1). In this case, Theorem 1 applied to bd C in the same way as above followed by (1.1) of Lemma 1 implies that
This inequality yields
finishing the proof of (4.1).
On the smallest area convex hull of totally separable translative finite soft packings
The following notion has been defined for Euclidean balls in E d in [4] .
Definition 4. Let K be an o-symmetric convex domain in E 2 . Let λ ≥ 0, and let K λ denote the soft domain (1 + λ)K with the soft parameter λ, hard core K, and soft annulus
Definition 5. Let {c 1 , c 2 , . . . , c n } ⊆ E 2 . We say that {c 1 + K λ , c 2 + K λ , . . . , c n + K λ } is a totally separable soft packing of n translates of the soft domain K λ in E 2 , if {c 1 + K, c 2 + K, . . . , c n + K} is a totally separable packing in the usual sense (see Definition 1). Let P sep K,n,λ be the family of all totally separable soft packings of n translates of the soft domain K λ for given K, n > 1, λ ≥ 0.
The following statement is an extension of (4.2) of Theorem 4 and also it is a totally separable version of Theorem 2.1 in [1] .
, and let n > 1 and λ ≥ 0 be given. If
Remark 9. We note that equality in Theorem 5 is attained, for example, for "sausages" in the form {c i + K : i = 1, 2, . . . , n}, where |c 2 − c 1 | K = · · · = |c n − c n−1 | K = 2, and c 2 − c 1 , . . . , c n − c n−1 are parallel to a chosen side of (K).
Proof. First, we prove the inequality stated first. By the definition of mixed area (cf. e.g. [1] ), we have area conv
Thus, (4.2) of Theorem 4 implies that
Again using the definition of mixed area and also (9) we get that area conv
finishing the proof of the first inequality. Finally, (1.2) of Lemma 1 implies the second inequality of Theorem 5 in a straightforward way.
On the covering ratio of totally separable soft disk packings
Let B denote the circular disk of radius 1 (in short, the unit disk) centered at o in E 2 .
Definition 6. Let F = {c i + B : c i ∈ E 2 for i ∈ N} be a totally separable packing (resp., lattice packing) of unit disks in E 2 . Then F λ = {c i + (1 + λ)B : i ∈ N} is called a totally separable soft packing (resp., totally separable soft lattice packing) of the soft disks c i + (1 + λ)B each being congruent to the soft disk B λ = (1 + λ)B with soft parameter λ > 0. In this case the (upper) covering ratio of the soft packing F λ is defined as
We denote by ρ ) the supremum of the (upper) covering ratios over the family of totally separable soft packings (respectively, of totally separable soft lattice packings) of soft disks congruent to B λ with soft parameter λ > 0.
We note that in [4] the covering ratio just introduced was called soft density. We prefer to use the term covering ratio in order to emphasize that it means the fraction of plane covered by the soft elements of the given soft packing. To state our main result in this section, for
, we denote by T α an isosceles triangle whose half angle at its apex is α, and the two heights starting at the endpoints of its base are equal to two (cf. Figure 6 ). Observe that if the vertices of this triangle are p 1 , p 2 , p 3 , then the triple {p 1 + B, p 2 + B, p 3 + B} is totally separable, and the vectors p 2 − p 1 , p 3 − p 1 generate a totally separable lattice packing of translates of B. We introduce the notation
area(T α ) . The proof is based on a refinement of a tessellation defined by Molnár in [13] . Let C = {c i : i ∈ N} ⊆ E 2 be a saturated point set in E 2 , that is, assume that there are some values 0 < a ≤ b such that the distance of any two points in C is at least a, and for any x ∈ E 2 , |x − c i | < b for some c i ∈ C. For any c i ∈ C, let the Voronoi cell D i of c i be the set of points in E 2 not farther from c i than from any other element of C. If for any cells D i and D j meeting at an edge, this edge is replaced by the segment [c i , c j ], we obtain the Delaunay tessellation of E 2 . In this tessellation, the circumcenter of any cell is a vertex of some Voronoi cells, and the circumcircle of any Delaunay cell contains no point of C in its interior. (Moreover, the circumcircle of any Delaunay cell contains no point of C different from the vertices of the cell.)
Let the circumcenter of a cell P of the Delaunay decomposition be v. If the line through an edge S = [c i , c j ] of P separates P and v, we say that S is a separating side of P . Then the polygonal curve
is called the bridge of P . Clearly, every cell P has at most one bridge. Let us replace the separating side of each cell (if it exists), by the bridge of the cell. Then, by Lemma 1 of [13] , we obtain another cell decomposition of E 2 , which we call Molnár tessellation or in short, M -tessellation.
Proof. We prove the theorem for a larger family of packings which we call weakly separable packings of unit disks: we assume only that any three unit disks in the packing F, under the condition that the pairwise distances between their centers are at most 2 √ 2, form a totally separable triple. Observe that if F = {c i + B : c i ∈ C} is a weakly separable packing of unit disks, and there is some point p ∈ E 2 such that |p − c i | > 2 √ 2 for all c i ∈ C, then after adding the circle p + B to the packing it remains weakly separable. Thus, we may assume that C is saturated, and the circumradius of any Voronoi cell of C is at most 2 √ 2. In the proof we let F λ = {c i + B λ : c i ∈ C}, and for any region Q in the plane, ρ(
. Let P be an arbitrary Delaunay cell of C. Assume that the circumradius of P is less than √ 2. Then, since the sides of P are at least 2, P is an acute triangle, which, thus, contains its circumcenter. Hence, if P has a separating side S, then it separates the Delaunay cell P , meeting P in S, from the circumcenter v of P . On the other hand, since the circumcircle of P does not contain vertices of P in its interior, it follows that the circumradius of P is not greater than that of P . This yields that the circumradius of P is less than √ 2, which contradicts our assumption that a side of P separates v from P . In other words, we have that if the circumradius of P is less than √ 2, then it is a triangle which remains the same in the M -tessellation as well.
We show that any other M -cell can be decomposed into cells of the form
where c i , c j ∈ C, |v − c i | = |v − c j | ≥ √ 2, and |v − c i | = |v − c j |. Let P be a Delaunay cell of C with circumradius at least √ 2. Assume, first, that P contains its circumcenter v. Thus, if [c i , c j ] is a separating side, then it separates the cell P which meets
is not a separating side, then one can choose v to be the midpoint of [c i , c j ]. Thus, dissecting the M -cell obtained from P by the segments connecting v to the vertices of P results in regions with the desired property. If P does not contain its circumcenter, we may apply a similar construction. We call this tessellation the refined M -tessellation, or M -tessellation. Then, if P is an M -cell, then P is either (i) an acute triangle with circumradius less than √ 2, in this case we say that P is type 1, or
(ii) it is of the form P = cl (conv{v, c i , c j } \ conv{v , c i , c j }), where c i , c j ∈ C, v is the circumcenter of a Delaunay cell with c i and c j as vertices and with circumradius at least √ 2, and |v − c i | = |v − c j |. In this case we say that P is type 2.
Lemma 2. Let P be an M -cell defined by C. Then, for any point p ∈ int P , if c i ∈ C is closest to p, then c i is a vertex of P .
Proof. Consider the case that P is type 1. Let c i ∈ C be closest to p. Let P be a Delaunay cell with c i as a vertex such that P intersects [p, c i ]. If [p, c i ] does not intersect int P , then it is contained in a sideline of P . On the other hand, since c i is closest to p in C, and no side of P crosses the edges of P , this is impossible. Thus, [p, c i ] intersects int P , which means that the line L through two other vertices c j , c k of P separates p from P . Let x and y denote the intersection points of L with the circle, centered at p, of radius |c i − p|.
Note that since L separates c i and p, it follows that π 2 < ∠(x, c i , y) ≤ ∠(c j , c i , c k ); that is, P has an obtuse angle at c i . Hence, if v denotes the circumcenter of P , then L separates v and P , or in other words, [c j , v ] ∪ [c k , v ] is a bridge. Since no bridge can cross the sides of P , to finish the proof it suffices to show that p ∈ conv{c j , c k , v }. Let L j (respectively, L k ) be the line bisecting the segment [c i , c j ] (respectively, [c i , c k ] ). Note that L j and L k intersect at v . Let V be the closed convex angular region, with apex v and bd V ⊆ L j ∪ L k such that c i ∈ V . Note that since p is not farther from c i than from c j or c k , we have p ∈ V , which yields that p ∈ conv{c j , c k , v } (cf. Figure 7) . If P is type 2, we may apply a similar argument.
By Lemma 2 we have that for any cell P in the M -decomposition, if F λ (P ) denotes the family of translates of B λ = (1 + λ)B centered at the vertices of P in C, then ρ(F λ (P )|P ) = ρ(F λ |P ). In other words, to compute the covering ratio of the soft packing in the cell P it suffices to consider the soft disks centered at the vertices of P in C. To finish the proof, we show that for any M -cell P , we have ρ(F λ (P )|P ) ≤ ρ(λ, T α ) for some
Case 1, P is type 2. To prove the assertion in this case, we need the next lemma. 
Then ρ(a, b) is a strictly decreasing function of both a and b.
Proof of Lemma 3. Setλ = 1 + λ. Let a >λ. The fact that in this case ρ(a, b) is a (not necessarily strictly) decreasing function of a and b is proved in Lemma in [2] . To prove that this function is strictly decreasing, we may apply a straightforward modification of its proof. Hence, from now on, we assume that a ≤λ. Then we have
This implies that
Here, using the integral formula for the area of a function given in polar form, it is easy to see that ρ(a, b) > On the other hand, by an elementary computation, we obtain
Let us use the substitutions b = a cos µ andλ = a cos ν . Then we have 0 ≤ ν < µ < π 2 , and ρ a (µ, ν) = sin 2ν − sin 2µ + 2 cos 2µ(µ − ν) 2a tan 2 µ cos 2 µ cos 2 ν .
Clearly, the denominator of this fraction is positive. On the other hand, it is easy to check that its numerator is a strictly increasing function of ν on the interval [0, µ], and its value is zero if ν = µ. Thus, we have ρ a (a, b) > 0 for every value of a and b.
Since P is type 2, P = cl (conv{v, c i , c j } \ conv{v , c i , c j }), for some c i , c j ∈ C, where |v − c i | = |v − c j | ≥ √ 2, and |v − c i | = |v − c j |. Let T = conv{v, c i , c j } and T = conv{v , c i , c j }. Then, by Lemma 3, we have
Furthermore, since the legs of T are at least √ 2, and its base is at least 2, therefore by Lemma 3 we have ρ(
, where T 0 is the isosceles right triangle whose hypothenus is of length 2.
Case 2, P is type 1. In this case the sides of P are of length less than 2 √ 2, and thus, the unit disks centered at the vertices of P are totally separable. This fact is equivalent to the condition that two heights of P are at least two. Hence, the assertion follows immediately from Lemma 4.
Lemma 4. Let T = conv{p 1 , p 2 , p 3 } be an acute triangle with two heights at least two. Let
. Proof of Lemma 4. First, note that by our assumption, all sidelengths of T are greater than two. Let R be the circumradius of T .
If R ≤ 1 + λ, then the assertion follows by a simple geometric observation. Thus, we prove the statement under the condition that R > 1 + λ. This condition implies that the circumcenter of T is not covered by the three soft disks, and also that at most two of the three soft disks intersect. If there is a soft disk that does not intersect the other two soft disks (i.e. two sides of T are longer than 2 + 2λ), we may move it towards the opposite side of T , and, thus, increase the covering ratio. Hence, if ρ(λ, T ) is maximal, then it has at most one side longer than 2 + 2λ. Let p 1 be the vertex of T such that the altitude starting at p 1 is a shortest altitude. Then, by the area formula for triangles, if T has a side longer than 2 + 2λ, then it is [p 2 , p 3 ], and hence, p 1 + B λ intersects the other two soft disks. Let T = conv{p 1 , p 2 , p 3 } be an isosceles triangle with circumradius R. In the remaining part of the proof we show that ρ(λ, T ) ≥ ρ(λ, T ). Observe that T also has two (equal) heights that are at least two, and also that its base is not shorter than its legs. Thus, this inequality implies the assertion of the lemma, since, if these two heights of T are greater than two, then we can replace T by a smaller similar copy of itself, which clearly increases its covering ratio.
Let o be the circumcenter of T , and for i = 1, 2, 3, let t i = area(conv{o, p j , p k }), and
where {i, j, k} = {1, 2, 3}. We define t i and t .
, and g(x) = 1 2 R 2 sin(2x). Then the desired inequality can be written in the form
Note that F (τ, τ ) = 0 for every value of τ . We show that F (µ, τ ) is a strictly decreasing function of µ for every value of τ , which readily implies the assertion. By an elementary computation, we obtain
Using the inequalities 2R 2 sin 2τ > 0, sin(2τ − 2µ) > 0, f (τ ) < g(τ ), and some trigonometric identities, we obtain that
where
R . This implies that h(µ) < h(2τ − µ), from which the inequality F µ (µ, τ ) < 0 readily follows.
This completes the proof of Theorem 6. 
Recall that the maximum separable contact number c sep (K, n, 2) is the largest contact number of totally separable packings of n translates of a given (o-symmetric) convex domain K in E 2 for given n > 1, where the contact number of a packing is simply the number of touching pairs among the packing elements.
Remark 12. Let n > 1 be given and let K be an o-symmetric convex domain in E 2 . Then it is easy to see that there exists λ(K, n) > 0 with the following property: for any λ with 0 ≤ λ ≤ λ(K, n) and any {c 1 +K λ , c 2 +K λ , . . . , c n +K λ } ∈ P sep K,n,λ the number of pairs {c i +K λ , c j +K λ } with (c i +K λ )∩(c j +K λ ) = ∅ is at most c sep (K, n, 2). Furthermore, if K is smooth, then there exits λ * (K, n) > 0 with λ * (K, n) ≤ λ(K, n) such that no three of the sets {c 1 + K λ , c 2 + K λ , . . . , c n + K λ } intersect. As a result it is not hard to see that
Thus, the problem of bounding a sep (K, n, λ) for small λ leads us to Problem 4. Let K be a (smooth) convex domain in E 2 and n > 1. Then compute c sep (K, n, 2).
In connection with Problem 4 the following result was proved in [3] .
Theorem 7.
(A) c sep (K, n, 2) = 2n − 2 √ n , for any smooth strictly convex domain K in E 2 .
(B) Let R be a smooth Radon domain and let n = ( + ) + k ≥ 4 be the unique decomposition of a positive integer n such that k, and are integers satisfying ∈ {0, 1} and 0 ≤ k < + . Suppose that P is a totally separable packing of n translates of R with c sep (R, n, 2) = 2n − 2 √ n contacts. If k = 1, then P is a finite lattice packing lying on an Auerbach lattice of R, while if k = 1, then all but at most one translate in P form a lattice packing on an Auerbach lattice of R. Definition 8. Let F = {c i + K : c i ∈ E 2 for i ∈ N} be a totally separable packing (resp., lattice packing) of translates of the o-symmetric convex domain K in E 2 . Then F λ = {c i + (1 + λ)K : i ∈ N} is called a totally separable soft packing (resp., totally separable soft lattice packing) of translates of the soft convex domain K λ = (1 + λ)K with soft parameter λ > 0. In this case the (upper) covering ratio of the soft packing F λ is defined as ρ(F λ ) = lim sup r→∞ area rK ∩ i∈N (c i + K λ ) area(rK) .
We denote by ρ holds for every λ > 0.
Definition 9.
If P is a totally separable packing of translates of an o-symmetric convex domain K in E 2 , then let r sep (P) be the supremum of r > 0 for which there exists a translate of rK having no point in common with the elements of P. Then call r sep (P) the closeness of P and set r sep (K) = inf{r sep (P) : P is a totally separable packing of translates of K in E 2 }.
Problem 6. Prove or disprove that for any o-symmetric convex domain K of E 2 we have r sep (K) = r sep (P) for some totally separable lattice packing P of K.
