In this paper we improve upon the running time for finding a point in a convex set given a separation oracle. In particular, given a separation oracle for a convex set K ⊂ R n that is contained in a box of radius R we show how to either compute a point in K or prove that K does not contain a ball of radius using an expected O(n log(nR/ )) evaluations of the oracle and additional time O(n 3 log O(1) (nR/ )). This matches the oracle complexity and improves upon the O(n ω+1 log(nR/ )) additional time of the previous fastest algorithm achieved over 25 years ago by Vaidya [91] for the current value of the matrix multiplication constant ω < 2.373
• Submodular Function Minimization: n is the size of the ground set, M is the maximum absolute value of function values and EO is the time for function evaluation. Our weakly and strongly polynomial time algorithms have a running time of O(n 2 log nM · EO + n 3 log O(1) nM ) and O(n 3 log 2 n · EO + n 4 log O(1) n), improving upon the previous best of O((n 4 · EO + n 5 ) log M ) and O(n 5 · EO + n 6 ) respectively.
• Submodular Flow: n = |V |, m = |E|, C is the maximum edge cost in absolute value and U is maximum edge capacity in absolute value. We obtain a faster weakly polynomial running time of O(n 2 log nCU · EO + n 3 log O(1) nCU ), improving upon the previous best of O(mn 5 log nU · EO) and O n 4 h min {log C, log U } from 15 years ago by a factor of O(n 4 ). We also achieve faster strongly polynomial time algorithms as a consequence of our result on submodular minimization.
• Matroid Intersection: n is the size of the ground set, r is the maximum size of independent sets, M is the maximum absolute value of element weight, Trank and Tind are the time for each rank and independence oracle query. We obtain a running time of O((nr log 2 nTrank+n 3 log O(1) n) log nM ) and O((n 2 log nTind+n 3 log O(1) n) log nM ), achieving the first quadratic bound on the query complexity for the independence and rank oracles. In the unweighted case, this is the first improvement since 1986 for independence oracle.
• Semidefinite Programming: n is the number of constraints, m is the number of dimensions and S is the total number of non-zeros in the constraint matrices. We obtain a running time ofÕ(n(n 2 + m ω + S)), improving upon the previous best ofÕ(n(n ω + m ω + S)) for the regime S is small.
INTRODUCTION
The ellipsoid method and more generally, cutting plane methods, that is optimization algorithms which iteratively call a separation oracle, have long been central to theoretical computer science. In combinatorial optimization, since Khachiyan's seminal result in 1980 [60] proving that the ellipsoid method solves linear programs in polynomial time, the ellipsoid method has been crucial to solving discrete problems in polynomial time [44] . In continuous optimization, cutting plane methods have long played a critical role in convex optimization, where they are fundamental to the theory of non-smooth optimization [40] .
Despite the key role that cutting plane methods have played historically in both combinatorial and convex optimization, over the past two decades progress on improving both the theoretical running time of cutting plane methods as well as the complexity of using cutting plane methods for combinatorial optimization has stagnated. The theoretical running time of cutting plane methods for convex optimization has not been improved since the breakthrough result by Vaidya in 1989 [91] , [93] . Moreover, for many of the key combinatorial applications of ellipsoid method, such as submodular minimization, matroid intersection and submodular flow, the running time improvements over the past two decades have been primarily combinatorial; that is they have been achieved by discrete algorithms that do not use numerical machinery such as cutting plane methods.
In this paper we make progress on these classic optimization problems on two fronts. First we show how to improve on the running time of cutting plane methods for a broad range of parameters that arise frequently in both combinatorial applications and convex programming (Section I). Second, we provide several frameworks for applying the cutting plane method and illustrate the efficiency of these frameworks by obtaining faster running times for semidefinite programming, matroid intersection, and submodular flow (Section II). Finally, we show how to couple our approach with the problem specific structure and obtain faster weakly and strongly polynomial running times for submodular function minimization, a problem of tremendous importance in combinatorial optimization (Section III). In both cases our algorithms are faster than previous best by a factor of roughly Ω(n 2 ). We remark that many of our running time improvements come both from our faster cutting method and from new careful analysis of how to apply these cutting plane methods. In fact, simply using our reductions to cutting plane methods and a seminal result of Vaidya [91] , [93] on cutting plane methods we provide improved running times for solving many of these problems. As such, we organized our presentation to hopefully make it easy to apply cutting plane methods to optimization problems and obtain provable guarantees in the future.
Our results demonstrate the power of cutting plane methods in theory and possibly pave the way for new cutting plane methods in practice. We show how cutting plane methods can continue to improve running times for classic optimization problems and we hope that these methods may find further use. As cutting plane methods such as analytic cutting plane method [38] , [7] , [39] , [78] , [99] , [40] are frequently used in practice [43] , [37] , these techniques may have further implications.
This extended abstract summarizes our main contributions and approaches taken from the full version. Each section in this document is expanded into a part in the full version, demarcating the different types of problems considered and results achieved.
I. A FASTER CUTTING PLANE METHOD
Throughout Section I we study the following feasibility problem: Definition 1 (Feasibility Problem). Given a separation oracle for a set K ⊆ R n contained in a box of radius R either find a point x ∈ K or prove that K does not contain a ball of radius . Let SO be the cost of the oracle.
This feasibility problem is one of the most fundamental and classic problems in optimization. Since the celebrated result of Yudin and Nemirovski [100] in 1976 and Khachiyan [60] in 1979 essentially proving that this problem can be solved in time O(poly(n) · SO · log(R/ )), this problem has served as one of the key primitives for solving numerous problems in both combinatorial and convex optimization.
Despite the prevalence of this feasibility problem the best known running time for solving this problem has not been improved in over 25 years. In a seminal result of Vaidya in 1989 [91] , he showed how to solve the problem in time O(n · SO · log(nR/ ) + n ω+1 log(nR/ )). However, while there have been interesting generalizations and practical improvements [3] , [83] , [38] , [7] , [39] , [78] , [99] , [40] , [12] , the best theoretical guarantees for solving this problem have not been improved since.
In Section I we show how to improve upon Vaidya's running time in certain regimes. We provide a cutting plane algorithm which achieves an expected running time of O(n · SO · log(nR/ ) + n 3 log O(1) (nR/ )), improving upon the previous best known running time for the current known value of ω < 2.373 [98] , [36] when R/ = O(poly(n)). We achieve our results by the combination of multiple techniques. First we show how to use techniques from the work of Vaidya and Atkinson to modify Vaidya's scheme so that it is able to tolerate random noise in the computation in each iteration. We then show how to use known numerical machinery [92] , [87] , [68] in combination with new techniques to implement each of these relaxed iterations efficiently. We hope that both these numerical techniques as well as our scheme for approximating complicated methods, such as Vaidya's, may find further applications.
While our paper focuses on theoretical aspects of cutting plane methods, we achieve our results via the careful application of practical techniques such as dimension reduction and sampling. As such we hope that ideas in this Year Algorithm Complexity 1979 Ellipsoid Method [86] , [100] , [60] O(n 2 SO log κ + n 4 log κ)
1988 Inscribed Ellipsoid [61] , [79] O(nSO log κ + (n log κ) 4 paper may lead to improved practical 1 algorithms for non-smooth optimization.
A. Previous Work
Throughout this paper, we restrict our attention to algorithms for the feasibility problem that have a polynomial dependence on SO, n, and log(R/ ). Such "efficient" algorithms, typically follow the following iterative framework. First, they compute some trivial region Ω that contains K. Then, they call the separation oracle at some point x ∈ Ω. If x ∈ K the algorithm terminates having successfully solved the problem. If x / ∈ K then the separation oracle must return a half-space containing K. The algorithm then uses this half-space to shrink the region Ω while maintaining the invariant that K ⊆ Ω. The algorithm then repeats this process until it finds a point x ∈ K or the region Ω becomes too small to contains a ball with radius .
Previous work on efficient algorithms for the feasibility problem all follow this iterative framework. They vary in terms of what set Ω they maintain, how they compute the center to query the separation oracle, and how they update the set. In Table I .1, we list the previous running times for solving the feasibility problem. As usual SO indicates the cost of the separation oracle. To simplify the running times we let κ def = nR/ . The running times of some algorithms in the table depend on R/ instead of nR/ . However, for many situations, we have log(R/ ) = Θ(log(nR/ )) and hence we believe this is still a fair comparison.
The first efficient algorithm for the feasibility problem is the ellipsoid method, due to Shor [86] , Nemirovksii and Yudin [100] , and Khachiyan [60] . The ellipsoid method maintains an ellipsoid as Ω and uses the center of the ellipsoid as the next point. It takes Θ(n 2 log κ) calls which is far from the lower bound Ω(n log κ) calls [77] . To alleviate the problem, the algorithm could maintain all the information from the oracle, i.e., the polytope created from the intersection of all half-spaces obtained. The center of gravity method [69] achieves the optimal oracle complexity using this polytope and the central of gravity of this polytope as the next point. However, computing central of gravity is computationally expensive and hence we do not list the running time of it in Table I.1. The Inscribed Ellipsoid Method [61] also achieved an optimal oracle complexity using this polytope as Ω but instead using the center of the maximal inscribed ellipsoid in the polytope to query the separation oracle. We listed it as occurring in year 1988 in Table I .1 because it was [79] that yielded the first polynomial time algorithm to actually compute this maximal inscribed ellipsoid for polytope.
Vaidya [91] obtained a faster algorithm by maintaining an approximate of this polytope and using a different center, namely the volumetric center. Although the oracle complexity of this volumetric center method is very good, the algorithm is not extremely efficient as each iteration involves matrix inversion. Atkinson and Vaidya [7] showed how to avoid this computation in certain settings however they were unable to achieve the desired convergence rate.
Bertsimas and Vempala [10] also provide an algorithm that avoids these expensive linear algebra operations while maintaining the optimal convergence rate by using techniques in sampling convex sets. Even better, this result works for a much weaker oracle, membership oracle. However, the additional cost of this algorithm is relatively high in theory. We remark that while there are considerable improvement on the sampling techniques [71] , [58] , [68] , the additional cost is still quite high compared to standard linear algebra.
B. Challenges in Improving Previous Work
Our algorithm builds upon the previous fastest algorithm of Vaidya [93] . Ignoring implementation details and analysis, Vaidya's algorithm is quite simple. This algorithm simply maintains a polytope P (k) = {x ∈ R n : A x − b ≥ 0} as the current Ω and uses the volumetric center, the minimizer of the volumetric barrier function arg min
as the point at which to query the separation oracle. The polytope is then updated by adding shifts of the half-spaces returned by the separation oracle and dropping unimportant constraints. By choosing the appropriate shift, picking the right rule for dropping constraints, and using Newton's method to compute the volumetric center he achieved a running time of O(n · SO · log κ + n 1+ω log κ). While Vaidya's algorithms' dependence on SO is essentially optimal, the additional per-iteration costs of his algorithm could possibly be improved. The computational bottleneck in each iteration of Vaidya's algorithm is computing the gradient of log det which involves computing the leverage scores σ( x)
x ), a commonly occurring quantity in numerical analysis and convex optimization [87] , [16] , [70] , [68] , [67] . As the best known algorithms for computing leverage scores exactly in this setting take time O(n ω ), directly improving the running time of Vaidya's algorithm seems challenging.
However, since an intriguing result of Spielman and Srivastava in 2008 [87] , it has been well known that using Johnson Lindenstrauss these leverage scores can be computed up to a multiplicative ( [67] , [68] . Consequently if it could be shown that computing approximate leverage scores sufficed, this would potentially decrease the amortized cost per iteration of Vaidya's method.
Unfortunately, Vaidya's method does not seem to tolerate this type of multiplicative error. If leverage scores were computed this crudely then in using them to compute approximate gradients for (I.1), it seems that any point computed would be far from the true center. Moreover, without being fairly close to the true volumetric center, it is difficult to argue that such a cutting plane method would make progress.
To overcome this issue, it is tempting to directly use recent work on improving the running time of linear programming [67] . In this work, the authors faced a similar issue where a volumetric, i.e. log det, potential function had the right analytic and geometric properties, however was computational expensive to minimize. To overcome this issue the authors instead computed a weighted analytic center:
arg min
For carefully chosen weights this center provides the same convergence guarantees as the volumetric potential function, while each step can be computed by solving few linear systems (rather than forming the matrix inverse). Unfortunately, it is unclear how to directly extend the work in [67] on solving an explicit linear program to the feasibility problem specified by a separation oracle. While, it is possible to approximate the volumetric barrier by a weighted analytic center in many respects, proving that this approximation suffices for efficient convergence remains open. In fact, the volumetric barrier function as used in Vaidya's algorithm is well approximated simply by the standard analytic center arg min
as all the unimportant constraints are dropped during the algorithm. However, despite decades of research, the best running times known for solving the feasibility problem using the analytic center are Vaidya and Atkinson algorithm from 1995 [7] . While the running time of this algorithm could possibly be improved using approximate leverage score computations and amortized efficient linear system solvers, unfortunately at best, without further insight this would yield an algorithm which requires a suboptimal O(n log O(1) κ) queries to the separation oracle. As pointed out in [7] , the primary difficulty in using any sort of analytic center is quantifying the amount of progress made in each step. We still believe providing direct near-optimal analysis of weighted analytic center is a tantalizing open question warranting further investigation. However, rather than directly address the question of the performance of weighted analytic centers for the feasibility problem, we take a slightly different approach that side-steps this issue. We provide a partial answer that still sheds some light on the performance of the weighted analytic center while still providing our desired running time improvements.
C. Our Approach
To overcome the shortcoming of the volumetric and analytic centers we instead consider a hybrid barrier function arg min
for careful chosen weights. Our key observation is that for correct choice of weights, we can compute the gradient of this potential function. In particular if we let w = τ − σ( x) then the gradient of this potential function is the same as the gradients of i∈[m] τ i log s i ( x), which we can compute efficiently. Moreover, since we are using log det, we can use analysis similar to Vaidya's algorithm [91] to analyze the convergence rate of this algorithm. Unfortunately, this simple observation and does not immediately change the problem substantially. It simply pushes the problem of computing gradients of log det to computing w. Therefore, for this scheme to work, we would need to ensure that the weights do not change too much and that when they change, they do not significantly hurt the progress of our algorithm. In other words, for this scheme to work, we would still need very precise estimates of leverage scores.
However, we note that the leverage scores σ( x) do not change too much between iterations. Moreover, we provide what we believe is an interesting technical result that an unbiased estimates to the changes in leverage scores can be computed using linear system solvers such that the total error of the estimate is bounded by the total change of the leverage scores. Using this result our scheme simply follows Vaidya's basic scheme in [91] , however instead of minimizing the hybrid barrier function directly we alternate between taking newton steps we can compute, changing the weights so that we can still compute Newton steps, and computing accurate unbiased estimates of the changes in the leverage scores so that the weights do not change adversarially by too much.
To make this scheme work, there are two additional details that need to be dealt with. First, we cannot let the weights vary too much as this might ultimately hurt the rate of progress of our algorithm. Therefore, in every iteration we compute a single leverage score to high precision to control the value of w i and we show that by careful choice of the index we can ensure that no weight gets too large.
Second, we need to show that changing weights does not affect our progress by much more than the progress we make with respect to log det. To do this, we need to show the slacks are bounded above and below. We enforce this by adding regularization terms and instead consider the potential function
This allows us to ensure that the entries of s( x) do not get too large or to small and therefore changing the weighting of the analytic center cannot affect the function value too much. Third, we need to make sure our potential function is convex. If we simply take w = τ − σ( x) with τ is an estimator of σ( x), w can be negative and the potential function could be non-convex. To circumvent this issue, we use w = c e + τ − σ( x) and make sure τ − σ( x) ∞ < c e .
Combining these insights, using efficient algorithms for solving a sequence of slowly changing linear systems [92] , [67] , [68] , and providing careful analysis ultimately allows us to achieve a running time of O(nSO log κ + n 3 log O(1) κ) for the feasibility problem. Furthermore, in the case that K does not contain a ball of radius , our algorithm provides a proof that the polytope does not contain a ball of radius . This proof ultimately allows us to achieve running time improvements for strongly polynomial submodular minimization in Part III.
is a hyperplane returned by the separation oracle and δ = Ω √ n .
3) The polytope P has small width with respect to some direction a 1 given by one of the constraints, i.e.
4) Furthermore, the algorithm produces a proof of the fact above involving convex combination of the constraints, namely, non-negatives t 2 , ..., t O(n) and x
∈ P such that a) x 2 ≤ 3 √ nR, b) a 1 + O(n) i=2 t i a i 2 = O R √ n log(R/ ) , c) a T 1 x − b 1 ≤ , d) O(n) i=2 t i a i T x − O(n) i=2 t i b i ≤ O(n log(R/ )) .
II. A USER'S GUIDE TO CUTTING PLANE METHODS
Cutting plane methods have long been employed to obtain polynomial time algorithms for solving optimization problems. However, for many problems cutting plane methods are often regarded as inefficient both in theory and in practice.In the full version, we provide several techniques for applying cutting plane methods efficiently. Moreover, we illustrate the efficacy and versatility of these techniques by showing how they allows us to achieve improved running times for solving multiple problems including semidefinite programming, matroid intersection, and submodular flow.
We hope these results revive interest in ellipsoid and cutting plane methods. We believe the results demonstrate that these techniques can be useful not just for showing that a problem is solvable in polynomial time, but in many settings they can be used to yield substantial running time improvements. Some of these techniques are new and some are extensions of previously known techniques.
In the remainder of this section we give an overview of the main techniques we employ to apply our cutting plane method (Section II-A, II-B, and II-C), demonstrate the versatility of our approach (Section II-D), and provide an overview of many of the improved running times that can be achieved by our algorithms (Section II-E).
A. Technique 0: From Feasibility to Optimization
Although cutting plane methods are typically introduced as algorithms for finding a point in a convex set (as we did with the feasibility problem in Section I), this is often not the easiest way to apply the methods. Moreover, improperly applying results on the feasibility problem to solve convex optimization problems can sometimes lead to vastly sub-optimal running times.
Here, we explain how to use our cutting plane method to efficiently solve convex optimization problems using an approximate subgradient oracle. Our result is based on a result of Nemirovski [76] in which he showed how to use a cutting plane method to solve convex optimization problems without smoothness assumptions on the function and with minimal assumptions on the size of the function's domain. We generalize his proof to accommodate for an approximate separation oracle, an extension which is essential for our later applications. We use this result as the starting point for two new techniques we discuss below. We define an approximate separation oracle and provide our main theorem regarding convex optimization below.
Definition 3 (Separation Oracle for a Function). For any convex function f , η ≥ 0 and δ ≥ 0, a (η, δ)-separation oracle on a convex set Γ for f is a function on R n such that for any input x ∈ Γ, it either asserts f ( x) ≤ min y∈Γ f ( y) + η or outputs a half space H such that
with b ≤ δ c and c = 0. We let SO η,δ (f ) be the time complexity of this oracle.
If the function f is differentiable, the gradient of f is a (0, 0)-separation oracle and it can usually be computed by explicit formula. 
with an expected running time of
, κ = R MinWidth(Ω) and MinWidth(Ω) = min a 2 =1 max x, y∈Ω a, x − y .
Observe that this algorithm requires no information about Ω (other than that Ω ⊆ B ∞ (R)) and does not guarantee x j ∈ Ω. Hence, even though Ω can be complicated to describe, the algorithm still gives a guarantee related to the gap max x∈Ω f ( x) − min x∈Ω f ( x). For specific applications, it is therefore advantageous to pick a Ω as large as possible while the bound on function value is as small as possible. Specifically, using John's ellipsoid, it can be shown that any convex set Ω can be transformed linearly such that (1) B ∞ (1) contains Ω and, (2) MinWidth(Ω) = Ω(n −3/2 ). In other words, κ can be effectively chosen as O(n 3/2 ). Therefore if we are able to find such a linear transformation, the running time is simply O nSO(f ) log (n/α) + n 3 log O(1) (n/α) . In general, this can be done easily using the structure of the particular problem and the running time does not depend on the size of domain at all.
B. Technique 1: Dimension Reduction through Duality
Now, we discuss how cutting plane methods can be applied to obtain both primal and dual solutions to convex optimization problems. Moreover, we show how this can be achieved while only applying the cutting plane method in the space, primal or dual, which has a fewer number of variables. Thus we show how to use duality to improve the convergence of cutting plane methods while still solving the original problem.
To illustrate this idea consider the following very simple linear program (LP)
where x ∈ R n and w ∈ R n . Although this LP has n variables, it should to be easy to solve purely on the grounds that it only has one equality constraint and thus dual linear program is simply
i.e. a LP with only one variable. Consequently, we can apply e.g. the cutting plane method to solve it efficiently. Thus, while we can use duality to decrease dimensions, it is not always obvious how to recover the optimal primal solution x variable given the optimal dual solution y. Indeed, for many problems their dual is significantly simpler than itself (primal).
One such recent example is the linear programming result of [67] . In this result, they show how to take advantage of this observation and get a faster LP solver and maximum flow algorithm. It is interesting to study how far this technique can extend, that is, in what settings can one recover the solution to a more difficult dual problem from the solution to its easier primal problem?
There is in fact another precedent for such an approach. Grötschel, Lovász and Schrijver [45] showed how to obtain the primal solution for linear program by using a cutting plane method to solve the linear program exactly. This is based on the observation that cutting plane methods are able to find the active constraints of the optimal solution and hence one can take dual of the linear program to get the dual solution. This idea was further extended in [63] which also observed that cutting plane methods are incrementally building up a LP relaxation of the optimization problem. Hence, one can find a dual solution by taking the dual of that relaxation.
In the full paper, we show that this idea allows us to recover a dual optimal solution from an approximately optimal primal solution. Unfortunately, the performance of this approach seems quite problem-dependent. We therefore simply use semidefinite programming (SDP) to illustrate it. As a by-product, we obtain a faster SDP solver in both the primal and dual formulations of the problem.
C. Technique 2: Using Optimization Oracles Directly
In the seminal works of Grötschel, Lovász, Schrijver and independently Karp and Papadimitriou [44] , [59] , they showed the equivalence between optimization oracles and separation oracles, and gave a general method to construct a separation oracle for a convex set given an optimization oracle for that set, that is an oracle for minimizing linear functionals over the set. This seminal result led to the first weakly polynomial time algorithm for many algorithms such as submodular function minimization. Since then, this idea has been used extensively in various settings [57] , [13] , [14] , [20] .
Unfortunately, while this equivalence of separation and optimization is a beautiful and powerful tool for polynomial time solvability of problems, in many case it may lead to inefficient algorithms. In order to use this reduction to get a separation oracle, the optimization oracle may need to be called multiple times -essentially the number of times needed to run a cutting plane method and hence may be detrimental to obtaining small asymptotic running times. Therefore, it is an interesting question of whether there is a way of using an optimization oracle more directly.
We consider a special class of problems, that we call the intersection problem. For these problems we demonstrate how to achieve running time improvements by using optimization oracles directly. The problem we consider is as follows. We wish to solve the problem for some cost vector c and convex set K. We assume that the convex set K can be decomposed as K = K 1 ∩ K 2 such that max x∈K1 c, x and max x∈K2 c, x can each be solved efficiently.
We show that by considering a carefully regularized variant, we obtain a problem such that optimization oracles for K 1 and K 2 immediately yield a separation oracle for this regularized problem. By analyzing the regularizers and bounding the domains of the problem we are able to show that this allows us to efficiently compute highly accurate solutions to the intersection problem without using a complicated iterative scheme, such as cutting plane methods which rely on the equivalence between separation and optimization. To state our result, we define the optimization oracle as follows:
Definition 5. Given a convex set K and δ > 0. A δ-optimization oracle for K is a function on R n such that for any input c ∈ R n , it outputs y such that max x∈K c, x ≤ c, y + δ.
We denote by OO δ (K) the time complexity of this oracle.
In the full version, we show the following result c, x ≤ δ + c, z
Also, it takes time only
We note that this intersection problem can be viewed as a generalization of the matroid intersection problem and we show our reduction gives a faster algorithm in certain parameter regimes. As another example, we show our reduction gives a substantial polynomial improvement in the running time for the submodular flow problem.
D. Affine Subspace of Convex Set
We stress that while some results in this section are problem-specific, the techniques introduced here are quite general and are applicable to a wider range of problems. To illustrate this, here we demonstrate how one can take mixture of the two techniques above to get an generalization but less efficient version of the linear programming result of [66] . Consider the following optimization problem where x, c ∈ R n , K is a convex subset of R n , A ∈ R r×n and b ∈ R m . Here, we assume a slightly stronger optimization oracle for K: Definition 7. Given a convex set K and δ > 0. A δ-2nd-order-optimization oracle for K is a function on R n such that for any input c ∈ R n and λ > 0, it outputs y such that
We denote by OO (2) δ,λ (K) the complexity of this oracle. In the full paper, we show how to obtain the following result: 
Figure II.1. Previous algorithms for solving a n × n SDP with m constraints and S non-zeros entries and A z − b 2 ≤ δ; and the algorithm takes O rOO
where r is the number of rows in A, η = δ nM
Remark 9. In [66] , they considered the special case K = { x : 0 ≤ x i ≤ 1} and showed that it can be solved inÕ( √ r) iterations using interior point methods. This gives the current fastest algorithm for the maximum flow problem on directed weighted graphs. Our result generalizes their result to any convex set K but withÕ(r) iterations.
E. Applications
Here we demonstrate the efficacy of our approach by providing algorithms that improve upon the previous best known running times for solve several classic problems in combinatorial and continuous optimization. We provide a an overview of these applications, previous work on these problems, and our results.
In order to avoid deviating from our main discussion, our coverage of previous methods and techniques is brief. Given the large body of prior works on SDP, matroid intersection and submodular flow, it would be impossible to have an in-depth discussion on all of them. In order to demonstrate the power of our techniques, we do however provide a running time comparison of our algorithms with the relevant previous methods.
Semidefinite Programming
Consider the semidefinite programming (SDP) problem and hence the dual problem has fewer variables than the primal. There are many results and applications of SDP; see [94] , [89] , [74] for a survey on this topic. Since our focus is on polynomial time algorithms, we do not discuss pseudo-polynomial algorithms such as the spectral bundle methods [46] , multiplicative weight update methods [5] , [6] , [56] , [2] , etc. Currently, there are two competing approaches for solving SDP problems, namely interior point methods (IPM) and cutting plane methods. Typically, IPMs require fewer iterations than the cutting plane methods, however each iteration of these methods is more complicated. For SDP problems, interior point methods require the computations of the Hessian of the function − log det (C − n i=1 y i A i ) whereas cutting plane methods usually only need to compute minimum eigenvectors of the slack matrix C − n i=1 y i A i . In [4] , Anstreicher provided the current fastest IPM for solving the dual SDP problem using a method based on the volumetric barrier function. This method takes O((mn) 1/4 ) iterations and each iteration is as cheap as usual IPMs. For general matrices C, X, A i , each iteration takes O(nm ω + n ω−1 m 2 ) time where ω is the fast matrix multiplication exponent. If the matrices are sparse, then [35] , [75] show how to use matrix completion inside the IPM. However, the running time depends on the extended sparsity patterns which can be much larger than the total number of non-zeros.
In [64] , Krishnan and Mitchell observed that the separation oracle for dual SDP takes only O(m ω + S) time, where S = n i=1 nnz(A i ) be the total number of non-zeros in the constant matrix Hence, the cutting plane method by [93] gives a faster algorithm for SDP for many regimes. For ω = 2.38, the cutting plane method is faster when the problem is not too dense, i.e.
. It is known how to make use of cutting plane methods to get the primal solution [63] ; however, to the best knowledge of the authors, we are not aware any worst case running time analysis on this.
Authors

Years
Running times Edmonds [22] 1968 not stated Aigner, Dowling [1] 1971 O(nr 2 T ind ) Tomizawa, Iri [90] 1974 not stated Lawler [65] 1975 O(nr 2 T ind ) Edmonds [24] 1979 not stated Cunningham [18] 1986 O(nr
Previous algorithms for (unweighted) matroid intersection. Here n is the size of the ground set, r = max{r 1 , r 2 } is the maximum rank of the two matroids, T ind is the time needed to check if a set is independent (independence oracle), and T rank is the time needed to compute the rank of a given set (rank oracle).
Authors Years Running times Edmonds [22] 1968 not stated Tomizawa, Iri [90] 1974 not stated Lawler [65] 1975 O(nr 2 T ind + nr 3 ) Edmonds [24] 1979 not stated Frank [28] 1981 O(n 2 r(T circuit + n)) Orlin, Ahuja [82] 1983 not stated Brezovec, Cornuéjols, Glover [11] 1986 O(nr(T circuit + r + log n)) Fujishige, Zhang [34] 1995 O(n 2 r 0.5 log rM · T ind ) Shigeno, Iwata [85] 1995
Previous algorithms for weighted matroid intersection. In additions to the notations used in the unweighted table, T circuit is the time needed to find a fundamental circuit and M is the bit complexity of the weights.
In the full version, we present improved algorithms for finding the dual solution and prove carefully how to obtain the primal solution.
Theorem 10. Consider the semidefinite programming (SDP) problem:
2) The primal feasible set lies inside the region TrX ≤ M .
3) The dual feasible set lies inside the region y ∞ ≤ M . Let OPT be the optimum solution. Then, with high probability, we can find X and y such that
where S is the sparsity of the problem defined as nnz(C) + n i=1 nnz(A i ) and ω is the fast matrix multiplication constant. Our result on the faster cutting plane method suggests that matrix multiplication can sometimes be avoided by carefully analyzing the changes from one iteration to the next. We suspect that this may also be possible for our SDP algorithm.
Conjecture 11. Is there a O nS
time algorithm for SDP?
Authors
Years Running times Fujishige [30] 1978 not stated Grötschel, Lovász, Schrijver [44] 1981 weakly polynomial Zimmermann [101] 1982 not stated Barahona, Cunningham [9] 1984 not stated Cunningham, Frank [19] 1985 → O(n 4 h log C) Fujishige [31] 1987 not stated Frank, Tardos [29] 1987 strongly polynomial Cui, Fujishige [96] 1988 not stated Fujishige, Röck, Zimmermann [33] 1989
→ O(n 6 h log n) Chung, Tcha [15] 1991 not stated Zimmermann [102] 1992 not stated McCormick, Ervolina [73] 1993 O(n 7 h * log nCU ) Wallacher, Zimmermann [97] 1994 O(n 8 h log nCU ) Iwata [47] 1997 O(n 7 h log U ) Iwata, McCormick, Shigeno [52] 1998 O n 4 h min log nC, n 2 log n Iwata, McCormick, Shigeno [53] 1999 O n 6 h min log nU, n 2 log n Fleischer, Iwata, McCormick [27] 1999 O n 4 h min log U, n 2 log n Iwata, McCormick, Shigeno [54] 1999 O n 4 h min log C, n 2 log n Fleischer, Iwata [25] 2000
Figure II.4. Previous algorithms for Submodular Flow with n vertices, maximum cost C and maximum capacity U . The factor h is the time for an exchange capacity oracle, h * is the time for a "more complicated exchange capacity oracle" and EO is the time for evaluation oracle of the submodular function. The arrow,→, indicates that it used currently best maximum submodular flow algorithm as subroutine which was non-existent at the time of the publication.
Matroid Intersection
Matroid intersection is one of the most fundamental problems in combinatorial optimization. The first algorithm for matroid intersection is due to the seminal paper by Edmonds [22] . In Figures 9.2 and 9 .3 we provide a summary of the previous algorithms for unweighted and weighted matroid intersection as well as the new running times we obtain in this paper. While there is no total ordering on the running times of these algorithms due to the different dependence on various parameters, we would like to point out that our algorithms outperform the previous ones in regimes where r is close to n and/or the oracle query costs are relatively expensive. In particular, in terms of oracle query complexity our algorithms are the first to achieve the quadratic bounds ofÕ(n 2 ) andÕ(nr) for independence and rank oracles. We hope our work will revive the interest in the problem of which progress has been mostly stagnated for the past 20-30 years.
Theorem 12. Suppose that the weight w is integer with w ∞ ≤ M . Then, we can find
where GO is the cost of greedy method for I 1 and I 2 .
Conjecture 13. What is the optimal rank and independence oracle complexity for matroid intersection? Is our quadratic bound tight?
One nice aspect of this open problem is that oracle complexity can be established without any computational hardness assumption as it is a purely information theoretic measure. If our bound is indeed tight, one possible approach would be to examine the tight instances for our algorithm which might in turn give a lower bound.
Minimum-Cost Submodular Flow
(Minimum-cost) Submodular Flow is a very general problem in combinatorial optimization which generalizes many problems such as minimum cost flow, the graph orientation, polymatroid intersection, directed cut covering [32] . In Figure 9 .4 we provide an overview of the previous algorithms for submodular flow.
Many of the running times carry a parameter h, which is the time required for computing an "exchange capacity". To our knowledge, the best way of computing an exchange capacity is to solve an instance of submodular minimization which previously took timeÕ(n 4 EO + n 5 ) but nowÕ(n 2 EO + n 3 ) thanks to our result in Section III. Readers may wish to substitute h =Õ(n 2 EO + n 3 ) when reading the table. The previous fastest weakly polynomial algorithms for submodular flow are by [54] , [25] , [27] , which take timẽ O(n 6 EO + n 7 ) and O(mn 5 log nU · EO), assuming h =Õ(n 2 EO + n 3 ). Our algorithm for submodular flow has a running time ofÕ(n 2 EO + n 3 ), which is significantly faster by roughly a factor ofÕ(n 4 ). For strongly polynomial algorithms, our results in this section do not yield a speedup but we remark that our faster strongly polynomial algorithm for submodular minimization in Section III improves the previous algorithms by a factor ofÕ(n 2 ) as a corollary (because h requires solving an instance of submodular minimization). In Section III, we provide a faster weakly polynomial algorithm for submodular minimization and then show how to make it strongly polynomial. We believe that this can also be done for submodular flow because of the similarity between the two problems. [23] , submodular functions and the problem of minimizing such functions (i.e. submodular function minimization) have served as a popular modeling and optimization tool in various fields such as theoretical computer science, operations research, game theory, and most recently, machine learning. Given its prevalence, fast algorithms for SFM are of immense interest both in theory and in practice.
Throughout Section III, we consider the standard formulation of SFM: we are given a submodular function f defined over the subsets of a n-element ground set. The values of f are integers, have absolute value at most M , and are evaluated by querying an oracle that takes time EO. Our goal is to produce an algorithm that solves this SFM problem, i.e. finds a minimizer of f , while minimizing both the number of oracle calls made and the total running time.
We provide new O(n 2 log nM · EO + n 3 log O(1) nM ) and O(n 3 log 2 n · EO + n 4 log O(1) n) time algorithms for SFM. These algorithms improve upon the previous fastest weakly and strongly polynomial time algorithms for SFM which had a a running time of O((n 4 · EO + n 5 ) log M ) [49] and O(n 5 · EO + n 6 ) [81] respectively. Consequently, we improve the running times in both regimes by roughly a factor of O(n 2 ). Both of our algorithms bear resemblance to the classic approach of Grötschel, Lovász and Schrijver [44] , [45] using the Lovász extension. In fact our weakly polynomial time algorithm directly uses the Lovász extension as well as the results of Section II to achieve these results. Our strongly polynomial time algorithm also uses the Lovász extension, along with more modern tools from the past 15 years.
At a high level, our strongly polynomial algorithms apply our cutting plane method in conjunction with techniques originally developed by Iwata, Fleischer, and Fujishige (IFF) [51] . Our cutting plane method is performed for enough iterations to sandwich the feasible region in a narrow strip from which useful structural information about the minimizers can be deduced. Our ability to derive the new information hinges on a significant extension of IFF techniques.
Over the past few decades, SFM has drawn considerable attention from various research communities, most recently in machine learning [8] , [62] . Given this abundant interest in SFM, we hope that our ideas will be of value in various practical applications. Indeed, one of the critiques against existing theoretical algorithms is that their running time is too slow to be practical. Our contribution, on the contrary, shows that this school of algorithms can actually be made fast theoretically and we hope it may potentially be competitive against heuristics which are more commonly used.
A. Previous Work
Here we provide a brief survey of the history of algorithms for SFM. For a more comprehensive account of the rich history of SFM, we refer the readers to recent surveys [72] , [50] .
The first weakly and strongly polynomial time algorithms for SFM were based on the ellipsoid method [60] and were established in the foundational work of Grötschel, Lovász and Schrijver in 1980's [44] , [45] . Their work was complemented by a landmark paper by Cunningham in 1985 which provided a pseudopolynomial algorithm that followed a flow-style algorithmic framework [17] . His tools foreshadowed much of the development in SFM that would take place 15 years later. Indeed, modern algorithms synthesize his framework with inspirations from various max flow algorithms.
The first such "flow style" strongly polynomial algorithms for SFM were discovered independently in the breakthrough papers by Schrijver [84] and Iwata, Fleischer, and Fujishige (IFF) [51] . Schrijver's algorithm has a running of O(n 8 · EO + n 9 ) and borrows ideas from the push-relabel algorithms [41] , [21] for the maximum flow problem. On the other hand, IFF's algorithm runs in time O(n 7 log n · EO) and O(n 5 · EO log M ), and applies a flow-scaling scheme with the aid of certain proximity-type lemmas as in the work of Tardos [88] . Their method has roots in flow algorithms such as [47] , [42] .
Subsequent work on SFM provided algorithms with considerably faster running time by extending the ideas in these two "genesis" papers [84] , [51] in various novel directions [95] , [26] , [49] , [81] , [55] . Currently, the fastest weakly and strongly polynomial time algorithms for SFM have a running time of O((n 4 · EO + n 5 ) log M ) [49] and O(n 5 · EO + n 6 ) [81] respectively. Despite this impressive track record, the running time has not been improved in the last eight years.
We remark that all of the previous algorithms for SFM proceed by maintaining a convex combination of O(n) BFS's of the base polyhedron, and incrementally improving it in a relatively local manner. As we shall discuss in Section III-B, our algorithms do not explicitly maintain a convex combination. This may be one of the fundamental reasons why our algorithms achieve a faster running time.
Finally, beyond the distinction between weakly and strongly polynomial time algorithms for SFM, there has been interest in another type of SFM algorithm, known as fully combinatorial algorithms in which only additions and subtractions are permitted. Previous such algorithms include [55] , [49] , [48] . We do not consider such algorithms in the remainder of the paper and leave it as an open question if it is possible to turn our algorithms into fully combinatorial ones.
B. Our Results and Techniques
In Section III we show how to improve upon the previous best known running times for SFM by a factor of O(n 2 ) in both the strongly and weakly polynomial regimes. In Figure III .1 summarizes the running time of the previous algorithms as well as the running times of the fastest algorithms presented in this paper.
Both our weakly and strongly polynomial algorithms for SFM utilize a convex relaxation of the submodular function, called the Lovász extension. Our algorithms apply our cutting plane method from Section I using a separation oracle given by the subgradient of the Lovász extension. To the best of the author's knowledge, Grötschel, Lovász and Schrijver were the first to formulate this convex optimization framework for SFM [44] , [45] .
For weakly polynomial algorithms, our contribution is two-fold. First, we show that cutting plane methods such as Vaidya's [93] can be applied to SFM to yield faster algorithms. Second, as our cutting plane method, Theorem 4, improves upon previous cutting plane algorithms and consequently the running time for SFM as well. This gives a running time of O(n 2 log nM · EO + n 3 log O(1) nM ), an improvement over the previous best algorithm by Iwata [49] by a factor of almost O(n 2 ). [44] , [45] and strongly Cunningham [17] 1985 O(Mn 6 log nM · EO) first pseudopoly Schrijver [84] 2000 Our strongly polynomial algorithms, on the other hand, require substantially more innovation. We first begin with a very simple geometric argument that SFM can be solved in O(n 3 log n · EO) oracle calls (but in exponential time). This proof only uses Grunbaum's Theorem from convex geometry and is completely independent from the rest of the paper. It was the starting point of our method and suggests that a running time of O(n 3 · EO + n O(1) ) for submodular minimization is in principle achievable. To turn this observation into an efficient algorithm, we first run cutting plane, Theorem 2, for enough iterations such that we compute either a minimizer or a set P containing the minimizers that fits within in a narrow strip. This narrow strip consists of the intersection of two approximately parallel hyperplanes. If our narrow strip separates P from one of the faces x i = 0, x i = 1, we can effectively eliminate the element i from our consideration and reduce the dimension of our problem by 1. Otherwise a pair of elements p, q can be identified for which q is guaranteed to be in any minimizer containing p (but p may not be contained in a minimizer). Our first algorithm deduces only one such pair at a time. This technique immediately suffices to achieve a O(n 4 · EO + n 5 ) time algorithm for SFM. We then improve the running time to O(n 3 · EO + n 4 ) by showing how to deduce many such pairs simultaneously in time proportional to the number of pairs recovered. Similar to past algorithms, this structural information is deduced from a point in the so-called base polyhedron. Readers well-versed in SFM literature may recognize that our strongly polynomial algorithms are reminiscent of the scaling-based approach first used by IFF [51] and later in [49] , [55] . While both approaches share the same skeleton, there are differences as to how structural information about minimizers is deduced.
Finally, there is one more crucial difference between these algorithms which we believe is responsible for much of our speedup. One common feature shared by all the previous algorithms is that they maintain a convex combination of O(n) BFS's of the base polyhedron, and incrementally improve on it by introducing new BFS's by making local changes to existing ones. Our algorithms, on the other hand, choose new BFS's by the cutting plane method. Because of this, our algorithm considers the geometry of the existing BFS's where each of them has influences over the choice of the next BFS. In some sense, our next BFS is chosen in a more "global" manner.
One natural question that arises from our work is whether our algorithm achieves the best possible time complexity. Earlier works on SFM (e.g. Schrijver's algorithm [84] ) suggest that the logarithmic factors in our running time should be avoidable. More interestingly, we wonder if the oracle complexity of O(n 3 ) can be improved to O(n 3− ). A positive solution would require a breakthrough in our understanding of the structure of submodular functions. 
