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Abstract
The motor system is continuously monitoring our performance, ensuring that our
actions are occurring as planned. Sensory prediction errors, which arise from
a discrepancy between the expected and actual sensory consequence of a motor
command (i.e., a planned action), are assumed to drive sensorimotor adaptation.
Sensorimotor adaptation is thought to involve changes in motor output that allow
the motor system to regain its former level of performance in perturbed circum-
stances. We employed experimental paradigms that involved both mechanical
and visual perturbations to evoke sensory prediction errors while participants per-
formed planar reaching movements. Movement error activates learning processes
in the brain, which alter our behaviour in the future. A prominent model of short-
term adaptation is built upon the theory that there appear to be at least two
processes of varying timescales operating together as humans learn to counteract
sensorimotor disturbances: a fast process that learns to reduce errors quickly but
also quickly forgets, and a slow process that learns to reduce errors slowly but
slowly forgets. The purpose of this dissertation was to track the mechanisms of
short-term motor adaptation within the framework of a two-state model. Col-
lectively, our three studies reinforce the hypothesis that short-term sensorimotor
adaptation, occurring over short time scales (e.g., over a period of minutes), is
supported by at least two underlying processes. Substantiated by our first and
third study, we have shown that both the fast and slow adaptation processes are
responsive to a history of error and both contribute to savings. The motor system
receives sensory feedback about both the environment and the body on a contin-
i
ual basis, in addition to predictive feedforward commands. How feedback gains
are changed can vary greatly, based on the state of the body and environment, as
well as the behavioural context of learning. It has been routinely suggested that
adaptation in response to a perturbation, results in a gradual shift over the course
of error-reduction from a feedback-driven mode of control to more predictive, feed-
forward control. Based on the results of our second study, we demonstrate that
the fast process of feedforward adaptation parallels the modulation in gain of the
feedback response over the course of learning to counter a force field perturbation.
We propose that the fast process, estimated from overall learning, may alterna-
tively be an identification of the feedback controller, while the slow process is the
recalibrated forward model. And lastly, while unpacking the result of our third
study we further suggest that it is the slow process which stores a memory com-
ponent from prior training which is then later accessed by both processes during
subsequent learning.
Lay Abstract
Reaching toward an object requires that you plan your actions in advance, estimate
how those actions will unfold, and use available feedback to make any corrections,
if needed. When we learn new actions we initially rely heavily on feedback from our
vision and from our sense of where our body is relative to a goal object. Initially
our movements vary from attempt to attempt, but with practice we improve our
performance. The main theory as to why we can improve suggests that we actually
become better at predicting the outcome of an action plan; this reduces the need
ii
to depend on feedback, which has a delay before it reaches the brain. Overall,
we want the movements we actually make to match the movements we intend to
make, and any difference is considered an error. When we experience an error,
interestingly, we do not just uniformly adjust our movements. Our work is based
on a computational approach to understanding how we change our behaviour in
the face of movement errors and suggests that the experience of an error engages
two processes of varying timescales operating together: a fast process that learns
to reduce errors quickly but also quickly forgets, and a slow process that learns to
reduce errors slowly but slowly forgets. If we look at these two processes, we can
see which process is most dominant to the overall change in behaviour at a given
point in time, and estimate the reliability of each input source. We propose that
the fast process may indicate when we prioritize feedback, while the slow process
indicates when we prioritize the intended action. Additionally, we considered the
phenomenon of savings, which is a classic feature of human motor behaviour and
is defined as the ability of prior learning to speed up subsequent relearning. We
suggest that the slow process stores a form of memory that allows the motor system
to evaluate if we have encountered this error previously. This memory is available
to both processes and when we are relearning a task, we are willing to learn more
from that same error.
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The studies presented in this thesis leveraged the behavioural analysis of upper
limb movements, combined with both computational modelling and electromyog-
raphy, to study sensorimotor adaptation in young healthy adults.
In the study presented in Chapter 2, we used the repetition of a rebound paradigm,
shown to be useful for extracting the fast and slow processes of the two-state model
in a force field task, to investigate the phenomenon of savings. Savings is a classic
feature of human motor behaviour and is defined as the ability of prior learning
to speed up subsequent relearning. It has been hypothesised that during motor
adaptation, two underlying processes (fast and slow) are involved in the reduction
of sensory prediction errors, each with different rates of learning and retention.
The goal of our first study was to characterize short-term motor adaptation using
a two-state model and test the idea that changes in both fast and slow processes
underlie savings. We found that the learning rate increased during reexposure to
the force field for both fast and slow processes. This result supports the idea that
fast and slow processes of sensorimotor adaptation both contribute to savings.
In addition to predictive feedforward commands, the motor system continuously
receives sensory information about both the environment and the body. In the
experiment presented in Chapter 3, we investigated whether the motor system
alters rapid feedback responses during adaptation to a novel force field in a manner
similar to adjustments in feedforward control. The unique feature of our design
was that we could study the time course in both feedforward and feedback systems
5
CHAPTER 1. INTRODUCTION
simultaneously and address the fundamental question of whether they change in
a similar manner. Our results indicated that the long-latency feedback response
(LLFR; 50 to 100 ms after muscle stretch) was the only portion of the rapid
feedback response that changed during the learning of an abrupt perturbation,
was upregulated in the early stages of learning and was highly correlated with the
fast component of feedforward adaptation. By linking the change in the LLFR to
the fast process, we predict that the change in the LLFR would be unchanged by
more stable changes in the environment. To test this, we ran a control experiment
with the second study where all features of the task remained the same, with the
exception of the force field being introduced in a gradual schedule. Here we found
that this form of learning was not supported by changes in the LLFR.
A key take-away from the second study was the proposal that the fast and slow
processes may be supported by different neural structures. In the experiment
presented in Chapter 4, we explored the questions of whether the underlying
processes of sensorimotor adaptation are therefore independently malleable. This
question was also tied to the results of our first study which clearly indicate that
the motor system must have stored some component of prior training to speed up
the subsequent learning, however it remained unclear how each process contributed
to savings. In other words, did both processes contribute to a single stored com-
ponent of prior training, later accessed by both, or did they store independent
components? Our goal was to use two different adaptation schedules thought to
differentially affect fast and slow learning processes based on error magnitude,
to test the idea that each process could be independently modulated. By com-
6
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paring the model estimates of participants in the gradual and structural learning
groups to the first session of the control group, we expected to see changes in error
sensitivity that depended on the type of prior training participants experienced.
Interestingly, however, we found that error sensitivity of both the fast and slow
processes was increased for both groups.
Collectively, these studies support the hypothesis that sensorimotor adaptation is
supported by at least two underlying processes.
1.2 Literature Review
1.2.1 Motor Learning
It is commonly accepted that the motor system, which is the part of the central
nervous system that is involved with movement, makes use of so-called inverse and
forward models in order to maintain control during everyday movements (Kawato
and Wolpert, 1998; Wolpert and Kawato, 1998a; Wolpert et al., 1998b). To gen-
erate a movement (e.g., of the upper limb), the brain uses an inverse model to
generate the appropriate motor commands. For example, you may wish to reach
out and grab a glass of water. To do so, you need to determine what muscle activ-
ities or forces you would need to generate in order to achieve that goal (and state).
When our brain sends motor commands to the arm, it produces a change in the
state of the hand (i.e., variables such as position and velocity, used to describe the
behaviour of a system). Subsequently, when you send a motor command to your
muscles, the forward model can predict where that command takes your limb. The
7
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reason for the forward model is due to the fact that sensory feedback occurs at a
variety of delays and relying on predictive information allows the motor system to
overcome this delay (Wolpert and Kawato, 1998a; Wolpert et al., 1998b). As a re-
sult, while our motor system plans and generates motor commands, it also predicts
the sensory consequence as well as acts on the predicted consequences. The pre-
dicted sensory consequences of a motor command, generated by the forward model,
allow for error detection when predicted and measured sensory consequences do
not match (Shadmehr and Mussa-Ivaldi, 1994; Wolpert et al., 1998b). When errors
occur during a movement, the motor system updates its estimates of internal and
external factors (i.e, we form a belief about the states of our body and the environ-
ment) to incorporate the new information (Wolpert and Kawato, 1998a; Wolpert
et al., 1998b). Adaptation is thought to occur through the updating of an internal
model based on sensory prediction errors (Scheidt et al., 2001; Thoroughman and
Shadmehr, 2000; Tseng et al., 2007; Wolpert and Kawato, 1998a).
1.2.2 Motor Adaptation Paradigms
When you consider an everyday action as simple as reaching toward an object,
you may take for granted that it requires that you plan your actions in advance,
estimate how those actions will unfold, and use available feedback to make any
corrections, if needed. To study this behaviour we use an experimental model
of motor control that involves having participants reach to targets in a virtual
environment, where importantly, we can manipulate the environment in which
participants are reaching. From an experimental standpoint, a simple voluntary
8
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movement is a goal-directed, point-to-point visually-guided reaching movement.
Although there are an infinite number of paths for the hand to follow enroute to
a target, a common result is that each reach is planned so as to maintain visually-
straight trajectories regardless of whether the actual hand path and the visually-
perceived hand path match (Bernstein, 1967; Morasso, 1981; Wolpert et al., 1995).
Since spatial accuracy is essential in many tasks, the brain adapts movements by
changing motor commands to maintain desired hand trajectories (Scheidt et al.,
2000; Shadmehr and Mussa-Ivaldi, 1994). A classic example of this feature of
behaviour is observed when a perturbation is introduced gradually to increase
the perceived curvature of an otherwise straight movement trajectory, whereby
participants will compensate by curving their actual hand path through space in
order to create a visually straight movement (Wolpert et al., 1995).
The ability to adapt our actions in response to a disturbance is a critical feature for
maintaining accurate motor performance. Adaptation paradigms are designed to
capture short-term changes in behaviour that occur very quickly, and are also de-
caying with the passage of time (Krakauer et al., 2000; Shadmehr and Mussa-Ivaldi,
1994; Smith et al., 2006). A variety of methods have been used to elicit adaptation
during experimental tasks. A standard and often utilized experimental approach
to study adaptation is through the use of one of two distinct classes of perturba-
tions, either visual or mechanical. In both cases, the experimental manipulation is
to impose a novel mapping between movements of the actual hand and the corre-
sponding visual feedback. Perturbations that alter the visual feedback originally
used prism goggles to shift the visual field by a known amount (Von Helmholtz,
9
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1867). More recent experimental studies use a computer display to laterally shift
or rotate visual feedback of a movement. In a visuomotor rotation task, a hand
movement aimed directly at a target will produce an on-screen cursor movement
that is rotated radially about the start position and participants consequently see
that their movement has generated an error. This use of a computer allows for
much more direct and flexible control of the relationship between a participants
actual hand position and the corresponding position of an on-screen cursor (Cun-
ningham, 1989; Ethier et al., 2008; Kojima et al., 2004; Krakauer et al., 2000;
Wolpert et al., 1995). Additionally, researchers have also used a mirror-reversal of
visual feedback during reaching (Imamura et al., 1996; Telgen et al., 2014).
Perturbations that mechanically disturb the movement include changing the in-
ertial property of the moving limb during reaching (Bock, 1990), or the use of
a novel force-field, typically applied by a robotic manipulandum (Shadmehr and
Mussa-Ivaldi, 1994). During force field adaptation, the goal of the task is to have
participants grasp a robotic manipulandum and make visually-guided reaching
movements while forces are generated by the robotic manipulandum onto the par-
ticipant’s hand to change reaching dynamics, causing the movement to deviate
from what was planned. This type of perturbation alters both the visual and pro-
prioceptive consequences of a motor command. One of the more common types of
force fields is a velocity-dependent curl field in which forces perturbing the hand are
proportional in magnitude and perpendicular in direction to the hand’s velocity.
From an internal model perspective, when you impose a systematic perturbation
10
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while participants are performing a well-studied arm reaching task, you are cre-
ating a mismatch between predicted sensory consequences and sensory feedback,
thus introducing error into the motor system. Both classes of perturbations gen-
erate movement errors to which participants have been shown to readily adapt.
Throughout this dissertation, I will describe two different tasks that both involve
reaching towards a target (i.e., a goal) in a horizontal plane. The main objec-
tive of both tasks is to navigate an on-screen cursor to a target as quickly and as
accurately as possible, in a situation where an executed movement is perturbed
by a change in the environment. The change in the environment was either a
velocity-dependent force applied to the moving limb by a robotic manipulandum,
or a visuomotor rotation of an on-screen cursor.
1.2.3 State-Space Models of Learning
When an abrupt perturbation is initially introduced, errors are initially large, but
decrease in an exponential manner in subsequent trials. Adaptation is character-
ized by the reduction of error over time, in order to return to a former level of
performance. Thoroughman and Shadmehr (2000) observed that when a catch
trial is introduced, whereby an experimenter temporarily removes the perturba-
tion, this induces an aftereffect, such that errors are now large and in the opposite
direction to the initial deviation of the perturbation. What is interesting is that
on the very next trial, when the perturbation is turned back on, they noticed that
performance was a little worse than the trial preceding the catch trial. This is
taken as evidence that this little bit of error had caused this little bit of unlearning
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or forgetting, which suggested that we think of learning as a trial-to-trial accu-
mulation. More generally speaking, the experience of an error during a current
movement leads to partial compensation on the following movement.
Mathematical models of learning have transformed our knowledge of memory dy-
namics in the field of motor control. The state-space model has emerged as an ef-
fective and easy tool for interpreting behaviour and predicting human performance.
Basic properties of adaptation are remarkably well characterized by this relatively
simple mathematical formulation of trial-to-trial reduction of error (Donchin et al.,
2003; Smith et al., 2006; Thoroughman and Shadmehr, 2000). In the model, error
e(n) arises because there is a difference between the output x(n) and the task
parameter f(n). The amount of learning (i.e., reduction in error) over time can
be mathematically modeled in terms of an iterative update of two fundamental
components of adaptation. In this manner, adaptation is explained by examining
how the experience of an error on a given trial affects the motor output on the
following trial. The trial-to-trial change in behaviour during adaptation can be
captured in the simplest form known as a single-state model, using the following
equations:
e(n) = f(n)− x(n) (1.1)
x(n+ 1) = A · x(n) +B · e(n) (1.2)
On trial n + 1, x represents the amount of force generated perpendicular to the
12
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direction of movement in a force field task or movement direction (i.e., angle) of a
reach in a visuomotor rotation task. Parameter A represents the rate of retention
(also called, forgetting rate) that describes how much is remembered from trial-
to-trial, and parameter B represents the error-sensitivity (also called, learning
rate) that describes what proportion of error is corrected for trial-to-trial. By
maintaining a balance between error sensitivity and retention, the motor system
effectively controls the rate at which it acquires new memories, as well as the
degree to which it is capable of adapting. The model as currently presented is
known as a single-state model, with two parameters, A and B, that operate on a
single time scale.
Despite the success of this single-state model in explaining the initial reduction
of errors, there are behavioral phenomena in adaptation tasks that this model
has difficulty accounting for (e.g., the phenomenon known as savings). Savings is
defined as the ability of prior learning to speed subsequent relearning (Ebbinghaus,
1964; Kojima et al., 2004; Smith et al., 2006). When a single-state model is
fitted to data from a savings paradigm, in which the perturbation is repeated
across sessions, it predicts the same learning rate for both the initial learning and
relearning, which is inconsistent with the behavioral data demonstrating savings.
Kojima et al. (2004) first explained savings observed in eye movements (saccades)
in monkeys with a model in which two distinct mechanisms specialized in either
increasing or decreasing the gain of saccades. These authors were able to suc-
cessfully achieve savings and washout of savings using this gain-specific approach.
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However, Kojima et al. (2004) discovered that when adaptation was extinguished
and time elapsed with the monkey receiving no input on its behaviour (i.e., no
feedback), there was a sudden recovery of the initially adapted state when it re-
sumed the task. This is an example of spontaneous recovery of motor memory,
which could not be explained by the gain-specific model.
In light of the fact that Kojima et al. (2004) observed a behavioural change even
when there was no error input as a guide, Smith et al. (2006) reasoned that move-
ment error could not be the sole element impacting motor learning, and that time
must play a role as well. Focusing on the spontaneous recovery and savings phe-
nomena, they proposed a variation of the single-state and gain-specific models in
which adaptation is the result of multiple learning processes, each with distinct
timescales that are operating simultaneously while learning to counter a pertur-
bation. In comparison to the single-state model, on trial n + 1, x now represents
the sum of two underlying processes: a fast process xf (n + 1) and a slow process
xs(n+ 1).
xf (n+ 1) = Af · xf (n) +Bf · e(n) (1.3)
xs(n+ 1) = As · xs(n) +Bs · e(n) (1.4)
xnet(n) = xf (n) + xs(n) (1.5)
The key assumptions in this model are that the fast process has a higher learning
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rate than the slow process and that the fast process has a lower retention rate than
the slow process. In order to apply to standard two-state model dynamics, linear
inequality constraints are defined as follows (Albert and Shadmehr, 2018):
As ≥ Af + 0.001 (1.6)
Bf ≥ Bs + 0.001 (1.7)
The two-state model proposed by Smith et al. (2006), includes a fast process that
learns quickly but has poor retention and a slow process that has better retention
but learns more slowly. What happens when a perturbation is introduced, is
that you experience a large error and as previously stated, learning is about the
reduction of errors over time. During adaptation to a novel task the learning
curve exhibits two stereotypical phases: an early rapid phase that accounts for
the majority of performance gains, and a second slower phase that provides only
modest and gradual improvements (Smith et al., 2006). While errors are large,
the fast process dominates the output, and when errors become smaller, the slow
process becomes more dominant. To test this hypothesis, they designed a rebound
paradigm. Based on the characteristics of each process, most of the motor output
at the end of the initial adaptation period is believed to be dependent on the slow
process (see Figure 1.1).
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Figure 1.1: Simulation of a two-state system. Adaptation is followed by a brief
reversal of the perturbation until the motor output returns to baseline. During the
error-clamp period (grey box), prediction errors are set to zero. During this period
the fast process rapidly decays while the slow process slowly decays. The sum of
the two processes produces recovery of the previously adapted state, despite the
fact that there are no error to learn from.
Following adaptation, a brief reversal of the perturbation is introduced. During
the brief reversal, the motor output is believed to be dependent on the fast process.
Now, because the fast and slow processes counterbalance each other at the end of
the reversal, behaviour appears to have returned to baseline performance. Next
Smith et al. (2006) included a block of error-clamp (also known as force channel)
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trials. The greatest strength of the model is the prediction of how the behaviour
will change during an error-clamp period. During the error-clamp trials, error
feedback was removed, meaning that changes in output were due solely to the
retention factor for each process. The two-state model posits that spontaneous
recovery arises because then the fast process decays rapidly in the absence of
error, while the slow process decays much more slowly, allowing for a spontaneous
recovery of motor output from the initial adaptation.
In addition to this recovery, the two-state model also provided an account of sav-
ings. Smith et al. (2006) argued that the reason for the fast relearning during a
second introduction of the same perturbation was due to the resistance of the slow
process to change, which may be taken as implying the error sensitivity and reten-
tion parameters are fixed across error size and time. However, a number of recent
studies suggest that learning rate can be modified depending on factors such as the
uncertainty of movement error (van Beers, 2009; Wei and Kording, 2009), size of
movement error (Marko et al., 2012), and a history of movement errors (Herzfeld
et al., 2014).
1.2.4 Error Sensitivity Hypothesis
Central to the debate on behavioural changes associated with savings is whether
faster relearning is the result of the enhancement of an explicit strategy (Huberdeau
et al., 2015; Morehead et al., 2015), or is driven by the prior experience of the motor
errors (Coltman et al., 2019; Leow et al., 2016; Herzfeld et al., 2014). In support
of the latter, the Error Sensitivity Hypothesis of Herzfeld et al. (2014) predicts
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that savings is related to previous knowledge of errors close to those found in re-
learning. They suggest that a history of errors modulates the error sensitivity on
each trial, systematically controlling how much the motor system learns from the
current motor error.
While attempting to understand how the motor system alters motor commands to
partially compensate for error, Herzfeld et al. (2014) considered both the error and
the error sensitivity. Error, as previously stated, is simply the mismatch between
the predicted and measured sensory consequences of a motor command, while the
learning rate that governs how much we learn from error is the error sensitivity. By
experimentally controlling the history of errors that individuals experience, this
allowed Herzfeld et al. (2014) to explore the principles that govern the regulation of
error sensitivity, and observe that positive auto-correlations of errors up-regulate
sensitivity, whilst negative auto-correlations down-regulate sensitivity, but only
for previously experienced motor errors. By storing a history of previously expe-
rienced errors, the motor system can determine whether or not a movement error
is relevant to a current goal. More importantly, this hypothesis further supports
the suggestion that error sensitivity is likely not a fixed parameter during learning,
which is an aspect of learning we aim to explore in this dissertation.
1.2.5 Feedback Control
A common theory holds that voluntary motor movements are underpinned by a
high degree of complex sensory feedback modulation (i.e., flexible feedback control)
in response to mechanical or visual perturbations (Todorov, 2004; Todorov and
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Jordan, 2002). Within the general framework for goal-directed actions, motor
commands are updated based on two forms of feedback: internal predictions, and
sensory observations about the state of the body and environment (Wolpert and
Kawato, 1998a; Wolpert et al., 1998b). Long before our sensory feedback about the
state of the body and environment is available, our internal predictions are formed
and used for very rapid movements like saccades. On the other hand, when we
consider movements of longer duration, ones which necessitate the combining of
both types of information needed to form a belief about the state of the body
and the environment, the gains of the sensorimotor feedback need to be adjusted
so that our movements optimize some predefined measure of performance (Scott,
2004, 2012; Todorov and Jordan, 2002; Todorov, 2004).
Considering the well-established belief that the adaptation of predictive control
is triggered by sensory prediction errors (Flanagan et al., 2003; Shadmehr et al.,
2010; Thoroughman and Shadmehr, 1999; Tseng et al., 2007), researchers have in-
creasingly begun to ask whether feedback responses similarly adapt when we learn
new motor skills (Ahmadi-Pajouh et al., 2012; Cluff and Scott, 2013; Yousif and
Diedrichsen, 2012; Wagner and Smith, 2008; Diedrichsen, 2007). Electromyogra-
phy (EMG) is often used in these type of studies, as it is a sensitive measure of
the feedback response, allowing researchers to better understand the precise mo-
ment the motor system can generate a change in the sensory feedback responses
(Cluff and Scott, 2013; Franklin et al., 2012; Kurtzer et al., 2009; Maeda et al.,
2017; Pruszynski and Scott, 2012; Scott et al., 2015). Experimentally, it has been
demonstrated that movement errors that result from visual disturbances generate
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task-dependent muscle responses within 100 ms (Franklin et al., 2012), while those
errors that result from changes in arm mechanics yield both short-latency (20 -
50 ms) and long-latency (50 - 100 ms) feedback responses (Marsden et al., 1976;
Pruszynski and Scott, 2012; Scott, 2004). The main difference in the latency of
goal-directed feedback depends on whether the motor system was perturbed via a
visual or mechanical disturbance, and therefore which sensory system is engaged
by the perturbation. While these studies support the idea that a key feature of
adaptation is to adjust feedback responses according to task demands, a fundamen-
tal question remains as to whether they change in a similar manner to feedforward
control. This is interesting, because if the two systems change together during
the course of learning it would suggest that they are somehow linked to the same
learning processes.
1.3 Specific Aims
The overall aim of this dissertation was to utilize the two-state model of sensorimo-
tor adaptation and better understand what it can teach us about the adaptability
of movement. More specifically, our first aim was to test the idea that a history of
errors would influence both the fast and slow processes during savings. Our second
aim was to investigate whether feedforward and feedback systems share the same
underlying learning process(es) (i.e., fast and/or slow) or whether they rely on
dissociable processes. Our final aim was to investigate whether error sensitivity
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Both fast and slow learning
processes contribute to savings
following sensorimotor adaptation
1
1A version of this chapter has been published: Coltman, S. K., Cashaback, J. G. A., &
Gribble, P. L. (2019). Both fast and slow learning processes contribute to savings following
sensorimotor adaptation. Journal of neurophysiology, 121 (4), 1575-1583.
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Recent work suggests that the rate of learning in sensorimotor adaptation is likely
not fixed, but rather can change based on previous experience. One example is
savings, a commonly observed phenomenon whereby the relearning of a motor
skill is faster than the initial learning. Sensorimotor adaptation is thought to be
driven by sensory prediction errors, which are the result of a mismatch between
predicted and actual sensory consequences. It has been proposed that during motor
adaptation the generation of sensory prediction errors engages two processes (fast
and slow) that differ in learning and retention rates. We tested the idea that a
history of errors would influence both the fast and slow processes during savings.
Participants were asked to perform the same force field adaptation task twice
in succession. We found that adaptation to the force field a second time led to
increases in estimated learning rates for both fast and slow processes. While it
has been proposed that savings is explained by an increase in learning rate for the
fast process, here we observed that the slow process also contributes to savings.
Our work suggests that fast and slow adaptation processes are both responsive to
a history of error and both contribute to savings.
2.1 Introduction
A classic feature of human motor behavior, known as savings, occurs when the
relearning of a motor skill is faster than the initial learning (Herzfeld et al., 2014;
Huang et al., 2011; Kojima et al., 2004; Krakauer et al., 2005; Leow et al., 2016;
Smith et al., 2006; Zarahn et al., 2008). It has been proposed that some compo-
nent of memory from the initial training must contribute to the faster relearning
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(Herzfeld et al., 2014; Leow et al., 2016). However, currently, there are competing
accounts of how this memory affects relearning (Herzfeld et al., 2014; Huang et al.,
2011; Kojima et al., 2004; Krakauer et al., 2005; Leow et al., 2016; Smith et al.,
2006; Zarahn et al., 2008). While some evidence suggests that savings can be
accounted for by changes in the learning rate of a slow adaptation process, other
studies suggest that changes in the learning rate of a fast process may also play
a role. The goal of the present study was to characterize motor adaptation using
a two-state model and test the idea that changes in both fast and slow processes
underlie savings.
When participants learn to compensate for a systematic perturbation, such as
an applied force during reaching, error reduction is thought to occur through a
rapid initial improvement followed by slow incremental improvements, until a near-
baseline level of performance is attained (Smith et al., 2006; Haith and Krakauer,
2013). Adaptation is thought to occur through the updating of an internal model
based on sensory prediction errors, characterized as the difference between pre-
dicted and measured sensory consequences (Scheidt et al., 2001; Shadmehr et al.,
2010; Thoroughman and Shadmehr, 2000; Tseng et al., 2007; Wolpert and Flana-
gan, 2001; Wolpert and Kawato, 1998a). Researchers have modeled motor adapta-
tion using “state-space” models of motor learning (Cheng and Sabes, 2006; Donchin
et al., 2003; Thoroughman and Shadmehr, 2000), which have been shown to fit
trial-to-trial adaptation to perturbations extremely well. These models incorpo-
rate a retention parameter and a learning rate parameter. The retention parameter
characterizes how much learning is carried over from trial to trial, and the learn-
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ing rate specifies what proportion of movement error is corrected for from trial to
trial (Cheng and Sabes, 2006; Donchin et al., 2003; Thoroughman and Shadmehr,
2000). Variations of the state-space model suggest that adaptation is the result of
multiple learning processes each with distinct timescales, resulting from the differ-
ences in their adaptation dynamics (Kording et al., 2007; Lee and Schweighofer,
2009; Smith et al., 2006).
A prominent account of adaptation is the two-state model proposed by Smith et
al. (2006), in which a fast process learns quickly but has poor retention and a slow
process has better retention but learns more slowly. The important assumptions
in this model are that learning rate is higher for the fast process compared with
the slow process and that retention is poorer for the fast process compared with
the slow process. In this way, the distinguishing feature of the two-state model
proposed by Smith et al. (2006) is the diversity in the characteristics of learning
and retention of these two states.
To account for savings over short timescales (e.g., over a period of minutes), Smith
et al. (2006) suggested that savings occurs due to a resistance of the slow process
to change, which can be interpreted as meaning the learning rate and retention
parameters are fixed. However, a number of recent studies suggest that learning
rate can be modified depending on factors such as the uncertainty of movement
error (Wei and Körding, 2010), size of movement error (Marko et al., 2012), and a
history of movement errors (Herzfeld et al., 2014). Of interest in the context of the
current study is whether a history of movement error (Herzfeld et al., 2014) plays
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a role in modifying the learning rate parameters of both fast and slow components
of a two-state model.
Some researchers have suggested that savings is due to an increase in the learning
rate of the fast process with no changes in the learning rate for the slow process
(Albert and Shadmehr, 2018; McDougle et al., 2015; Trewartha et al., 2014), while
other studies point to the possibility that the slow process contributes to savings
(Joiner and Smith, 2008). Some studies suggest that the implicit component of
adaptation, which some have linked to a slow learning process (McDougle et al.,
2015), does not exhibit savings (Haith et al., 2015; Morehead et al., 2015). Thus,
it is inconclusive as to whether the slow process, in addition to the fast process, is
influenced by previous errors and may therefore contribute to savings.
The goal of the present study was to test the hypothesis that both fast and slow
learning processes contribute to savings. We asked participants to perform the
same force field adaptation task two times, separated by a 5-min break. We ad-
dressed the shortcomings of previous studies by using a large sample size and by
using a resampling procedure to fit the two-state model to group data, rather
than to individual data. We hypothesized that when a force field perturbation
is reintroduced, savings would be associated with changes in both the fast and
slow processes. We predicted that learning rates for both the fast and slow pro-
cesses would increase when the force field is reintroduced and that changes in both
fast and slow learning rates are required to account for the behavioral features
associated with savings.
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2.2 Materials and Methods
2.2.1 Participants
Fifty-three healthy, young adults (36 female and 17 male, 21.3 ± 4.6 yr, age range
18 – 39 yr) participated in a force field adaptation experiment. Participants were
recruited from the research participation pool maintained by the Department of
Psychology at Western University and received either course credit or CAD$12.00
for participation. All participants reported normal or corrected-to-normal vision
and were right-handed. Handedness was assessed using the Edinburgh Handedness
Inventory (Oldfield, 1971). Seven participants were excluded due to improper cali-
bration of the testing apparatus during one of the two testing sessions. These seven
participants were excluded from the analyses and results, reducing the reported
sample size to 46. The protocol was approved by Western University’s Research
Ethics Board and all participants provided written, informed consent.
2.2.2 Apparatus
Participants were seated at a table with a working surface (53 × 65 cm) raised 90
cm from the floor (Fig. 2.1A). A chair was positioned relative to the table so that
participants could comfortably see and reach within the working surface. Once the
chair was adjusted it remained in the same position for both experimental sessions.
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Figure 2.1: Experimental apparatus and design. A: a seated participant grasped
the robotic manipulandum, while visual feedback was presented veridically using
a top-mounted TV viewed through a mirror. The participant’s forearm was sup-
ported by an airsled. B : the experiment was divided into two sessions, separated
by a 5-min session break. Each session consisted of four blocks: 1) a baseline pe-
riod of null field (no force) trials, 2) force field adaptation, 3) force field reversal,
and 4) a series of channel trials. In the second session subjects reached in the same
force field during adaptation. Randomly distributed during baseline and adapta-
tion blocks and throughout the last block in each session, force channel trials (gray
bars) were used to track the progression of learning.
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A liquid crystal display (LCD) TV projected visual feedback onto a semisilvered
mirror mounted horizontally above the robotic arm, such that the mirror blocked
the participants’ view of their arm and hand. Participants’ right forearm was
supported against gravity by a lightweight sled. Air jets in the sled reduced friction
as participants moved their arm.
The display system was used to present the start and target locations to par-
ticipants. In both experiments, participants held the handle of a planar robotic
manipulandum (InMotion2, Interactive Motion Technologies, Cambridge, MA).
A circular cursor (5-mm radius) was displayed on the semisilvered mirror and
was used to represent the position of the center of the handle. Participants were
presented with a circular start position target (10-mm diameter) and a circular
movement target (10-mm diameter) located 15 cm forward of the start position.
On a given trial, the manipulandum applied either no force, a clockwise force
field, a counterclockwise force field, or a force channel. During force field trials,
the robotic manipulandum applied a force (F ) to the hand. The strength of these
forces was proportional to the velocity (v) of the hand, and force direction was










where x and y are the lateral and sagittal directions, Fx and Fy are the robot
forces applied at the hand, vx and vy are hand velocities, and b is the field constant
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(±20 N·s·m−1) whose sign determined the direction of the force field (positive =
clockwise and negative = counterclockwise).
During the force channel trials, the robot motors were used to constrain move-
ments to a straight line between the start position and target. This allowed for
the removal of kinematic movement errors by effectively preventing any motion
perpendicular to the target direction. This was implemented by applying a stiff
virtual wall (spring constant 6,000 N/m and damping coefficient 1 N·s·m−1) per-
pendicular to forward movement of the hand. An algorithm controlled the robot’s
torque motors and compensated for the dynamical properties of the robotic arm.
The position of the robotic handle was recorded at 600 Hz and the data were stored
for offline analysis.
2.2.3 Paradigm
Hadjiosif and Smith (2013) suggested that the duration of the intertrial interval
modulates the amount of adaptation that can occur. To maintain a consistent
intertrial interval throughout the experiment, we instructed participants to suc-
cessfully reach the target within a narrow temporal window and used the manip-
ulandum to guide the return of the participant’s hand to the start position. At
the beginning of each trial both the start position and target appeared in white.
Participants were required to align the cursor within 5 mm of the center of the
start position and hold this position for 200 ms, at which time the target changed
color from white to green, representing a “go” signal for participants to initiate a
movement to the target. Participants were instructed to reach for the target and
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bring the center of the handle to within 5 mm of the target within 350–500 ms.
If a participant’s movement time was less than 350 ms, the target turned red to
indicate that the movement was “too fast.” If the participant’s movement time was
within 350 –500 ms, the target remained green to indicate that the movement was
“good.” And if the participant’s movement was greater than 500 ms, the target
would turn blue to indicate “too slow.” Feedback related to movement time was
displayed on the screen for 1,000 ms before the robotic arm returned the partici-
pant’s hand to the starting position. Participants were instructed to try to obtain
the “good” feedback as often as possible throughout the experiment.
A typical method for the study of savings is a within-subject experiment in which
the same group of participants adapt to a perturbation at one time point and
readapt to the same perturbation at a later time point. Participants completed
two sessions that were separated by a 5-min session break (Fig. 2.1B). Each
session included a total of 250 forward reaching movements. The experimental
sequence during a session was baseline (no force) trials, force field adaptation,
brief force field reversal, and finally a series of force channel trials (Trewartha
et al., 2014). The first 60 trials were baseline trials in which participants could
reach freely to the target. On trials 61–185 (force field adaptation), a force field
perturbation was applied by the manipulandum. On trials 186–200 (force field
reversal), an opposite force field perturbation was applied by the manipulandum.
In trials 201–250 (force channel trials), a stiff virtual channel was introduced. In
addition, the force channel was active for 15 of the trials during baseline and force
field adaptation (trials 45, 56, 64, 71, 80, 92, 103, 114, 124, 133, 141, 153, 164,
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176, and 184 ). The use of randomly interspersed force channel trials, in which the
path of the robot handle was constrained to a straight line, allowed us to probe force
field adaptation. In the first session participants adapted their reaches to a viscous
(velocity-dependent) force field. In the second session participants reached in the
same force field as in the first session. The experimental paradigm was designed
to capture short-term adaptation that both occurs very quickly, and that decays
with the passage of time. The experimental paradigm used in this study was based
on a spontaneous recovery (also termed “rebound”) paradigm used by Smith et al.
(2006); this paradigm is useful for extracting the fast and slow processes of the
two-state model. Spontaneous recovery is a signature of an adaptive system that
is supported by multiple processes, each learning at different timescales. Smith
et al. (2006) suggest that, at the end of the first force field adaptation, most
of the motor output is dependent on the slow state. During the brief force field
reversal, the motor output is dependent on the fast state. Because the fast state
has poor retention, it decays fast, while the slow state has strong retention and
decays much more slowly; the result is a spontaneous recovery of the previously
learned adaptation behavior during the block of force channel trials. Rebound was
characterized by the average adaptation index measured over the first five trials
after participants reached asymptotic performance. Asymptote was determined
using paired t-tests comparing consecutive trials in the force channel block (trials
201–250 ).
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2.2.4 Data Analysis
The position, velocity, and forces exerted by the manipulandum and the hand,
in both x and y (Fig. 2.1A), were recorded at 600 Hz. The raw data were
digitally smoothed using a fourth-order low-pass Butterworth filter with a cutoff
frequency of 14 Hz. We performed data analysis using custom MATLAB R2017a
(The MathWorks) scripts.
For each trial we computed the lateral deviation at peak velocity of the hand path
relative to a straight line between the start position and target. We then computed
the lateral force profiles that participants generated throughout movements in
the force channel trials. To quantify the degree of adaptation in force channel
trials, we computed an adaptation index defined by linear regression (without an
intercept) of the measured lateral force profile produced by the hand (while velocity
exceeded 2 cm/s) onto the ideal force profile that would have to be generated to
fully compensate for the force field throughout the movement, had the force field
been applied (see Smith et al., 2006, for more detail). The adaptation index was
zero if these force profiles were uncorrelated and one if these force profiles were
identical to one another.
2.2.5 Model Fitting
The response to a sensory prediction error can be mathematically described by
a state-space model. The amount of trial to trial adaptation is based on two
parameters that weigh the relative importance of recalling the previous motor
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commands, and of the sensory prediction error: a retention parameter, which
is related to how much is remembered from trial to trial, and a learning rate
parameter, which relates to the proportion of error that is corrected for trial to
trial (Scheidt et al., 2001).
Smith et al. (2006) proposed that motor adaptation is supported by two sepa-
rate processes, each with distinct timescales, one fast and one slow, that operate
simultaneously. The fast process (f , Eq. 2.2) responds strongly to error, learns
quickly (Bf), but has poor retention (Af). The slow process (s, Eq. 2.3) has
better retention (As) but is less sensitive to errors and thus learns more slowly
(Bs). The two processes are combined to produce the net output xnet(n) (Eq.
2.4). Error arises because there is a difference between the net output xnet(n) and
the task parameter f(n) (Eq. 2.5). The model is as follows:
xf (n+ 1) = Af · xf (n) +Bf · e(n) (2.2)
xs(n+ 1) = As · xs(n) +Bs · e(n) (2.3)
xnet(n) = xf (n) + xs(n) (2.4)
e(n) = f(n)− xnet(n) (2.5)
During the force channel trials, it was assumed e(n) = 0 and thus there was no
learning, and all updating resulted only from decay. By setting the perturbation
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magnitude f(n) of the force field adaptation and brief force field reversal to ±1, the
predicted motor output from the model (xnet) corresponds to the adaptation index
(Smith et al., 2006; Trewartha et al., 2014). To estimate the model parameters,
the model was fit (using the function fmincon in MATLAB R2017a) to minimize
the squared difference between the model predicted motor output (xnet) and par-
ticipant adaptation index, measured on force channel trials. It has been suggested
that the inclusion of force channel trials and breaks between sessions improves the
ability of a least-mean-squared-error optimization method to estimate model pa-
rameters (Albert and Shadmehr, 2018). We used the 95% confidence interval for
each parameter reported in Smith et al. (2006) to generate a uniform distribution
of 100 different parameter values for each parameter in the model. The stability
of the model fits and the sensitivity of the initial conditions were tested using a
randomly selected value from each distribution as the starting parameter values.
This was done to better ensure the identification of a global minimum within the
constrained parameter space.
As in Albert and Shadmehr (2018), the constrained parameter space was defined
by upper and lower bounds and by linear inequality constraints. Linear inequality
constraints were specified to enforce traditional two-state model dynamics accord-
ing to:
As ≥ Af + 0.001 (2.6)
Bf ≥ Bs + 0.001 (2.7)
40
CHAPTER 2. SAVINGS IS DRIVEN BY FAST AND SLOW PROCESSES
To fit the model, we set the initial values of the fast and slow process to zero, on
the first trial of the first session. At the end of the first session, our paradigm
was designed to produce a rebound of the previously learned adaptation behavior
during the block of force channel trials. The duration of the break between sessions
was set to 5 min to allow for decay of the rebound from the first session. To account
for the additional forgetting of the fast and slow processes across the 5-min break
between sessions, the parameter d was used as a decay factor that parameterizes
elapsed time between trials (Albert and Shadmehr, 2018; Joiner and Smith, 2008).
The value of d was estimated by calculating the ratio of the duration of a session
break to the average intertrial interval across the first session. As in Albert and
Shadmehr (2018), we modeled the additional decay where the net output on trial
250 of the first session was as follows:
xf (250) = A
d+1
f · x(249) + A
d
f ·Bf · e(249) (2.8)
xs(250) = A
d+1
s · x(249) + Ads ·Bs · e(249) (2.9)
The values for xf (250) (Eq. 2.8) and xs(250) (Eq. 2.9) from the first session were
then used as the initial values for each process at the start of the second session.
The use of Eq. 2.8 and Eq. 2.9 allowed us to compare the estimate for the net
output (as the sum of the two processes) to the measured behavior during the
two force channel trials at the end of the block of baseline trials in session 2.
This method acted as a control to ensure the state of the system had returned to
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baseline and therefore any measured changes in the model parameters could be
attributed to the repetition of the environmental perturbation and history of the
sensory prediction error.
2.2.6 Statistical Design
Pairwise comparisons were performed with non-parametric bootstrap hypothesis
tests or paired t-tests. For statistical analyses that require multiple comparisons,
we used the Holm-Bonferroni correction (Holm, 1979). Statistical tests were con-
sidered significant at P < 0.05. For all reported and depicted values, we report
the mean and SE.
2.3 Results
In the first session participants adapted their reaches to a viscus (velocity-dependent)
force field. In the second session participants reached in the same, previous expe-
rienced force field. We used both kinematic (Fig. 2.2A) and kinetic (Fig. 2.2B)
behavioral measures to asses performance during the first and second sessions.
Figure 2.2A shows the lateral deviation for all trials in each session, averaged
across participants. In both sessions participants exhibited learning during both
the adaptation and reversal blocks. The mean ± SD lateral deviation for all force
channel trials was 0.51 ± 0.27 mm, indicating that the force channel trials were
effective at minimizing kinematic errors. That is, the force channels effectively pre-
vented the hand from deviating from the straight line connecting the start position
and the target.
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Figure 2.2: Experiment 1. A: average, for session 1 (orange) and session 2
(blue), of the lateral deviation of the hand path at peak velocity throughout the
experiment. The shaded region denotes ±SE. Open circles represent channel trials.
B : the average adaptation index for all channel trials in session 1 (orange) and
session 2 (blue). The shaded region denotes ±SE. C : comparisons between session
1 (orange) and session 2 (blue) for the mean adaptation index for (early) the
first force channel trial of the adaptation block, (late) last force channel trial of
the adaptation block, (reverse) the first force channel trial after the adaptation
reversal, and (rebound) force channel trials 22–25. Circles represent individual
data.
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Figure 2.2B shows adaptation index for all force channel trials in each session,
averaged over participants. We examined the adaptation index during four dif-
ferent epochs: early (first force channel trial during adaptation), late (last force
channel trial during adaptation), reverse (first force channel trial postreversal),
and rebound (average of the first five trials of the force channel trial block after
performance reached asymptote). The results of the analysis on the rebound epoch
was consistent whether we considered 5 trials after asymptote or the entire block
of 50 rebound trials. To provide a consistent basis for comparing across different
epochs, in the analyses that follow to characterize rebound we used the first 5
trials after participants reach asymptote.
The adaptation index represents the proportion of compensation for the experi-
enced force field. We compared the adaptation index estimated in the four epochs
across sessions (Fig. 2.2C). The mean adaptation index in the early learning
epoch of the second session was larger than that in the first session [paired t-test,
t(36) = 4.29, P = 0.001]. This indicates the presence of savings. We did not detect
a reliable difference between mean adaptation index in the late learning epoch in
session 1 versus session 2 (P = 0.165), reverse (P = 0.291), or rebound epochs
(P = 0.145). Thus, the influence of repeating the same force field in the second
session was only statistically different during the early epoch.
We used a two-state model (Smith et al., 2006) to decompose the measured adap-
tation indices given in Fig. 2.2B in to a fast and slow learning process. Our aim
was to test whether savings is associated with a change in learning rate for the
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fast process alone, as previously suggested (Albert and Shadmehr, 2018; McDougle
et al., 2015; Trewartha et al., 2014), or for both fast and slow processes.
As previously described in METHODS, we used a spontaneous recovery paradigm
(Smith et al., 2006) to extract the fast and slow processes of the two-state model.
The key components of this paradigm are the brief reversal of the force field adap-
tation used to return behavior to baseline and a block of force channel trials that
reveal a spontaneous recovery of the previously learned force field adaptation. We
observed that fitting the data with the two-state model appeared to be dependent
on these two features. In addition to participants who were ideal representatives
of the average data (Fig. 2.3, S7 and S32), we had participants who did not
show a behavioral influence from the brief force field reversal and/or did not show
spontaneous recovery, which resulted in estimates that appeared to be unrealistic
after fitting the model to their individual data. For example, some individual fits
suggest no retention (S17, session 2, Af = 0.000; S14, session 1 Af = 0.000),
perfect retention (S17, sessions 1 and 2, As = 1.000; S14, session 1, As = 1.000),
virtually no learning (S37, session 1, Bf = 0.043, Bs = 0.009), or perfect learning
(S26, session 2, Bf = 1.000).
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Figure 2.3: Model fitting representative individual data. The data and two-
state model fit for six individual participants (S7, top left, S32, top right, S17,
middle left, S14, middle right, S37, bottom left, S26, bottom right). Top row, two
ideal participants; middle row, two participants with a two-state model fit that
included zero or perfect retention; bottom row, two participants with a two-state
model fit that included zero or perfect learning. Circles represent the adaptation
index values plotted for each force channel trial. The overall output predicted by
the model for session 1 (orange traces), session 2 (blue traces), the fast process
(dotted lines) and the slow process (dashed lines) are shown as a function of
trial. The estimated decay during the session break is shown in green. The four
parameters of the model are fast retention (Af), fast learning rate (Bf), slow
retention (As), and slow learning rate (Bs).
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Previous studies that have suggested savings is due to an increase in the learning
rate of the fast process with no changes in the learning rate for the slow process
relied on using individual data to estimate model parameters characterizing fast
and slow learning processes (Albert and Shadmehr, 2018; Trewartha et al., 2014).
When we estimated the slow and fast learning processes by fitting the two-state
model to the time course of adaptation index of each participant individually, we
found a similar result. Using the estimates from the individual data, we compared
the average within-subject differences between session 1 and session 2 for each of
the four parameters of the model (i.e., Af,As,Bf,Bs).
We found that the fast process learning rate (Bf) changed from session 1 to
session 2 [paired t-test, t(45) = −4.19, P = 0.001, Fig. 2.4]. No other parameters
showed statistically reliable changes from session 1 to session 2. The nature of
the unreasonable fits for some participants (Fig. 2.3) raises concerns about the
ability to use individual data to estimate model parameters characterizing fast and
slow learning processes, without also considering how the model fits data averaged
across participants.
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Figure 2.4: Estimated model parameters based on fitting individual data. Bars
indicate the mean change in model parameters between sessions. Error bars indi-
cate ±SE. Circles represent individual subject differences between sessions. The
four parameters of the model are fast retention (Afast), fast learning rate (Bfast),
slow retention (Aslow), and slow learning rate (Bslow).
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Here we describe a procedure based on fitting data averaged across participants.
For each session we fit the model to data averaged across participants, and we
used a bootstrapping procedure to estimate distributions of parameter values. We
generated resampled populations of subjects by selecting, with replacement, the
entire time course of adaptation index values for session 1 and session 2, for each
selected subject. We fit the two-state model to the time course of the adaptation
index, averaged across the resampled population. We did this 10,000 times to
generate a distribution of estimated parameter values. To perform within-subject
comparisons across sessions, in each of the 10,000 model fits we used the same set
of resampled subjects for session 1 and session 2. Model fits were performed using
the fmincon function in MATLAB. After obtaining the 10,000 parameter sets, we
tested whether parameter estimates changed from session 1 to session 2.
Figure 2.5 shows the distribution of each of the four parameter values. To deter-
mine whether the difference between the mean of each distribution was statistically
reliable, we calculated the value of the difference between the two sessions. The in-
sets in Fig.2.5 show the distribution of differences found. To consistently analyze
the proportion of values that fell below zero, we subtracted the session distribution
with smaller values from the distribution with larger values. When participants
experienced repetition of the same perturbation, we found an increase in learning
rate both in the fast (Bf , P = 0.002) and slow (Bs, P = 0.001) processes. This
suggests that the observed increase in level of adaptation during the early learning
epoch, representing savings, results from an increased learning rate in both the
fast and slow process.
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Figure 2.5: Probability distribution of the model parameters given the data.
Orange and blue represent session 1 and session 2, respectively. Inset represents
the difference between sessions. The four parameters of the model are fast retention
(Af), fast learning rate (Bf), slow retention (As), and slow learning rate (Bs).
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From the bootstrap distributions we then calculated the mean value for each pa-
rameter, for session 1 and session 2 separately. Using these estimates we simulated
our experimental design using the two-state model, to produce simulated learning
curves. As seen in Fig. 2.6, the simulated learning curves match well with the
measured behavioral data. Additionally, the model successfully captures both the
initial improvement in the adaptation index seen over the course of adaptation, as
well as the rebound of the adaptation index seen in the final block of force channel
trials.
Figure 2.6: Model simulations. Parameter estimates for each session were based
on the mean values from the bootstrap distributions shown in Fig. 2.5. Gray bars
represent average behavioral data. The overall output predicted by the model
for session 1 (orange traces), session 2 (blue traces), the fast process (dotted
lines), and the slow process (dashed lines) are shown as a function of trial. The
estimated decay during the session break is shown in green. The four parameters
of the model are fast retention (Af), fast learning rate (Bf), slow retention (As),
and slow learning rate (Bs).
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2.4 Discussion
Using a rebound paradigm, we found that both fast and slow processes contribute
to savings. When the motor system was exposed to a force field during the second
session that was the same as the one from the previous session, we found increased
learning rates of both fast and slow processes. This suggests that a history of
errors modulates both fast and slow processes, and more importantly, that both
fast and slow processes have access to this history of errors.
It is well established that when participants are reexposed to the same perturba-
tion, adaptation occurs more rapidly (Herzfeld et al., 2014; Huang et al., 2011;
Kojima et al., 2004; Leow et al., 2016; Smith et al., 2006). The presence of sav-
ings in the current study was confirmed by comparing the estimated learning rate
parameters from initial adaptation and readaptation to the same perturbation. In
line with the findings of Herzfeld et al. (2014), participants adapted more quickly
during the second session compared with the first, not because the motor system
recalled the motor commands to counter the repeated perturbation, which would
have resulted in better retention, but rather because it recognized the errors and
adapted its overall rate of learning.
During adaptation to a novel task the learning curve exhibits two stereotypical
phases: an early rapid phase that accounts for the majority of performance gains,
and a second slower phase that provides only modest and gradual improvements
(Hadjiosif and Smith, 2013; Smith et al., 2006). During the early rapid phase of
learning, the fast process dominates, leading researchers to suggest that savings is
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due to an increase in the learning rate of the fast process with no change in the
learning rate for the slow process (Albert and Shadmehr, 2018; McDougle et al.,
2015; Trewartha et al., 2014). This finding is often expected as the qualitative
difference in early learning between initial learning and relearning is better ex-
plained by the learning rate of the fast process, not the slow process. Additionally,
some have proposed that the fast process is influenced by explicit learning strate-
gies, whereas the gradual improvements in performance that follow are thought
to be due to a slow process that has been linked to implicit learning (Bond and
Taylor, 2017; McDougle et al., 2015; Taylor et al., 2014). Note, however, that in
the context of visuomotor rotation experiments it has been proposed that explicit
and implicit systems can be mapped onto fast and slow processes and can be be-
haviorally separated (McDougle et al., 2015; Morehead et al., 2015; Taylor et al.,
2014). In the present study we use force field adaptation and to our knowledge no
such direct measures exist to assess the fast and slow processes.
Recently, however, Albert and Shadmehr (2018) highlighted that estimates using
least-mean-squared-error to fit individual data can lead to overfitting the noise
in the data and can produce errant fits. In the present study, when we fit the
two-state model to data from each participant individually and we estimated the
model parameters in each session separately, we found that only the change in the
fast process learning rate was statistically reliable. That is, we found no reliable
changes in the retention parameters or the slow process learning rate. However,
using a bootstrap method to fit the model to group data, we observed an increase
in learning rate for both the fast and slow processes. This suggests that the
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increased learning rate of the slow process seen at the group level may not occur
for all individual participants or that the method of fitting individual data fails to
uncover this increase.
To assess the importance of an increased learning rate of the slow process, we sim-
ulated the net motor output during our experimental paradigm using the mean
value for each parameter estimate from the bootstrap analysis for session 1 and
session 2 (Fig. 2.7). Next we simulated the net output of three separate con-
ditions to assess whether the change in behavior observed in session 2 could be
accounted for by a change in the fast learning rate (Bf) alone (Fig. 2.7A) or a
change in the slow learning rate (Bs) alone (Fig. 2.7B) or whether it required a
change in both the fast and slow learning rates (Bf and Bs) (Fig. 2.7C).
In Fig. 2.7A we took the average parameter values for Af , As, and Bs from
session 1 and the average parameter value for Bf from session 2 and simulated
the motor output that would result from a change in only the fast learning rate in
session 2. While the increase in the learning rate for the fast process can account
for the initial increase in rate of adaptation, it cannot account for the same level of
rebound observed in the block of force channel trials at the end of each session. As
previously noted in RESULTS, we found no reliable difference between the level
of rebound in each session. Next we took the average parameter values from the
bootstrap analysis for Af , As, and Bs from session 1 and the average parameter
value for Bs from session 2 and simulated the motor output that would result
from a change in only the slow learning rate in session 2. In this condition, we
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observed that the simulated output failed to account for savings and, in addition,
predicted a decrease in rebound that was not observed in the behavioral data (Fig.
2.7B). Qualitatively we observed that the simulated output fails to account for the
observed behavioral data with a change to the fast or slow learning rate alone. Only
when we changed the learning rate for both the fast and slow processes together
could we account for both the savings and rebound measured in the behavioral
data (Fig. 2.7C). Therefore, the inclusion of the increase in learning rate for
the slow process is needed to fully account for the pattern of results seen in the
behavioral data.
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Figure 2.7: Sensitivity analysis. We simulated net motor output using the mean
values from the bootstrap analysis as the parameter estimates for the fast and
slow processes from session 1 (orange) and session 2 (blue). Orange and blue
bars represent average behavioral data from sessions 1 and 2, respectively. A:
session 1 parameters were held constant with only a change in the fast learning
rate parameter. B : session 1 parameters were held constant with only a change
in the slow learning rate parameter. C : session 1 retention parameters were held
constant with a change in both fast and slow learning rate parameters.
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One criticism of the two-state model is that while it is able to explain savings over
short timescales, it fails to account for savings observed after a prolonged period
of washout following the initial learning of a perturbation (Krakauer et al., 2005;
Zarahn et al., 2008). While savings is traditionally explained by an increase in
the rate of learning for the fast process, the observed increase in the slow process
learning rate in the present study may reflect that the history of error influences
both processes. Joiner and Smith (2008) observed that maximizing the long-term
benefit of initial training in a force field perturbation task related to the amount of
learning achieved by the slow process, providing a possible role for the slow process
in savings. Therefore, the increase in the rate of adaptation in early learning maybe
be represented by the increase in the fast process learning rate, while the increase
in the slow process learning rate may represent savings over longer timescales.
The increase in learning rate for both the fast and slow process is believed to
rely on the stored history (i.e., memory) of error (Hadjiosif and Smith, 2013; Lee
and Schweighofer, 2009). One possible theory of the mechanism behind storing a
history of error is structural learning. Structural learning is thought to be essen-
tial to capturing the initial rapid phase of learning that leads to structure-specific
learning-to-learn effects (Braun et al., 2009), often interpreted as an explicit strat-
egy used in the visuomotor rotation literature (Bond and Taylor, 2017). Struc-
tural learning is essentially about reducing the dimensionality of the space to be
searched to adapt and speed learning. This becomes increasingly important for
skilled performance that requires the effective and efficient gathering and process-
ing of sensory information relevant to an action.
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Our findings show that both fast and slow processes contribute to savings. In
particular, the theory of storing a history of errors (Herzfeld et al., 2014) has
been shown to allow both hidden processes to modulate their output, as measured
via the rate of learning. Critically, the significant change in adaptation in the
present study seen during the early learning of the second perturbation was clearly
attributed to the fast process, while the rebound seen in the force channel trials
at the end of the second session was clearly attributed to the slow process.
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Adapting to novel dynamics involves modifying both feedforward and feedback
control. We investigated whether the motor system alters feedback responses
during adaptation to a novel force field in a manner similar to adjustments in
feedforward control. We simultaneously tracked the time course of both feedfor-
ward and feedback systems via independent probes during a force field adaptation
task. Participants (n = 35) grasped the handle of a robotic manipulandum and
performed reaches to a visual target while the hand and arm were occluded. We in-
troduced an abrupt counterclockwise velocity-dependent force field during a block
of reaching trials. We measured movement kinematics and shoulder and elbow
muscle activity with surface EMG electrodes. We tracked the feedback stretch
response throughout the task. Using force channel trials, we measured overall
learning, which was later decomposed into a fast and slow process. We found that
the long-latency feedback response (LLFR) was upregulated in the early stages of
learning and was correlated with the fast component of feedforward adaptation.
The change in feedback response was specific to the long-latency epoch (50–100
ms after muscle stretch) and was observed only in the triceps muscle, which was
the muscle required to counter the force field during adaptation. The similarity
in time course for the LLFR and the estimated time course of the fast process
suggests both are supported by common neural circuits. While some propose that
the fast process reflects an explicit strategy, we argue instead that it may be a
proxy for the feedback controller.
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3.1 Introduction
It has been proposed that the brain uses internal models to predict the sensory con-
sequences of a motor command (Desmurget and Grafton, 2000; Miall and Wolpert,
1996; Wolpert and Flanagan, 2001; Wolpert et al., 1998b). The use of predicted
sensory consequences reduces movement instabilities arising from delays in the
actual sensory feedback (Miall and Wolpert, 1996; Wolpert and Kawato, 1998a;
Wolpert et al., 1998b). The driving force of motor adaptation is sensory prediction
error, which results from the mismatch between the predicted consequences of a
motor command and sensory feedback.
The ability to adapt our movements in response to changes in both our body and
the environment is critical for maintaining accurate motor performance. When a
movement being performed results in an unexpected outcome, this generates an
error signal. Error-based models of motor learning have been shown to fit trial to
trial adaptation to perturbations extremely well (Smith et al., 2006; Thoroughman
and Shadmehr, 2000). The use of state-space models suggests that a portion of
the error experienced can be corrected for trial to trial, referred to as the rate of
learning, while the passage of time, in the absence of error, leads to forgetting
(Smith et al., 2006; Thoroughman and Shadmehr, 2000). Several recent studies
have proposed various novel methods to examine the simultaneous operation and
interaction of multiple learning processes (Cheng and Sabes, 2006; Kording et al.,
2007; Smith et al., 2006).
A prominent model for error-based learning, proposed by Smith et al. (2006),
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suggests that the experience of error engages at least two independent processes, a
fast and a slow process, where overall learning during short-term adaptation will be
the sum of these two processes. Mathematically, both the fast and slow processes
have the same form, except that the learning rate and retention parameters are
different for each process: the fast process learns much more quickly than the slow
process; however, the fast process forgets more rapidly than the slow process.
Recent evidence provided an alternative decomposition of overall learning during
visuomotor rotation tasks into an explicit aiming strategy and an implicit process
(Taylor et al., 2014). It has since been suggested that the rapid initial improvement
is due to learning in the fast process that compares to the explicit process, whereas
the gradual learning that follows is due to a slow process that compares to the
implicit process (McDougle et al., 2015). However, the use of an explicit strategy
during force field adaptation remains open to debate.
At an early stage of learning novel dynamics, such as force field learning, changes
in muscle activity are mainly due to corrective feedback responses (Thoroughman
and Shadmehr, 1999). When observing the visuomotor feedback gains over the
course of an adaptation task, Franklin et al. (2012) demonstrated that both the
introduction and the removal (after adaptation is complete) of a velocity-dependent
force field modified the magnitude of the gain of the feedback response. This
finding supports the understanding that feedback responses are used to restore
stability against unexpected movement outcomes. These feedback contributions
to the overall motor command are then reduced as feedforward control is learned.
67
CHAPTER 3. TIME COURSE OF LONG-LATENCY FEEDBACK
Franklin et al. (2012) suggested that there was a relationship between error size
and the visuomotor feedback response. Previous research has shown that learning
from larger errors engages a different process than learning from smaller errors,
based on experimental data comparing abrupt versus gradual perturbation sched-
ules (Orban de Xivry et al., 2011; Schlerf et al., 2012; Tseng et al., 2007). Within
the framework of a two-state model of adaptation, the output of the fast pro-
cess contributes significantly more than the slow process to overall output during
early learning of abrupt perturbations, when errors are the largest. Moreover, the
gradual shift from a feedback-driven mode of control to more predictive, feedfor-
ward control, reported by Thoroughman and Shadmehr (2000), in response to a
novel force field perturbation could be seen as the interaction of the fast and slow
processes over the course of learning. Crevecoeur et al. (2020a; 2020b) recently
provided support for adapting to error within a single reaching trial, which leads
to the question of whether reflexes are also adapting.
While Franklin et al. (2012) focused on the visuomotor response, error corrections
during movement also arise from muscle stretch responses. In recent work Scott
(2004; 2012) proposed that the majority of the sophistication embodied in the
feedback stretch response occurs during the long-latency component and not the
short latency component. Recently, Ahmadi-Pajouh and colleagues (2012) mea-
sured the long-latency feedback response (LLFR) before and after adaptation to a
velocity-dependent curl field and reported an increase in LLFR post-adaptation.
Subsequently, Cluff and Scott (2013) measured the LLFR as participants adapted
their reaching movements to a velocity-dependent force that resisted elbow motion.
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Similar to Ahmadi-Pajouh et al. (2012), they showed an increase in LLFR over
the course of learning. The results of these two studies suggested that the time
course of the LLFR may relate to the slow process in a two-state model of motor
adaptation. This is in contrast to the results described above that suggest that
the time course of learning-related changes in the visuomotor feedback response
relates to the estimated fast process.
In the present study we tracked the time course of the feedback stretch response
via randomly interspersed force probe trials during a force field adaptation task
in which participants produced point-to-point reaching movements with the upper
limb. The goal was to characterize the time course of changes in the LLFR and
directly compare it to the time course of the fast and slow processes of learning,
estimated using a two-state model (Coltman et al., 2019; Smith et al., 2006). We
found that the time course of the LLFR was highly correlated with the time course
of the estimated fast process. Our study sheds light on the debate about the origins
of the fast and slow processes during adaptation. Our results demonstrate that
the fast process parallels the modulation in gain of the feedback response over the
course of learning. We are interested in the question of how the internal estimate
of the dynamics of the environment is formed and used for control. We propose
that the fast process, estimated from overall learning during force field tasks, may
alternatively be an identification of the feedback controller, while the slow process
is the recalibrated forward model. Additionally, we discuss the ways in which the
LLFR and the fast component may be organized to support motor adaptation by
learning from errors.
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3.2 Materials and Methods
3.2.1 Participants
A total of 55 healthy young adults (18–34 yr of age; 36 women) participated
in a force field adaptation experiment. All participants were recruited from the
research participation pool maintained by the Department of Psychology at West-
ern University and received either course credit or CAD$18.00 for participation.
All participants self-reported being right-handed and had normal or corrected-
to-normal vision. The protocol was approved by Western University’s Research
Ethics Board, and all participants signed a written consent form.
3.2.2 Apparatus and Experimental Task
Participants were instructed to make point-to-point reaching movements in a hor-
izontal plane using the KINARM end point robot (Kingston, Ontario, Canada).
Visual information was projected in a horizontal plane at the same level of the
hand, via a liquid crystal display monitor and a semisilvered mirror. Direct vision
of the upper limb was blocked using a physical barrier. Participants’ right forearm
was supported against gravity by a lightweight sled. Air jets in the sled reduced
friction between the sled and the tabletop as participants moved their arm.
A circular cursor (6.5-mm radius) was displayed on the semisilvered mirror and was
used to represent the position of the center of the robot handle. Participants were
presented with a circular start position (6.5-mm diameter) and a circular target
(10-mm diameter) located 15 cm away from the start position, 45◦ to the left of
70
CHAPTER 3. TIME COURSE OF LONG-LATENCY FEEDBACK
the participant’s midline (Fig. 3.1A). When the cursor entered the start position,
a 3.5-N background force was applied in a direction that was 90◦ counter clockwise
(CCW) to a line joining the start position and the target. This corresponded to the
direction of the CCW force field presented in the adaptation block. The purpose
of the background force was to ensure that the premovement state of the triceps
muscle remained consistent across all phases of the experiment, so that changes in
feedback responses were comparable. The background force was ramped up over
500 ms and remained on until participants arrived at the target. Critically, the
background force was active on all trials so that participants could not predict the
occurrence of feedback probe trials.
After maintaining the cursor in the start position for 500 ms, participants were
presented with three auditory tones, each 100 ms in duration, and each separated
by 500 ms. Participants were instructed to initiate their reach coincident with
the third tone (Fig. 3.1C). When the third tone was played, the target changed
color from white to green, representing a secondary “go” signal for participants to
initiate movement.
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Figure 3.1: Experimental paradigm A: participants held the handle of a robotic
manipulandum and performed reaching movements to a visual target (shown in
green). Yellow and purple arrows represent the strength and direction of the force
pulse used to probe the feedback response. B : force channel trials (gray bars)
were used to track the progression of feedforward control. Force channel trials
were randomly distributed during baseline and adaptation blocks and throughout
the last block in each session. Force probes (yellow and purple bars) were used to
track the change in the feedback response. Force probes were randomly distributed
during all phases of testing. C : on each trial, participants heard 3 tones (100 ms
in duration, separated by 500 ms) and were instructed to initiate their reach with
the 3rd tone. On each trial the background force was applied, ramped up over 500
ms. The background force remained on until participants successfully arrived at
the target. The background force was ramped down over 1,000 ms. On random
trials, we probed the feedback response using a 100-ms duration, 3.5-N clockwise
(CW) force pulse (shown in yellow), or a 7-N counterclockwise (CCW) (shown in
purple) force pulse. Nonprobe trials are shown in black.
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At the end of each movement, participants were provided with feedback indicating
the time taken to reach the target. Participants were instructed to bring the center
of the handle within 5 mm of the target within 350–500 ms. Target color changed
to reflect movement speed: red for movements that were too fast (<350 ms) and
blue for movements that were too slow (>500 ms). The target remained green
to indicate that the movement was within the desired timing window. Feedback
related to movement time was displayed on the screen for 1000 ms, while the
background force was ramped off. The robotic arm then returned the participant’s
hand to the start position. Participants were instructed to try to obtain the “good”
feedback as often as possible throughout the experiment.
3.2.3 Experiment 1
We collected data from 35 participants (18–34 yr of age; 23 women). On a given
trial, during the reaching movement the manipulandum either applied no force, a
CCW force field, a clockwise (CW) force field, or a force channel. The force field










where x and y are lateral and sagittal directions, Fx and Fy are robot forces
applied at the hand, vx and vy are hand velocities, and b is the force field constant
(±15 N·s·m−1). The sign of the force field constant b determined the direction
of the force field (positive = CW and negative = CCW). The effect of the force
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field for linear movements is to perturb the hand in a direction perpendicular to
the instantaneous direction of movement, with a force proportional to movement
speed (Fig. 3.1A).
During force channel trials the robot motors were used to constrain movements
to a straight path connecting the start position and target (Scheidt et al., 2000;
Smith et al., 2006). The channel was ∼1-mm wide, and the stiffness of the walls
was 6,000 N/m with a damping coefficient of 50 N·s·m−1. The use of force channels
allowed for the removal of kinematic movement errors by effectively preventing any
motion perpendicular to the target direction. Without this error signal to drive
corrective responses, we assume the output during a force channel is a proxy for
the descending motor commands being generated according to the plan desired
kinematics and predicted dynamics. Therefore, force channel trials allowed us
to probe the feedforward system during learning by measuring the lateral forces
exerted on the channel walls.
The experimental session included 315 trials and was divided into 4 blocks: baseline
trials, force field adaptation, brief force field reversal, and finally a series of force
channel trials (Coltman et al., 2019; Smith et al., 2006). The first 50 trials were
baseline trials during which the robot applied no forces other than the constant
background load (see above). On trials 51–250 participants adapted to a CCW
force field, followed by a brief force field reversal for trials 251–265. On trials
266–315, a force channel was introduced. In addition the force channel was present
for 2 baseline trials (trials 45, 49 ) and 24 adaptation trials (trials 53, 57, 67, 75,
74
CHAPTER 3. TIME COURSE OF LONG-LATENCY FEEDBACK
83, 89, 99, 107, 115, 121, 131, 139, 149, 155, 165, 171, 179, 185, 193, 201, 211,
217, 227, and 235 ).
We probed the feedback response via a 100-ms duration, 3.5-N force pulse aligned
with the direction of the CW field (shown in yellow; Fig. 3.1, A and C) or a
7-N force pulse aligned with the direction of the CCW field (shown in purple; Fig.
3.1, A and C). Feedback probes were applied during 100 of the 315 trials in the
task (50 for each force pulse direction). Feedback probes were designed to excite or
inhibit the triceps lateral head during the preparatory period before reach onset,
at 350 ms before the third tone (Ahmadi-Pajouh et al., 2012). Feedback probes
alternated between excitation or inhibition of the triceps and occurred every two
or four trials (see Fig. 3.1B). The force field and force channels were present only
during the reach and not in the preparatory period. This meant that the pulses
were delivered under identical conditions, regardless of the trial type.
The force pulses displaced the participant’s hand outside the start position. Par-
ticipants were instructed to try to bring the cursor back to the start position. They
were told that whether they were in the start position or not, they should initiate
movement to the reach target coincident with the third tone. The order of feed-
back probe trials, force channel trials, and reaching trials was pseudo randomized
so that each participant saw the same order of trials, but a given trial type was
not predictable. Additionally, a force channel or force pulse never occurred on the
same trial.
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3.2.4 Kinematic Data Analysis
Position, velocity, and force at the handle of the robotic arm were sampled at 1000
Hz. The data were low-pass filtered at 15 Hz. We performed data analysis using
custom MATLAB (r2018b, MathWorks) scripts.
For each reaching trial we computed the perpendicular deviation at peak velocity of
the hand path relative to a straight line between the start position and target. We
then analyzed the lateral forces that participants generated throughout movements
in the force channel trials. As a measure of the degree of adaptation in force channel
trials, we computed an adaptation index by estimating the slope of the relationship
between the measured lateral force profile produced by the hand (while velocity
exceeded 2 cm/s) and the ideal force profile. A linear model with zero intercept
was used to estimate the adaptation index on each force channel trial. The ideal
force profile was calculated as the force profile that would have to be generated to
fully compensate for the force field throughout the movement had the force field
been applied (see Smith et al., 2006, for more details). If these force profiles were
uncorrelated, the adaptation index was zero; if these force profiles were identical
to one another, the adaptation index was one.
3.2.5 Model Fitting
Smith et al. (2006) described a two-state model of motor adaptation in which
overall learning can be decomposed into two separate processes: a fast process xf
that learns quickly but has poor retention (Eq. 3.2) and a slow process xs that has
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better retention but learns more slowly (Eq. 3.3). Retention is characterized by
the parameters Af and As, for the fast and slow processes respectively. Learning
rate is characterized by Bf and Bs. The two processes are combined to produce
net motor output xnet (Eq. 3.4). Error e arises on each trial n when there is a
difference between the net output xnet and the task parameter f (e.g., the strength
of the force field) (Eq. 3.5).
xf (n+ 1) = Af · xf (n) +Bf · e(n) (3.2)
xs(n+ 1) = As · xs(n) +Bs · e(n) (3.3)
xnet(n) = xf (n) + xs(n) (3.4)
e(n) = f(n)− xnet(n) (3.5)
To estimate the retention parameters Af and As and learning rates Bf and Bs we
fit the model to the experimental data (using the function fmincon in MATLAB
r2018b) by minimizing the squared difference between the model predicted net out-
put (xnet) and average participant adaptation index, measured on force channel
trials. A constrained parameter space was defined by linear inequality constraints
and upper/lower bounds (Albert and Shadmehr, 2018). Linear inequality con-
straints were specified to enforce traditional two-state model dynamics according
to:
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As ≥ Af + 0.001 (3.6)
Bf ≥ Bs + 0.001 (3.7)
3.2.6 Electromyographic Recordings and Analysis
Muscle activity from upper limb muscles was recorded using bipolar surface elec-
trodes (Delsys Bagnoli-8 system with DE-2.1 sensors). EMG signals were ampli-
fied (gain = 103) and sampled at 1000 Hz from biceps brachii, lateral head of
the triceps, pectoralis major, and posterior deltoid. Before electrode placement
we cleaned the skin with rubbing alcohol, and electrode contacts were coated with
conductive gel. Electrodes were attached to the skin using double-sided adhesive
stickers. A ground electrode was placed over the participant’s left clavicle.
On feedback probe trials EMG data were aligned to the initiation of the force
pulse, and on reaching trials EMG data were aligned 300 ms before movement
onset (defined when tangential velocity >0.5 cm/s) (Cluff and Scott, 2013). The
data were then bandpass filtered between 20 Hz and 450 Hz (second-order, dual
pass Butterworth filter), full-wave rectified, and normalized. Participants were
required to hold the cursor within the start position for 500 ms to initiate the
three tones and simultaneously the trial. On each trial, EMG was normalized (per
muscle, per participant) to the average EMG activity between 400 ms and 100 ms
before the first tone. EMG over the whole trial was divided by this value such
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that a value of 1 represents the mean activity of a given muscle when countering
a constant 3.5-N CCW force (Maeda et al., 2018; Pruszynski et al., 2008).
To test for changes in the short and long-latency components of the stretch re-
sponse of the triceps lateral muscle during adaptation, we computed mean EMG
over previously defined epochs (Pruszynski et al., 2008); we calculated mean EMG
during a prepulse epoch (PRE: −50–0 ms), short-latency epoch (SLFR: 25–50
ms), and long-latency epoch (LLFR: 50–100 ms). To obtain a single measure of
the LLFR and to track this over the course of learning we subtracted EMG mea-
sured during inhibition from EMG measured during excitation. The two types
of force pulses (excitation vs inhibition) alternated throughout the task (see Fig.
3.1B), so the difference was taken between each pair of probes. We then averaged
this difference signal between the window of 50–100 ms to generate a single value,
termed the delta LLFR. The values of delta LLFR were then aligned with the
feedback probes trials that excited the triceps. The use of delta LLFR versus the
LLFR recorded on the trials where we only excite the triceps allows us to infer
that the response is directionally independent.
3.2.7 Control Experiment
Here we leverage a technique in which we introduce a force field perturbation
gradually over many trials to further test the idea that modulation of the LLFR is
dependent on experiencing large movement errors. Previous research suggests that
learning from smaller errors engages a different process than learning from large
errors that occur during abrupt perturbations schedules (Criscimagna-Hemminger
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et al., 2010; Izawa et al., 2012; Schlerf et al., 2012; Tseng et al., 2007). We col-
lected data from 20 participants (18–22 yr of age; 13 women). All features of the
task remained the same, with the exception that the force field was introduced
gradually. The strength of the field was increased linearly over 200 trials and then
held at a fixed strength, the same strength as the force field introduced abruptly in
experiment 1 (15 N·s·m−1 ), for another 15 trials (see Fig. 3.9A). By introducing
the perturbation gradually participants reached in the same environment after the
perturbation was fully ramped on, while only experiencing small errors from trial
to trial during adaptation.
3.2.8 Statistical Analysis
To test differences between means we used within-subject ANOVAs. We used
linear regression to quantify the relationship between the changes in the LLFR
and the estimated fast process of feedforward adaptation. Pairwise comparisons
were performed with paired t tests. For statistical analyses that require multiple
comparisons, we used the Holm-Bonferroni correction (Holm, 1979). Statistical
analyses were performed using MATLAB (r2018b, MathWorks). Statistical tests
were considered significant at P < 0.05. For all reported values we report the
means ± SE.
3.3 Results
Guided by a two-state model of short-term motor adaptation, we investigated
whether the time course of changes in the feedback stretch response would resemble
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the fast process of the feedforward component of adaptation, or the slow process, or
neither. In experiment 1, we incorporated probe trials with force pulses to measure
the time course of the feedback stretch response during short-term learning. We
used force-channel trials to probe the time course of the feedforward system.
Participants reached to a target 45◦ left of their midline. We introduced an abrupt
CCW velocity-dependent force field during an adaptation block (200 trials). Fig-
ure 3.2A shows adaptation index for all force channel trials, averaged across par-
ticipants. The adaptation index represents the proportion of compensation for the
experienced force field. To assess performance after adaptation to the CCW force
field we compared the mean adaptation index averaged across participants in the
last four adaptation trials to the mean adaptation index in the two force channel
trials in the baseline period before the introduction of the force field. There was a
reliable increase in the mean adaptation index at the end of adaptation (0.9026 ±
0.0133) compared with baseline [0 ± 0.0105; t(34) = 49.0160, P = 1.9713e − 33],
thus demonstrating that participants reliably adapted to the CCW force field.
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Figure 3.2: Experiment 1. A: the across participant average adaptation index
for all force channel trials. The shaded region denotes SE. B : triceps EMG during
movement increased after adaptation to a counterclockwise (CCW) force field.
EMG time series for nonprobe trials averaged over participants (means ± SE) is
shown during baseline (solid black line) and the 2nd half of the adaptation block
(dashed black line).
The EMG data from reaching trials were aligned to 300 ms before movement onset,
which was defined as the time at which tangential velocity exceeded 0.5 cm/s.
Figure 3.2B shows a summary of triceps EMG activity during baseline trials (32
nonprobe trials) and the last half of the adaptation block (56 nonprobe trials).
Figure 3.2B shows the across-participant mean EMG (±SEM) of the triceps
lateral head for reaching trials in the absence of force pulses or force channels.
Because the data have been normalized to the background load applied in the
start position, the values of EMG start at 1. Note that the background load
remained on throughout the movement, until participants arrived at the target,
and this presumably influenced muscle activity in the triceps even in the absence
of the force field. We observed an increase in triceps EMG activity beginning near
movement onset, after participants adapted to the CCW force field, compared with
EMG activity in baseline trials. This shows that to compensate for the force field
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and move straight to the target, participants increased the activation of triceps.
Thus in the analyses below we focus on changes in the feedback stretch response
of triceps, as this was the muscle primarily involved in producing compensatory
force when participants adapted to the CCW force field.
Feedback probes were designed to inhibit or excite the triceps during the prepara-
tory period before reach onset, and were delivered at 350 ms before the third tone
(Ahmadi-Pajouh et al., 2012). Figure 3.3A summarizes the feedback stretch re-
sponse of triceps resulting from excitation (purple line) or inhibition (yellow line).
Figure 3.3A shows the across-participant average EMG (±SE) of the triceps lat-
eral head, averaged across all force pulse trials in the experiment. Because the
data have all been normalized to the background load applied in the start posi-
tion, the values of EMG start at 1. The triceps shows both a classic short latency
stretch response (25–50 ms) as well as a long-latency feedback response (50–100
ms). Figure 3.3B summarizes the feedback stretch response of triceps during
four defined phases of learning: the last four force pulse trials during baseline, the
first and last four force pulse trials during adaptation (early adaptation and late
adaptation, respectively), and the first four force pulse trials in washout. This
qualitatively demonstrates a fluctuation in the feedback response over the course
of learning.
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Figure 3.3: Triceps EMG following force pulse A: triceps EMG following force
pulse probe trials, averaged across all phases of learning and all participants, for
trials in which the triceps was stretched (purple) or released (yellow); a.u., arbi-
trary units. Data are aligned to force pulse onset (time = 0 ms), and solid vertical
lines indicate the different phases of the feedback response. B : triceps EMG fol-
lowing force pulse probe trials during 4 phases of learning (BL, baseline; EA, early
adaptation; LA, late adaptation; and WO, washout).
The major role of reflexes is to respond when there is an unexpected perturbation.
In recent work Scott (2004, 2012) proposed that the majority of the sophistication
embodied in the feedback stretch response occurs during the long-latency com-
ponent and not the short latency component. To assess whether the change in
response of the triceps muscle as participants adapt to novel FF perturbations is
specific to the long-latency component of the stretch response, we calculated the
mean triceps EMG within three time windows relative to the onset of the force
pulse, -50 – 0 ms (PRE), 20 – 45 ms (SLFR), and 50–100 ms (LLFR). These
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measures were computed for baseline trials, early adaptation, late adaptation, and
washout trials. Using a two-way repeated-measures ANOVA, we compared the
mean triceps EMG as a function of force pulse epoch (PRE, SLFR, and LLFR)
and phase of learning (baseline, early adaptation, late adaptation, and washout).
We observed a main effect of force pulse epoch [F (1,34) = 619.63, P = 2.08e−23],
a main effect of phase of learning [F (1,34) = 1051.9, P = 3.68e− 27], and a force
pulse epoch by phase of learning interaction [F (1,34) = 638.06, P = 1.30e − 23].
Figure 3.4 qualitatively demonstrates that there was no difference in mean tri-
ceps EMG between baseline, early adaptation, late adaptation, or washout in the
PRE or SLFR epochs.
Figure 3.4: Mean EMG response to force pulse trials across 4 phases of the adap-
tation paradigm, and binned in time to reflect the different epochs of the stretch
response. Error bars indicate within-subject SE. LLFR, long-latency feedback re-
sponse; SLFR, short-latency feedback response; PRE: -50 – 0 ms; a.u., arbitrary
units.
A post hoc analysis showed that during the LLFR epoch, mean EMG increased
in early adaptation (2.82 ± 0.10) relative to the baseline (2.06 ± 0.04) phase of
learning [t(34) = −7.10, P = 9.9299e − 08, paired t test]. The effect size for the
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analysis (d = 1.2006) was found to exceed Cohen’s (1988) convention for a very
large effect (d = 1.2). There was no reliable difference in mean triceps EMG
activity during the LLFR epoch during late adaptation or washout, relative to
baseline. This further demonstrates that the change in feedback response during
force field learning is specific to the LLFR epoch.
To obtain a single measure of the LLFR and track changes over the course of
learning, for every pair of excitatory and inhibitory force pulse trials we computed
the difference between the EMG signals when we applied a 3.5-N CW force pulse
(triceps inhibition) and EMG when a 7-N CCW force pulse was applied (triceps
excitation). We then averaged this difference signal within the window of 50–100
ms to generate a single value, termed the delta LLFR. Figure 3.5 shows the time
course of the delta LLFR, averaged across participants. When the force field was
abruptly turned on, we observed a transient rise in the LLFR that quickly returned
to baseline.
Figure 3.5: Time course of the triceps the long-latency feedback response
(LLFR). The average change in the LLFR across participants, aligned to trial
number for probes trials that stretched the triceps. The shaded region denotes
SE. The open circles are used to highlight the data points.
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Figure 3.6A shows a summary of EMG activity during baseline trials (32 non-
probe trials) and the last half of the adaptation block (56 nonprobe trials) for
the biceps, posterior deltoid, and pectoralis. Figure 3.6A shows the across-
participant mean EMG (±SE) of each muscle, respectively, for reaching trials in
the absence of force pulses or force channels. While the force pulse trials were
specifically designed to inhibit or excite the triceps muscle, a response was also
observed in the other three muscles recorded in this experiment (i.e., biceps brachii,
pectoralis major, and posterior deltoid).
Figure 3.6B summarizes the EMG of these muscles in response to force pulses
that excited (purple line) or inhibited (yellow line) the triceps lateral head. Figure
3.6B shows the across-participant average EMG (±SE), averaged across all force
pulse trials in the experiment. Because the data have all been normalized to the
background load applied in the start position, the values of EMG start at 1. While
the force pulse trials elicited a response in each of the other three muscles, these
responses did not show the same pattern of change during adaptation as for the
triceps.
Figure 3.6C shows the time course of the delta EMG for the other three muscles
recorded in this experiment, averaged over the same LLFR time window as shown
for triceps in Fig. 3.5. Given that the force pulse trials were specifically designed
to inhibit or excite the triceps muscle, the time course shown for the delta EMG
in the biceps, pectoralis, and deltoid is only a measure of the response generated
in each respective muscle during the LLFR epoch. Here the delta EMG measure
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represents the difference between trials in which the triceps was excited and inhib-
ited. Qualitatively, in all three muscles, the time course is relatively flat. When
we compare the average delta EMG during baseline (last 4 force pulse trials) and
early adaptation (first 4 pulse trials), there is no reliable change for the biceps
(P = 0.1252), pectoralis (P = 0.2298), and deltoid (P = 0.1547, paired t test). At
the beginning of learning, participants experienced large errors, and one possible
strategy of the motor system could be to upregulate the feedback gain of all arm
muscles as a mode of robust control. However, the lack of change across these three
muscles demonstrates that the change in the LLFR during learning is specific to
the muscle involved in countering the environmental perturbation (i.e., the triceps
lateral head).
To rule out the possibility that the observed differences in triceps LLFR may be due
to the muscle being stretched to a different degree in different phases of learning, we
tested for differences in hand displacement during the LLFR time window (50–100
ms post force pulse). To test for differences in hand displacement during the LLFR
epoch we performed a one-way repeated measures ANOVA, which indicated no re-
liable difference in mean hand displacement across phase of learning (P = 0.3307,
Fig. 3.6D). This rules out the possibility that observed changes in LLFR may be
due to differences in muscle stretch.
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Figure 3.6: Control analyses. A: EMG time series during arm movement for
nonprobe trials averaged over participants (means ± SE) is shown during baseline
(solid black line) and the second half of the adaptation block (dashed black line)
for biceps, posterior deltoid, and pectoralis muscles; a.u., arbitrary units. B : EMG
during feedback probe trials for biceps, posterior deltoid and pectoralis muscles
following force pulse probes, averaged across all phases of learning and all partic-
ipants, for trials in which the triceps was stretched (purple) or released (yellow).
Data are aligned to force pulse onset (time = 0 ms), and solid vertical lines indicate
the different phases of the feedback response. C : time course of changes in EMG
for biceps, posterior deltoid and pectoralis muscles, averaged across participants.
The shaded region denotes SE. D : mean perpendicular displacement of the hand,
between 50 to 100 ms after force pulse onset, as a function of learning phase (BL,
baseline; EA, early adaptation; LA, late adaptation; and WO, washout). Each
circle represents 1 participant.
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We used a two-state model (Smith et al., 2006) to decompose the measured adapta-
tion indices into a fast and a slow learning process. We used a procedure previously
described in Coltman et al. (2019) to fit the model to data averaged across par-
ticipants. The four model parameter estimates are fast retention (Af = 0.2943),
fast learning rate (Bf = 0.2075), slow retention (As = 0.9992), and slow learning
rate (Bs = 0.0291). Figure 3.7A shows simulated learning curves generated us-
ing the model parameter estimates. The model explains 89% of the variance in
the across participant average adaptation index values over the course of learning
(R2 = 0.89, P = 2.3143e − 31). When we examine the time course of the triceps
LLFR, it closely resembles the fast component of the feedforward system. To as-
sess the similarity of the LLFR time course during the adaptation phase of learning
(trials 51–250 ) and that of the fast process, we used linear regression. During the
adaptation phase we have 38 data points for the delta LLFR (38 probe trials that
stretched triceps and 38 probe trials that inhibited triceps). We found the corre-
sponding value of the simulated time course for the fast process for each data point
of the LLFR (i.e., value of estimated fast process at the trials at which we obtained
LLFR measures), and in Fig. 3.7B we show these independent probes of feed-
forward and feedback components together. Each data point represents one trial
during adaptation, averaged over participants. Results of the Spearman correla-
tion indicate that there was a reliable positive association between the measures of
the feedforward and feedback systems: R2 = 0.88, P = 3.53e−21. Note that while
there appear to be three points most significantly contributing to this relationship,
they should not be considered outliers, rather they correspond to the rise in the
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time course of both measures early in force field adaptation. Figure 3.7C shows
the time course of the fast process (estimated from force channel data), overlaid
on the time course of the measured triceps delta LLFR, demonstrating their re-
markable similarity. We also examined the relationship between delta LLFR time
course and the overall learning curve from the model output. The Spearman cor-
relation coefficient was statistically reliable but smaller in magnitude than that for
the LLFR and the fast process (R2 = −0.65, P = 7.32e− 05).
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Figure 3.7: Relating feedforward and feedback control. A: model simulation.
The overall output predicted by the model is shown as a solid blue line. The fast
process (dashed black line) and the slow process (dotted black line) are shown
as a function of trial. B : correlation between the mean value, averaged across
participants, of the delta the long-latency feed- back response (LLFR) during the
adaptation phase, averaged across participants, and the corresponding value of the
estimated fast process at each trial at which the delta LLFR is measured during
the adaptation phase; a.u., arbitrary units. C : the time course of the fast process
(estimated from the feedforward probes, shown as a black dashed line), over- laid
on the time course of the measured delta LLFR (shown as blue solid line). The
shaded region denotes SE.
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Figure 3.8A shows perpendicular deviation for all reaching (nonprobe) trials,
averaged across participants. To assess performance and learning during adapta-
tion to the CCW force field, we computed the across participant mean absolute
perpendicular deviation over the first four trials or last four trials during each
phase of learning (Fig. 3.8B). For the adaptation phase, the mean absolute
perpendicular deviation in the early adaptation (first 4 trials; 1.95 ± 0.08) epoch
was larger than in the late adaptation (last 4 trials; 0.57 ± 0.05) epoch [t(34)
= 12.66, P = 2.0040e − 14, paired t test]. Characteristically the fast process al-
lows the motor system to respond to large changes in the environment (Smith
et al., 2006). To assess whether the LLFR is similarly sensitive to large errors,
we regressed the values of the LLFR (the last 2 values in baseline and first 12 in
adaptation), with the values of the perpendicular deviation on the nearest reach-
ing trial (Fig. 3.8C). This chosen window allowed us to evaluate whether the
LLFR was modulated by recent errors. Each data point is the average value of
each measure, at a particular trial, averaged across participants. Perpendicular
deviation and delta LLFR were significantly correlated (R2 = −0.41, P = 0.0124).
Again, it is important to note that while two data points appear to drive this
relationship, they should not be considered outliers, rather they represent the first
two measures taken during early force field adaptation. This suggests that LLFR
is modulated by recently experienced error.
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Figure 3.8: Relating feedback to movement error. A: average perpendicular
deviation of the hand path measured at peak velocity, as a function of adaptation
trial. The shaded region denotes SE. B : comparison of the mean absolute value of
perpendicular deviation for the 4 trials in each phase of learning. Circles represent
individual participants. C : correlation between the delta the long-latency feed-
back response (LLFR) and perpendicular deviation of the hand, for 12 trials near
the beginning of adaptation (shown in A using a blue x); a.u., arbitrary units.
Dashed lines indicate 95% confidence interval (CI).
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By linking the LLFR to the fast process, we predict that the LLFR would be un-
changed by slower changes in the environment: changes that involve small errors
and thus would not engage the fast process. To test this idea, we performed a
control experiment in which the perturbation was introduced according to a grad-
ual adaptation schedule (Fig. 3.9A). In this way, we could train participants to
reach in the same environment after the perturbation is fully ramped on; however,
participants would only experience small errors trial-to-trial. Qualitatively, the
time course of the delta LLFR in the triceps muscle is relatively flat (Fig. 3.9B).
When we compare the average response of the triceps LLFR across the epochs of
learning (baseline, early adaptation, late adaptation, and wash-out), there is no
reliable difference (P = 0.986; Fig. 3.9C). In Fig. 3.9D, we compared the mean
perpendicular displacement produced by the force pulses as a function of the phase
of learning (baseline, early adaptation, late adaptation, and wash-out) and found
no reliable differences (P = 0.249). Importantly, in Fig. 3.9E, we show that the
degree of adaptation at the end of learning was not different when the force field
was introduced abruptly (experiment 1 ) or gradually in the control experiment
(P = 0.931). By having participants learn to adapt to the same force field as in
experiment 1, only this time using a gradual perturbation schedule, we show that
this form of learning was not associated with changes in the LLFR. This finding
supports previous research suggesting that learning from smaller errors engages a
different process than learning from large errors that occur during abrupt pertur-
bation schedules (Criscimagna-Hemminger et al., 2010; Schlerf et al., 2012; Tseng
et al., 2007).
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Figure 3.9: Control experiment. A: during the adaptation block, the manipulan-
dum applied a counterclockwise (CCW) force field gradually over 200 trials. This
was followed by 15 trials during which the force field was held at a fixed strength.
Force probes (yellow and purple bars) were used to track the change in the feed-
back response in the triceps muscle. B : average delta the long-latency feedback
response (LLFR) measured in triceps, over the course of learning. The shaded re-
gion denotes SE; a.u., arbitrary units. C : comparison of mean perpendicular hand
displacement produced by the force pulses as a function of the phase of learning
BL, baseline; EA, early adaptation; LA, late adaptation; and WO, washout). Cir-
cles represent individual participants. D : mean absolute perpendicular deviation
for the 4 trials in each phase of learning. Circles represent individual participants.
E: mean adaptation index for gradual vs abrupt introduction of force field, aver-
aged across participants, for the 2 force channel trials in baseline, and the last 3
force channel trials at the end of the adaptation block. Circles represent individual
participants.
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3.4 Discussion
We compared changes in feedback responses to changes in feedforward control dur-
ing the adaptation of reaching movements to a velocity-dependent force field. We
used the time course of changes in the LLFR as a characterization of how the feed-
back response changes during adaptation. Feedback responses were upregulated
early in adaptation and returned to baseline levels once movement errors were re-
duced and reaching performance reached asymptotic levels. The observed change
in feedback gain was specific to the long-latency epoch and was observed only in
the triceps muscle: the muscle that was required to counter the force field during
adaptation. We used a two-state model of short-term motor adaptation to decom-
pose learning into independent fast and slow processes. Overall, our findings show
that feedback responses are dependent on task dynamics, they are increased in the
early stages of learning, and they are reliably correlated with the fast component
of feedforward adaptation.
Force field learning is a standard and often utilized experimental model of error-
based motor learning (Shadmehr and Mussa-Ivaldi, 1994). The fastest changes in
reaching behavior occur in the earliest stages of learning, when large errors are
reduced. This initial process happens on a fast time scale, and the results of the
present study show that changes in LLFR occur on a similarly rapid time scale.
This may be contrasted with the literature on visuomotor rotation learning, in
which a link has recently been proposed between model-based adaptation pro-
cesses operating on a fast time scale and experimental probes of explicit cognitive
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strategies for learning (McDougle et al., 2015; Taylor et al., 2014). Visuomotor
learning is driven by errors signaled by visual inputs, while errors in force field
learning involve perturbations to the limb, muscle stretch and associated afferent
inputs. It may be that the upregulation of feedback gains on these proprioceptive
and somatosensory inputs contribute to rapid reduction of movement errors in
the earliest stages of force field learning, rather than explicit cognitive strategies,
which may be responsible for reducing errors on a fast time scale in visuomotor
adaptation.
Additionally, we recognize that there is evidence in other forms of motor adaptation
that feedback changes can occur over a slower timescale. For instance, recent work
by Maeda et al. (2018) tracked the LLFR in a shoulder muscle in response to
force pulses that created pure elbow motion while participants performed single-
joint elbow movements, with the shoulder either free to rotate or mechanically
fixed. In this case the LLFR was modulated on a much slower timescale than that
observed in the present study. It is worth noting that in the present study the
experimental task was designed to probe kinematic error-based learning, while in
Maeda et al. (2018) the shoulder fixation task presumably involves a very different
kind of adaptation driven not by kinematic error signals but perhaps by energetic
considerations.
Many design features of the present study are based on Ahmadi-Pajouh et al.
(2012), but one salient difference is the use of a background load in the present
study to control for the state of the muscle across the task. This enables us
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to attribute perturbation-related changes in EMG to learning-related changes in
feedback gain, rather than changes that may be due to differences in the state
of the muscle before movement onset. The design of the present study is consid-
erably different from the experimental task used by Cluff and Scott (2013). In
their experiment, adaptation to a velocity-dependent resistance to a single joint
(the elbow) occurs at one target, while the force pulse used to probe for changes
in feedback responses occurs for movements to a different target location. It is
possible that this separation between the movement used for adaptation and the
(different) movement used for probing feedback influenced the pattern of feedback
changes observed over the course of adaptation.
The results of the present study, taken together with previous studies, demonstrate
that feedback responses can be modulated according to task demands (Ahmadi-
Pajouh et al., 2012; Cluff and Scott, 2013; Franklin et al., 2012; Maeda et al.,
2018). In the present study, changes in feedback gains over the course of learning
provide insight into how the internal estimate of the dynamics of the environment
is formed and used for control. By comparison, the work by Maeda et al. (2018)
and Cluff and Scott (2013), both using a robotic exoskeleton, perturbing isolated
joints, may provide insight into how the internal estimate of the limb, rather than
the environment, is formed during learning. Studying how feedback changes differ
across a range of experimental paradigms could provide valuable insights into the
organization of feedforward and feedback control for motor learning.
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Franklin et al. (2012) recently demonstrated that the magnitude of a rapid visuo-
motor feedback response is increased by both the introduction and the removal
(after adaptation is complete) of a velocity-dependent force field. Furthermore,
they related the size of the visuomotor feedback response to the size of perpendic-
ular error in the reach trajectory. In the present study, by linking perpendicular
error and the change in the LLFR, our results from experiment 1 are consistent
with the idea that the change in the LLFR is modulated by recently experienced
error.
To test the idea that changes in the gain of the LLFR during adaptation are depen-
dent upon experiencing large movement errors, we conducted a second experiment
using a gradual perturbation schedule. Previous research suggests that learn-
ing from small, even imperceptible, errors during a gradual perturbation schedule
engages a different neural process than learning from large errors that occur in
abrupt perturbations schedules, such as in experiment 1 (Izawa et al., 2012; Or-
ban de Xivry et al., 2011; Schlerf et al., 2012). We modified the schedule of the
velocity-dependent curl field to test whether feedback responses change when er-
rors are very small. Results from the control experiment showed no reliable change
in the LLFR, even though participants adapted fully to the curl field by the end
of the gradual schedule. This further supports the idea that changes in the gain
of the LLFR are specific to large movement errors.
In recent years, researchers have increasingly asked whether feedback responses
adapt when we learn new motor skills (Ahmadi-Pajouh et al., 2012; Cluff and
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Scott, 2013; Franklin et al., 2012; Maeda et al., 2018; Wagner and Smith, 2008;
Yousif and Diedrichsen, 2012). Although these studies have shown that feedback
responses can be modified with learning by increasing sensory feedback gains, how
this adaptation takes place and what other features of learning feedback changes
are linked to have been largely unexplored. In the present experiment by probing
feedback and feedforward components of adaptation throughout learning, we were
able to examine the time course of each. The time course of changes in the LLFR
was strikingly similar to the time course of the fast component of feedforward
adaptation. This is highly suggestive of the idea that feedforward and feedback
control processes may be supported by similar learning mechanisms and neural
circuits.
Orban de Xivry and colleagues (2011) have shown that primary motor cortex (M1)
may play a significant role in adapting to an abrupt, but not a gradual, schedule
of perturbation. Shadmehr and Krakauer (2008) propose that M1 is responsible
for regulating feedback gains used to update an internal model. Pruszynski et al.
(2011) have shown that M1 responds to proprioceptive feedback and that the
timing of this response is consistent with the idea that it contributes to the long-
latency component of the feedback stretch response. Taken together, these findings
suggest that the motor system can generate task-specific feedback starting as early
as 50 ms following the onset of a perturbation. Feedback responses during this
long-latency epoch are thought to involve cortical, brainstem, cerebellar, and spinal
circuits (Cluff et al., 2015; Marsden et al., 1976; Pruszynski and Scott, 2012; Scott,
2012).
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Recently Sarwary et al. (2018) probed the excitability of M1 during force field
adaptation by measuring motor-evoked potentials (MEPs) in response to single-
pulse trans-cranial magnetic stimulation (TMS). Their results demonstrated that
the modulation of MEPs over the course of learning was correlated with the fast
learning process. There is convincing evidence that the cerebellum is involved
in the adaptation of predictive feedforward commands based on sensory predic-
tion errors (Criscimagna-Hemminger et al., 2010; Schlerf et al., 2012; Smith and
Shadmehr, 2005; Tseng et al., 2007). Moreover, Schlerf et al. (2012) suggested
that during the rapid early phase of learning, when an abrupt perturbation is first
introduced, the contribution of the cerebellum to adaptation is greatest. Taken
together with the present results, these findings are consistent with the idea that
during force field adaptation, the cerebellum and M1 regulate both the fast com-
ponent of feedforward control, as well as the gain of the long-latency feedback
stretch response.
Optimal feedback control provides a framework for us to understand how the motor
system should handle performance errors caused by noise or environmental pertur-
bation (Crevecoeur et al., 2014). Our results provide strong support for the task
dependency of feedback within the framework of optimal feedback control theory.
In line with previous findings, we show that there is a link between feedforward
and feedback control. This supports the idea that a key feature of adaptation is
to adjust feedback responses according to task demands (Ahmadi-Pajouh et al.,
2012; Diedrichsen et al., 2010; Franklin et al., 2012; Wagner and Smith, 2008).
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Recently, Diedrichsen et al. (2010) suggested that feedforward and feedback control
are not separate processes, but rather lie on a continuum. Similarly, Thorough-
man and Shadmehr (2000) found that error-driven feedback produced in response
to a novel force field perturbation gradually shifted over the course of learning
from a feedback-driven mode of control to more predictive, feedforward control.
Comparably, it has been proposed that a simple feedback control policy can be
formed by modifying feedforward control with a feedback component that cancels
out movement errors, thereby aiming to keep the movement as close as possible
to the planned trajectory (Haith and Krakauer, 2013; Kawato and Gomi, 1992).
The transient rise and fall of the LLFR time course observed in the present study
suggests that as participants became faster and more accurate as a function of
practice, they subsequently became less reliant on feedback control.
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Chapter 4
Sensitivity to error during
visuomotor adaptation is similarly
modulated by abrupt, gradual and
random perturbation schedules
1
1A version of this chapter has been published: Coltman, S. K., van Beers, R. J., Medendorp,
W. P., & Gribble, P. L. (2021). Sensitivity to error during visuomotor adaptation is similarly
modulated by abrupt, gradual and random perturbation schedules Journal of neurophysiology,
Article in Press
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It has been suggested that sensorimotor adaptation involves at least two processes
(i.e., fast and slow) that differ in retention and error sensitivity. Previous work
has shown that repeated exposure to an abrupt force field perturbation results in
greater error sensitivity for both the fast and slow processes. While this implies
that the faster relearning is associated with increased error sensitivity, it remains
unclear what aspects of prior experience modulate error sensitivity. In the present
study, we manipulated the initial training using different perturbation schedules,
thought to differentially affect fast and slow learning processes based on error
magnitude, and then observed what effect prior learning had on subsequent adap-
tation. During initial training of a visuomotor rotation task, we exposed three
groups of participants to either an abrupt, a gradual, or a random perturbation
schedule. During a testing session, all three groups were subsequently exposed to
an abrupt perturbation schedule. Comparing the two sessions of the control group
who experienced repetition of the same perturbation, we found an increased error
sensitivity for both processes. We found that the error sensitivity was increased
for both the fast and slow processes, with no reliable changes in the retention, for
both the gradual and structural learning groups when compared to the first session
of the control group. We discuss the findings in the context of how fast and slow
learning processes respond to a history of errors.
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4.1 Introduction
Adaptation is often defined as an error-driven process, in which the error expe-
rienced during a movement leads to a corrective adjustment in the motor out-
put on the following movement (Donchin et al., 2003; Miall and Wolpert, 1996;
Smith et al., 2006; Thoroughman and Shadmehr, 2000; Wolpert et al., 1998b).
Behavioural measures of adaptation are well characterized by state-space models
(Donchin et al., 2003; Thoroughman and Shadmehr, 2000), which represent trial-
to-trial changes in movement as a function of how an error on a given trial affects
motor output on the subsequent trial. The update from one trial to the next, or the
change in motor output, is based on two parameters: a retention parameter which
determines what proportion of motor output is retained from trial to trial, and an
error sensitivity parameter which governs the proportion of error experienced on
the current trial that is corrected for on the subsequent trial.
Variations of the state-space model are built on the assumption that adaptation
is the product of multiple underlying processes with distinct timescales (Kording
et al., 2007; Lee and Schweighofer, 2009; Smith et al., 2006). Researchers have be-
gun to provide neural evidence to strengthen the theory that sensorimotor learning
is supported by multiple processes (Kim et al., 2015; Sarwary et al., 2018). An
influential two-state model of short-term motor adaptation was proposed by Smith
et al. (2006) that proposed a fast process that learns quickly but has poor retention
and a slow process that learns more slowly, but has strong retention.
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The prevailing success of the two-state model continues to be that it accounts
for the learning phenomenon known as savings, characterized as prior learning
speeding up subsequent relearning (Ebbinghaus, 1964; Kojima et al., 2004; Smith
et al., 2006). While Smith et al. (2006) initially argued that the reason for the
fast relearning during a second introduction of the same perturbation was due to
the resistance of the slow process to change, recent studies suggest that learning
rate can be modified depending on factors such as the uncertainty of movement
error (van Beers, 2009; Wei and Kording, 2009), size of movement error (Marko
et al., 2012), and a history of movement errors (Coltman et al., 2019; Herzfeld
et al., 2014; Leow et al., 2016).
The behavioural changes associated with savings suggest that some component of
memory from the initial training must lead to the faster relearning, but what is
remembered and recalled remains unclear (Avraham et al., 2021; Coltman et al.,
2019; Herzfeld et al., 2014; Huang et al., 2011; Leow et al., 2016, 2017; Yin and
Wei, 2020). One perspective argues for the enhancement of an explicit strategy
(Avraham et al., 2021; Huberdeau et al., 2015; Morehead et al., 2015), while the
other side suggests that faster relearning is driven by the experience of the motor
errors (Coltman et al., 2019; Hanajima et al., 2015; Herzfeld et al., 2014; Leow
et al., 2016).
In support of the latter possibility, Herzfeld and colleagues (2014) proposed that
a history of errors modulates the error sensitivity on each trial, systematically
controlling how much the motor system learns from the current motor error.
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They suggested that an error-based adaptation model that provides for experience-
dependent error sensitivity modification could account for savings. Furthermore,
Leow et al. (2016) demonstrated that it is a memory of errors, not previous actions,
that is necessary for savings.
Recent work has shown that repeated exposure to the same force field perturbation
results in greater error sensitivity of both the fast and slow processes (Coltman
et al., 2019). While the error sensitivity terms for the fast and slow processes were
kept constant within a session, we considered the theory of experience-dependent
error sensitivity modulation as changes in error sensitivity from one session to
the next. Although these results clearly indicate that the motor system must
have stored some component (i.e., memory) of prior training to speed up the
subsequent learning, it remains unclear how each process contributes to savings
and what aspects of prior experience modulated error sensitivity. In other words,
did both processes access a single stored component of prior training, or did they
store independent components?
Considering recent findings which demonstrate that participants do not adapt
linearly to error size (Marko et al., 2012; Wei and Kording, 2009), we presume
that errors of different magnitudes may have a differential effect on the fast and
slow processes. Based on the forward simulation of the learning curves for the
overall learning, the fast process and the slow process, Smith et al. (2006) related
the two stereotypical phases during the learning of a novel motor task to the
contributions made by the fast and slow processes. When errors are large, such as
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those experienced during early learning of an abrupt perturbation, the fast process
is believed to be the dominant output, contributing to the overall motor output;
conversely when errors are small, the slow process is believed to be the dominant
output. Additionally, Orban de Xivry and Lefèvre (2015) proposed that different
perturbation schedules lead to distinct motor memories with different attributes
and neural representations (i.e., the amount of reorganization of the motor cortex).
We, therefore, hypothesize that fast and slow processes may be independently
malleable, meaning we could influence a single process at a time. In the present
study, we manipulated the initial training using different perturbation schedules,
which generated errors of different magnitudes, and then observed what effect prior
learning has on subsequent adaptation.
Our goal was to use two different adaptation schedules thought to differentially
affect fast and slow learning processes based on error magnitude, to test the idea
that error sensitivity for each process could be independently modulated. We asked
one group of participants to counter a gradual perturbation schedule during ini-
tial training. When a perturbation is gradually introduced, such that participants
never experience large errors, learning is believed to be more implicit in nature
(Orban de Xivry and Lefèvre, 2015). We predicted that when participants in this
group were later tested on an abrupt perturbation, only the slow process would
be affected by the initial training, compared to a control group who were initially
trained using an abrupt perturbation. For a second group of participants, initial
training was based on a structural learning paradigm, involving a series of brief
exposures to large, random perturbations (Braun et al., 2009, 2010). This per-
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turbation schedule is thought to be based on explicit learning mechanisms (Bond
and Taylor, 2017; Huberdeau et al., 2015). For this group we predicted that when
later tested on an abrupt perturbation, only the fast process would be affected by
the initial training, as compared to the control group.
We modelled perturbation-driven changes in movement with the state-space equa-
tions proposed by Smith et al. (2006), and focused on changes in the retention
and error sensitivity parameters. The model estimates function as a tool for un-
derstanding how the underlying processes of adaptation were affected by the prior
training. Substantiating the finding of Coltman et al. (2019), we confirm that
repetition of the same visuomotor perturbation results in an increase in error sen-
sitivity for both processes, when comparing the two sessions of the control group.
By comparing the model estimates of participants in the gradual and structural
learning groups to the first session of the control, we expected to see changes in
error sensitivity that depended on the type of prior training participants experi-
enced. Interestingly, however, we found that error sensitivity of both the fast and
slow processes was increased for both groups. The findings are discussed in the
context of storing and accessing a history of errors.
4.2 Methods
4.2.1 Participants
A total of 60 healthy young adults (age range 21-35; mean age ± sd 27.9 ± 4.2
years) participated in a visuomotor rotation experiment. Participants were re-
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cruited from the online platform maintained by Prolific.co and received £11.25 for
their participation. As part of the Prolific platform, participants respond to a se-
ries of questions related to age, gender, health and economic status. Based on this
prescreen information, 24 participants identified as female and 36 as male. Partic-
ipants were recruited globally, and reported being located in 17 different countries
(Estonia, Finland, France, Greece, Hungary, Israel, Italy, Mexico, Netherlands,
Poland, Portugal, Slovenia, South Africa, Spain, Sweden, United Kingdom and the
United States). All participants self-reported being right-handed and had normal
or corrected-to-normal vision. The protocol was approved by Western University’s
Research Ethics Board and all participants indicated electronic consent.
4.2.2 Apparatus
Participants used a standard computer mouse and their own computer to access
a webpage hosted on a network computer located at Western Interdisciplinary
Research Building. The task was written in and controlled by JavaScript, running
locally within the participants’ web browser.
Participants were asked to use a standard computer mouse and a standard credit or
debit card to complete a spatial calibration procedure. Participants were initially
instructed how to turn off the acceleration for the mouse, based on their operating
system. Then, following an instruction video, participants were asked to align
the top of their mouse with the top of the credit card. After a tone, they were
instructed to move the mouse in a smooth and straight path, aligning the top of
their mouse with the bottom of the card. Participants were asked to hold still
117
CHAPTER 4. SENSITIVITY TO ERROR
while waiting for a second tone, indicating that they needed to realign the mouse
with the top of the card. This was repeated at two different speeds indicated in the
video. When the calibration procedure was successfully completed, participants
watched an instructional video about the experimental task.
The size and position of the stimuli were scaled based on a mouse calibration
procedure. Real-time position of the mouse was used to control the visual display
and to provide on-line visual feedback. The mouse speed was adjusted such that
the distance from start position to target was exactly 6 cm based on the calibration.
While the physical target distance was always 6 cm, this translated to 300 pixels
on screen. Therefore, the straight reach trajectory was 300 pixels, however a
participant’s view of this was potentially compressed or expanded relative to the
target value of 6 cm, depending on their monitor as well their viewing distance
from the monitor.
4.2.3 Paradigm
At the start of each trial, participants were instructed to click their mouse to begin.
A circular cursor (10 pixels radius) was virtually displayed on the participant’s
computer monitor and was used to represent the position of the mouse on screen.
The position of the mouse at the start of the trial, represented the start position
on screen. A small square (20 pixels by 20 pixels) represented the target. The
radial distance of the target from the start position was 300 pixels. The target
appeared at either 45◦, 90◦, or 135◦, relative to the start position (where 6cm
directly to the right of the start position represented 0◦). The location of the
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target was randomized per trial, per participant, such that each participant saw
a different order of targets with an equal number of presentations of each target
over the course of a session.
Participants were instructed to make a straight movement from the start position
to the target, within a narrow temporal window. At the beginning of each trial
the target appeared in white. Participants were required to hold still at the start
position for 500 ms, at which time the target changed color to green, representing
a “go” signal for participants to initiate a movement to the target. In addition
to the colour change of the target, a tone was used as a secondary “go” signal.
Participants needed to reach for the target and bring the centre of a red cursor
representing the position of their computer mouse within 10 pixels of the centre
of the target within 600–900 ms. If a participant’s movement time was less than
600 ms, the target turned red to indicate that the movement was “too fast”. If the
participant’s movement time was within 600–900 ms, the target remained green
to indicate that the movement was “good”. If the participant’s movement time
was greater than 900 ms, the target would turn blue to indicate “too slow”. Feed-
back related to movement time was displayed on the screen for 1000 ms before
the screen went blank and written instructions on screen indicated that the par-
ticipant should return the mouse to a comfortable starting position within their
workspace. Participants were instructed to try to obtain the “good” feedback as
often as possible throughout the experiment.
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To assist with making straight movements between the start position and the
target using a computer mouse, the first 20 trials of the first session represented
a practice session for participants. In these trials, a purple rectangle (50 pixels by
300 pixels), with two white lines on either side was shown on screen, highlighting
a straight path to the target. Participants were instructed to keep the red cursor
on the path, between the lines, toward the target. If the cursor moved outside the
path, the background colour changed from black to pink.
Participants were randomly assigned to one of three groups. Each group completed
two sessions (initial training and testing), separated by a 5 minute break (Fig.
4.1). Each session included a total of 450 reaching movements, with a 1 minute
mid-session break halfway. The experimental paradigm for each session consisted
of 4 epochs. The first epoch (baseline) consisted of 70 trials in which participants
were provided with veridical feedback of the cursor position. The second epoch
(adaptation) consisted of 300 trials in which a visuomotor rotation was applied to
the cursor feedback: an angular rotation was imposed on the cursor, such that a
hand movement aimed directly at a target produced a cursor movement that was
rotated radially about the start position and participants saw that their movement
had generated an error. Participants had to learn to counter the rotation by
moving their hand in an equal and opposite direction. With practice, participants
adjusted their movements in such a manner that the visual feedback produced
straight trajectories from start position to the target. In the third epoch (error-
clamp; consisting of 30 trials) the task error was clamped to zero. During the clamp
trials, the angular position of the cursor relative to the start position was clamped
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to a straight line connecting the start position to the target, while participants
maintained control of the radial distance of the cursor from the start position.
Finally, in the fourth epoch (washout; consisting of 50 trials), participants were
provided again with veridical feedback to bring performance back to baseline.
Figure 4.1: Experimental design and perturbation schedule. The experiment
was divided into two sessions, separated by a 5-min session break. Each session
consisted of four blocks: 1) a baseline period of no rotation trials, 2) an adaptation
period, 3) an error clamp period, and 4) a washout period. Participants were
randomly assigned to one of three groups which differed in session one during the
adaptation period: abrupt control group, gradual learning group, or structural
learning group.
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During the adaptation epoch of the first session, participants experienced one of
three conditions: (1) a control learning group (n=20) experienced an abrupt 30◦
clockwise (CW) rotation for all 300 trials during this phase (Fig. 4.1; top), (2) a
gradual learning group, (n=20) in which a rotation was increased linearly from 0◦
to 30◦ CW over 250 trials and then held at a fixed 30° CW for another 50 trials
(Fig. 4.1; middle), or (3) a structural learning group (n=20) in which participants
encountered random rotations, ranging from 60◦ counter-clockwise (CCW) to 60◦
CW in blocks of 6 trials with the same rotation (Bond and Taylor, 2017; Braun
et al., 2009, 2010, Fig. 4.1; bottom). In this group, we deliberately set the average
over all angles to zero, to prevent any accumulative learning. We also excluded
rotation sizes within 10◦ of the test rotation (30◦ CW) and its inverse (30◦ CCW).
We furthermore set the change in rotation angle to be equal to or greater than 15◦
to ensure the errors were always large, which characteristically has the greatest
influence on the fast process (Bond and Taylor, 2017; Smith et al., 2006). During
the second session, all three groups experienced an abrupt 30◦ CW rotation during
the adaptation epoch.
4.2.4 Data Analysis
The position of the cursor in both x (lateral) and y (sagittal), were sampled in
pixels at the refresh rate of their computer monitor (typically 60 Hz). Missed
samples were interpolated during analysis (less than 1 % of samples on average).
In cases in which data were acquired at higher sampling rates (for example because
a participant’s computer monitor refresh rate exceeded 60 Hz), the data were
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downsampled to 60 Hz. Data were digitally smoothed using a second-order low-
pass Butterworth filter with a cutoff frequency of 15 Hz. All data were stored for
offline analysis using custom MATLAB R2020a (The MathWorks) scripts.
Movement trajectories were selected using an algorithm in which movement initi-
ation was defined as the time at which the tangential velocity of the mouse first
exceeded 0.5 cm/s and movement end was defined as the first time after peak
velocity that tangential velocity fell below 0.5 cm/s, where peak velocity was de-
fined as the fastest participants ever moved during the reach movement. For each
trial we computed the angle between the line connecting the start position and
the cursor position at peak velocity, and the line connecting the start position to
the target. We determined the average reach angle, per subject during the last 50
trials of the baseline epoch and we subtracted this quantity from the reach angle
measured on each trial.
4.2.5 Model Fitting
Smith et al. (2006) outlined a method for mathematically modelling an iterative
update of the states of the two proposed processes of short-term sensorimotor
adaptation. Essentially, the model involves fitting four parameters: an error sen-
sitivity and a retention parameter for both a fast and a slow process. The first
parameter weighs the relative importance of recalling previous motor commands,
which is interpreted as the retention factor. The second parameter is the sensitivity
to error, which relates to the proportion of error that is corrected for trial-to-trial
(Donchin et al., 2003; Scheidt et al., 2001; Smith et al., 2006; Thoroughman and
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Shadmehr, 2000). The two important assumptions in this model are that the error
sensitivity is higher for the fast process compared with the slow process and that
retention is stronger for the slow process compared with the fast process (Smith
et al., 2006). Adaptation can be decomposed into a fast (Eq. 4.1) and a slow (Eq.
4.2) process, knowing that each state follows different learning dynamics. The two
processes are summed together to produce the overall output x (Eq. 4.3). Error,
denoted by e(n), arises on each trial n as the difference between the overall output
xnet and the task parameter r (i.e., the degree of the rotation; Eq. 4.4).
xf (n+ 1) = Af · xf (n) +Bf · e(n) (4.1)
xs(n+ 1) = As · xs(n) +Bs · e(n) (4.2)
xnet(n) = xf (n) + xs(n) (4.3)
e(n) = r(n)− xnet(n) (4.4)
Linear inequality constraints were defined in order to apply to standard two-state
model dynamics (Albert and Shadmehr, 2018):
As ≥ Af + 0.001 (4.5)
Bf ≥ Bs + 0.001 (4.6)
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In order to approximate the four parameters (i.e., Af , As, Bf , and Bs), we fit the
model to the behavioural data (using the function fmincon in MATLAB r2020a) by
minimizing the squared difference between the estimated net output (xnet) of the
model and the average participant reach angle, measured on each trial. According
to the methods described in Albert and Shadmehr (2018), we also included a
mathematical formalization of visual error clamp trials and set breaks.
4.2.6 Statistical Design
Pairwise comparisons were performed with nonparametric bootstrap hypothesis
tests, as well as paired and unpaired t-tests. For statistical analyses that require
multiple comparisons, we used the Holm-Bonferroni correction (Holm, 1979). Sta-
tistical tests were considered significant at P < 0.05. For all reported and depicted
values, we report the mean and SEM.
4.3 Results
Figure 4.2 shows the hand paths from one representative participant in the control
group during both sessions one and two, as well as one representative participant
per group in session two of the structural and gradual learning groups. During
the baseline epoch (left column), these paths are relatively straight to the target.
The representative participants were all adapting to an abrupt 30◦ CW rotation.
During the early adaptation epoch (middle column) these movements were initially
deviated in the CW direction, with a corrective movement at the end of the trajec-
tory to bring the cursor to the target. In all three groups, participants adapted to
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the 30◦ CW rotation by the late adaptation epoch (right column), reducing their
movement errors and resuming relatively straight hand paths to the target.
Figure 4.2: Hand trajectories from a representative participant in the control
group during both session one (light blue) and two (dark blue), and one represen-
tative participant per group in session two of the structural (purple) and gradual
(pink) learning groups. Baseline reaches were from the last three trials (from trial
68 to trial 70) during the baseline epoch. Early and late adaptation reaches were
from the first (from trial 71 to 73) and last (from trial 368 to trial 370) three trials
of the adaptation epoch, respectively. Participants saw a random ordering of the
three possible targets (represented by the squares).
We used a kinematic behavioural measure to assess changes in performance. The
primary outcome measure for the study was reach angle at peak velocity, which
was measured as the angle between the straight line connecting the start position
and the cursor position at peak velocity and the straight line connecting the start
position to the target. The control group of participants adapted their movements
to an abrupt 30◦ CW visuomotor rotation in both the first and second session.
Figure 4.3A shows the angle at peak velocity for all trials in each session, averaged
across participants in the control group. In both sessions, participants exhibited
learning during the adaptation epoch, decay during the visual error clamp epoch,
and a return towards baseline performance during the washout epoch. During the
adaptation epoch we examined the learning at two different time points: early
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(first fifty trials during adaptation) and late (last fifty trials during adaptation;
Fig. 4.3B). The mean angle in the early learning phase of the second session
(M = 23.7, SD = 3.15 ) was reliably greater than in the first session [M = 19.9
, SD = 4.6; paired t-test, t(19) = -6.2, P = 3.0e-06], indicating savings. We did
not detect a reliable difference ( P = 0.08) between sessions during late learning.
Figure 4.3: Control group. A: the average angle at peak velocity for all trials in
session 1 (light blue) and session 2 (dark blue). The shaded region denotes ± SE.
B : comparisons between session 1 and session 2 (dark blue) for the mean angle
for the first 50 (early) and last 50 (late) trials of the adaptation epoch. Circles
represent individual data.
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A second group of participants was exposed to a gradual perturbation schedule
during initial training. Figure 4.4A shows the angle at peak velocity for all trials
in each session, averaged across participants in the gradual learning group. Par-
ticipants exhibited learning during the adaptation epoch, decay during the visual
error clamp epoch, and a return towards baseline performance during the washout
epoch. A final group of participants was exposed to a series of brief exposures
to large, random perturbations. Each participant in this group experienced a dif-
ferent set of randomly varying rotations. Figure 4.4B illustrates the angle at
peak velocity for all trials in session one for four representative individual par-
ticipants from the structural learning group. We observed two participants who
demonstrated learning within each block of six trials, but who also appeared to
have maintained a fraction of error throughout the adaptation epoch (Fig. 4.4B,
S2 and S8). In addition to a participant who adapted quickly to the randomly
changing perturbation (Fig. 4.4B, S18), we observed a participant who qualita-
tively showed greater reduction of error in the later half of the adaptation epoch,
compared to the early half (Fig. 4.4B, S20).
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Figure 4.4: Gradual and structural learning groups. A: the average angle at
peak velocity for all trials in session 1 of the gradual learning group. The shaded
region denotes ± SE. B: the data from four representative individual participants
(S2, top left, S8 top right, S18 bottom left, S20 bottom right).
Figure 4.5A shows the angle at peak velocity averaged across participants for
all trials in session one of the control group and session two of the structural and
gradual learning groups. When comparing the model estimates of participants in
the gradual and structural learning groups during the second session to the first
session of the control group, we expected to see changes in error sensitivity that
depended on the type of prior training participants experienced. To compare the
changes in angle between the control, structural and gradual learning groups, we
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examined learning during the adaptation epoch at two different time points: early
(first fifty trials during adaptation) and late (last fifty trials during adaptation;
Fig. 4.5B). A one-way ANOVA revealed a significant effect of mean angle between
the control, structural and gradual learning groups during early learning [F (2,57)
= 14.4, P = 8.8 e-06].
Figure 4.5: Gradual and structural learning groups compared with control group.
A: the average angle at peak velocity for all trials in session 1 for the control group
(light blue) and session 2 for the structural (purple) and gradual (pink) learning
groups. The shaded region denotes ± SE. B : comparisons between groups for the
mean angle for the first fifty (early) and last 50 (late) trials of the adaptation
epoch. Circles represent individual data.
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Post hoc comparisons using Tukey HSD tests indicated that the mean angle for
the structural learning group (M = 24.9, SD = 2.9, P = 2.9 e-05) and the gradual
learning group (M = 24.5, SD = 2.9, P = 1.4 e-04) were reliably higher than
the mean angle for the control group (M = 19.9 , SD =4.6). However, there
was no reliable difference detected between the structural and gradual learning
groups (P = 0.9). During late learning, we did not detect a reliable difference in
mean angle among the groups (P = 0.2). Therefore, the structural and gradual
learning groups demonstrated fast learning when countering an abrupt 30◦ CW
rotation, as compared to session one of the control group. While the control group
represented naive learners, the prior experience from session one for the structural
and gradual learning groups is suggested to have facilitated the improved learning.
Likewise, this was observed in the control group, in which participants experienced
a repetition of an abrupt rotation and demonstrated savings during the second
session.
Recent work suggests that error sensitivity in sensorimotor adaptation is likely not
constant, but rather can vary depending on prior experience (Albert et al., 2021;
Herzfeld et al., 2014; Marko et al., 2012; Wei and Kording, 2009). We modelled
movement angle across each session with the state-space equations proposed by
Smith et al. (2006), and focused on changes in the retention and error sensitivity
parameters. The main objective of this study was to compare the model param-
eters across groups learning to counter the abrupt 30° CW rotation. To do this,
we used the bootstrap procedure previously reported by Coltman et al. (2019). In
this manner, we always fit the model to averaged group data for each resampled
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population (Albert and Shadmehr, 2018; Coltman et al., 2019). The estimated
posterior distributions of each of the four two-state model parameter values are
depicted in Fig. 4.6 for sessions one and two of the control group and session two
of the gradual and structural learning groups. To determine whether the difference
between the mean of each distribution was statistically reliable, we calculated the
distribution of the differences in individual samples. The insets in Fig. 4.6 show
the distribution of differences found. Table 4.1 shows the mean and standard
deviation for each of the two-state parameters for each group.
Fast Process Slow Process
A(mean ± SD) B(mean ± SD) A(mean ± SD) B(mean ± SD)
Control Session 1 0.86 (0.02) 0.17 (0.02) 0.996 (7e-04) 0.05 (0.006)
Control Session 2 0.87 (0.03) 0.28 (0.04) 0.994 (0.001) 0.07 (0.01)
Structural Session 2 0.80 (0.05) 0.40 (0.03) 0.993 (0.002) 0.10 (0.02)
Gradual Session 2 0.87 (0.02) 0.27 (0.04) 0.994 (0.001) 0.10 (0.02)
Table 4.1: Two-state model parameters calculated from probability distributions.
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Figure 4.6: Probability distribution of the model parameters given the data.
Light blue and dark blue represent session 1 and session 2 of the control group,
respectively. Purple represents session 2 of the structural learning group and Pink
represents session 2 of the gradual learning group. Inset represents the distribution
of pairwise differences. The four model parameters of the two-state model are fast
retention (Af), slow retention (As), fast learning rate (Bf), and slow learning rate
(Bs).
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We first compared parameter estimates from session one and session two for the
control group (Fig. 4.6A). Across all comparisons made between groups, we did
not observe a reliable difference in the retention parameters for either the fast or
slow process. When participants experienced repetition of the same abrupt rota-
tion, we found a statistically reliable increase in the error sensitivity parameter for
both the fast (Bf , P = 0.007) and the slow (Bs, P = 0.003) processes. Impor-
tantly, this comparison allowed us to demonstrate that our previous finding from
a force field adaptation task (Coltman et al., 2019) was replicated in a visuomotor
rotation task. Therefore, this result suggests that both the fast and slow processes
are responsive to a history of error and both contribute to savings.
Next we compared parameter estimates from session one of the control group with
session two of the structural learning group (Fig. 4.6B). Based on the theory
of structural learning, thought to be essential to capturing the initial rapid phase
of learning, Braun et al. (2009) demonstrated that the benefit of knowing the
underlying structure of a task is that it leads to facilitated adaptation. For this
group we predicted that when later tested on an abrupt perturbation, only the
fast process would be affected by the initial training, as compared to the control
group. When overall learning is decomposed into a fast and slow state, the initial
rapid phase of learning is dominated by the output of the fast process. Therefore,
we assumed that such practice would influence the fast process. In addition to a
statistically reliable increase in the error sensitivity parameter for the fast process
(Bf , P < 0.001), we also found a statistically reliable increase in the slow process
error sensitivity (Bs, P = 0.002).
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Learning is believed to be more implicit in nature when a perturbation is gradually
applied using small undetectable increases, so that participants never encounter
large sensory prediction errors (Criscimagna-Hemminger et al., 2010; Orban de
Xivry and Lefèvre, 2015; Yin and Wei, 2020). By exposing a group of participants
to a gradual perturbation schedule during initial training, we predicted that only
the slow process would be influenced. When we compared the parameter estimates
from session one of the control group with session two of the gradual learning group
(Fig. 4.6C) we found the gradual learning group showed a statistically reliable
increase in the error sensitivity parameter for both the fast (Bf , P = 0.009) and
the slow (Bs, P = 2 e-04) processes.
Lastly, we compared parameter estimates between the structural and gradual
learning groups during session two (Fig. 4.6D). Our goal was to use two dif-
ferent adaptation schedules thought to differentially affect fast and slow learning
processes and test the idea that error sensitivity for each process would be indepen-
dently modulated. We expected that the error sensitivity parameter for the fast
process would be greater in the structural learning group compared to the gradual
learning group, while the error sensitivity parameter for the slow process would be
greater in the gradual learning group compared to the structural learning group.
The only statistically reliable difference was in the error sensitivity parameter for
the fast process that was larger for the structural learning group (Bf , P = 0.02).
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Figure 4.7: Model simulations. Parameter estimates for each session were based
on the mean values from the bootstrap distributions shown in Fig. 4.6. The
four parameters of the model are fast retention (Af), fast learning rate (Bf), slow
retention (As), and slow learning rate (Bs).
From the bootstrap distributions we calculated the mean value for each parameter
for session one and session two of the control group, and session two of the struc-
tural and gradual learning groups separately. Using these mean estimated parame-
ter values, we used the two-state model to simulate our experimental paradigm and
generate simulated learning curves to visualize the time course of the estimated fast
and slow processes, as well as the simulated overall output. Figure 4.7 demon-
strates that the simulated learning curves are qualitatively in good agreement with
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the measured behavioural data. The models explains 98 - 99 % of the variance in
the angle over the course of learning (control session 1 : R2 = 0.98, P = 2.2 e-04;
control session 2 : R2 = 0.99, P = 1.2 e-04; structural session 2 : R2 = 0.98, P
= 2.3 e-04; gradual session 2 : R2 = 0.99, P = 1.6 e-04). The model effectively
captures the initial improvement in learning during the adaptation epoch, the de-
cay during the visual error clamp epoch, as well as the subsequent return towards
baseline performance during the washout epoch.
4.4 Discussion
The integration of different perturbation schedules and two-state modelling of
measured behavioral data allowed us to test the role of prior experience on error
sensitivity modulation during subsequent adaptation. The modelling of the data in
turn describes adaptation as an interaction between error-sensitivity and retention.
It has previously been shown in the context of force field learning that repetition
of the same perturbation results in increased error sensitivity for both the fast and
slow processes of adaptation (Coltman et al., 2019). We substantiated this here by
demonstrating that sensitivity to errors is similarly increased for both the fast and
slow processes during the second session of a visuomotor rotation task. We found
no reliable differences in the retention parameter across conditions and sessions.
The behavioural changes associated with savings suggest that some component of
memory from the initial training must lead to the faster relearning, but what is
remembered and recalled remains unclear. In the context of the present study,
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how the fast and slow processes individually contribute to savings, is not well
known. To address this point, we used different perturbation schedules that relied
on errors of different magnitudes to determine whether the underlying processes
of adaptation could be independently manipulated, and whether an independent
memory would subsequently be formed. We expected to see differences in error
sensitivity depending on the type of prior training participants had received and
therefore compared the model parameter estimates of participants in the gradual
and structural learning groups to the first session of the control group, but we found
that error sensitivity of both the fast and slow processes was increased for both
groups. Such a result might suggest that sensitivity to error during visuomotor
adaptation is modulated by abrupt, gradual and random perturbation schedules.
As an alternative account, savings has previously been explained by the retrieval
of previous successful actions, reflecting the use of an explicit strategy (Avraham
et al., 2021; Huang et al., 2011; Huberdeau et al., 2015; Morehead et al., 2015).
Within the framework of a two-state model, this theory suggests that savings is
driven purely by the fast process, without consideration of the contributions from
the slow process. Several researchers have argued that explicit cognitive strategies
can account for a significant amount of learning, particularly during the early
phase of learning and relearning (Mazzoni and Krakauer, 2006; Taylor and Ivry,
2011; Taylor et al., 2014). The dissociation of learning into implicit and explicit
learning processes often relies on the use of verbal aiming reports prior to reaching
(Avraham et al., 2021; Huberdeau et al., 2015; Morehead et al., 2015; Taylor et al.,
2014). Recent findings, however, indicate that verbal aiming reports could lead to
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an overestimated explicit contribution to adaptation (de Brouwer et al., 2018; Leow
et al., 2017). In fact, Leow et al. (2017) demonstrated that the use of shortened
preparation time, designed to prevent strategic reaiming, resulted in the estimated
implicit learning being larger than that which was obtained from verbal reports.
Furthermore, Yin and Wei (2020) provide supporting evidence that savings of
motor adaptation is possible without forming or recalling a cognitive strategy
with the use of a gradually introduced visuomotor rotation during initial learning.
If savings is possible, with and without an explicit strategy being formed during
initial learning and predominant measures of implicit and explicit processes may be
confounding their mode of measurement, how reliable are the findings suggesting
savings is driven exclusively by an explicit process?
Another long standing question is how quickly implicit changes in learning emerge.
Huberdeau and colleagues (2015) demonstrated that learning of an abrupt pertur-
bation with only a few trials is sufficient to cause savings via the explicit process,
based on the belief that the fast learning is too short for implicit learning to take
its full effect. Ruttle et al. (2021) however recently confronted the long standing
notion that implicit learning is slowly developing, typically unfolding over tens of
trials. By observing changes in both internal models and state estimates of limb
position as a characterization of implicit learning, they found that after only one
to three perturbed training trials participants had changes in both reach afteref-
fects and a shift in hand localization. Taking this into account, it seems possible
that the 6 trial repetition used in the structural learning task, aiming to influence
the fast process, may have simultaneously influenced the slow process. For that
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reason, it is possible that a common component of all three perturbation schedules
used during initial training was that the slow process accounted for a significant
portion of the error reduction.
Albert et al. (2021) recently investigated the persistence of residual errors during
motor adaptation in the context of implicit and explicit learning systems. Of
importance to the present study, they propose that it is the implicit learning
system which maintains a history for prior errors. Our results are consistent with
this hypothesis that it is the implicit process that stored some component of prior
training. As a follow-up to our initial question, we would further suggest that
the stored memory is accessible to both processes during subsequent learning. As
it pertains to our findings, we would argue that while the fast process may not
maintain a history or errors, it does have access to this information in subsequent
learning as evident by the increased error-sensitivity for the fast process during
testing in all groups.
Alternatively, while the experimental design and two-state model, used in the
present study, account well for the results of savings, recent work looking at evoked
recovery (Heald et al., 2020) posits that memory formation is related to the storing
of information about the dynamical and sensory features of the environment is
related to the context with which it is associated. Understanding how contextual
inference can be related to and accessed by each process of the two-state model
can shed light on future discussions about multiple processes underlying motor
learning.
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CHAPTER 5. GENERAL DISCUSSION
Motor adaptation is a process of motor learning in which one makes a movement
error that is corrected for trial-by-trial to prevent future errors. Motor adapta-
tion occurs daily when, for example, we get new prescription glasses, we borrow a
friend’s computer, play a sport in windy weather, or gain/lose significant amounts
of weight. We make smooth and accurate movements with ease, even in the face
of constantly changing demands. The overall aim of this dissertation was to better
understand what the two-state model framework can teach us about the adaptabil-
ity of movement. We set out to address (a) whether a history of errors influences
both the fast and slow processes of the two-state model during repeated expo-
sure to a perturbation, (b) whether feedforward and feedback systems share the
same underlying learning process(es) (i.e., fast and/or slow) or whether they rely
on dissociable processes, and (c) whether error sensitivity could be independently
modulated for the fast and slow processes. Here we revisit the primary conclu-
sions from Chapters 2 - 4. In consideration of the suggestion that the fast and
slow processes reflect explicit and implicit learning mechanisms, respectively, we
address how our current results fit in with ongoing debates for the role of each
process during learning and relearning. Additionally, we highlight support for
the dominant influence of sensory prediction error during adaptation. And lastly,
we speculate on the role of the cerebellum, known to be critical in sensorimotor
adaptation.
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5.1 Primary Conclusions
In Chapter 2 we examined the repetition of a force field task, to assess how
prior experience affects the rate at which individuals adapt to a perturbation. We
employed a common model of short-term adaptation, one that posits that at least
two processes underlie overall learning, a fast process and slow process, that differ
in the rates at which each process learns from error (i.e., error sensitivity) and
retains information over time. When the motor system was exposed to a force
field perturbation during the second session, that was the same as the one from
the previous session, we found an increase in error sensitivity for both the fast and
slow processes. The extent to which the error sensitivity parameter for the fast
and slow processes can be modified, given the experience of past errors, to account
for the phenomenon of savings is still being debated.
Savings is observed when the errors during initial training are re-experienced dur-
ing subsequent testing, resulting in faster learning than naive. Some researchers
have suggested that savings is due to an increase in the learning rate of the fast
process, with no changes in the learning rate for the slow process (Albert and
Shadmehr, 2018; McDougle et al., 2015; Trewartha et al., 2014). Others propose
that savings is best explained as the retrieval of an explicit aiming strategy that
was previously associated with a better performance (Avraham et al., 2021; Haith
et al., 2015; Morehead et al., 2015). Based on our result, we suggest that savings
is driven by changes in the error sensitivity terms of both the fast and slow adap-
tation processes. This is in contrast to previous results in which those researchers
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have suggested that either savings does not require changes in error-sensitivity or
changes in error-sensitivity are primarily associated with the fast process. Our
results are in accordance with the conclusions of Herzfeld et al. (2014), and we
suggest that participants adapted more quickly during the second session com-
pared to the first, not because the motor system recalled the motor commands
to counter the repeated perturbation, which would have resulted in better reten-
tion, but rather because it recognised the errors and modulated the overall rate of
learning.
Next, we simultaneously tracked the time course of both feedforward and feedback
systems via independent probes during a force field adaptation task, in Chapter
3. The main purpose of this study was to investigate the role that changes in
upper limb stretch responses have in common with the multiple processes that
underlie force field adaptation, one of the most extensively utilized paradigms in
the field. We deduced that force channel trials allowed us to probe the feedforward
control during the course of learning. Without this error signal to drive corrective
responses, we assume that the output during a force channel is a proxy for the
descending motor commands being generated according to the plan desired kine-
matics and predicted dynamics. Using force channel trials, we measured overall
learning, which we decomposed into a fast and slow process. Throughout the task,
we included feedback probes, which were designed to excite or inhibit the triceps
lateral head during the preparatory period before reach onset (Ahmadi-Pajouh
et al., 2012), which allowed us to track the time course of feedback as participants
were learning to counter a force field perturbation.
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We found that the time course of the long-latency feedback response in the muscle
engaged in compensating for the perturbation (and not other upper limb muscles)
showed a transient rise and rapid decay that was highly correlated with the fast
process of adaptation. The strong similarity of both time courses is consistent
with the idea that the role of the fast process is related to feedback. This interpre-
tation is an alternative to the suggestion that the fast process reflects an explicit
component of learning (Avraham et al., 2021; McDougle et al., 2015; Morehead
et al., 2015; Taylor et al., 2014). We have shown that in the context of force field
adaptation, there is a change in long-latency feedback responses to mechanical
pulses, which occurs prior to volitional or cognitive strategies and consequently
reflects some fundamental changes in sensorimotor processing. We therefore con-
cluded that the fast process of motor adaptation is closely linked to, or even could
be a proxy for the adaptation of the feedback controller. When a perturbation is
gradually introduced, such that participants never experience large errors, learn-
ing is believed to be more implicit in nature (Orban de Xivry et al., 2011). We
have interpreted this as a gradually introduced perturbation relies on the slow
process (McDougle et al., 2015). In a control experiment we used a gradual per-
turbation schedule, in which we gradually increased the magnitude of the force
field in order to eliminate a major contribution by the fast process. As predicted,
our results demonstrated no reliable change in the long-latency feedback response,
even though participants adapted fully to the force field by the end of the gradual
perturbation schedule.
The proposal that the fast process may alternatively be an identification of the
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feedback controller, while the slow process is the recalibrated forward model, lead
to the question of whether the underlying processes of sensorimotor adaptation
are therefore independently malleable. While the findings of our first study clearly
suggest that the motor system must have saved some aspect of previous training in
order to speed up subsequent learning, it is unclear how each process contributed
to the savings and what aspects of prior experience modulate error sensitivity.
Memory, according to classic cognitive theories of human memory, is the act of en-
coding new information into a symbolic representation, storing it, and retrieving it
when needed (Anderson, 2000). In Chapter 4 we manipulated the initial training
using different perturbation schedules and then observed what effect prior learning
has on subsequent adaptation. During initial training, we exposed three groups
of participants to either an abrupt, a gradual, or a random perturbation schedule.
During a testing session, all three groups were subsequently exposed to an abrupt
perturbation schedule. When comparing the two sessions of the control group,
we found that repetition of the same abrupt perturbation results in an increase in
error sensitivity for both processes, as it did in our first study. For the gradual and
structural learning groups, we found that error sensitivity of both the fast and slow
processes was also increased for both groups, with no reliable change in retention.
While we did not answer our initial question of whether the underlying processes
are independently malleable, we did uncover a unique finding. Initially, this re-
sult suggested that sensitivity to error during visuomotor adaptation is similarly
modulated by abrupt, gradual and random perturbation schedules. However, re-
cent work by Ruttle et al. (2021) has shown that implicit learning is much quicker
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than conventionally assumed, meaning for us, that it is possible we never isolated
the fast process during initial training in the structural learning group and sub-
sequently trained the slow process in all initial conditions. Consistent with the
conclusions of Albert et al. (2021), we propose that the implicit learning system
is maintaining a history for prior errors, further adding that both processes can
modulate their error sensitivity based on this history during subsequent learning.
Because the fast and slow process cannot be directly measured, the two-state model
estimates function as a tool for examining the underlying processes of adaptation.
Using the two-state model as a tool, what did it tell us about the adaptability of
movement? Based on our results, we can offer the following points of consideration
for how the motor system processes sensory prediction error during short-term sen-
sorimotor adaptation and what features of error might the system be prioritizing
during learning and relearning. Sensory prediction error is the product of inte-
grating the output of a forward model (i.e., sensory prediction) and our measured
sensory feedback. A possible interpretation of the two-state model output is to em-
phasize the weighting of each input source. If we look at the underlying processes
of adaptation, we can see which process is most dominant to the overall output at
a given point in time, related to error magnitude, and estimate whether the be-
lief about the state of the body and environment is based on the sensory feedback
(i.e., the fast process) vs a forward model (i.e., the slow process). Additionally, our
results further support the suggestion that during adaptation the brain is storing
a history of errors (Herzfeld et al., 2014). As measured via modulation of error
sensitivity parameters of the model, this form of memory is thought to be used
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to systematically control how much the motor system learns from a given motor
error. This finding offers a unique perspective on the phenomenon of savings. We
suggest that the motor system stores information about the prior experience of
errors, and this memory is utilized in subsequent learning to establish reliability of
the error. This memory allows the motor system to evaluate the current error in
the moment and optimize our behaviour. If our motor system has encountered this
error previously, it is willing to increase the sensitivity to that error and thereby
learn more from that same error.
How do the fast and slow processes of motor learning contribute to this history of
errors during initial learning? Based on the results of our third study, it appears
that the slow process maintains a history of prior errors. What is interesting is that
while the slow process might be what maintains a history of errors, our results,
from both a force field and a visuomotor rotation task, further demonstrate that
error sensitivity for both processes was modulated in the second session. Based on
the results of both our first and third studies, it appears as though both processes
have access to that stored memory component of initial training that facilitates
learning in the second session.
During the point-to-point reaching tasks, participants viewed the target and the
visual consequences of their motor commands. As experimenters, we impose a
novel mapping between motion of an effector (i.e., the upper right limb) and the
corresponding visual feedback via the introduction of a perturbation. Smith and
Shadmehr (2005) have proposed that the brain generates motor commands as a
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consequence of computations that resemble control policies and internal models.
Control policies allow the brain to select goals and plan actions, while internal
models compute motor commands that are appropriate for those plans while mon-
itoring sensory feedback to update our action selection (Smith and Shadmehr,
2005). After the experience of a movement error, corrective motor commands are
generated that modulate our actions through sensorimotor integration. The model
is focused on sensory prediction errors, which result from a mismatch between the
predicted and measured consequences of motor commands and are used as a train-
ing signal to modulate future motor commands (i.e., action selection; Miall and
Wolpert, 1996). When a perturbation is abruptly introduced, participants expe-
rience large errors. When errors are large, such as those experienced during early
learning of an abrupt perturbation, the fast process is believed to be the dom-
inant output, contributing to the overall motor output; conversely when errors
are small, the slow process is believed to be the dominant output. Stability of the
motor system is believed to be supported by a forward model predicting the future
state and reducing the need to depend on delayed feedback. Our dependence on
feedback is greater in the early stages of learning a new task; however, with prac-
tice we learn to reduce our errors, improve our accuracy, become less variable, and
develop smooth, effortless performance. This trade-off from feedback to feedfor-
ward control supports the proposal that the fast process may alternatively be an
identification of the feedback controller, while the slow process is the recalibrated
forward model.
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5.2 Teaching Signals for Adaptation
By relying on the framework of a two-state model, we have focused on the major
component of adaptation, which is sensory prediction error. There are, however,
other potential teaching signals that can drive adaptation, beyond sensory predic-
tion error. Other sources of information that could be used to drive adaptation are
reward signals (Cashaback et al., 2017; Galea et al., 2015; Haith et al., 2015; Izawa
and Shadmehr, 2011; Leow et al., 2016; Nikooyan and Ahmed, 2015) or task per-
formance corrections (Diedrichsen et al., 2005; Huang et al., 2011; Kawato, 1996;
Taylor and Ivry, 2011; Tseng et al., 2007).
In reward-based learning, error is defined as whether or not a reward has been ob-
tained in binary feedback, or related to the magnitude of reward if scalar. Recently,
Izawa and Shadmehr (2011) demonstrated that while reward-based learning was
sufficient to counter a visuomotor rotation, it was insufficient to train the internal
model. The authors suggest that when the ability to extract sensory prediction
errors from a movement was removed, an alternative learning mechanism was acti-
vated that relied solely on the success of a movement rather than the directionality
or magnitude of errors (Izawa and Shadmehr, 2011). Reward-based feedback there-
fore leads to more exploratory behaviour. While reward feedback has been shown
to substitute for sensory prediction error, it is not necessary for adaptation to
occur (Izawa and Shadmehr, 2011). In addition, Cashaback et al. (2017) recently
demonstrated that when participants were provided with a combination of reward
and sensory prediction errors during adaptation, the sensorimotor system heavily
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weights sensory prediction error over reward.
While exploring whether sensory prediction errors and/or task corrections drive
reaching adaptation during a visuomotor rotation task, Tseng et al. (2007) found
no reliable differences in adaptation rate, amount of adaptation, or aftereffect
magnitude when participants had access to sensory prediction errors alone as com-
pared with the addition of available task corrections. Furthermore, Mazzoni and
Krakauer (2006) conducted an experiment and found that despite being given an
explicit strategy to compensate for task performance errors during a visuomotor
rotation task, participants displayed a deterioration in performance as training pro-
gressed, as demonstrated by end-point errors gradually increasing. In other words,
they failed to sustain explicit control and the movement errors became larger. This
demonstrated a functional segregation between the use of sensory prediction er-
rors and task performance errors during adaptation, and more importantly, the
dominant influence of sensory prediction errors. Returning to the phenomenon of
savings, Leow et al. (2016) demonstrated that the experience of prior errors was
both essential and appropriate for savings, while also demonstrating that it was
not necessary to repeat a successful movement. If there is an effect of reward and
task performance on adaptation, it is not consistent, and when present, the effect
is quite small as compared to the effect of sensory prediction error.
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5.3 The Debated Roles of Fast/Slow vs Implicit/Explicit
Processes
Taylor et al. (2014) devised a unique approach to directly assess explicit strate-
gies that involved having participants verbally report their aiming direction on
each trial, which was made possible by placing numbered visual landmarks in the
workspace for participants to select. Given the qualitative differences found in
early learning between participants who were asked to report their aim versus a
control group who did not, Taylor et al. (2014) suggested that the subtle effect of
reporting their aim related to the explicit process, not implicit. Implicit learning
was suggested to be driven by sensory prediction error and was calculated as the
difference between the participants’ aim and actual reach. Ultimately, if an appro-
priate aiming direction was selected, the combination of the two processes should
achieve zero target error. The explicit and implicit processes were found to follow
different timescales which operated in parallel throughout short-term adaptation.
Similar to the multi-process framework by Smith et al. (2006) who assumed that
measured output represents the summed contribution of fast and slow processes,
Taylor et al. (2014) assumed that explicit and implicit processes are also additive.
The debate about the contributions of explicit/implicit and fast/slow processes to
learning and relearning stems from a recent proposal that fast and slow processes
reflect explicit and implicit learning mechanisms, respectively (McDougle et al.,
2015). Central to the debate is the role of each process in accounting for savings.
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An alternative account of savings, to that which has been demonstrated in this
dissertation, has previously been explained by the retrieval of previously successful
actions (i.e., motor commands), reflecting the use of an explicit strategy (Avraham
et al., 2021; Huberdeau et al., 2015; Morehead et al., 2015; Taylor et al., 2014).
A recent example of the explicit and implicit contributions to relearning was con-
ducted by Avraham et al. (2021), in which they claim savings is the result of an
increase in the explicit process and a decrease in the implicit process. This result
is in direct conflict with the results of both our first and third studies. The ini-
tial possible limitation of the Avraham et al. (2021) study was the utilization and
length of trials used for a direction reversal for the task-irrelevant error clamp, post
adaptation, used to drive behaviour back to baseline. One can speculate that in
place of a longer washout session, the duration of the reversal may have acted as an
interfering memory for initial learning, hence leading to attenuation in subsequent
testing.
Nonetheless it is worth considering the fundamental limitation that the fast and
slow processes are not directly measurable and that the dynamics of each process
must be inferred from the measured behavioural data, whereas the use of aiming
reports allows researchers to differentiate the explicit and implicit components that
might underlie visuomotor adaptation. This approach might initially appear to of-
fer some improvements over modelling. However, aiming reports cause adaptation
to be more explicit in nature (Wang et al., 2019), by having participants choose
a reach direction other than directly reaching towards the target when adapting
to a visuomotor rotation, and therefore puts the focus on the upcoming action to
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be performed. Wang et al. (2019) went as far as to state that it is possible that
the aiming reports caused the subjects to become more aware of the visuomotor
rotation, which in turn caused them to make a more conscious effort to correct
their movement based on the awareness of the rotation. In other words, one con-
sideration for the difference is the manner of assessment for each process, whereby
aiming reports prompt a cognitive response and potentially lead to an increase in
explicit processing. This is in line with an argument from two separate studies
which have clearly indicated that verbal aiming reports lead to an overestimation
of the explicit process and affect the extent or persistence of implicit learning
(de Brouwer et al., 2018; Leow et al., 2017). Similarly, it has been previously hy-
pothesized that an increase in cognitive load can interfere with automatic control
processes (Masters et al., 2008; Willingham et al., 2002).
Further consideration should be given to Yin and Wei (2020) who demonstrated
that savings is possible without forming or recalling a cognitive strategy, with
the use of a gradual perturbation schedule during initial learning. Likewise, Saijo
and Gomi (2010) demonstrated that the gradual introduction of a perturbation
reduces explicit awareness and resulted in improved adaptive recalibration. The
findings that savings is possible, with or without an explicit strategy being formed
during initial learning and the suggestion that predominant measures of implicit
and explicit contributions may be confounding their estimates, calls into question
the reliability of the findings from these studies and the role of implicit/explicit
to learning and relearning. Evidence consistent with both hypotheses exists, how-
ever, they are often investigated as mutually exclusive alternatives. The studies
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presented in this dissertation have provided evidence against the assumptions and
theories of the role of explicit processes in learning and relearning, while supporting
the plausibility of the error sensitivity hypothesis (Herzfeld et al., 2014). Future
research may take inspiration from our second study, aiming to probe both pro-
posed methods of dual processing simultaneously during the course of learning to
assess more directly their shared features.
It is well established that the cerebellum plays a role in predicting the sensory
consequences of motor commands (i.e., the sensory reafference the movement will
generate; Ito, 1989; Marr, 1969; Albus, 1971; Wolpert et al., 1998b; Wolpert and
Kawato, 1998a), however the posterior parietal cortex has additionally been pro-
posed to participate in sensorimotor prediction (Andersen and Cui, 2009; Wolpert
and Kawato, 1998a). Desmurget et al. (1999) hypothesized that the cerebellum
and parietal cortex work in parallel for predicting the sensory consequences of a
movement and estimating the current state of the motor system. In fact, both the
cerebellum and parietal cortex have been proposed to be involved in the cancella-
tion of self-generated sensory feedback (Blakemore et al., 2001). The differential
functions of the cerebellum and parietal cortex may relate to the degree of aware-
ness assigned to the precision in each situation (Blakemore and Sirigu, 2003).
Based on its central role in combining sensory and motor information within a
common reference frame, the parietal cortex has been suggested as a candidate
region for creating high level cognitive plans for movement (Andersen and Buneo,
2002). Blakemore and Sirigu (2003) suggest that predictions made by the cere-
bellum are outside conscious control, whereas those made by the parietal cortex
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involve more cognitive aspects of movement and are available to conscious aware-
ness. Future research related to the parallel processing of sensorimotor prediction
will shed light on why there are both strong similarities and differences between
the contributions of fast/slow and explicit/implicit processes during adaptation.
5.4 Role of the Cerebellum
The cerebellum has been viewed as a key component of the motor system in
terms of processing sensory prediction errors, providing predictions about upcom-
ing movements and receiving feedback about movement errors (Albus, 1971; Marr,
1969; Ito, 1989; Diedrichsen et al., 2005; Smith and Shadmehr, 2005; Tseng et al.,
2007). For example, patients with cerebellar damage are unable or impaired in
their ability to adapt to perturbations, indicating that the cerebellum is necessary
for error-driven adaptive motor learning (Bastian, 2006; Criscimagna-Hemminger
et al., 2010; Therrien and Bastian, 2019; Smith and Shadmehr, 2005). However,
recent work with patients with focal cerebellar damage did not show these deficits,
suggesting that the whole cerebellum is an important component of adaptive learn-
ing (Hoogkamer et al., 2015). The cerebellum is known to make functional connec-
tions with the primary motor cortex, the premotor cortex and the supplementary
motor area (Vahdat et al., 2011). However, the question remains, does the neural
activity of the cerebellum reflect multiple underlying processes of motor learning,
or savings?
The principal cells in the cerebellum are the Purkinje cells. While the decoding
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of these cells and how they are involved in control of the movement has been
extensively investigated, the question of what Purkinje cells compute and the role
that each of the two main afferent inputs to the cerebellar cortex, the mossy and
the climbing fibres, play in cerebellar function is still unclear.
A classic cerebellar learning paradigm is delayed eyeblink conditioning, in which
repeated pairing of an auditory tone precedes an air puff to the eye, leading to
predictive closure of the eye in response to the tone (Medina et al., 2001; Ohyama
and Mauk, 2001). The auditory tone (conditioned stimulus, CS) enters the cere-
bellum via mossy fibers which project to Purkinje cells via parallel fibers and
drive Purkinje cell simple spikes. The air puff (unconditioned stimulus, US) is
relayed to Purkinje cells via climbing fibers and produce one strong input to each
Purkinje cell. This climbing fiber input cause large depolarizations in Purkinje
cells, called complex spikes, which lead to long term depression of these parallel
fibers synapses, shortly before the complex spike. Following many trials of the
repeated pairing (CS + US), you see a developed pause in the simple spike rate
during the CS. Purkinje cells suppress the cerebellar nuclei and this pause causes
a rise in nuclear firing rate which then drives eyelid closure (Medina et al., 2001;
Ohyama and Mauk, 2001). What does this type of associative learning have to
do with movements like reaching involving movement errors? It is suggested that
movement errors act as unconditioned stimuli that shape Purkinje cell responses
to concurrent motor and sensory mossy fiber information to achieve stable feed-
forward motor control (Becker et al., 2020; De Zeeuw and Yeo, 2005; Yeo et al.,
1985).
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The cerebellum is crucial for proper movement execution, thereby implying that
Purkinje cells should be related to the kinematic parameters of movement (Gad
and Anastasio, 2010; Thier et al., 2000). Recently Herzfeld et al. (2015) hypothe-
sized that Purkinje cells that project to a common neuron in the deep cerebellar
nuclei are not selected randomly, but share a common input from the inferior
olive. Importantly, they found that the Purkinje cells were organized according
to complex-spike directional tuning. In this manner, the population of Purkinje
cells, and not a single Purkinje cell, are the fundamental computational units of
the cerebellum. Furthermore, they hypothesized that the collection of Purkinje
cells that share the same preferences for error functions as a computational unit
which contributes to learning from that preferred error.
While Herzfeld et al. (2015) were able to show clustering based on preferred error
direction, they did not have the data to demonstrate error magnitude. Considering
recent findings which demonstrate that participants do not adapt linearly to error
size (Marko et al., 2012; Wei and Kording, 2009), we presume that errors of different
magnitudes may have a differential effect on the fast and slow processes. Based
on the forward simulation of the learning curves for the overall learning, the fast
process and the slow process, Smith et al. (2006) related the two stereotypical
phases during the learning of a novel motor task to the contributions made by
the fast and slow processes. When errors are large, such as those experienced
during early learning of an abrupt perturbation, the fast process is believed to be
the dominant output, contributing to the overall motor output; conversely when
errors are small, the slow process is believed to be the dominant output. Future
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work to decode Purkinje cell clustering based on error magnitude will shed light
on the question of whether there are populations of Purkinje cells that represent
the fast process and populations of Purkinje cells that represent the slow process.
If this is how motor system is organized, what does this framework suggest about
the problem of learning and memory? Error is related to the formation of memory
(e.g., savings), and the things we do that sustain our ability to have calibrated
movement are fundamentally dependent on error. Hanajima et al. (2015) have
suggested that it is possible that inputs to the inferior olive from other structures
affect error sensitivity during adaptation. The intensity of these inputs to the
inferior olive may modulate error sensitivity, and control how much the cerebellum
learns from a specific error. This theory is based on the results of a classic prism-
adaptation paradigm in patients with cerebellar degeneration, in which they found
that gradual introduction of the perturbation lead to improved performance. What
is interesting is that cerebellar damage is known to produce profound impairments
during such a task. Furthermore, while learning from error is impaired in cerebellar
damage, Hanajima et al. (2015) hypothesize that the control of error-sensitivity
may be spared, implying that while cerebellar damage may reduce the number
of Purkinje cells available for learning, the ability to control the input to the
inferior olive may allow modulation of the complex spikes that drive learning in
the Purkinje cells that remain available. Future studies can test these intriguing
hypotheses.
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5.5 Concluding Remarks
While the majority of the research on sensorimotor adaptation has concentrated on
the functions of the cerebellum and the primary motor cortex in producing sensory
prediction errors and altering subsequent motor commands (Miall and Wolpert,
1996; Wolpert et al., 1998b; Tseng et al., 2007), the sophisticated coordination
of a wide array of brain regions is required for voluntary control of arm move-
ment, including cerebellum, basal ganglia, primary and secondary somatosensory
areas, primary and premotor cortex, and posterior parietal cortex (Shadmehr and
Krakauer, 2008; Vahdat et al., 2011). Despite significant advances in computa-
tional sensorimotor control, the discipline of neuroscience has had less success in
connecting computational models to neurobiological control models (Wolpert et al.,
2011). While the cerebellum lends itself well to computational modelling due to
its modular neural structure (Marr, 1969; Wolpert and Kawato, 1998a; Wolpert
et al., 1998b; Miall and Wolpert, 1996), the complex interaction between the dif-
ferent brain areas that control reaching behaviour makes it difficult to attribute
specific functions to specific structures.
Furthermore, behaviour is the ultimate output of the brain. Despite the critical
importance and the highly informative nature of behaviour, it has increasingly
been marginalized in neuroscientific study (Anderson and Perona, 2014). Yael Niv
(2021) recently argued against the notion that studies that do not include neuro-
scientific measurements should be labelled as "only" behaviour and are thought
to be irrelevant to learning about the brain. In the absence of work at the neural
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substrate level, well-designed behavioural studies can be extremely revealing on
their own (Krakauer et al., 2017). Using behavioural paradigms and computational
modelling, our work can inform our understanding of neural mechanisms, not the
other way around (Niv, 2021). Changes in behaviour informed our understand-
ing that we should focus on adaptation in a trial-by-trial manner (Thoroughman
and Shadmehr, 1999; Donchin et al., 2003). The state-space model has proven
to be a useful and simple tool for interpreting human behaviour and predicting
human performance. The behavioural phenomenon of savings informed the pro-
gression from a single-state state-space model to a gain specific model (Kojima
et al., 2004). And the behavioural phenomenon of spontaneous recovery informed
the progression to a two-state model (Smith et al., 2006). Crucially, many distinct
learning algorithms operate together to counter the effects of a perturbation dur-
ing sensorimotor adaptation (Huang et al., 2011; Taylor et al., 2014; Smith et al.,
2006). In fact, the well-characterized debate in the literature on roles of fast/slow
processes versus explicit implicit process, is merely an example of multiple realiz-
ability. The key point is that if there are several methods to neurally generate the
same behaviour, the features of a single circuit are at best a specific instance and
do not disclose a general design principle (Krakauer et al., 2017). Krakauer et al.
(2017) recently argued that neuroscience needs behaviour and that an analysis of
behaviour is what is best suited for discovering component processes and their
underlying algorithms.
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