Abstract-The ever-increasing demand in high data rate has pushed the attention of the researchers to utilize the unregulated visible light spectrum for communication. This paper proposes a joint access-point (AP) association and power allocation algorithms for energy-efficiency (EE) maximization in visible light communication networks. Based on the user-centric design, we first show that the cell formation and power allocation are interlinked problems and should be treated jointly. We start by proposing a new algorithm for users' clustering and then associating all the APs to the clustered users based on a proposed metric. We then propose two algorithms that jointly allocate the power, under quality-of-service constraints, and decide which APs must be prevented from participating in communication. The first algorithm is designed to maximize the EE, while the other algorithm is designed to reduce the complexity of the first algorithm with acceptable degradation in the EE. Different from the related literature that allocated the power with the worst case interference information, we propose an iterative algorithm that allocates the power based on exact interference information, which significantly improves the EE. The numerical results demonstrate that the proposed algorithms significantly improve the EE compared to the existing work.
resources in wireless networks. As a solution, the VLC has been introduced in indoor environment to overcome the RF limitations and provide better services to the users.
VLC is a communication technology that uses light emitting diode (LED), which is highly energy efficient, as a transmitter to emit both the light and information signals to the users. It is important to note that the input current to LEDs must be in the range of illumination requirement and in the range of the LEDs' physical limits. The receiver must be equipped with a photo detector (PD) device that converts optical signals to electrical signals. The data is transmitted, using an intensity modulation (IM) technique at the transmitter, and received, using a direct detection (DD) technique at the receiver (IM/DD). Unlike RF networks, VLC technology works properly only when the line-of-sight (LoS) component between transmitters and receivers is available. For instance, the opaque placed in the indoor environment might block the LoS light that is carrying the data for some intended users which leads to degrade the channel up to 90 percent of the LoS channel [2] and the data rates at intended users would be deteriorated significantly.
VLC networks has been considered as an energy-efficient technology [3] , as the LEDs, which are used as transmitters, are energy-efficient devices [4] , and because the consumed power used for communication is also used for illumination. However, the acceptable illumination is ranging between maximum and minimum requirements, which means that the consumed power can be controlled within these limits to maximize the EE. In other words, the extra power consumed for communication should be minimized with keeping the required quality of service (QoS) achieved to improve the system's EE. In addition, with the advent of 5G of wireless networks, the tremendous number of access points (APs) and billions of connected devices, the demand for designing energy-efficient systems is becoming even more compelling for seeking to have green communication systems [3] . This is confirmed, numerically, by what is shown in this paper (in the simulation part) that the EE in VLC networks is highly negatively affected by increasing the number of active users.
Extensive work has been done for throughput and system capacity maximization in VLC networks using different modulation schemes [5] , [6] , power allocation and load balancing [7] [8] [9] [10] [11] [12] , and using multi-input singleoutput (MISO) [13] and multi-input multi-output (MIMO) schemes [14] . Cooperation between APs has also been proposed to enhance the VLC system performance by 2473 -2400 c 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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mitigating the interference [15] , [16] , and decreasing the handover with mitigating the blockages effect [17] . Despite all the aforementioned advances, few papers in the literature addressed the design and optimization issues of the energy efficiency (EE) in VLC networks. Aiming to maximize the EE in VLC, several factors have been employed in the literature such as cell formation, power allocation, and link level optimization. Because the inter-cell interference is a major reason behind the quality-of-service (QoS) and EE degradation, the cell formation has been proposed to mitigate this problem by grouping multiple APs to be in a one cell. Efficient cell formation design is a crucial step that has a great impact on the EE of the system. In a highly dense VLC networks, when the number of users is much less than the number of APs, the user-centric (UC) design for VLC networks is an appropriate technique for cell formation. Zhang et al. [18] studied the UC clustering for VLC, where the formed cells structure do not have a specific shape. They first clustered the users then associated the APs to the grouped users. Li et al. [19] expanded the work to consider the fairness among users and proposed algorithms for scheduling the users to maximize the sum utility of the proposed system. Zhang et al. [20] allocated the powers for the clustered users aiming to maximize the EE of the distributed cells.
All the previous works [19] [20] [21] studied the system level optimization for energy efficient VLC systems by solving the cell formation and power allocation separately, while they are interlinked problems. Besides, previously, the power allocation optimization problem was solved under the assumption that the interference information at each user is at its maximum value (inaccurate interference information), resulting inefficient power allocation schemes. Finding the global optimal solution for the joint cell formation and power allocation is an extremely difficult problem. However, we propose a sub-optimal solution that considers both the APs association, which is a part of the cell formation, and power allocation jointly. In other words, to simplify the problem, we implement the users' clustering procedure independently (with considering the inter-cell interference), and implement the other two procedures (APs selection and power allocation) jointly.
In this paper, we design an energy-efficient VLC network by proposing new efficient algorithms that jointly form the cells, allocate the power for the users, and select the appropriate APs. More specifically,
• We propose a new user clustering algorithm that aims at minimizing the distance of the clustered users to their centers and maximizing the distance between the different centers in order to mitigate the inter-cell interference.
• We establish a metric for each AP in order to select the appropriate users' cluster to work on.
• We show that the power allocation and APs association problems are not independent as tackled in the previous works. Therefore, we develop a new algorithm that finds a solution for joint power allocation and AP selection, resulting in a significant improvement in the EE.
• We propose a low-complexity solution for the joint problem of power allocation and APs selection aimed at decreasing the complexity with an acceptable degradation in the EE compared to the first proposed algorithm.
• In the power allocation subproblem, in the previous works [19] [20] [21] , authors allocated the power based on the worst case of inter-cell interference which is a fake interference information. Here, we propose an iterative algorithm that approaches to having the exact interference information and improves the EE as the number of iterations increases. In addition, for solving the power allocation problem, we modify the traditional subgradient method by introducing closed-form expression for some dual variables, resulting in speeding up the convergence. The rest of this paper is organized as follows. The system and channel models are introduced in Section II. In Section III, we present the problem formulation and the proposed solutions. Some simulation results are presented and discussed in Section IV. Finally, the paper is concluded in Section V.
II. SYSTEM AND CHANNEL MODELS
The system under consideration consists of N A VLC APs and N u users, as shown in Fig. 1 . The users are distributed uniformly in the area and the APs are fixed in the ceiling of the room. Each AP is equipped with multiple LEDs that use IM to transmit the light signal to the users that can receive convert the light to current, using PDs. Also, the locations of users are assumed to be unchanged during a short time duration T. This assumption can be justified by assuming that all the mobile users are better to be served by WiFi APs to avoid the numerous handover usually occurs in VLC networks [9] , [22] . Thus, the channel-state-information (CSI) of the VLC links is considered to be constant during T period. Several indoor environments can prove that the number of lamps fixed in the ceiling are more than the number of users inside the considered room such as labs, houses, offices, companies, etc. This motivates us to assume that the number of users is less than the number of APs. However, the proposed algorithms in this paper can be implemented even if the number of users are more than the number of APs. For instance, if the number of users are twice the number of APs, a user scheduling algorithm can be implemented where half of the users served by the first time slot while the others served in the second time slot, and the proposed procedures can be implemented within each time slot.
A. Channel Model
The receiver receives the LoS optical signal beside many copies of it coming from reflections. According to [23] , the optical power received from all the more than once reflected links are negligible. The line-of-sight (LoS) VLC channel between the i th LED and the j th user can be expressed as follows [24] 
where m is the Lambertian index that is given by m = −1/ log 2 (cos(θ 1/2 ), where θ 1/2 is the half intensity radiation angle, A p is the physical area of the PD, d i,j is the distance between the i th LED and the j th user, g of is the gain of the optical filter, φ is the angle of radiance at the LED, θ is the angle of incidence at the PD, and f (θ) is the optical concentrator gain, which is a function of θ that is given by
where n is the refractive index and Θ is the semi-angle of the field-of-view (FoV) of the PD. Komine and Nakagawa [23] showed that the channel's DC attenuation from the first reflected link is given by
where φ r and θ r are the angels of the irradiance and incidence of the first reflection link, respectively, d 2 k ,i and d 2 j ,k are the distance from the AP i to the reflecting point k and the distance from the reflecting point k to the user j, respectively, ρ and dA s are the reflection factor and the reflective area, respectively, α 1 and α 2 are the irradiance angles with respect to the reflected point and with respect to the receiver, respectively. Hence, the equivalent VLC channel between AP i and user j is given by:
B. Transmission Technique
For white LED transmission, we use the single blue LED chip with a phosphor layer, which is commonly used, where the modulation bandwidth B is normally around 20 MHz, however this measured bandwidth is related to the specific LED product employed. The energy-efficient asymmetrically clipped optical OFDM (ACO-OFDM) is used as a modulation scheme in the proposed system model. In each formed cth cell, we have N A,c APs transmitting the signal vector Y t,c ∈ R N A,c ×1 to N u,c users. The equivalent channel can be modeled as a multi-users MISO system and the vectored transmission (VT) zero-forcing based is used to eliminate the intra-cell interference. Hence, we can express the received signal vector of a particular sub-channel in the cluster c by
where H c ∈ R Nu,c ×N A,c is the channel attenuation matrix between the end users and the APs in the cluster c,P c = diag(P c ), where P c is the electronic power vector assigned to the users belong to the cluster c, n c is the noise plus the inter-cell interference, and G c is the pre-coding matrix that is designed to diagonalize the channel matrix by set-
This process (diagonalizing the channel or eliminating the intra-cell interference) needs the accurate knowledge of the users' channels. Since the VLC channels are pre-dominantly static, the user's channel can be attained using a single attenuation factor. It can be estimated at the user side and then fed back to the AP side at the cost of modest overhead [20] . It is important to note that the amount of the exchanged information depends on the cluster size or the number of cells in the VLC systems. A low number of cells (large cells' size in average) leads to a less inter-cell interference and a large amount of exchanged information, while a high number of cells (small cells' size in average) leads to a high inter-cell interference and a small amount of exchanged information. Hence, the number of cells must be selected carefully based on the needed applications. The achievable data rate at the user j in cluster c is given by
where P j ,c is the assigned power for the user j in the cell c, X c,j is the interference received at the user j in the cell c, N 0 is the noise power spectral density, and β is a value which depends on the applied modulation scheme. Because of the assumption that the (ACO-OFDM) modulation scheme is applied, the value of β = B /4, where B is the modulation bandwidth. The transmit power at AP i in the cluster c, which is the power consumed for communication, is given by
where g i,j is the element located in the i th row and j th column in matrix G c .
III. PROBLEM FORMULATION
In this section, we present algorithms and steps to efficiently form the cells and allocate the powers to maximize the EE. The general procedures are represented in Fig. 2 , where the difference between the proposed and the traditional procedures [19] [20] [21] is shown. We start by proposing a users' clustering algorithm, establishing metrics for associating all APs to the clustered users, formulating the power allocation optimization problem with providing an efficient solution, and proposing two different iterative algorithm (one for seeking the optimality and the other for seeking the simplicity) to jointly allocate the power and select the participating APs in communication. These individual procedures are followed by a flowchart that shows how the proposed algorithms and steps are arranged and implemented, in general, to maximize the EE. 
A. Cell Formation
Here, we provide a new UC clustering algorithm under a given number of clusters, we then provide a new procedures for APs association to the formed users' clusters. Our targets in users' clustering are to cluster the users based on their distances to each others and to maximize the separation between the clusters. The main contribution of our clustering approach is the initial steps that have a significant impact on the final results in terms of EE.
1) User-Centric Clustering:
In this section, we aim to group the users in a predefined K clusters aiming to maximize the EE of the whole network. Clustering the users based on their geographical positions, to have the summation of the distances of all users in a cluster to their centers as small as possible, definitely helps in improving the EE of the system. Due to its simplicity and speed, The traditional K-means clustering method has been widely used in clustering. It is designed to minimize the following objective function
where x j ,k , c k ∈ R 2 are the position of the user j in the cluster k and the center position of the cluster k, respectively. There are multiple improved versions of the K-means method in the literature. Here, we pick the improved version of the K-means method proposed in [25] , which is called K-means++, to build on. Briefly, the K-means++ augmented the K-means method with a randomized seeding technique which helps in improving the speed and the accuracy. More details on the K-mean++ clustering method are provided in [25] . If a different clustering schemes are given, it is highly complex to implement both the APs association and power allocation to specify the best clustering scheme that provides the highest EE. To simplify the problem, first several clustering design are offered, then the best clustering design that helps in mitigating the inter-cell interference is estimated. The main disadvantage in the K-means++ method is that the selection of the initial centers may lead to a poor EE. This is because it is based on a probabilistic initial selection and it is not built for the special structure of the VLC networks that is highly affected by the inter-cell interference. Therefore, beside the objective of the K-means++ algorithm, we augment another objective that helps in decreasing the inter-cell interference. This objective is to maximize the average distance between the users in the different clusters. This means having the distances between the cluster centers as far as possible. To achieve such objective, it is important to note that if K points are given and the distances between them Algorithm 1 User Clustering Algorithm 1) Select a user randomly to be the first center c 1 .
2) For each user find the shortest distance D(x) from the considered user to the closest center. 3) Take a new center c k , selecting x ∈ X with probability 2 , and repeat that until we have K centers. 4) For each k ∈ 1, ..., K , set the cluster C k to be the set of points in X that are closer to c k than they are to c j for all k = j, and then update the centers.
, where d i,j is the distance between center i and center j. 6) Repeat the steps above M times and select the K centers that give us maximum T m . 7) Update the centers of the selected K centers until no longer change.
. . , K , under the constraint that the summation of them is less than or equal D, the solution of the following optimization problem
This means that if we have MK centers, the K centers out of MK, which have maximum distance between them, can be found by finding the product of the distances of all possible K centers and picking up the maximum result, where M is an integer value and greater than or equal 1.
The main idea of the proposed algorithm is to start with a number of initial centers that is much more than K, then select the centers that have the maximum distance between them. Therefore, the following Algorithm 1 is the proposed clustering algorithm.
Increasing M would enhance the performance and increase the complexity, and decreasing it would decrease the complexity and degrade the performance. The complexity of Algorithm 1 is at most M times the complexity of the K-means++ algorithm, but it yields a high impact on the EE, and it is negligible if we compare it with the complexity of the power allocation problem. It is important to note that the proposed clustering algorithm requires the location of all users to be known. The users' locations depend on the channel knowledge at APs. Once the APs acquire the users' channels, the distances between users can be inferred using the equation of the channel model (1) [20] . Then, classical positioning and tracking can be used to determine the users' locations [26] . As a result, the users' locations would be known at AP side, where the clustering method can be implemented.
2) AP Association: It is plausible that increasing the number of APs in a cluster improves the EE of that cluster, but on the other hand, it increases the inter-cell interference in the other clusters. This inspires us to propose a new cell formation technique that first involves all the APs in the network, then switches off the ones that are harmful (in terms of increasing the inter-cell interference) more than helpful (in terms of enhancing the EE inside the cell). Here, we distribute the APs to the clustered users, and in Section III-C, we optimize the APs selection based on a given power allocation scenario. Our goal here is that for each AP, we select the best cluster that might serve the associated users or enhance the EE as possible as it can. Therefore, we propose two steps to associate the APs to the formed cells: 1) We assign for each user its closest AP by using the following steps: 1) In the channel matrix, find the maximum channel value, assign the corresponding AP to the corresponding user, then make the row and the column of the corresponding pair equal to zero, 2) Repeat Step (1) until the channel matrix equals the zero matrix. 2) For the remaining APs, for each cluster c, we first find the average channel of each AP to all users in the cluster c as followŝ
Then, we associate the AP i to the cluster that satisfies the following relation
The target of the second step is to associate the AP to the cluster that would maximize the cell capacity and minimize the inter-cell interference in the other cells.
In Fig. 3 , we illustrate the cell formation by showing an example of clustering a given distributed users to a three clusters using our proposed Algorithm 1 in Fig. 3a . In addition, we show how the proposed steps in the APs association associate the APs to the clustered users in Fig. 3b. Fig. 3b shows that the number of APs associated to cluster c is directly proportional to the number of the users in that cluster.
B. Power Allocation Scheme
Our goal in this section is how to allocate the power efficiently for the N u users to maximize the EE. Specifically, the objective function is to maximize the EE of the whole network under certain QoS constraints and maximum available power constraints. These constraints are introduced to guarantee some fairness among users per cell and to achieve the required illumination, respectively. The EE function is defined as the ratio of benifit provided by the system over the total consumed power [3] . In other words, if the system benefit is the sum rate, hence the energy efficiency is given by:
where R T is the sum rate, P T is the total consumed power at the transmitters. In this paper, we consider only the consumed power for communication in the formulated EE function. In the literature, two types of EE function have been introduced, which are the average per-cell EE and the global EE (GEE).
For the average per-cell EE, let us define η c as the EE at the cell c, hence, using Equations (5) and (6), the average per cell EE of the whole network is defined as
where
The global EE (GEE) is the summation of data rates of users in all clusters over the total power consumed at all APs, which can be expressed as
Nu,c
Function (13) is usually optimized when the centralized approach is employed, while Function (11) supports an efficient distributed approach. We select to optimize the average per-cell EE for its simplicity and for the reason that it can be implemented in each cell independently. The optimization problem can be formulated as follows:
Nu,c j =1
where γ is the minimum required data rate, and p max is the maximum electronic transmit power available at the APs. It is important to note that the p max must be selected to satisfy the illumination requirements and must be within the operational dynamic range of the LEDs. A detailed discussion about optimizing the value of p max is provided in [20] . Problem (14) can be separated equivalently to K subproblems, where the optimization problem in cluster c can be expressed as follows:
Problem (15) must be implemented in each cell independently aiming to maximize the summation of the cells' EE in the whole network. Problem (15) is not easy to be solved because the inter-cell interference terms depend on the allocated powers and the power allocation problem depends on the interference terms. In order to simplify this problem, we first solve it under the worst case where the interference is considered to be at its highest value, which happens when all the APs are assumed to transmit at their maximum power. Then in Section III-B1, we provide an algorithm that solves the power allocation problem based on the exact or the approximate interference information. Even if we assume the interference information is available, Problem (15) is still not easy to solve since the objective function in (15) is a ratio of two functions (concave in the numerator and a linear function in the denominator), which is generally considered as a non-convex function. It is noted that there is no standard approach for solving non-convex optimization problems. However, this class of optimization problems, can be solved using fractional programming tools [27] , [28] such as the Dinkelbach method [29] that transforms this problem into a successive concave functions. In the following, we decompose the solution of (15) into two loops:
Main Loop: Using Dinkelbach method, we can transform the objective function in (15) to be as
where q c is a positive variable introduced to be optimized or selected to have the objective function in (16) equal to zero at optimality. If q c is given, Problem (16) is concave and can be solved using the classic dual-decomposition method, since Slaters' conditions are satisfied [30] , which means that the duality gap is zero. In order to find the optimal q c , the Dinkelbach algorithm is used to find the optimal value of q c by the following steps:
Step 1) Put q c = 0 as an initial value,
Step 2) Solve Problem (16) using the approach provided in the inner loop, and let P * j ,c as the optimal solution, Step 3) update q c by
Step 4) Repeat Step 2 and Step 3 until the objective function of Problem (16) is less than , where is a small value close to zero.
Inner Loop: Here, we solve the optimization problem under the assumption that the value of q c is given. Therefore, the optimization problem in (16) is a concave problem with one global optimal solution. Hence, we can use the dual problem to achieve the optimal solution, where the strong duality holds in the concave problems. Therefore, using the Lagrangian duality, the dual optimization problem of the problem in (15) can be expressed as follows: 
Solving (18), we obtain
where the variable μ j ,c must be selected to guarantee that the Constraints in (14b) are feasible and v i,c must guarantee that the Constraints in (14c) are feasible too. Now, these dual variables must be found to obtain P j ,i ∀ j . In [31] [32] [33] , the authors used the subgradient method in similar problems to find the optimal dual variable. In brief, the subgradient method gives the dual variable initial values then finds P j ,c using Equation (19) . Then, the dual variables in each iteration can be updated as follows
where δ μ and δ v are steps size that should be sufficiently small to guarantee approaching the optimal solution at the steady state. The subgradient is an iterative algorithm that needs a large number of iterations to converge, a very careful selection of the step size, and a very careful selection of the initial values of the dual variables. Therefore, in the following, we find a closed-form expressions for the μ s dual variables in terms of the v s dual variables. By substituting (19) in Constraint (14b), μ j ,c must be
Hence, instead of updating the μ s dual variables using (21), we update them using (22) . We show in details in our previous work [8] that the above substitution increases the rate of convergence significantly with less constraints violation compared to the sub-gradient method.
1) Finding the Exact Inter-Cell Interference Information:
In the literature, the power allocation problem was solved under the assumption that the inter-cell interference is in its maximum value [19] [20] [21] . The aim of this assumption is to simplify the power allocation problem and to guarantee that the required QoS of the users is achieved. However, this assumption yields a significant degradation in the objective function (EE), since the power is allocated based on inaccurate interference information. Therefore, we provide iterative steps that lead to find the actual interference information and enhance the EE as we increase the number of iterations. If the complexity is not an issue, we can increase the number of iterations to have a better EE. If not, we should decrease the number of iterations to avoid implementing the power allocation problem several times. The main idea is to implement the power allocation in the different clusters in a successive way and update the inter-cell interference in each step. Thus, the steps are: 1) Implement the power allocation in Cell 1 under the assumption that the interference at the users in that cell is in its maximum value, and then broadcast the allocated transmit powers to all clusters to update their inter-cell interference. 2) Implement Step 1 for Cells 2, 3, . . . , K in a consecutive way with updating the interference information in each cell.
3) Repeat
Step 2 for all cells (including Cell 1) until no improvement is achieved in the EE, or the number of iterations reaches its limit. The above steps guarantee improving the EE and achieving the QoS constraints. This is because as we increase the number of iterations, each cell approaches to gather the exact interference information.
C. Joint Power Allocation and APs Selection
In the previous section, we provide a solution for allocating the power under a given participating APs. In this section, we first show how the power allocation and APs selection problems are interlinked, then we propose an iterative algorithm to solve both problems jointly. This iterative algorithm can be implemented after clustering the users and associating APs. To prove that the power allocation and the APs selection problems are interlinked, we should show that the allocated powers for the users' messages depend linearly on the transmit power at the APs. From (4), the relation between the transmit powers and the power assigned to the users' messages in cluster c is given by p c = G c 2 P c , where p c is the vector power at the APs, and the square at G 2 c is the square of the elements in G c . Hence, we can find the powers assigned for the transmitted signals by
Equation (23) means that switching off any AP (equating its transmit power by zero), affects the allocated power for users directly. Also, adding or inactivating an AP to cluster c affects the signal-to-noise ratio (SNR) of the users, belonging to the other cells, by changing the received interference. Therefore, selecting the participating APs in cell c affects the allocated power in that cell and in the other cells. This motivated us to deal with the power allocation and AP selection problems jointly.
The goal of optimizing the participating APs in communication is to minimize the inter-cell interference. It is clear that, under an optimal power allocation strategy, as we increase the participating APs in the cell c, the EE in that cell is improved. On the other hand, these added APs degrade the EE in the other cells by emitting interference. Therefore, first, we classify the APs into three categories: 1) the APs that have zero channels to all users, which must be switched off, 2) the APs that have channels to the associated users but zero channels to the users belonging to other cells (i.e., non-interfering APs), 3) the interfering APs that have LoS to their associated users and also have LoS to the users in the other clusters (i.e., interfering APs). The second category of the APs must be switched on because their participation in the communication improves the EE as long as the power allocation optimization problem is applied. Our interest is in the third category, where each one of the APs has to be selected carefully to be switched on or switched off. Participating these APs definitely improves the EE in their own cells, but on the other hand, reduces the EE of the other cells by causing inter-cell interference. Thus, we first establish a metric that approximately measures the eligibility of each AP to participate in the communication (in case it causes non-zero inter-cell interference). This metric of the AP i in the cluster c can be given by
. ∀i ∀c (24) High value of Υ i,c means that the quality of the information signal coming from the AP i to the intended users is much greater than the emitted interference from that AP and vice versa. The following algorithm solves the power allocation and APs selection alternatively until they converge. The benefit behind sorting the APs ascendingly based on their Υ i,c values is that we guarantee satisfying the condition that the number of active APs is greater than the number of users in each cluster with the APs that have highest Υ i,c . In addition, sorting the APs ascendingly increases the rate of convergence significantly. Condition in Step 4 in Algorithm 2 is needed to guarantee that the intra-cell interference is totally eliminated, since this cannot be guaranteed if the number of APs is less than the number of users. In addition, because of the assumption that the number of users in the system is much less than the number of APs, it is not wise to have some cells crowded with many users (number of users is greater than number of APs in the cell) and some cells have only a few number of users. Therefore, we establish this condition to avoid or alleviate the effect of having unbalanced VLC systems and guarantee zero intra-cell interference.
Algorithm 2 is guaranteed to converge because with each change in the AP status in Step 3, the EE either improves or stays fixed. In addition, it is guaranteed to approach to the optimal solution as we increase the number of iterations. To show that, in each iteration, the proposed algorithm tests all the interfering APs by implementing the power allocation problem with each AP, which means that Algorithm 2 tries all the possible solution to have the best one. The reason to repeat testing the interfering APs is that the optimal state of AP i (on or off) depends on the given states of all other interfering APs, especially the ones that are close to the AP i.
1) Suboptimal Approach:
Although Algorithm 2 approaches to the optimal joint power allocation and APs selection as we increase the number of iterations, it suffers from high computational complexity. In Algorithm 2, in each AP status change, we need to implement the power allocation problem. In other words, if we have L interfering APs, we need to implement the power allocation problem L times in each iteration. Therefore, in this section, we propose a suboptimal solution for the joint power allocation and APs selection optimization problem that is aimed at decreasing the complexity, by decreasing the number of times of implementing the power allocation problem, and minimizing the degradation in the EE as much as possible. This algorithm is based on estimating the APs that should be switched off. The main idea of this algorithm is first to implement the power allocation problem when all the APs are participating in communications, then we list all the interfering APs with sorting them ascendingly based on their eligibility factor. After that, we switch off all the APs that are contributing in the EE degradation without implementing the power allocation problem with each AP state change. Then, we can re-implement the power allocation problem after we finish switching off all the harmful APs. It is important to say that when we switch off the AP i in the cell c, we need to re-calculate the assigned power for the users in the cluster c using the relation P c = F c p c , where the i th term in p c equal to zero. Algorithm 3 illustrates the steps to clearly provide a suboptimal solution for the joint power allocation and APs selection optimization problem. In Fig. 4 , we show the difference between Algorithms 2 and 3 by applying them in the above example in Fig. 3 , and see what are the APs that should be switched off from both algorithms. It seems that both algorithms result in switching off the same APs with two added in Algorithm 3. This is because in Algorithm 3, once it switches off an AP, it does not return to test it again even if switching that AP on would be helpful in increasing the EE.
In the following we show the relationship of the proposed algorithms and steps by presenting a flowchart. Fig. 5 shows the whole proposed process for maximizing the EE based on the UC design. At Step 3 in Fig. 5 , we can either use Algorithm 2 or 3, where the difference between them is that in Algorithm 2 the power allocation optimization problem is implemented with each AP status change, while in 
IV. SIMULATION RESULTS
In the following, we verify the capability of the proposed algorithms for enhancing the performance of the VLC network. The values of all used parameters in the considered VLC system are given in Table I . Monte-Carlo simulation is used to assess the performance of the proposed algorithms where in each simulation iteration, a uniform random user distribution is generated. We show the convergence of the proposed algorithms and how they improve the system's EE. We compare our work with those in the literature in general such as: 1) in Figures 6 and 10 , we compare the approach of allocating the power based on the worst case interference, which is proposed in [19] [20] [21] , and our iterative algorithm that updates the interference information with each iteration, 2) in Figures 8-12 , we consider the approach proposed in [20] of participating all APs (that have LoS to any user) in communication as a baseline and compare it with the proposed algorithm for the APs selection, where the approach in [20] is indicated by "without APs selection" in the figures, 3) in Fig. 13 , we compare the proposed algorithm for APs selection and association with the one proposed in [21] , 4) we also compare the proposed clustering method versus the Kmeans++ clustering method presented in [25] .
In Fig. 6 , we plot the EE versus the number of iterations of updating the interference when all the APs are involved in communications. As can be shown, as the number of iterations increases, the EE increases, and the rate of increasing gets smaller with higher number of iterations. In each iteration, we need to implement the power allocation problem in each cluster which means that increasing the number of iterations would significantly increase the complexity but with a significant enhancement in the performance. Hence, the proposed algorithm for interference updating provides us with an optional decision whether to enhance the performance at the expense of the complexity or vice versa. Fig. 7 shows the convergence of Algorithm 2. It is clear that Algorithms 2 needs at most three iterations to converge. Furthermore, the number of iterations needed for convergence does not depend on the number of clusters in the system. In addition, it can be seen that only the first iteration yields a significant improvement in the EE of the system, especially when the number of clusters is large. Furthermore, this figure beside Fig. 6 fairly compare between the user clustering using the K-means++ and the proposed Algorithm 1. Both show the superiority of our proposed users' clustering algorithm over the K-means++ algorithm with different number of clusters whether we implement one iteration or multiple iterations. Fig. 8 illustrates how the EE behaves as we increase the number of cells. Besides, it shows the significant improvement in the EE when we apply Algorithm 2 compared to participating all the APs in the transmission. This figure shows unexpected results since as we know, as the number of cells increases, the inter-cell interference increases which degrades the EE. But, this figure shows that the average per-cell EE increases and then decreases with the number of cells, which means that there is another factor that helps in enhancing the average per-cell EE as the number of cells increases. This factor is the number of users per cell since as the number of clusters increases the average number of users per cell decreases. This means that the required transmit power per cell decreases as the number of clusters increases, which results in enhancing the average per-cell EE. Apparently, this factor has a great impact when the inter-cell interference is small which occurs when the number of clusters is small or when the H-FoV is small.
On the other hand, the GEE is decreasing with increasing the number of cells as shown in Fig. 9 , because the GEE depends on the number of users in the whole system. It is important to note that in Fig. 9 , we implement the proposed algorithms that are established to maximize the average percell EE and based on the output allocated power, we measure the GEE by calculating Equation (13) . Fig. 9 also shows that the proposed user clustering algorithm outperforms the K-means++ algorithm in terms of GEE. Besides, Algorithm 2 provides a significant improvement in GEE as shown in Fig. 9 . Fig. 10 , shows the effectiveness of the proposed algorithms in improving the EE of the considered network. The best performance occurs when we apply the AP selection along with the proposed user clustering algorithm with updating the interference, while the worst performance happens when the K-maens++ user clustering algorithm, all the APs participate in communication, and the powers are allocated based on the worst case interference. This figure shows that efficient user clustering methods leads to a significant improvement on the system's EE.
In Figs. 11 and 12 , we conduct a fair comparison between Algorithm 2 and Algorithm 3 by plotting the average per cell EE and the GEE, respectively, versus number of cells. It can be shown that with different number of clusters and different H-FoV, Algorithm 2 is more energy-efficient than Algorithm 3. This is because in Algorithm 2, with each AP status change, we test the average per cell EE by re-implementing the power allocation problem, while in Algorithm 3, we implement the power allocation after we test all the interfering APs. In other words, if the number of interfering APs is L, in each iteration, we implement the power allocation problem in Algorithm 2 L times, while we implement the power allocation problem only once in Algorithm 3 with each iteration.
On the other hand, in Fig. 13 , we compare both Algorithms 2 and 3 in terms of complexity by plotting the execution time spent by both algorithms. Fig. 13 shows that Algorithm 3 needs much less time than Algorithm 2 to implement the joint power allocation and AP selection. This is because of the reason stated before that in Algorithm 2, with each AP status change, we test the average per cell EE by re-implementing the power allocation problem, while in Algorithm 3, we implement the power allocation after we test all the interfering APs. Because the number of interfering APs is increased as we increase H-FoV or the number of clusters, Fig. 13 shows that we need much time to test all the interfering APs and select the APs that must participate in communication.
In Fig. 14 , we compare our algorithms for APs association with the algorithm that was proposed in [21] . The comparison is conducted under the same user clustering algorithm, the same power allocation algorithm, and with 200 Monte-Carlo simulations. The difference between them is that we deal with the power allocation problem and AP association jointly, while they solved both problems separately. In addition, we establish a metric for each AP based on its average channels to the clustered users aiming to select the best cell to serve and to mitigate the inter-cell interference. The algorithm proposed in [21] can be briefly explained by that, after selecting the anchor AP for each user, the rest of the APs are associated to the clusters within a certain range d α . In other words, the AP i is assigned to the cluster c if the distance between that AP and the center of that cluster is less than or equal to d α . If more than one cluster satisfy this condition for AP i, this AP must be switched off to mitigate the interference. The disadvantages of this approach are: increasing or decreasing d α may switch on the harmful APs and switch off the helpful ones because it depends only on the distance and not on the channel that is affected by different factors such as the receiver FoV, the transmitter coverage and so on; switching the APs off or on is not related to the transmit power at these APs, which is a crucial factor to consider. Therefore, as shown in Fig. 14 , our proposed algorithms (Algorithms 2 and 3) significantly outperform the proposed algorithm in [21] for AP association in terms of the average per cell EE.
In Fig. 15 , we show how the average per cell EE behaves when we change the number of users in the system with different H-FoV. As shown in this figure, the EE is degraded as we increase the number of users. This is because the amount of required power needed by users to achieve the required QoS increases as we increase the number of users. It is also shown that the amount of improvement in the EE caused by APs selection increases as we increase the number of users. This is because the number of interfering APs increases with higher number of users, which means that the AP selection is highly demanded when we have a high number of interfering APs. In other words, the AP selection algorithms have a slight impact on the EE if we have 10 users (small number of interfering APs), while the impact on the EE would be significant when we have 30 users (large number of interfering APs).
V. CONCLUSION AND FUTURE WORKS
In this paper, an energy-efficient VLC network was designed based on amorphous cell formation with jointly allocating the power and associating the APs. A new user clustering algorithm was proposed based on distances between users and separating the clusters as much as possible to mitigate the inter-cell interference. Also, two other algorithms were proposed to jointly allocate the power and select the APs in order to maximize the EE. The aim of the first algorithm is to seek for the optimality of the EE maximization problem, while the aim of the second algorithm was to decrease the complexity of the first one with an acceptable degradation in the EE. We also proposed an iterative algorithm to find the optimal power allocation based on exact interference information, which significantly improved the EE. The results showed that designing an appropriate user clustering algorithm with considering the inter-cell interference, selecting the active APs based on the allocated power, and allocating the power based on the exact inter-cell interference information results a significant improvement in EE maximization problem.
As a future work, we recommend to apply the UC design in the hybrid RF/VLC networks, where the edge-users and the mobile users can be connected to RF APs to mitigate the inter-cell interference and the handover overhead, respectively. In addition, we recommend to formulate the optimization problem in terms of maximizing the GEE by introducing a central controller that can gather the information from all cells and then implement the power allocation problem.
