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Abstract
We obtain Marcinkiewicz-Zygmund strong laws of large numbers for weighted sums
of pairwise positively quadrant dependent random variables stochastically dominated by
a random variable X ∈ Lp, 1 6 p < 2. We use our results to establish the strong
consistency of estimators which emerge from regression models having pairwise positively
quadrant dependent errors.
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1 Introduction
The classical Kolmogorov’s strong law of large numbers is, perhaps, the most famous
strong limit theorem in Probability Theory. Originally presented in 1933 by Andrei Niko-
laevich Kolmogorov (see [13]), it can be stated as follows: if X1,X2, . . . is a sequence of
independent and identically distributed random variables such that EX1 exists then
X1 +X2 + . . . +Xn
n
a.s.−→ EX1.
In [25], Walk gave an elegant short proof for a Kolmogorov’s strong law of large numbers under
very general assumptions by using a Tauberian theorem. In this paper, we shall follow Walk’s
statement to establish a Kolmogorov’s strong law of large numbers for weighted pairwise
positively quadrant dependent random variables. This result improves the corresponding one
announced in [16] for sequences of (positively) associated random variables. Further, we shall
give Marcinkiewicz-Zygmund’s strong law of large numbers for weighted pairwise positively
quadrant dependent random variables by using a maximal inequality recently presented in
[20] for these dependent structures.
In last section, we provide some statistical applications of our results, namely, in strong
consistency of estimators which arise in regression models. Our statements not only extend
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others established lately in this issue (see [17] and [18]), but also allow us to consider statistical
models having dependent random variables making them more appropriate and realistic.
Associated to a probability space (Ω,F ,P), we shall consider the space Lp (p > 0) of
all measurable functions X (necessarily random variables) for which E|X|p < ∞. For any
measurable function X we will define its positive and negative parts by X+ = X ∨ 0 =
max(X, 0) and X− = (−X)∨ 0, respectively. Given an event A we shall denote the indicator
random variable of the event A by IA. Throughout, the function x 7→ log(|x| ∨ e) will be
denoted by Logx. To make the computations be simpler looking, we shall employ the letter
C to denote any positive constant that can be explicitly computed, which is not necessarily
the same on each appearance; the symbol C(p) has identical meaning with the additional
information that the constant depends on p.
2 Almost sure convergence
In the past, many authors have considered limit theorems involving pairwise positively
quadrant dependent random variables (see, [3], [4], [22] or [23] among others). We shall
proceed their study by establishing strong limits for weighted sums of these dependent random
variables.
The concept of positively quadrant dependence for a pair of random variables due to
Lehmann [15] can be given for sequences of random variables as follows: a sequence {Xn, n >
1} of random variables is said to be pairwise positively quadrant dependent (pairwise PQD) if
P {Xk 6 xk,Xj 6 xj} − P {Xk 6 xk}P {Xj 6 xj} > 0
for all reals xk, xj and all positive integers k, j such that k 6= j.
Let X,Y be random variables and ℓ a positive constant. Throughout, we shall consider
the function gℓ(t) := max(min(t, ℓ),−ℓ) = (t ∧ ℓ) ∨ (−ℓ) and the covariance quantity
GX,Y (t) := Cov
(
gt(X), gt(Y )
)
=
∫ t
−t
∫ t
−t
∆X,Y (x, y) dxdy (2.1)
where ∆X,Y (x, y) := P {X 6 x, Y 6 y} − P {X 6 x}P {Y 6 y}. Further, a random sequence
{Xn, n > 1} is stochastically dominated by a random variable X if there exists a constant
C > 0 such that supn>1 P {|Xn| > t} 6 C P {|X| > t} for all t > 0 (see, for instance, [19]).
Now, we state and prove a Kolmogorov’s strong law of large numbers for weighted pairwise
positively quadrant dependent random variables.
Theorem 1 Let {Xn, n > 1} be a sequence of pairwise PQD random variables stochastically
dominated by a random variable X ∈ L1. If {an} is a sequence of constants satisfying
supn>1 n
−1∑n
k=1 a
2
k <∞ and∑
16k<j6∞
|akaj |
∫ ∞
j
t−3GXk ,Xj(t) dt <∞ (2.2)
then
∑n
k=1 ak(Xk − EXk)/n
a.s.−→ 0.
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Proof. By writing an = a
+
n − a−n , we may suppose without loss of generality that an is non-
negative for each n. Setting
X ′n := gn(Xn),
X ′′n := Xn − gn(Xn),
Y ′n := (n ∧Xn) ∨ 0 = max[min(n,Xn), 0],
Y ′′n := (−n ∨Xn) ∧ 0 = min[max(−n,Xn), 0]
(2.3)
we have X ′n = Y ′n + Y ′′n and Xn = X ′n +X ′′n. From Lemma 1 of [15] we get
Cov(Y ′k, Y
′′
j ) > 0,
Cov(Y ′′k , Y
′
j ) > 0,
Cov(Y ′′k , Y
′′
j ) > 0
because t 7→ (n ∧ t) ∨ 0 and t 7→ (−n ∨ t) ∧ 0 are nondecreasing functions. Thus,
n∑
k,j=1
Cov(akY
′
k, ajY
′
j ) =
=
n∑
k,j=1
akajCov(Y
′
k, Y
′
j )
6
n∑
k,j=1
akaj
[
Cov(Y ′k, Y
′
j ) + Cov(Y
′
k, Y
′′
j ) + Cov(Y
′′
k , Y
′
j ) + Cov(Y
′′
k , Y
′′
j )
]
=
n∑
k,j=1
akajCov(X
′
k,X
′
j)
=
n∑
k=1
a2kV(X
′
k) + 2
∑
16k<j6n
akajCov(X
′
k,X
′
j).
According to Abel’s identity (see [1], page 77), we have
∞∑
k=j
a2k
k2
6
2
j
· sup
k>1
1
k
k∑
m=1
a2m 6
C
j
for any j > 1, so that
∞∑
n=1
1
n3
n∑
k=1
a2kV(X
′
k) =
∞∑
k=1
∞∑
n=k
a2kV(X
′
k)
n3
6 C
∞∑
k=1
a2kV(X
′
k)
k2
6 C
∞∑
k=1
a2kE|X ′k|2
k2
6 C
∞∑
k=1
a2k
(
EX2kI{|Xk|6k} + k
2
P {|Xk| > k}
)
k2
3
6 C
∞∑
k=1
a2k
(
EX2I{|X|6k} + k2P {|X| > k}
)
k2
= C
∞∑
k=1
a2k
k2
∫ k
0
uP {|X| > u} du
= C
∫ ∞
0
uP {|X| > u}
∑
{k : k>u}
a2k
k2
du
6 C
∫ ∞
0
P {|X| > u} du
= C E |X| <∞.
Since
∞∑
n=1
1
n3
∑
16k<j6n
akajCov(X
′
k,X
′
j) =
=
∞∑
n=1
1
n3
∑
16k<j6n
akaj
∫ k
−k
∫ j
−j
∆Xk,Xj(x, y) dxdy
6
∞∑
n=1
∑
16k<j6n
akajGXk ,Xj(n)
n3
=
∑
16k<j6∞
akaj
∫ ∞
−∞
∫ ∞
−∞
∞∑
n=1
I{n>|x|∨|y|∨j}
n3
∆Xk,Xj (x, y) dxdy
6 C
∑
16k<j6∞
akaj
∫ ∞
−∞
∫ ∞
−∞
∆Xk,Xj (x, y)
(|x| ∨ |y| ∨ j)2 dxdy
= C
∑
16k<j6∞
akaj
∫ ∞
j
t−3GXk ,Xj(t) dt <∞
(2.4)
by Lemma 4 of [16], we obtain
∞∑
n=1
1
n3
n∑
k,j=1
Cov(akY
′
k, ajY
′
j ) 6
∞∑
n=1
a2k
n3
n∑
k=1
V(X ′k) + 2
∞∑
n=1
1
n3
∑
16k<j6n
akajCov(X
′
k,X
′
j) <∞.
On the other hand, anY
′
n > 0 and Lemma 1 of [19] yields
1
n
n∑
k=1
E(akY
′
k) 6
1
n
n∑
k=1
akE|X ′k|
6
C
n
n∑
k=1
ak
(
E|X|I{|X|6k} + kP {|X| > k}
)
6
C E|X|
n
n∑
k=1
ak
6 C E|X|
(
1
n
n∑
k=1
a2k
)1/2
4
6 C E|X| <∞
which ensures
1
n
n∑
k=1
(Y ′k − EY ′k) a.s.−→ 0 (2.5)
(see, for instance, Remark 3 of [25]). Noting that anY
′′
n 6 0,
∑n
k=1 E(−akY ′′k )/n 6
∑n
k=1 akE|X ′k|/n <
∞ and
n∑
k,j=1
Cov(−akY ′′k ,−akY ′′j ) =
n∑
k,j=1
Cov(akY
′′
k , akY
′′
j ) 6
n∑
k,j=1
akajCov(X
′
k,X
′
j)
one can argue as above to conclude that
1
n
n∑
k=1
ak
(
EY ′′k − Y ′′k
) a.s.−→ 0. (2.6)
Hence, (2.5) and (2.6) yield
∑n
k=1 ak(X
′
k − EX ′k)/n
a.s.−→ 0. It remains to prove
1
n
n∑
k=1
ak(X
′′
k − EX ′′k ) a.s.−→ 0. (2.7)
Since
∞∑
n=1
P
{
Xn 6= X ′n
}
=
∞∑
n=1
P {|Xn| > n} 6 C
∞∑
n=1
P {|X| > n} 6 C E|X| <∞
it follows that a.s. Xn = X
′
n for all but a finite number of values of n, entailing
1
n
n∑
k=1
akX
′′
k
a.s.−→ 0.
From the dominated convergence theorem we have E|X|I{|X|>n} = o(1) as n→∞, implying
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
k=1
E(akX
′′
k )
∣∣∣∣∣ 6 lim supn→∞ 1n
n∑
k=1
akE|X ′′k |
6 lim sup
n→∞
1
n
n∑
k=1
akE|Xk|I{|Xk|>k}
6 lim sup
n→∞
(
1
n
n∑
k=1
a2k
)1/2(
1
n
n∑
k=1
E
2|Xk|I{|Xk|>k}
)1/2
6 lim sup
n→∞
C
(
1
n
n∑
k=1
E
2|X|I{|X|>k}
)1/2
= 0
and (2.7) holds establishing the thesis. 
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Remark 1 We observe that condition (2.2) can be replaced by the weaker condition∑
16k<j6∞
|akaj|
j2
∫ k
−k
∫ j
−j
∆Xk,Xj(x, y) dxdy <∞ (2.8)
by waiving Lemma 4 of [16] in the upper bound (2.4). When an = 1 for all n, Theorem 1
equipped with (2.8) instead of (2.2) extends Corollary 1 of [20] to p = 1.
Our Theorem 1 extends Theorem 1 of [16] to sequences of pairwise PQD random variables
when p = 1. Recall that positively quadrant dependent random variables are not necessarily
(positively) associated (see, for instance, [6] or [24]). Furthermore, the normalising constants
in Theorem 1 improve the considered ones in Theorem 2 of [20] for p = 1. It is worthy to
note that for the special case p = 1, the previous approach leads to sharped results discarding
the direct use of any maximal inequality which is, in fact, the key ingredient in both [16] and
[20]. In particular, Theorem 1 with weights an = 1 for all n does not require the finiteness of
the variance in each random variable unlike Theorem 1 of [3].
The statement below gives us the almost sure convergence for weighted sums of pairwise
PQD random variables when the moment condition of the random variable X in Theorem 1
is strengthened.
Theorem 2 Let 1 < p < 2 and {Xn, n > 1} be a sequence of pairwise PQD random variables
stochastically dominated by a random variable X ∈ Lp. If {an} is a sequence of constants
satisfying supn>1 n
−1∑n
k=1 a
2
k <∞ and∑
16k<j6∞
|akaj |
∫ ∞
Cj1/p
Log2/pj
+o
(
j1/p
Log2/pj
)
[
1
t3Log2 t
+
1
(t ∨ e)t2Log3 t
]
GXk ,Xj(t) dt <∞ (2.9)
for some constant C > 0 then
∑n
k=1 ak(Xk − EXk)/(n1/pLogn)
a.s.−→ 0.
Proof. As in the proof of Theorem 1, we shall assume an > 0 for all n. Considering X
′
n :=
gn1/pLog2(p−1)/pn(Xn) and X
′′
n := Xn − gn1/pLog2(p−1)/pn(Xn) it follows that {anX ′n, n > 1} is a
sequence of pairwise PQD random variables. From Lemma 1 of [20] we obtain, for each ε > 0
and a fixed n0,
∞∑
n=n0
1
n
P
 max16k6n
∣∣∣∣∣∣
k∑
j=1
aj(X
′
j − EX ′j)
∣∣∣∣∣∣ > εn1/pLogn
 6
6
C
ε2
∞∑
n=n0
n∑
j=1
Log2(2−p)/pn
n1+2/p
Cov
[
j∑
i=1
ai(X
′
i − EX ′i), aj(X ′j − EX ′j)
]
6
C
ε2
∞∑
n=n0
n∑
j=1
Log2(2−p)/pnE(ajX ′j)
2
n1+2/p
+
C
ε2
∞∑
n=n0
∑
16i<j6n
Log2(2−p)/pnCov(aiX ′i, ajX
′
j)
n1+2/p
6
C
ε2
∞∑
n=n0
n∑
j=1
a2j Log
2(2−p)/pn
n1+2/p
(
EX2j I
{
|Xj |6 j
1/p
Log2/pj
} + j
2/p
Log4/p j
P
{
|Xj | > j
1/p
Log2/pj
})
+
C
ε2
∞∑
n=n0
∑
16i<j6n
aiaj Log
2(2−p)/pn
n1+2/p
∫ i1/p/Log2/pi
−i1/p/Log2/pi
∫ j1/p/Log2/pj
−j1/p/Log2/pj
∆Xi,Xj(x, y) dxdy
6
6
C
ε2
∞∑
n=n0
n∑
j=1
a2j Log
2(2−p)/pn
n1+2/p
(
EX2j I
{
|Xj |6 n1/p
Log2/pn
} + n
2/p
Log4/p n
P
{
|Xj | > n
1/p
Log2/pn
})
+
C
ε2
∞∑
n=n0
∑
16i<j6n
aiaj Log
2(2−p)/pn
n1+2/p
∫ n1/p/Log2/pn
−n1/p/Log2/pn
∫ n1/p/Log2/pn
−n1/p/Log2/pn
∆Xi,Xj(x, y) dxdy
6
C
ε2
∞∑
n=1
n∑
j=1
a2j Log
2(2−p)/pn
n1+2/p
(
EX2I{
|X|6 n1/p
Log2/pn
} + n
2/p
Log4/p n
P
{
|X| > n
1/p
Log2/pn
})
+
C
ε2
∞∑
n=1
∑
16i<j6n
aiajLog
2(2−p)/pn
n1+2/p
GXi,Xj
(
n1/p
Log2/pn
)
6
C
ε2
∞∑
n=1
Log2(2−p)/pn
n2/p
EX2I{
|X|6 n1/p
Log2/pn
} + C
ε2
∞∑
n=1
1
Log2 n
P
{
|X| > n
1/p
Log2/pn
}
+
C
ε2
∞∑
n=1
∑
16i<j6n
aiaj Log
2(2−p)/pn
n1+2/p
GXi,Xj
(
n1/p
Log2/pn
)
since supn>1
∑n
j=1 a
2
j/n <∞. SupposingAj =
{
(j − 1)1/p/Log2/p(j − 1) < |X| 6 j1/p/Log2/pj
}
,
j > 1, we have
∞∑
n=1
Log2(2−p)/pn
n2/p
EX2I{
|X|6 n1/p
Log2/pn
} =
∞∑
n=1
n∑
j=1
Log2(2−p)/pn
n2/p
EX2IAj
=
∞∑
j=1
∞∑
n=j
Log2(2−p)/pn
n2/p
EX2IAj
6 C
∞∑
j=1
Log2(2−p)/pj
j2/p−1
EX2IAj
6 C
∞∑
j=1
E |X|p IAj
= C E |X|p <∞
and
∞∑
n=1
1
Log2n
P
{
|X| > n
1/p
Log2/pn
}
=
∞∑
n=1
1
Log2n
P
{
|X|p > n
Log2n
}
6 C E |X|p <∞.
In order to prove
∞∑
n=1
∑
16i<j6n
aiaj Log
2(2−p)/pn
n1+2/p
GXi,Xj
(
n1/p
Log2/pn
)
<∞ (2.10)
7
we have
∞∑
n=1
∑
16i<j6n
aiaj Log
2(2−p)/pn
n1+2/p
GXi,Xj
(
n1/p
Log2/pn
)
=
∑
16i<j6∞
aiaj
∫ ∞
−∞
∫ ∞
−∞
∞∑
n=1
Log2(2−p)/pn
n1+2/p
I{
n1/p
Log2/p n
>|x|
} I{
n1/p
Log2/p n
>|y|
}I{n>j}∆Xi,Xj(x, y) dxdy.
(2.11)
Since p2tpLog2 t is an asymptotic inverse of t1/p/Log2/pt (see [2], page 28), we get
∞∑
n=1
Log2(2−p)/pn
n1+2/p
I{
n1/p
Log2/p n
>|x|
} I{
n1/p
Log2/p n
>|y|
}I{n>j} 6
6
∞∑
n=1
Log2(2−p)/pn
n1+2/p
I{Cn>p2|x|pLog2|x|} I{Cn>p2|y|pLog2|y|}I{n>j}
=
∞∑
n=1
Log2(2−p)/pn
n1+2/p
I{
n>
p2|x|pLog2|x|
C
∨ p2|y|pLog2|y|
C
∨j
}
6 C ·
Log2(2−p)/p
(
p2|x|pLog2|x|
C ∨ p
2|y|pLog2|y|
C ∨ j
)
(
p2|x|pLog2|x|
C ∨ p
2|y|pLog2|y|
C ∨ j
)2/p .
(2.12)
Putting
m = sup
j>1
Log2(2−p)/pj
j2/p
,
u(t) =
C2/pLog2(2−p)/p
(
p2tpLog2 t
C
)
p4/pt2Log4/pt
∼ C
2/p
p2t2Log2 t
, t→∞
it follows
Log2(2−p)/p
(
p2|x|pLog2|x|
C ∨ p
2|y|pLog2|y|
C ∨ j
)
(
p2|x|pLog2|x|
C ∨ p
2|y|pLog2|y|
C ∨ j
)2/p =
=
∫ m
0
I{t6u(|x|)}I{t6u(|y|)}I{
t6Log
2(2−p)/pj
j2/p
} dt
6
∫ m
0
I{
t6
C(p)
x2Log2|x|
}I{
t6
C(p)
y2Log2|y|
}I{
t6Log
2(2−p)/pj
j2/p
} dt
=
∫ m
0
I{|x|6v−1(t)}I{|y|6v−1(t)}I{
t6Log
2(2−p)/pj
j2/p
} dt
(2.13)
where v−1(t) denotes the inverse of v(t) = C(p)/(t2Log2 t), t > 0 and according to Fubini’s
theorem, we obtain∫ ∞
−∞
∫ ∞
−∞
∞∑
n=1
Log2(2−p)/pn
n1+2/p
I{
n1/p
Log2/p n
>|x|
} I{
n1/p
Log2/p n
>|y|
}I{n>j}∆Xi,Xj (x, y) dxdy
8
6 C
∫ m
0
I{
t6Log
2(2−p)/pj
j2/p
}GXi,Xj
[
v−1(t)
]
dt
= C
∫ Log2(2−p)/pj
j2/p
0
GXi,Xj
[
v−1(t)
]
dt (2.14)
= −C
∫ ∞
v−1
(
Log2(2−p)/pj
j2/p
) v′(s)GXi,Xj(s) ds
6 C
∫ ∞
v−1
(
Log2(2−p)/pj
j2/p
)
[
1
s3Log2 s
+
1
(s ∨ e)s2Log3 s
]
GXi,Xj (s) ds
= C
∫ ∞
p
√
C(p)j1/p
Log2/pj
+o
(
j1/p
Log2/pj
)
[
1
s3Log2 s
+
1
(s ∨ e)s2Log3 s
]
GXi,Xj(s) ds
because
v−1(t) ∼
√
C(p)√
t
∣∣log(√t ∧ e)∣∣ , t→ 0+.
Thus, gathering (2.11), (2.12), (2.13) and (2.14) we obtain (2.10) by using (2.9). Hence,
∞∑
n=1
1
n
P
 max16k6n
∣∣∣∣∣∣
k∑
j=1
aj(X
′
j − EX ′j)
∣∣∣∣∣∣ > εn1/pLogn
 <∞
and Theorem 2.1 of [26] yields
∑n
k=1 ak(X
′
k − EX ′k)/(n1/pLogn)
a.s.−→ 0. It remains to show
1
n1/pLogn
n∑
k=1
ak(X
′′
k − EX ′′k ) a.s.−→ 0.
Since
∞∑
n=1
P
{
Xn 6= X ′n
}
=
∞∑
n=1
P
{
|Xn| > n1/p
}
6 C
∞∑
n=1
P
{
|X| > n1/p
}
6 C E|X|p <∞
we have
∑n
k=1 akX
′′
k/(n
1/pLogn)
a.s.−→ 0. Further,
lim sup
n→∞
∣∣∣∣∣ 1n1/p
n∑
k=1
E(akX
′′
k )
∣∣∣∣∣ 6 lim supn→∞ 1n1/p
n∑
k=1
E|akX ′′k |
6 lim sup
n→∞
1
n1/p
n∑
k=1
E|akXk|I{|Xk|>k1/pLog2(p−1)/pk}
6 lim sup
n→∞
1
n1/p
n∑
k=1
|ak|k(1−p)/p
Log2(p−1)2/pk
E|Xk|pI{|Xk|>k1/pLog2(p−1)/pk}
6 lim sup
n→∞
C E|X|p
n1/p
n∑
k=1
|ak|k(1−p)/p
Log2(p−1)2/pk
6 lim sup
n→∞
C E|X|p
n1/p
(
n∑
k=1
a2k
)1/2 [ n∑
k=1
k2(1−p)/p
Log4(p−1)2/pk
]1/2
9
6 lim sup
n→∞
C E|X|p
n1/p
(
n∑
k=1
a2k
)1/2
n1/p−1/2
Log2(p−1)2/pn
= 0.
Hence,
1
n1/pLogn
n∑
k=1
ak(X
′′
k − EX ′′k ) a.s.−→ 0
and the thesis holds. 
Remark 2 For any r > s > 0,
∑n
k=1|ak|s/n 6 (
∑n
k=1|ak|r/n)s/r by Ho¨lder’s inequality which
implies that assumption supn>1
∑n
k=1 a
2
k/n < ∞ in both Theorems 1 and 2 can be replaced
by the (stronger) condition supn>1
∑n
k=1|ak|q/n <∞, q > 2.
Notice that if the weights {an} satisfy an = 1 for all n and {Xn, n > 1} is a sequence of
pairwise PQD random variables such that
∆Xk,Xj (x, y) = ∆X1,Xj (x, y) (2.15)
for any 1 6 k < j and all x, y ∈ R, then condition (2.2) can be simplified to
∞∑
j=1
∫ ∞
j
GX1,Xj(v)
v2
dv <∞ (2.16)
(see Remark (6) of [16]) or even to
∞∑
j=1
GX1,Xj (j)
j
<∞ (2.17)
which is weaker than (2.16) (recall that t 7→ GXk ,Xj(t) is nondecreasing), since
∞∑
n=1
1
n3
∑
16k<j6n
∫ k
−k
∫ j
−j
∆Xk,Xj(x, y) dxdy =
=
∞∑
n=1
1
n3
∑
16k<j6n
∫ k
−k
∫ j
−j
∆X1,Xj(x, y) dxdy
6
∞∑
n=1
n∑
j=1
GX1,Xj(n)
n2
=
∞∑
j=1
∫ ∞
−∞
∫ ∞
−∞
∞∑
n=1
I{n>|x|∨|y|∨j}
n2
∆X1,Xj(x, y) dxdy
6 C
∞∑
j=1
∫ ∞
−∞
∫ ∞
−∞
∆X1,Xj (x, y)
|x| ∨ |y| ∨ j dxdy
= C
∞∑
j=1
∫ ∞
−∞
∫ ∞
−∞
∫ 1
0
I{|x|61/u}I{|y|61/u}I{u61/j}∆X1,Xj(x, y) dudxdy
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= C
∞∑
j=1
∫ 1/j
0
GX1,Xj
(
1
u
)
du
= C
∞∑
j=1
∫ ∞
j
GX1,Xj (v)
v2
dv
and also
∞∑
n=1
1
n3
∑
16k<j6n
∫ k
−k
∫ j
−j
∆Xk,Xj (x, y) dxdy =
=
∞∑
n=1
1
n3
∑
16k<j6n
∫ k
−k
∫ j
−j
∆X1,Xj(x, y) dxdy 6
∞∑
n=1
n∑
j=1
jGX1,Xj(j)
n3
6 C
∞∑
j=1
GX1,Xj(j)
j
.
Similarly, under the assumptions of Theorem 2, and the extra conditions an = 1 for all n,
(2.15), one can prove that (2.9) is simplified to
∞∑
j=1
∫ ∞
Cj1/p
Log2/pj
+o
(
j1/p
Log2/pj
)
[
1
t3Log2 t
+
1
(t ∨ e)t2Log3 t
]
GX1,Xj(t) dt <∞
for some constant C > 0; moreover, (2.9) can still be replaced by (the weaker condition)
∞∑
j=1
Log2(2−p)/pj
j2/p−1
GX1,Xj
(
j1/p
Log2/pj
)
<∞.
We point out that the identical distribution of {Xn, n > 1} is not a sufficient condition to
obtain (2.15) as the next example shows: supposing the following joint probability function
of (Xk,Xj), k < j,
Xk
Xj 0 1
0 14 +
1
2k+j
1
4 − 12k+j 12
1 14 − 12k+j 14 + 12k+j 12
1
2
1
2
we have P {Xn = 0} = 1/2 = P {Xn = 1} for each n > 1 and
∆Xk,Xj(x, y) =
1
2k+j
6= 1
21+j
= ∆X1,Xj(x, y), k > 1
for all x, y < 1.
3 Applications
3.1 Linear errors-in-variables regression model
Consider the simple linear errors-in-variables regression model,{
ηn = α+ βxn + εn
ξn = xn + δn
(n > 1) (3.1)
11
where α, β are unknown parameters, x1, x2, . . . are (non-random) constants and {εn, n > 1},
{δn, n > 1} are two sequences of random variables. Recall that the model (3.1) not only
furnishes an approximation to real world situations but also it helps us understand the the-
oretical underpinnings of methods for other models (see [9]). Rewriting (3.1) as an ordinary
regression model having stochastic regressors and errors εk − βδk, i.e.
ηn = α+ βξn + (εn − βδn) (n > 1),
formally, we can obtain the least-squares estimators of β and α as
β̂n :=
∑n
k=1
(
ξk − n−1
∑n
j=1 ξj
)(
ηk − n−1
∑n
j=1 ηj
)
∑n
k=1 (ξk − n−1
∑n
k=1 ξk)
2 (3.2)
and
α̂n :=
1
n
n∑
k=1
ηk − β̂n
n
n∑
k=1
ξk, (3.3)
respectively (see [21]).
In [21], necessary and sufficient conditions were given to ensure the strong consistency
of β̂n and α̂n assuming that {(εn, δn), n > 1} is a sequence of independent random vectors,
{εn, n > 1} is a sequence of i.i.d. random variables and {δn, n > 1} is a sequence of i.i.d.
random variables satisfying E ε1 = E δ1 = 0, 0 < E δ
2
1 < ∞, 0 < E ε21 < ∞. Later, admitting
that {(εn, δn), n > 1} is a sequence of stationary α-mixing random vectors, sufficient condi-
tions were given in [8] to get the strong consistency of α̂n and β̂n. More recently, necessary
and sufficient conditions for the strong consistency of these estimators were obtained in [12]
when {(εn, δn), n > 1} is a sequence of identically distributed ψ-mixing random vectors.
In order to broaden further the dependence structure of the random components in the
model (3.1), we shall establish sufficient conditions for the strong consistency of both esti-
mators, α̂n and β̂n, under sequences {εn, n > 1} and {δn, n > 1} of pairwise PQD random
variables.
Here, xn :=
∑n
k=1 xk/n and other similar notations, such as δn or ξn are defined in the
same way.
Theorem 3 Suppose that in model (3.1), {εn, n > 1} is a sequence of pairwise PQD random
variables stochastically dominated by a random variable ε ∈ L2,∑
16k<j6∞
∫ ∞
j
t−2
[
Gε+k ,ε
+
j
(
√
t) +Gε−k ,ε
−
j
(
√
t)
]
dt <∞ (3.4)
and {δn, n > 1} is a sequence of pairwise PQD random variables stochastically dominated by
a random variable δ ∈ L2,∑
16k<j6∞
∫ ∞
j
t−2
[
Gδ+k ,δ
+
j
(
√
t) +Gδ−k ,δ
−
j
(
√
t)
]
dt <∞.
If n/
∑n
k=1(xk−xn)2 = o(1), n→∞ then β̂n
a.s.−→ β. Additionally, if n |xn|(|xn|∨1)/
∑n
k=1(xk−
xn)
2 = o(1), n→∞ then α̂n a.s.−→ α.
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Proof. Supposing ε+n := εn ∨ 0 and ε−n := (−εn) ∨ 0, it is straightforward to see that{
(ε+n )
2, n > 1
}
is a sequence of pairwise PQD random variables stochastically dominated
by ε2. Since
G(ε+k )2,(ε
+
j )
2(t) =
∫ t
−t
∫ t
−t
[
P
{
(ε+k )
2
6 x, (ε+j )
2
6 y
}
− P{(ε+k )2 6 x}P{(ε+j )2 6 y}] dxdy
=
∫ t
0
∫ t
0
[
P
{
ε+k 6
√
x, ε+j 6
√
y
}
− P{ε+k 6 √x}P{ε+j 6 √y}]dxdy
= 4
∫ √t
0
∫ √t
0
uv
[
P
{
ε+k 6 u, ε
+
j 6 v
}
− P{ε+k 6 u}P{ε+j 6 v}]dudv
6 4t
∫ √t
0
∫ √t
0
[
P
{
ε+k 6 u, ε
+
j 6 v
}
− P{ε+k 6 u}P{ε+j 6 v}]dudv
= 4tGε+k ,ε
+
j
(
√
t)
we obtain
∑n
k=1
[
(ε+k )
2 − E(ε+k )2
]
/n
a.s.−→ 0 via Theorem 1. Thus,
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
k=1
(ε+k )
2
∣∣∣∣∣ 6 lim supn→∞
{∣∣∣∣∣ 1n
n∑
k=1
[
(ε+k )
2 − E(ε+k )2
]∣∣∣∣∣+ 1n
n∑
k=1
E(ε+k )
2
}
6 E ε2 a.s.
By analogous reasoning we can conclude lim sup
n→∞
∣∣∑n
k=1(ε
−
k )
2/n
∣∣ 6 E ε2 a.s. and so
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
k=1
ε2k
∣∣∣∣∣ = lim supn→∞
∣∣∣∣∣ 1n
n∑
k=1
[
(ε+k )
2 + (ε−k )
2
]∣∣∣∣∣ 6 2E ε2 a.s. (3.5)
Similarly,
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
k=1
δ2k
∣∣∣∣∣ 6 2E δ2 a.s. (3.6)
Setting sn :=
∑n
k=1(xk − xn)2, it follows∣∣∣∣∑nk=1(δk − δn)εksn
∣∣∣∣ 6 nsn · 1n
n∑
k=1
|εkδk|+ n
sn
|δn εn| 6 2n
sn
(
1
n
n∑
k=1
ε2k
)1/2(
1
n
n∑
k=1
δ2k
)1/2
a.s.−→ 0
(3.7)
and ∑n
k=1(δk − δn)2
sn
=
n
sn
· 1
n
n∑
k=1
δ2k −
n
sn
· δ2n 6
n
sn
· 1
n
n∑
k=1
δ2k
a.s.−→ 0 (3.8)
from (3.5) and (3.6). Moreover,∣∣∣∣∑nk=1(xk − xn)εksn
∣∣∣∣ 6 ( nsn
)1/2 (∑n
k=1 ε
2
k
n
)1/2
a.s.−→ 0
and ∣∣∣∣∑nk=1(xk − xn)δksn
∣∣∣∣ 6 ( nsn
)1/2(∑n
k=1 δ
2
k
n
)1/2
a.s.−→ 0,
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yielding ∑n
k=1(xk − xn)(εk − βδk)
sn
a.s.−→ 0. (3.9)
Thus, (3.8) entails∣∣∣∣∑nk=1(xk − xn)(δk − δn)sn
∣∣∣∣ 6 [∑nk=1(δk − δn)2sn
]1/2
a.s.−→ 0
and also∑n
k=1(ξk − ξn)2
sn
= 1 +
2
∑n
k=1(xk − xn)(δk − δn)
sn
+
∑n
k=1(δk − δn)2
sn
a.s.−→ 1. (3.10)
Since
β̂n − β =
=
∑n
k=1(ξk − ξn)εk − β
∑n
k=1(xk − xn)(εk − βδn)− β
∑n
k=1(δk − δn)2∑n
k=1(ξk − ξn)2
=
sn∑n
k=1(ξk − ξn)2
[∑n
k=1(δk − δn)εk
sn
+
∑n
k=1(xk − xn)(εk − βδn)
sn
− β
∑n
k=1(δk − δn)2
sn
]
we obtain β̂n
a.s.−→ β from (3.7), (3.8), (3.9) and (3.10). On the other hand,
α̂n − α = (β − β̂n)xn + (β − β̂n)δn − βδn + εn.
According to Theorem 1, εn
a.s.−→ 0 and δn a.s.−→ 0. Hence, it suffices to prove
(β − β̂n)xn a.s.−→ 0. (3.11)
We have ∣∣∣∣∣xnsn
n∑
k=1
(δk − δn)εk
∣∣∣∣∣ 6 n|xn|sn · 1n
n∑
k=1
|εkδk|+ n|xn|
sn
· |δn εn| 6
6
2n|xn|
sn
·
(
1
n
n∑
k=1
ε2k
)1/2(
1
n
n∑
k=1
δ2k
)1/2
a.s.−→ 0
(3.12)
and ∣∣∣∣∣xnsn
n∑
k=1
(δk − δn)2
∣∣∣∣∣ = n|xn|sn · 1n
n∑
k=1
(δk − δn)2 =
=
n|xn|
sn
(
1
n
n∑
k=1
δ2k − δ
2
n
)
6
n|xn|
sn
· 1
n
n∑
k=1
δ2k
a.s.−→ 0.
(3.13)
Moreover, ∣∣∣∣xn∑nk=1(xk − xn)εksn
∣∣∣∣ 6 |xn|sn ·
[
n∑
k=1
(xk − xn)2
]1/2( n∑
k=1
ε2k
)1/2
=
14
=(
nx2n
sn
)1/2
·
(
1
n
n∑
k=1
ε2k
)1/2
a.s.−→ 0
and ∣∣∣∣xn∑nk=1(xk − xn)δksn
∣∣∣∣ 6 |xn|sn ·
[
n∑
k=1
(xk − xn)2
]1/2( n∑
k=1
δ2k
)1/2
=
=
(
nx2n
sn
)1/2
·
(
1
n
n∑
k=1
δ2k
)1/2
a.s.−→ 0
imply
xn
∑n
k=1(xk − xn)(εk − βδk)
sn
a.s.−→ 0. (3.14)
Thus,
xn(β − β̂n) = sn∑n
k=1(ξk − ξn)2
·[
xn
∑n
k=1(δk − δn)εk
sn
+
xn
∑n
k=1(xk − xn)(εk − βδn)
sn
− βxn
∑n
k=1(δk − δn)2
sn
]
and (3.11) holds from (3.10), (3.12), (3.13) and (3.14). The proof is complete. 
Remark 3 Let us note that if xn is bounded then condition n|xn|(|xn|∨1)/
∑n
k=1(xk−xn)2 =
o(1), n → ∞ can be dropped (that is, n/∑nk=1(xk − xn)2 = o(1), n → ∞ is sufficient to
obtain strong consistency of both estimators α̂n and β̂n).
3.2 Multiple regression model
Consider the multiple regression model
yn = Xnβ + εn (3.15)
where Xn =
(
xij
)
16i6n,16j6p
is a known n × p matrix of rank p, β = (β1, . . . , βp)′ is the
p-dimensional parameter vector, εn = (ε1, . . . , εn)
′ the n-dimensional error vector and yn =
(y1, . . . , yn)
′ the n-dimensional observation vector with prime denoting transpose. For n > p,
β̂n = β + (X
′
nXn)
−1X′nεn
is the least-squares estimate of β.
3.2.1 Non-stochastic regressors
The strong consistency of the least squares estimates in multiple regression models having
non-stochastic regressors was studied in the past by many authors (see, [5], [7] or [14], among
others). In the following, the strong consistency for least-squares estimators of unknown
parameter vector is given. It extends Theorem 1 of [17] to sequences {εn, n > 1} of pairwise
PQD random variables.
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Theorem 4 Suppose that in model (3.15), {εn, n > 1} is a sequence of identically distributed
pairwise PQD random variables such that ε1 ∈ Lr for some 1 6 r < 2 and E ε1 = 0. If
X′nXn is non-singular for some n > n0, the design levels {xij , 1 6 j 6 p, i > 1} satisfy
supn>1
∑n
k=1 x
2
kj/n <∞ for all j,
(i)
[
(X′nXn)−1
]
jj
= O(1/n), n→∞ for all j and
∑
16k<ℓ6∞
|xkixℓj|
∫ ∞
ℓ
t−3Gεk,εℓ(t) dt <∞ (i, j = 1, . . . , p)
when r = 1,
or
(ii)
[
(X′nXn)−1
]
jj
= O
(
n−1/r Log−1 n
)
, n→∞ for all j and for some C > 0
∑
16k<ℓ6∞
|xkixℓj |
∫ ∞
Cℓ1/r
Log2/rℓ
+o
(
ℓ1/r
Log2/rℓ
)
[
1
t3Log2 t
+
1
(t ∨ e)t2Log3 t
]
Gεk,εℓ(t) dt <∞
(i, j = 1, . . . , p) whenever 1 < r < 2,
then β̂n
a.s.−→ β.
Proof. From the expression of β̂n, it follows that the strong consistency of the least-squares
estimate is equivalent to
(X′nXn)
−1
n∑
k=1
xkεk
a.s.−→ 0
where xk = (xk1, . . . , xkp)
′. Since (X′nXn)−1, n > n0 is symmetric positive-definite, we have∣∣∣[(X′nXn)−1]ij∣∣∣ 6 [(X′nXn)−1]1/2ii [(X′nXn)−1]1/2jj
(see [11], page 280). Hence,∣∣∣∣∣[(X′nXn)−1]ij
n∑
k=1
xkjεk
∣∣∣∣∣ 6
6
[
(X′nXn)
−1]1/2
ii
[
(X′nXn)
−1]1/2
jj
∣∣∣∣∣
n∑
k=1
xkjεk
∣∣∣∣∣ 6 C
∣∣∣∣∣ 1n
n∑
k=1
xkjεk
∣∣∣∣∣ a.s.−→ 0
when r = 1 by Theorem 1; from Theorem 2, we get∣∣∣∣∣[(X′nXn)−1]ij
n∑
k=1
xkjεk
∣∣∣∣∣ 6
6
[
(X′nXn)
−1]1/2
ii
[
(X′nXn)
−1]1/2
jj
∣∣∣∣∣
n∑
k=1
xkjεk
∣∣∣∣∣ 6 C
∣∣∣∣∣ 1n1/r Logn
n∑
k=1
xkjεk
∣∣∣∣∣ a.s.−→ 0
whenever 1 < r < 2 establishing the thesis. 
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3.2.2 Stochastic regressors
In model (3.15), let us assume that the design levels {xij , 1 6 j 6 p, i > 1} are ran-
dom variables. If the errors ε1, ε2, . . . are pairwise PQD and identically distributed random
variables then we can use Theorem 1 to prove the strong consistency of β̂n.
In what follows, we shall define ρ(A) = sup {|λ| : λ ∈ Spec(A)} where Spec(A) is the spec-
trum of the matrix A =
(
aij
)
16i,j6p
. The column space of the matrix M =
(
mij
)
16i6n,16j6p
will be indicated by Col(M). Given a n-dimensional vector a we shall use ||a|| to denote the
Euclidean vector norm, that is, ||a|| = √a′a.
Theorem 5 Suppose that in model (3.15), {εn, n > 1} is a sequence of pairwise PQD random
variables stochastically dominated by a random variable ε ∈ L2 satisfying (3.4). If {xij}
(i = 1, 2, . . . ; j = 1, . . . , p) is an arbitrary double array of random variables such that X′nXn
is non-singular a.s. for some n > p, ρ
(
(X′nXn)−1
)
= o
(
n−1
)
a.s. then β̂n
a.s.−→ β.
Proof. From Proposition 1 of [18], we have
||β̂n − β||2 6 ρ
(
(X′nXn)
−1) ||PCol(Xn)εn||2 a.s. (3.16)
wherePCol(Xn)εn is the orthogonal projection of εn on Col(Xn). Using Gram-Schmidt process
we can construct an orthonormal basis {wn,1, . . . ,wn,p} of Col(Xn) such that
||PCol(Xn)εn||2 = 〈wn,1, εn〉2 + . . .+ 〈wn,p, εn〉2 (3.17)
where 〈 · , · 〉 denotes the usual inner product in Rn. From Cauchy-Schwarz inequality we
have, for each j = 1, . . . , p,
ρ
(
(X′nXn)
−1) 〈wn,j, εn〉2 6 ρ ((X′nXn)−1) ||wn,j||2||εn||2 = nρ ((X′nXn)−1) · 1n
n∑
k=1
ε2k
a.s.−→ 0
(3.18)
via (3.5). By (3.16), (3.17) and (3.18), it follows
||bn − β||2 6 ρ
(
(X′nXn)
−1) [〈wn,1, εn〉2 + . . .+ 〈wn,p, εn〉2] a.s.−→ 0.
The proof is complete. 
3.3 Simple ridge regression model
In model (3.15), suppose p = 1 and the so-called ridge estimator
γ̂n =
 n∑
j=1
x2j + κ
−1 x′nyn
where κ = σ̂2n/β̂
2
n, xn = (x1, . . . , xn)
′ and σ̂2n = (yn − xnβ̂n)′(yn − xnβ̂n)/(n − 1) (see [10],
page 9).
Theorem 6 Suppose model (3.15) with p = 1 and {εn, n > 1} a sequence of pairwise PQD
random variables stochastically dominated by a random variable ε ∈ L2 satisfying (3.4). If
{xn, n > 1} is an arbitrary sequence of random variables such that
∑n
j=1 x
2
j 6= 0 a.s. for some
n > 1,
(∑n
j=1 x
2
j
)−1
= o
(
n−1
)
a.s. then γ̂n
a.s.−→ β.
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Proof. We have  n∑
j=1
x2j + κ
−1 = (1− κ/∑nj=1 x2j
1 + κ/
∑n
j=1 x
2
j
) n∑
j=1
x2j
−1 .
which yields
γ̂n =
(
1− κ/
∑n
j=1 x
2
j
1 + κ/
∑n
j=1 x
2
j
)
β +
(
1− κ/
∑n
j=1 x
2
j
1 + κ/
∑n
j=1 x
2
j
)
·
∑n
j=1 xjεj∑n
j=1 x
2
j
.
Since,
σ̂2n =
∣∣∣∣[In − xn(x′nxn)−1x′n]εn∣∣∣∣2
n− 1 6
||εn||2
n− 1
it follows
σ̂2n∑n
j=1 x
2
j
6
∑n
j=1 ε
2
j
(n− 1)∑nj=1 x2j = o
(∑n
j=1 ε
2
j
n2
)
a.s.
Recall that
∑n
k=1 ε
2
j/n
2 a.s.−→ 0 via Kronecker’s lemma provided that∑∞n=1 E ε2n/n2 6 C E ε2 <
∞. From Theorem 5, we obtain strong consistency of β̂n i.e. β̂n a.s.−→ β. Thus,
κ∑n
j=1 x
2
j
=
1
β̂2n
· σ̂
2
n∑n
j=1 x
2
j
a.s.−→ 0 (3.19)
On the other hand, (∑n
j=1 xjεj∑n
j=1 x
2
j
)2
6
∑n
j=1 ε
2
j∑n
j=1 x
2
j
= o
(∑n
j=1 ε
2
j
n
)
a.s. (3.20)
and (3.5) ensures
∑n
j=1 xjεj/
∑n
j=1 x
2
j
a.s.−→ 0. Hence, (3.19) and (3.20) lead to γ̂n a.s.−→ β and
the strong consistency of the ridge estimator γ̂n is established. 
Remark 4 Under the assumptions of Theorem 6 and from (3.19), we can conclude also the
strong consistency of the shrinkage estimator θ̂n = β̂n/(1+̺), where ̺ =
(∑n
j=1 x
2
j
)−1
σ̂2n/β̂
2
n
(see [10], page 9).
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