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Purpose: Negative life events, such as the death of a family member, an argument with a spouse or the
loss of a job, play an important role in triggering depressive episodes. Therefore, it is worthwhile to
develop psychiatric services that can automatically identify such events. This study describes the use
of association language patterns, i.e., meaningful combinations of words (e.g., <loss, job>), as features
to classify sentences with negative life events into predeﬁned categories (e.g., Family, Love, Work).
Methods: This study proposes a framework that combines a supervised data mining algorithm and an
unsupervised distributional semantic model to discover association language patterns. The data mining
algorithm, called association rule mining, was used to generate a set of seed patterns by incrementally
associating frequently co-occurring words from a small corpus of sentences labeled with negative life
events. The distributional semantic model was then used to discover more patterns similar to the seed
patterns from a large, unlabeled web corpus.
Results: The experimental results showed that association language patterns were signiﬁcant features for
negative life event classiﬁcation. Additionally, the unsupervised distributional semantic model was not
only able to improve the level of performance but also to reduce the reliance of the classiﬁcation process
on the availability of a large, labeled corpus.
 2011 Elsevier Inc. All rights reserved.1. Introduction
In their daily lives, people may suffer from stressful or negative
life events such as the death of a family member, an argument with
a spouse or the loss of a job. Such negative life events have been
recognized as being associated with the onset of depressive
episodes [7,41]. Therefore, many psychiatric websites have been
developed for mental health care and prevention. The representa-
tive websites include Depression Forum,1 WebMD,2 SA-UK,3
Yahoo! Answers,4 John Tung Foundation5 and PsychPark6 [3,28].
These websites provide community-based services for Internet users
to share their life stresses and depressive problems with other users
and health professionals. That is, users can describe their stressful orll rights reserved.
oad, Chung-Li 32003, Taiwan,
tml.negative life events along with any depressive symptoms via web
forums, message boards, and blogs. Other users or health profession-
als can then make recommendations in response to these problems.
Fig. 1 shows an example of a forum post and responses to the post.
The major characteristic of forum posts is that they contain
large amounts of natural language expressions related to negative
life events, which are useful for developing language systems that
can automatically identify negative life events. Additionally, know-
ing about negative life events can make online psychiatric services
more effective. For instance, an ideal psychiatric retrieval system
should be able to retrieve relevant forum posts according to the
negative life events experienced by users so that the users can
see that they are not alone—many people have suffered from the
same or similar problems. They can then learn self-help knowledge
from the responses. Consider the example post in Fig. 1 as an input
query. This example indicates that a user experienced a socially re-
lated negative life event. Therefore, the retrieval system could rank
the posts containing social events higher than those containing
other events (e.g., family events) if it could correctly identify the
negative life event described in the example post. Additionally, a
text summarization system capable of analyzing negative life
events from forum posts could assist health professionals capture
Post:
I don’t have a lot of friends. Last week, I argued with my best friend and was 
upset. So I have no friend to hang out with. My life now involves working all 
day, then coming home to watch TV and play Internet games. Everyday 
repeats the same routine. I feel so alone and hate life like this. 
Response 1:
I’m sorry that you are so alone. Maybe you can join online communities like 
Meetup.com. They have meetups for people who have same hobbies.
Response 2:
I know some ways you can make new friends – do some volunteer work, join 
church groups if you are religious, look for a team to play on if you like 
sports, take classes you like in the weekend. I hope you feel better. Good luck.
Fig. 1. Example of forum posts and responses.
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the response time. A dialog system could generate supportive re-
sponses if it could understand the negative life events embedded
in users’ input. Therefore, this study proposes a framework for neg-
ative life event identiﬁcation. We formulate this problem as a sen-
tence classiﬁcation task; that is, classify sentences according to the
type of negative life events within them. The class labels used here-
in are presented in Table 1 and were derived from recent studies
on negative life events [7,39,55].
Traditional approaches to sentence classiﬁcation [21,36] or text
categorization [25,27,45] usually adopt the bag-of-words model as
the baseline feature to train classiﬁers. For example, the bag-of-
words can be used to train a naïve Bayes classiﬁer by assuming that
each word in the word bag is independent [21,27]. However, the
independence assumption ignores the association between words
in sentences, which may impose a limitation on classiﬁcation per-
formance. Therefore, extended Bayes classiﬁers such as associative
naïve Bayes classiﬁer [22], tree augumented naïve Bayes classiﬁer
[15], and semi-naïve Bayesian classiﬁer [23] have been developed
to improve the naïve Bayes classiﬁer by relaxing the restrictive
independence assumption. Another method to consider is the use
of n-grams to capture sequential relations between words to boost
classiﬁcation performance [10,40,48,54]. The use of n-grams is
effective in capturing the local dependencies of words, but tends
to suffer from data sparseness problems in capturing long-distance
dependencies because higher-order n-grams require large training
datasets to obtain reliable levels of estimation.
For our task, there exist several one-to-many relationships in
different layers in texts. For example, a corpus can have multiple
sentences, and a sentence can have multiple words. The unit of
analysis herein is a sentence. That is, this study performs a sen-
tence-level analysis to extract the association language patterns
[9] from the sentences in a corpus. An association language pat-
terns represents a meaningful combination of words, such as <wor-
ried, children’s, health>, <broke up, boyfriend>, <school, teacher,
blames>, <lost, job>, and <argued, friend> in the example sentences
in Table 1. These patterns can capture the dependencies of multiple
words in the sentences, which help to understand the negative life
event embedded in the sentences. Additionally, such patterns are
not necessarily composed of continuous words. Instead, they areTable 1
Classiﬁcation of negative life events.
Label Description
Family Serious illness of a family member; son or daughter leaving home
Love Spouse/mate engaged in inﬁdelity; broke up with a boyfriend or g
School Examination failed or grade dropped; unable to enter/stay in scho
Work Laid off or ﬁred from a job; demotion and salary reduction
Social Substantial conﬂicts with a friend; difﬁculties in social activitiesusually composed of words with long-distance dependencies,
which cannot be easily captured by n-grams. Therefore, this study
proposes the use of association language patterns as features to
build classiﬁers for negative life event classiﬁcation.
In the acquisition of association language patterns, there are
two main research approaches: knowledge-based [26,35] and
corpus-based approaches [2,9,19,34,52]. Knowledge-based ap-
proaches rely on exploiting expert knowledge to design handcraf-
ted patterns. A major limitation of such approaches is the
requirement of signiﬁcant time and effort to design the handcraf-
ted patterns. Additionally, these patterns have to be redesigned
when they are applied to a new domain. Such limitations form a
knowledge acquisition bottleneck. Corpus-based approaches can
discover language patterns on domain corpora using supervised
learning techniques. The corpora must be labeled with domain-
speciﬁc knowledge (e.g., events). Various statistical methods can
then be adopted to discover language patterns from possible com-
binations of words in the corpora. For instance, association rule
mining [1,11,13,46], which has been extensively studied in the data
mining community, can be transformed to generate association
language patterns from a corpus of sentences labeled with negative
life events. However, supervised learning approaches require large
amounts of labeled corpora, which are not easily obtained for some
application domains. Accordingly, there is an emerging demand for
a framework capable of learning from unlabeled corpora.
Therefore, semi-supervised learning techniques that can use
both labeled and unlabeled data have been widely investigated
in many ﬁelds [8,57]. These techniques include self-training
[31,44], co-training [5,56], expectation maximization (EM) based
methods [6,37,38], transductive support vector machine (TSVM)
[20,33,49], and graph-based methods [47,58]. In self-training, a
base classiﬁer is ﬁrst trained on the full feature set of the labeled
data. The base classiﬁer is then used to classify a portion of the
unlabeled data, and the most conﬁdently classiﬁed data examples
are added to the labeled data. The base classiﬁer is re-trained on
the augmented labeled data, and the process is iterated. Contrary
to the single view (feature set) used for building self-training clas-
siﬁers, co-training assumes that the features of data examples can
be partitioned into two different views (feature sets). Two distinct
classiﬁers can then be trained on the two different views of the in-
put labeled data, respectively. Each classiﬁer then iteratively clas-
siﬁes the unlabeled data to augment the labeled data. In addition
to using self-training and co-training alone, these two methods
can be combined to develop a self-combined algorithm [16]. Addi-
tionally, co-training can also be combined with the EM algorithm
to develop a Co-EM algorithm, which can be applied to both gener-
ative models such as naïve Bayes classiﬁers [37] and discriminative
models such as SVMs [6]. Transductive VSM aims to ﬁnd a better
separating hyperplane using both labeled and unlabeled data.
Graph-based methods construct a graph whose nodes denote la-
beled and unlabeled data examples and edges denote similarities
between the data examples. Various methods can then be used
to propagate the label information form the labeled examples to
the unlabeled examples. Recently, a uniﬁed theoretical framework
for semi-supervised learning has been proposed to analyze when
and why the unlabeled data is helpful [4].Example sentence
I am very worried about my children’s health
irlfriend I broke up with my dear but cruel boyfriend recently
ol I hate to go to school because my teacher always blames me
I lost my job in this economic recession a few months ago
I argued with my best friend and was upset
Table 3
Distribution of sentence types in the labeled corpus.
Sentence type % in corpus
Family 28.8
Love 22.8
School 13.3
Work 14.3
Social 20.8
A. Supervised mining
Association Rule 
Mining
Labeled
Corpus
Seed 
Patterns
B. Unsupervised expansion
Distributional
Semantic Model
Unlabeled
Corpus
Similar 
Patterns
Negative Life Event Classification
Fig. 2. Framework of association language pattern mining.
L.-C. Yu et al. / Journal of Biomedical Informatics 44 (2011) 509–518 511Following the idea of semi-supervised learning, this study
develops a weakly supervised framework by combining a
supervised corpus-based method (association rule mining) and
an unsupervised method, the distributional semantic model
[18,30,50]. Instead of classifying the unlabeled data to augment
the labeled data as used in the methods presented above, this
study aims to acquire more association language patterns from
the unlabeled data to augment the seed patterns generated from
the labeled data. That is, the proposed framework requires only a
small corpus of labeled sentences to generate a set of seed patterns
using the supervised association rule mining. The unsupervised
distributional semantic model is then performed to discover more
language patterns semantically similar to the seed patterns from
unlabeled web forum posts.
2. Methods
2.1. Dataset
2.1.1. Unlabeled corpus
The unlabeled corpus was a collection of forum posts collected
from the two websites, John Tung Foundation (http://www.jtf.
org.tw) and PsychPark (http://www.psychpark.org), a virtual psy-
chiatric clinic, maintained by a group of volunteer professionals
belonging to the Taiwan Association of Mental Health Informatics
[3,28]. The forum posts from both websites were numbered
according to the post time. We collected the 3500 latest forum
posts from John Tung Foundation and the 1500 latest from Psych-
Park, which gave a total of 5000 forum posts in the unlabeled
corpus.
2.1.2. Labeled corpus
The data to be labeled was collected from the Internet-based
Self-Assessment Program for Depression (ISP-D) [29] database of
PsychPark. The ISP-D comprises a potential maximum of 24 ques-
tions for a complete assessment, in which the second question asks
users to list their negative life events or life stressors. Obviously,
responses to this question were relatively clean compared with
the forum posts because most responses contained negative life
events. Such relatively clean data were suitable to be used to create
the labeled corpus for seed pattern generation. We thus extracted
sentences for annotation from the responses to the second ques-
tion of the ISP-D database. Each sentence was labeled by two grad-
uate students with one of the ﬁve types of negative life events
described in Table 1. Disagreements between the two annotators
were resolved by an adjudicator who was an experienced psychia-
trist. Finally, a total of 2856 labeled sentences were obtained for
the labeled corpus. The agreement of the two annotators was
87.8%. Table 2 presents the statistics of the labeled corpus.
Table 3 shows the breakdown of the distribution of sentence types
in the labeled corpus.
2.2. Overview of the system framework
Fig. 2 shows the overall framework of association language pat-
tern mining. First, the association rule mining algorithm was
adopted to mine a set of seed patterns by incrementally associatingTable 2
Statistics of the labeled corpus.
Total number of records 1762
Total number of sentences in the records 2856
Avg. number of sentences per record 1.62
Min. number of sentences per record 1
Max. number of sentences per record 18frequently co-occurred words from the labeled corpus. For each
seed pattern, the distributional semantic model was used to dis-
cover similar patterns from the unlabeled web corpus. This in-
volved a computation of the similarity between a seed pattern
and a set of candidate patterns generated from the web corpus.
The distributional semantic model accomplished this by compar-
ing the context distributions of two patterns. The context distribu-
tion of a pattern, which can be retrieved from the web corpus,
represents the co-occurrence frequency of the pattern and each
word appearing in its context. Based on this contextual representa-
tion, two patterns sharing more common contexts are more similar
semantically. Once all the seed patterns were exhausted, the dis-
covered patterns (including the seed patterns) were used as fea-
tures to train classiﬁers for negative life event classiﬁcation.
2.3. Association rule mining
The problem of language pattern acquisition can be converted
into the problem of association rule mining, in which each sales
transaction in a database can be considered as a sentence in the cor-
pora, and each item in a transaction denotes a word in a sentence.
An association language pattern is deﬁned herein as a combination
ofmultiple associatedwords, denoted by hw1, . . ., wki. Thus, the task
of association rule mining is to mine the language patterns of
frequently associated words from the training sentences. For this
purpose, we adopted the Apriori algorithm [1,9,13,52] andmodiﬁed
it slightly to ﬁt our application. The basic concept behind the Apriori
algorithm is the recursive identiﬁcation of frequent word sets;
association language patterns are then generated from the frequent
word sets. For simplicity, only the combinations of nouns and
verbs were considered, and the length of the word set was
restricted to at most 4 words, i.e., 2-word, 3-word and 4-word
combinations. The detailed procedure is described next.
2.3.1. Find frequent word sets
A word set is frequent if it possesses a minimum level of sup-
port. The support of a word set is deﬁned as the number of labeled
sentences containing the word set. For instance, the support of a
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containing the word pair (wi, wj). The frequent k-word sets are dis-
covered from (k1)-word sets. First, the support of each word, i.e.,
the word frequency, in the labeled corpus was counted. The set of
frequent one-word sets, denoted as L1, was then generated by
choosing the words with a minimum support level. To calculate
Lk, the following two-step process was performed iteratively until
no more frequent k-word sets were found.
2.3.1.1. Join step. A set of candidate k-word sets, denoted as Ck, was
ﬁrst generated by merging frequent word sets of Lk1, in which
only the word sets whose ﬁrst (k  2) words were identical could
be merged.
2.3.1.2. Prune step. The support of each candidate word set in Ck
was then counted to determine which candidate word sets were
frequent. Finally, the candidate word sets with a support count
greater than or equal to the minimum support were considered
to form Lk. The candidate word sets with a subset that was not fre-
quent were eliminated. Fig. 3 shows an example of generating Lk.
2.3.2. Generate association patterns from frequent word sets
Association language patterns can be generated via a conﬁdence
measure once the frequent word sets have been identiﬁed. The
conﬁdence of an association language pattern of kwords is deﬁned
as the mutual information of the k words, as shown below:
Conf ðhw1; . . .wkiÞ ¼ MIðw1; . . .wkÞ
¼ Pðw1; . . .wkÞ log Pðw1; . . .wkÞQk
i¼1
PðwiÞ
; ð1Þ
where P(w1, . . . wk) denotes the probability of the k words co-occur-
ring in the labeled corpus and P(wi) denotes the probability of a sin-
gle word occurring in the labeled corpus. Accordingly, each frequent
word set in Lk was assigned a mutual information score. To generateFig. 3. Example of generating asa set of association language patterns, all frequent word sets were
sorted in descending order of their mutual information scores.
The minimum conﬁdence (a threshold percentage) was then ap-
plied to select the top N percent of frequent word sets as the seed
patterns. This threshold (a) was determined empirically on a devel-
opment set (Section 3). Fig. 3 (right-hand side) shows an example of
generating the association language patterns from Lk.
2.4. Distributional semantic model
The distributional semantic model is used to measure the
semantic relatedness of two words (or patterns) by comparing
their context distributions. Two words (or patterns) sharing more
common contexts are more similar semantically. Previous research
has shown that contextual information is useful for measuring
word similarity [18,30,50,53]. For instance, consider the three
words ‘‘boss’’, ‘‘chief’’ and ‘‘ﬂower’’ as an example. Words such as
‘‘stress’’, ‘‘colleague’’, and ‘‘company’’ often occur in the context
of both ‘‘boss’’ and ‘‘chief’’, but seldom occur in the context of
‘‘ﬂower’’. Hence, the words ‘‘boss’’ and ‘‘chief’’ are more similar be-
cause they have quite similar contexts. This study extends this no-
tion to measure the similarity of two patterns so that the seed
patterns derived from the previous section can be expanded by
acquiring additional similar patterns from the unlabeled web cor-
pus. To accomplish this goal, the distributional semantic model re-
quires (1) a representation scheme to represent the context
distribution of a word (or a pattern); (2) a similarity measure to
measure the similarity between two words (or patterns) based
on the contextual representation; and (3) a procedure for the
expansion of seed patterns.
2.4.1. Representation scheme
2.4.1.1. Representation of a single word. The distributional semantic
model uses a high-dimensional vector to record the co-occurrence
information of a word and its context words. For instance, the con-
texts of a word wk in a sentence W = c1 . . . ck1 wk ck+1 . . . cn aresociation language patterns.
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containing wk in the web corpus, the contexts of wk are the words
co-occurring with wk in these sentences, which can be represented
as:
vwk ¼ hdwkc1 ;dwkc2 ; :::; dwkcN i; ð2Þ
where dwkci denotes the weight of the ith dimension of a vector, rep-
resenting the strength of the association betweenwk and its context
word ci, and N denotes the dimensionality of a vector, i.e., the num-
ber of distinct words appearing in the context of wk in the corpus.
The weight dwkci is deﬁned as:
dwkci ¼ Cðwk; ciÞ; ð3Þ
where C(wk, ci) is the number of times a word ci appears in the con-
text of wk in the corpus.
To reduce the dimensionality of a context vector and measure
the informativeness of a context word in each dimension, we ap-
plied the following rules. The sentences in the corpus are ﬁrst seg-
mented into word sequences. The distinct words in the word
sequences (excluding punctuation marks) are considered as the
dimension words to construct the vectors. Among the dimension
words, the extremely infrequent words were considered to be
noise and were discarded. Conversely, a high-frequency word gen-
erally received a higher weight, but this does not mean that it was
informative because it could also appear in many other vectors.
Therefore, the number of vectors in which a word appears should
be considered when measuring its informativeness. In principle,
a word appearing in more vectors carries less information to dis-
criminate among the vectors. In this study, we adopted a weighting
scheme analogous to TF-IDF [32,43] to re-weight the dimensions of
a vector, as described in (4):
dwkci ¼ dwkci  log
NðVÞ
NðVci Þ
; ð4Þ
where N(V) denotes the total number of vectors in the corpus and
NðVci Þ denotes the number of vectors with ci as the dimension.
The weight of each dimension can be further transformed into a
probabilistic framework. That is:
dwkci  PðcijwkÞ ¼
dwkciP
i
dwkci
; ð5Þ
where P(ci|wk) denotes the probability that ci appears in the vector
of wk.
2.4.1.2. Representation of an association language pattern. Because
an association language pattern consists of a set of words, it can
be represented by combining the context vectors of its constituent
words. A conceptual representation of context vector combination
is shown in Fig. 4.
In Fig. 4, alpk = hw1, . . . , wni is an association language pattern
with n constituent words. The dimensions (c1, . . . , cN) of each con-
text vector are all distinct context words of the words in a pattern.
For instance, let an association language pattern have two constit-
uent words, w1 and w2, where w1 has three context words—c1, c2,1w
.
.
.
⊕
2w
nw
.
.
.
kalp
1c Nc.....
1c Nc.....
Fig. 4. The conceptual representation of context vector combination.and c3—and w2 has four context words—c3, c4, c5, and c6. The con-
text vectors of both w1 and w2 can then be constructed using the
six distinct context words (c1 , . . . , c6) as the dimensions. If each
dimension is a binary weight, then the context vector of w1 and
w2 can be represented as h1, 1, 1, 0, 0, 0i and h0, 0, 1, 1, 1, 1i,
respectively. The representation of the context vector of alpk can
be formally deﬁned as:
valpk ¼ hdalpkc1 ;dalpkc2 ; :::; dalpkcN i; ð6Þ
where dalpkci is the weight of the ith dimension of the context vector
of an association language pattern, which is computed as the prod-
uct of the weights of the ith dimension of its constituent words.
That is:
dalpkci ¼
Yn
j¼1
dwjci ¼
Yn
j¼1
PðcijwjÞ: ð7Þ
According to the above product rule, the weight of the ith
dimension of a pattern will be 0 if any constituent word in the pat-
tern has an ith dimension of 0. The rationale behind using the
product rule for context vector combination is that it can help ﬁlter
noisy dimensions and retain the useful ones for pattern expansion.
2.4.2. Similarity measure
The previous section describes how each word (or pattern) in
the corpus is associated with a vector representing its context dis-
tribution. Therefore, the similarity of two words (or patterns) can
then be calculated by comparing their context distributions. As
mentioned above, the weights of context vectors are transformed
into a probabilistic framework (Eqs. (5) and (7)). Each context
vector of a word (or a pattern) can thus be considered as a proba-
bilistic distribution of its context words. Accordingly, theKullback–
Leibler (KL) distance [24] was adopted to calculate the distance
between two probabilistic distributions. Let vwi ¼ hPðc1 wij Þ; :::;
PðcN wij Þi and vwj ¼ hPðc1 wj
 Þ; :::; PðcN wj
 Þi be the context vectors
(in probabilistic form) of the words wi and wj, respectively. The
KL distance between these two vectors is deﬁned as
Dðvwi vwj
 Þ ¼
XN
k¼1
Pðck wij Þ log Pðck wij ÞPðck wj
 Þ ; ð8Þ
where D(  ||  ) denotes the KL distance between two probabilistic
distributions; Pðck wj Þ denotes the probabilistic weight of the kth
dimension of the context vector of a word; and N denotes the
dimensionality of a vector. The following divergence measure was
adopted in the case of a symmetric distance:
Divðvwi ; vwj Þ ¼ Dðvwi vwj
 Þ þ Dðvwj vwi
 Þ: ð9Þ
In this way, the distance between two words can be calculated
based on the KL divergence of their context vectors. That is;
Distðwi;wjÞ ¼ Divðvwi ; vwj Þ: ð10Þ
Therefore, the similarity between two words can be deﬁned as
Simðwi;wjÞ ¼ 11þ Distðwi;wjÞ : ð11Þ
Eq. (11) shows that a smaller distance between two words indi-
cates a greater similarity between them. Similarly, the similarity
between two patterns can be calculated using Eqs. (8)–(10) by tak-
ing their context vectors as input. The similarity between two pat-
terns can thus be deﬁned as
Simðalpi; alpjÞ ¼
1
1þ Distðalpi; alpjÞ
: ð12Þ
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The seed patterns derived in the previous section were ex-
panded by discovering additional similar patterns from the unla-
beled web forum posts. This was accomplished by generating a
set of candidate patterns for each seed pattern from the web cor-
pus and then calculating the similarity of the candidate patterns
to the seed pattern. As mentioned earlier, a pattern is composed
of a set of nouns and verbs. Therefore, the candidate patterns for
a seed pattern were all possible combinations of nouns and verbs
in the corpus. However, discovering similar patterns from such a
large dataset is inefﬁcient. Additionally, not all words in the corpus
are semantically related to the constituent words of a seed pattern.
It is not necessary to include combinations of unrelated words be-
cause they are unlikely to be similar to the seed pattern. As a result,
the number of candidate patterns for a seed pattern can be reduced
by excluding the words dissimilar to the constituent words of the
seed pattern. These steps are described below.
2.4.3.1. Candidate pattern generation. Given a seed pattern, the ﬁrst
step was to select a set of words similar to its constituent words.
For each constituent word, the word-level similarity measure de-
scribed in (11) was applied to evaluate all words in the corpus with
the same part-of-speech as the constituent word. Only the words
with a similarity score greater than the average of all wordswere re-
tained for candidate pattern generation. The candidate patterns for a
seed pattern were all possible combinations of the retained words.
2.4.3.2. Pattern expansion. Once the candidate patterns for a seed
pattern were generated, they were all represented using the vector
combination scheme. The similarity between each candidate pat-
tern and the seed pattern was then calculated using the pattern-le-
vel similarity measure described in (12). Finally, these candidate
patternswere ranked in descending order according to their similar-
ity scores. Because not all candidate patterns contribute to the clas-
siﬁcation task, a threshold bwas applied to select the top N percent
of candidate patterns for classiﬁcation. This threshold was deter-
mined empirically by maximizing the classiﬁcation performance.0.2 0.4 0.6 0.8 10.1 0.3 0.5 0.7 0.9
α
0.66
0.68
0.7
0.72
0.74
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Fig. 5. Threshold selection (a).3. Results
3.1. Experiment setup
The labeled corpus (Section 2.1) was split into a training set, a
development set, and a test set with an 8:1:1 ratio. The training
set was used to generate seed patterns, the development set was
used to optimize the thresholds for seed pattern generation (a)
and expansion (b), and the optimal setting was used on the test
set to evaluate the performance of negative life event classiﬁcation.
This experiment used 10-fold cross-validation for evaluation.
3.1.1. Features and classiﬁers
This experiment used the following feature set to train three
different classiﬁers, including Support Vector Machine (SVM),
C4.5, Naïve Bayes (NB), and Tree Augumented Naïve Bayes (TAN),
which were provided by Weka Package [51].
 Bag-of-words (BOW): Each single word in sentences.
 Association language patterns (ALP): The seed patterns generated
from the labeled corpus using association rule mining.
 Web expansion (Web): The patterns expanded from the unla-
beled web corpus using the distributional semantic model with
the input of the seed patterns.
 Ontology expansion (Onto): Another possible method to expand
the seed patterns is the use of synonyms and hypernymy–hyp-
onymy relations deﬁned in a lexical ontology such as WordNet(English) [14] and EuroWordNet (Multilingual) [42]. For exam-
ple, the pattern <boss, conﬂict> can be expanded as <chief, con-
ﬂict> because the words boss and chief are synonyms. This
experiment used the HowNet to expand the seed patterns by
mapping their constituent words into synonyms.
Each classiﬁer was implemented using four different levels of
features—namely BOW, BOW + ALP, BOW + ALP + Web, and BO-
W + ALP + Onto—to examine the effectiveness of association lan-
guage patterns and the unsupervised pattern expansion for the
classiﬁcation task. For instance, BOW versus others examined the
effectiveness of association language patterns, BOW + ALP versus
BOW + ALP +Web or BOW + ALP + Onto examined the effective-
ness of pattern expansion techniques, and BOW + ALP +Web ver-
sus BOW + ALP + Onto further compared the two expansion
techniques: expansion from the web corpus and from a lexical
ontology.
3.1.2. Evaluation metric
The classiﬁcation performance was measured by the accuracy,
i.e., the number of correctly classiﬁed sentences divided by the to-
tal number of test sentences.
3.2. Evaluation of threshold selection
The proposed framework involved two thresholds, a and b. The
threshold a was used to control the number of seed patterns gen-
erated from the labeled corpus. The threshold b was applied in the
later stage to control the number of patterns expanded from the
web corpus. The best setting of these two thresholds was tuned
for each individual classiﬁer with different feature sets by maxi-
mizing the classiﬁcation accuracy for the development set. This
section uses Naïve Bayes (NB) as the example classiﬁer to describe
the threshold selection procedure. Fig. 5 shows the accuracy of NB
against different settings of the threshold a.
When using association language patterns as features (BO-
W + ALP), the accuracy increased with increasing threshold values
up to 0.6, indicating that the top 60% of discovered patterns con-
tained more useful patterns for classiﬁcation. By contrast, the accu-
racy decreased when the threshold value was above 0.6, indicating
that the remaining 40% contained more noisy patterns that may in-
crease the ambiguity in classiﬁcation. When using the ontology
expansion approach (BOW + ALP + Onto), both the number and
diversity of discovered patterns increased. Therefore, the accuracy
was improved, and the optimal accuracy was achieved at 0.5. How-
ever, the accuracy dropped signiﬁcantly when the threshold value
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terns may produce more noisy patterns and thus decrease perfor-
mance. The total numbers of patterns used to build BOW + ALP and
BOW + ALP + Onto were 638 and 927, respectively.
When using the web expansion approach (BOW + ALP + Web),
both a and b should be considered in the tuning process. In princi-
ple, a higher a means that noisy patterns are more likely to be se-
lected as seed patterns for expansion, thus generating more noisy
patterns for classiﬁcation. On the other hand, if a is too small,
many useful patterns may not be discovered. Similarly, a higher
b will also introduce more noisy patterns in the expansion. Fig. 6
shows the accuracy of NB against different settings of a and b .
With the increase of the threshold a (0.1, 0.3 and 0.5), more use-
ful patterns were selected as the seed patterns for expansion, thus
the performance increased accordingly with an appropriate expan-
sion threshold b. For instance, the best settings of b for a = 0.1, 0.3
and 0.5 were 0.4, 0.3, and 0.2, respectively. When b exceeded the
best setting, the performance decreased rapidly because most of
the expanded patterns at lower ranks were noisy patterns. This
phenomenon deteriorated when a exceeded 0.5 because more
noisy patterns were selected as the seed patterns for expansion,
yielding many more noisy patterns expanded from the web corpus.
The best settings of the thresholds for BOW + ALP +Web for the NB
classiﬁer were a = 0.5 and b = 0.2, which means that the top 50% of
patterns produced by association rule mining were selected as seed
patterns for expansion, and the top 20% of patterns expanded from
the web corpus were selected for classiﬁer training. The total num-
ber of patterns used to build BOW + ALP + Web was 1731.
3.3. Results of classiﬁcation performance
The results of each classiﬁer were obtained from the test set,
using the best setting of the thresholds optimized in the previous
section. Table 4 shows the comparative results of different classiﬁ-
ers with different levels of features. The paired, two-tailed t-test
was used to determine whether the performance difference was
statistically signiﬁcant.
Compared with the baseline feature (BOW), the use of associa-
tion language patterns (BOW + ALP) improved the accuracy of NB,
C4.5, TAN, and SVM by 3.7%, 1.6%, 3.5%, and 2.2%, respectively, and
achieved an average improvement of 2.7%. Additionally, the use of
the two unsupervised expansion methods, BOW + ALP + Onto and
BOW + ALP + Web, further improved the accuracy by 1.6% and0.2 0.4 0.6 0.8 10.1 0.3 0.5 0.7 0.9β
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Fig. 6. Threshold selection (b).4.8% on average, respectively, compared with BOW + ALP. This
ﬁnding indicates that association language patterns are signiﬁcant
features for negative life event classiﬁcation. The reasons behind
the improvement are described as follows. The baseline feature
BOW treats each word independently, without considering the
relationships of words in sentences. Classiﬁers trained with BOW
alone thus tend to be ambiguous regarding sentences that contain
the same words but are categorized as describing different nega-
tive life events. The association language patterns can instead cap-
ture both the local and long-distance dependencies of words in
sentences, which help to increase the classiﬁers’ ability to distin-
guish among different negative life events, thus yielding a higher
accuracy. Additionally, the unsupervised expansion methods can
increase both the number and diversity of the patterns by mining
the unlabeled web corpus, further improving the performance of
the supervised mining method (BOW + ALP). Comparing the infor-
mation sources used for pattern expansion, BOW + ALP + Web
achieved a higher level of performance than did BOW + ALP + Onto.
The possible reasons for this are twofold. First, the ontology-based
approach used only synonym information for pattern expansion
and thus tended to miss useful patterns consisting of near-syn-
onyms or other related words. Second, a lexical ontology is a static
knowledge resource, which might not reﬂect the dynamic charac-
teristics of language.
For a more detailed analysis, the class-by-class performance
measured by the area under the ROC curve (AUC) [12,17] was re-
trieved from the involved classiﬁers with BOW + ALP +Web, as
shown in Table 5. The results show that the classes <Family> and
<Love> had relatively better performance than the other classes.
Another observation is that NB, TAN, and SVM had similar average
AUC scores, and all of them achieved signiﬁcant higher perfor-
mance than C4.5.
Table 6 shows the confusion matrix for the SVM classiﬁer with
BOW + ALP + Web. In <Family>, there was a total of 118 misclassi-
ﬁed test examples, where 43% (51/118) of them were classiﬁed
into <Love>. Similarly, 65% (75/115) of the misclassiﬁed examples
in <Love> were classiﬁed into <Family>. This ﬁnding indicates that
the two classes <Family> and <Love> are ambiguous with each
other. Another observation is that no test example in <School>
was misclassiﬁed into <Work>, and vice versa. This indicates that
the two classes <School> and <Work> were easily separable.
3.4. Comparison with self-training
In BOW + ALP, the model was trained with the seed patterns
generated from the labeled corpus using association rule mining.
BOW + ALP + Web further expanded the seed patterns from the
unlabeled web corpus using the unsupervised distributional
semantic model. Self-training is also a possible method to expand
the seed patterns by automatically and iteratively classifying the
unlabeled web corpus to augment the labeled corpus. More useful
patterns can then be discovered from the augmented labeled
corpus to improve the classiﬁcation performance. Below are the
detailed steps of self-training for pattern expansion. A base classi-
ﬁer was ﬁrst built using BOW + ALP. The base classiﬁer was then
used to classify the unlabeled examples, and the most conﬁdently
classiﬁed examples were added to the labeled corpus. The associa-
tion rule mining was then used to generate a new feature set (pat-
terns) from the augmented labeled corpus. The base classiﬁer was
re-trained with the new feature set, and the process is iterated. In
each iteration, examples were considered to be conﬁdently classi-
ﬁed if their scores (output by each classiﬁer) were greater than 0.8.
Of the conﬁdently classiﬁed examples, the top 150 (30 for each
class) most conﬁdently classiﬁed examples were added to augment
the labeled corpus. This process was stopped until all conﬁdently
classiﬁed examples have been added. Table 7 shows the compara-
Table 4
Comparative results of different classiﬁers with different levels of features.
Baseline Supervised mining Unsupervised expansion
BOW BOW + ALP BOW + ALP + Onto BOW + ALP + Web
NB 0.702 ± 0.033 0.728 ± 0.034a 0.746 ± 0.036 0.772 ± 0.028b
C4.5 0.734 ± 0.030 0.746 ± 0.035 0.755 ± 0.032 0.776 ± 0.027b
TAN 0.723 ± 0.032 0.748 ± 0.031a 0.761 ± 0.027 0.793 ± 0.030b
SVM 0.778 ± 0.028 0.795 ± 0.026 0.803 ± 0.025 0.819 ± 0.021b
Avg. 0.734 ± 0.041 0.754 ± 0.039a 0.766 ± 0.036 0.790 ± 0.032b
a BOW + ALP vs BOW signiﬁcantly different (p < 0.05).
b BOW + ALP + Web vs BOW + ALP signiﬁcantly different (p < 0.05).
Table 5
Class-by-class performance (AUC).
NB TAN C4.5 SVM
Family 0.919 ± 0.038 0.910 ± 0.036 0.866 ± 0.045 0.922 ± 0.026
Love 0.905 ± 0.047 0.931 ± 0.028 0.879 ± 0.041 0.901 ± 0.027
School 0.878 ± 0.066 0.898 ± 0.052 0.851 ± 0.081 0.909 ± 0.039
Work 0.857 ± 0.073 0.889 ± 0.078 0.807 ± 0.097 0.863 ± 0.058
Social 0.887 ± 0.062 0.884 ± 0.055 0.843 ± 0.076 0.875 ± 0.061
Avg. 0.894 ± 0.034a 0.906 ± 0.031a 0.854 ± 0.038 0.897 ± 0.025a
a Classiﬁers vs C4.5 signiﬁcantly different (p < 0.05).
Table 6
Confusion matrix for SVM with BOW + ALP + Web.
Family Love School Work Social
Family 705 51 21 16 30
Love 75 536 7 11 22
School 26 19 312 5 18
Work 45 25 3 308 27
Social 36 30 28 21 479
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Fig. 7. Comparative results of using different sizes of unlabeled data for seed
pattern expansion.
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W + ALP + Self) and BOW + ALP + Web. The results show that BO-
W + ALP + Web yielded higher performance than BOW + ALP + Self.
For a more detailed analysis, Fig. 7 uses NB as the example clas-
siﬁer to show the comparative results of using different sizes of
unlabeled data for seed pattern expansion. For self-training, more
patterns can be generated from the iteratively augmented labeled
corpus using association rule mining. However, association rule
mining uses the mutual information (Section 2.3.2) to discover
word associations within the sentence boundary, which may gen-
erate more common patterns when the sentences in the corpus
share too many common words. That is, the diversity of the discov-
ered patterns may mot increase when more data was used for
expansion. As indicated in Fig. 7, the performance of BOW + ALP + -
Self increased rapidly when less than 40% unlabeled data was used
because both quantity and diversity of the discovered patterns in-
creased in this stage. When more than 40% unlabeled data was
used, the performance of BOW + ALP + Self was similar because
less diverse patterns were discovered in this stage. The distribu-
tional semantic model can relax the limitation of association ruleTable 7
Comparative results of self-training and distributional semantic model.
BOW + ALP + Self BOW + ALP + Web
NB 0.753 ± 0.026 0.772 ± 0.028
C4.5 0.764 ± 0.029 0.776 ± 0.027
TAN 0.772 ± 0.031 0.793 ± 0.030
SVM 0.808 ± 0.023 0.819 ± 0.021
Avg. 0.774 ± 0.033 0.790 ± 0.032*
* Signiﬁcantly different (p < 0.05).mining by discovering word associations across sentences using
the context distributions retrieved from the whole unlabeled cor-
pus (Section 2.4). This is reason why the performance of BO-
W + ALP + Web kept increasing as more unlabeled data was added.3.5. Evaluation on the size of the labeled and unlabeled datasets
The size of the datasets used for seed pattern generation (la-
beled corpus) and expansion (unlabeled web corpus) also affected
the classiﬁcation performance. To investigate this effect, this
experiment ﬁrst randomly divided both the labeled and unlabeled
corpora into ﬁve equal folds. Different dataset sizes could then be
used to build the classiﬁers. Fig. 8 uses NB as the example classiﬁer
to show the accuracy against different dataset sizes. Table 8 shows
the accuracy of some of the data points in Fig. 8.
As expected, the performance increased when more labeled
data was used. However, this also increased the annotation costs.
The use of unlabeled data is an alternative approach to improving
the performance. As indicated in Fig. 8, the performance shows a
stable tendency to increase as more unlabeled data was used. For
instance, when using 60% of the labeled data combined with the
unlabeled data, the accuracy kept increasing as more unlabeled
data was added and ﬁnally became higher (0.752, Table 8) than
when using 100% labeled data alone (0.728, Table 8). This ﬁnding
indicates that the use of an unlabeled web corpus for pattern
expansion can not only improve the level of performance but also
reduce the reliance on labeled corpora.
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Fig. 8. Performance against different sizes of the labeled and unlabeled datasets.
Table 8
Accuracy of using different portions of the labeled data combined with 100% of the
unlabeled data.
Accuracy
20% labeled data + 100% unlabeled data 0.719
40% labeled data + 100% unlabeled data 0.725
60% labeled data + 100% unlabeled data 0.736
80% labeled data + 100% unlabeled data 0.756
100% labeled data + 100% unlabeled data 0.772
100% labeled data 0.728
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In this study, we presented a framework that combines a super-
vised data mining algorithm and an unsupervised expansion meth-
od to acquire association language patterns for negative life event
classiﬁcation. The supervised data mining algorithm—association
rule mining—was used to generate a set of seed patterns from a la-
beled corpus. The unsupervised expansion method—using the dis-
tributional semantic model—was then performed to discover more
patterns similar to the seed patterns from an unlabeled web cor-
pus. The experimental results show that association language pat-
terns are promising features for classiﬁcation tasks because they
can capture word relationships in sentences. The unsupervised
expansion method can further improve classiﬁcation performance
because it can increase both the number and diversity of discov-
ered patterns. It also enables the proposed framework to bootstrap
using a small amount of labeled data, thus reducing the reliance of
the classiﬁcation process on the availability of a large, labeled
corpus.
Our future work will be devoted to addressing some of the lim-
itations of this work. First, the current approach will be extended
with multi-category classiﬁcation technologies to classify the sen-
tences containing multiple or no negative life events. Second, in
addition to nouns and verbs, adjectives such as ‘‘bad’’, ‘‘horrible’’,
and ‘‘difﬁcult’’ will be considered for inclusion in the association
language pattern mining process.
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