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Este trabalho aborda a caracterização do canal de propagação direccional em
banda larga para sistemas rádio móvel. Inicia-se com o estudo dos 
mecanismos de propagação relevantes em comunicações móveis.
Seguidamente, é apresentada a caracterização teórica do canal rádio como 
sendo um canal linear e variante no tempo, são definidos parâmetros que
permitem avaliar o desempenho destes canais em sistemas de comunicação e
são também apresentados alguns modelos de canal direccional. 
 
Após o estudo teórico, apresenta-se um breve resumo das técnicas usadas
vulgarmente para medir a resposta impulsiva do canal rádio. Descreve-se 
depois um sistema experimental, desenvolvido no âmbito deste trabalho,
baseado num analisador de redes vectorial, numa plataforma de
posicionamento X-Y (duas dimensões) e num computador de controlo. O 
sistema usa o método de varrimento em frequência e permite medir, adquirir e
armazenar a resposta em frequência do canal em vários pontos do espaço
correspondentes às posições dos elementos de um agregado virtual. Embora 
o sistema desenvolvido permita implementar agregados bidimensionais de
forma genérica, neste trabalho apenas se usou um agregado rectangular
uniforme. Com o auxílio deste sistema foram realizadas, no ‘campus’ da 
Universidade de Aveiro, campanhas de medidas que providenciaram os dados 
experimentais usados neste trabalho. 
 
Tendo em conta que o canal rádio móvel fica caracterizado se forem
conhecidos os parâmetros das componentes multipercurso mais significativas,
designadamente, a amplitude, o atraso e a direcção de chegada (azimute e 
elevação), foram estudadas algumas das técnicas de processamento de sinal
espacial-temporal que têm sido usadas para estimar os referidos parâmetros.
Estas técnicas podem ser subdivididas em estimação espectral ou estimação 
paramétrica tendo sido dada maior relevância ao estudo das últimas. São
apresentados detalhes sobre a implementação e desempenho do algoritmo
SAGE (Space-Alternating Generalized Expectation-Maximization). Este 
algoritmo é baseado em estimativas de máxima verosimilhança e permite
decompor o problema de optimização multidimensional, necessário para
estimar todos os parâmetros conjuntamente, em vários problemas de
optimização unidimensionais, cada um calculando apenas a estimativa de um
dos parâmetros de uma das componentes multipercurso. 
 
Por último, são apresentados os resultados da comparação dos parâmetros
obtidos a partir das medidas experimentais, com o auxílio do algoritmo SAGE,
com aqueles obtidos a partir dos resultados de simulação de traçado de raios. 
 
Palavras-chave: Comunicações Móveis, Modelos de Propagação,
Multipercurso, Resposta Impulsiva, Medidas Experimentais, Agregado Virtual,
































This work deals with the wideband directional propagation channel
characterization for mobile radio systems. First the propagation mechanisms
relevant in mobile communications are highlighted. Afterwards, the
characterization of the radio channel as a linear time variant channel is
presented, a few parameters that allow the evaluation of the channel impact on
communication systems are defined and some directional channel models are
also presented. 
 
After the theoretical study, the most used techniques for measuring the radio
channel impulse response are briefly summarized. Then, an experimental 
system developed on the framework of this work, that uses a vector network
analyser, a X-Y (two dimensional) positioning platform and a controlling
computer is described. Employing the frequency sweeping method, the system 
measures, acquires and saves the channel frequency response in a few space
locations that correspond to the elements position of a virtual array. Although,
the developed system has the capability of generating two-dimensional arrays 
with any geometry, in this work only uniform rectangular arrays were
considered. With this system some measurement campaigns were made at the
University of Aveiro campus that provided the experimental data used along
this work. 
 
Since the radio channel is fully characterized if the parameters of the most 
relevant multipath components are known, namely, the amplitude, the delay
and the direction of arrival (azimuth and elevation), a few spatial-temporal 
signal processing techniques that have been applied for parameter estimation 
were studied. These techniques may be classified by spectral estimation or
parametric estimation, and special attention was given to the latter category.
Details on the implementation and performance of the SAGE
(Space-Alternating Generalized Expectation-Maximization) algorithm are given. 
This algorithm is based on maximum likelihood estimates and allows the
decomposition of the multidimensional optimization problem necessary to
obtain the estimations of all parameters simultaneously, into several one-
dimensional optimization problems, each providing only the estimation of one
parameter of one multipath component. 
 
At last, results on the comparison between the parameters obtained from
experimental measurements, using the SAGE algorithm, and those obtained 
from ray tracing simulation results are presented. 
 
Keywords: Mobile Communications, Propagation Models, Multipath, Impulse
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Pode considerar-se que a génese das comunicações móveis se reporta às origens das 
comunicações rádio. Efectivamente, os trabalhos desenvolvidos por Hertz provaram que a 
propagação de ondas electromagnéticas em espaço livre era possível, demonstrando 
portanto, a praticabilidade das comunicações rádio. Alguns anos mais tarde, Marconi 
estabeleceu a primeira ligação rádio. Certamente que Marconi não terá pensado em 
comunicações móveis, mas a sua experiência pode ser considerada como tal, na medida em 
que o termo “comunicações móveis” pode ser aplicado a qualquer comunicação sem fios 
em que o emissor e/ou o receptor tem a capacidade de ser movido, mesmo que não o seja. 
Assim, esta área das telecomunicações engloba comunicações via satélite, comunicações 
marítimas e aéreas bem como telefones sem fios e comunicações móveis celulares. 
As comunicações móveis celulares surgiram à cerca de duas décadas. No entanto, os 
sistemas de hoje nada têm a ver com os sistemas primordiais que evoluíram, sobretudo 
devido à grande aderência de utilizadores. O próprio conceito de comunicações móveis 
tem evoluído na medida em que os serviços de voz vão partilhando cada vez mais a sua 
existência com os serviços de dados, que têm vindo a assumir um papel muito importante. 
Inicialmente, surgiram os sistemas analógicos pensados para grupos restritos e para utilizar 
essencialmente em veículos, mas a evolução tecnológica permitiu o desenvolvimento de 
terminais de baixo custo, pequenas dimensões, peso muito reduzido e com baterias de 
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longa duração, permitindo o seu uso nas ruas, dentro de edifícios e veículos, o que fez 
disparar a procura deste tipo de serviços. 
O aparecimento dos sistemas digitais, oferecendo maior capacidade e fiabilidade, levou a 
que os sistemas analógicos fossem relegados para segundo plano. De entre os sistemas 
celulares digitais cita-se o ‘standard’ Europeu: GSM (Global System for Mobile 
communications) que se tornou muito popular pelo facto de ter sido adoptado por um 
grande número de países espalhados pela Europa, algumas áreas na Ásia, Médio Oriente e 
África, possibilitando o uso do mesmo terminal móvel numa área muito mais abrangente 
do que apenas um país [1]. Apesar deste sistema ter sido concebido essencialmente para 
serviços de voz, a transmissão de dados foi prevista desde o início, mas com uma taxa de 
transmissão de 9.6 Kbps apenas. Recentemente, com a chegada da Internet móvel, os 
serviços de dados ganharam cada vez mais importância e o sistema foi actualizado com 
novas funcionalidades de forma a permitir taxas de transmissão mais elevadas e serviços 
de comutação de pacotes. Em relação a este último ponto importa referir os sistemas GPRS 
(General Packet Radio Service) e EDGE (Enhanced Data Rates for GSM Evolution) que 
usam comutação de pacotes. 
No sistema GPRS o utilizador pode dispor de vários canais de tráfego o que permite taxas 
de transmissão até 171.2 Kbps. Ao contrário do que acontece no GSM que utiliza a técnica 
de comutação de circuitos, no GPRS a atribuição de canais é feita apenas quando há 
necessidade de transmitir informação e libertados logo que esta termina. As taxas de 
transmissão mais elevadas são conseguidas conjugando a atribuição de vários canais de 
tráfego a um mesmo utilizador com técnicas de codificação que dependem das condições 
do canal. Para boas condições do canal reduz-se o número de bits de redundância 
(protecção da informação) e aumenta-se o número de bits da informação, atingindo-se 
assim a taxa de transmissão máxima [2]. 
O sistema EDGE permite aumentar a taxa de transmissão através da utilização de 
esquemas de modulação mais eficientes. Estes esquemas de modulação também são 
escolhidos de acordo com o estado do canal. Utilizando um esquema de modulação 8 PSK 
(Phase Shift Keying) e com boas condições do canal a taxa de transmissão máxima será de 
553.6 kbps [3]. Pode dizer-se que o sistema EDGE se apresenta como uma forma 
alternativa de fornecer serviços de terceira geração nas bandas de espectro existentes para 
sistemas de segunda geração [4]. 
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A entrada dos sistemas de terceira geração, embora algo ainda aquém do esperado, irá 
marcar a evolução no campo das comunicações móveis1. O UMTS (Universal Mobile 
Telecommunications System) providencia um acesso eficiente a serviços multimédia e 
apresenta dois modos de operação: FDD (Frequency Division Duplex) em que o uplink e o 
downlink são efectuados em frequências diferentes e TDD (Time Division Duplex) em que 
o uplink e o downlink são efectuados na mesma frequência portadora, multiplexados no 
tempo [5]. Para a banda emparelhada (FDD) foi escolhida como técnica de acesso múltiplo 
WCDMA (Wideband Code Division Multiple Access) e para a banda não emparelhada foi 
escolhida a técnica TD-CDMA (Time Division – CDMA). Estes dois modos 
complementam-se e possuem vantagens específicas em ambientes diferentes, 
proporcionando diferentes tipos de serviços e apresentando uma utilização eficiente do 
espectro. O modo FDD é mais conveniente em ambientes macro-celulares (mobilidade 
elevada) e micro-celulares (mobilidade média) para os quais se estabeleceram taxas de 
transmissão até 144 Kbps e 384 Kbps respectivamente. O modo TDD, mais adequado para 
ambientes pico-celulares (mobilidade baixa), geralmente interiores ou zonas que 
apresentam elevada densidade de tráfego normalmente assimétrico, permite taxas de 
transmissão até 2 Mbps. 
No entanto, estima-se que estes sistemas apresentem rapidamente sinais de saturação, pelo 
facto de estarem a ser desenvolvidos com base em transceptores e antenas convencionais. 
Neste tipo de sistemas, baseados em CDMA, o desempenho e capacidade são fortemente 
limitados pela interferência multi-utilizador [6]. 
As técnicas de processamento de sinal espacial-temporal associadas a agregados de antenas 
constituem uma base muito promissora para controlar a interferência multi-utilizador, 
aumentando assim significativamente a capacidade do sistema e promovendo uma 
utilização mais eficaz dos recursos. O estudo e a avaliação de desempenho destas técnicas 
aplicadas a um determinado sistema requer uma modelização correcta e realista do canal 
de propagação em banda larga. Um modelo que satisfaça estes objectivos deve contemplar 
não só a atenuação entre a estação de base e um qualquer utilizador, mas também o atraso 
temporal e a direcção de chegada das componentes multipercurso. É esta última 
característica que dá o nome “direccional” a este tipo de modelos. As propriedades do 
canal de propagação, anteriormente vistas como condicionando irremediavelmente estes 
sistemas de comunicações, poderão redundar em vantagens que aumentem a capacidade. 
                                                 
1 No Japão o sistema de terceira geração já entrou em funcionamento em Outubro de 2001. 
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Os sistemas de comunicação tradicionais baseiam-se no uso de uma antena no lado do 
transmissor e outra do lado do receptor designado-se por sistemas SISO (Single Input 
Single Output). As vantagens obtidas pela diversidade na recepção (transmissão), usando 
algum método de combinação óptimo, são bem conhecidas e estão documentadas na 
literatura [7-9]. Contudo a natureza dispersiva do canal é sempre uma característica que 
tende a torná-lo problemático e todos os esforços desenvolvidos visam normalmente a 
minimização do seu impacto. 
Uma generalização da teoria de Shannon, desenvolvida em [10], adicionou ao binário 
frequência-tempo uma nova dimensão – o espaço – à teoria da informação e contribui para 
uniformizar a análise do desempenho da capacidade de um canal genérico usando um 
agregado de nt antenas do lado do transmissor e um agregado de nr antenas do lado do 
receptor. Nestas circunstâncias, o canal é designado por MIMO (Multiple Input Multiple 
Output). Um canal quasi-estático caracterizado por possuir caminhos independentes com 
desvanecimento do tipo Rayleigh mostra possuir uma capacidade de transmissão muito 
superior a qualquer outro sistema baseado em agregados de antenas convencionais [10]. A 
técnica torna as características de diversidade do canal numa mais valia. 
O canal rádio móvel fica caracterizado se forem conhecidos os parâmetros das 
componentes multipercurso mais significativas, designadamente, a amplitude complexa, o 
atraso, o azimute, a elevação e o desvio Doppler. Este trabalho intenta ser um contributo na 
caracterização do canal direccional de banda larga e apresenta a comparação dos referidos 
parâmetros obtidos por simulação de traçado de raios com aqueles devolvidos por um 
algoritmo frequentemente usado para estimar os mesmos parâmetros das várias 
componentes multipercurso. Uma parte considerável do trabalho consistiu na 
implementação de um sistema simples, baseado num analisador de redes vectorial e num 
posicionador X-Y, para aquisição de medidas experimentais. Esta dissertação está 
organizada conforme se descreve a seguir. 
O Capítulo 2 apresenta uma breve descrição teórica do canal de propagação e começa por 
identificar os principais fenómenos de propagação dum sinal rádio num ambiente genérico. 
Em seguida apresenta-se a caracterização do canal rádio como sendo um canal linear e 
variante no tempo, definem-se conceitos e grandezas físicas que permitem avaliar o 
impacto destes canais em sistemas de comunicação e finalmente, são apresentados alguns 
modelos de canal direccional. 
No Capítulo 3 são descritos os métodos mais usados na medição do canal de propagação. 
Seguidamente, descreve-se a implementação de um sistema de medidas baseado num 
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agregado virtual e no método de varrimento em frequência. A implementação do sistema, 
modo de operação e o ‘software’ desenvolvido para controlo do sistema e aquisição de 
medidas, são assuntos desenvolvidos com alguma ênfase pois foi uma porção significativa 
do trabalho desenvolvido e serviu de base para a obtenção de dados experimentais. 
Adicionalmente são apresentadas as antenas dimensionadas e projectadas para dois tipos 
diferentes de montagens experimentais: emissor receptor à mesma altura ou alturas 
diferentes. 
O Capítulo 4 apresenta alguns dos algoritmos vulgarmente usados para estimar os 
parâmetros das várias ondas multipercurso que chegam a um dado receptor. Os algoritmos 
existentes podem usar estimação espectral ou estimação paramétrica. Neste trabalho foi 
dada especial atenção aos métodos paramétricos e destes foram estudadas duas abordagens 
distintas. O algoritmo SAGE (Space-Alternating Expectation-Maximization) que se baseia 
em estimativas de máxima verosimilhança foi o escolhido para usar neste trabalho e 
pormenores sobre a sua implementação e o seu desempenho em canais sintéticos são 
também apresentados neste capítulo. 
No Capítulo 5 é apresentada a comparação dos parâmetros devolvidos pelo algoritmo 
SAGE para os resultados experimentais com aqueles que são devolvidos por um simulador 
de traçado de raios. Além dos parâmetros individuais de cada componente multipercurso 
(atraso, azimute, elevação e amplitude) obtidos por simulação e devolvidos pelo algoritmo 
SAGE, são ainda comparados os perfis de potência de atraso, o atraso médio e o 
espalhamento do atraso, obtidos com base nas simulações, com base nos resultados 
experimentais e com base nos resultados devolvidos pelo algoritmo SAGE. 
Finalmente, o Capítulo 6 encerra este trabalho apresentando as principais conclusões e 
resultados bem como algumas sugestões de trabalho futuro. 
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2. Caracterização do Canal Rádio Móvel  
O canal de propagação é a parte de um sistema de comunicação entre a antena de 
transmissão e a antena de recepção. A caracterização adequada do canal de propagação é 
de extrema importância, uma vez que este representa muitas vezes uma limitação 
aparentemente incontornável na capacidade de transmissão e ainda por que está fora da 
capacidade de intervenção do utilizador. Em comunicações móveis, este assunto reveste-se 
de especial importância porque os mecanismos de propagação das ondas electromagnéticas 
são diversos e complexos exigindo na maioria das vezes uma descrição estatística. 
O canal rádio apresenta um comportamento dispersivo devido às sucessivas réplicas 
recebidas do sinal transmitido, originando interferência entre símbolos o que causa 
degradação na qualidade de transmissão da informação. Por outro lado, o movimento dos 
terminais móveis e/ou dos objectos em seu redor leva a que o canal seja variante no tempo. 
Conhecer o canal é assim de extrema importância por forma a possibilitar uma escolha 
adequada do método de modulação, codificação e técnicas de processamento de sinal por 
forma a compensar as distorções introduzidas [11]. 
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2.1. Propagação em Comunicações Móveis 
2.1.1. Conceitos Básicos 
Consideremos o caso de duas antenas isotrópicas em espaço livre (uma a transmitir e a 
outra a receber). Se a distância d entre elas for tal que podem ser assumidas as condições 
de campo distante [12], a potência recebida pela antena receptora é, de acordo com a bem 
conhecida fórmula de Friis [13], inversamente proporcional ao quadrado do produto da 








=     (2.1)
onde, λ representa o comprimento de onda do sinal e Pt e Pr, representam a potência 
transmitida e recebida, respectivamente. 
No entanto, o meio de transmissão real é bastante mais complexo. A onda 
electromagnética interage com os vários objectos existentes, naturais ou não, que se 
apresentem como obstáculo à sua propagação (ex. árvores, irregularidades do terreno e 
objectos construídos pelo homem) pelo que o sinal recebido é um somatório de um número 
elevado de ondas resultantes destas interacções. 
A presença da atmosfera pode ter dois efeitos: 
• Absorção de energia que pode ser considerável a certas frequências, nomeadamente 
no caso do oxigénio e do vapor de água; e precipitação. 
• Alterações na trajectória da onda devido a variações do índice de refracção. 
Para a gama de frequências e distâncias envolvidas neste trabalho ambos os efeitos 
anteriores podem ser desprezados. 
Tal como no caso da variação do índice de refracção da atmosfera, a interacção das ondas 
com os vários objectos existentes no meio provoca um desvio da sua trajectória inicial. O 
cálculo exacto do campo existente no espaço poderia obviamente ser obtido resolvendo as 
equações de Maxwell [14] mas de facto tal é impraticável dada a complexidade e dimensão 
dos cenários. Será assim necessário recorrer tanto quanto possível a modelos simples 
baseados num conjunto de interacções da onda em condições muito idealizadas. Estes 
servem por vezes de ponto de partida para obtenção de soluções em situações mais 
complexas [15]. 
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Neste contexto existem quatro fenómenos de interesse: reflexão, refracção, difracção e 
espalhamento por reflexão em superfícies rugosas. Destes fenómenos, os que apresentam 
maior impacto nas comunicações móveis são descritos de uma forma breve nas subsecções 
que se seguem. 
2.1.2. Reflexão e Transmissão 
Quando uma onda electromagnética incide na fronteira de separação de dois meios com 
propriedades electromagnéticas diferentes, parte da energia da onda é reflectida, parte é 
transmitida e eventualmente parte é absorvida pelo segundo meio. A energia reflectida 
pode resultar numa componente especular e/ou em múltiplas componentes difusas, 
dependendo da rugosidade da superfície. A Figura 2.1 ilustra esquematicamente os 









Figura 2.1: Representação dos fenómenos de reflexão e transmissão. 
Uma superfície é considerada lisa quando a sua rugosidade é desprezável face ao 
comprimento de onda. Geralmente, para determinar se uma superfície é lisa ou rugosa 
utiliza-se o critério de Rayleigh. Este estabelece o limite com base no comprimento de 
onda λ da radiação incidente, ângulo de incidência γi e um parâmetro h que representa a 
altura da irregularidade da superfície. O critério resulta da observação que dois raios, um 
dos quais reflectido à altura h sobre o primeiro e com diferença de caminho de λ/2 dariam 
uma onda reflectida nula que significaria o espalhamento da energia noutras direcções. A 
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caso contrário, a superfície é considerada rugosa. O valor mais baixo da altura da 
irregularidade que “classifica” a superfície como lisa ou rugosa ocorre para raios com 
incidência perpendicular [16]. A análise deste fenómeno é bastante complexa havendo um 
conjunto grande de trabalhos publicados normalmente com soluções específicas conforme 
o perfil e natureza da superfície [17-20]. 
2.1.2.1. Reflexão Especular 
No caso de incidência da onda numa superfície lisa de separação entre dois meios, de 
dimensões suficientemente grandes, de acordo com (2.2), a reflexão diz-se especular e o 
ângulo da direcção de reflexão, de acordo com a lei de Snell, é igual ao ângulo de 
incidência. Nestas condições, interessa conhecer as equações dos coeficientes de reflexão 
que relacionam as componentes do campo reflectido Er e incidente Ei. A partir das 
condições fronteira que relacionam os campos na descontinuidade é possível deduzir 
expressões para o coeficiente de reflexão em termos da componente perpendicular (⊥) e 
paralela (||) ao plano de incidência [14]. Na modelação do canal rádio estamos interessados 
normalmente no caso particular em que um dos meios é o espaço vazio, o que resulta nas 
seguintes equações para o coeficiente de reflexão [11] 
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onde, γi representa o ângulo de incidência, definido entre a normal ao plano reflector e a 
direcção do raio incidente; εr e tgδ são respectivamente a permitividade relativa e a 
tangente de perdas da superfície reflectora. As expressões anteriores mostram que apenas 
necessitamos de conhecer εr e tgδ do obstáculo em causa e o ângulo de incidência do raio 
no mesmo. 
2.1.2.2. Reflexão Difusa 
Quando as dimensões das rugosidades da superfície são da mesma ordem de grandeza do 
comprimento de onda e a densidade das mesmas é elevada, a reflexão deixa de ser 
especular, sendo a energia rerradiada em várias direcções, o que se designa por reflexão 
difusa. 
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O efeito da rugosidade sobre o coeficiente de reflexão segundo a direcção especular, pode 
ser levado em conta multiplicando os coeficientes obtidos para superfícies lisas pelo 








−   
=  
(2.5)
em que σh representa o desvio padrão da rugosidade da superfície. Para o caso dos raios 
reflectidos fora da direcção especular, há necessidade de estabelecer modelos para 
caracterizar o diagrama de rerradiação dos vários tipos de texturas das superfícies [16]. 
2.1.3. Difracção 
O fenómeno de difracção deve ser levado em conta quando a Linha de Vista (LV) entre o 
emissor e o receptor se encontra obstruída por um obstáculo que apresenta arestas ou 
cantos. Este fenómeno é explicado pelo princípio de Huygens [21], que estabelece que 
todos os pontos de uma frente de onda podem ser considerados como fontes de ondas 
esféricas secundárias que se combinam para produzir a nova frente de onda na direcção de 
propagação. A difracção deve-se à propagação das ondas secundárias na zona de obstrução 
(sombra) do obstáculo. O campo eléctrico da onda difractada na zona de sombra é o 
resultado da soma vectorial do campo de todas as ondas secundárias existentes na zona em 
redor do obstáculo. 
Embora a intensidade de campo difractado se reduza drasticamente à medida que o 
receptor se desloca para a zona de sombra, a contribuição da difracção tem, 
frequentemente, intensidade suficiente para produzir sinal útil, assegurando assim 
cobertura nestas zonas [22]. 
2.2. Desvanecimento 
O primeiro passo para a caracterização do canal de propagação, consistiu em modelar a 
atenuação ou desvanecimento do sinal rádio em função da distância entre o emissor e o 
receptor. A Figura 2.2 [23] apresenta o comportamento típico da potência de um sinal rádio 
em função da distância entre o emissor e o receptor. Analisando a figura, é possível 
verificar uma diminuição do valor médio da potência do sinal com o aumento da distância. 
Além disso, podemos observar também, dois tipos de flutuações em torno do valor médio: 
uma flutuação mais lenta e outra mais rápida. O primeiro fenómeno é normalmente 
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designado por desvanecimento lento e o segundo por desvanecimento rápido ou 
desvanecimento multipercurso2. 
 
Figura 2.2: Potência do sinal recebido vs. distância entre o emissor e o receptor. 
O desvanecimento lento é causado por deslocamentos suficientemente grandes de forma a 
provocar variações significativas na trajectória dos raios entre o emissor e o receptor. A 
flutuação deve-se às perdas de propagação causadas pela presença de obstáculos, naturais 
ou não, de dimensões apreciáveis no cenário onde o móvel se desloca. Este fenómeno é, 
geralmente, modelado por uma distribuição lognormal cujo desvio padrão depende da 
frequência e do tipo de cenário [21]. 
O desvanecimento multipercurso do sinal acontece para pequenos deslocamentos da 
estação móvel, e deve-se essencialmente à interferência das várias componentes 
multipercurso. Numa determinada posição, chegam à antena receptora várias réplicas do 
sinal transmitido com atrasos, amplitudes e fases aleatórias que são somadas 
vectorialmente, podendo dar origem a interferências construtivas ou destrutivas, consoante 
as diferenças de fase relativas entre as réplicas. Sobretudo para frequências elevadas 
pequenos deslocamentos do móvel podem conduzir a desvanecimentos profundos no nível 
da potência. Geralmente, o desvanecimento multipercurso pode ser razoavelmente 
modelado pela distribuição de Rice ou de Rayleigh, consoante existe ou não LV, 
correspondendo respectivamente, à presença ou ausência de uma componente determinista 
e dominante [21]. Em ambos os casos é assumido, no receptor, um número infinito de 
componentes independentes e identicamente distribuídas. 
                                                 
2 É preferível usar a designação “desvanecimento multipercurso” uma vez que este tipo de desvanecimento 
ainda se pode subdividir em desvanecimento lento ou rápido consoante a relação entre a rapidez de variação 
do sinal de banda base transmitido e a rapidez de variação do canal. 
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2.3. Caracterização do Canal Rádio em Banda Larga 
A caracterização do canal de propagação rádio em banda estreita, é adequada para sistemas 
em que o inverso da largura de banda do sinal é menor do que a dispersão temporal 
introduzida pelo canal (i. e., ao maior dos atrasos verificado entre as componentes 
multipercurso significativas). Em geral, para avaliar este tipo de sistemas é suficiente uma 
descrição do canal à custa de um desvanecimento multipercurso com distribuição de 
Rayleigh (ou de Rice) e um desvanecimento lento com distribuição lognormal, ambos já 
referidos anteriormente. Este tipo de análise é essencial na determinação do tamanho das 
células, nível de interferência no receptor e na melhor localização das estações base. 
A caracterização do canal de propagação em banda larga permite obter informação do 
nível de potência recebido e da respectiva dispersão temporal, podendo ser previsto o 
desempenho de transmissão ou dimensionados alguns elementos do sistema a partir dos 
parâmetros de caracterização. 
2.3.1. Desvanecimento Selectivo na Frequência 
Nas secções anteriores foi essencialmente focada a descrição da variação da envolvente do 
sinal recebido quando uma portadora não modulada é radiada pelo emissor. A questão que 
agora se coloca é a adequação desta abordagem para sinais que ocupam uma largura de 
banda finita. Obviamente que os efeitos da propagação multipercuso nestes sinais têm que 
ser avaliados. Consideremos então duas frequências discretas pertencentes à banda do 
sinal. Se essas frequências forem suficientemente próximas, as estatísticas da variação da 
amplitude e da fase do sinal em cada uma dessas frequências são muito semelhantes, o que 
significa que embora exista desvanecimento multipercurso o sinal apresenta, em ambas as 
frequências, um comportamento muito semelhante. 
De uma forma geral, se a largura de banda for suficientemente pequena, todas as 
frequências dentro da banda se comportam de maneira semelhante e neste caso diz-se que 
existe desvanecimento uniforme. No entanto, à medida que a separação entre as duas 
frequências aumenta, os comportamentos apresentados pelos sinais em cada uma delas 
tendem a ser descorrelacionados. Assim, se a separação entre as duas frequências for 
suficientemente elevada, as estatísticas da variação da amplitude e da fase dos sinais em 
cada uma delas, são essencialmente independentes. 
A largura de banda para a qual as diversas componentes espectrais são afectadas de forma 
semelhante denomina-se banda de coerência BC. Sinais cuja largura de banda é superior à 
banda de coerência sofrem distorção porque as amplitudes e as fases das várias 
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componentes espectrais são afectadas de forma diferente. Este fenómeno é denominado 
desvanecimento selectivo em frequência e traduz-se numa variação na potência do sinal 
dependente da frequência [21]. 
2.3.2. Caracterização de Canais Variantes no Tempo 
O canal de propagação rádio pode ser visto como um filtro linear que transforma sinais de 
entrada em sinais de saída. No entanto, uma vez que o comportamento do canal é em geral 
variante no tempo também as características de transmissão do filtro equivalente têm que 
ser variantes no tempo. Uma vez que as entradas e saídas de um filtro linear podem ser 
relacionadas tanto no domínio do tempo como no domínio da frequência, existem quatro 
funções entrada/saída que podem ser usadas para descrever o canal de propagação. 
No domínio do tempo, o canal pode ser caracterizado pela resposta impulsiva h(t,τ), onde t 
é a variável tempo e τ representa o atraso com que uma determinada réplica chega ao 
receptor, relativamente ao instante de chegada da primeira componente. A Resposta 
Impulsiva (RI) relaciona a envolvente complexa w(t) à saída do filtro com a envolvente 
complexa do sinal à entrada z(t) através da seguinte convolução [21] 
( ) ( ) ( ),w t z t h t dτ τ τ+∞
−∞
= −∫ . (2.6)
Fisicamente, h(t,τ) pode ser interpretada como a resposta do canal no instante de tempo t a 
um impulso atrasado τ segundos. Cada impulso pode ser visto como sendo originado pelo 
espalhamento do sinal transmitido em cada obstáculo, produzindo flutuações de amplitude 
h(t,τ)dτ com diferenças de atraso dτ devidas aos diferentes percursos. Como um sistema 
real é causal então, na prática, os extremos de integração estarão confinados ao intervalo 
(0,τmax), sendo τmax o tempo finito da cauda da RI. 
Escrevendo a equação (2.6) no domínio discreto obtém-se: 





w t z t n h t nτ τ τ
=
= ∆ − ∆ ∆∑  (2.7)
em que ∆τ corresponde ao atraso elementar e N∆τ ao atraso máximo. A equação (2.7) 
permite-nos assim, modelar a RI de um canal multipercurso por uma linha de atrasos 
elementares ∆τ com N baixadas e ganhos h(t,n∆τ), semelhante à representação de um filtro 
de resposta impulsiva finita. 
Num ambiente real, o canal rádio varia aleatoriamente no tempo não sendo possível 
modelá-lo com exactidão se não conhecermos as funções multidimensionais de densidade 
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de probabilidade conjunta das variáveis aleatórias. Como na prática, estas funções de 
densidade de probabilidade conjunta são quase impossíveis de obter, opta-se por uma 
abordagem menos precisa, mas mais realista, que consiste em caracterizar os processos 
estatísticos em termos das várias funções de autocorrelação [11]. 
Na prática, os canais de rádio móvel possuem estatísticas de desvanecimento que podem 
ser assumidas como estacionárias ao longo de pequenos intervalos de tempo ou numa 
determinada área espacial. Estes canais não são necessariamente estacionários no sentido 
estrito da palavra, podem é ser classificados como estacionários em sentido lato (por vezes 
também designados por canais de fraca estacionaridade). Os canais estacionários em 
sentido lato (WSS – Wide Sense Stationary) têm a propriedade de as funções de correlação 
serem praticamente invariantes a uma translação temporal, i. e., as estatísticas de 
desvanecimento do sinal permanecem quase inalteradas durante pequenos intervalos de 
tempo. 
Em muitos casos é possível considerar que não existe correlação das componentes 
individuais no domínio do tempo de atraso. Isto significa que os ecos com diferentes 
comprimentos são não correlacionados em amplitude, conduzindo assim à definição de 
canal de espalhamento não correlacionado (US – Uncorrelated Scattering). 
Felizmente, a maior parte dos canais rádio são estacionários em sentido lato na variável 
tempo (WSS) e simultaneamente de espalhamento não correlacionado na variável atraso 
(US). Da combinação destas duas propriedades resulta uma classe de canais designados 
por estacionários em sentido lato de espalhamento não correlacionado (WSSUS – Wide 
Sense Stationary Uncorrelated Scattering). Embora o canal rádio multipercurso seja 
variante no tempo, como se viu na secção anterior, comporta-se como WSSUS em 
pequenos intervalos de tempo onde não aconteçam alterações significativas no cenário de 
propagação. Assim, os canais WSSUS podem ser representados por um conjunto de 
espalhadores (scatters) não cintilantes, cada um identificando um caminho, distinguido no 
tempo pelo seu comprimento e no desvio Doppler pelo seu ângulo de chegada ao receptor. 
2.3.3. Parâmetros da RI 
A caracterização da RI faz-se com base em alguns parâmetros que é necessário definir 
convenientemente. Na prática pretende-se que, em função do cenário, um dado modelo 
consiga aproximar o mais possível esses parâmetros dos seus valores reais. 
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2.3.3.1. Perfil de Potência de Atraso 
É possível demonstrar [21] que para canais WSSUS, a função de autocorrelação de saída 
do canal é descrita pelo perfil de distribuição no tempo da potência recebida, Ph(t). 
Considerando, por conveniência, a origem de Ph(t) no instante de chegada da primeira 
componente multipercurso (caminho mais curto) definindo portanto a função em termos da 
variável atraso τ, podemos escrever, 
( ) ( )0ttPP hh −=τ  (2.8)
onde t0 corresponde ao instante de chegada do primeiro eco. A função Ph(τ) é denominada 
por Perfil de Potência de Atraso (PPA) e representa uma medida da amplitude do eco dos 
diferentes caminhos vistos pela antena receptora. Encarando assim Ph(τ) como uma 
distribuição estatística da amplitude dos ecos, é possível derivar algumas características do 
canal. Para tal, é necessário definir parâmetros que permitam não só analisar um 
determinado canal mas também projectar convenientemente sistemas de comunicação 
usando esse canal. Desses parâmetros alguns dos mais importantes são apresentados nas 
secções seguintes. 
2.3.3.2. Espalhamento do Atraso e Tempo de Atraso Médio 
Dois momentos estatísticos relevantes para o projecto de sistemas são o tempo de atraso 
médio (τ ) e o espalhamento do atraso (στ). O Tempo de Atraso Médio (TAM) é o 
primeiro momento de Ph(τ) e o Espalhamento do Atraso (EA) é a raiz quadrada do 






































O TAM está relacionado com a gama do erro de fase e o EA é uma indicação da potencial 
interferência entre símbolos que limita o desempenho de transmissão do sistema de 
comunicação. 
A banda de coerência BC dum canal (definida na secção 2.3.1) está relacionada com o EA 
através da seguinte expressão [11] 





Esta relação mostra que quanto mais dispersivo for o canal no tempo, mais estreita é a 
banda de coerência, e por isso mais selectivo na frequência. 
2.3.3.3. Janela de Atraso e Intervalo de Atraso 
Os dois parâmetros definidos na secção anterior não são suficientes para poder descrever 
as características mais importantes do canal, tendo sido sugeridos dois outros parâmetros 
também no domínio do tempo: intervalo de atraso e a janela de atraso (JA). O mais 
importante destes dois, e de grande utilidade, é a JA (a x%) que é definida como a duração 
da porção central do perfil de potência de atraso que contém x% da energia total do PPA, e 
matematicamente exprime-se por 
2 1 %JA x τ τ= −  (2.12)
sendo τ1 e τ2 definidos por 
( ) ( )2 3
1 0
h hP d x P d
τ τ
τ τ
τ τ τ τ=∫ ∫  (2.13)
em que τ0 e τ3 são, respectivamente, o instante em que Ph(τ) excede um determinado limiar 
(eventualmente definido pelo nível de ruído e de interferência) e quando se torna inferior a 
esse limiar, sendo a energia fora da janela igual nos dois extremos. A Figura 2.3 [15] 
ilustra estes conceitos. 
A JA fornece uma estimativa do espalhamento da RI e é um parâmetro de grande 
importância na avaliação do impacto do canal de propagação no desempenho de 
transmissão do sistema. 
 
Figura 2.3: Envolvente da RI típica do canal de propagação e representação do conceito de JA. 
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2.3.3.4. Potência Recebida Normalizada  
Um outro parâmetro de grande importância é a atenuação introduzida pelo canal, definida 
pelo quociente da potência total recebida e a potência transmitida, que se designa por 


















em que u(τ) é o impulso elementar transmitido, tornando-se o denominador unitário no 
caso de u(τ) ser o impulso de Dirac. 
2.4. Canais de Banda Estreita vs. Canais de Banda 
Larga 
Para ilustrar os conceitos de canal de banda larga e de banda estreita representa-se na 
Figura 2.4 [15] uma RI típica dum canal multipercurso. 
 
Figura 2.4: Comparação entre canal de banda larga e canal de banda  
estreita em termos da RI e do tempo de símbolo (Ts) transmitido. 
Consoante a duração do tempo de símbolo transmitido Ts, o mesmo canal pode ser 
considerado de banda estreita ou de banda larga. Num canal de banda estreita, Ts é maior 
que o atraso máximo da resposta impulsiva τmax, ao contrário do que acontece nos sistemas 
de banda larga onde o Ts é menor que o atraso máximo da RI do canal. 
Geralmente classifica-se um canal em banda larga ou banda estreita, conhecendo a largura 
de banda do sinal LB e a dispersão temporal do canal. Assim, se LB>1/τmax, o canal diz-se 
de banda estreita e o principal mecanismo de degradação na comunicação são as flutuações 
na atenuação provocada pelo canal. O canal diz-se de banda larga se LB<1/τmax, e neste 
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caso o principal mecanismo de degradação é a interferência entre símbolos que limita a 
taxa máxima de transmissão porque ao efectuar a convolução da RI do canal com o 
símbolo transmitido, dá-se um alargamento na cauda do sinal recebido, o que pode 
interferir com símbolos adjacentes e levar a uma decisão incorrecta na recepção. No limite, 
mesmo com uma relação sinal ruído elevada (RSR), a dispersão temporal conduz a uma 
taxa de erro irredutível para sistemas de elevado débito, impondo assim o limite superior 
na taxa de transmissão do sistema.  
No domínio da frequência a distinção entre canal de banda larga e de banda estreita está 
associada ao conceito de banda de coerência do canal BC. Uma vez que o sinal de banda 
larga tem a sua potência distribuída por uma vasta banda de frequências, facilmente pode 
englobar várias BC e como descrito na secção 2.3.1, em cada BC o canal trata o sinal de 
forma diferente. Devido a esta diversidade no comportamento em frequência, o 
desvanecimento provocado pelo canal consegue filtrar menos significativamente a energia 
do sinal do que no caso de um sinal de banda estreita, onde toda a energia está concentrada 
na mesma BC. 
2.5. Modelos Determinísticos e Modelos Estatísticos 
De uma forma genérica, um modelo não é mais do que uma descrição matemática que 
permite uma análise aproximada de fenómenos complexos, em geral envolvendo um 
grande número de variáveis. Os modelos podem ser divididos em dois grandes grupos: 
determinísticos e estatísticos. 
Os modelos determinísticos, usados na caracterização do canal de propagação, são 
desenvolvidos com base na teoria da propagação das ondas electromagnéticas. Como estes 
modelos assentam em leis físicas, a sua validade não depende do ambiente em que o móvel 
se desloca, sendo portanto, de aplicação genérica, o que constitui a sua maior vantagem. 
São muito restritos os cenários nestas condições e a utilidade prática pode ser muito 
limitada. 
O modelo determinístico mais simples, que modela a propagação em espaço livre entre 
duas antenas separadas de uma determinada distância e em linha de vista, é o que usa a 
fórmula de Friis que foi já apresentado na secção 2.1.1. Este modelo é válido 
independentemente da frequência de operação do sistema e da distância de separação entre 
antenas, no entanto, como referido já na mesma secção, a sua simplicidade não permite 
contabilizar muitos dos factores que afectam a propagação num cenário real. Um 
refinamento pode ser a introdução de uma onda reflectida no solo que, apesar de muito 
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rudimentar, em muitas circunstâncias dá uma descrição surpreendentemente boa do 
decaimento do sinal em função da distância. 
O passo seguinte poderá consistir na simulação dos fenómenos de propagação no cenário 
(reflexão, difracção, etc) que, com algumas decisões inteligentes, pode fornecer soluções 
em tempo útil nalgumas das circunstâncias. Estes modelos, designados de traçado de raios, 
tornam-se computacionalmente pesados para cenários muito complexos [11]. 
Por outro lado, os modelos estatísticos partem dum conjunto de medidas feitas em zonas de 
cobertura celular típica, geralmente, classificadas em: zonas urbanas, zonas suburbana e 
zonas rurais, ou, no caso de ambientes interiores, salas de vários tipos. A partir destes 
dados tenta-se por processos matemáticos de aproximação inferir curvas que se ajustem às 
medidas experimentais. Dado que os modelos estatísticos partem da observação 
experimental, contabilizam todos os factores que afectam a propagação, incluindo os mais 
difíceis de tratar teoricamente. No entanto, a maior desvantagem deste tipo de modelos é a 
necessidade de serem sujeitos a validação para diferentes locais, frequências e condições 
dos ambientes de medida, o que restringe bastante o seu domínio de aplicabilidade. Além 
disso, uma classificação pouco rigorosa do cenário pode conduzir a resultados igualmente 
pouco fiáveis. 
Existem vários modelos empíricos que tentam descrever a atenuação média do sinal,  
uns mais complexos que outros e o seu desempenho é máximo para os locais onde as 
medidas foram tiradas. Destes podem ser citados [22] o modelo de Egli, o modelo de 
Longley-Rice, o modelo de Hata-Okumura, o modelo COST231-Hata e o modelo 
COST231-Walfisch-Ikegami, que como já referido, só são validos para cenários e 
configurações de antenas idênticas aos usados na realização das medidas. 
Em geral, os modelos resultam de uma mistura de empirismo e aplicação da teoria da 
propagação como é o caso do modelo COST231-Walfisch-Ikegami que foi baseado num 
modelo teórico ajustado empiricamente com base em medidas experimentais. A modelação 
estatística usa processos de aproximação que tentam ajustar o mais possível uma 
determinada distribuição teórica à distribuição obtida por exaustivas campanhas de 
medida, alterando os parâmetros que a caracterizam (graus de liberdade). Alguns 
simuladores de redes móveis dispõem inclusivamente de ferramentas de ‘software’ para 
sintonizar alguns modelos com medidas efectuadas no local. A grande dificuldade na 
aplicação deste tipo de modelos a outros cenários, onde não são conhecidas medidas, é 
conseguir uma forma expedita de relacionar os parâmetros das distribuições teóricas à 
especificidade do novo cenário. Como é obvio, o ideal seria dispor dum conjunto 
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suficientemente grande de medidas que contemplasse todos os cenários e configurações de 
antenas possíveis, o que na prática é impossível. 
Para aplicações práticas um modelo será tanto melhor quanto mais satisfatórios forem os 
seus resultados na avaliação dos parâmetros em vista utilizando uma reduzida carga 
computacional. 
2.6. Modelos de Canal Direccional 
Conforme referido acima, um modelo não é mais do que uma descrição matemática que 
permite uma análise aproximada de fenómenos complexos. Além disso, um dado modelo 
tem interesse para determinada aplicação se descreve de forma aceitável os aspectos a 
estudar. Em relação ao canal rádio, inicialmente surgiram modelos de banda estreita que 
caracterizam a propagação essencialmente em termos de atenuação e desvanecimento, 
tendo surgido mais tarde a caracterização em banda larga apresentada na secção 2.3. 
Recentemente, o aparecimento das técnicas de processamento de sinal associadas a 
agregados de antenas constitui uma promessa em termos de redução da interferência e 
aumento de capacidade. De forma a projectar e analisar convenientemente estas técnicas e 
os agregados de antenas é necessário dispor de modelos de canal espaciais ou direccionais. 
Nesta secção apresenta-se um resumo de alguns modelos que foram surgindo neste âmbito. 
2.6.1. Modelo de Lee 
Um dos primeiros modelos direccionais a surgir foi o modelo de Lee [24]. Este modelo foi 
proposto para analisar a correlação entre os sinais recebidos em dois sensores, de forma a 
inferir conclusões acerca da diversidade. 
De acordo com este modelo, os espalhadores estão uniformemente espaçados numa 
circunferência centrada no Terminal Móvel (TM) como se mostra na Figura 2.5. Na 
realidade, cada espalhador representa o efeito de vários espalhadores numa dada região. O 
facto do modelo considerar apenas dois sensores na recepção, não é restritivo uma vez que 
a matriz de correlação do sinal recebido num agregado com um número arbitrário de 
elementos pode ser calculada considerando a correlação entre cada par de elementos. 
Assumindo que N espalhadores estão uniformemente espaçados sobre a circunferência de 
raio R e posicionados de tal forma que existe linha de vista entre a estação base (EB) e 
cada um dos espalhadores, o ângulo de chegada é dado por 
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onde D corresponde à distância entre a EB e o móvel tal como representado na Figura 2.5. 
A correlação dos sinais de quaisquer dois elementos do agregado em função da distância 
entre estes, d, pode ser expressa por 
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Figura 2.5: Posicionamento dos espalhadores segundo o modelo de Lee. 
Tal como apresentado originalmente, o modelo apenas proporciona informação acerca da 
correlação entre os sinais. Mais tarde, foi proposta uma extensão do método que considera 
o efeito do desvio Doppler impondo uma velocidade angular no anel que sustém os 
espalhadores. No entanto, quando este método é usado para obter informação acerca dos 
atrasos e direcções de chegada, o PPA obtido apresenta “forma de U”, o que não é 
consistente com os resultados experimentais. O método foi então alterado considerando 
espalhadores em anéis adicionais permitindo assim obter o PPA desejado [23]. 
2.6.2. Distribuição Uniforme Discreta 
O modelo da distribuição uniforme discreta é semelhante ao modelo de Lee original quer 
em termos de motivação quer em termos de método. Basicamente, o que muda é a 
disposição dos espalhadores. Neste caso, conforme mostra a Figura 2.6, assumem-se N 
espalhadores uniformemente espaçados num feixe estreito centrado na direcção de linha de 
vista com o TM [25]. 








Figura 2.6: Geometria da distribuição uniforme discreta. 
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e a correlação dos sinais de dois elementos do agregado em função da distância entre estes, 
d, expressa por 
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As condições de aplicabilidade e conclusões deste método são muito semelhantes às do 
modelo de Lee. 
2.6.3. Modelos GBSB 
Os modelos GBSB (Geometrically Based Single-Bounce) são modelos estatísticos que 
assentam na definição duma Função Densidade de Probabilidade (FDP) espacial dos 
espalhadores. Uma vez que este tipo de modelos considera apenas uma reflexão especular 
em cada espalhador, efeitos como reflexões difusas, difracção ou reflexões múltiplas em 
vários espalhadores não são contabilizados. A FDP espacial dos espalhadores restringe-se a 
uma região delimitada cuja forma e tamanho têm sido objecto de investigação e dependem 
das condições do cenário. 
Esta família de modelos é adequada para efectuar simulações. Para isso é necessário 
distribuir os espalhadores aleatoriamente de acordo com FDP considerada. 
2.6.3.1. Modelo GBSB Circular 
O Modelo GBSB Circular – GBSBCM (Geometrically Based Single-Bounce Circular 
Model) pressupõe que os espalhadores se encontram uniformemente distribuídos num 
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círculo de raio Rm centrado no TM. Em ambientes macro-celulares a altura da EB é 
consideravelmente superior à do TM, donde não haverá interacções significativas do sinal 
que chega ao TM com objectos nas redondezas da BS. Este aspecto esteve na origem da 
motivação da geometria do GBSBCM. 
O GBSBCM apresenta como resultado principal uma grande probabilidade de existirem 
componentes multipercurso com um atraso semelhante ao da componente de LV. Do ponto 
de vista da BS é possível concluir ainda que todas as componentes estão confinadas num 
pequeno intervalo angular centrado na DC da componente de LV. 
Usando resultados experimentais, a sintonização do modelo pode ser efectuada ajustando 
convenientemente o valor do parâmetro Rm de forma a que o espalhamento angular 
resultante da aplicação do modelo e o dos resultados experimentais apresentem boa 
concordância. 
2.6.3.2. Modelo GBSB Elíptico 
Em ambientes micro-celulares a altura da EB e do TM são ambas relativamente pequenas, 
pelo que as interacções do sinal com o cenário serão muito semelhantes quer junto à BS 
quer junto ao TM. Assim, a geometria do Modelo GBSB Elíptico – GBSBEM 
(Geometrically Based Single-Bounce Elliptical Model) considera que os espalhadores se 
encontram uniformemente distribuídos no interior de uma elipse cujos focos são a BS e o 
TM. 
Um aspecto interessante do GBSBEM é a interpretação física que advém da geometria 
elíptica. Esta estabelece implicitamente que apenas são consideradas as componentes 
multipercurso com atraso menor ou igual do que o atraso máximo, τm, que corresponde às 
componentes multipercurso reflectidas por objectos sobre a elipse. Na realidade, 
componentes com atrasos maiores sofrem maior atenuação, logo a restrição imposta ao 
atraso é equivalente a impor um limiar de potência abaixo do qual os sinais não são 
detectados. Assim, escolhendo um τm suficientemente grande, o efeito de todas as 
componentes multipercurco com potência acima da sensibilidade do equipamento será 
considerado. Além disso, a escolha do parâmetro τm condiciona ainda o espalhamento do 
atraso e o espalhamento angular. 
2.6.4. Modelo GWSSUS 
O modelo GWSSUS (Gaussian Wide Sense Uncorrelated Scattering) assume que o sinal 
multipercurso tem origem em espalhadores agrupados em K aglomerados que 
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proporcionam diferentes atrasos. No entanto, os atrasos dos vários espalhadores 
pertencentes a um mesmo aglomerado não são distinguíveis. A motivação deste modelo 
estatístico foi providenciar uma fórmula geral para a matriz de correlação do sinal 
recebido. Assume-se ainda que a localização e atraso associados a cada aglomerado 
permanecem constantes durante vários ‘bursts’ de dados. 
O vector do sinal recebido é expresso por 
( ) ( ),
1
K
b k b k
k
t s t τ
=
= −∑x v  (2.19)
onde s(t) é a convolução do impulso de modulação com a resposta impulsiva do filtro do 
receptor, τ a variável atraso e ,k bv  é sobreposição dos vectores de ‘steering’ durante o 
b-ésimo ‘burst’ de dados e pode ser dado por 
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em que Nk representa o número de espalhadores no k-ésimo aglomerado, ,k iα  a amplitude, 
,k iϕ  a fase, ,k iφ  a DC da componente originada no i-ésimo espalhador pertencente ao 
k-ésimo aglomerado, 0kφ  a DC média associada ao k-ésimo aglomerado e ( )φa  é a 
resposta do agregado na direcção definida por φ  [23]. 
Se, para cada um dos aglomerados, Nk for suficientemente grande é possível aplicar o 
teorema do limite central aos elementos do vector ,k bv  que, nestas condições, seguem uma 
distribuição Gaussiana. Além disso, ,k bv  é estacionário em sentido lato, pois assume-se 
que os atrasos kτ  são constantes durante vários ‘bursts’ de dados mas a fase varia 
significativamente. Desta forma, os vectores ,k bv  são processos Gaussianos aleatórios, 
estacionários em sentido lato, descritos pela sua média e matriz de covariância. 
No caso de não existir LV, a média é nula devido à fase aleatória uniformemente 
distribuída no intervalo [0, 2π[. No caso de existir LV a média é proporcional à resposta do 
agregado, i. e., 
{ } ( ), 0k b kE φ∝v a . (2.21)
A matriz de covariância para o k-ésimo aglomerado é dada por 
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O modelo fornece resultados gerais em relação à forma da matriz de correlação. No 
entanto, nada refere em relação ao número de aglomerados nem à sua localização, logo, é 
necessária informação adicional de forma a poder aplicar o modelo em ambientes típicos. 
2.6.5. Modelo de Raleigh 
O modelo de Raleigh, também chamado de modelo do vector variante no tempo 
(Time-Varying Vector Channel Model), foi desenvolvido para descrever as propriedades do 
canal em termos de desvanecimento multipercurso do tipo Rayleigh e também em termos 
de correlação espacial. O modelo considera um cenário composto por L reflectores 
dominantes. 
O sinal recebido é modelado por 





t t s t tφ α τ
−
=
= − +∑x a n  (2.23)
onde a é a resposta do agregado, ( )l tα  é a amplitude complexa, s(t) é o sinal modulado e 
n(t) é um vector de ruído [25]. 
O aspecto interessante deste modelo reside no cálculo da amplitude complexa ( )l tα  que é 
expresso por 
( ) ( ) ( )l l l lt tα β τ= ⋅ Γ ⋅Ψ  (2.24)
em que lΓ  contempla o desvanecimento lento com distribuição lognormal, ( )lτΨ  descreve 
o PPA e ( )l tβ  é o diagrama de radiação complexo. 
2.6.6. Modelo de Saleh-Valenzuela Modificado 
O modelo desenvolvido Saleh e Valenzuela surgiu em consequência da análise de medidas 
experimentais que revelaram a existência de um fenómeno de “aglomeração” referente à 
chegada de componentes multipercurso em grupos. Observou-se que tanto os aglomerados 
como as componentes de cada aglomerado apresentam amplitude decrescente com o 
tempo. Assim foi proposto [25] o seguinte modelo para a resposta impulsiva 




h t t Tα δ τ
∞ ∞
= =
= − −∑∑  (2.25)
onde a soma em i corresponde aos aglomerados e a soma em j corresponde às componentes 
de um aglomerado. As variáveis αij seguem uma distribuição de Rayleigh cujo valor médio 
quadrático é definido por 










= −   Γ   
 (2.26)
em que Γ e γ são as constantes de tempo dos aglomerados e das componentes, 
respectivamente. 
Com o intuito de incluir a DC no modelo e assumindo que os processos aleatórios no 
tempo e na DC são estatisticamente independentes, i. e., 
( ) ( ) ( ),h t h t hφ φ=  (2.27)
foi proposta uma extensão ao modelo que propõe o seguinte modelo para a resposta 
impulsiva angular 




h φ α δ φ ω
∞ ∞
= =
= − Φ −∑∑  (2.28)
onde αij é amplitude da componente j no i-ésimo aglomerado. Φi é o ângulo médio do 
i-ésimo aglomerado o qual se assume uniformemente distribuído no intervalo [0, 2π[. ωij 
representa o ângulo da componente j no i-ésimo aglomerado e segue uma distribuição de 
Laplace com média nula e desvio padrão σ. 
2.6.7. Modelo da Linha de Atrasos com Baixadas Estendido 
O modelo da linha de atrasos com baixadas estendida representa uma generalização do 
modelo clássico da linha de atrasos com baixadas, usado na caracterização de filtros 
lineares variantes no tempo, de forma a incluir a caracterização da DC. Este modelo é 
composto por W baixadas estando associado a cada uma delas um atraso τw, uma amplitude 
complexa αw e uma DC φw. 
A resposta impulsiva do canal é representada por 






h t tτ φ α δ τ τ δ φ φ
=
= − −∑ . (2.29)
A equação apresentada para resposta impulsiva do canal é uma expressão genérica e não 
assume qualquer distribuição para os parâmetros τ, φ e |α|. Desta forma, as estatísticas 
destes parâmetros têm que ser derivadas com base em resultados experimentais, o que pode 
ser conseguido a partir dos histogramas dos mesmos parâmetros [23]. 
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2.6.8. Modelo das Sub-regiões Elípticas 
O modelo das sub-regiões elípticas assume, tal como o GBSBEM apresentado na secção 
2.6.3.2, que os espalhadores se encontram distribuídos no interior de uma elipse. No 
entanto, neste modelo a elipse é subdividida em várias sub-regiões, cada uma 
correspondendo a um intervalo na variável atraso. Além disso, a escolha do número de 
espalhadores e a forma de os distribuir também é diferente. Enquanto que no GBSBEM os 
espalhadores são distribuídos uniformemente no interior da elipse, neste modelo o número 
de espalhadores em cada sub-região é dado por uma variável aleatória que segue uma 
distribuição de Poisson e cuja média é escolhida de acordo com o perfil de atraso dos 
resultados experimentais. 
O modelo assume ainda que as componentes multipercurso chegam em “aglomerados” 
devido a reflexões múltiplas que ocorrem nos diversos pontos reflectores dos espalhadores. 
Assim, assumindo L espalhadores cada um com Kl pontos de reflexão, o modelo propõe 
[25] a seguinte expressão 





t i ik ik ik ik r ik
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h t t E f t t Eφ α π γ δ τ φ
= =
= × − + −∑ ∑  (2.30)
onde αik, τik e γik correspondem, respectivamente, à amplitude, ao atraso e à fase da 
componente do sinal originada no ponto de reflexão ik. fik é o desvio Doppler de cada 
componente, φik representa o ângulo do percurso receptor-emissor e ( )tiφ  é o ângulo do 
i-ésimo espalhador visto do emissor. Et(φ) e Er(φ) representam os diagramas de radiação 
das antenas do emissor e do receptor, respectivamente. 
Segundo o modelo a variável φik segue uma distribuição Gaussiana o que se revelou 
concordante com resultados experimentais realizados na cidade de Toronto. 
2.6.9. Combinação dos Modelos GSBS e GWSSUS 
Os modelos GSBS apresentados na secção 2.6.3 não proporcionam informação em relação 
à evolução temporal da resposta impulsiva, logo, assume-se que observações consecutivas 
da resposta impulsiva instantânea são descorrelacionadas, o que não é realista. Por outro 
lado, o modelo GWSSUS é totalmente baseado em medidas experimentais. Assim, foi 
proposta uma combinação entre os dois modelos que consiste em considerar um modelo 
GBSB assumindo aglomerados de espalhadores, em vez de espalhadores isolados, que 
obedecem às condições do modelo GWSSUS [23]. 
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A distribuição espacial dos aglomerados é fixa e segue uma distribuição uniforme. Durante 
o movimento do TM a região considerada pelo modelo GBSB acompanha o seu 
movimento. Desta forma, novas componentes multipercurso vão sendo consideradas à 
medida que, simultaneamente, algumas vão deixando de ser consideradas, logo o número 
de componentes multipercurso varia com o tempo. 
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3. Medição da RI do Canal Rádio Móvel 
No capítulo anterior foram apresentadas algumas das principais características do canal 
rádio móvel tendo sido dada atenção a alguns parâmetros que o permitem caracterizar 
adequadamente tanto em termos de análise e modelação como em termos de projecto e 
dimensionamento de sistemas. Assim, é necessário obter dados experimentais a partir dos 
quais esses parâmetros possam ser determinados. 
3.1. Métodos de Medição do Canal Rádio Móvel 
A escolha da técnica a utilizar na medição de canais de propagação depende da aplicação 
em vista, nomeadamente dos parâmetros que se pretendem medir e em que domínio: tempo 
ou frequência. Em geral, é necessário optar por uma solução de compromisso entre as 
potencialidades que cada técnica proporciona e a correspondente complexidade de 
implementação. Nas subsecções seguintes são descritas as técnicas mais importantes. 
3.1.1. Técnica do Pulso Periódico 
O método mais simples de medir a resposta impulsiva de um canal, porventura 
implementando de forma directa o conceito de resposta impulsional, é excitá-lo com um 
pulso suficientemente estreito (no tempo) e observar o sinal recebido, que será a 
convolução do referido pulso com a RI do canal. Para que seja possível observar o 
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comportamento variante do canal, o pulso deve ser repetido periodicamente. O período de 
repetição deve ser suficientemente curto para permitir observar a variação temporal dos 
vários percursos (raios), mas também suficientemente longo de forma a assegurar que 
todas as componentes multipercurso de amplitude significativa sejam recebidas entre dois 
pulsos consecutivos sem sobreposição de componentes originadas por diferentes pulsos. O 
intervalo de tempo entre pulsos determina assim, o máximo atraso de propagação com que 
um eco é recebido sem sobreposição com o pulso seguinte. A largura (duração) do pulso 
elementar determina a resolução temporal (e espacial) das medidas, i. e., o mínimo 
intervalo de tempo entre dois ecos que é possível destinguir, ou seja, recebê-los 
individualmente. Esta técnica permite também medir os desvios Doppler se for usada uma 
desmodulação coerente do sinal recebido. A elevada potência de pico necessária para 
proporcionar uma adequada relação sinal/ruído no receptor é a sua principal desvantagem. 
De facto a reprodução correcta do impulso no receptor exige deste uma elevada largura de 
banda o que conduz à existência de elevados níveis de potência de ruído [11]. 
3.1.2. Técnicas de Compressão de Pulsos 
A base de todos os sistemas que usam técnicas de compressão de pulsos advém da teoria 
de sistemas lineares. É sobejamente sabido que aplicando ruído branco, n(t), à entrada de 
um sistema linear e correlacionando o ruído à saída, w(t), com uma réplica atrasada do 
sinal de entrada n(t-τ), o coeficiente de correlação é proporcional à resposta impulsiva do 
sistema, h(t), no tempo de atraso τ. Este resultado traduz-se na seguinte equação: 
( ) ( ) ( ) ( ) ( ) ( )0E w t n t E h n t n t d N hτ ξ ξ τ ξ τ∗ ∗  − = − − =   ∫  (3.1)
onde N0 é a densidade espectral de ruído. A integração inerente ao processo torna-o 
bastante mais sensível que a utilização de pulsos. 
Na prática, não é realista gerar-se ruído branco, logo os sistemas experimentais usam sinais 
com propriedades semelhantes às do ruído branco. Destes, provavelmente os mais 
conhecidos, são as sequências binárias pseudo-aleatórias também denominadas 
pseudo-ruído e são muito usadas nos sistemas de comunicação em geral, uma vez que se 
podem gerar facilmente usando linhas de atraso com realimentação e possuem boas 
propriedades de autocorrelação. 
Uma forma de implementar a compressão de pulsos consiste em usar um filtro adaptado à 
forma de onda (sequência binária pseudo-aleatória) usada pelo sistema de medida: é a 
denominada convolução por filtro adaptado. Na prática, este filtro é implementado com 
tecnologia de ondas acústicas de superfície. Pelo facto de o filtro ser adaptado a uma 
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sequência específica transmitida, não é necessário gerar outra sequência no receptor para 
efectuar a compressão de pulsos, sendo portanto uma técnica assíncrona com vantagens em 
termos de custos e complexidade de implementação. Contudo, as desvantagens que 
apresenta limitam a sua aplicação em termos práticos. A primeira reside no elevado custo 
do equipamento para armazenar os resultados, a não ser que se usem técnicas de 
processamento de sinal por forma a reduzir a largura de banda dos sinais a serem 
armazenados. Outra limitação consiste nas deficiências da tecnologia usada na 
implementação do filtro adaptado e dificuldades associadas ao seu processo de fabrico 
[11]. 
Como alternativa ao método da convolução, é possível implementar um receptor em que o 
processamento é baseado no método de correlação. Este método consiste na transmissão do 
mesmo tipo de sinal que o método anterior, uma portadora modulada por uma sequência 
binária pseudo-aleatória, o qual é correlacionado no receptor com uma sequência binária 
pseudo-aleatória gerada localmente mas com uma frequência ligeiramente 
alongada/encurtada no tempo uma das sequências periodicamente. Este procedimento 
resulta assim, na expansão do pulso de teste (compressão da largura de banda) de um factor 
determinado pela diferença de frequências das sequências transmitida e gerada no receptor. 
Esta técnica é denominada por correlador deslizante e tem a grande vantagem de permitir 
usar equipamento de largura de banda relativamente pequena para armazenamento de 
dados e permitir velocidades moderadas da estação móvel. 
3.1.3. Varrimento em Frequência 
O método de varrimento em frequência baseia-se na medição da função de transferência do 
canal que é, no fundo o que os analisadores de redes vectoriais fazem para caracterizar a 
transmissão (S21 em termos da matriz de ‘Scattering’ de um quadripolo) de um dispositivo 
qualquer. Trata-se portanto de um método de medida no domínio da frequência. É 
transmitida uma simples portadora e recebida em amplitude e fase. Repetindo o processo 
ao longo da banda de frequências de interesse obtém-se a função de transferência 
complexa do canal. A resposta impulsiva complexa passa-baixo pode depois ser obtida 
através da transformada inversa de Fourier. A resolução temporal que este método 
proporciona depende apenas da largura de banda de medida e do tipo de janela de 
truncatura usada no domínio da frequência. Este varrimento pode tornar-se bastante lento 
se o tempo de integração for longo ou a largura de banda muito elevada pelo que apresenta 
a desvantagem de não ser possível possível medir o desvio Doppler [26]. 
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Admitindo uma janela de truncatura rectangular, a resolução temporal, ∆τ, que se obtém 




Além disso, a largura de banda de medida e o número de amostras adquiridas nessa banda, 
N, determinam a janela de tempo em que não há sobreposição da cauda das respostas 
impulsivas adjacentes. Assim, o atraso máximo de propagação, τmax, dos ecos 






3.2. Sistema de Medição do Canal Direccional 
O diagrama esquemático do sistema de medida implementado e usado durante a realização 
deste trabalho é apresentado na Figura 3.1. Este sistema usa o método de varrimento em 
frequência implementado com base num analisador de redes vectorial da HP3. No caso 
concreto de medição do canal de propagação um dos portos do analisador desempenha o 
papel de emissor e o outro de receptor. Assim, após o procedimento de calibração, o 
parâmetro S21 representa a função de transferência do canal rádio. O procedimento de 
calibração consiste em retirar as antenas e ligar directamente os dois portos. Desta forma, a 
caracterização do canal incluirá obrigatoriamente o efeito das antenas usadas. 
O sistema de medida inclui também uma plataforma de posicionamento (X-Y), que 
permite o movimento a duas dimensões da antena receptora para posições bem definidas, 
possibilitando assim, gerar um agregado sintético. As diversas respostas podem então ser 
usadas em conjunto para estimar, para além do atraso e da amplitude complexa, a direcção 
de chegada das diversas componentes multipercurso. O uso de um agregado sintético 
(virtual) apresenta duas grandes vantagens: evita-se a necessidade de comutadores 
electrónicos rápidos reduzindo os custos e a complexidade de implementação; e evita-se a 
interacção entre os diversos elementos do agregado que obrigaria a um elevado esforço de 
calibração. Além disso, o factor de elemento do agregado, é rigorosamente o mesmo uma 
vez que apenas é usada uma antena [27]. 
Tanto o analisador de redes, como a plataforma de posicionamento X-Y são controlados 
por um computador permitindo automatizar os processos de medida, aquisição e 
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armazenamento dados. A plataforma de posicionamento X-Y, desde que devidamente 
controlada, permite gerar um agregado bidimensional de forma genérica, mas neste 
trabalho apenas se consideram agregados rectangulares podendo ser parametrizados tanto o 
número de elementos em cada uma das dimensões como a distância entre eles. Nas 
subsecções seguintes o sistema é apresentado em mais detalhe. 
 
Figura 3.1: Diagrama do sistema implementado para a medição do canal direccional. 
3.2.1. Plataforma de Posicionamento X-Y 
A plataforma de posicionamento X-Y foi construída com base em elementos disponíveis 
no mercado. As soluções mais comuns para a gama de comprimentos desejada, (cerca de 
70 cm) são geralmente unidades industriais capazes de transportar grandes cargas e 
apresentam precisão de posicionamento normalmente muito grosseira. No entanto, foi 
encontrada uma solução que suporta cargas até 5 Kg e apresenta boa precisão de 
posicionamento. O sistema é constituído basicamente por duas unidades de 
posicionamento linear, montadas perpendicularmente uma sobre a outra, conforme 
ilustrado na Figura 3.1. Na Figura 3.2 que apresenta uma fotografia da plataforma de 
posicionamento, é possível verificar que foram também adicionados dois carris extra e uma 
barra de apoio de forma a manter a ortogonalidade das unidades de posicionamento e 
permitir um funcionamento estável e robusto. No entanto, as unidades de posicionamento 
são as mais dispendiosas. 
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Figura 3.2: Plataforma de posicionamento. 
O movimento é transmitido por um parafuso sem-fim com bolas de apoio que 
proporcionam boa precisão, repetibilidade e poucas restrições no arranque e na paragem. 
Este tipo de transmissão de movimento é ainda recomendável caso se pretenda movimentar 
a plataforma num plano inclinado ou mesmo vertical. O deslocamento linear da carruagem 
pode ser relacionado com a rotação angular usando o denominado passo do parafuso 
sem-fim. Para uma revolução de 360º (uma volta) o respectivo deslocamento linear 
corresponde a 5 mm. 
A motorização da plataforma representa um ponto importante. As características de torque, 
precisão, tempos de posicionamento, electrónica adicional e potencialidades de controlo 
são essenciais para o desenvolvimento rápido de um protótipo. Existem duas alternativas 
em termos de motorização: motores servo e passo a passo. Os motores servo apresentam 
binário elevado e requerem o uso de codificadores em malha fechada para controlar o 
deslocamento e atingir a posição desejada. Geralmente, o uso de motores servo implica 
uma maior complexidade em termos de electrónica adicional, para além de ser uma 
solução mais dispendiosa. Dado o tipo de carga a transportar, as exigências de binário 
permitem que se opte por motores passo a passo. A maior desvantagem deste tipo de 
motores é a possibilidade de obter um posicionamento impreciso devido à perda de passos 
que podem ocorrer principalmente no arranque e na paragem. No entanto, as soluções 
comerciais recentes incluem já mecanismos que permitem detectar e recuperar de passos 
perdidos. Além disso, a perda de passos pode ser evitada ou minimizada efectuando uma 
aceleração e desaceleração adequada, durante o arranque e a paragem respectivamente. 
Esta tarefa fica a cargo do ‘software’ de movimentação que traz incluído várias 
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possibilidades de controlo da velocidade. O que foi usado implementa uma variação 
trapezoidal da velocidade. 
Foram seleccionados e adquiridos dois motores iguais que apresentam 1.2 Nm de binário e 
respectivos ‘drivers’ ou fontes de alimentação. Estes motores podem ser configurados para 
realizar uma rotação completa em 500 ou 1000 passos. Atendendo à relação do 
deslocamento angular-linear da plataforma, a solução encontrada apresenta resolução 
suficiente para efectuar posicionamento com elevada resolução que poderá ser útil em 
testes a frequências mais elevadas. 
Como medida de precaução, foram instalados também quatro interruptores de fim de curso 
por forma a detectar movimento para além do espaço útil da plataforma e travar o 
deslocamento por ‘hardware’. 
3.2.2. Controlo do Sistema 
Existem no mercado algumas placas PCI (Peripheral Component Interconnect) que têm 
capacidade de controlar até um máximo de quatro motores. A interface com os ‘drivers’ 
dos motores é imediata uma vez que quase não é necessário ‘hardware’ externo. 
A disponibilidade de ferramentas de ‘software’ é também um factor importante. Foi 
decidido usar uma placa 7214 da National Instruments. Além de existirem já os ‘drivers’ 
apropriados para LabVIEW é ainda acompanhada de algum ‘software’ útil para a 
realização de testes. Em termos de ‘hardware’ tem ainda várias linhas destinadas 
nomeadamente a entrada e saída (I/O), conversão digital – analógica (DAC) e conversão 
analógica – digital (ADC) que poderão ser úteis futuramente. 
O analisador de redes é controlado por uma placa GPIB (General Purpose Interface Bus) 
interligada num ‘slot’ ISA (Industry Standard Architecture) para a qual também já existem 
‘drivers’ para LabVIEW. 
3.2.3. ‘Software’ de Controlo e Aquisição de Medidas 
Como se pode depreender dos pontos referidos anteriormente a plataforma LabVIEW, foi a 
eleita para o desenvolvimento de todo o ‘software’ de controlo, medida, aquisição e 
armazenamento de dados. Descrevem-se de seguida as infra-estruturas desenvolvidas para 
efectuar medidas de campo. Pode parecer que algumas facilidades implementadas têm um 
interesse reduzido mas de facto são todas essenciais para uma organização, registo 
conveniente e correcto de elevados volumes de dados cuja origem e contexto em que foi 
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efectuada a medida tendem normalmente a ser esquecidos, dado o elevado número de 
testes realizado. Por outro lado pretende-se que esta plataforma e respectivo ‘software’ de 
apoio venha a ser usado para trabalhos deste tipo num futuro breve. 
A Figura 3.3 mostra a interface do ‘software’ de controlo e aquisição de medidas. A 
interface é constituída essencialmente por quatro blocos: definição dos parâmetros do 
agregado, definição do estado e da calibração do analisador de redes vectorial, definição do 
directório de armazenamento de dados e informações ou comentários a guardar num 
relatório de medida. 
 
Figura 3.3: Interface do ‘software’ de controlo e aquisição de medidas. 
Os parâmetros do agregado resumem-se basicamente ao número de elementos em cada 
dimensão (NX e NY respectivamente) e ao espaçamento entre estes (∆X/λ e ∆Y/λ)4. 
Adoptou-se, para ambos os eixos, a mesma velocidade linear e o mesmo perfil de 
                                                 
4 Para que o espaçamento entre elementos, assim definido em comprimentos de onda, possa ser traduzido 
para um número de passos a executar pelo motor é necessário conhecer também o comprimento de onda de 
operação (ou a frequência) e a relação deslocamento angular-linear da plataforma. Optou-se por configurar o 
motor para realizar uma volta em 500 passos. Uma vez que, como já referido, uma volta corresponde a um 
deslocamento linear de 5 mm, a relação desejada é, neste caso, 100 passos/mm. 
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velocidade trapezoidal. Tanto a velocidade como a aceleração (que define o perfil de 
velocidade trapezoidal) podem também ser definidos nesta interface. 
A realização de uma medida com o analisador de redes vectorial implica uma configuração 
prévia do mesmo. É necessário, entre outras coisas, definir o tipo de medida (neste caso o 
parâmetro S21), a largura de banda da medida, o número de pontos a adquirir, a potência a 
usar, o patamar de ruído, etc.. Uma determinada combinação da configuração dos diversos 
parâmetros denomina-se aqui por estado (do analisador de redes vectorial). É possível criar 
um estado, armazená-lo num ficheiro e mais tarde carregá-lo de novo para o analisador. Da 
mesma forma é possível efectuar a calibração para uma dada montagem experimental, 
guardá-la e, se necessário, carregá-la de novo mais tarde. Assim, em relação à 
configuração do analisador de redes, é necessário optar entre criar um novo estado (no 
analisador) ou carregar um estado armazenado. Igualmente, em relação à calibração, é 
necessário optar entre realizar uma nova calibração ou carregar outra já efectuada e válida 
para a montagem experimental a testar. Em geral, os analisadores de redes dispõem da 
facilidade de realizar médias de um conjunto de medidas de forma a reduzir o nível de 
ruído. Nesta interface, é possível ainda, seleccionar o uso dessa facilidade e definir o 
número de medidas com que se pretende realizar a média. 
Cada posição (elemento do agregado virtual) corresponde a uma medida da resposta em 
frequência do canal a qual é armazenada num ficheiro de texto para processamento 
posterior. O directório de armazenamento das medidas (ficheiros) efectuadas tem que ser 
fornecido nesta interface. A criação dos ficheiros é automática bem como a criação dos 
respectivos nomes que segue uma numeração sequencial. Em cada ficheiro é guardado, 
para além da medida fornecida pelo analisador de redes, informação sobre a posição 
espacial da antena a que corresponde a medida em causa. Existe ainda um parâmetro que 
define o número de varrimentos espaciais, i. e., o número de conjuntos completos de 
medidas do agregado virtual, o que permite realizar, à posteriori, a média de medidas 
realizadas em instantes de tempo diferentes e filtrar algum efeito não estacionário devido 
por exemplo ao movimento de objectos no cenário de medida. Após configuração 
(definição do estado, calibração realizada, etc.) e arranque do processo de medida este é 
completamente automático (até finalizar uma medida ou um conjunto de medidas), pelo 
que foi incluído um atraso configurável na iniciação de aquisição das medidas para que os 
operadores do sistema tenham tempo de se afastar. 
Por último, a interface permite ainda a inserção de informações ou comentários a incluir no 
relatório de medida. O relatório de medida consiste num ficheiro de texto que reúne um 
conjunto de informações tais como os parâmetros de configuração do agregado virtual e do 
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analisador de redes (número de elementos por eixo, espaçamento entre elementos, estado e 
calibração usados, etc.) e informações ou comentários que o operador do sistema pode 
inserir nos campos reservados para esse efeito (tipo e altura das antenas usadas, tipo de 
ambiente onde se realiza a medida, etc. – Figura 3.3). 
Na Figura 3.4 apresenta-se o diagrama de fluxo do ‘software’ de medida. O processo 
começa com uma inicialização do ‘hardware’, nomeadamente, estabelecimento de 
comunicação e configuração de alguns parâmetros (tais como modo de operação dos 
motores, perfil de velocidade, etc.). A fase seguinte consiste em estabelecer o estado do 
analisador de redes. Conforme referido anteriormente, existem duas opões: criar novo 
estado no analisador de redes; ou carregar um estado existente. Seguidamente, é 
estabelecida a calibração. Também neste ponto existem duas alternativas: efectuar as 
alterações necessárias na montagem experimental, realizar uma nova calibração e repor a 
montagem experimental; ou carregar uma calibração armazenada e válida para o estado 
definido no ponto anterior. Após estas tarefas, pode ser iniciado o processo de medição 
propriamente dito. Por fim é gerado o relatório de medida que contém a informação já 
referida acima. 
 
Figura 3.4: Diagrama de fluxo do ‘software’ de medida. 
A Figura 3.5 apresenta, com mais detalhe, o diagrama de fluxo do bloco “Realizar e 
armazenar medidas” da Figura 3.4. O procedimento consiste, basicamente em mover a 
antena para uma dada posição, efectuar a medida, adquirir os dados e armazená-los num 
ficheiro juntamente com a informação da posição onde foi feita a medida (coordenadas 
X-Y). O movimento da antena é realizado de uma forma duplamente cíclica: num ciclo 
interno são percorridas todas as posições num dos eixos (dimensão Y, por exemplo) para 
um dada posição do outro eixo (dimensão X) que é actualizada por um ciclo externo ao 
anterior, percorrendo-se assim todas as posições do agregado virtual. Existe ainda um outro 
ciclo mais externo que controla o número de varrimentos espaciais (conjunto completo de 
medidas do agregado virtual). Foi referido acima, que o directório de armazenamento dos 
dados é definido na interface do ‘software’. Se forem realizados mais do que um 
varrimento espacial então são criados subdirectórios para armazenar os dados de cada um 
dos varrimentos. 
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Figura 3.5: Diagrama de fluxo do bloco “Realizar e armazenar medidas”. 
3.2.4. Algumas Considerações 
Foi referido anteriormente que o sistema se baseia no método de varrimento em frequência, 
consequentemente, apresenta como desvantagem o facto de não ser possível medir o 
desvio Doppler. No entanto, é um sistema de baixa complexidade, relativamente fácil de 
implementar e não obriga a grandes investimentos. Uma vez que a instituição onde foi 
desenvolvido o trabalho dispõe já de um analisador de redes, o investimento resumiu-se à 
plataforma de posicionamento, motorização da mesma e ‘hardware’ de controlo/interface 
com o computador. Na implementação deste sistema foram usados módulos disponíveis no 
mercado o que se revelou compensador em termos de facilidade de montagem e de 
desenvolvimento de ferramentas de controlo. 
O sistema implementado apresenta como grande vantagem o facto de poder ser usado 
numa vasta gama de frequências desde que equipado com antenas e um analisador redes 
adequados para a frequência de trabalho. Inevitavelmente existem sempre algumas 
restrições. Um aspecto a ter em consideração é a atenuação introduzida pelos cabos 
coaxiais que limitam a gama dinâmica da medida. Uma forma de resolver este problema é 
introduzir um amplificador no cabo de transporte do sinal (preferencialmente à saída do 
analisador de redes). Esta solução foi usada em algumas medidas realizadas durante este 
trabalho. No entanto, cabos coaxiais não são adequados para transportar sinais de 
frequências elevadas. Neste caso a solução consiste em transportar até à antena um sinal de 
frequência intermédia baixa e aí usar um misturador para converter o sinal para a 
frequência desejada. Na recepção, converte-se o sinal novamente para a frequência 
intermédia. Esta solução não foi ainda implementada mas é desejada num futuro próximo. 
O principal inconveniente desta solução pode ser a dificuldade de usar, no emissor e no 
receptor, o mesmo sinal de referência ou manter os sinais de referência síncronos, se estes 
forem independentes. A restrição para frequências baixas é o espaço útil de que a 
plataforma dispõe (75 cm x 75 cm) o que limita o tamanho do agregado virtual e 
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consequentemente a quantidade de informação que se pode retirar. Na prática, existe uma 
frequência mínima para que se consiga obter um agregado de um dado tamanho. 
3.3. O Sistema em Campo 
O sistema implementado foi usado no âmbito deste trabalho e as condições concretas de 
uso são descritas nas secções seguintes. Os dados obtidos foram processados com um 
conhecido algoritmo de elevada resolução e os resultados foram comparados com 
simulações de traçado de raios. O algoritmo é exposto no capítulo 4 e os resultados são 
apresentados no capítulo 5. 
Neste trabalho foi decidido estudar o canal de propagação na banda dos 2 GHz. As razões 
que motivaram esta decisão foram essencialmente três. 
• Primeiro, a banda dos 2 GHz é actualmente bastante concorrida por uma diversidade 
de serviços. 
• Segundo, o analisador disponível, Hewlett Packard 8753D, só permite medidas até 3 
GHz. 
• Terceiro, a frequência seleccionada representa uma boa solução de compromisso 
entre a dimensão máxima do agregado (5λx5λ correspondendo a 11x11 elementos 
espaçados de λ/2) e a atenuação introduzida pelos cabos a esta frequência. 
A Figura 3.6 apresenta fotografias do sistema (emissor e receptor) numa sessão de medidas 
realizadas no ‘campus’ da Universidade de Aveiro. Na fotografia da direita são bem 
visíveis as diversas componentes do sistema: analisador de redes, plataforma de 
posicionamento X-Y e computador de controlo. 
3.4. As Antenas 
Tendo em vista a banda dos 2 GHz, foram dimensionadas e construídas duas antenas 
idênticas tipo monopolo e uma antena discónica. A Figura 3.7 apresenta fotografias de 
ambas as antenas. A Figura 3.8 e a Figura 3.9 apresentam o diagrama de radiação, no plano 
vertical, e o coeficiente de reflexão do monopolo e da antena discónica respectivamente. 
No plano horizontal, estas antenas são teoricamente omnidireccionais e na prática 
apresentam algumas flutuações inferiores a 2 dB. Os diagramas de radiação apresentados 
correspondem à média, efectuada em torno do eixo vertical, do diagrama de radiação 
efectivamente medido. 
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Figura 3.6: O sistema em campo: emissor à esquerda e receptor à direita. 
    
Figura 3.7: Fotografias das antenas: monopolo à esquerda e discónica à direita. 
O diagrama de radiação do monopolo apresenta máximo para uma elevação de 
aproximadamente 48º e o nível de sinal radiado é maior que -3 dB no intervalo [35º, 70º], 
ou seja, o monopolo apresenta uma largura de feixe a meia potência de 35º. A atenuação 
para sinais no plano horizontal, 90º de elevação, é cerca de 7 dB. Considerando uma boa 
adaptação se o coeficiente de reflexão for menor que 0.33, o monopolo apresenta boa 
adaptação na banda [1800, 2150] MHz, i. e., uma largura de banda de 350 MHz, sendo a 
melhor adaptação obtida para 1950 MHz (coeficiente de reflexão aproximadamente 0.06). 
O monopolo é assim, uma antena pouco directiva e de banda estreita. 
A antena discónica é também pouco directiva uma vez que o nível de sinal radiado é maior 
que -3 dB no intervalo [90º, 155º], apresentando assim uma largura de feixe a meia 
potência de 65º. O coeficiente de reflexão da antena discónica foi medido na banda do  
30 KHz a 3000 MHz e verificou-se que esta apresenta uma boa adaptação numa vasta 
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gama de frequências que tem início nos 780 MHz aproximadamente, sendo portanto uma 




















































Figura 3.8: Diagrama de radiação do monopolo, medido num plano vertical, à esquerda (o diagrama foi 





















































Figura 3.9: Diagrama de radiação da antena discónica, medido num plano vertical, à esquerda e coeficiente 
de reflexão à direita. 
Tendo em conta as características das antenas apresentadas acima, conclui-se que para 
montagens em que o emissor e o receptor apresentam uma diferença de altura considerável 
(como na Figura 3.6) é aconselhável usar a antena discónica no ponto mais alto, 
tipicamente o emissor, e o monopolo no nível inferior. Escolhendo, para uma dada 
distância entre o emissor e o receptor, uma diferença de alturas adequada é possível alinhar 
o raio de LV nas direcções de máximo das antenas emissora (discónica) e receptora 
(monopolo) simultaneamente. Em situações em que o emissor e o receptor se encontrem à 
mesma altura é mais adequado usar dois monopolos para ter máximo sinal. 
3.5. Os Parâmetros de Teste 
A maioria dos testes foi realizada em ambientes exteriores e neste trabalho apenas são 
apresentados resultados deste tipo de ambientes. Em relação às configurações do 
analisador de redes vectorial, usou-se uma largura de banda de medida de 200 MHz, 
centrada em 2 GHz, o que determina uma resolução temporal de 5 ns e consequentemente 
um resolução espacial de 1.5 m. O número de pontos adquiridos na banda de medida foi 
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801 em alguns casos e 1601 (máximo permitido pelo analisador) noutros casos permitindo 
assim, atrasos máximos de 4 e 8 µs respectivamente, sem que haja sobreposição das 
respostas impulsivas. A potência transmitida foi 10 dBm em alguns casos 14 dBm noutros 
casos. Em alguns casos, foi também usada a facilidade disponível no analisador de redes de 
realizar médias de um conjunto de medidas. 
As respostas impulsivas em cada elemento do agregado foram obtidas aplicando uma IFFT 
(Inverse Fast Fourier Transform) às respectivas respostas em frequência e truncando o 
resultado a meia duração, ou seja, o atraso máximo estimável é de 2 µs ou 4 µs, 
respectivamente no caso de 801 ou 1601 pontos. 
A Figura 3.10 apresenta a RI obtida no elemento da origem para um caso em que foram 
adquiridos 801 pontos na banda de frequências referida acima. A figura mostra que o nível 
de ruído se encontra aproximadamente 50 dB abaixo da componente mais potente 
(componente LV). No capítulo 5 serão apresentados, com mais detalhe, os resultados 
obtidos em três cenários exteriores. 
 
Figura 3.10: RI obtida no elemento da origem para o par de posições (Tx1, Rx1) do cenário 2. 
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4. Algoritmos de Elevada Resolução 
Conforme exposto anteriormente o canal rádio móvel é dispersivo pelo que o sinal no 
receptor é o resultado das contribuições das várias componentes multipercurso. 
Recentemente, têm sido usados vários métodos de elevada resolução para estimar alguns 
dos parâmetros dessas componentes: a amplitude complexa, o atraso, o azimute e a 
elevação e o desvio Doppler. 
Em termos práticos, o problema consiste em encontrar um conjunto de L ondas que 
descreva de uma forma aceitável os sinais medidos num conjunto de M sensores. Estes 
sinais resultam da contribuição das várias ondas existentes no cenário que em cada sensor 
se somam vectorialmente com amplitudes individuais que dependem da respectiva 
amplitude, fase, posição do sensor e ainda das características do diagrama de radiação do 
próprio sensor. 
As técnicas de estimação que têm vindo a ser desenvolvidos para este tipo de problemas 
são denominadas de técnicas de processamento de sinal espacial-temporal e combinam a 
informação recolhida nos diferentes sensores. Neste campo, existem duas categorias de 
métodos [28]: estimação espectral e estimação paramétrica. No primeiro caso é necessário 
definir uma função espectral dos parâmetros de interesse. As localizações dos picos mais 
elevados que esta função espectral apresenta correspondem às estimativas dos parâmetros 
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de interesse. Como método de estimação espectral importa referir o algoritmo MUSIC 
(Multiple Signal Classification) [29,30]. 
A estimação paramétrica pode ser baseada num sub-espaço (PSBE – Parametric 
Subspace-Based Estimation) ou determinista (DPE – Deterministic Parametric 
Estimation). O algoritmo ESPRIT (Estimation of Signal Parameter via Rotational 
Invariance Techniques) e suas variantes pertencem à primeira categoria de estimação 
paramétrica enquanto que o EM (Expectation-Maximization) e o SAGE (Space-Alternating 
Generalized Expectation-Maximization) pertencem à segunda categoria. Neste capítulo, 
será dada especial atenção ao algoritmo ‘Unitary’ ESPRIT e aos algoritmos baseados no 
estimador de máxima verosimilhança nomeadamente, aos algoritmos EM e SAGE. 
4.1. O Algoritmo ‘Unitary’ ESPRIT 
O ‘Unitary’ ESPRIT [31] é um algoritmo aplicável a agregados cujas posições dos 
elementos sejam simétricas em relação ao ponto central5 [32], pois explora as propriedades 
de invariância rotacional do subespaço gerado pelo sinal, provocadas pela invariância 
translaccional deste tipo de agregados. Nestas condições e considerando a origem do 
referencial localizada no ponto central, a resposta complexa dos elementos em posições 
“simétricas” é a mesma. Como exemplos de agregados que preenchem este requisito, 
podemos citar os agregados lineares e rectangulares uniformes. Tal como o ESPRIT 
original [33], este algoritmo apresenta três passos principais: 1) cálculo dos vectores 
próprios da matriz do sinal; 2) resolução de um sistema de equações formado a partir 
destes vectores; 3) cálculo dos valores próprios da matriz solução do sistema formulado no 
ponto 2. Face ao algoritmo original, esta variante apresenta como vantagens: redução da 
carga computacional pois permite formular o problema em termos de cálculos com valores 
reais e melhor desempenho uma vez que virtualmente, permite duplicar o número de 
amostras [31]. 
4.1.1. Notação 
Neste contexto Ip representa a matriz identidade de dimensão p×p e Πp representa uma 
matriz (de dimensão p×p) cujos elementos da diagonal oposta são iguais a um e os 
restantes elementos são iguais a zero como mostra a equação (4.1). 
                                                 
5 Ponto cujas coordenadas correspondem à média das coordenadas das posições dos elementos do agregado. 
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Adicionalmente, diz-se que a matriz complexa Q é Π-real esquerda se satisfaz a seguinte 
condição 
M Q QΠ =  com 
M MQ ×∈^  (4.3)
em que Q  é a matriz conjugada de Q . 
4.1.2. Modelo de Sinal 
Suponhamos que são realizadas N experiências para observar, numa grelha6 K-dimensional 
uniforme, medidas de um sinal corrompido com ruído ( )
1 2, , , Km m m
x i" , em que  







= ∏  (4.4)
medidas diferentes do sinal. Considerando que o sinal é composto por L harmónicos7 
contaminados com ruído aditivo Gaussiano de média nula, variância 2Nσ  e 
descorrelacionado com o sinal, vem [34] 
( ) ( ) ( ) ( )
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= +  ∑ ∏ A" A "A . (4.5)
                                                 
6 Hipoteticamente espacial, mas é possível usar uma grelha espacial-temporal como veremos adiante na 
formulação do algoritmo para estimação conjunta dos parâmetros atraso, azimute e elevação das 
componentes multipercurso do canal rádio (secção 4.1.4). 
7 No caso do canal rádio correspondem a L componentes multipercurso. 
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O problema consiste em estimar L vectores do tipo 
( ) ( ) ( )1 2 Kµ µ µ µ =  A A A A"  (4.6)
cujos elementos são os parâmetros que definem os harmónicos. 
4.1.3. M-D ‘Unitary’ ESPRIT 
Para cada experiência, i. e., para cada i, com i = 1, ..., N, forma-se o vector do sinal medido 
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Colocando os N vectores x(i) como colunas de uma matriz M NX ×∈^  podemos escrever 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 2
1 2 1 2
X x x x N
A s s s N n n n N
 =  




onde os vectores ( ) Ls i ∈^  e ( ) Mn i ∈^  contêm as amostras do sinal e do ruído 
respectivamente e M LA ×∈^  representa a matriz do ‘steering’ do agregado que pode ser 
escrita como o produto de Kronecker dos seguintes vectores de Vandermonde8 
( )( ) ( ) ( ) ( ) ( )121 kk k k kTj Mk j j Ma e e e µµ µµ − = ∈  AA AA " ^  (4.9)
designadamente, cada linha da matriz de ‘steering’ pode ser dada por 
( ) ( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( )1 2 1 2 1, , , K K Ka a a a aµ µ µ µ µ µ µ−= ⊗ ⊗ ⊗ ⊗A A A A A A A" " ,   1, , L=A "  (4.10)
em que ⊗ representa o produto de Kronecker. 
                                                 
8 Cada elemento de um vector de Vandermonde é uma potência inteira do primeiro elemento em que o 
expoente coincide com índice do elemento (considerando que estes variam entre zero e o número de 
elementos menos um). 
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As propriedades de invariância podem ser construídas definindo K pares de matrizes de 
selecção com dimensão mk×M tais que [34] 
( ) ( )1 2km Mk kJ J= ∏ ∏ , 1, ,k K= "  (4.11)
com 
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e simultaneamente, que forcem os vectores de ‘steering’ definidos na equação (4.10) a 
satisfazer a seguinte condição 
( )
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )1 2 1 21 2, , , , , ,kK Kjk kJ a e J aµµ µ µ µ µ µ⋅ =AA A A A A A" " , 1, L=A " , 1, ,k K= " . (4.13)
Em notação matricial, estas propriedades de invariância podem ser escritas da seguinte 
forma 












Define-se a matriz D como sendo a transformada da matriz de ‘steering’ de acordo com 
H
MD Q A=  (4.16)
em que HMQ é uma matriz que obedece à condição definida em (4.3) e ( )Hi  representa a 
matriz hermítica. 
Com base nas equações de invariância da matriz ‘steering’ definidas em (4.14) e na 
equação (4.16) é possível demonstrar [35] que a matriz D satisfaz 
( ) ( )1 2kk kR D R D⋅Ω = , 1, ,k K= "  (4.17)
onde os K pares de transformadas das matrizes de selecção são dadas por 
( ) ( ){ }
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e as K matrizes diagonais reais dadas por 
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A , 1, ,k K= "  (4.19)
contêm a informação desejada. 
O primeiro passo do algoritmo ‘Unitary’ ESPRIT consiste em transformar a matriz X 
definida na equação (4.8) numa matriz real de acordo com [32] 
( ) 22H M NM M N NX Q X X Q × = ∏ ∏ ∈ T R , 1, ,k K= " . (4.20)
Calculando os L vectores singulares da matriz definida em (4.20) obtém-se o subespaço do 
sinal Es. No caso da ausência de ruído, Es e D geram o mesmo subespaço de dimensão L, i. 
e., existe uma matriz não singular T tal que D ≈ EsT. Substituindo esta relação na equação 
(4.17) obtêm-se as seguintes equações reais de invariância 
( ) ( )1 2 k
m L
s k sk kR E R E
×ϒ ≈ ∈R , onde 1k kT T −ϒ = Ω  e 1, ,k K= "  (4.21)
que podem ser resolvidas independentemente por qualquer um dos seguintes algoritmos: 
LS (Least Squares), TLS (Total Least Squares) ou SLS (Structured Least Squares). Para 
um número infinito de experiências, ou na ausência de ruído, é possível garantir o 
emparelhamento automático das várias componentes do vector µA  apresentado na equação 
(4.6) se as matrizes T na equação (4.21) forem iguais para todos os valores de k, i. e., 
1, ,k K= " . No entanto, para um número finito de experiências, N, isto não é possível 
porque as matrizes ϒk não partilham exactamente o mesmo conjunto de vectores próprios. 
O algoritmo do tipo Jacobi proposto em [34] permite garantir o emparelhamento desejado. 
Este método consiste em calcular a matriz Θ ortogonal tal que as K matrizes Uk definidas 
por 
T
k kU = Θ ΘY , 1, ,k K= "  (4.22)
são aproximadamente triangulares superiores no sentido dos mínimos quadrados. Os 
elementos da diagonal da matriz Uk são denotados por ( )kuAA , A = 1, ..., L. Assim, as 
estimativas dos parâmetros de interesse vêm automaticamente emparelhadas e são obtidas 
através da seguinte relação 
( ) ( )( )2arctank kuµ =A AA , 1, , L=A "  e 1, ,k K= "  (4.23)
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4.1.4. 3-D ‘Unitary’ ESPRIT Aplicado à Estimativa Conjunta 
do Atraso e da DC de L Componentes Multipercurso 
Como exemplo de aplicação, consideremos um agregado rectangular uniforme com M1×M2 
elementos e L ondas planas incidentes neste agregado caracterizadas pelos seus parâmetros 
atraso τA, azimute φA e elevação ϑA, A = 1, ..., L. Consideremos ainda que em cada sensor 
são adquiridas M3 réplicas do sinal. Neste caso, temos N=1 e K=3 dimensões. As três 
componentes dos vectores definidos em (4.6) são definidas por [36] 
( ) ( ) ( )









µ π ϑ φ









, 1, , L=A "  e 0 mTτ≤ ≤A . (4.24)
As componentes ( )1µA  e ( )2µA  são vulgarmente chamadas de frequências espaciais. 
Resumidamente, o algoritmo 3-D ‘Unitary’ ESPRIT para este problema consiste em [37]: 
1. Estimar o subespaço do sinal M LsE
×∈R  ( 1 2 3M M M M= ) calculando os L vectores 
singulares de ( ) 2MX ×∈T R . 
2. Solucionar as equações de invariância ( ) ( )1 2 k
m L
s k sk kR E R E
×ϒ ≈ ∈R , 1,2,3k =  
usando o algoritmo LS, TLS ou SLS. 
3. Estimar os parâmetros, ( )kµA , conjuntamente calculando primeiro as três matrizes 
T
k kU = Θ ΘY , 1,2,3k =  e usando seguidamente a relação 
( ) ( )( )2arctank kuµ =A AA  
onde ( )kuAA , 1, , L=A "  são os elementos da diagonal da matriz Uk. 
4. Resolver o sistema de equações de (4.24) para obter τA, φA e ϑA. 
4.2. Algoritmos Baseados no Estimador ML 
Numa grande variedade de aplicações de processamento de sinal, a estimativa de 
parâmetros desconhecidos pode ser obtida maximizando a função de verosimilhança, 
método conhecido por estimador de máxima verosimilhança (ML – Maximum Likelihood). 
No caso de processamento espacial-temporal este tipo de técnicas não impõe qualquer tipo 
de restrição em relação à forma do agregado a usar, o que pode representar uma vantagem 
sobre o algoritmo ESPRIT (secção 4.1). 
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4.2.1. Modelo de Sinal 
Tendo como finalidade a medição do canal de propagação emite-se um sinal uc(t) dado por 
( ) ( ) ( ){ }0Re exp 2cu t u t f tπ=  (4.25)
onde u(t) é sinal de banda base, f0 é a frequência da portadora, t a variável tempo [36]. 
Assumindo que a antena receptora é movida ao longo das M posições de um agregado 
virtual localizadas nos pontos cujas coordenadas são r1, ..., rM ∈ 3R , em relação a um 
ponto de referência arbitrário, o sinal recebido na m-ésima posição deste agregado virtual 
pode ser expresso por, 
( ) ( ) ( ){ }, 0Re exp 2m c my t y t f tπ= ,    m = 1, ..., M. (4.26)
Considere-se que, devido à propagação multipercurso, incidem no receptor L ondas planas, 
cujo comprimento de onda é λ. Cada onda é caracterizada pelos parâmetros atraso τA, 
azimute φA, elevação9 ϑA e amplitude complexa αA, A = 1, ..., L. A contribuição da A-ésima 
onda à saída do agregado pode ser expressa por [38] 
( ) ( ) ( )




Ms t s t s t
f c u t
θ θ θ
α φ ϑ φ ϑ τ
 =  
= −
A A A




[ ]θ τ φ ϑ α=A A A A A  (4.28)
é o vector que contém os parâmetros da A-ésima onda, f(φA,ϑA) representa o diagrama de 
radiação do elemento do agregado e o vector M dimensional c(φ,ϑ) denota o vector de 
‘steering’ do agregado que é dado por 
( ) ( ) ( )1, , , TMc c cφ ϑ φ ϑ φ ϑ =  " . (4.29)
As componentes cm(φ,ϑ) são dadas por 




= mm rejc ,,
2exp, ϑφλ
πϑφ  (4.30)
em que e(φ,ϑ) corresponde ao vector unitário em 3R , que aponta na direcção definida por 
φ e ϑ, dado por 
( ) ( ) ( ) ( ) ( ) ( ), cos cos cos sin sin Te φ ϑ ϑ φ ϑ φ ϑ =   . (4.31)
                                                 
9 Considera-se a elevação medida em relação ao plano horizontal. 
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O vector do sinal recebido no agregado virtual, corrompido com ruído, poderá ser expresso 
por [36] 













N0 denota uma constante e N(t) representa um vector de ruído complexo M dimensional 
definido por 
( ) ( ) ( )1 TMN t N t N t =  "  (4.33)
onde Nm(t) denota ruído complexo Gaussino, ou seja, 
( ) ( ) ( )tjNtNtN mmm ℑℜ += ,    m = 1, ..., M (4.34)
em que as componentes ( ) ( ) ( ) ( )tNtNtNtN MM ℑℜℑℜ ,,...,, 11  são também processos de ruído 
branco Gaussiano reais e independentes com média nula e densidade espectral unitária. 
Define-se ainda [39] 










[ ]1 Lθ θ θ= " . (4.36)
O problema consiste em estimar as L componentes do vector θ definidas de acordo com a 
equação (4.28). 
4.2.2. Estimador ML 
O logaritmo da função de verosimilhança de θ  condicionada à observação Y(t) = y(t) no 
intervalo de tempo [0, T[ é dada por [38] 
( ) ( ) ( ){ } ( ) 2
0 0
0
1; 2 Re ; ;
T THy s t y t dt s t dt
N
θ θ θ ′ ′ ′ ′ ′Λ = −  ∫ ∫  (4.37)
onde i  representa a norma euclidiana. 
A estimativa de máxima verosimilhança de θ  é o argumento que maximiza a função  
( ); yθ θΛ6 , ou seja, 
( ) ( ){ }ˆ arg max ;ML y yθθ θ∈ Λ . (4.38)
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O cálculo de ( )yMLθˆ  em termos computacionais é proibitivo devido às dimensões de θ  
para valores elevados de L e também porque não existe uma fórmula fechada que expresse 
os máximos globais da função não linear ( ); yθ θΛ6 . Uma vez que os valores da 
amplitude complexa que maximizam Λ(θ; y) podem ser expressos em função dos outros 
parâmetros, o cálculo da estimativa de máxima verosimilhança de θ  é um procedimento de 
optimização não linear com 3L dimensões (3L-D). 
4.2.3. O Algoritmo EM 
O algoritmo EM (Expectation-Maximization) apresenta-se como um método geral para 
resolver o problema da estimação de máxima verosimilhança de uma forma iterativa. A 
ideia fundamental consiste em decompor o sinal observado nas diversas componentes e 
estimar os parâmetros de cada componente individualmente [40]. 
A formulação do algoritmo assenta nas noções essenciais de espaço completo (não 
observável) e espaço incompleto (observável) de informação. Uma escolha natural para 
espaço completo é considerar as diversas componentes individuais do sinal definidas em 
(4.27), ( );s t θA , corrompidas com ruído, i. e., [39] 
( ) ( ) ( )0;
2
NX t s t N tβθ= + AA A A ,  A = 1, ..., L (4.39)
onde N1(t), ..., NL(t) representam variáveis complexas de ruído Gaussiano M dimensional e 









de forma que  
( ) ( ){ }1 1 , , L LN t N tβ β"  (4.41)
representa uma decomposição do vector N(t). 
Y(t) constitui o espaço incompleto de informação. A Figura 4.1 [39] mostra a relação entre 
os espaços completo e incompleto. 





( )1;s t θ
( );s t θA
( ); Ls t θ
( )1 0 12
N N tβ













Figura 4.1: Relação entre os espaços completo, XA(t), e incompleto, Y(t). 
Suponhamos que o espaço de dados completo pode ser observado. Uma vez que,  
X1(t), ..., XL(t) são independentes, as componentes ,   X ′ ′ ≠A A A  são irrelevantes para a 
estimativa de θA. O logaritmo da função de verosimilhança de θA para a observação 
( ) ( )X t x t=A A  no intervalo de tempo [0, T[ tem uma forma semelhante a (4.37) 
( ) ( ) ( ){ } ( ) 2
0 0
0
1; 2 Re ; ;




′ ′ ′ ′ ′Λ = −  ∫ ∫A A A A AA  (4.42)
e a estimativa de máxima verosimilhança de θA vem 






A A A A . (4.43)
Dado que a componente XA(t) não é observável podemos tentar estimá-la com base na 
observação Y(t) = y(t) do espaço incompleto e na estimativa anterior, θˆ ′ , de θ. A forma 
mais natural de o fazer é efectuar o cálculo da esperança matemática de XA(t) condicionada 
à observação Y(t) = y(t), assumindo ˆθ θ ′=  
( ) ( )ˆˆˆ ; Ex t X t yθθ ′′  =  A A , A = 1, ..., L (4.44)
onde [ ]Eθ i representa a esperança assumindo o vector de parâmetros θ. Os parâmetros da 
A-ésima componente podem agora ser actualizados calculando a estimativa de máxima 
verosimilhança baseada na observação ( ) ( )ˆˆ ;X t x t θ ′=A A  
( ) ( )( )ˆ ˆ ˆˆ ;ML x tθ θ θ′′ ′=A A A , A = 1, ..., L. (4.45)
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As operações das equações (4.44) e (4.45) são denominadas, respectivamente, por etapa E 
(Expectation) e por etapa M (Maximization) do algoritmo EM. Dada uma estimativa 
inicial, ( )ˆ 0θ , o algoritmo produz uma sequência de estimativas ( ){ }ˆ : 0,1,n nθ = …  
realizando iterativamente estas duas etapas. Em cada iteração n são realizadas as 
atribuições ( )ˆ ˆ nθ θ′ =  e ( )ˆ 1nθ θ′′ = +A A  com A = 1, ..., L. 
A Figura 4.2 apresenta o diagrama de fluxo do algoritmo EM. Como esta figura evidencia, 
a grande vantagem deste algoritmo reside no facto de permitir decompor o problema de 
optimização não linear de dimensão 3L, imprescindível para estimar conjuntamente os 
parâmetros das L componentes, em L problemas de optimização tridimensional que podem 
ser resolvidos em separado e que em cada um apenas se calcula a estimativa dos 
parâmetros de uma única componente [39]. 
Substituindo (4.35) e (4.27) em (4.42) é possível demonstrar que o valor da amplitude 
complexa que maximiza Λ(θA; xA) pode ser expresso em função dos restantes parâmetros 
(τA, φA, e ϑA), resultando no seguinte procedimento de cálculo [39] 
n( ) ( ) [ ] ( ){ }, ,, , arg max , , ;ML x z xτ φ ϑτ φ ϑ τ φ ϑ=A A A A A  (4.46)
( ) ( ) n( ) ( )( )1ˆ , , ;ML MLux z x xMTPα τ φ ϑ=A A A A A A A  (4.47)
onde 
( ) ( ) ( ) ( )H
0
, , ; ,
T





uP u t dtT
= ∫ . (4.49)
A estimativa, ( )ˆˆ ;x t θ ′A , do espaço completo, ( )X tA  , pode ser obtida por 
( ) ( ) ( ) ( )
1
ˆ ˆ ˆˆ ; ; ;
L




′ ′ ′= + −  ∑A A A AA  (4.50)
em que o primeiro termo representa a contribuição da A-ésima onda assumindo ˆθ θ ′=A A  e a 
expressão dentro de parêntesis rectos constitui uma estimativa do ruído baseada na 
hipótese de ˆθ θ ′= . Uma vez que as expressões (4.47) e (4.50) apresentam baixa 
complexidade computacional, a complexidade do algoritmo é dominada essencialmente 
pelo cálculo de (4.46). Salvaguardando a condição definida na equação (4.40), os 
coeficientes βA podem ser definidos livremente de forma a maximizar o ritmo de 
convergência do algoritmo. 









( )( )1 ˆˆ ;x t nθ
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( )ˆ 1nθ +





                  
 Etapa M
                 

 
Figura 4.2: Diagrama de fluxo do algoritmo EM. 
4.2.4. O Algoritmo SAGE 
O algoritmo SAGE (Space-Alternating Generalized Expectation-Maximization) foi 
derivado de uma forma genérica em [41] e constitui uma extensão do algoritmo EM. Na 
realidade, cada iteração elementar do algoritmo SAGE consiste numa iteração de EM para 
actualizar não todas mas apenas um subconjunto das componentes de θ  considerando fixas 
as estimativas das restantes componentes. Para cada um destes subconjuntos define-se um 
espaço oculto aceitável que seja um espaço completo para o subconjunto assumindo 
conhecidas as componentes de θ  pertencentes ao subconjunto complementar. 
Na Figura 4.3 [42] que apresenta o diagrama de fluxo do algoritmo SAGE é possível 
verificar que também neste algoritmo a etapa M se traduz num procedimento de cálculo da 
estimativa de máxima verosimilhança dos parâmetros de uma única onda. No entanto, para 
este caso, é possível provar que considerar βA=1 na decomposição do sinal maximiza o 
ritmo de convergência do algoritmo [39]. Note-se que em cada iteração elementar n apenas 
são actualizados os parâmetros da componente ( )mod 1n L= +A , ao contrário do algoritmo 
EM que em cada iteração produz um nova estimativa para todas as componentes de θ . 
Define-se uma iteração de ciclo do algoritmo SAGE como as L iterações elementares 
consecutivas necessárias para actualizar as estimativas dos parâmetros de cada uma das L 
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componentes do sinal. Assim, a ideia principal por detrás do algoritmo SAGE é inspirada 
directamente no algoritmo EM mas permite a simplificação dos problemas de optimização. 
Surpreendentemente, a formulação do algoritmo desta forma permite não só reduzir a 
complexidade como também aumentar o ritmo de convergência sendo estas as suas 
principais vantagens. 
Decomposição
do Sinal Estimador ML
( )( )ˆˆ ;x t nθA









( )ˆ 1nθ +
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Figura 4.3: Diagrama de fluxo do algoritmo SAGE. 
No sentido de reduzir ainda mais a complexidade é possível decompor o problema de 
optimização tridimensional, necessário para obter as estimativas de máxima 
verosimilhança dos parâmetros de uma única componente do sinal, em três problemas de 
optimização unidimensionais cada um calculando apenas a estimativa de um dos 
parâmetros que assim são estimados individualmente. Esta decomposição pode ser 
formulada aplicando o princípio geral deste algoritmo. Para tal basta, subdividir cada um 
dos subconjuntos θA, A = 1, ..., L, nos três subconjuntos {τA, αA}, {φA, αA} e {ϑA, αA}. Neste 
contexto, XA (t) continua a representar um espaço completo para cada um dos subconjuntos 
e a condição βA=1 na decomposição do sinal continua a maximizar o ritmo de convergência 
do algoritmo. A concatenação das três iterações de cálculo, necessárias para estimar os 
parâmetros de cada um dos três subconjuntos, define o procedimento de cálculo da etapa 
M do algoritmo SAGE (Figura 4.3) e é expresso por [38] 
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( )( ){ }ˆ ˆ ˆˆ ˆarg max , , ; ;z x tττ τ φ ϑ θ′′ ′ ′ ′=A A A A  (4.51)
( )( ){ }ˆ ˆ ˆˆ ˆarg max , , ; ;z x tφφ τ φ ϑ θ′′ ′′ ′ ′=A A A A  (4.52)
( )( ){ }ˆ ˆ ˆˆ ˆarg max , , ; ;z x tϑϑ τ φ ϑ θ′′ ′′ ′′ ′=A A A A  (4.53)




α τ φ ϑ θ′′ ′′ ′′ ′′ ′=A A A A A  (4.54)
onde ( )( )ˆˆ, , ; ;z x tτ φ ϑ θ′A  e Pu são dados respectivamente pelas equações (4.48) e (4.49). ( )ˆˆ ;x t θ ′A  é dado por (4.50) considerando βA=1, ou seja 
( ) ( ) ( )
1
ˆ ˆˆ ; ;
L








O cálculo de ( )ˆˆ ;x t θ ′A  de acordo com a equação (4.55) constitui a etapa E (decomposição 
do sinal) do algoritmo SAGE. 
4.3. Implementação do Algoritmo SAGE 
Durante a realização deste trabalho o algoritmo SAGE foi implementado com o intuito de 
poder caracterizar as L componentes multipercurso do canal rádio, em termos dos 
parâmetros atraso τA, azimute φA, elevação ϑA e amplitude complexa αA, A = 1, ..., L, com 
base nas medidas adquiridas com o sistema apresentado no capítulo 3. Neste caso, cada um 
dos M elementos do vector s(t;θ) na equação (4.35) corresponde à resposta impulsiva, 
hm(t;θ), adquirida em cada uma das M antenas do agregado e o sinal u(t) nas equações 
(4.25) e (4.27) corresponde ao impulso de Dirac, δ(t). Assim, a equação (4.48) pode ser 
escrita como 
( )( ) ( ) ( )θτϑφθϑφτ ˆ;ˆ,ˆ;ˆ;,, H ′=′ AA xctxz . (4.56)
Uma forma de obter uma estimativa inicial, ( )ˆ 0θ , é considerar uma pré-estimativa nula, i. 
e., [ ]ˆ 0 0θ ′ = "  e calcular, para cada componente, as novas estimativas τˆ ′′A , φˆ′′A  e ϑˆ′′A ,  
A = 1, ..., L, de acordo com [38] 








′′ ′ ′ ′= −  ∫A A  (4.57)
( ) ( ) ( )( ){ },ˆ ˆ ˆˆ ˆ, arg max , , ; ;z x tφ ϑφ ϑ τ φ ϑ θ′′ ′′ ′′ ′=A A A A  (4.58)
e αˆ ′′A  de acordo com a equação (4.54). 
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Como vimos, no caso do sistema apresentado no capítulo 3 ( ) ( )u t tδ= . Substituindo na 
equação (4.57), vem 
( ){ }2ˆˆ arg max ;xττ τ θ′′ ′=A A . (4.59)
Deve salientar-se que quando se calcula a estimativa inicial da A-ésima componente as 
estimativas das componentes correspondentes a ′ >A A  ainda não foram inicializadas, i. e., 
permanecem ainda iguais a zero. Assim, o cálculo da equação (4.55) reduz-se a  
( ) ( ) ( )1
1




′ ′= −∑AA A
A
. (4.60)
Uma vez que na equação (4.59) as estimativas φˆ′A  e ϑˆ′A  não são conhecidas, soma-se a 
estimativa de ( )ˆˆ ;x t θ ′A  obtida em cada sensor de forma a poder obter a estimativa inicial do 
atraso, τˆ ′′A . 
4.4. Desempenho em Canal Sintético 
O algoritmo SAGE implementado foi primeiro testado em canais sintéticos. Nestes testes 
considerou-se um agregado rectangular com M = 10×10 elementos espaçados de λ/2 em 
ambas as direcções. Considerou-se ainda, o dipolo de Hertz como elemento do agregado. O 
número de ondas e os respectivos parâmetros são fornecidos a uma rotina que devolve o 
conjunto das respostas impulsivas de cada um dos elementos do agregado numa matriz, à 
qual se pode adicionar uma matriz de ruído branco. A matriz de ruído é gerada em função 
de uma relação sinal ruído (RSR) fornecida definida em relação a uma componente 
multipercurso de amplitude unitária. 
4.4.1. RI com Uma Componente Multipercurso 
Investigar o comportamento do algoritmo para respostas impulsivas com apenas uma 
componente pode parecer um teste muito básico e pouco interessante mas permite 
investigar dois aspectos. Primeiro permite analisar, na ausência de ruído, o comportamento 
do algoritmo em função dos parâmetros da própria onda, nomeadamente a direcção de 
chegada. Segundo permite averiguar qual a RSR mínima necessária que providencia 
estimativas aceitáveis para os parâmetros da onda submersa em ruído. 
Em relação ao primeiro ponto importa esclarecer o comportamento do algoritmo em 
função da direcção de chegada pois, na ausência de ruído, não há razão para que o 
algoritmo apresente um comportamento diferenciado nos domínios atraso e amplitude 
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complexa. Variando o azimute e a elevação nos intervalos [0º, 360º[ e [0º, 80º[ 
respectivamente, conclui-se que para certos pares (φ, ϑ) o algoritmo pode produzir 
resultados errados. 
Na Figura 4.4, à esquerda, representa-se a diferença quadrática entre a onda e sua 
estimativa para todos os pares de valores testados que pode ser vista como uma medida da 
qualidade da estimativa. Pela figura conclui-se que os pares de valores problemáticos 
acontecem para ϑ = 0º e φ = 0º, 90º, 180º, 270º. Nestas condições a onda incide 
perpendicularmente a um dos eixos do agregado. A realização de novos testes 
considerando o espaçamento entre elementos do agregado menor que λ/2 e mantendo as 
restantes condições permite verificar que o problema deixa de existir (Figura 4.4 – direita). 
Uma vez que um deslocamento de λ/2 corresponde a uma rotação de fase de 180º, em 
termos de valor absoluto corresponde a amostrar o sinal nas mesmas condições ou seja, os 
sensores recolhem o mesmo sinal complexo para duas ondas incidentes no plano horizontal 
e na mesma direcção mas em sentidos opostos. Nestas circunstâncias não é possível avaliar 
qual o sentido de propagação do sinal. 
 
Figura 4.4: Diferença quadrática entre a onda real e a sua estimativa no universo de pares (φ, ϑ) com 
espaçamento entre elementos de 0.5λ na esquerda e 0.35λ na direita, respectivamente. 
Em relação ao efeito do ruído nas estimativas dos parâmetros da onda, a Figura 4.5 
apresenta a percentagem de “estimativas correctas” em função da RSR para a qual foram 
considerados valores entre 10 e 50 dB. Para cada valor de RSR foram efectuadas 1000 
realizações de ruído. Considerou-se “estimativa correcta” uma estimativa cuja soma das 
diferenças quadráticas entre os parâmetros da onda recuperada e os da onda real é inferior 
a um dado limiar. Observando a Figura 4.5, conclui-se que é necessária uma RSR mínima 
de 40 dB para obter estimativas aceitáveis na maioria das tentativas. 
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Figura 4.5: Percentagem de estimativas correctas em função da RSR. 
4.4.2. RI com Duas Componentes Multipercurso 
O estudo do comportamento do algoritmo para respostas impulsivas com duas 
componentes multipercurso, permite derivar a resolução do mesmo em função dos 
parâmetros das ondas, ou seja, qual a separação mínima necessária entre os respectivos 
parâmetros de forma que ambas as ondas sejam razoavelmente estimadas. Também neste 
estudo se analisou primeiro o comportamento do algoritmo sem ruído e só depois este foi 
considerado. 
Em relação à separação temporal das ondas, verificou-se que apenas uma unidade de 
resolução temporal é suficiente para distinguir as ondas correctamente mesmo no caso 
extremo de todos os restantes parâmetros (azimute, elevação e amplitude complexa) serem 
iguais. No caso das ondas apresentarem o mesmo atraso, existem limites na separação dos 
restantes parâmetros de forma a obter estimativas aceitáveis. Estes casos foram estudados 
considerando duas ondas com o mesmo atraso e cujas amplitudes complexas são 
0.819+j0.574 e −0.906−j0.423 respectivamente. 
Para estudar a influência da separação em azimute considerou-se, para a primeira onda 
φ1=45º e ϑ1=10º e o azimute da segunda onda a variar entre φ1–20º e φ1+20º. Com ϑ2=25º 
(∆ϑ=15º) foram obtidas boas estimativas independentemente do valor de φ1. No entanto, se 
considerarmos ϑ2=20º (∆ϑ=10º) obtém-se boas estimativas apenas fora do intervalo 
]30º,60º[, i. e., fora do intervalo ]φ1–15º,φ1+15º[ e o parâmetro mais afectado (pior 
estimado) é a elevação da primeira onda (ϑ1). Estes resultados podem ser observados na 
Figura 4.6 e na Figura 4.7. 
Para estudar o impacto da separação em elevação considerou-se, para a primeira onda, 
φ1=42º e ϑ1=25º. Para a segunda onda, considerou-se φ2=48º e ϑ2 a variar entre ϑ1–20º e 
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ϑ1+20º. Foram obtidas estimativas aceitáveis conforme mostra a Figura 4.8. Com este 
resultado podemos concluir que o algoritmo discrimina mais facilmente duas ondas que 
apresentem uma pequena separação em elevação do que em azimute. 
 
Figura 4.6: Estimativas do azimute (esquerda) e da elevação (direita) para as duas ondas: 
φ1=45º, ϑ1=10º (azul); φ2 varia de φ1–20º a φ1+20º e ϑ2=25º (cor-de-rosa). 
 
Figura 4.7: Estimativas do azimute (esquerda) e da elevação (direita) para as duas ondas: 
φ1=45º, ϑ1=10º (azul); φ2 varia de φ1–20º a φ1+20º e ϑ2=20º (cor-de-rosa). 
 
Figura 4.8: Estimativas do azimute (esquerda) e da elevação (direita) para as duas ondas: 
φ1=42º, ϑ1=25º (azul); φ2=48º e ϑ2 varia de ϑ1–20º a ϑ1+20º (cor-de-rosa). 
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5. Resultados em Canais Reais 
Neste capítulo são apresentados os resultados de medidas efectuadas no ‘campus’ da 
Universidade de Aveiro, com o sistema implementado durante a realização deste trabalho. 
Conforme descrito no capítulo 3, a resposta em frequência do canal é medida em M 
posições do espaço correspondentes às posições dos elementos de um agregado virtual. 
Posteriormente, calcula-se a resposta impulsiva em cada elemento do agregado aplicando 
uma IFFT. Todo o processamento da informação foi realizado em MATLAB que já dispõe 
de rotinas para o cálculo da IFFT. Os parâmetros de um número arbitrário de componentes 
podem então ser estimados a partir das M respostas impulsivas usando o algoritmo SAGE 
que foi descrito no capítulo anterior e que também foi implementado em MATLAB. 
Nas secções que se seguem será apresentada a comparação dos resultados obtidos com 
base nas medidas experimentais com os resultados obtidos por simulação de traçado de 
raios. O simulador usado foi desenvolvido em [11] e utiliza o método das imagens. Os 
cenários são definidos por um conjunto de planos finitos que são descritos vectorialmente a 
três dimensões em coordenadas cartesianas. É também necessário modelar 
convenientemente as propriedades electromagnéticas de cada um dos planos que compõem 
o cenário. Nas simulações efectuadas foram consideradas componentes multipercurso que 
apenas tenham sofrido até quatro reflexões (reflexões até à quarta ordem). Do simulador 
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obtêm-se directamente os parâmetros atraso, azimute, elevação e amplitude para cada 
componente. 
5.1. Cenários das Medidas 
As medidas foram realizadas em três ambientes exteriores que serão denominados de 
Cenário 1, Cenário 2 e Cenário 3 respectivamente. A Figura 5.1, a Figura 5.2 e a Figura 
5.3 apresentam fotografias e esquemas 2-D dos cenários onde as linhas representam as 
paredes dos edifícios e onde são também assinaladas as posições do emissor e do receptor 





















Figura 5.1: Cenário 1 – Foto (à esquerda); configuração 2-D e posições 























Figura 5.2: Cenário 2 – Foto (à esquerda); configuração 2-D e posições 
do emissor e do receptor para os vários ensaios realizados (à direita). 





















Figura 5.3: Cenário 3 – Foto (à esquerda); configuração 2-D e posições 
do emissor e do receptor para os vários ensaios realizados (à direita). 
 
Os Cenários 1 e 2 representam configurações típicas de ambientes suburbanos enquanto 
que o Cenário 3 pretende representar um ambiente típico de avenida citadina. Nos Cenários 
1 e 3 as paredes são todas revestidas a tijolo cerâmico enquanto que no Cenário 2 algumas 
são de betão. Em todos os Cenários a altura dos edifícios presentes é superior à altura a que 
foram colocadas as antenas emissora e receptora. 
 
Nos ensaios realizados nos Cenários 1 e 2 o receptor, equipado com uma antena do tipo 
monopolo, foi colocado a 1.3 m de altura. O emissor, equipado com uma antena discónica, 
foi colocado a 5 m de altura no Cenário 1 e a 7.5 m de altura no Cenário 2. Nos ensaios 
realizados no Cenário 3 emissor e receptor, equipados com antenas do tipo monopolo, 
foram ambos colocados a cerca de 0.9 m de altura. 
 
5.2. PPA Recuperado vs. PPA Medido e Simulado 
A Figura 5.4, a Figura 5.5 e a Figura 5.6 apresentam o PPA medido no elemento da origem 
(na esquerda) e a comparação deste com o PPA simulado através de uma ferramenta de 
traçado de raios e com o PPA recuperado pelo algoritmo SAGE (na direita), para as 
posições (Tx1, Rx) do Cenário 1, (Tx1, Rx1) do Cenário 2 e (Tx1, Rx) do Cenário 3, 
respectivamente. 
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Figura 5.4: PPA medido no elemento da origem (à esquerda) e comparação dos PPAs  
simulado, recuperado e medido (à direita) para o par de posições (Tx1, Rx) do Cenário 1. 
 
Figura 5.5: PPA medido no elemento da origem (à esquerda) e comparação dos PPAs  
simulado, recuperado e medido (à direita) para o par de posições (Tx1, Rx1) do Cenário 2. 
 
Figura 5.6: PPA medido no elemento da origem (à esquerda) e comparação dos PPAs  
simulado, recuperado e medido (à direita) para o par de posições (Tx1, Rx) do Cenário 3. 
Das figuras apresentadas podemos concluir que o PPA recuperado pelo algoritmo SAGE 
apresenta, em geral, boa concordância com o PPA medido se considerarmos somente as 
componentes que apresentam níveis de potência acima dos –20 dB. No entanto, também 
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podemos concluir que nos atrasos correspondentes às primeiras componentes da RI obtidas 
por simulação, o SAGE identifica várias contribuições. Essas contribuições apresentam 
azimutes muito semelhantes ao azimute da onda simulada e elevações algo dispersas em 
torno da elevação da onda simulada. Além disso, verificou-se ainda que nos atrasos 
vizinhos aparecem ondas com características semelhantes. Este resultado pode dever-se ao 
facto do tempo de propagação entre os elementos do agregado não ser desprezável quando 
comparado com as dimensões do agregado. Este facto é analisado com mais detalhe na 
secção 5.5. 
A Tabela 5.1, a Tabela 5.2 e a Tabela 5.3 apresentam os parâmetros TAM e EA obtidos à 
saída da antena e no ar. À saída da antena, i. e., incluindo a antena no canal de propagação, 
são comparados os parâmetros referidos obtidos a partir das medidas experimentais, das 
simulações e dos resultados do algoritmo SAGE. No ar, excluindo portanto a antena do 
canal de propagação, compara-se apenas os resultados das simulações com os resultados 
do algoritmo SAGE, pois as medidas experimentais incluem a antena, logo não faz sentido 
a comparação com estes resultados. O TAM e o EA apresentados nas tabelas para as 
medidas experimentais são designados MEA (Média nos Elementos do Agregado) e 
correspondem às médias destes parâmetros obtidos em cada um dos elementos do agregado 
virtual. 
 
Tabela 5.1: Comparação do TAM e EA obtidos a partir das medidas experimentais (MEA), das simulações e 
dos resultados do SAGE, para o par de posições (Tx1, Rx) do Cenário 1. Considerou-se um limiar de ruído 
de –40 dB para as simulações e de –10 dB para as medidas experimentais e para os resultados do SAGE. 
À saída da antena No Ar 
 
MEA Simulação SAGE Erro para MEA 
Erro para 
Simulação Simulação SAGE 
Erro para 
Simulação
TAM (s) 75.43 69.26 76.87 1.9% 11.0% 70.07 74.86 6.8%




Tabela 5.2: Comparação do TAM e EA obtidos a partir das medidas experimentais (MEA), das simulações e 
dos resultados do SAGE, para o par de posições (Tx1, Rx1) do Cenário 2. Considerou-se um limiar de ruído 
de –40 dB para as simulações e de –10 dB para as medidas experimentais e para os resultados do SAGE. 
À saída da antena No Ar 
 
MEA Simulação SAGE Erro para MEA 
Erro para 
Simulação Simulação SAGE 
Erro para 
Simulação
TAM (s) 45.75 40.83 43.81 -4.2% 7.3% 42.63 45.85 7.5%
EA (s) 9.34 9.01 10.16 8.8% 12.8% 16.63 12.53 -24.7%
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Tabela 5.3: Comparação do TAM e EA obtidos a partir das medidas experimentais (MEA), das simulações e 
dos resultados do SAGE, para o par de posições (Tx1, Rx) do Cenário 3. Considerou-se um limiar de ruído 
de –10 dB para as simulações, medidas experimentais e resultados do SAGE. 
À saída da antena No Ar 
 
MEA Simulação SAGE Erro para MEA 
Erro para 
Simulação Simulação SAGE 
Erro para 
Simulação
TAM (s) 105.99 106.47 106.34 0.3% -0.1% 106.48 108.09 1.5%
EA (s) 7.90 7.70 8.71 10.2% 13.1% 7.71 9.41 22.1%
 
Para os Cenários 1 e 2, no cálculo do TAM e do EA efectuado com base nas simulações, 
admitiu-se que o nível do ruído é –40 dB enquanto que para o cálculo dos mesmos 
parâmetros efectuado com base nas medidas experimentais e nos resultados do SAGE 
considerou-se um nível de ruído de –10 dB. O motivo porque se considerou um nível de 
ruído mais baixo no cálculo do TAM e do EA efectuado com base nas simulações, do que 
no mesmo cálculo efectuado com base nos resultados experimentais e do SAGE, foi o 
facto de existirem algumas discrepâncias entre os níveis de potência simulados (em relação 
à componente de maior potência, i. e., a componente LV) e os níveis de potência medidos 
na prática, sendo os últimos sistematicamente superiores aos primeiros (Figura 5.4 e Figura 
5.5). Estas discrepâncias podem dever-se a uma caracterização deficiente dos materiais das 
paredes do cenário e/ou do diagrama de radiação das antenas ou a erros de alinhamento 
destas. Para o Cenário 3, o cálculo do TAM e EA foi efectuado admitindo um nível de 
ruído de –10 dB tanto para as simulações como para as medidas experimentais e resultados 
do SAGE, uma vez que as discrepâncias entre os níveis de potência simulados e medidos 
são mais pequenas (Figura 5.6). 
Da análise das tabelas apresentadas podemos concluir que, à saída da antena, os resultados 
do SAGE são bastante concordantes com as medidas experimentais. Em relação aos 
resultados obtidos por simulação à saída da antena, os parâmetros TAM e EA são, em 
geral, menores do que aqueles que são obtidos com base nas medidas experimentais e nos 
resultados do SAGE. O resultado verifica-se mesmo para os Cenários 1 e 2, em que se 
considerou no cálculo do TAM e do EA efectuado com base nas simulações, um nível de 
ruído mais baixo do que aquele que foi considerado no cálculo dos mesmos parâmetros 
com base nas medidas experimentais e nos resultados do SAGE, o que implica a 
consideração de componentes com atrasos maiores. 
Além disso existe uma maior concordância entre os resultados do SAGE e as simulações à 
saída da antena do que no ar. Este facto pode ter a ver com a impossibilidade de distinguir 
elevações positivas e negativas por parte do algoritmo e com a diferença substancial que o 
diagrama de radiação da antena do receptor (monopolo) apresenta nos semi-planos 
superior e inferior. 
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5.3. Recuperação das RIs Direccionais 
A Figura 5.7, a Figura 5.8 e a Figura 5.9 apresentam a comparação da direcção de chegada 
(azimute e elevação) das componentes multipercurso devolvidas pelo SAGE e simuladas. 
As marcas azuis correspondem a resultados de simulação e as cor-de-rosa correspondem a 
resultados do SAGE. A forma da marca permite distinguir os diferentes atrasos de acordo 
com a legenda. Junto a cada marca encontra-se a potência da respectiva componente. 
Tal como referido já anteriormente, nos atrasos correspondentes às primeiras componentes 
verifica-se a detecção de componentes múltiplas com parâmetros semelhantes 
(especialmente o azimute). Pelo contrário, verifica-se que algumas das componentes 
simuladas com atrasos maiores não são detectadas. Estas componentes apresentam, em 
geral, perdas em relação à componente de LV (mais potente) superiores a 20 dB – Figura 
5.8 e Figura 5.9. No sentido de tentar recuperar algumas das componentes (com atrasos 
maiores) não recuperadas para o par de posições (Tx1, Rx) do Cenário 3, o SAGE foi 
aplicado a um conjunto de pequenos intervalos temporais da matriz de RIs. Estes 
resultados são apresentados na secção 5.4 e demonstram que, desta forma, é possível 
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Figura 5.7: Comparação da direcção de chegada das componentes multipercurso devolvidas pelo  
SAGE e simuladas para o par de posições (Tx1, Rx) do Cenário 1. As marcas azuis correspondem  
a resultados de simulação e as cor-de-rosa correspondem a resultados do SAGE. A forma da marca  
permite distinguir os diferentes atrasos de acordo com a legenda. 
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Figura 5.8: Comparação da direcção de chegada das componentes multipercurso devolvidas pelo  
SAGE e simuladas para o par de posições (Tx1, Rx1) do Cenário 2. As marcas azuis correspondem  
a resultados de simulação e as cor-de-rosa correspondem a resultados do SAGE. A forma da marca  
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Figura 5.9: Comparação da direcção de chegada das componentes multipercurso devolvidas pelo  
SAGE e simuladas para o par de posições (Tx1, Rx) do Cenário 3. As marcas azuis correspondem  
a resultados de simulação e as cor-de-rosa correspondem a resultados do SAGE. A forma da marca  
permite distinguir os diferentes atrasos de acordo com a legenda. 
Resultados em Canais Reais 
75 
Dos resultados disponíveis é possível concluir que, em geral, os resultados obtidos para o 
azimute apresentam maior concordância com as simulações do que os resultados obtidos 
para a elevação. Este resultado pode ser consequência da impossibilidade de distinguir 
elevações positivas e negativas por parte do algoritmo e da diferença substancial que o 
diagrama de radiação da antena do receptor (monopolo) apresenta nos semi-planos 
superior e inferior (vide secção 3.4). Por outro lado, este resultado pode também ser 
consequência do facto de o algoritmo identificar múltiplas componentes nos primeiros 
atrasos. Tendo em conta que algumas destas componentes poderão não ser reais (secção 
5.5) a solução encontrada pelo algoritmo poderá ser prejudicada pela presença destas 
componentes. Apesar disso, podemos considerar que existe razoável concordância entre as 
simulações e os resultados obtidos. 
5.4. RI Direccional Recuperada em Pequenos Troços 
Temporais 
Nesta secção são apresentados os resultados da aplicação do SAGE a uma série de 
pequenos intervalos temporais (troços) da matriz de RIs para o par de posições (Tx1, Rx) 
do Cenário 3. 
Na Figura 5.10 apresenta-se o PPA medido no elemento da origem (na esquerda) e a 
comparação deste com os PPAs simulado e recuperado. Esta figura mostra que, desta 
forma, o PPA obtido pelo SAGE apresenta boa concordância com o PPA medido para 
componentes com níveis de potência acima de aproximadamente –35 dB (cf. Figura 5.6). 
O PPA simulado apresenta apenas componentes com atrasos até 225 ns porque as 
simulações efectuadas consideram apenas as reflexões até à quarta ordem nas paredes 
externas do cenário. De qualquer forma, até este atraso, tanto as medidas experimentais 
como os resultados do SAGE apresentam boa concordância com os resultados simulados. 
No entanto, a recuperação do SAGE, continua a produzir, para um dado atraso, várias 
componentes, nesse atraso e nos atrasos vizinhos, que apresentam azimute muito 
semelhante e elevação e amplitude muito díspares. 
A Tabela 5.4 e a Tabela 5.5 apresentam a comparação dos parâmetros TAM e EA obtidos a 
partir das medidas experimentais, das simulações e dos resultados do algoritmo SAGE. 
Na Tabela 5.4 considerou-se que o nível do ruído é –10 dB (à semelhança da Tabela 5.3) e 
na Tabela 5.5 considerou-se que o nível do ruído é –35 dB. Em ambos os casos e quer para 
o TAM como para o EA, os resultados do SAGE são bastante concordantes com os das 
medidas experimentais. No entanto, o EA dos resultados do SAGE apresenta boa 
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concordância com o EA das simulações apenas para o caso em que se considerou o nível 
do ruído de –10 dB. Este resultado seria de esperar uma vez que as componentes mais 
atrasadas (e também mais atenuadas) não foram consideradas na simulação. Assim o TAM 
não sofre grande impacto pela ausência dessas componentes mas o EA sofre. Das tabelas 
apresentadas também se pode concluir que, neste caso, o erro entre os resultados do SAGE 
e as simulações obtido à saída da antena é muito semelhante aquele que se obtém no ar. 
 
Figura 5.10: PPA medido no elemento da origem (à esquerda) e comparação dos PPAs  
simulado, recuperado e medido (à direita) para o par de posições (Tx1, Rx) do Cenário 3. 
Tabela 5.4: Comparação do TAM e EA das medidas experimentais (MEA), das simulações e dos resultados 
do SAGE, para o par de posições (Tx1, Rx) do Cenário 3. Considerou-se um limiar de ruído de –10 dB. 
À saída da antena No Ar 
 
MEA Simulação SAGE Erro para MEA 
Erro para 
Simulação Simulação SAGE 
Erro para 
Simulação
TAM (s) 105.99 106.47 105.01 -0.9% -1.4% 106.48 106.22 -0.2%
EA (s) 7.90 7.70 7.36 -6.9% -4.4% 7.71 8.22 6.7%
 
Tabela 5.5: Comparação do TAM e EA das medidas experimentais (MEA), das simulações e dos resultados 
do SAGE, para o par de posições (Tx1, Rx) do Cenário 3. Considerou-se um limiar de ruído de –35 dB. 
À saída da antena No Ar 
 
MEA Simulação SAGE Erro para MEA 
Erro para 
Simulação Simulação SAGE 
Erro para 
Simulação
TAM (s) 113.00 109.80 108.72 -3.8% -1.0% 109.78 109.25 -0.5%
EA (s) 36.36 14.43 35.24 -3.1% 144.2% 14.33 34.79 142.7%
 
A Figura 5.11 apresenta a comparação da direcção de chegada (azimute e elevação) das 
componentes multipercurso devolvidas pelo SAGE e simuladas. Como na secção 5.3, as 
marcas azuis correspondem a resultados de simulação e as marcas cor-de-rosa 
correspondem a resultados do SAGE. As marcas roxas também correspondem a resultados 
do SAGE mas não presentes nos resultados das simulações. 
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Figura 5.11: Comparação da direcção de chegada das componentes multipercurso devolvidas pelo  
SAGE e simuladas para o par de posições (Tx1, Rx) do Cenário 3. As marcas azuis correspondem  
a resultados de simulação e as cor-de-rosa e roxas correspondem a resultados do SAGE. A forma  
da marca permite distinguir os diferentes atrasos de acordo com a legenda. 
Analisando a Figura 5.11 podemos concluir que se mantém razoável recuperação das 
componentes simuladas no intervalo dos 100 ns aos 120 ns e que as componentes 
simuladas, no intervalo dos 140 ns aos 225 ns, são agora recuperadas (anteriormente não), 
embora para algumas delas os resultados não sejam muito satisfatórios, principalmente a 
estimativa da elevação, tal como anteriormente. Além disso, foram ainda detectadas 
componentes não presentes nas simulações nos 165, 195, 355, 680 e 750 ns. Tendo em 
conta o erros apresentados pelas estimativas da elevação das ondas simuladas e a 
montagem experimental/cenário (antenas do tipo monopolo à mesma altura num cenário 
com paredes e sem tecto) é crível que a elevação das ondas recuperadas e não simuladas 
seja próximo de 0º (plano horizontal). 
5.5. Recuperação da RI Direccional a Partir de 
Respostas em Frequência Sintéticas 
Considerando um canal composto por um número arbitrário L de componentes 
multipercurso (impulsos), a resposta em frequência no elemento n do agregado virtual é 
dada por (5.1), em que τnA é o atraso da componente A (no elemento n). 













Seja R = (xo, yo, zo) as coordenadas da posição do elemento de referência do agregado,  
S = (xn, yn, zn) as coordenadas da posição do n-ésimo elemento do agregado, τA o atraso da 
componente A no elemento de referência R, φA e ϑA, respectivamente, o azimute e a 
elevação da componente A. É possível demostrar que τnA é dado por 
( ) ( ) ( )cos cos sin sino n o n o n
n
x x y y z z
c
ϑ φ φ ϑ
τ τ
 − + − + − 
= +
A A A A
A A  (5.2)
onde c é a velocidade da luz. 
Conforme referido nas secções 5.2 e 5.4, a recuperação do SAGE produz, para uma dada 
componente (principalmente para as que chegam mais cedo e com mais potência), 
componentes semelhantes quer no respectivo atraso quer nos atrasos vizinhos. Para tentar 
averiguar se essas componentes surgem devido ao cenário (reflexões nas faces externas e 
internas das paredes dos edifícios, reflexões difusas, etc.) ou se surgem devido ao método 
de medida e processamento usado, considerou-se um canal com duas componentes 
multipercurso e calculou-se a resposta em frequência em cada um dos elementos do 
agregado usando as equações (5.1) e (5.2). Aplicando uma IFFT, calculou-se a matriz de 
respostas impulsivas usada como argumento para o algoritmo SAGE. A Tabela 5.6 
apresenta os parâmetros das duas componentes consideradas. 
Tabela 5.6: Parâmetros (atraso, azimute, elevação e amplitude) das duas componentes do canal. 
Componente Atraso (ns) Azimute (º) Elevação (º) Amplitude (dB) 
1 100 210 15 0 
2 120 60 0 –14 
 
A Figura 5.12 apresenta a comparação da direcção de chegada das componentes 
multipercurso do canal sintético e devolvidas pelo SAGE para M = 11x11 elementos e 
resolução 5 ns (B = 200 MHz). Nestas condições, só foi possível obter uma estimativa da 
componente 2 estimando 9 componentes. Abaixo deste valor os resultados devolvidos pelo 
SAGE apresentam apenas estimativas da componente 1. Com excepção do azimute, alguns 
parâmetros de algumas destas estimativas, apresentam erros bastante grosseiros, 
principalmente a elevação. 
A Figura 5.13 e a Figura 5.14 apresentam a comparação da direcção de chegada das 
componentes multipercurso do canal sintético e devolvidas pelo SAGE para M = 11x11 
elementos com resolução 10 ns (B = 100 MHz) e M = 6x6 elementos com resolução 5 ns, 
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respectivamente. Em ambos os casos é possível obter uma estimativa para a componente 2 
se forem estimadas 3 componentes no total (duas destas constituem estimativas da 
componente 1 – uma delas num atraso vizinho do atraso real). 
Comparando a Figura 5.12 e a Figura 5.13 verifica-se que com a redução da largura de 
banda da medida (redução da resolução temporal), diminui o número de componentes que 
é necessário estimar para se obter estimativas de ambas as componentes do canal. 
Analisando a Figura 5.12 e a Figura 5.14, conclui-se que a redução do tamanho do 


























Figura 5.12: Comparação da direcção de chegada das componentes multipercurso do canal sintético e 
devolvidas pelo SAGE para M = 11x11 elementos e resolução 5 ns (B = 200 MHz). As marcas azuis 

























Figura 5.13: Comparação da direcção de chegada das componentes multipercurso do canal sintético e 
devolvidas pelo SAGE para M = 11x11 elementos e resolução 10 ns (B = 100 MHz). As marcas azuis 
correspondem às componentes do canal e as cor-de-rosa correspondem a resultados do SAGE. 
 


























Figura 5.14: Comparação da direcção de chegada das componentes multipercurso do canal sintético e 
devolvidas pelo SAGE para M = 6x6 elementos e resolução 5 ns (B = 200 MHz). As marcas azuis 
correspondem às componentes do canal e as cor-de-rosa correspondem a resultados do SAGE. 
Embora seja possível que quer o cenário quer o material usado no arranjo experimental 
(cabos, conectores, antenas, etc.) possam introduzir algum tipo de dispersão nas medidas, 
esta análise permite-nos explicar alguns dos resultados observados em canais reais, 
principalmente nas situações em que surgem várias componentes com azimute e atrasos 
muito semelhantes e elevações algo díspares. 
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6. Conclusão 
Este trabalho pretende ser um contributo para caracterização do canal de propagação 
direccional em banda larga para sistemas rádio móvel. 
Após uma introdução, geral e breve, do trabalho no primeiro capítulo, apresenta-se no 
capítulo 2 o estudo dos mecanismos de propagação relevantes em comunicações móveis, a 
caracterização teórica do canal rádio como sendo um canal linear e variante no tempo e a 
definição dos parâmetros que permitem avaliar o impacto do canal em sistemas de 
comunicação. Ainda no capítulo 2 são apresentados alguns dos modelos que têm vindo a 
ser propostos e que pretendem abranger a caracterização direccional do canal rádio. 
Após o estudo teórico, o capítulo 3 inicia-se com uma breve descrição dos métodos mais 
vulgarmente usados para medir a resposta impulsiva do canal rádio e de seguida 
apresenta-se um sistema que foi desenvolvido com o intuito de medir e adquirir 
informação do canal rádio. O sistema baseia-se num analisador de redes vectorial, numa 
plataforma de posicionamento X-Y (duas dimensões) e num computador de controlo e 
permite medir, adquirir e armazenar a resposta em frequência do canal em vários pontos do 
espaço correspondentes às posições dos elementos de um agregado virtual. Neste trabalho 
implementou-se um agregado rectangular uniforme, mas o sistema desenvolvido permite a 
implementar agregados bidimensionais de forma genérica. 
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A descrição das antenas implementadas e a apresentação da configuração do sistema usada 
em campo é também efectuada no capítulo 3. 
O canal rádio móvel fica caracterizado se forem conhecidos os parâmetros das 
componentes multipercurso mais significativas, nomeadamente, a amplitude complexa, o 
atraso, o azimute e a elevação. As técnicas de processamento de sinal espacial-temporal 
têm sido usadas para estimar alguns destes parâmetros e podem ser classificadas como 
estimação espectral ou estimação paramétrica. 
No capítulo 4 foi dada especial atenção aos métodos paramétricos dos quais foram 
apresentadas duas abordagens distintas. Ainda neste capítulo, são apresentados alguns 
detalhes sobre a implementação e também alguns testes do desempenho do algoritmo 
escolhido, o algoritmo SAGE. Este algoritmo baseia-se em estimativas de máxima 
verosimilhança. 
Usando o estimador ML e uma vez que é possível expressar as estimativas da amplitude 
complexa em função das estimativas dos restantes três parâmetros, o problema consiste 
numa optimização de dimensão 3L, necessária para estimar conjuntamente os parâmetros 
de L componentes multipercurso. No entanto, o algoritmo SAGE permite decompor este 
problema de optimização em 3L problemas de optimização unidimensionais cada um 
calculando apenas a estimativa de um dos parâmetros de uma das componentes. 
Em consequência do estudo que foi efectuado do desempenho do algoritmo SAGE em 
canais sintéticos, foram apresentados valores para as margens de separação necessárias 
entre duas ondas para que ambas sejam correctamente detectadas. Aparentemente, o 
algoritmo necessita de uma separação em elevação menor do que em azimute para garantir 
resultados aceitáveis. Por outro lado, na presença de ruído, concluiu-se que é necessário 
uma RSR mínima de 40 dB para obter boas estimativas na maioria da vezes. 
No capítulo 5 foram apresentados os resultados de medidas experimentais. A comparação 
da RI calculada com base nos resultados do algoritmo SAGE com a RI medida revelou boa 
concordância para níveis de potência até 20 dB abaixo da componente de LV. Além disso, 
observou-se ainda que o algoritmo detecta múltiplas componentes quer nos atrasos 
correspondentes às primeiras componentes da RI simulada quer nos atrasos vizinhos. 
Assim, algumas das componentes com atrasos maiores não são detectadas. No sentido de 
tentar recuperar algumas destas componentes não recuperadas, o algoritmo SAGE foi 
aplicado a um conjunto de pequenos intervalos temporais da matriz de RIs, demonstrando 
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que, desta forma, é possível recuperar algumas das componentes que apresentam maiores 
atrasos e níveis de potência mais baixos. 
Da análise das RIs direccionais foi possível concluir que, em geral, as estimativas obtidas 
para o azimute apresentam melhor concordância com as simulações do que as estimativas 
obtidas para a elevação. As discrepâncias são notórias principalmente nas múltiplas 
componentes que são identificadas como estimativas das primeiras componentes 
simuladas. 
O capítulo 5 termina com uma possível explicação para o facto de se detectarem múltiplas 
componentes nos atrasos correspondentes à primeiras componentes simuladas. Do estudo 
apresentado, pode concluir-se que talvez se tenha usado uma resolução temporal 
demasiadamente grande quando comparada com as dimensões do agregado. 
Face ao trabalho realizado nesta dissertação sugere-se como trabalho futuro: 
• Processamento das medidas adquiridas considerando uma resolução temporal 
menor (menor largura de banda da resposta em frequência) e/ou usando um 
agregado menor. 
• Implementação de outros tipos de agregados virtuais ou eventualmente outros 
algoritmos. 
• Realização de mais algumas campanhas de medidas, processamento e análise dos 
resultados. 
Atendendo à evolução e interesses de investigação que têm surgido nesta área, faz sentido 
realizar também trabalho sobre modelos de canal para sistemas MIMO. Neste contexto, as 
propriedades multipercurso do canal de propagação, anteriormente vistas como 
condicionando irremediavelmente os sistemas de comunicação clássicos, poderão redundar 
em vantagens que aumentem a capacidade. Os modelos de propagação disponíveis para a 
caracterização dos sistemas tradicionais – resposta impulsiva, direcção de chegada das 
ondas – são no entanto insuficientes para o estudo do desempenho destes sistemas, sendo 
necessários dados sobre a natureza duplamente direccional do canal [43]. 
O sistema desenvolvido no capítulo 3, pode ser adaptado de forma a facultar medidas 
experimentais do canal de propagação bidireccional. Este sistema pode ser usado numa 
vasta gama de frequências desde que equipado com antenas e um analisador redes 
adequados para a frequência de trabalho. Assim, a adaptação do sistema em causa de forma 
a servir este objectivo passa não só pela selecção (dimensionamento e construção ou 
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aquisição) de antenas adequadas para a frequência de trabalho mas também pela 
duplicação da plataforma de posicionamento de forma a poder realizar medidas de canais 
MIMO. Um aspecto importante será a coordenação e o controlo dos vários módulos do 
sistema: plataformas de posicionamento do emissor e receptor e instrumentos de medida e 
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