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Abstract

Image restoration methods attempt to remove the noise and blurring that occur
during image capture with the aim of producing a more accurate representation
of the original scene. First becoming popular among scientist involved in space
exploration, the application of image restoration methods rapidly spread to
other areas such as medical imaging, where it is used as a tool for improved
patient diagnosis. Although image restoration is a mature field of research,
significant progress in this field is continually being made.
The combination of unknown random noise and blurring make the image restoration problem an ill-posed inverse problem. To create a well-posed problem, it
is essential to incorporate additional information about the ideal image via regularization methods. State-of-the-art regularization methods utilize nonlinear
image priors. This means that the image restoration problem is most accurately
expressed as a nonlinear optimization problem with inequality constraints.
It has traditionally been difficult to solve nonlinear image restoration problems
that have inequality constraints. As a result, a great deal of research has focused on developing algorithms for solving unconstrained nonlinear restoration
problems. These include variable splitting, two-step, and Bregman iterative algorithms. In this thesis, the nonlinear convex image restoration problem with
inequality constraints is reformulated as a variational inequality problem. The
variational inequality problem is then solved using a dynamical systems approach. This approach simultaneously computes the restored image and an
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adaptive regularization parameter.
The proposed variational inequality approach to image restoration is also extended to perform region-based regularization. Region-based regularization
methods use contextual information to calculate a spatially adaptive regularization parameter for each image region. Using the new theoretical results described in compressive sampling theory, the proposed region-based restoration
method performs selective deconvolution of image coefficients. This is shown
to provide improved restoration performance, suppressing noise amplification
without adversely affecting the restoration of edges.
Multi-frame image restoration problems are also solved using the proposed variational inequality approach. The increased development and use of hybrid
and stereo cameras has highlighted the need for effective multi-frame restoration methods. However, standard methods fail to exploit image correlations
if the scene in each exposure changes. In this thesis, extended isotropic and
anisotropic total variation regularizers are developed to solve this problem. Using these regularizers, a multi-frame restoration method is presented. The proposed method simultaneously restores the degraded images and calculates an
adaptive regularization parameter for each image.
Finally, a bi-level programming approach to image restoration is presented. A
limitation of standard restoration methods is that no attempt is made to explicitly reduce the amount of noise in the degraded image before performing
image deblurring. Instead, noise is removed implicitly by the regularizer, at
the cost of image fidelity. To rectify this problem, restoration methods have
been developed to decouple denoising and deblurring into separate steps. In
this thesis, we employ bi-level programming methods for this purpose. These
methods are characterized by having separate upper-level and lower-level objective functions. By solving both objective functions, the proposed method
simultaneously denoises the observed image and deblurs the resulting denoised
image. This is shown to provide state-of-the-art performance.
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It is undeniable that some of mankind’s most precious information resides in
images. More than a simple two dimensional representation of signal intensity, images evoke emotion, inspire new thought and record historical events.
Not surprisingly, a great deal of research has been dedicated to the analysis
and manipulation of images, known broadly as image processing. Image processing encompasses fields such as image recognition, image restoration, image
enhancement, watermarking, super-resolution and image coding. Furthermore,
images can be processed as sequences for video tracking, motion estimation and
computer vision. This thesis focuses on the area of image restoration.
In this chapter, a brief introduction to image restoration will be presented,
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which includes descriptions of key models, theories and notation. The needs
that motivated this thesis will then be discussed. Finally, the contributions of
this thesis to the field of image restoration and a list of submitted or published
articles will be provided.

1.1

Image restoration

Image restoration techniques aim to remove the noise and distortions that occur
during image capture, with the aim of producing a more accurate representation
of the original scene. Research into image restoration techniques first became
popular in the 1950’s and 1960’s among the scientists involved in space exploration. The great cost and effort required to launch man into space made
any images that were captured on missions extremely valuable to scientists.
Unfortunately, due to the harsh environments of space, and the limitations of
the imaging technology, images were often degraded. As a consequence, research into image restoration methods grew rapidly and soon spread to other
areas such as medical imaging. Medical imaging has benefited enormously from
restoration methods, which provide a means of obtaining more accurate images
for improved patient diagnose. For example, restoration methods have been
used to remove the Poisson distributed film grain noise in chest X-rays and
mamograms [1]. Restoration methods also play an important role in positron
emission tomography (PET), magnetic resonance imaging (MRI) and computeraided tomography (CAT) [2]. The process of restoring degraded images can be
broken down into three major steps, see Fig. 1.1: 1) modeling the degraded
image, 2) formulating the image restoration problem and 3) designing an algorithm to solve the image restoration problem. In the first step, information
about the blurring and noise is used to create a model of the degraded image.
The vast majority of image restoration methods use the linear image degradation model, which will be discussed in detail in the next section. In the second
step, information about the original and degraded images are used to formulate
an objective function that, when solved, removes the blurring and noise from
the degraded image. This is generally accomplished using some form of inverse
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Degradation
model

Problem
formulation

Optimization
method

g = Hu + v

min
|| g - Hu ||
u

un+1 = un+ H (Hun - g)

T

Figure 1.1 The design of image restoration methods can be broken down into three
stages: 1) image-modeling, 2) problem formulation and 3) algorithm design.

function or optimization problem. In the third step, an algorithm for solving
the image restoration problem is determined. The main focus of this step is on
efficiently and accurately solving the inverse problem formulated in Step 2. A
literature review of image restoration methods is provided in Chapter 2. This
review describes in detail how many image restoration methods are formulated
and solved.

1.2

Image models

Images are two dimensional signals that provide a visible representation of an
object, place, abstraction, or event. An analogue, or continuous, image is usually defined as a continuous bivariate function U(i, j). To store and manipulate an image digitally, however, the continuous image must be sampled. The
discrete-space approximation of the analogue image U can formally be defined
as U (x, y) = U(∆x i, ∆y j), where the spacing between sample points (sometimes
referred to as pitch) in the x and y directions is denoted ∆x and ∆y , respectively. It is also common to use a lexicographically ordered vector u to represent
the discrete image matrix U . Each element, or pixel1 , in matrix U contains a
value representing the signal intensity at that point, often referred to as the gray
level. In standard photographic images, pixel intensity is proportional to the
amount of visible light in the imaged scene. By convention, the lowest intensity
value represents black and the largest intensity value represents white. Values
between represent shades of gray, see Figure 1.2. To represent color images in
1

An individual picture element is commonly referred to as a pixel.
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a standard way, color models (or color spaces) were developed. Different applications require different color models. For example, the red-green-blue (RGB)
color scheme was developed for monitors and the cyan-magenta-yellow (CMY)
color scheme was developed for printing.

Pixel Intensity

50
100
150
200
250
gray

red green
Channel

blue

Figure 1.2 For 8-bit color images, the intensity values of each channel range from
0 through to 255. Gray-scale images only contain a single channel, while RGB color
schemes contain red, green and blue channels.

For sophisticated image processing applications, the relationship between pixels
is also an important part of the image model. Standard relationships include
discontinuities such as edges, local extrema (line edges) and junctions (where
two edges meet). Lines are used to divide the image into regions that have
similar local characteristics such as textures, colors or brightness. These features
will be affected by a number of different properties such as the photometrical,
geometrical and physical characteristics of objects in the imaged scene [3].

1.3

Modeling image degradations

Due to environmental factors and the physical limitations of imaging equipment,
it is inevitable that image degradations will occur during the image capture
process. Common degradations include blurring, noise, geometrical distortions
and color imperfections. While some of these degradations can be complex,
the majority can be accurately modeled using the following linear degradation
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model:
G(x, y) =

nh X
nw
X

H(i, j)U o (x − i, y − j) + V (x, y).

(1.1)

i=1 j=1

Here G ∈ Rnh ×nw represents the distorted image, U o ∈ Rlh ×lw is the original
image, H ∈ Rhh ×hw is the point spread function (PSF) and V (x, y) ∈ Rnh ×nw is
the additive noise in the image. This problem can alternatively be expressed as
a convolution of the form:
G(x, y) = H(x, y) ∗ ∗ U o (x, y) + V (x, y),

(1.2)

where ∗∗ denotes 2D convolution. To be concise, this convolution is generally
expressed using the following matrix notation:
g = Huo + v,

(1.3)

where H ∈ Rn×l is the convolution matrix for the PSF H(x, y), and g ∈ Rn ,
uo ∈ Rl , and v ∈ Rn are lexicographically ordered vectors representing the
degraded image, original image, and noise vector, respectively. It follows that
n = nh × nw and l = lh × lw .

1.3.1

Blurring

Blurring in an image occurs because of a localized averaging of pixels, and
results in the smoothing of image content. It can be caused by a number
of phenomena including, relative motion between the camera and the imaged
scene, lens defocus, or changes in the refractive index of the mediums being
photographed. Blurring is usually modeled as a convolution of the image U
with the PSF H (also known as the blurring kernel). If the PSF is the same
for all image pixels, the blur is termed spatially-invariant. If the PSF changes
through-out the image, the blur is termed spatially-variant. Figure (1.3) shows
examples of common types of blurring. Without loss of generality, in this thesis
we focus on removing spatially-invariant blurs.
Motion blur. Relative motion between the camera and the imaged scene (or
object) causes inconsistent pixel exposure, resulting in localized pixel averaging.
If the camera is moving relative to a stationary scene, the blur will often be
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(a) spatially-invariant blur

(b) spatially-variant blur

(c) horizontal background blur

Figure 1.3 Different types of blurs caused by relative motion between the sensor and
scene.

spatially invariant. Assuming constant motion in a fixed direction, a linear
motion blur is modeled by

p

 1 , if x2 + y 2 ≤
L
H(x, y; L, θ) =

0, elsewhere

L
2

for

x
y

= tan θ

(1.4)

where L and θ are the length and angle of the blur, respectively. If the motion
varies spatially throughout the image, for example when imaging a rotating
wheel, this will produce a spatially variant blur. Motion blur can be reduced
by shortening the exposure time2 , thereby, minimizing the changes that can
occur within the scene during exposure (i.e. reducing the length of motion L).
If exposure time is reduced by too much, however, the captured image will be
noisy and underexposed.
Out-of-focus blur. To reduce noise in short exposures, the aperture size can
be increased to allow more light into the camera. Increasing the aperture size
reduces the depth of field (DOF)3 , however, which increases the portion of the
image that will be out-of-focus.
For a circular aperture, a point source in a scene will be projected onto the
sensor as a circular disc. This disk is known as the circle of confusion (COC).
The diameter of the COC depends on the focal length, aperture number and the
distance between the lens and the object being imaged, see [2]. If an object is
2

Exposure time describes the effective length of time the image sensor, or film, is exposed
to the light in the scene.
3
The DOF is the portion of the image that is in-focus.
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out-of-focus, the lens will behave like a low pass filter, removing high frequency
image content. If the PSF is large relative to the wavelengths being imaged, it
can be modeled using the following spatially-invariant blur,

p

 1 2 , if x2 + y 2 ≤ r2
πr
H(x, y; r) =

0,
elsewhere

(1.5)

where r is the radius of the out-of-focus blur.
Environmental blurs. Environmental factors also cause blurring. As light
passes through mediums with different refractive indexes (such as through water
or the atmosphere), bending, diffraction and scattering will occur. Although it
is not possible to prevent these distortions, for long term exposures, atmospheric
turbulence can be modeled using the following Gaussian function
 2

x + y2
2
H(x, y; σh ) = c exp −
.
2σh2

(1.6)

where σh2 is the variance of the blur and c is a normalizing constant.

1.3.2

Noise

Noise is any random fluctuation in pixel intensity that obscures the original
image content and does not contain meaningful information. Noise is characterized by its frequency distribution, which will largely depend on the noise
source. Common types of noise include Gaussian, Shot, salt and pepper, and
quantization noise.
Gaussian noise. In digital imaging, the predominate source of noise is the electrical imaging system itself. Johnson-Nyquist4 noise is a type of electrical noise
that is generated by the thermal agitation of charge carriers inside a conductor
at equilibrium, especially in amplifiers. This noise occurs regardless of any applied voltage. Johnson-Nyquist noise is approximately white, meaning it is uniformly distributed among frequencies and the noise in each pixel can be assumed
independent. Furthermore, the amplitude of the noise can be modeled using
a Gaussian distribution. The additive white gaussian noise (AWGN) model is
4

Johnson-Nyquist noise is also known as thermal noise.
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very common in literature because it accurately describes many real-world phenomena and is mathematically tractable [1], see Eq. (1.3). Figure 1.4(a) shows
a visual example of an image degraded by Gaussian noise.

(a) Gaussian noise

(b) Salt and pepper
noise

(c) Speckle noise

Figure 1.4 Different types of noise encountered in image restoration.

Shot noise. When modeling photographic images, it is important to understand the dual particle-wave nature of light. When describing color, light is
modeled as a wave. When describing the interaction of light with physical
objects like sensors, however, light is modeled as a particle called a photon.
Shot-noise is inevitable in low light photography because the imaging sensor
receives the light in discrete packets of energy (photons). It follows that, shotnoise is mathematically rooted in photon-counting and can be modeled using
a Poisson distribution. The power of shot noise is proportional to the squared
intensity of pixels, therefore, it is most predominant in bright areas of the image
and the noise in each pixel is assumed independent. Shot noise can be modeled
as additive noise, as in Eq. (1.3), however, the noise component v will be a
function of the blurred image Huo .
Salt and pepper noise. Salt and pepper noise is a distinctive form of noise
that produces sparsely distributed over/under exposed pixels, see Figure 1.4(b)
for a visual example. It follows that, the distribution of salt and pepper noise
is very heavy tailed. When a signal is transmitted over a noisy channel, the
channel noise can cause bits in the signal to be flipped. If the most significant
bit (MSB) of a pixel is flipped, the pixel will appear obviously light or dark,
which can be modeled as salt and pepper noise. Salt and pepper noise can also
be modeled as a form of additive noise as in Eq. (1.3).
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Speckle noise. Speckle noise is difficult to model because it is spatially variant
and signal dependent. Depending on the source, speckle noise is often modeled
as multiplicative noise with an exponential density function. Speckle noise is
common in coherent imaging such as synthetic aperture radar. Light from coherent sources, such as radar transmitters or lasers, contain a single wavelength
and phase. When this light interacts with the surface of an object, however,
the reflected light will vary in phase and frequency due to surface imperfections.
These differences in phase and frequency cause constructive and destructive interference of the reflected light that is observed as speckle noise. An example of
speckle noise is illustrated in Fig 1.4(c). Speckle noise is a form of multiplicative
noise and as such is modeled
g = (Huo )v.

(1.7)

Note that Speckle noise can also be approximated as additive noise, provided
the noise v is modeled as a function of the blurred image Huo .
Quantization noise. When an analogue image U is sampled and quantized
to produce a digital image U , round-off and truncation errors are introduced.
These errors are unavoidable and are referred to as quantization noise. When
the size of the signal is significantly larger than the least significant bit, the
quantization noise can be modeled using a uniform distribution. Quantization
noise can be modeled as additive noise.

1.3.3

Image quality measures

To compare the performance of different image processing methods, it is important to quantitatively measure the quality of the input and output images. For
images that have been corrupted by noise, the signal-to-noise ratio (SNR) has
been the predominant measure of image quality. SNR is defined as the ratio
of a signals power to the noise power and is often expressed in decibels (dB).
Given an ideal image uo with noise v, SNR can be calculated as follows
SNR = 10 log10
= 10 log10

kuo k22
dB
kvk22
kuo k22
dB.
kuo − u∗ k22

(1.8)
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An images SNR is most useful when a reference or benchmark SNR is available
for comparison. In image processing we usually compare an image’s SNR before
and after processing. This comparison is defined as the improvement in signalto-noise ratio (ISNR),
kuo − gk22
dB.
kuo − u∗ k22

ISNR = 10 log10

(1.9)

It is also useful to measure the average absolute error and average squared error
in each image pixel. This is accomplished using the mean absolute error (MAE)
or mean squared error (MSE) measures:
1X o
MAE =
|u − u∗ |,
n i=1

(1.10)

1X o
MSE =
(u − u∗ )2 .
n i=1

(1.11)

n

n

In image restoration problems, images are degraded by blurring as well as noise.
As such, the amount of degradation in an image is measured using the blurred
signal-to-noise ratio (BSNR), defined by
BSNR = 10 log10

σo2
.
σv2

(1.12)

Here σo2 and σv2 are the average noise powers of the blurred image Huo and noise
v, respectively. In practice, the ideal image uo is unknown so these measures
must be approximated.
Image quality is inherently subjective since it depends on peoples visual perception. It has been argued in many papers that the SNR measure is not an
accurate method for comparing improvements in image quality as it does not
correlate well with subjective assessment, see [4] and [5]. Although significant
progress has been made in developing newer quality measures, the SNR is still
by far the most widely used measure in restoration literature. SNR based measures will be used throughout this thesis since they provide the best means for
objectively comparing methods from a wide range of sources.
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Research motivations and assumptions

In recent years, a great deal of research has focused on modeling the original
image using nonlinear penalty functions that utilize total variation (TV) or
sparsity-based models. Therefore, nonlinear optimization techniques have become an important tool for designing state-of-the-art image restoration methods. In this thesis, we express the image restoration problem as a general
nonlinear optimization problems with inequality constraints. We then present
methods for solving this problem using variational inequality (VI) theory, dynamical systems theory, and Bi-level programming. These methods rely on the
following standard assumptions:
Grayscale images. The proposed restoration methods are designed for grayscale
images. Color images can be restored by treating each channel independently.
Linear image degradation model. All of the methods presented in this
thesis assume that the degraded image can be accurately modeled using the
linear image degradation model.
Known image blur. Blurs that occur during image capture are assumed to
be known or can be estimated. Without loss of generality, the blurs are also
assumed to be space-invariant. All of the image restoration methods presented
in this thesis can be applied to problems with spatially-variant blurs, however,
for simplicity we assume that blurring is invariant.
Gaussian noise. Image degradation models that assume zero-mean AWGN
are by far the most common in image restoration literature, and will be the
main focus of this thesis.
Boundary assumption. If blurring extends beyond the boundaries of an
image, the information necessary to perform deconvolution will not be available.
The values of external boundary pixels must therefore be estimated. For this
thesis we use the reflected boundary assumption.
Pixel range. Electronic sensors have a limited range of operation. If a sensor
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pixel is over exposed, the output signal will be clipped. Therefore, for an 8 bit
system the full range of intensities values is described using a number between 0
and 255. Although the pixel intensity of a digital image is discrete, the output
of many image restoration algorithms is assumed to be continuous in the range
of 0 and 255.

1.5

Contributions of this thesis

The contributions of this thesis include:
1. Literature Review. The literature review gives a general overview of the
image restoration field, focusing on state-of-the-art problem formulation
and optimization methods.
2. Variational inequality formulation. A novel method for solving nonlinear
convex image restoration problems with inequality constraints is presented
using a variational inequality formulation.
3. Dynamic system formulation. A dynamic systems approach is presented
for solving the variational inequality problem. This dynamical system can
be solved using a discrete-time approximation, and is shown to be related
to the popular fixed point algorithm.
4. Image restoration using compressive sampling. A region-based regularization approach to image restoration is presented using the variational
inequality formulation. This method is solved using compressive sampling
theory. The resulting formulation performs selective deconvolution of image coefficients, reducing the amplification of noise without affecting the
restoration of edges.
5. Multi-frame restoration. A variational inequality approach to multi-frame
image restoration is presented. This method calculates an adaptive regularization parameter for each image. In addition, extended isotropic and
anisotropic TV regularizers are proposed to exploit the inter-image correlations of multiple images. Inter-image and intra-image regularization is
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controlled using hyper-parameters that are estimated using a maximum
a posteriori (MAP) approach.
6. Bi-level programming. The majority of image restoration methods do
not explicitly remove noise before performing image deblurring. Instead,
the regularizer implicitly removes the noise at the cost of image fidelity.
A bi-level programming approach to image restoration is presented that
simultaneously performs denoising on the degraded image and deblurring
of the denoised image. The interaction between the upper and lower level
objective functions results in improved restoration performance.
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Introduction

Image restoration methods aim to remove the noise and blurring that occur during image capture with the aim of producing a more accurate representation of
the imaged scene. In Chapter 1, the linear image degradation model was defined
and key concepts relevant to its application were discussed. In this chapter, we
present a literature review of image restoration methods, the majority of which
can be directly formulated using the linear image degradation model. Traditional filter-based image restoration methods are introduced in Section 2.2.
The advantages and disadvantages of least-squares filters and their relation to
unconstrained least-squares restoration is also discussed. In Section 2.3, regularization is employed to create a more well-posed image restoration problem.
Aspects related to regularizer design and the importance of accurately estimating the regularization parameter are also highlighted. In Section 2.4, constrained
optimization is introduced as a means of systematically calculating both the restored image and the regularization parameter. Many state-of-the-art image
restoration methods use Bayesian modeling to calculate the restored image and
model parameters. Section 2.5 presents a review of Bayesian image restoration
methods. Although many image restoration publications assume that the blur
is known, in practice it must be estimated. As such, in Section 2.6 a brief
review of blind restoration methods is presented. Once the image restoration
problem has been formulated, an efficient method for solving the problem must
be determined. In Section 2.8, optimization algorithms for image restoration
are examined. Finally, a chapter summary is presented in Section 2.9.
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Filter-based image restoration

Inconsistent pixel exposure during image capture produces localized pixel averaging, referred to as blurring. From a signal processing perspective, blurring
can be modeled using a low-pass filter. It follows that, the image restoration
problem can be solved using traditional filter-based reconstruction methods.
In this section, we discuss how the inverse, pseudo-inverse and Wiener filters
are utilized for image restoration and show how they relate to least-squares
methods.

2.2.1

Inverse filtering

Given a degraded image G(x, y) and a blur point spread function (PSF) H(x, y),
the standard image degradation model is
G(x, y) = H(x, y) ∗ ∗ U o (x, y) + V (x, y),

(2.1)

where ** denotes 2D convolution, U o (x, y) represents the original image and
V (x, y) is the image noise. In the Fourier domain, this degradation model can
be expressed as
G(ωx , ωy ) = H(ωx , ωy )Uo (ωx , ωy ) + V(ωx , ωy ),

(2.2)

where G(ωx , ωy ), H(ωx , ωy ), Uo (ωx , ωy ) and V(ωx , ωy ) are the two-dimensional
(2-D) Fourier transforms of the degraded image, blur PSF, original image, and
noise, respectively. Dividing both sides of Eq. (2.2) by H(ωx , ωy ) yields a restored image
U(ωx , ωy ) =

V(ωx , ωy )
G(ωx , ωy )
= Uo (ωx , ωy ) +
.
H(ωx , ωy )
H(ωx , ωy )

(2.3)

The spatial domain representation of the restored image U (x, y) is determined
by taking the inverse Fourier transform F −1 of Eq. (2.3):




V(ωx , ωy )
G(ωx , ωy )
−1
−1
o
=F
.
U (x, y) = F
U (ωx , ωy ) +
H(ωx , ωy )
H(ωx , ωy )

(2.4)

When there is no noise in the degraded image, Eq. (2.4) produces perfect restoration. However, in practice there will always be noise in the degraded image,
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and singular values in H(ωx , ωy ) cause this noise to be amplified at the output.
Therefore, the inverse filter often does not provide useful results. For example,
the Cameraman image in Fig. 2.1(a) is degraded by a 11 × 11 uniform blur
(with no added noise). This image is perfectly restored using inverse filtering,
as shown in Fig. 2.1(b). However, if the image is also degraded by zero-mean
additive white gaussian noise (AWGN) of variance σv2 = 1, shown in Fig. 2.1(d),
the inverse solution becomes useless, see Fig. 2.1(e).

(a) Degraded image: σv2 = 0.0 (b) Inverse filter: σv2 = 0.0

(c) Wiener filter: σv2 = 0.0

(d) Degraded image: σv2 = 1.0 (e) Inverse filter: σv2 = 1.0

(f) Wiener filter: σv2 = 1.0

Figure 2.1 Visual results for inverse-Fourier and Wiener filter restoration. Subfigures
(a) and (d) are degraded by 11 × 11 uniform blurs with zero-mean AWGN with
variance σv2 . Subfigures (b) and (c) were restored using the inverse filtering, whereas
(e) and (f) were restored using Wiener filtering.

2.2.2

Pseudo-inverse filtering

The image degradation model in Eq. (2.1) can alternatively be expressed using
the following matrix-vector form:
g = Huo + v,

(2.5)
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where g ∈ Rn , uo ∈ Rl and v ∈ Rn are the degraded image, the original image and the noise, respectively, and the blurring matrix H ∈ Rn×l is defined
using the blur PSF H. The blurring matrix H is normally singular or degenerate, making it non-invertible. If the columns of H are linearly independent,
however, the inverse solution can be approximated using the Moore-Penrose
pseudo-inverse:
u = (H T H)−1 H T g.

(2.6)

The pseudo-inverse approach assumes that the eigenvalues of H T H occur away
from the origin, making it more well-posed than the inverse approach [6].

2.2.3

Wiener filtering

The Wiener filter is the optimal filter for minimizing the mean squared error
(MSE):



MSE = E (u − uo )2 ,

(2.7)

where E[·] denotes the expectation operator. Although the original image uo
is not known, the Wiener filter only requires that the original image powerspectrum Su (ωx , ωy ) and the noise power-spectrum Sv (ωx , ωy ) be known. In
the Fourier domain, the Wiener filter solution is expressed as follows:
U(ωx , ωy ) =

H∗ (ωx , ωy )G(ωx , ωy )
,
H∗ (ωx , ωy )H(ωx , ωy ) + Sv (ωx , ωy )/Su (ωx , ωy )

(2.8)

where H∗ (ωx , ωy ) is the complex conjugate of H(ωx , ωy ) [2]. For Sv (ωx , ωy )
much larger than Su (ωx , ωy ), the Wiener filter acts like a frequency rejection
filter and smooths the output. For Sv (ωx , ωy ) much smaller than Su (ωx , ωy ), the
Wiener filter acts like an inverse filter and deblurs the signal. One problem with
the Wiener filter is that Su (ωx , ωy ) is often not known and must be estimated
using the degraded image g. If a good estimate for Su (ωx , ωy ) can be obtained,
however, the Wiener filter significantly outperforms the inverse-filter. For example, the degraded images in Fig 2.1(a) and Fig 2.1(d) were restored using
the Winer filter to produce the results in Figs. 2.1(c) and 2.1(f), respectively.
When there is noise in the degraded image, the Wiener filter clearly performs
better than the inverse filter.
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Because the Winer filter is the optimal filter for minimizing the MSE, it continues to be the basis of many modern restoration methods. In [7], for example,
an edgemap-based Wiener filter was proposed for preserving fine details and
edges in images. In [8], collaborative Wiener filtering was proposed for image
denoising in a sparse 3D transform-domain. In [9] and [10], the Wiener filter
was utilized for blind image restoration algorithms.

2.2.4

Relation to unconstrained least-squares restoration

The Moore-Penrose pseudo-inverse filter and the Wiener filter, are both leastsquares filters. To demonstrate this fact for the pseudo-inverse filter, consider
the following general weighted least-squares problem:
min (g − Hu)T W −1 (g − Hu)
u

(2.9)

where W is a positive semidefinite weight matrix. After differentiating with
respect to u, setting the derivative equal to zero, and solving for u, the solution
of Eq. (2.9) is given by
u∗ = (H T W −1 H)−1 H T W −1 g.

(2.10)

It should be clear that if W is the identity matrix, Eq. (2.10) is equivalent to
the Moore-Penrose pseudo-inverse solution (2.6). Therefore, the Moore-Penrose
pseudo-inverse solution solves the least-squares problem (2.9) when W = I.
Furthermore, if v is zero-mean AWGN and W is the noise covariance matrix,
u∗ is the maximum likelihood estimate.

2.3

Regularized image restoration

Regularization methods were developed to make the image restoration problem
more well-posed by introducing information about the original image uo . A
problem is well-posed, in the sense of Hadamard, if:

1. a solution exists,
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2. the solution is unique, and
3. the solution depends continuously on the data.

To satisfy the first condition, the restoration problem must account for noise.
For example, the equality g = Hu will not always have a solution because it
does not account for the noise term v. The second conditions is violated if H T H
is rank deficient (i.e. contains zero eigenvalues). In this situation there are a
large number of possible solutions; additional information is needed to choose
the correct solution. Finally, because discontinuities cause instability in many
algorithms, the solution must depend continuously on the data.
In this section, Tikhonov-Miller regularization is introduced as a frame-work
for making the restoration problem well-posed. This framework is then generalized so that it can be implemented using state-of-the-art regularizers, such
as the total variation (TV) norm. Finally, common methods for choosing the
regularization parameter are presented.

2.3.1

Tikhonov-Miller regularization

Tikhonov-Miller regularization incorporates information about the original image using an explicit regularization term:
min
u

kg − Huk22 + λkRuk22 ,

(2.11)

where k · k22 is the l2 norm, λ is the regularization parameter and R is the regularization matrix. The regularization matrix R (also known as the Tikhonov
matrix) can be a variational operator, a weighted Fourier operator or simply the
identity matrix, depending on the chosen image model. The regularization parameter λ controls the trade-off between preserving image fidelity and removing
noise. After differentiating (2.11) with respect to u and setting the derivative
equal to zero, it can easily be shown that the solution of this optimization
problem can be expressed as
u∗ = (H T H + λRT R)−1 H T g.

(2.12)
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If R = Σu Σv

, where Σu and Σv are the covariance matrices of the original

image and the noise respectively, then Eq. (2.12) minimizes the noise to signal
ratio.

2.3.2

Regularizer design

The quality of the restored image will depend on how accurately the regularizer
models the characteristics of the original image. Traditionally, the regularizer would be defined using the l2 norm and a simple variational operator R,
such as the Laplacian. This creates a more well-posed problem by introducing
a smoothness constraint that penalizes variations caused by amplified noise.
Natural images are only piecewise smooth, however, so traditional regularizers
adversely affect the restoration of sharp edges, producing images that are oversmoothed. More advanced regularizers, such as the TV norm, use nonlinear
penalty functions to model the characteristics of the original image. Therefore, the majority of state-of-the-art restoration methods solve the following
generalized Tikhonov-Miller objective [11–14]:
min kg − Huk22 + λR(u)
u

(2.13)

where R(u) is a general regularization term. In the following, we introduce TV
and sparsity-based regularizers as effective choices for R.
Total variations regularizer. The TV regularizer has been used in many
state-of-the-art image restoration methods because of its ability to remove noise
without adversely affecting the restoration of image edges [15–18]. The TV
regularizer was developed in [19] and [20] using the assumption that images
have bounded variation (BV). If an image has bounded variation, the sum of
absolute variation within the image will be finite. Therefore, TV regularizers
are designed to limit the amount of variation within the restored image. For
discrete images, the Isotropic TV norm is defined by:
l q
X
(∇x ui )2 + (∇y ui )2 ,
R(u) =

(2.14)

i=1

where ∇x ui and ∇y ui are the first order horizontal and vertical differences
at pixel i. Minimizing the total variation within an image has the effect of

Image Restoration: a Review

23

penalizing oscillations and noise, while still allowing sharp discontinuities such
as edges. A more detailed study of TV-based regularization will be provided in
Chapter 5.
Sparsity-based regularizers. Many sparsity-based restoration methods have
been inspired by the development of the wavelet, curvelet, and contourlet transforms [12, 21–27]. Sparsity-based regularizers force the transform domain coefficients of the restored images to be sparse. This generally reduces noise without
adversely affecting the restoration of edges. Given a sparsifying transform R,
solution sparsity is usually enforced using an l1 norm penalty function. In
[12, 14, 28] for example, the following unconstrained image restoration problem
is solved:
min kg − Huk22 + λkRuk11 .
u

(2.15)

The relation between Eq. (2.15) and the generalized Tikhonov-Miller method
(2.13) should be obvious. It has been shown that there is a strong link between
TV-based and wavelet-based image restoration methods [24, 29].

2.3.3

Choosing the regularization parameter

In practice, no regularizer can perfectly model the characteristics of the original image, therefore, a compromise must be found between regularization (to
remove noise) and preserving data fidelity. Figure 2.2(a) shows the Cameraman
image degraded by a 9 × 9 uniform blur and additive zero-mean Gaussian noise
of variance σv2 = 25. For a small regularization parameter λ = 0.001, the regularizer has little effect and the noise is amplified at the output, see Fig. 2.2(b).
In contrast, for λ = 10 the image is over-smoothed and edge details are lost,
see Fig. 2.2(d).
Many restoration methods, such as the Tikhonov-Miller method, do not provide a means for estimating the regularization parameter λ. Therefore, the
regularization parameter must be estimated using some additional information
or assumptions. In [30], the Miller regularization approach [31] was used to
estimate the regularization parameter λ for image restoration. Given a noise
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(a) Degraded image

(b) Restored image: λ = 0.001

(c) Restored image: λ = 0.5

(d) Restored image: λ = 10.0

Figure 2.2 Results using Tikhonov-Miller regularization, TV regularizer and different λ values. Cameraman degraded by 9 × 9 uniform blur and zero-mean Gaussian
noise of variance σv2 = 25.

bound estimate ξ ≈ kg − Huo k22 and a regularizer bound estimate  ≈ kRuo k22 ,
Miller regularization sets
λ=

σv2

=
,
ξ
kRk22 (σu2 + m2 )

(2.16)

where σv2 and σu2 are the variances of the noise and the image, respectively,
and m is the image mean; see [30] for further details. In practice,  is often
not known, or cannot be accurately estimated, so λ cannot be calculated using
this method. In [32], the following regularization parameter was proposed as
an alternative
λ=

kg − Huk22
.
1/γ − kRuk22

(2.17)

Here γ is a user selected control parameter that should be less than 1/kRuk22 .
The formulation in Eq. (2.17) has a number of desirable qualities including:
1) it is inversely proportional to 1 − γkRuk22 , 2) it is proportional to kg − Huk22 ,
3) λ = 0 in the absence of noise, i.e., for kg − Huk22 = kvk22 = 0 and 4) λ → ∞
for kg − Huk22 → ∞. Furthermore, it was shown in [33] that Eq. (2.17) can be
derived using a Bayesian approach.
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Constrained image restoration

In this section, the restored image u and regularization parameter λ are calculated simultaneously by expressing the image restoration problem as a constrained optimization problem with a linear or quadratic constraint.

2.4.1

Restoration using a linear constraint

The image restoration problem can be expressed as the following constrained
optimization problem,
min R(u) subject to Hu = g,
u

(2.18)

where R : Rl → R is a general regularizer. The solution of this optimization
problem coincides with a stationary point of the Lagrangian:
L(u, λ) = R(u) + λT (Hu − g),

(2.19)

where λ ∈ Rn is a vector of Lagrange multipliers (or dual variables). Often
Equation (2.19) will have multiple stationary points; the Lagrange conditions
provide necessary and sufficient conditions for optimality.
Directly applying the method of Lagrange multipliers to the image restoration
problem in Eq. (2.18) does not produce a well-posed objective because the
constraint does not account for noise. Instead, Eq. (2.18) is often expressed as
the following augmented Lagrange equation:
1
Lµ (u, λ) = R(u) + λT (Hu − g) + µkg − Huk22 ,
2

(2.20)

where µ is a positive user defined constant. The additional least-squares penalty
introduced by the augmented Lagrangian method (2.20) makes it more well-posed
than the Lagrange multiplier method. Furthermore, the Augmented Lagrangian
converges under more general conditions. Equation (2.20) can be solved using
the dual descent method, which alternates between minimizing Lµ (u, λ) with
respect to u (while keeping λ constant) and updating λ (while fixing u). Because the augmented Lagrangian formulation is well-posed and easily solvable,
it is the basis of many state-of-the-art image restoration methods [18, 34, 35].
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Restoration using a quadratic constraint

To compensate for noise, the image restoration problem can alternatively be
expressed using a quadratic constraint:
min R(u) subject to kg − Huk22 − ξ = 0,
u

(2.21)

where ξ ∈ R+ is a bound used to compensate for the noise. The Lagrange
equation for this problem is:

L(u, λ) = R(u) + λ kg − Huk22 − ξ ,

(2.22)

where λ ∈ R+ is the Lagrange multiplier. It should be clear that Eq. (2.22) is
closely related to the Tikhonov-Miller objective; however, in this formulation
λ controls the weight of the fidelity term as opposed to the regularizer. Unlike the Tikhonov-Miller approach, the restored image u and the regularization
parameter λ can be determined by finding the solution that satisfies the Lagrange conditions of Eq. (2.21). Furthermore, this problem is well-posed and
compensates for noise.
If the regularizer R(u) measures a known quantity, the restoration problem can
also be expressed as
min kg − Huk22 subject to R(u) −  = 0.
u

(2.23)

The Lagrange equation for this problem is
L(u, λ) = kg − Huk22 + λ (R(u) − ) ,

(2.24)

where λ ∈ R+ is a Lagrange multiplier. The Lagrangian in Eq. (2.24) is also
closely related to the generalized Tikhonov-Miller objective (2.13). Unlike the
Tikhonov-Miller objective, however, the value of λ can be determined by finding
the solution that satisfies the Lagrange conditions of Eq. (2.23). It is generally
difficult to estimate the bound  of R(u), therefore, the objective in Eq. (2.21)
is far more common.
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Bayesian image restoration

In contrast to the restoration methods described in previous sections, Bayesian
image restoration methods use probability theory to model the image restoration
problem. This means the restored image and model parameters are represented
by probability distributions rather than unique values. There are two distinct
fields of statistics known as Frequentist (or Classical) statistics and Bayesian
statistics. Each field defines the concept of probability differently. Frequentist
statistics defines probability in terms of long term frequency of occurrence. In
comparison, Bayesian statistics measures the plausibility or belief of a hypothesis when there is insufficient knowledge to establish certainty. The Bayesian
definition is the most useful choice for modeling the image restoration problem
and will be the focus of this section. To begin, the image restoration problem
is modeled using Bayes law. Each of the components of the model will then
be described in detail. In particular, the observation model and popular hyperparameter priors will be presented. The importance of the image prior and
its relation to regularization, will also be described. Finally, methods used to
perform Bayesian analysis will be summarized.

2.5.1

Bayes law and the observation model

In the ideal case where the blur matrix H ∈ Rn×l , degraded image g ∈ Rn and
hyper-parameters λ ∈ R+ and µ ∈ R+ are known, the restored image u ∈ Rl
is determined using the posterior law P (u|g, λ, µ) [36]. In practical situations,
however, the hyper-parameters λ and µ must be estimated. To estimate these
values using Bayes law, the prior probability laws P (g|u, λ), P (λ), P (u|µ) and
P (µ) must be assigned. Here P (u|µ) is the image prior and P (g|u, λ) is the
probability density function of the observation model. Assuming that the prior
probabilities are known and given data g the following joint probability follows
from Bayes law:
P (u, g, λ, µ) = P (g|u, λ)P (λ)P (u|µ)P (µ).

(2.25)
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Later in this section we will describe in detail how these prior probabilities are
chosen in literature.
In Bayesian image restoration, P (g|u, λ) is the conditional probability of seeing the degraded image g, given u and λ. This probability distribution can be
obtained directly from the observation model. Assuming a linear image degradation model and zero-mean AWGN, for example, the distribution is defined
by the following Gaussian prior [16, 33, 37–41]:


λ
n/2
2
P (g|u, λ) = λ exp − kg − Huk2 ,
2

(2.26)

where n is the number of elements in g.
To illustrate the relationship between traditional restoration approaches and
Bayesian approaches, assume that the hyper-parameters λ and µ are known, the
image prior P (u|λ) ∝ exp{−µR(u)} and Eq. (2.26) is used for the observation
model. Under these assumptions, the posterior law P (u|g, λ, µ) is Gaussian and
is expressed


P (u|g, λ, µ) ∝ exp − λkg −

Huk22


− µR(u) .

(2.27)

It follows that the maximum a posteriori estimate is given by
u∗ = arg min λkg − Huk22 + µR(u).
u

(2.28)

If the Tikhonov-Miller regularization parameter in Eq. (2.11) is represented by
λt = µ/λ, it should be clear that Eq. (2.28) and the Tikhonov-Miller approach
are equivalent.

2.5.2

Image priors

Information about the original image uo is incorporated via the image prior,
which performs the same role as the regularizer in deterministic formulations.
Given a hyper-parameter µ, one of the simplest image priors is


1
2
P (u|µ) = Z(µ)exp − µkuk2 ,
2

(2.29)

where Z(µ) is a normalization constant. This prior produces poor results, however, since the minimum energy solution is not the optimal solution for the
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majority of image restoration problems. More advanced image priors utilize
variational operators to perform smoothing based on optical flow within the
image. In [42], the following simple variational prior was used:


1
2
P (u|µ) = Z(µ)exp − µkRuk2 ,
2

(2.30)

where Z(µ) is a normalization constant and R is a general variational operator,
such as the Laplacian.
Laplacian priors. When the image prior is designed using a deterministic
approach, the objective is often to constrain first or second order differences
within the restored image. This can be achieved using Eq. (2.30) and one of
the following discrete Laplacian matrices for R:

 
 
0
1 0
1
1 1
−1
2 −1

 
 
 1 −4 1  ;  1 −8 1  ;  2 −8
2

 
 
0
1 0
1
1 1
−1
2 −1



.


(2.31)

In [38], a Laplacian-based prior was proposed for image restoration. To create a
more realistic image model and preserve edges, this method uses adaptive local
variances to control smoothing in different regions.
Simultaneous auto-regressive image prior. It is also common to model the
image prior statistically using Eq. (2.30) with RT R defined as the covariance matrix of uo [42, 43]. In practice, it is difficult to accurately estimate the covariance
matrix from a single observation, so the simultaneous auto-regressive (SAR)
model has been utilized to reduce the number of model parameters that need to
be estimated. In [42] and [44], SAR image priors were proposed using a circulant Laplacian operator for RT R. To realistically model the local characteristics
of the image, these methods used spatially dependent prior variances. An edge
preserving SAR prior was also presented in [45].
Generalized Gaussian Markov Random Field. The generalized Gaussian
Markov random field (GGMRF) model is also utilized for image prior design. A
Markov random field is a set of variables whose future states depend only upon
the present state, not on the sequence of states that preceded it. If R is an
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energy function that defines the potential function for cliques (interconnected
pixels), the general GGMRF priors is
P (u|µ) = Z(µ)exp {−µR(u)}

(2.32)

where 1/Z(µ) is known as the partition function. In [46], the following convex
energy function was used for the GGMRF prior (2.32):


l
l
X

X
R(u) =
αi |ui |p +
βi,j |ui − uj |p ,


i=1

(2.33)

{i,j}=1

where ui and uj are neighboring pixels (i 6= j) and p is a general index. This
method performs similar to a median-filter, providing realistic edge modeling,
see [46] for further details. In [40], the following energy function was utilized
for the GGMRF prior (2.32):
R(u) =

l X
4
X

|∇j ui |p .

(2.34)

i=1 j=1

where ∇j ui for j = {1, 2, 3, 4}, represents the first order differences along horizontal, vertical and diagonal directions at pixel i.
In [16] and [37], the TV measure in Eq. (2.14) was used as the energy function
for Eq. (2.32). The TV measure has proven to be a very powerful image prior
and has been adopted in a large number of Bayesian image restoration methods
[15, 17, 23, 41, 47].
Sparse prior models. Many variational filters produce sparse output signals
that cannot adequately be modeled using a Gaussian distribution. As a result,
some image restoration methods have proposed to use a product-of-experts or
a student-t distribution to more accurately model the statistics of the image
coefficients [48–51].
Hierarchical model. In [52], a hierarchical prior was proposed for image
restoration. This prior first captures the directional structure of the image using
first order horizontal, vertical, and diagonal differences. Weight parameters are
then used to scale down the differences of adjacent pixels in regions that contain
discontinuities.
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2.5.3

Hyper-parameter prior

Hyper-parameters are used to control the relative contribution of the image
prior and the observation in the image restoration problem. In a sense, the
role of the hyper-parameters is equivalent to the regularization parameter in
deterministic formulations.
The simplest method for modeling the hyper-parameter priors is to assume that
they are constant [17, 47]:
P (µ) ∝ c1 ,

P (λ) ∝ c2 ,

(2.35)

where c1 and c2 are positive constants. When the hyper-parameter priors are
modeled as constants, the restored image and hyper-parameters are estimated
using only the observation g.
The non-informative Jeffereys prior has also been utilized for image restoration
[41]. The Jeffereys prior is equivalent to a flat prior on a logarithmic scale
P (λ) ∝

1
.
λ

(2.36)

Uninformative priors such as this are popular for image restoration problems
because all values of the hyper-parameter are equally likely.
Closely related to the Jeffereys prior is the Gamma prior. The Gamma prior
is currently the most common hyper-prior for image restoration [16, 33, 37–40].
Given scale parameter b and shape parameter a, the Gamma distribution is
defined as
P (λ) = Γ(λ|a, b) =

ba λ(a−1)
exp {−λb} .
Γ(a)

(2.37)

Note that, for (a, b) = (0, 0), the gamma prior is equivalent to the Jeffereys
prior. The gamma distribution is the conjugate prior for Gaussian likelihood
distributions, which simplifies the calculation of P (µ) and P (λ). Furthermore,
if Gamma priors are used, the posteriors will also have Gamma distributions.
It was shown in [41], for a TV image prior, a Gaussian observation prior and
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Gamma hyper-priors, the hyper-parameter λ is given by
λk+1 =

ρσv2
,
TV(uk ) + b

(2.38)

where ρ = 2(a + cl) and c is a constant that can be adjusted to obtain optimal
results. Note that, the deterministic formulation of the regularization parameter
in Eq. (2.17) is closely related to Eq. (2.38). This equivalence was studied in
[33] using both a maximum a posteriori (MAP) and an evidence analysis (EA)
approach.

2.5.4

Bayesian analysis

Once the prior laws have been defined, Bayesian analysis is performed on the
joint probability P (u, g, λ, µ). In this subsection we describe EA and MAP
analysis.
Evidence Analysis. There are many image restoration methods that employ
evidence analysis [16, 33, 39, 42, 45]. The EA framework integrates P (u, g, λ, µ)
over u to give the evidence P (λ, µ|g). The evidence is then maximized to
determine the hyper-parameters,



{λ, µ} = arg max P (λ, µ|g)
λ,µ


Z
P (λ, µ, u|g)du .
= arg max
λ,µ

(2.39)

Having estimated the hyper-parameters in Eq. (2.39), the image is restored as
follows:
n
o
u = arg max P (u|λ, µ, g) ,
u

(2.40)

see [33] for further details.
Maximum a Posteriori. The MAP framework is also common in image
restoration literature [15, 16, 41, 46]. This framework determines the restored
image u and model parameters by first integrating P (u, g, λ, µ) with respect to
the hyper-parameters λ and µ to obtain the true likelihood. Once the true prior
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has been found, it is maximized to determine the restored image u,


Z Z
u = arg max
P (u|g, λ, µ) dλ dµ
u


Z
Z
= arg max
P (g|u, λ)P (λ) dλ
P (u|µ)P (µ) dµ .
u

(2.41)

Alternatively, the hyper-parameters and restored image can be estimated simultaneously using a joint MAP approach,


{u, λ, µ} = arg max P (u|g, λ, µ)
u,λ,µ


= arg max P (g|u, λ)P (λ)P (u|µ)P (µ) ,
u,λ,µ

(2.42)

see [36] for further details.

2.6

Blind image restoration

In addition to evaluating the restored image and regularization parameters,
blind image restoration methods estimate the blur PSF H, either in preprocessing or simultaneously during restoration. The blind restoration problem
has been solved using cross relation methods, Kullback-Leibler (KL) divergence, the auto-regressive moving average (ARMA) model, total least squares
(TLS) minimization, learning-based algorithms, subspace methods, smoothing
least squares and minimization of the Kurtosis measure. For a more detailed
study of blind image restoration, the reader is referred to the following papers
[37, 53–56].
In [42, 44] the blind image restoration problem was solved using a hierarchical
Bayesian framework. Assuming the blur to be partially known, this method
models the blur as a sum of a known deterministic component and an unknown
random component. The restoration problem is then solved using EA. For
problems where the blur is completely known, the method in [42, 44] is equivalent to constrained least squares image restoration. For blind image restoration
problems where the blur is completely unknown, the blur PSF can been modeled using a SAR prior [37, 57] or a Students-t prior [55]. Furthermore, it was
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suggested in [55] that sparse density functions perform better than variational
and Gaussian priors for blind image restoration.
In [56], the blind image restoration problem was solved for multichannel image restoration problems using a least squares smoothing method (LSSM). The
LSSM exploits the isomorphism between the input and output spaces to estimate the image blur. This paper compares the LSSM method to the subspace
(SS) and cross relation (CR) methods for blind image restoration. The ARMA
formulation has also been utilized for blind image restoration. It models blurring as a moving average process and images as an autoregressive process [10].
Common methods that utilize the ARMA formulation include the maximumlikelihood (ML) [58] and generalized cross-validation (GCV) [59, 60] methods.
Using the GCV framework, the PSF and restored image can be updated in
alternating steps. It was suggested in [60], that the GCV method performs better than variational Bayesian blind deconvolution algorithms that use equivalent
image priors. In [61], a neural network was proposed for blind image restoration,
using the ARMA model.
In [62], it was suggested that blurring increases the Kurtosis measure. Assuming this to be true, the blur PSF can be estimated by minimizing the Kurtosis
measure. This approach to blind image restoration was utilized in [10] to restore
images degraded by atmospheric turbulence. Minimizing the KL divergence is
another well-known method for estimating the blur in image restoration problems [57, 63–66]. In [66], a new ML algorithm for blind image restoration was
proposed using KL divergence and assuming multivariate Gaussian processes
with unknown covariance matrices.

2.7

Image Segmentation and Restoration

Image segmentation is the process of dividing an image into regions that share
a common feature such as brightness, color or texture. These regions are said to
be homogeneous. Boundary detection methods identify the boundaries or edges
of regions. The main difference between image segmentation methods and edge
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detection methods is that the former calculates region-based information that
can later be used to classify the regions. There is also an important relationship between the image compression and image segmentation problems. Images
compression methods assign a codeword label to each pixel in an image segment. More accurate segmentation produces better quality compression. Lossy
compression techniques, such as vector quantization, have been applied successfully to the image segmentation problem, see [67],[68] and [69]. Furthermore, in
[70] vector quantization is used to reduce quantization artifacts around edges
of reconstructed images. Image segmentation is important in applications such
as video compression, medical imaging and remote sensing. A comparison of
image segmentation methods can be found in [71] and [72].
The image restoration problem is highly ill-posed so a regularization term is
introduced to make the problem more well-posed at the cost of image fidelity.
Segmentation-based image restoration methods apply a weight to this regularization term based on the local image characteristics of each segment [73, 74].
This improves the quality of restored images by reducing the weight of the regularization term in segments that it is not needed. In recent years, Bayesian
approaches to image segmentation have become popular. In [75], a MAP framework is presented that simultaneously performs motion estimation, image segmentation and super resolution. It solves the MAP formulation using a cyclic
coordinate decent method and iterated conditional optimization is used to obtain the segmentation fields. In [76], a hierarchical Mumford-Shah variational
approach to image segmentation is developed. An advantage of this formulation
is that the motion equations of the level-set functions are decoupled, resulting
in a significantly faster segmentation process. In [77], Markov Gauss mixture
models are used for segmentation of aerial images and textures. Segmentation
is performed by combining Gauss Markov Vector Quantization with 2-D hidden
Markov modeling. In [78], a multi-layer Bayesian network is used to model the
statistical dependencies among super-pixel regions, edge segments and vertices
resulting in automatic image segmentation. In [79], an Augmented Lagrangian
method for TV based image restoration and segmentation was proposed. The
authors take advantage of the augmented Lagrangian method and operator
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splitting to extend TV based image restoration and segmentation methods over
mesh surfaces. The resulting formulation efficiently restores color images. In
[80], a Bayesian framework is used to simultaneously restore and segment degraded images. The method uses a Gauss-Markov-Potts prior model that is
solved using a Variational Bayes approximation method.

2.8

Optimization methods for solving the image restoration problem

The image restoration problem is most accurately defined using nonlinear regularizers. Therefore, a great deal of research has been dedicated to developing
optimization algorithms for solving nonlinear image restoration problems. In
this section, we present state-of-the-art variable-splitting, iterative Bregman, iterative shrinkage thresholding and nature inspired optimization algorithms for
solving the following general unconstrained image restoration problem:
min R(u) + λG(u),
u

(2.43)

where the regularization parameter λ ∈ R+ is assumed known, R : Rn → R is
a general convex regularizer and G : Rn → R is a fidelity term that ensures u is
consistent with the observation g.

2.8.1

Variable-splitting methods

Many state-of-the-art regularizers are convex but non-differentiable. As a result,
the optimization problem in (2.43) cannot be solved using standard smooth optimization methods. To resolve this problem, the image restoration problem is
often divided into simpler sub-problems using variable splitting [81]. Common
image restoration methods that employ variable splitting include the projected
Landweber, projected gradient, alternating projections, alternating-direction
method of multipliers (ADMM) and alternating split Bregman (ASB) algorithms.
To divide Eq. (2.43) into two sub-problems, an additional variable w ∈ Rl and
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constraint w = u are introduced, so the objective becomes
min R(u) + λG(w)

{u,w}

subject to

u = w.

(2.44)

In this formulation, the regularization term and the deblurring term are defined
using different variables. As a result, when performing joint optimization each
term is solved using a separate subproblem. This makes the variable-splitting
approach to image restoration more efficient. Furthermore, the feasible set of
the solutions for this problem is w = u, hence the solution of Eq. (2.44) is
equivalent to solution of Eq. (2.43). This variable-splitting method was used
in [35] for frame-based image deconvolution and in [81] for TV-based image
restoration.
Forward-Backward splitting. The projected gradient method for convex
optimization was first proposed by Goldstein in [82] and separately by Levitin
and Polyak in [83]. This method has since been generalized to form a set of
algorithms known collectively as forward-backward algorithms, or even more
generally, as proximal methods [11]. It can be shown that if R is convex lower
semi-continuous and G is convex Lipschitz continuous, the image restoration
problem in Eq. (2.43) admits at least one solution and the fixed point is given
by,




uk+1 = proxαR uk − αλ∇G(uk ) .
| {z }
{z
}
backward |

(2.45)

forward

Here α is a positive constant representing the step-size. This algorithm is known
as the forward-backward splitting algorithm. Given a lower semicontinuous
convex function L ∈ Rn , the proximity operator proxL : Rn → Rn admits a
unique solution defined by
1
proxL (x) = min L(y) + ky − xk22 ,
y
2

y ∈ Rn .

(2.46)

Proximal point methods have a number of appealing features. For example, they
are non-expansive, their subproblems are structurally similar to the original
problem, and the fixed points of proxL (x) are precisely the solutions to L.
Many new image restoration methods are exploiting the proximity operator
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[11, 84, 85]. A proximal forward-backward splitting algorithm was used to
perform TV-based image restoration in [86] and wavelet-based restoration in
[87]. Note that, the algorithm in Eq. (2.45) is sometimes also expressed using
a user selected relaxation parameter δ:
(

yk = uk − αλ∇G(uk )

uk+1 = uk + δ(proxR (αyk ) − uk ).

(2.47a)
(2.47b)

Landweber algorithm. If R(u) is an indicator function for the non-empty
convex compact set Γ ⊂ Rl , then Eq. (2.43) can be expressed
min λG(u)
u

∀u ∈ Γ.

(2.48)

Furthermore, the forward-backward splitting algorithm reduces to the following
projected gradient method
uk+1 = PΓ (uk − αλ∇G(uk )),

(2.49)

where the projection PΓ (u) onto convex set Γ is the unique solution of
min ky − uk22 ,

∀y ∈ Γ.

y

(2.50)

This algorithm is simple and efficient, with the result of each gradient descent
step being directly projected onto the feasible set of solutions. In [28], a fast
projected gradient method was proposed for wavelet-based image restoration.
The majority of image restoration methods are formulated using a least squares
constraint [88–92] (i.e. G(u) = kg − Huk22 ). Therefore, the image restoration
problem in Eq. (2.48) can be solved using the following projected Landweber
algorithm:

uk+1 = PΓ


uk − αH (Huk − g) .
T

(2.51)

Although this algorithm is useful for solving non-smooth image restoration
problems, it suffers from slow convergence. In [90], the convergence time of
the Landweber algorithm was reduced using an adaptive step-size. More recently in [91], a multi-level extension of the thresholded Landweber approach
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was proposed to increase convergence for restoration problems with large datasets. This method performed wavelet-based image restoration on large-scale
3-D microscopy images.
Douglas-Rachford splitting. In [93], a Douglas-Rachford splitting algorithm was proposed for TV-based image restoration. This methods was designed to remove multiplicative noise that occurs in synthetic aperture radar
images. The Douglas-Rachford splitting algorithm was also used in [94] to perform wavelet-based denoising for images degraded by Poisson and Laplacian
noise. These methods solve Eq. (2.43) using the following Douglas-Rachford
iterations:

(

uk = proxαG yk

(2.52a)

yk+1 = yk + λ(proxαR (2uk − yk ) − uk ).

(2.52b)

Note that, R and G are employed separately. Unlike the forward-backward algorithm, this algorithm does not require that R and G be Lipschitz-differentiable.
Therefore, this method is more general than the forward-backward algorithm,
but requires two proximal steps at each iteration as opposed to one [85]. It
can be shown that the ASB algorithm is an application of Douglas-Rachford
splitting algorithm [95].
Alternating-direction method of multipliers (ADMM). The ADMM algorithm is powerful for solving non-smooth image restoration problems involving wavelet-based and TV-based regularizers [18, 96, 97]. The ADMM method
was used to restore images with Gaussian noise in [18] and images with impulse
noise in [96]. In [97], the ADMM method was used to restore images defined by
the Poissonian image model. The ADMM algorithm was developed to blend the
decomposability of dual ascent method with the superior convergence properties of the method of multipliers [98]. To derive the ADMM algorithm, consider
the following variation of the constrained optimization problem in Eq. (2.44):
min R(u) + λG(w)

{u,w}

subject to

Hu = w.

(2.53)

In this formulation, the new variable w is constrained to be equivalent to the
denoised image Hu (as opposed to the restored image u). The augmented
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Lagrangian of this problem is
ρ
Lρ (u, w, µ) = R(u) + λG(u) + µT (Hu − w) + kw − Huk22 ,
2

(2.54)

where µ ∈ Rn+ is the vector of Lagrange multipliers and ρ ∈ R+ is a user selected
constant. Using the Gauss-Seidel method to separate the minimization of u and
w into two steps, the ADMM algorithm is expressed:


uk+1 = arg min Lρ (uk , wk , µk )


u


wk+1 = arg min Lρ (uk+1 , wk , µk )
w




µ
k+1 = µk + ρ(Huk+1 − wk+1 ).

(2.55a)
(2.55b)
(2.55c)

For further details on the ADMM algorithm see [98].

2.8.2

Optimization using Bregman distance

In [99], a Bregman iterative algorithm was proposed for image restoration using
sparsity-based regularization. Optimization methods based on the Bregman distance offer fast convergence in problems that involve a convex, non-differentiable
term, such as the TV or l1 norms [100]. Most optimization methods terminate
upon finding a minimizer u∗1 . In contrast, Bregman based methods continue
searching for the ideal solution uo using the Bregman distance and u∗1 to find
u∗2 , u∗3 , ... etc. The Bregman distance, based on a convex function J , is defined
by
DJp (u, w) = J (u) − J (w) + hp, w − ui,

(2.56)

where p ∈ ∂J (w) is an element in the sub-gradient of J at point w. The
Bregman distance is not strictly a distance because DJp (u, w) 6= DJp (w, u)
for all u and w.

However, it is a measure of closeness in the sense that

DJp (u, w) > DJp (w, x) for all points x on the line segment between w and u.
Given the problem in Eq. (2.43), where R is a convex, non-differentiable term,
the Bregman iterative algorithm is defined by

p
uk+1 = arg min DR
(u, uk ) + λG(u)

(2.57a)

p

(2.57b)

u

k+1

= pk − λ∇G(uk+1 ) ∈ ∂R(uk+1 ).
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It was shown in [101], for G(u) = Hu − g the Bregman iterative method is
equivalent to the Augmented Lagrangian method. Furthermore, in [102] it was
shown that the split Bregman algorithm and ADMM are related. These iterative
methods reduce the image restoration problem to a number of unconstrained
subproblems and Bregman updates that can be solved quickly using a shrinkage
operation.

2.8.3

Iterative shrinkage thresholding

Recently, iterative shrinkage thresholding (IST) algorithms have emerged as a
simple and efficient means of solving sparsity-based image restoration problems.
We can obtain a sparse representation s ∈ Rm of image u ∈ Rl by applying a
sparsifying transform R ∈ Rm×l , (i.e. s = Ru). Common choices for R include
the wavelet, curvelet and contourlet transforms. The restoration problem is
often defined using the following unconstrained optimization problem:
1
min λksk11 + kg − HR−1 sk22 .
s
2

(2.58)

Using Eq. (2.58), the restored image u = R−1 s can be found iteratively via the
following shrinkage thresholding algorithms [12, 103]


T
−1
sk+1 = sk + α − sk + Φλ (sk + RH (g − HR sk )

(2.59)

where α ∈ R+ is the step-size and Φλ is a thresholding function defined in
terms of λ. This method was first developed as a proximal forward-backward
iterative scheme in [104] and [105]. Since then, IST methods have been formulated using expectation-maximization [12, 106], majorization-minimization [22],
and forward-backward operator splitting [11]. These algorithms are efficient,
only requiring matrix-vector multiplication of H and H T , and a shrinkage/softthresholding step.
TwIST. In [13], the IST algorithm for image restoration was extended so that
the previous two iterates were stored and incorporated in the calculation of the
current iterate. The resulting two-step iterative shrinkage thresholding (TwIST)
algorithm was shown to be considerably faster than the standard IST algorithm
for a variety of wavelet-based and TV-based image restoration problems.
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FISTA. The fast IST algorithm (FISTA), is another two-step variant of the
IST algorithm that clearly outperforms standard IST algorithms in terms of
speed [14]. This algorithm uses a non-smooth variation of Nesterovs optimal
gradient-based algorithm [107].
SALSA. In [35], the split augmented Lagrangian shrinkage algorithm (SALSA)
for image restoration was presented. This method uses variable splitting to deal
with the non-separability of the quadratic term, as opposed to the split-Bregman
methods which use variable splitting to deal with the non-separability of the
regularizer. The variable splitting problem is solved using an Augmented Lagrangian approach. In addition, convergence is increased by using a regularized
version of the Hessian W HHW . Here W is a tight frame and H is a convolution
matrix.
SPASA. In [108], a fast variant of IST algorithm was developed using a sparse
separable approximation (SpaRSA) strategy. This method was shown to outperform standard IST by selecting an aggressive step-size at each iteration.

2.8.4

Subspace and nature inspired optimization

Subspace optimization methods. Let R be a matrix, where each column of
R defines a different search direction. Subspace optimization methods search
for a solution by minimizing the subspace spanned by R [109]. The rate of convergence can be increased by setting the dimensions of subspace R larger than
one. However, this requires a multi-dimensional step-size strategy that may
be complex and computationally intensive. Therefore, a compromise between
additional computation and added convergence speed must be made. The two
main types of subspace algorithms are memory gradient algorithms and newton
type subspace algorithms, see [110].
Optimization methods inspired by nature. Particle swarm optimization
methods and genetic algorithms have also been proposed for image restoration.
These optimization methods have been inspired by natural phenomena, such as
the movement of a flock of birds, or genetic evolution. Although these methods
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are outside the scope of this discussion, the interested reader is referred to
[111, 112] for particle swarm restoration methods and [113, 114] for restoration
methods that utilize genetic algorithms.

2.9

Chapter summary

In this chapter, common methods for formulating and solving the image restoration problem have been reviewed. It can be concluded that the majority of
state-of-the-art image restoration methods utilize nonlinear TV or sparsity-based
regularizers. Furthermore, the quality of the restored image depends heavily on
accurately estimating the model parameters (i.e. regularization parameters).
Methods that utilize Bayesian modeling or nonlinear constrained optimization
objectives, currently provide the best method for calculating the regularization
parameter. A summary of the various restoration approaches is presented in
Table 2.1. Since the image restoration problem is often defined using nonlinear penalty terms, traditional smooth optimization methods are not guaranteed
to find an optimal solution. Therefore, variable splitting and proximity-based
methods have been utilized to efficiently solve the unconstrained image restoration problem, with the regularization parameter being chosen in an ad-hoc
manner. In Chapter 3, we show how the image restoration problem can be formulated as a variational inequality problem (VIP) and solved using a dynamic
system approach.
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Table 2.1 Summary of restoration methods.
Method
Inverse Filtering

Pseudo-inverse
filtering

Wiener filtering

Unconstrained
least squares

Tikhonov-Miller
Regularization

Constrained
Restoration

Bayesian
Restoration

Advantages

Disadvantages

– Simple theory and implementation.
– Solved efficiently in Fourier Domain.
– Perfectly restores image u if g
has no noise.

– Result is useless if there is noise
present in the degraded image
g.
– Blur matrix H must be invertible.

– Simple theory and implementation.
– Solved efficiently in Fourier domain.
– Assumes that the eigenvalues of
H T H occur away from the origin making it more well-posed
than the inverse solution.

– Result is useless if there is noise
present in the degraded image
g.

– Optimal method for minimizing
the mean squared error.
– Can efficiently be solved in the
frequency domain.

– The mean squared error does
not produce the best result in
terms of image quality.
– Cannot easily incorporate additional information, such as
state-of-the-art image models.

– Produces the maximum liklihood estimate when the noise
covariance matrix is known.
– Can be solved iteratively.

– Cannot easily incorporate additional information, such as
state-of-the-art image models.

– Additional information is incorporated using an explicit regularization term.
– Can be solved iteratively.

– Does not provide a method
for calculating the regularization parameter (i.e. the tradeoff between fidelity and regularity).

– Additional information is incorporated using an explicit regularization term.
– Adaptively
calculates
the
hyper-parameter.
– Can be solved iteratively

– Does not provide a framework for calculating optimization bounds.
– Often high computational cost.

– Uses probability theory to
model restoration problem.
– Can incorporate additional information about state-of-the-art
image models via the image
prior.
– Can be used to calculate the
hyper-parameters.
– Can be solved iteratively.

– Does not provide a framework
for choosing priors.
– Can produce posterior distributions that are heavily influenced
by the priors.
– Often high computational cost.
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46

Introduction

In Chapter 2, the image restoration problem is formulated as a constrained
optimization problem with equality constraints. Although this formulation enables us to solve for the regularization parameter, the optimal solution generally
does not lie within the set constraint region. To improve this formulation, in
this chapter the restoration problem is defined using inequality constraints, and
reformulated as a variational inequality problem (VIP).
The image restoration problem is most accurately defined as a nonlinear optimization problem with inequality constraints. It can be difficult to solve restoration problems with inequality constraints, however, because of the high dimensionality of the problem. To avoid this, the majority of state-of-the-art methods
simply solve an unconstrained problem and select the regularization parameter
in an ad-hoc manner [13, 14, 34]. The small percentage of restoration methods that use inequality constraints are complex, or only give an approximate
solution. For example, the method presented in [115] uses two stages to solve
the inequality constrained restoration problem. The first stage uses a conjugate gradient method to enforce the inequality constraint, and the second stage
performs total variation (TV) minimization. Other state-of-the-art restoration
methods simply approximate the solution of the inequality constrained problem
using Bregman iterative methods and an early stopping criterion [101, 116–119].
In this chapter, the inequality constrained image restoration problem is formulated as a VIP. The general VIP is defined in Section 3.2 and theoretical results
relevant to its study are introduced. In Section 3.3, the image restoration
problem is formulated as a nonlinear optimization problem with inequality constraints. The problem is then reformulated as a VIP and solved using a dynamical system approach. Experimental results are presented in Section 6.5, including comparisons with state-of-the-art image restoration methods. Section 3.5
concludes the chapter with a summary.
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3.2

The variational inequality problem

The variational inequality (VI) is a powerful mathematical tool that has theoretically unified many equilibrium problems, including optimization problems,
complementary problems, and fixed point problems. Furthermore, iterative algorithms for solving VIPs are simple to derive, and efficient to implement. The
finite dimensional VIP is defined as follows:
Definition 3.2.1 Given a closed and convex set Γ ⊆ Rn and a mapping F : Γ → Rn ,
the Variational Inequality Problem is to determine a vector x∗ ∈ Γ such that,
hF(x∗ ), y − x∗ i ≥ 0,

∀y ∈ Γ,

(3.1)

where h·, ·i : Rn × Rn → R denotes the inner product in the n-dimensional
Euclidean space.

The existence of the VIPs solution is guaranteed by the following theorem.
Theorem 3.2.2 Let Γ ⊂ Rn be compact and convex. Given a continuous mapping F : Γ → Rn , there exists a vector x∗ ∈ Γ such that
hF(x∗ ), y − x∗ i ≥ 0,

∀y ∈ Γ.

(3.2)

The proof of this theorem can be found in [120] and a geometrical interpretation
of the VI problem is shown in Fig. 3.1. Initially developed by Hartman and
Stampacchia for solving partial differential equations in mechanics [121], VI
theory has since been applied to a range of problems including traffic network
design [122], migration equilibrium [123], economics [124], management, finance
[125], and game theory [126].
Variational inequalities are useful for analyzing optimality. Consider the following general optimization problem:
x∗ = min L(x),
x

∀x ∈ Γ,

(3.3)

where L(x) is a smooth real-valued function and the constraint region is defined

by Γ = (γ1 , · · · , γn ) | a ≤ γi ≤ b, ∀i = 1, · · · , n with lower and upper bounds
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F(x*)
x*

F(x)

y
y
x

(a) A feasible point x∗ that is a solution of the VI.

(b) A feasible point x that is not a
solution of the VI.

F(x*)
F(x)
ℙ(x - F(x))
x*= ℙ(x*- F(x ))
x - F(x)
(c) A feasible point x∗ that is a
solution of the VI if an only if
x∗ = P(x∗ − F(x∗ )).

(d) A feasible point x that is not a
solution of the VI, x 6= P(x − F(x)

Figure 3.1 Geometrical interpretations of the VI problem for a triangular feasible
region.

a ∈ R and b ∈ R, respectively. This problem has three possible outcomes:
(1) if a < x∗i < b, then

∇L(x∗i ) = 0

(2)

if

x∗i = a,

then

∇L(x∗i ) ≥ 0

(3)

if

x∗i = b,

then

∇L(x∗i ) ≤ 0,

where xi and ∇L(xi ) are the i-th elements of x and ∇L, respectively. These
conditions can concisely be summarized using the following inequality:
h∇L(x∗ ), x − x∗ i ≥ 0, ∀x ∈ Γ.

(3.4)

In the context of optimality problems, Eq. (3.4) is sometimes referred to as
the minimum principle. If L(x) is convex, then this principle is sufficient for
optimality. It should be clear that for F(x) = ∇L(x), Eqs. (3.1) and (3.4) are
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equivalent. Therefore, the VIP generalizes the optimization problem (3.3), and
provides a framework for studying its optimality. Provided Γ is compact and
convex, and F(x) is continuous, it can be shown that the set of solutions of the
VI is non-empty and compact [127].
Often the boundedness assumption on Γ is too restrictive. For example, if
Γ = Rn+ , the VIP takes the form of a nonlinear complementary problem (NCP).
The NCP, with respect to a function F : Γ → Rn , is to find a vector x∗ ∈ Rn+
such that
x∗ ≥ 0,

F(x∗ ) ≥ 0,

and

(x∗ )T F(x∗ ) = 0.

(3.5)

Although Γ is unbounded, the optimality of the NCP can be assured by placing
additional restrictions on F(x). Given a convex set Γ ⊆ Rn , the function
F : Γ → Rn is said to be:
• monotone on Γ if
[F(x) − F(y)]T (x − y) ≥ 0,

∀(x, y) ∈ Γ

(3.6)

∀(x, y) ∈ Γ and x 6= y

(3.7)

• strictly monotone on Γ if
[F(x) − F(y)]T (x − y) > 0,

• strongly monotone on Γ if there exists a constant δ > 0 such that
[F(x) − F(y)]T (x − y) ≥ δkx − yk22 ,

∀(x, y) ∈ Γ.

(3.8)

For affine functions, where F(x) = Ax + b, F(x) is monotone if and only
if A ∈ Rn×n is positive semi-definite, and strictly/strongly monotone if A is
positive definite [127]. Using these monotonicity properties it can be shown
that:
• if F is monotone on Γ, the solution set of the VI (3.1) is closed and convex.
• if F is strictly monotone, the VI (3.1) admits at most one solution.
• if F is strongly monotone, the VI (3.1) admits a unique solution.
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Note, requiring F to be strongly monotone is equivalent to requiring that L be
strongly convex.
Consider the projection P(x) onto the closed convex set Γ. By definition, P(x)
is the unique solution of
min ky − xk22 ,
y

∀y ∈ Γ.

(3.9)

This objective function is strongly convex, therefore a solution exists and is
unique. The connection between the solution of the VIP, x∗ , and the projection
onto convex set Γ can be expressed as


x∗ = P x∗ − F(x∗ ) .

(3.10)

It follows from Eq. (3.10) that the VIP can be reformulated as a fixed point
problem. This relationship is exploited to solve the VIP [128], using the following fixed point algorithm:
xk+1



= P xk − α1 F(xk ) ,

(3.11)

where α1 is a positive constant and P denotes the projection onto the feasible
region. Given F(x) = Ax + b, if A is strongly monotone with modulus δ
(see Eq. 3.8) and Lipschitz constant c, Eq. (3.11) is globally convergent for
α1 ∈ (0, 2δ/c2 ) [129]. Projection and proximal based iterative algorithms for
solving VIPs are well established [130–132].
In [133], the authors proposed the extra-gradient algorithm for solving the VIP:


xk+1 = P xk − α1 P xk − α1 F(xk ) .
(3.12)
This algorithm significantly improves the algorithm in Eq. (3.11), requiring only
that F be monotone and Lipschitz for global convergence. Since the extragradient method was initially proposed in [133], many variations have been
developed [134–137].
The majority of state-of-the-art image restoration problems can be expressed
as convex optimization problems. Therefore, VIP theory can be utilized for
studying existence, uniqueness, and stability in the context of restoration.
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Restoration using variational inequalities

The VI theory presented in the Section 3.2 will now be applied to the image restoration problem. First, the image restoration problem is defined as a
nonlinear optimization problem with inequality constraints. The optimization
problem is then reformulated as a VIP. Finally, a dynamic system approach is
employed for solving the proposed VIP.

3.3.1

Problem definition

Given a degraded image g ∈ Rn , image restoration methods aim to remove the
noise and blurring that occur during image capture, to create a more accurate
representation of the original scene. Consider the following linear degradation
model:
g = Huo + v,

(3.13)

where uo ∈ Rl is the ideal image, v ∈ Rn is the noise vector and the matrix
H ∈ Rn×l models the image blurring process. To reverse these degradations,
many state-of-the-art image restoration methods [13, 14, 34] solve the following
unconstrained optimization problem:
min kg − Huk22 + λR(u)
u

(3.14)

where u ∈ Rl is the restored image, λ ∈ R+ is a positive regularization parameter and R(u) is a general convex regularizer, such as the TV norm. One
problem with Eq. (3.14) is that it does not provide a means for calculating the
regularization parameter λ.
In Chapter 2, it was shown that the regularization parameter λ can be evaluated
by solving the following constrained optimization problem:
min R(u)
u

subject to

kg − Huk22 − ξ = 0,

(3.15)

where ξ ∈ R+ is a bound used to compensated for noise. If Eq. (3.15) is expressed as a Lagrange equation, the Lagrange multiplier λ performs the function
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of the regularization parameter, controlling the trade-off between fidelity and
regularity.
In practice, no restoration method can completely compensate for unknown
random noise. Therefore, attempting to remove all of the noise by requiring that
kg − Huk22 − ξ = 0 simply introduces degradations, such as over-smoothing. As
a result, the best achievable solution generally occurs when this constraint is
relaxed, i.e. kg − Huk22 − ξ ≤ 0. Hence, in this chapter we solve the following
general nonlinear convex program:
min R(u) subject to

kg − Hukpp − ξ ≤ 0,

∀u ≥ 0,

(3.16)

where p ≥ 1 is a real number and k · kpp denotes the p-norm on the vector
space Rn . Note, a second constraint in Eq. (3.16) forces image pixels to be
non-negative. This objective is superior to Eq. (3.15) in the sense that the
constraint region kg − Hukpp ≤ ξ will contain a better, or equivalent, solution.
Furthermore, by defining the objective in terms of the p-norm, the proposed
method can effectively be applied to restoration problems with non-Gaussian
noise. In [138] for example, the l1 norm was shown to be useful for removing
salt and pepper noise, and in [139] the so-called “Least Mean Forth” norm was
used for noise with sub-Gaussian distributions.
As with any constrained optimization problem, the proposed objective (3.16)
requires an accurate estimate of the noise bound ξ. If perfect restoration were
possible (i.e. the restored image was uo ), then the ideal bound would be




ξ = E kvkpp = E kg − Huo kpp ,

(3.17)

where E[·] denotes the expectation operator. In practice, the noise is not known
so the value of ξ must be estimated. Using state-of-the-art denoising techniques
to obtain a denoised image g̃, the noise bound ξ can be estimated by
ξ ≈ kg − g̃kpp .

(3.18)

Most state-of-the-art denoising methods estimate noise adaptively based on
image content, thereby providing an excellent approximation of the noise bound.
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Alternatively, if the probability distribution function (p.d.f.) of the noise is
known, the expected value can be calculated analytically. Assuming zero-mean
i.i.d. (independent and identically distributed) additive white gaussian noise
(AWGN) and p = 2, the noise bound is given by the trace of the co-variance
matrix,
ξ = trace{Σv },

(3.19)

where the covariance matrix Σv = E[vvT ]. Furthermore, if the noise variance
σv2 is known, the noise bound is given by
ξ = E[kvk22 ] = nσv2 ,

(3.20)

where n is the length of the noise vector v. If the noise variance is not known,
it can accurately be estimated using the Median Absolute Deviation method
[140] or the Residual Autocorrelation Power [140].
Alternatively, for i.i.d. Gaussian noise and p = 1, the mean absolute value
p
(MAV) is given by E[|vi |] = 2σv2 /π. It follows that,
ξ = E[kvk11 ] = n

p
2σv2 /π.

(3.21)

Although Gaussian noise is the most common form of noise in image processing,
Laplacian noise is also encountered. For i.i.d. zero-mean Laplacian noise and
p
p = 1, we have the mean absolute value E[|vi |] = σv2 /2. It follows that,
ξ = E[kvk11 ] = n

3.3.2

p

σv2 /2.

(3.22)

Variational inequality formulation

In this subsection, the image restoration problem is expressed as a VIP. For
conciseness, let G(u) = kg − Hukpp − ξ and let us assume that both R(u) and
G(u) are continuously differentiable convex functions. The Lagrange function
L(u, λ) for (3.16) is
L(u, λ) = R(u) + λG(u),
where λ ∈ R+ is the Lagrange multiplier.

(3.23)
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It can be shown that the solution (u∗ , λ∗ ) of (3.16), if it exists, is a saddle point
that satisfies the following inequalities [120, 141]:
L(u∗ , λ) ≤ L(u∗ , λ∗ ) ≤ L(u, λ∗ ), ∀u ≥ 0, λ ≥ 0,

(3.24)

Proof If a feasible solution (u∗ , λ∗ ) for (3.16) exists, the solution satisfies the
following Karush Kuhn Tucker (KKT) conditions:

∗

G(u∗ ) ≤ 0,
u∗ ≥ 0,

 λ ≥ 0,
λ∗ G(u∗ ) = 0,



∇R(u∗ ) + λ∗ ∇G(u∗ ) = 0.

(3.25)

Furthermore, if R(u) and G(u) are convex and twice differentiable, the KKT
conditions are necessary and sufficient for optimality. Since R(u) and G(u) are
convex, it follows that
R(u) ≥ R(u∗ ) + (u − u∗ )T ∇R(u∗ ),

(3.26)

G(u) ≥ G(u∗ ) + (u − u∗ )T ∇G(u∗ ),

(3.27)

for all u ≥ 0. Multiplying Eq. (3.27) by λ∗ and adding it to Eq. (3.26) yields,
L(u∗ , λ∗ ) ≤ L(u, λ∗ ),

(3.28)

for all u ≥ 0, λ ≥ 0. However, G(u∗ ) ≤ 0 and λ∗ G(u∗ ) = 0, so for λ ≥ 0
L(u∗ , λ) ≤ L(u∗ , λ∗ ),

(3.29)

for all u ≥ 0, λ ≥ 0. It follows from the saddle point theorem [120] that the
solution to Eq. (3.16) is a saddle point, and a constrained optimum exists
[141]. 
Since L(u, λ∗ ) is convex (the sum of two convex functions in u) and admits a
minimum at u∗ , using Eq. (3.24) it can be shown that u∗ is a solution to the
nonlinear convex program in Eq. (3.16) if and only if there exists a λ∗ ≥ 0 such
that


T 


 u − u∗
∇R(u∗ ) + λ∗ ∇G(u∗ ) ≥ 0,

∀u ≥ 0,

(3.30a)




∀λ ≥ 0.

(3.30b)

(λ∗ − λ)G(u∗ ) ≥ 0,
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Proof The solution of the NCP is a saddle point, therefore, from Eq. (3.29),
(λ∗ − λ)G(u∗ ) ≥ 0,

∀u ≥ 0.

(3.31)

Furthermore, since R(u) + λ∗ G(u) is convex, it follows that,
T 


∗
∗
∗
∗
∇R(u ) + λ ∇G(u ) ≥ 0,
∀λ ≥ 0.
u−u

(3.32)

Hence, using Eq. (3.31) and Eq. (3.32), the solution of the NCP (u∗ , λ∗ ) coincides with the solution of the VIP in Eq. (3.30). 
Equation (3.30) defines the VIP for the proposed approach. The advantage of
this formulation is that both the restored image u and the adaptive regularization parameter λ can be obtained simultaneously by solving the VIP (3.30).

3.3.3

Dynamic system formulation

In this subsection, the proposed image restoration method is solved using a
dynamical systems approach. Dynamic system theory provides a strong theoretical frame work for proving existence, uniqueness and stability of solutions.
Furthermore, dynamical systems can be implemented in hardware for real time
applications.
Using the projection theorem [120], the VIP in Eq. (3.30) can be expressed as
 


P1 u∗ − α1 ∇R(u∗ ) + λ∗ ∇G(u∗ ) − u∗ = 0,
(3.33a)




P1 λ∗ + α2 G(u∗ ) − λ∗ = 0,
(3.33b)
where P1 (x) for x ∈ Rm is the projection onto the positive orthant Rm
+ :

T
P1 (x) = max(x1 , 0), max(x2 , 0), · · · , max(xm , 0) ,
where m is an arbitrary positive integer. Note, for Eq. (3.33a) m = l and for
Eq. (3.33b) m = 1. Consider the nonlinear system governed by the following
ordinary differential equation (ODE):



du


τ1
= P1 u − α1 ∇R(u) + λ∇G(u) − u,
dt


dλ


 τ2
= P1 λ + α2 G(u) − λ,
dt

(3.34a)
(3.34b)
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where τ1 and τ2 are positive time constants. The equilibrium point of Eq. (3.34)
satisfies the conditions in Eq. (3.30). Therefore, provided the system is convergent, the solution (u∗ , λ∗ ) of Eq. (3.30) is obtained when this system reaches
steady-state, see Lemma A.3.1 in Appendix A. This dynamical system is illustrated using a block diagram in Fig 3.2. The block diagram shows how the input
variables g and ξ relate to the output variables u and λ. Note that via feedback
the output variables are dependent on each other. For more information about
block diagrams an interested reader is referred to [142],[143] and [144].
∇G(u,g)

- ⍺1
x

+

ℙ

+

1

+

u

∇R(u)

g

- ⍺2

G(u,g)
ξ

+

ℙ
1

+

λ

Figure 3.2 Dynamic system model for Eq. (3.34).

Dynamic System Response. To test the dynamic system (3.34), standard
test images from Fig. A.1 of Appendix A were blurred using a 9×9 uniform blur
and then degraded by AWGN with a variance σv2 ranging between 0 and 250.
The proposed method was implemented using the TV regularizer, an l2 norm
fidelity term, and the bound from Eq. (3.18). The plot in Figure 3.3(a) shows
how the stead-state regularization parameter λ∗ relates to the noise bound ξ
for the range of noise values. It is clear from the results that the regularization
parameter becomes smaller as the level of noise increases. Conversely, as the
noise variance approaches zero, less error is tolerated in the constraint of (3.16)
and λ∗ becomes very large. Large values of λ cause the system to become
stiff or ill-conditioned, so α1 must be chosen very small to ensure the system
remains stable. Depending on the values chosen for α1 and α2 , this problem
is made worse by the fact that the transient values of λ can be much larger
than the steady-state values that are shown in Figure 3.3(a). For example,
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Figure 3.3(b) shows the time-evolution of λ for the Cameraman image degraded
by a 9 × 9 uniform blur and AWGN corresponding to a blurred signal-to-noise
ratio (BSNR) of 20, 25, 30 and 35 dB. It is evident from this plot that the
transient value of λ often exceeds the steady-state value.
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Figure 3.3 The regularization parameter λ for different levels of noise: (a) steadystate value λ∗ as a function of the noise bound; (b) evolution of λ as a function of
the number of iterations for the Cameraman image. Images are degraded by a 9 × 9
uniform blur and zero-mean AWGN.

3.3.4

Modified dynamic system

To improve conditioning, we introduce another variant of the system (3.34) by
replacing λ with
λ = µ/(1 − |µ|).

(3.35)

Given Eq. (3.35) and λ ≥ 0, it can easily be shown that µ = λ/(1 + |λ|), where
µ ∈ [0, 1]. Let P2 define the projection operator onto the close interval [0,1]:
h
iT
P2 (x) = min(max(x1 , 0), 1), min(max(x2 , 0), 1), · · · , min(max(xn , 0), 1) .
Differentiating µ/(1−|µ|) with respect to time and substituting for λ in Eq. (3.34),
after rearranging terms yields the following system of ODEs:



du


τ1
= P1 u − α3 (1 − |µ|)∇R(u) + µ∇G(u) − u,
dt


dµ


 τ2
= (1 − |µ|)P2 µ + α4 G(u) − (1 − |µ|)µ.
dt

(3.36a)
(3.36b)

58

A Variational Inequality Approach to Image Restoration

where α3 = α1 /(1 − |µ|) and α4 = α2 (1 − |µ|) and τ1 and τ2 are positive
time constants. This dynamical system is more suited to the image restoration
problem because the regularization parameter µ is constrained to the region
[0, 1]. This prevents the system from becoming stiff. Following the same poof
in Lemma A.3.1, it can easily be shown that modified dynamic system solves
the original VIP. The modified dynamical system is illustrated in Fig 3.4. It
should be clear from the diagram that the increased stability of the modified
system stems from the additional negative feedback loop µ∇R(u).
∇G(u,g)

- ⍺1
x

+

ℙ

+

1

+

u

g

- ⍺2

G(u,g)
ξ

+

ℙ
1

+

μ

Figure 3.4 Dynamic system model for Eq. (3.36).

Testing the modified dynamic system. To test the performance of the
modified dynamical system (3.36) compared with the original dynamical system
(3.34), the test images are degraded by a 9 × 9 uniform blur and zero-mean
AWGN of variance σv2 = 81. The proposed method was implemented using
the TV regularizer, an l2 norm fidelity term, and the bound from Eq. (3.18).
Figure 3.5 shows the time-evolution of ISNR and the regularization parameters
for both systems. The plots show that for all images the dynamic systems
perform the same in terms of ISNR. For example, the ISNR of the Cameraman
image is 4.56 dB for both systems. Since both dynamics systems can be used
to solve the proposed objective (3.16), this results is consistent with the theory.
In terms of convergence-time, however, the modified dynamic system converges
in much few iterations compared with the original dynamic system. This can
be attributed to the fact that µ is constrained to the interval [0, 1] and so α3
and α4 can be larger than α1 and α2 , respectively, without the system becoming
unstable.
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Figure 3.5 The time-evolution of ISNR (in dB) and regularization parameter with
respect to iterations, for both dynamic systems. Cameraman image degraded with
9 × 9 uniform blur and zero-mean AWGN of variance σv2 = 81.

Table 3.1 shows the value of λ∗ and µ∗ for each image. For the Lena image
the value of λ∗ is 8.52 and the value of µ∗ is 0.895. Taking into consideration
round off errors, we can verify that these values are related by the expression
µ∗ = λ∗ /(1 + λ∗ ) for all images, which agrees with the substitution made in
Eq. (3.35).
Table 3.1
The regularization parameter value at convergence for Eqs. (3.34) and (3.36). Images
degraded by 9 × 9 uniform blur and zero-mean AWGN of variance σv2 = 81.

Image

λ∗

µ∗

Mandrill
Cameraman
Lena
Phantom

17.2
11.3
8.52
2.08

0.945
0.919
0.895
0.675
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Discrete-time approximation

If a hardware implementation is not available, the output of the dynamical
system can be obtained iteratively with a discrete-time approximation. A fundamental approach for numerically solving ordinary differential equations is to
use the backward Euler’s method. The backward Euler’s method is an implicit
method, meaning that the solution is found by solving an equation that is defined in terms of the systems current state and its future state. Although this
approach can be more computationally intensive, it is more stable for stiff equations making it ideal for the image restoration problem. We will show that the
discrete-time approximation of the system in Eq. (3.36) is related to the fixed
point iterations in (3.11).
Applying a backward Euler’s scheme, the discrete-time approximation of the
dynamical system in Eq. (3.36) at time tk+1 is



uk+1 − uk


= P1 uk − α3 (1 − |µk |)∇R(uk ) + µk ∇G(uk ) − uk , (3.37a)
τ1
tk+1 − tk


µ

k+1 − µk

τ
=
P
µ
+
α
G
u
− µk ,
 3
2
k
4
k
(3.37b)
tk+1 − tk
where τ3 = τ2 /(1 − |µ|) and, to be concise, we denote u(tk+1 ) and µ(tk+1 ) by
uk+1 and µk+1 , respectively. Let β1 = (tk+1 − tk )/τ1 and β2 = (tk+1 − tk )/τ3 be
a pair of positive adaptive time constants. After rearranging terms, Eq. (3.37)
becomes




 uk+1 = (1−β1 )uk + β1 P1 uk − α3 (1−|µk |)∇R(uk ) + µk ∇G(uk ) , (3.38a)



µk+1 = (1−β2 )µk + β2 P2 µk + α4 G uk .
(3.38b)
It should be obvious that for β1 = 1 and β2 = 1, Eq. (3.38) is equivalent to the
following fixed point iterations:




uk+1 = P1 uk − α3 (1 − |µk |)∇R(uk ) + µk ∇G(uk ) ,



 µk+1 = P2 µk + α4 G(uk ) .

(3.39a)
(3.39b)

Therefore the system in Eq. (3.38) generalizes the fixed point iterative procedure
in Eq. (3.11).
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3.3.6

Stability and convergence of dynamic system

To test convergence, the Cameraman image was degraded using a 9 × 9 uniform
blur and zero-mean AWGN corresponding to a BSNR of 25 dB. The image was
then restored multiple times using random initializations. The restored image
u was randomly initialized using a uniform distribution of variance 2562 /12
and mean 128. The regularization parameter µ was initialized using a uniform
distribution of variance 12 /12 and mean 0.5. Figure 3.6(a) shows how the intensity value of pixels u50,50 , u75,75 and u128,128 evolve with respect to iterations.
The plots show that the pixels converge to the same optimal value, regardless
of their starting point. Figure 3.6(b) shows the time-evolution for the regularization parameter µ for each of these experiments. This figure shows that the
regularization parameter µ also converges to the same optimal value, regardless of how it is initialized. Note, because the initializations are random, more
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Figure 3.6 The time-evolution of u50,50 , u75,75 , u128,128 and µ with respect to iterations,
for 5 random initializations. Cameraman image degraded by a 9 × 9 uniform blur and
zero-mean AWGN corresponding to a BSNR of 25 dB.

Next we test if convergence-time can be reduced by initializing u(t0 ) with the
Wiener-filter solution, denoted uw . For this experiment, the Cameraman image
is degraded by a 9 × 9 uniform blur and zero-mean AWGN with a variance
of σv2 = 81. Figures 3.7(a) and 3.7(b) show the time-evolution of the original
dynamic system (3.34) and the modified dynamic system (3.36), respectively,
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for the initializations u(t0 ) = g and u(t0 ) = uw . The plots show that the
modified dynamic system clearly converges faster than the original dynamic
system, for both types of initialization. This occurs because µ in Eq. (3.36) is
constrained to the interval [0, 1] making the system more well-posed. The plots
also show that convergence-time is significantly reduced by using the Wiener
filter solution to initialize each of the methods. This can be attributed to the
fact that the Wiener filter removes much of the blurring and noise from the
degraded image, meaning the dynamic systems start close to the final solution.
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Figure 3.7 The time-evolution of Eqs. (3.34) and (3.36) for the initializations
u(t0 ) = g and u(t0 ) = uw . Cameraman image degraded by a 9 × 9 uniform blur
and zero-mean AWGN of variance σv2 = 81.

3.3.7

Regularizer design

To satisfy the KKT conditions for optimality, R(u) must be continuously differentiable. However, many state-of-the-art regularizers, such as those based on
the TV or l1 norms, are not. As such, continuously differentiable approximations must be found.
Consider the following variational regularizer, for example:
R(u) = kRukpp ,

(3.40)

where R is the Laplacian operator and k · kpp is the general p-norm. When p = 1,
R is not continuously differentiable since its derivative is not defined at zero.
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The l1 norm can be approximated, however, using the following Huber norm:


n
|xi | −  if |xi | ≥ 
X
2
kxk =
φ(xi ) where φ(xi ) =
.
(3.41)
2
x

i

i=1
if |xi | < 
2
As  approaches zero, kxk approaches the l1 norm. The Huber norm is continuously differentiable, and its derivative is given by



ϕ(x1 )

sgn(xi )
 . 


.
∇x kxk =  .  where ϕ(xi ) =

xi /
ϕ(un )

if |xi | ≥ 

.

(3.42)

if |xi | < 

Furthermore, unlike the l1 norm which is contrast invariant, the Huber norm
smooths small gradients while allowing sharp discontinuities. For this reason,
the Huber norm has been used in denoising applications to overcome stair-casing
effects [145].
A small regularity term  > 0 can also be introduced to the standard TV norm,
Eq. (2.14), to make it continuously differentiable [146]:
R(u) =

l q
X

(∇x ui )2 + (∇y ui )2 + .

(3.43)

i=1

where ∇x ui and ∇y ui are the first order horizontal and vertical differences at
pixel ui , respectively. As  → 0, Eq. (3.43) more accurately approximates the
standard TV norm. In the next section, we will perform experiments using the
regularizers in Eqs. (3.41) and (3.43).

3.4

Image restoration experiments

In this section, the proposed VI approach to image restoration is tested experimentally. In Subsection 3.4.1, the performance of the proposed image restoration method is tested using the regularizers discussed in Subsection 3.3.7, and
the l1 and l2 norms for the fidelity term. The combination of regularizer and
fidelity term that provides the best performance is then used in the experiments that follow. To demonstrate the adaptability of the proposed method, a
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range of different degraded images are restored in Subsection 3.4.2. Finally, in
Subsection 3.4.3, the performance of the proposed image restoration method is
compared to other state-of-the-art image restoration methods.
In all experiments, the improvement in signal-to-noise ratio (ISNR) is used as
a performance measure,
ISNR = 10 log10

kuo − gk22
dB.
kuo − u∗ k22

(3.44)

The mean absolute error (MAE) and mean squared error (MSE) are also evaluated:
1X o
MAE =
|u − u∗ |,
n i=1

(3.45)

1X o
MSE =
(u − u∗ )2 .
n i=1

(3.46)

n

n

Image degradation is measured using the BSNR, defined by
BSNR = 10 log10

σo2
,
σv2

(3.47)

where σo2 and σv2 are the average noise powers of the blurred image Huo and
noise v, respectively.
The standard test images in Fig. A.1 of Appendix A were used for these experiments. The parameter α3 was chosen to satisfy the condition α3 ≤ c3 /δ32 ,
where δ3 and c3 are, respectively, the Lipschitz constant and modulus of ∇2 L.
Iterations were terminated once k∇L(u)k22 ≤ 1 and kG(u)k22 < 2 , where 1 and
2 are small positive constants that depend on the chosen step size. It is impractical to store the convolution matrix H ∈ Rn×l explicitly, so Hu and H T g were
implemented using 2-D convolution, as opposed to matrix multiplication. The
algorithms were implemented using the initial conditions u(t0 ) = g, λ(t0 ) = 1
and µ(t0 ) = 0.5. The inter-scale orthogonal wavelet threshold denoising method
presented in [147] was used to estimate the noise bound in Eq. (3.18). This denoising method performs adaptive wavelet-based denoising using inter-scale correlations. For the following experiments, the l1 norm was approximated using
the Huber norm (3.41) and the TV regularizer is approximated using Eq. (3.43).
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The regularity term  was set to 0.01 for both regularizers. The pseudo-code
used for these experiments is as follows:
Program 1 The pseudo-code for the fixed point iteration in Eq. (3.39)
INPUT:

degraded image g;

Initialize parameters µ, 1 , 2 , α3 and α4 ;
Calculate ∇L(u), ∇R(u), ∇G(u) and G(u);
while k∇L(u)k22 ≤ 1 and kG(u)k22 < 2
LOOP:
Calculate ∇L(u), ∇R(u), ∇G(u) and G(u);
Update the restored image u = u − α3 ∇L(u);
Update regularization parameter, µ = µ + α4 G(u);
Project updates onto feasible region u = P1 (u) and µ = P2 (µ);
end LOOP

3.4.1

Comparison of different norms

To test the versatility of the proposed restoration method, the dynamical system in Eq. (3.36) was implemented using different combinations of the l1 and l2
norms plus the Laplacian-based (3.40) or TV-based (3.43) regularizers. A summary of these combinations, along with the labels used to denote them, is given
in Table 3.2. When the adaptive denoising bound ξ = kg − g̃kpp is used, g̃ is appended to the label. Alternatively, when the analytic noise bound ξ = E[kvkpp ]
is used, σv2 is appended to the label. The derivations for the analytic noise
bounds are given in Eqs. (3.20), (3.21), and (3.22). Two types of blurring are
considered: uniform and Gaussian. Recall, these are the most common types
of blurring.
Gaussian blur.
Standard test images from Fig. A.1 of Appendix A were degraded using a
21 × 21 Gaussian blur with a variance of 9 and zero-mean AWGN corresponding
to a BSNR of 20 dB and 30 dB. The degraded images were then restored using
the dynamical system in Eq. (3.36). The ISNR, MAE and MSE for these experiments are summarized in Tables 3.3 and 3.4. The regularization parameter µ at
convergence and noise bound ξ for each restored image is also given. The values
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Table 3.2
The regularizer, fidelity term and noise bound combinations used in the experiments.
Here R denotes the Laplacian operator.

Label
TV-l1 -σv2
TV-l1 -g̃
TV-l2 -σv2
TV-l2 -g̃
l1 -l1 -g̃
l1 -l2 -g̃
l2 -l1 -g̃
l2 -l2 -g̃

Regularizer Fidelity term Noise bound
R(u)
kg − Hukpp
pξ
TV (3.43)
p=1
n 2/πσv
TV (3.43)
p=1
kg − g̃k11
TV (3.43)
p=2
nσv2
TV (3.43)
p=2
kg − g̃k22
1
kRuk1 (3.40)
p=1
kg − g̃k11
kRuk11 (3.40)
p=2
kg − g̃k22
kRuk22 (3.40)
p=1
kg − g̃k11
2
kRuk2 (3.40)
p=2
kg − g̃k22

in bold signify the results with the highest ISNR or lowest MAE/MSE values.
In terms of ISNR, MSE and MAE, the best results were obtained using the TV
regularizer and the l2 fidelity term. For example, given the Cameraman image
degraded with noise corresponding to a BSNR of 20 dB, the ISNR for TV-l2 -g̃
is 2.33 dB. In comparison, when using the l1 norm fidelity term (TV-l1 -g̃) the
ISNR is 1.87 dB. An ISNR of 1.51 dB is the highest for the Laplacian regularizer
(3.40), which occurs when using the l2 norm for both the regularizer and the
fidelity terms (l2 -l2 -g̃).
It is also interesting to consider how the results of the adaptive denoising bound
(g̃ is appended) compare with the analytic noise bound (σv2 is appended). For
the Lena image, with a BSNR of 20 dB, the ISNR for TV-l2 -g̃ is 3.14 dB
compared with an ISNR of 2.51 dB for TV-l2 -σv . The adaptive denoising
bound performs better for the other images also, therefore, we can conclude
that Eq. (3.18) provides the best results in terms of bound selection. This
result can be attributed to the fact that the analytic bound is designed to
compensate for all of the image noise. In practice, the TV norm is not able
to accurately remove all of the image noise, therefore, the resulting image is
over-smoothed. In comparison, the adaptive denoising method (which uses the
denoising algorithm in [147]) performs denoising adaptively, removing less noise
from textured regions compared with smooth regions. As a result, the adaptive
denoising bound (3.18) gives a tighter bound than the analytic noise bound,
which reduces over-smoothing.
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Table 3.3
Summary of restoration results using a Gaussian blur with a variance of 9 and zeromean AWGN with a BSNR of 20 dB. The regularization parameter at convergence
and normalized noise bound are labeled µ∗ and ξ/n, respectively
Lena
Cameraman
Phantom
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 2.69 214 8.96 0.84 3.49 1.87 354 9.37 0.81 4.38 4.11 817 8.20 0.90 4.94
TV-l1 -σv 2.17 242 9.53 0.71 3.60 1.58 379 9.69 0.68 4.50 2.92 1070 8.34 0.75 5.08
TV-l2 -g̃ 3.14 193 8.55 0.78 18.7 2.33 319 8.94 0.64 29.6 6.07 520 6.54 0.88 37.5
TV-l2 -σv 2.51 224 9.09 0.40 19.9 1.83 358 9.43 0.32 31.0 3.78 880 7.37 0.39 39.6
l1 -l2 -g̃ 2.11 246 10.4 0.16 18.7 1.13 420 12.7 0.07 29.6 3.71 895 10.3 0.45 37.5
l2 -l2 -g̃ 2.45 227 9.74 0.25 18.7 1.51 386 11.2 0.13 29.6 3.66 906 12.1 0.82 37.5
l1 -l1 -g̃ 1.83 262 10.7 0.27 3.49 0.82 452 13.1 0.14 4.38 3.58 923 10.3 0.59 4.94
l2 -l1 -g̃ 2.06 248 10.0 0.33 3.49 1.17 416 11.4 0.24 4.38 3.05 10.4 12.1 0.84 4.94
Mandrill
House
Peppers
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 0.43 6.97 19.1 0.91 2.35 3.44 178 6.72 0.82 4.07 1.92 312 9.34 0.83 3.48
TV-l1 -σv 0.34 7.12 19.4 0.80 2.44 2.73 209 7.24 0.68 4.18 1.52 342 9.85 0.70 3.60
TV-l2 -g̃ 0.54 6.81 18.9 0.92 8.50 3.93 159 6.53 0.71 25.5 2.28 287 8.90 0.76 18.7
TV-l2 -σv 0.41 7.01 19.2 0.64 9.13 3.12 191 7.02 0.33 26.8 1.75 324 9.44 0.40 19.8
l1 -l2 -g̃ 0.50 6.86 19.1 0.44 8.50 1.96 250 10.2 0.09 25.5 1.63 334 10.9 0.16 18.7
l2 -l2 -g̃ 0.57 6.75 18.9 0.48 8.50 2.62 214 8.90 0.16 25.5 191 313 10.1 0.25 18.7
l1 -l1 -g̃ 0.43 6.98 19.3 0.40 2.35 1.58 273 10.6 0.18 4.07 1.39 352 11.1 0.26 3.48
l2 -l1 -g̃ 0.47 6.91 19.1 0.40 2.35 2.10 242 9.18 0.28 4.07 1.61 335 10.4 0.32 3.48
Table 3.4
Summary of restoration results using a Gaussian blur with a variance of 9 and zeromean AWGN with a BSNR of 30 dB. The regularization parameter at convergence
and normalized noise bound are labeled µ∗ and ξ/n, respectively.
Lena
Cameraman
Phantom
∗
∗
Label ISNR MSE MAE µ ξ/n ISNR MSE MAE µ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 3.36 176 7.91 0.90 1.10 2.42 297 8.41 0.88 1.39 6.13 505 5.05 0.89 1.58
TV-l1 -σv 3.05 189 8.20 0.83 1.14 2.23 310 8.56 0.82 1.42 5.59 572 5.36 0.86 1.61
TV-l2 -g̃ 3.90 155 7.64 0.98 1.82 2.96 262 8.07 0.94 2.90 7.98 329 4.15 0.95 3.77
TV-l2 -σv 3.29 179 7.95 0.81 1.99 2.46 294 8.35 0.77 3.10 6.62 451 4.53 0.79 3.56
l2 -l2 -g̃ 2.73 203 8.83 0.81 1.82 1.84 339 10.3 0.52 2.90 4.40 751 9.19 0.73 3.77
l1 -l2 -g̃ 3.17 184 8.73 0.86 1.82 2.08 321 10.1 0.68 2.90 4.63 712 9.71 0.96 3.77
l2 -l1 -g̃ 2.38 220 9.29 0.45 1.01 1.40 376 11.2 0.33 1.39 4.00 823 8.92 0.61 1.58
l1 -l1 -g̃ 2.69 205 8.87 0.54 1.01 1.68 352 10.2 0.49 1.39 4.01 822 9.94 0.93 1.58
Mandrill
House
Peppers
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 0.63 6.60 18.5 0.96 0.74 4.03 146 5.99 0.88 1.29 2.40 269 8.28 0.89 1.10
TV-l1 -σv 0.54 6.73 18.7 0.91 0.77 3.72 157 6.18 0.81 1.32 2.13 286 8.58 0.82 1.14
TV-l2 -g̃ 0.73 6.44 18.5 1.00 0.81 4.94 119 5.66 0.96 2.49 2.98 236 8.08 0.98 1.81
TV-l2 -σv 0.59 6.65 18.6 0.93 0.91 4.00 147 6.02 0.75 2.68 2.33 273 8.33 0.80 1.98
l1 -l2 -g̃ 0.53 6.75 19.0 0.99 0.81 2.92 189 7.83 0.60 2.49 2.13 287 9.28 0.86 1.81
l2 -l2 -g̃ 0.70 6.49 18.7 0.99 0.81 3.53 164 7.63 0.72 2.49 2.49 264 9.22 0.90 1.81
l1 -l1 -g̃ 0.55 6.71 18.8 0.66 0.74 2.25 220 8.91 0.35 1.28 1.84 307 9.67 0.47 1.10
l2 -l1 -g̃ 0.65 6.56 18.5 0.67 0.74 2.93 188 7.93 0.49 1.28 2.10 288 9.24 0.57 1.10
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Uniform blur.
The previous experiments were repeated using a 9 × 9 uniform blur and the
results are summarized in Tables 3.5 and 3.6. The results allow us to again
compare the ISNR performance of l1 and l2 norms in the fidelity term. For
the House image, with a BSNR of 30 dB, TV-l2 -g̃ gave an ISNR of 8.82 dB
compared with an ISNR of 8.68 dB for TV-l1 -g̃. Again it can be concluded
that, in terms of ISNR, the best results are obtained using the TV regularizer
and l2 norm fidelity term. Figure 3.8 presents the results produced by the
proposed approach and the TV regularizer for both the l1 and l2 fidelity terms.
From these figures it could be argued that the l1 norm result is more visually
appealing, however, no definite conclusion can be made. In terms of MAE and
MSE the results did not consistently favor any particular combination of norm
or regularizer.
Using Table 3.6, we can compare the results of the adaptive denoising bound and
the analytic bound. For the Peppers image, with a BSNR of 30 dB, the ISNR
of TV-l2 -σv is only 7.02 dB compared with an ISNR of 7.61 dB for TV-l2 -g̃.
In terms of ISNR, the adaptive denoising bound again performed better for all
images, except the Mandrill image. Since the Mandrill image is predominately
textured, the adaptive denoising method in [147] removes little noise, resulting
in a noise bound that is too small. This problem can be resolved by adjusting
the denoising method, or by using a more advanced denoising method.
Laplacian Noise
It is well known that the l2 norm performs well when restoring images with
AWGN; a point that is highlighted by the superior performance of the l2 norm in
the previous experiments. In this set of experiments, we test how the proposed
method performs for images degraded by Laplacian noise. The experiments
outlined above were repeated using a 9 × 9 uniform blur with Laplacian noise
corresponding to a BSNR of 20 dB.
Table 3.7 summarizes the results obtained when using the proposed approach
to restore the images degraded by Laplacian noise. For the Lena image, the
combination of the TV regularizer and l1 norm fidelity term (TV-l1 -g̃) gives an
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Table 3.5
Summary of restoration results using a 9 × 9 uniform blur and zero-mean AWGN
with a BSNR of 20 dB. The regularization parameter at convergence and normalized
noise bound are labeled µ∗ and ξ/n, respectively.
Lena
Cameraman
Phantom
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 3.75 171 8.25 0.93 3.40 3.50 256 8.77 0.94 4.22 8.24 330 5.17 0.96 4.88
TV-l1 -σv 3.29 190 8.40 0.80 3.58 2.99 289 8.62 0.84 4.42 6.43 500 5.38 0.83 5.08
TV-l2 -g̃ 4.10 158 7.80 0.69 18.2 3.75 243 9.00 0.80 27.2 8.31 324 6.13 0.84 37.5
TV-l2 -σv 3.68 174 8.14 0.49 20.1 3.30 269 8.79 0.48 30.8 7.38 402 5.31 0.47 40.5
l1 -l2 -g̃ 2.78 214 9.81 0.37 18.2 2.38 332 11.4 0.33 28.2 4.47 786 10.8 0.46 37.5
l2 -l2 -g̃ 2.95 206 10.2 0.59 18.2 2.50 323 12.2 0.58 28.2 4.71 743 12.2 0.88 37.5
l1 -l1 -g̃ 2.75 215 9.58 0.62 3.40 2.32 337 10.9 0.64 4.22 4.56 769 9.93 0.76 4.88
l2 -l1 -g̃ 2.80 214 10.1 0.75 3.40 2.25 342 12.0 0.79 4.22 4.45 788 12.0 0.96 4.88
Mandrill
House
Peppers
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 1.15 608 18.2 0.93 2.42 4.68 140 6.28 0.80 4.13 2.90 256 8.49 0.84 3.57
TV-l1 -σv 1.04 623 18.2 0.93 2.42 4.72 139 6.06 0.81 4.14 3.26 236 8.33 0.89 3.50
TV-l2 -g̃ 1.23 611 18.3 0.94 7.39 5.74 110 6.67 0.80 24.5 4.29 186 8.90 0.86 17.5
TV-l2 -σv 1.27 591 17.7 0.82 9.17 4.93 132 6.65 0.42 26.8 3.62 217 7.79 0.58 20.1
l1 -l2 -g̃ 0.23 752 20.4 0.73 7.39 3.48 184 8.93 0.32 24.5 2.09 308 11.6 0.50 17.5
l2 -l2 -g̃ 0.76 665 19.8 0.94 7.39 3.51 184 9.80 0.56 24.5 2.11 307 12.7 0.81 17.5
l1 -l1 -g̃ 0.62 688 19.5 0.84 2.16 3.47 185 8.47 0.60 3.94 2.19 302 10.9 0.73 3.34
l2 -l1 -g̃ 0.98 646 19.2 0.96 2.16 3.31 191 9.47 0.76 3.94 2.24 299 11.7 0.89 3.33
Table 3.6
Summary of restoration results using a 9 × 9 uniform blur and zero-mean AWGN
with a BSNR of 30 dB. The regularization parameter at convergence and normalized
noise bound are labeled µ∗ and ξ/n, respectively.
Lena
Cameraman
Phantom
∗
∗
Label ISNR MSE MAE µ ξ/n ISNR MSE MAE µ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 5.45 110 6.49 0.94 1.06 5.47 155 6.73 0.96 1.31 12.1 134 2.50 0.95 1.55
TV-l1 -σv 5.02 122 6.68 0.89 1.13 4.92 176 6.78 0.92 1.40 10.0 216 2.95 0.88 1.61
TV-l2 -g̃ 5.83 101 6.47 0.96 1.68 5.79 144 7.03 0.96 2.58 13.3 108 3.27 0.96 3.44
TV-l2 -σv 5.44 111 6.38 0.85 2.01 5.43 157 6.45 0.88 3.08 11.3 162 2.69 0.79 4.06
l1 -l2 -g̃ 4.09 151 8.33 0.85 1.60 3.63 237 10.0 0.83 2.46 6.47 487 8.48 0.89 3.47
l2 -l2 -g̃ 4.39 141 8.59 0.95 1.60 3.97 219 10.5 0.95 2.46 6.50 484 9.81 0.99 3.47
l1 -l1 -g̃ 4.10 151 8.06 0.84 1.01 3.66 236 9.55 0.85 1.24 6.32 504 7.89 0.91 1.48
l2 -l1 -g̃ 4.24 146 8.54 0.94 1.01 3.74 231 10.4 0.96 1.24 6.19 520 9.70 0.99 1.48
Mandrill
House
Peppers
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 2.32 460 15.7 0.98 0.59 8.68 52.6 4.41 0.94 1.24 7.14 93.1 5.90 0.95 1.04
TV-l1 -σv 2.32 459 15.5 0.97 0.76 7.52 68.6 4.63 0.90 1.30 5.88 124 6.26 0.91 1.13
TV-l2 -g̃ 2.17 476 16.3 0.99 0.54 8.82 50.9 4.63 0.95 2.31 7.61 83.5 5.98 0.96 1.63
TV-l2 -σv 2.34 457 15.4 0.97 0.92 8.64 53.1 4.39 0.84 2.68 7.02 95.4 5.78 0.86 2.07
l1 -l2 -g̃ 1.37 572 17.97 0.99 0.54 5.61 107 6.93 0.79 2.20 4.68 164 8.58 0.87 1.55
l2 -l2 -g̃ 1.97 498 17.2 0.99 0.54 5.76 103 7.65 0.93 2.20 4.40 175 9.87 0.97 1.55
l1 -l1 -g̃ -2.25 1316 28.8 1 0.62 5.57 108 6.68 0.80 1.18 4.76 161 8.23 0.87 0.99
l2 -l1 -g̃ -2.25 1315 28.8 1 0.62 5.36 113 7.66 0.94 1.18 3.93 194 10.1 0.98 0.99
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Figure 3.8 Comparison of TV-l1 -g̃ and TV-l2 -g̃ methods, 9 × 9 uniform blur, zeromean AWGN BSNR = 30dB.

ISNR of 4.41 dB compared with an ISNR of 4.20 dB for the TV regularizer and
l2 norm (TV-l2 -g̃) combination. The increased performance provided by the l1
norm fidelity term is reflected in the results for all of the images, including those
produced by the Laplacian regularizer. For example, restoring the Mandrill
image with l2 -l1 -g̃ gave an ISNR of 1.26 dB, compared to an ISNR of 0.96
dB for l2 -l2 -g̃. In contrast to previous results, we can thus conclude that for
Laplacian noise the best ISNR is obtained using the l1 fidelity term (and the
TV regularizer). Figure 3.9 shows a visual comparison of the results obtained
using the TV regularizer and the l1 or l2 norm fidelity terms. Comparing the
adaptive denoising bound and the analytic bound, we can again conclude that
the adaptive denoising bound provides superior results. For example, the ISNR
of the Phantom image is 9.12 dB for TV-l1 -g̃ and only 7.60 dB for TV-l1 -σv .
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Table 3.7
Summary of restoration results using a 9 × 9 uniform blur and Laplacian noise with
a BSNR = 20 dB. The regularization parameter at convergence and normalized noise
bound are labeled µ∗ and ξ/n, respectively.
Lena
Cameraman
Phantom
∗
∗
Label ISNR MSE MAE µ ξ/n ISNR MSE MAE µ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 4.41 147 7.50 0.92 3.07 4.03 227 8.08 0.94 3.81 9.12 437 4.23 0.95 4.38
TV-l1 -σv 3.96 163 7.77 0.84 3.17 3.70 246 7.98 0.89 3.92 7.60 381 4.11 0.86 4.50
TV-l2 -g̃ 4.20 154 7.78 0.74 18.8 3.93 232 8.21 0.74 29.0 9.05 273 4.17 0.75 38.7
TV-l2 -σv 3.70 173 8.01 0.49 20.1 3.51 256 8.12 0.52 30.8 7.17 421 4.68 0.44 40.6
l1 -l2 -g̃ 3.11 198 9.24 0.28 18.8 2.63 314 10.6 0.23 29.0 4.74 736 9.31 0.32 38.7
l2 -l2 -g̃ 3.10 199 9.66 0.43 18.8 2.60 316 11.3 0.42 29.0 4.78 729 11.1 0.77 38.7
l1 -l1 -g̃ 3.26 192 8.81 0.61 3.07 2.79 30.2 10.0 0.65 3.80 5.03 689 8.77 0.75 4.38
l2 -l1 -g̃ 3.22 193 9.30 0.74 3.07 2.69 31.0 11.1 0.81 3.81 4.85 718 11.0 0.96 4.38
Mandrill
House
Peppers
Label ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n ISNR MSE MAE µ∗ ξ/n
TV-l1 -g̃ 1.58 551 17.2 0.97 1.99 6.58 90.6 5.53 0.94 3.54 4.91 161 7.47 0.94 3.04
TV-l1 -σv 1.36 579 17.5 0.95 2.14 5.71 111 5.48 0.86 3.66 3.56 220 7.81 0.88 3.17
TV-l2 -g̃ 1.29 589 17.9 0.94 7.57 6.28 97.1 5.83 0.74 25.2 4.82 164 7.89 0.82 18.2
TV-l2 -σv 1.31 587 17.6 0.83 9.17 5.42 118 5.76 0.48 26.8 3.52 221 8.02 0.58 20.1
l1 -l2 -g̃ 0.54 700 19.6 0.70 7.57 3.95 166 8.26 0.23 25.2 2.71 267 10.2 0.41 18.2
l2 -l2 -g̃ 0.96 635 19.2 0.93 7.57 3.76 173 9.06 0.42 25.2 2.64 271 11.2 0.71 18.2
l1 -l1 -g̃ 1.03 625 18.4 0.84 1.99 4.22 156 7.61 0.63 3.54 2.97 251 9.56 0.74 3.04
l2 -l1 -g̃ 1.26 593 18.2 0.96 1.99 3.93 166 8.70 0.79 3.54 2.84 259 10.4 0.89 3.04

(a) ideal image

(b) degraded image

(c) restored TV-l1 -g̃

(d) restored TV-l2 -g̃

Figure 3.9 Comparison of TV-l1 -g̃ and TV-l2 -g̃ methods, 9 × 9 uniform blur, zeromean i.i.d. Laplacian noise BSNR = 20 dB.
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3.4.2

System response given different degradations

In this subsection, we analyze how the proposed dynamic system responds to
different images, noise levels, and blur lengths, by observing the time-evolution
of the restored image u and regularization parameter µ. The following experiments were conducted using the modified dynamic system (3.36), the TV
regularizer and the adaptive denoising bound (TV-l2 -g̃). A fixed number of
iterations were used for all experiments presented in this subsection.
Response to noise
The cameraman image was blurred by a 9 × 9 uniform blur. Four zero-mean
AWGN vectors, with variances σv2 of 1, 9, 25 and 49, were then added to the
blurred image. Figure 3.10 illustrates the evolution over time of ISNR and µ
for each of the noise levels. The results demonstrate that the proposed method
adapts to noise levels, yielding smaller values of µ for larger levels of noise and
vise-versa. Intuitively, this means that as noise levels increase, regularization
becomes more important. For example, when the noise variance is 1 the value
of µ∗ is 0.98, whereas µ∗ is 0.73 when the noise variance is 49. Note that, for
the sake of readability, the standard deviation has been used in the legends of
Fig. 3.10, denoted σ.
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Figure 3.10 Using the proposed approach (TV-l2 -g̃), the time-evolution of ISNR
(dB) and µ is plotted with respect to iterations for different levels of noise. The
standard deviation of the noise for each experiment is denoted σ. The Cameraman
image is degraded by a 9 × 9 uniform blur.
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Response to different sized blurs
The Cameraman image was degraded with uniform blurs of size 3 × 3, 5 × 5,
7 × 7 and 9 × 9. The same zero-mean AWGN of variance 9 was added to each
image. Figure 3.11 shows the time-evolution of ISNR and µ when restoring
these images. The proposed method adapts to different blurs, calculating larger
values of µ for larger blurs. This is desirable because it places greater emphasis
on the constraint (fidelity term) for images with more prominent blurring. For
example, the value of µ∗ is 0.95 for a blur of length 15 × 15, compared with a
µ∗ of 0.86 for the 5 × 5 blur.
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Figure 3.11 Using the proposed approach (TV-l2 -g̃), the time-evolution of ISNR and
µ is plotted with respect to iterations for varying blur lengths. Cameraman image
degraded by zero-mean AWGN of variance σv2 = 81.

Response to different images
The response of the proposed method to different image content was observed
by restoring the Cameraman, Lena, Phantom and Mandrill images. The Mandrill image contains mostly texture information, whereas the Phantom image
has distinct edges and no textures. In Table 3.8, the images are ranked quantitatively by calculating the total variation of the original images.
Each image is degraded with the same 9 × 9 uniform blur and zero-mean AWGN
of variance σv2 = 81. Figures 3.12(a) and 3.12(b) show the evolution of ISNR
and µ, respectively. The results demonstrate that µ is larger at convergence for
images with a large total variation. Since images with a high total variation
are most affected by blurring, a large µ is desirable. At convergence µ∗ is 0.94
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Table 3.8
The total variation of the original Phantom, Lena, Cameraman and Mandrill images.
Image
Phantom
Lena
Cameraman
Mandril

TV
186,960
462,703
467,049
1,211,135

for the Mandrill image, which has an original total variation of 1,211,135. In
contrast, µ∗ is 0.67 for the Phantom image, which has an original total variation
of only 186,960.
9

1

8
Cameraman
Phantom
Lena
Mandril

7

5

Cameraman
Phantom
Lena
Mandril

0.8
µ

ISNR

6

0.9

4

0.7

3
2

0.6

1
0
0

200

400
600
Iterations

(a) ISNR

800

1000

0.5
0

200

400
600
Iterations

800

1000

(b) µ

Figure 3.12 Using the proposed approach (TV-l2 -g̃), the time-evolution of ISNR and
µ is plotted with respect to iterations for different types of image content. Images
degraded by a 9 × 9 uniform blur, with a variance of 9.

3.4.3

Comparison with state-of-the-art methods

The ISNR performance of the proposed approach is now compared with the
methods presented in [148], [15] and [16]. In [148] and [15], Bayesian approaches
to image restoration were presented that use the total variation majorizationminimizer (TV-MM) regularizer as an image prior and a Jeffereys prior for
the regularization parameter prior, denoted BF01 and BF02 respectively in
Table 3.10. In [16], a hierarchical Bayesian approach to TV image restoration
was presented. This method uses variational distribution approximations to
simultaneously estimate the restored image and regularization parameter. The
two algorithms presented in this paper are denoted ALG1 and ALG2 in Ta-
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ble 3.10. The results produced by the hierarchical Bayesian method presented
in [149] is also included. It uses a simultaneous auto-regressive (SAR) image
model instead of a TV model, denoted MOL in Table 3.10. The proposed VI
approach to image restoration was implemented using the TV regularizer, the
l2 fidelity term and the adaptive denoising bound (3.18) (TV-l2 -g̃). It is denoted ‘proposed’ in Table 3.10. For these experiments, the Cameraman, Lena
and Phantom images were blurred with either a Gaussian or uniform blur, then
degraded with zero-mean AWGN. A summary of the degradations is given in
Table 3.9, labeled D1 to D4.
Table 3.9
Summary of degradations. Blur kernel is denoted by H and σh2 denotes the variance
of the blur. All noise is zero-mean AWGN with corresponding BSNR.

Degrad.
Blur Kernel
H
BSNR

D1
D2
D3
D4
Gaussian
Gaussian
uniform uniform
21 × 21, σh2 = 9 21 × 21, σh2 = 9
9×9
9×9
20.0dB
30.0dB
20.0dB 30.0dB

Table 3.10 summarizes the results for each of the image restoration methods.
For the Phantom image and degradation D1 the proposed approach has an
ISNR of 6.07 dB. The next best is the BF01 method, which has an ISNR
of 3.56 dB. Comparing the results for all other images, it becomes clear that
the proposed method performs better than the other methods, especially on
smooth images such as the Phantom image. There were only 2 instances in
which the proposed method did not provide the best results. These occurred
when restoring the Lena image degraded by D3 and D4. However, the difference
in ISNR between the proposed method and the best results is only 0.04 dB and
0.06 dB respectively.

3.5

Chapter summary

In this chapter, a variational inequality approach to image restoration is presented. The VI formulation provides a general framework for solving many
different image restoration problems, including those with nonlinear penalty
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Table 3.10
Comparison in terms of ISNR of the proposed approach (TV-l2 -g̃) and other TV-MM
restoration methods.
Degradation D1
Method
Proposed
MOL
BF01
BF02
ALG1
ALG2

3.14
2.45
3.02
2.47
2.87
2.42

D2

D3

Lena
3.90 4.10
3.13 2.94
3.87 4.09
3.56 4.14
3.87 3.72
3.55 3.15

D4
5.83
4.62
3.08
5.64
5.89
5.58

D1

D2

D3

D4

Cameraman
2.32 2.96 3.91 5.79
1.64 2.14 2.26 3.98
2.13 2.89 3.31 5.68
2.23 2.47 2.12 4.65
1.72 2.63 2.42 5.41
1.42 2.41 1.94 4.38

D1
6.07
2.24
3.56
2.20
1.85
2.05

D2

D3

Phantom
7.98 8.75
2.91 4.14
5.15 5.57
3.94 2.95
4.31 3.01
3.72 2.64

D4
13.0
4.10
8.88
6.91
7.77
6.50

functions and inequality constraints. The proposed approach is solved using a
dynamic systems approach. A modified dynamical systems is also presented,
which was shown to be superior in terms of reducing iterative convergence.
The proposed VI approach to image restoration is tested experimentally using different regularizers, norms, images and noise. The results demonstrate
that the proposed method performs competitively with state-of-the-art image
restoration methods.
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Introduction

In Chapter 3, a variational inequality (VI) approach to image restoration is presented that simultaneously calculates the restored image and a global adaptive
regularization parameter. In this chapter, the VI formulation is extended in
such a way that a local adaptive regularization parameter is calculated for each
image region, or pixel. Furthermore, the proposed method utilizes compressive sampling (CS) theory to selectively deconvolve transform domain image
coefficients.
The image restoration problem is ill-posed because of small, often zero, singular values in the blur matrix H. To make the problem well-posed, information
about the original image is introduced via a regularizer, whose relative weighting
is controlled using a regularization parameter. The optimal value of the regularization parameter depends on image content, therefore, advanced restoration
methods define a different parameter for each image region. Given a degraded
image g ∈ Rn and a blurring matrix H ∈ Rn×l , the simplest region-based
restoration method is the extended Tikhonov-Miller formulation [150, 151], defined by
min kg − Huk22 + kKRuk22 ,
u

(4.1)

where u ∈ Rl is the restored image, R ∈ Rq×l is a regularization matrix and
K ∈ Rq×q is a circulant matrix of regularization parameters. The boundaries
√
and weights of each region are controlled using K. Note that, for K = λI,
where I is the identity matrix and λ is a positive constant, Eq. (4.1) is equivalent
to the standard Tikhonov-Miller formulation presented in Chapter 2, Eq. (2.11).
The majority of restoration methods define regions using a frequency-based
criterion [150, 152]. In [152], images are divided into edge regions and non-edge
regions, then directional regularization is applied based on image content. The
regularization parameter of a local region is calculated as follows:
λi =

nσv2
,
1 − γkRi uk22

(4.2)
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where γ is a positive constant, σv2 is the noise variance, n is the number of
elements in g, and Ri is a regularization matrix that operates on the region
of interest. In [153], a variance map is created and passed through a k-means
algorithm. This partitions images into several regions, each with a different
average local variance. A modified Hopfield network is then used to perform
region-based restoration. The method presented in [154] uses a fuzzy quasirange method to calculate a regularization matrix. A modified Hopfield network
is then used to restore the spatially varying degradation.
To produce a high quality restored image, the regularizer must accurately model
the characteristics of the original image. In recent years, sparsity-based regularizers that utilize the wavelet [12, 23], contourlet [26, 27] and curvelet transforms
[25, 27], have been shown to provide state-of-the-art performance. Furthermore,
undecimated versions of these transforms offer superior denoising performance
when compared with decimated implementations [155–159].
Calculating the regularization parameter for sparsity-based regularizers presents
some unique problems. When designing Bayesian image restoration methods,
for example, it is well known that Gaussian densities are not adequate for modeling the distribution of wavelet coefficients because of their sparse nature [160].
Instead, heavy-tail densities must be used, such as the independent generalized
Gaussian density (GGD) or the independent Gaussian scale mixture (GSM).
In [23], three different wavelet-based majorization-minimization (MM) methods were developed for solving the restoration problem using either the GGD
or GSM priors.
In this chapter, an adaptive regularization parameter is calculated for each
image region by extending the VI approach to image restoration presented in
Chapter 3. The proposed method exploits CS theory to perform selective deconvolution of transform domain image coefficients. Although the proposed
method could be used to deblur highly incomplete measurements as was done
in [161], this chapter focuses on restoring complete images. In Section 4.2, the
CS problem and key concepts relevant to its study are introduced. Methods for
solving the CS problem are also discussed. In Section 4.3, the proposed CS ap-
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proach to region-based restoration is presented. The problem is formulated as a
variational inequality problem and solved using a dynamical system approach.
In Section 4.4, the proposed method is tested experimentally, and compared
with other state-of-the-art image restoration methods. A chapter summary is
presented in Section 4.5.

4.2

Sparsity and compressive sampling

Research into CS has gained momentum in recent years, largely due to the
work presented in [162–164]. Compressive sampling theory has shown that,
by enforcing sparsity, it is possible to reconstruct a signal with high accuracy,
despite using significantly fewer measurements than required by the Nyquist
theorem. A signal is said to be sparse if a majority of its samples are close or
equal to zero, see Fig. 4.1. Since many of the samples contain no information,
such signals have high redundancy. Therefore, provided that the measurements
are taken from an incoherent basis, only a small number of them are required
to reconstruct the signal. Intuitively, this means that the signal should be
spread out in the measurement domain to ensure each measurement captures
meaningful information. For a detailed introduction to incoherence and sparsity,
the reader is referred to [165, 166].

(a) A sparse signal.

(b) A sparse signal.

(c) A non-sparse signal

(d) A non-sparse signal

Figure 4.1 A signal is k-sparse if it has k nonzero coefficients and (n − k) coefficients
that are zero. Furthermore, a signal is said to be sparse if k << n.

If a signal is not naturally sparse, a sparsifying transform must be found to
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apply CS. Given the original signal uo ∈ Rl and sparsifying transform matrix
D ∈ Rq×l , the sparse transform domain coefficients so ∈ Rq are defined by
so = Duo .

(4.3)

In CS, D is referred to as the sparsity basis. As signal sparsity is increased,
fewer measurements are required for reconstruction. Signal measurements are
generally modeled using the following linear equation:
y = ADuo + w
= Aso + w,

(4.4)

where y ∈ Rm and w ∈ Rm are vectors representing, respectively, the signal
measurements and the additive noise. The matrix A ∈ Rm×q is referred to as
the measurement matrix or sampling matrix, and has significantly fewer rows
than columns, m  q.
Because Eq. (4.4) is under-determined, simple inverse reconstruction methods
fail. Compressive sampling reconstruction methods resolve this problem by
seeking the solution with the greatest sparsity. This is equivalent to minimizing
the number of nonzero coefficients. The solution can therefore be found by
solving the following l0 norm optimization problem [161]:
min ksk0
s

subject to ky − Ask22 = 0,

(4.5)

where s ∈ Rq is the reconstructed signal. This is an NP-hard problem so in
practice the following l1 norm problem is often solved instead:
min ksk1
s

subject to ky − Ask22 = 0.

(4.6)

It has been shown in [167] that if A is an orthogonal matrix and µ(A) is the
largest element in A (i.e. µ(A) = max|Ai,j |), then l1 minimization recovers so
i,j

exactly with overwhelming probability if
m ≥ c k log(q) µ2 (A),

(4.7)

where c is a small constant and k is the number of nonzero elements in so .
√
Furthermore, if A is normalized so that the Euclidean norm of each row is q,
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the minimum number of measurements is achieved when µ2 (A) = 1. Therefore,
to minimize the number of measurements needed in the reconstruction (i.e. to
maximize incoherence), A must be spread out in the domain of D.
When the signal measurements are corrupted by noise, the constrained optimization problem (4.6) is often relaxed using the following unconstrained problem:
min ksk1 + λky − Ask22 ,
s

(4.8)

where λ ∈ R+ is a regularization parameter used to control the compromise
between data fidelity and solution sparsity. In recent years, a great deal of
research has focused on solving the l1 norm optimization problem in Eq. (4.8),
for both denoising and CS problems [12–14, 35, 103, 108]. This has lead to a
class of algorithms known as iterative shrinkage thresholding (IST) algorithms.
These algorithms are efficient, only requiring matrix-vector multiplication of A
and AT , and a shrinkage/soft-thresholding step.

4.3

Image restoration using CS

The CS theory presented in Section 4.2 will now be applied to the image restoration problem. To begin, the region-based image restoration problem is formulated as a CS problem. Details relevant to the design of the sparsity basis
and measurement matrix are then described. Once the proposed problem has
been defined, it is reformulated as a VIP and solved using a dynamical systems
approach.

4.3.1

Problem formulation

Recall, the standard image degradation model is
g = Huo + v,

(4.9)

where g ∈ Rn , uo ∈ Rl , v ∈ Rn and H ∈ Rn×l are the degraded image, the
original image, the noise and the blurring matrix, respectively. In general, the
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dimensions l and n are not equal, however, to simplify notation for the remainder
of this chapter we will assume that n = l, i.e. H ∈ Rn×n and uo ∈ Rn .
Images are often not sparse, therefore, to apply CS we must find a sparse
representation. As in Eq. (4.3), let D ∈ Rq×n be a transform that provides
a sparse representation so ∈ Rq of the original image uo ∈ Rn . Furthermore,
let B ∈ Rm×q be a region selection matrix that divides the transform domain
coefficients Dg into r different regions:
y1 = B1 Dg,

y2 = B2 Dg,

···

, yr = Br Dg,

(4.10)

where B = [B1T , B2T , ..., BrT ]T and yi is the ith region of y. If B is defined so
that m << q, the restoration problem becomes a CS problem,
y = BDg
= BD(Huo + v)
= Aso + w,

(4.11)

where y = [y1T , y2T , · · · , yrT ]T ∈ Rm×1 . Compressive sampling reconstruction
techniques should therefore be used to solve Eq. (4.11), with the solution being
the restored image u. It follows from Eq. (4.11) that the matrices H and B are
factors of the measurement matrix A:
A = BDHD−1 .

(4.12)

For undecimated transforms, where D and H are commutative, we can define
H̃ ∈ Rq×q which performs convolution directly in each sub-band of s. In this
case, A can simply be expressed
A = B H̃.

(4.13)

Depending the lengths of the blur and wavelet kernel, it can be more efficient to
implement Eq. (4.13) instead of Eq. (4.12). The measurement noise is defined
by
w = BDv.

(4.14)

A benefit of the proposed approach is that the matrix B can be designed to
ignore the noisiest coefficients in Dv. This reduces the amount of noise in measurement vector y, which in turn should reduce the noise in the restored image.
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Furthermore, coefficients that have not been adversely affected by blurring can
be ignored to reduce noise amplification and ringing artifacts.
Standard methods for solving Eq. (4.11) include the constrained optimization
problem in Eq. (4.6) or the unconstrained problem in Eq. (4.8). The constrained
problem in Eq. (4.6) is not useful for solving the restoration problem as it does
not adequately compensate for noise. Furthermore, the unconstrained problem
in Eq. (4.8) does not provide a systematic method for calculating the regularization parameter λ. Instead, we consider the following constrained optimization
problem:
min kDuk1 subject to

G(u) ≤ 0,

u

where



G1 (u)


 G (u)
 2
G(u) =  .
 ..

Gr (u)





∀u ≥ 0,

ky1 − A1 Duk22 − ξ1

 
  ky − A Duk2 − ξ
2
2
2
 
2
=
.
..
 
 
kyr − Ar Duk22 − ξr

(4.15)





.



Here Ai = Bi DHD−1 and ξi represents an approximation of the noise power
in the i-th region. Assuming the regularizer to be ideal, the ideal choice for
the noise bound is ξi = E[kBi Dvk22 ], where E[·] is the expectation operator. A
second constraint has been added to force image pixels to be non-negative. In
comparison to equality constrained optimization problems, such as Eq. (4.6),
the optimal solution has a much higher probability of lying within the constraint
region of (4.15) because an inequality constraint has been used.
To be concise, let R(u) = kDuk1 . The Lagrange equation of Eq. (4.15) is
L(u, λ) = R(u) + λT G(u),

(4.16)

where λ ∈ Rr is a vector of Lagrange multipliers. Each element λi of vector
λ behaves like a local regularization parameter for a specific region in g. As
the number of regions becomes large, the number of image elements in each
region becomes small. It is difficult to accurately estimate the expected value
ξi = E(kBi Dvk22 ) when the sample size is small (i.e. when there are a small
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number of elements in Bi Dv), therefore, a compromise must be found between
increasing the number of regions/regularization parameters and accurately estimating ξi . We propose to calculate this bound using
ξi = kyi − ỹi k22 ,

(4.17)

where ỹi is the denoised version of yi . Even in the extreme case where the
number of regions is equal to the number of pixels, Eq. (4.17) will provide a
reasonable estimate for ξi . Figure 4.2 shows the results of restoring the Cameraman image using the proposed region-based restoration approach (4.15) and
the bound in Eq. (4.17). In this experiment, the Cameraman image was blurred
by a 9 × 9 uniform blur and zero-mean additive white gaussian noise (AWGN)
corresponding to a blurred signal-to-noise ratio (BSNR) of 20 dB. Figures 4.2(a)
and 4.2(b) show that good restoration results can be obtained using 4 and 256
regularization parameters, respectively. However, when a regularization parameter is calculated for each pixel, as is shown in Fig. 4.2(c), the quality of the
restored image is poor. This can be attributed to the fact that it is difficult
to accurately estimate the noise bound when the number of elements in each
region is small.

(a) Restored u (λ ∈ R4 )

(b) Restored u (λ ∈ R256 )

(c) Restored u (λ ∈ R65536 )

(d) Regions (λ ∈ R4 )

(e) Regions (λ ∈ R256 )

(f) Regions (λ ∈ R65536 )

Figure 4.2 Subfigures (a-c) show the results of restoring the Cameraman image using
multiple regions with ξi = kỹi − yi k22 . Sub-figures (d-f) show how the regularization
parameters are spatially distributed for each test. The cameraman image was blurred
by a 9 × 9 uniform blur and zero-mean AWGN (BSNR=20dB).
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Choosing the sparsity basis

Of the many sparsifying transforms, undecimated implementations have captured significant interest in recent years because of the increased performance
they provide in denoising applications [155–159]. Undecimated, or redundant,
transforms differ from decimated transforms in that they do not downsample
the transform coefficients. Undecimated transforms are useful for reducing the
Gibbs phenomenon, a restoration artifact that is characterized by an alternating
overshoot and undershoot of the desired signal value. The size of artifacts in
decimated transforms depends on the location of discontinuities. For example,
when denoising a 1-D signal of length q using the Haar wavelet, discontinuities
at locations q/3 cause pseudo-Gibbs oscillations, whereas discontinuities at q/2
produce almost no artifacts, see [168] for further details. When an undecimated
transform is used, D will be shift-invariant and commutative with H, so we can
simply write As = B H̃s, see Eq. (4.13).
There are many transforms that can be used for the sparsity basis D. Undecimated versions of the Wavelet [155, 156], Curvelet [169], and Countourlet
transforms [170, 171] offer both sparsity and shift-invariance. In this chapter,
an Undecimated Discrete Wavelet Transform (U-DWT) and an Undecimated
Directional Discrete Wavelet Transform (UD-DWT) are chosen as sparsifying
transforms. The U-DWT is used extensively in image restoration and denoising,
because of its ability to produce sparse representations of signals [23, 172]. In
addition to applying wavelet decomposition along vertical and horizontal directions, the UD-DWT extends the U-DWT by applying wavelet decomposition
along image diagonals. In this chapter, we implement the undecimated wavelet
transforms using the à Trous 1 algorithm. This algorithm upsamples the wavelet
filter coefficients at each level using zero-padding, instead of downsampling the
image coefficients.
1

à Trous means “with holes” in French.

Spatially Adaptive Regularization via Compressive Sensing

4.3.3

87

Choosing the measurement matrix

In the previous subsection, the design of the sparsity basis D was discussed.
Unlike other sparsity-based image restoration methods, the proposed approach
selectively performs deconvolution on transform domain image coefficients using
a compressive measurement matrix A. This increases the quality of restored
images by reducing artifacts and noise. In this subsection, the design of the
measurement matrix A is discussed with respect to choosing the selection matrix
B, see Eq. (4.12).
To maximize incoherence, CS methods usually construct the measurement matrix using Gaussian or Bernoulli random measurements. This minimizes the
number of elements required in y, see Eq. (4.7). It was shown empirically in
[173] and [174], however, that toeplitz and circulant matrices perform as well
as random matrices in CS problems, and permit much faster decoding. Since
the blurring matrix H is toeplitz, we propose to use a binary matrix for B that
selectively maps elements of Dg to y; thereby preserving much of the toeplitz
structure. Furthermore, as the amount of blurring introduced by H increases,
the value of µ(A) in Eq. (4.7) decreases and the level of incoherence introduced
by A increases.
Part of designing B is deciding which transform domain coefficients should
be selectively mapped. The wavelet, contourlet, and curvelet transforms are
effective at highlighting features that benefit the most from deconvolution, such
as edges and contours. Furthermore, if the translation invariant forms of these
transforms are used for D, and if g is degraded by AWGN, the largest coefficients
in Dg will generally have the greatest signal-to-noise ratio (SNR). In contrast,
transform coefficients from homogeneous regions are less affected by blurring
and more likely to be dominated by noise. Applying restoration algorithms to
homogeneous regions is often unnecessary, and only degrades the image further
by amplifying noise. Therefore, we propose to map the m largest coefficients of
vector Dg to vector y. This is achieved using a binary matrix for B, with one
non-zero element in each row and at most one non-zero element in each column.
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Figure 4.3 shows an example of the coefficients that would be chosen using
the proposed approach and a one-level Haar U-DWT. For this example, the
Cameraman image was degraded by a 9×9 linear blur and AWGN corresponding
to a BSNR of 20 dB. By reconstructing the image using the white coefficients
in Figure 4.3 (i.e. the coefficients with the highest SNR) the quality of the
restored image is increased.

Figure 4.3 The white pixels represent the transform domain coefficients that are
selected by matrix B for reconstruction. Here m = 0.5q and D is a one-level Haar
U-DWT. The Cameraman image was degraded by a 9 × 9 uniform blur and AWGN
(BSNR=20dB). Note that, all of the pixels in the low-low region have been selected.

4.3.4

Variational inequality formulation

The CS approach to image restoration will now be formulated as a variational
inequality problem (VIP). Assuming that R(u) and G(u) are convex and continuously differentiable, the Karush Kuhn Tucker (KKT) conditions corresponding
to the problem in (4.15) are:

∗


 λ ≥ 0,




G(u∗ ) ≤ 0,

u∗ ≥ 0,

G(u∗ )T λ∗ = 0,

(4.18)

∇R(u∗ ) + ∇G(u∗ )T λ∗ = 0,

where ∇G = [∇G1 , ∇G2 , · · · , ∇Gi ]. Using the same justifications presented in
Chapter 3, Section 3, it follows from the KKT conditions that the restoration
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problem (4.15) can be reformulated as the following VIP:
(
(u − u∗ )T (∇R(u∗ ) + ∇G(u∗ )λ∗ ) ≥ 0, ∀u ≥ 0,

(4.19a)

(λ∗ − λ)T G(u∗ ) ≥ 0, ∀λ ≥ 0.

(4.19b)

It can easily be shown that the solution (u∗ , λ∗ ) of the VIP (4.19) satisfies the
KKT conditions of the objective (4.15). Using the projection theorem [120], the
VIP (4.19) can be expressed as
 


P1 u∗ − α1 ∇R(u∗ ) + ∇G(u∗ )λ∗ − u∗ = 0,




P1 λ∗ + α2 G(u∗ ) − λ∗ = 0,

(4.20a)
(4.20b)

where P1 (x) is the projection onto the positive orthant Rk+ and k is not fixed.
For a vector x = [x1 , x2 , · · · , xk ], the projection onto Rk+ is
P1 (x) = [ max(x1 , 0), max(x2 , 0), · · · , max(xk , 0) ]T .

Now, consider the nonlinear system governed by the ordinary differential equa


du


 τ1
= P1 u − α1 (∇R(u) + ∇G(u)λ) − u,
(4.21a)
dt


dλ


τ2
= P1 λ + α2 G(u) − λ,
(4.21b)
dt
where τ1 and τ2 are time constants, and α1 and α2 are positive constants. Using
tions

the same reasoning presented in Chapter 3, it can easily be shown that the
equilibrium point of the dynamical system (4.21) satisfies the conditions of the
VIP (4.19). Therefore, provided the system is convergent, the solution (u∗ , λ∗ )
of (4.19) is obtained when the system response reaches steady-state.

4.3.5

A quadratic discrete-time approximation

In this section, a discrete-time approximation of the dynamic system (4.21) is
used to solve the VIP (4.19). Using a backward Euler’s scheme, the discretetime approximation of the dynamical system in Eq. (4.21) at time tk+1 is given
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by




u(tk+1 ) − u(tk )


τ
=
P
u(t
)
−
α
∇L
u(t
)
− u(tk ),
k
1
k
1
1

tk+1 − tk



λ(tk+1 ) − λ(tk )


τ
=
P
λ(t
)
+
α
G
u(t
)
− λ(tk ).
2
1
k
2
k

tk+1 − tk

(4.22a)
(4.22b)

To be concise, let us denote u(tk+1 ) by uk+1 . By rearranging terms, it can easily
be shown that




 uk+1 = (1 − τ3 )uk + τ3 P1 uk − α1 ∇L uk ,



λk+1 = (1 − τ4 )λk + τ4 P1 λk + α2 G uk ,

(4.23a)
(4.23b)

where τ3 = (tk+1 − tk )/τ1 and τ4 = (tk+1 − tk )/τ2 . Provided that τ3 , τ4 , α1
and α2 are chosen to ensure stability, the iterations in Eqs. (4.21) can be used
to solve the proposed restoration problem. To satisfy the KKT conditions for
optimality, R and G must be continuously differentiable. Since R(u) = kDuk1 is
not continuously differentiable, we approximate it using the following weighted
quadratic norm:
1
R(u) = uT DT W Du,
2

(4.24)

where W ∈ Rq×q is a diagonal weight matrix defined by
Wii =

1
for i = {1, · · · , q}.
|[Du]i | + 

(4.25)

Here Wii is the i-th diagonal element of W , [Du]i is the i-th element of vector Du
and  ∈ R+ is a small regularity constant. As  approaches zero, Eq. (4.25) more
accurately approximates the l1 norm. Unlike the l1 norm, however, Eq. (4.25)
is continuously differentiable and its derivative is given by
∇R(u) = DT W Du.

(4.26)

Figure 4.4 shows a comparison of the weighted quadratic norm (4.26), the Huber
norm and the l1 norm. The fidelity term G(u) is quadratic, therefore, using a
quadratic norm for R(u) is advantageous because the objective becomes purely
quadratic.
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(b) ∇R(x) vs x

Figure 4.4 Plot of l1 norm, Huber norm ( = 0.2) and weighted quadratic norm
( = 0.02) as x varies from -1 to 1.

4.4

Results and analysis

In this section, the proposed CS approach to region-based image restoration
is tested experimentally. To begin, the proposed method is tested using different wavelet filters to determine which one provides the best performance in
terms of ISNR. Different wavelet transform implementations are then used to
verify if undecimated implementations provide increased performance. Next, a
compressive measurement matrix is introduced to establish if the ISNR can be
increased using a compressive measurement matrix. The effect of using multiple
regularization parameters is then tested by dividing the degraded image into
regions. Finally, the ISNR performance of the proposed restoration algorithm
is compared with other state-of-the-art restoration algorithms.
For the following experiments, the Lena, Cameraman, and Phantom images,
from Fig. A.1 of the Appendix, were degraded with a 9 × 9 uniform blur
and zero-mean AWGN corresponding to a BSNR of either 20dB or 30dB. In
all experiments, the solution to the restoration problem was found using the
discrete-time approximation of the dynamical system in Eqs. (4.23). The experiments were conducted using the either the undecimated discrete wavelet
transform (DWT), the undecimated discrete wavelet transform (U-DWT) or

Spatially Adaptive Regularization via Compressive Sensing

92

the undecimated directional discrete wavelet transform (UD-DWT). Iterations
were terminated once k∇L(u)k22 ≤ 1 and kG(u)k22 < 2 , where 1 and 2 are
small positive constants that depend on the chosen step size. It is impractical to store the convolution matrix H ∈ Rn×l explicitly, so Hu and H T g were
implemented using 2-D convolution, as opposed to matrix multiplication. The
algorithms were initialized using u(0) = g and λ(0) = 1. The inter-scale orthogonal wavelet threshold denoising method presented in [147] was used to
estimate the noise bound in Eq. (4.17). This denoising method performs adaptive wavelet-based denoising using inter-scale correlations. In all tables, the
results that represent the highest ISNR are highlighted in bold.

4.4.1

Transform selection

In this experiment, the proposed restoration method was implemented using
different wavelet transforms, to determine the one that provides the best ISNR.
The Daubechies, Coiflets, Symlets, Biorthogonal, and Reverse Biorthogonal
wavelets were used; their abbreviations are given in Table 4.1. The degraded
images were restored using the proposed restoration method and the U-DWT.
In this experiment, only a single region was used and B was set to the identity
matrix; this allows the results to be analyzed more easily. Increasing the number
of wavelet levels makes s more sparse, therefore, the experiment was performed
using both one-level and three-level decompositions.
Table 4.1
Summary of different wavelet kernels and their abbreviations. Here x denotes the
order of the wavelet filters. For the Bior and Rbio wavelets, reconstruction and
decomposition filters may have a different order, denoted xr and xd respectively.

Label
Db x
Coef x Sym x
Bior xr .xd
Rbio xr .xd
Wavelet Daubechies Coiflets Symlets Biorthogonal Reverse Biorthogonal
Table 4.2 summarizes the ISNR performance of the proposed approach when
implemented using nine well-known wavelet kernels. Comparing the results in
the ISNR column, it is clear that the Haar wavelet provides the best results. For
example, given the degraded Cameraman image, the three-level Haar wavelet
has an ISNR of 3.75. In comparison, the three-level Bior 1.5 wavelet has the
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next best result with an ISNR of 3.57. The Haar wavelet has been used in many
wavelet based restoration methods [12, 21–23]. Although increasing the order of
a wavelets provides greater sparsity, reducing the order of a wavelet retains more
energy at higher frequencies that represent sharp edges and noise. Comparing
the one-level and three-level decomposition results in Table 4.2, it can also be
concluded that using a three-level decomposition produces better results. For
the degraded Phantom image, the proposed method has an ISNR of 7.50 for
the one-level Haar decomposition, whereas the three-level Haar decomposition
has an ISNR of 7.93.
Table 4.2
A comparison of different wavelet filters for the proposed restoration method. The
normalized bound is denoted ξ/m. Images were degraded with a 9 × 9 uniform blur
and zero-mean AWGN (BSNR = 20 dB).

Number of
Levels

One-level

Three-level

4.4.2

Image
Wavelet

Lena
ISNR ξ/m

Cameraman
ISNR ξ/m

Phantom
ISNR ξ/m

Haar
Db 5
Coif 1
Coif 5
Bior 1.5
Bior 5.5
Rbio 1.5
Sym 2
Sym 5
Haar
Db 5
Coif 1
Coif 5
Bior. 1.5
Bior 5.5
Rbio 1.5
Sym 2
Sym 5

3.52
2.55
3.16
2.84
3.14
2.47
2.77
3.14
2.55
3.45
2.88
3.17
2.84
3.14
2.97
3.09
3.21
3.03

3.57
2.45
3.06
1.98
3.16
2.29
2.53
3.07
2.46
3.75
3.10
3.42
3.08
3.57
3.08
3.25
3.42
3.25

7.50
4.70
5.49
4.32
6.86
4.90
5.27
5.56
4.77
7.93
5.76
6.01
5.64
6.76
5.70
5.89
6.10
5.90

15.8
19.5
16.5
15.0
20.4
19.1
17.9
16.52
19.5
15.0
15.0
15.0
15.0
15.6
17.9
16.7
15.0
15.0

29.6
32.4
28.2
36.6
36.6
32.4
28.2
28.2
32.4
28.2
28.2
28.2
28.2
29.4
33.2
29.4
28.2
28.2

39.4
41.3
37.5
41.3
43.3
43.0
40.3
37.5
37.5
37.5
37.5
37.5
37.5
39.4
43.9
41.4
37.5
37.5

Decimated versus undecimated transforms

To analyze the relationship between undecimated transforms and performance,
three variations of the Haar wavelet transform were used for the sparsity basis
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D. These included the DWT (decimated), U-DWT and the UD-DWT. To
simplify the analysis of results, only a single region was used and B was set to
the identity matrix. The proposed method was then used to restore each of the
test images.
Table 4.3 shows the performance of the proposed approach for both one-level
and three-level decompositions and for two different levels of noise. For each
set of experiments the proposed method was implemented using the DWT,
U-DWT and UD-DWT transforms. Comparing the results from all experiments
it becomes clear that the UD-DWT consistently provides the best performance
in terms of ISNR (the results highlighted in bold). Furthermore, the decimated
DWT consistently has the worst performance. Take the Cameraman image
with a BSNR of 20dB, for example, the ISNR is 2.59, 3.75, and 3.82 for the
three-level DWT, U-DWT and UD-DWT, respectively. From these results, it
would appear that increasing the level of redundancy can improve the quality
of the restored image. A benefit of the proposed method is that only a subset of
transform domain image coefficients are needed for reconstruction, which makes
redundant transforms more appealing.
Table 4.3
Comparison of restoration results for different transform implementations (decimated
vs undecimated). The normalized bound is denoted ξ/m. Images were degraded by
a 9 × 9 uniform blur and zero-mean AWGN.

Number of
levels

Image
Lena
BSNR Transform ISNR ξ/m
30dB

One-level
20dB

30dB
Three-level
20dB

DWT
U-DWT
UD-DWT
DWT
U-DWT
UD-DWT
DWT
U-DWT
UD-DWT
DWT
U-DWT
UD-DWT

3.74
5.22
5.35
2.41
3.52
3.79
3.73
5.22
5.34
2.41
3.45
3.77

1.38
1.95
1.32
15.7
15.8
15.0
1.38
1.32
1.39
15.8
15.8
15.8

Cameraman
ISNR ξ/m

Phantom
ISNR ξ/m

4.15
5.84
5.78
2.60
3.57
3.84
4.15
5.99
6.01
2.59
3.75
3.82

7.13
11.7
11.6
5.16
7.50
7.93
7.13
11.4
13.0
5.16
7.93
8.12

2.58
2.45
2.45
29.6
29.6
28.2
2.58
2.45
2.58
29.6
29.4
29.6

3.64
3.47
3.47
39.4
39.4
37.4
3.64
3.47
3.64
39.4
37.5
39.4
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4.4.3

Effect of using a compressive measurement matrix

In this experiment, the performance of the proposed method was tested using a
compressive measurement matrix A ∈ Rm×q where m = 0.5q. The matrix was
designed as described in Section 4.3.3, and D was chosen to be a three-level
Haar wavelet transform.
Table 4.4 summarizes the results obtained when using a compressive and a
non-compressive measurement matrix. The top two sets of results, labeled
U-DWT and UD-DWT, represent the situation where B is the identity matrix (i.e. the measurement matrix is non-compressive). The bottom two sets
of results, denoted U-DWT(0.5) and UD-DWT(0.5), represent the case where
only half of the transform domain image coefficients s have been used to reconstruct the image. When using the compressive measurement matrix (compared
with a non-compressive measurement matrix), the ISNR of the Cameraman image increased from 3.57 to 3.72 for the U-DWT and from 3.84 to 4.06 for the
UD-DWT. This improvement occurs because the proposed method selectively
performs deconvolution using a subset of transform domain image coefficients.
Performing deconvolution in homogeneous regions amplifies noise without significantly improving image fidelity. Therefore, by only using coefficients with a
high SNR, restoration quality is increased.
Table 4.4
Performance of the proposed method when using all, or half (denoted 0.5), of the
wavelet transform coefficients. The normalized bound is denoted ξ/m. Images degraded by 9 × 9 uniform blur and zero-mean AWGN (BSNR=20dB).

Method

Lena
ISNR ξ/m

Cameraman
ISNR ξ/m

Phantom
ISNR ξ/m

U-DWT
UD-DWT
U-DWT(0.5)
UD-DWT(0.5)

3.52
3.79
3.57
3.93

3.57
3.84
3.72
4.06

7.50
7.93
7.31
8.19

15.8
15.0
16.6
16.6

29.6
28.2
30.8
30.8

39.4
37.4
48.0
48.0
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Adaptive regularization for known noise

This experiment was designed to test if multiple regularization parameters can
be used to improve restored image quality. Assuming that the noise vector v
is known, a regularization parameter was calculated for each transform domain
image coefficient s (i.e. r = q) by setting ξi = ([Dv]i )2 for i = {1, · · · , q}, where
[Dv]i is the i-th element of vector Dv. Although in practice the noise v is not
known, this experiment was performed to determine the upper limit in performance of the proposed approach. To ensure that any increase in performance
is caused by the additional regularization parameters, and not the compressive
measurement matrix, B was set to the identity matrix. The Haar U-DWT was
chosen for D.
Figures 4.5(d-f) show the results that are obtained when a regularization parameter is calculated for every transform domain image coefficient s, and the
ideal noise bound is used. The results illustrate almost perfect restoration of the
respective images. This is interesting because the regularization parameters are
completely compensating for the noise in the degraded image. Figures 4.5(g-i)
show a graphical depiction of the regularization parameters at convergence,
with larger parameter values being represented by lighter shades of gray. It
can be concluded from these results that there is an obvious increase in the
average value of λ around image edges. It is beneficial if λ is larger around
edges because this emphasizes the deconvolution of edges. Having confirmed
that region-based restoration can improve the quality of results, in the next two
subsections we will test practical methods for dividing the image into regions.

4.4.5

Regions based on wavelet sub-bands

The wavelet transform divides images into sub-bands based on frequency content. In this set of experiments, the proposed method was tested by assigning
a regularization parameter to each sub-band in s. A one-level Haar wavelet
transform was used, which corresponds to 4 and 8 regularization parameters for
the U-DWT and UD-DWT, respectively.
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(a) distorted Cameraman

(b) distored Lena

(c) distored Phantom

(d) restored Cameraman

(e) restored Lena

(f) restored Phantom
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(g) ideal λ calculated for (h) ideal λ calculated for (i) ideal λ calculated for
Cameraman
Lena
Phantom

Figure 4.5 Results produced when a regularization parameter is calculated for every
coefficient in Dg (i.e. r = q) and v is assumed known. Images are degraded with a
9 × 9 uniform blur and zero-mean AWGN (BSNR = 20dB).

Table 4.5 summarizes the results obtained using the proposed approach and
wavelet-based regions. If we compare these results to the results in Table 4.4,
where only a single regularization parameter is used, it becomes apparent that
there is no significant increase in restored image quality. In fact, for the waveletbased regions the ISNR for the UD-DWT is lower. For the degraded Cameraman
image, for example, the ISNR of U-DWT-Wav is 3.60 compared with an ISNR of
3.57 for U-DWT. Therefore, using additional regularization parameters based
on wavelet sub-bands does not provide a significant increase in performance.
Even when the bounds ξi for i = {1, · · · , r} are hand-tuned, it is difficult to im-
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prove the quality of a restored image using wavelet-based regions because of the
strong relationship that exists between the wavelet sub-bands. Increasing the
regularization parameter of one frequency sub-band produces more prominent
edges and increased noise in all other sub-bands.
Table 4.5
Performance of proposed restoration method using wavelet-based regions. Images
degraded by 9 × 9 uniform blur and zero-mean AWGN (BSNR = 20 dB).

Image
Method
U-DWT-Wav
UD-DWT-Wav

4.4.6

Lena
ISNR

Cameraman
ISNR

Phantom
ISNR

3.52
3.63

3.60
3.72

7.50
7.32

Regions based on local variances

It is well-known that the optimal value of a regularization parameter depends
on image content [150, 152]. Therefore, in this experiment a 5 × 5 sliding window was used to calculate the average local variances of g. Using these local
variances, the image was divided into 4 equally sized regions that were each
assigned a regularization parameter. A one-level Haar wavelet transform was
chosen for D and B was set to the identity matrix.
Table 4.6 presents the ISNR performance of the proposed approach for variancebased regions. Comparing the result in Table 4.6 with the results in Table 4.4,
it can be concluded that using multiple variance-based regions can significantly
improve results in terms of ISNR. For example, compared with the single regularization parameter test performed in Subsection 4.4.3, the ISNR of the Lena
image increased from 3.52 to 3.94 for the U-DWT and from 3.79 to 4.41 for the
UD-DWT.
Figures 4.6(d-f) depict the restored images for a BSNR of 20dB. By visual
inspection, one may notice that the proposed method finds an excellent compromise between regularization and data fidelity for every region in the image.
There is very little noise in smooth image regions, for example, and yet prominent edges have been restored. This is possible because multiple regularization
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Table 4.6
Performance of proposed restoration method using variance-based regions. Images
degraded by 9 × 9 uniform blur and zero-mean AWGN (BSNR = 20dB).

Image
Method
U-DWT-Var
UD-DWT-Var

Lena
ISNR

Cameraman
ISNR

Phantom
ISNR

3.94
4.41

3.86
4.05

7.85
8.55

parameters have been used. Figures 4.6(g-i) show how the regularization parameters vary spatially throughout the image at convergence. The four distinct
shades of gray each represent a regularization parameter. As before, a larger
regularization parameter is represented by a lighter shade of gray. Therefore, we
can conclude that λ is larger for regions with a high average local-variance (i.e.
around edges). When λ is small, the regularization term dominates the objective, and the image region is smoothed. Therefore, it is desirable for the values
of λ to be large around edges, to promote image fidelity. This result is consistent
with the results obtained when the ideal bound was used in Subsection 4.4.4.

4.4.7

Comparison with existing methods

The ISNR performance of the proposed approach was compared with the methods presented in [21] and [22]. The method presented in [21] performs regularized image restoration using a Gaussian Scale Mixture (GSM) approach. It
was implemented using the Garrot, Jeffereys and GM priors. In [22], a Bound
Optimization Approach (BOA) was presented for image restoration using a generalized Gaussian density prior. Using the UD-DWT, the proposed CS approach
to image restoration was implemented first using one regularization parameter
(denoted CS-UD-DWT) and then using 4 variance-based regularization parameters (denoted CS-UD-DWT-Var). The notation ‘(0.5)’ is used to indicate that
a compressive measurement matrix was used to perform restoration using only
half the coefficients.
Two experiments were performed. In the first experiment the Cameraman image is blurred using Hij = [i2 + j 2 + 1]−1 for (j, k) = {−7, ..., 7} and degraded
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(a) distorted Cameraman

(b) distorted Lena

(c) distorted Phantom

(d) distorted Cameraman

(e) restored Lena

(f) restored Phantom

(g) four region λ for Cameraman

(h) four region λ for Lena
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(i) four region λ for Phantom

Figure 4.6 Visual results of the proposed image restoration method when dividing
the image into four regions based on local variances. Image degraded by 9×9 uniform
blur and zero-mean AWGN (BSNR = 20 dB).

with zero-mean AWGN corresponding to a BSNR of 25.9 dB. This experiment
is denoted “Setup 1” in Table 4.7. Recall, H is the convolution kernel for matrix
H. For the second experiment, denoted “Setup 2”, the Lena image was blurred
using H = [1, 4, 6, 4, 1]T [1, 4, 6, 4, 1] and degraded with AWGN to produce a
BSNR of 17 dB.
Table 4.7 shows how the proposed approach performs in comparison to the other
state-of-the-art wavelet-based approaches. The best results were achieved when
combining region-based regularization with a compressive measurement matrix,
denoted CS-UD-DWT-Var(0.5). This combination produced an ISNR of 5.75

101

Spatially Adaptive Regularization via Compressive Sensing

Table 4.7
Comparison in terms of ISNR of the proposed approach and other wavelet-based
image restoration approaches.

Method
Proposed CS approach : CS-UD-DWT-(0.5)
Proposed CS approach : CS-UD-DWT-(1)
Proposed CS approach : CS-UD-DWT-Var-(0.5)
Proposed CS approach : CS-UD-DWT-Var-(1)
GSM approach - Garrote Prior - TI [21]
GSM approach - Garrote Prior - TIR [21]
GSM approach - Jefferies Prior - TI [21]
GSM approach - Jefferies Prior - TIR [21]
GSM approach - GM Prior -TI [21]
GSM approach - GM Prior -TIR [21]
BO Approach [22]
BO Approach - Generalized Gaussian Density prior [22]

Setup 1 Setup 2
5.68
5.41
5.75
5.74
4.90
5.15
5.00
5.30
5.11
4.5
5.24
5.24

3.07
2.99
3.20
3.03
2.7
2.85
1.92
2.80
2.46
2.8
2.84
-

for the Cameraman experiment and 3.20 for the Lena experiment. Aside from
the other implementation of the proposed approach, the next closest results
came from the methods presented in [21], which gave an ISNR of 5.30 and
2.85, respectively. It can be concluded that the proposed method performs
better than many of the other wavelet-based approaches, especially on smooth
images.
Results from 8 different images can be seen in Figs. 4.7 and 4.8. These results
show that the proposed method suppresses the amplification of noise in smooth
image regions, and yet is capable of restoring sharp image edges. The cameraman image, for example, exhibits noticeable smoothing in the grassed areas of
the image, in contrast to the legs of the camera-stand which show sharp edges.
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(a) ideal Lena

(b) distored Lena

(c) Restored ISNR=3.93

(d) ideal Cameraman

(e) distorted Cameraman

(f) Restored ISNR=4.06

(g) ideal Phantom

(h) distored Phantom

(i) Restored ISNR = 8.19

(j) ideal Clock

(k) distored Clock

(l) Restored ISNR=4.96

Figure 4.7 Visual results obtained using the proposed approach with a single regularization parameter and a compressive measurement matrix with m = 0.5q. Images
were degraded by a 9 × 9 uniform blur and zero-mean AWGN (BSNR = 20 dB).
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(a) ideal Mandrill

(b) distored Mandrill

(c) Restored ISNR=1.51

(d) ideal House

(e) distorted House

(f) Restored ISNR=6.90

(g) ideal Runway

(h) distored Runway

(i) Restored ISNR=7.90

(j) ideal Peppers

(k) distored Peppers

(l) Restored ISNR=5.48

Figure 4.8 Visual results obtained using the proposed approach with a single regularization parameter and a compressive measurement matrix with m = 0.5q. Images
were degraded by a 9 × 9 uniform blur and zero-mean AWGN (BSNR = 20 dB).
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Chapter summary

In this chapter, a CS approach to region-based image restoration was presented.
This method was shown to increase the quality of restored images by performing
selective deconvolution of transform domain image coefficients. Furthermore,
by formulating this problem as a VIP, the restored image and adaptive regularization vector are calculated simultaneously. Each element of the regularization vector is associated with a different region of the image. This allows the
proposed method to adapt to image content; calculating larger regularization
parameters for edges and non-homogeneous regions. This has the effect of removing noise from smooth regions without adversely affecting the restoration
of edges. The proposed VIP was solved using a dynamical system.
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Introduction

Advances in digital camera technology have made it possible to capture and
store multiple images in what would have traditionally been a single exposure.
As a result, research into multi-frame image restoration (MFR) is becoming increasingly important. The image restoration problem is ill-posed because of the
small, often zero, singular values in the blurring matrix H. To make the problem well-posed, additional information about the original image is introduced
using regularization. Multi-frame restoration provides an analogous method for
improving image quality, by combining information from different exposures or
sensors. Multi-frame restoration methods have numerous scientific, industrial
and commercial applications including, astronomy [175], electron microscopy
[176], and video restoration [177].
In Chapter 4, the variational inequality (VI) approach to image restoration
was extended so that a local adaptive regularization parameter is calculated
for each image region, based on image content and degradations. Furthermore,
restored image quality was improved using compressive sampling (CS) theory.
In this chapter, the MFR problem is solved by extending the VI approach to
image restoration. Although there are methods for performing MFR if the
original1 representation of each distorted image is the same, these methods
fail if there is a disparity between the original images [178–183]. Therefore,
we propose a VI approach to image restoration that can exploit inter-image
correlations regardless of disparities. As part of this approach, two extended
total variation (TV) regularizers are proposed.
Combining multiple exposures of the same scene is the easiest means of performing MFR. For example, consider the situation where multiple degraded images
of the same stationary scene have been captured. Assuming that exposure settings, illumination, camera position and image blurring are identical, then the
underlying blurred images will also be identical. It follows that, if the image
1

The ideal scene representation is referred to as the original image or original frame. In
literature, it is sometimes also referred to as the ideal image.
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noise is zero-mean additive white gaussian noise (AWGN), an improved image
is obtained by simply averaging the set of images, see Lemma (A.4.1) in Appendix A. Furthermore, it can easily be shown that the variance of the noise in
the averaged image is inversely proportional to the number of images. In practice, the blurred images will not be identical, therefore, inter-image correlations
cannot be exploited by simply averaging the images.
It can be beneficial if images are degraded by different blurs, despite the additional complexity this may present in terms of implementing the restoration
algorithm. When an image is blurred, much of its high frequency content is
lost. Therefore, additional information about the original image is needed to
accurately restore the image. If two images of the same scene are blurred in
perpendicular directions, the high frequency content from both images can be
combined to improve restoration quality [184, 185]. In [184], the complementary information from multiple captures was merged in the frequency domain,
using fuzzy projection onto convex sets (POCS), to produce a single restored
image. Alternatively, given two degraded images g1 and g2 , and their respective
blurring matrices, H1 and H2 , a single restored image u0 can be obtained by
solving the following least squares problem [178–183]:
min
u0

λ1 kg1 − H1 u0 k22 + λ2 kg2 − H2 u0 k22 + λ3 R(u0 ),

(5.1)

where the hyper-parameters λ1 , λ2 and λ3 control the relative contribution of
each term and the regularizer R introduces information about the original image. In [179], Eq. (5.1) and the variational regularizer R(u0 ) = kRx u0 kpp + kRy u0 kpp
were used to perform MFR, where Rx u0 and Ry u0 are the first order horizontal
and vertical derivatives of u0 and k · kpp is the general p-norm. This regularizer is closely related to the anisotropic TV norm. In [181], the isotropic TV
regularizer was used for MFR .
The compromise between a long exposure (that reduces noise) and a short
exposure (that reduces blurring) is a fundamental imaging problem. Therefore,
systems that automatically capture a short and long exposure pair 2 have been
2

When both short and long exposure images are obtained in one capture, the pair of
images is referred to as a ‘short and long exposure pair’.
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developed to exploit the advantages of both images [181, 183, 186, 187]. These
systems often produce high dynamic range (HDR) images by using irradiance
(or photocurrent) estimates to detect under/over exposure [188, 189]. In [186],
the short and long exposure pair restoration problem was solved using separate
deblurring and denoising stages. First this method performs wavelet-based
denoising on the short exposure image, then a gain constrained Richardson-Lucy
algorithm is used to deblur the long exposure image. Using a least squares
approach, and the assumption that H1 = I, this method also estimates the
blurring matrix H2 . In [181], a blind image restoration method was presented
for short and long exposure pairs using a Bayesian two stage hierarchical model.
By assuming that H1 = I, this method extends the Gaussian observation model
to include the following coprimeness term:
λ4
kH2 g1 − g2 k22 .
2

(5.2)

This co-primeness term is often used for blind image restoration methods that
estimate H2 [186, 190]. In [188], the short and long exposure pair restoration
problem was solved using a Markov random field model. Occlusions, saturation
and the disparity map were detected using a maximum a posteriori (MAP)
approach.
A common source of image blurring is lens defocus. Lenses have limited resolving power and thus behave like low-pass filters that remove the high frequency
information of out-of-focus objects. By capturing multiple images with different
focal points, the high frequency information in each image can be combined.
Fusion-based multi-focal restoration methods are popular because of their simplicity. Image fusion is the process of extracting information from several images
and integrating the information in a complementary manner so as to obtain an
image of higher quality [191]. For example, information from high-resolution
panchromatic and low-resolution multispectral images can be combined to create a high-resolution multispectral image, see [192] and [193]. Image fusion
can be done in the spatial domain, or in a transform domain where features
are more prominent. A spatial-domain approach to fusion-based image restoration is presented in [191] for multi-focal and multi-modal image sets. In [194],
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a fusion-based multi-focal image restoration method was presented that uses
sparse coefficients from an over-complete dictionary. A sliding-widow is used to
capture local salient features and ensure approximate shift invariance. The images are fused using the “choose-max” rule. In [176], a 3-D restoration method
was presented that uses confocal and wide-field imaging to improve the quality
of high magnification microscopy images.
Multi-channel image restoration can also be viewed as a form of MFR; however, each channel often contains fundamentally different information. Color
images are a common example of a multi-channel image where each channel
represents the intensity of a primary color. While there has been some success
in utilizing inter-channel relationships to restore color images and remove crosschannel blurring (color bleeding), in general the information contained within
each channel is independent. For this reason, the method presented in [195] preserves edges that are detected in multiple channels, but does not assume that
there are any correlations between pixel intensity values. This has the effect
of preventing color bleeding along edges, while preserving the original channel
local characteristics. In [196], a 3-D Laplacian regularizer was used to restore
multichannel images and a conditional auto-regressive (CAR) model was used
to regularize multichannel images in [175]. In [56], a blind multichannel image
restoration method is presented that utilizes a regularized least squares criterion and a TV regularizer to restore multiple images. This method generalizes
a 1-D least squares smoothing method, to estimate the point spreed functions
of 2-D images.
Existing MFR methods utilize mutual information from multiple images to improve restored image quality by assuming that the ideal representation of each
image is identical [56, 178–183, 187]. Using this assumption, the MFR problem
can be solved using Eq. (5.1). In this chapter, we propose a MFR method that
restores multiple images despite disparities that may exist between the ideal representation of each image. This problem is very different to the problems solved
by existing MFR methods and the problem cannot be solved using Eq. (5.1).
We formulate the MFR problem as a variational inequality problem (VIP) us-
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ing an extended TV regularizer. In Section 5.2, the multi-frame degradation
model is presented. In Section 5.3, the objective of the proposed MFR method
is defined and formulated as a VIP. To compliment this formulation, extended
isotropic and anisotropic TV regularizers are proposed. The hyper-parameters
for the extended TV regularizers are calculated using a MAP approach. In
Section 5.4, the proposed MFR method is tested experimentally and compared
with other state-of-the-art image restoration methods. The chapter summary
is presented in Section 5.5.

5.2

Multi-frame degradation model

In this section, the linear image degradation model is extended so as to model
groups of degraded images. Furthermore, disparity maps are introduced as a
tool for defining the pairwise links between pixels in multiple images.
Given r degraded images gi ∈ Rn (i = 1, 2, ..., r), let uoi ∈ Rl and vi ∈ Rn
represent, respectively, the original image and the noise corresponding to image
gi . Furthermore, let H ∈ Rrn×rl be the composite blur matrix containing the
intra-image and inter-image blur matrices:

H11 · · · H1r
 .
..
..
.
H=
.
.
 .
Hr1 · · · Hrr



,


where the sub-matrix Hii models the intra-image blur in the i-th image, and
Hij models the inter-image blur between images i and j. In this chapter, we are
only concerned with intra-image blurring. Using these definitions, the linear
multi-image degradation model can be expressed as
g = Huo + v,
where


g1
 . 
. 
g=
 . ,
gr



uo1
 . 
. 
uo = 
 . ,
uor


(5.3)

v1
 . 
. 
v=
 . .
vr
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Disparity maps. Disparity maps define the inter-image links that exist between pixels in a group of images. In this chapter, we assume that the links
between pixels are known and we exploit this information to make the image restoration problem more well-posed. When implementing a disparity map
there are important practical considerations that must be made, such as how
to deal with mapping conflicts and occlusions. Although these issues do not
change the proposed restoration algorithm, they do change how the disparity
map is populated.
Let ui and uj be two images of a static scene taken from different viewpoints.
The disparity map Dij ∈ Rl×l is a matrix that once multiplied with uj , will
align the pixels of uj with their corresponding pixels in ui . Figure 5.1 shows
a practical example of this. After applying the disparity map to the left-side
image in Fig. 5.1(a), the result is Fig. 5.1(d). It should be clear that the pixels in
Fig. 5.1(d) are aligned with the pixels in Fig. 5.1(b) (i.e. the right-side image).
If perfect disparity mapping were possible, then the following equality would
hold:
ui = Dij uj .

(5.4)

In practice, corresponding pixels are not always identical because digital images
inevitably contain non-Lambertian surfaces and sampling losses. Furthermore,
image uj often does not contain all of the information needed to satisfy Eq. (5.4)
because of occlusions and cropping. In Figs. 5.1(c) and 5.1(d), the missing pixels
have simply been set to zero (i.e. the black pixels). Image inpainting methods
can be used to estimate the values of the missing pixels. These methods employ
interpolation techniques to reconstruct deteriorated or missing regions of an
image. Inpainting methods can be classified as either structural approaches,
textural approaches or a combination of the two. For more information on
image inpainting an interested reader is referred to [197–200]
If a foreground object is opaque, it will prevent some background information
from being captured. Such an object is called an occlusion. If the object moves
relative to the background, different information will be lost from successive
frames (a visual illustration of this is given in Fig. A.4 of Appendix A). As a
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(a) u1 - Flowerpot left image

(b) u2 - Flowerpot right image

(c) D12 u2 - mapping right to left.

(d) D21 u1 - mapping left to right.
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(e) absolute error |D12 u2 − u1 |
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(f) histogram of error D12 u2 − u1

Figure 5.1 Figures (c) and (d) illustrate the mapped versions of Figs. (b) and (a).
Figures (e) and (f) illustrate the absolute errors between the mapped image D12 u2
and the original image u1 .

result, a decision must be made about how to fill-in the missing information
when aligning images. In this chapter, missing information from the mapped
image is replaced with information from the original image. More specifically,
if uj is missing information needed to create Dij uj , then information from ui
is used to fill-in the missing information.
Due to the discrete nature of digital images, in many instances multiple pixels
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will map to the same location (a visual depiction of this is given in Fig. A.5 of
Appendix A). There are two main ways to resolve these conflicts:
(1) pixels that map to the same location can be averaged. In practice this is
what happens in a camera.
(2) the pixel that has traveled the furthest can be given preference. This
method is more likely to maintain sharp edges within the image because
there is no averaging.
The amount of mapping conflicts will also be affected by the amount of precision
used in the disparity map. The disparity maps that are used for the experiments
in Section 5.4 are given to integer precision. This simplifies the assignment of
pixels, but limits accuracy since object motion is not discrete.
In the following section, the degradation model defined in Eq. (5.3) is used to
formulate the proposed VI approach to multi-frame image restoration. Additionally, disparity maps are used to define extended isotropic and anisotropic
TV regularizers.

5.3

Variational inequality formulation for MFR

In this section, the MFR problem is formulated as a constrained optimization
problem with inequality constraints. This problem is then reformulated as a VIP
that calculates an adaptive regularization parameter for each image. Finally, to
exploit inter-image correlations and make the image restoration problem more
well-posed, extended isotropic and anisotropic regularizers are proposed.

5.3.1

Problem formulation

The MFR methods presented in [178–183] assume that the original images are
identical. Using this assumption, the single restored image is obtained by solving the objective in Eq. (5.1). For many applications, we cannot assume that
the original images are identical; therefore, the objective in Eq. (5.1) cannot be
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used. For example, stereoscopic imaging requires that there be some disparity
between the images so that depth information can be retrieved. Rather than use
the fidelity terms to combine inter-image information as is done in Eq. (5.1),
the proposed method uses the regularizer to exploit inter-image correlations.
This is a logical shift in focus since the regularizer is responsible for introducing additional information to make the image restoration problem well-posed.
Consequently, the regularizer design is pivotal to the success of the proposed
restoration method, and should utilize both inter-image and intra-image information.
Given a group of r degraded images g = [g1T , g2T , ..., grT ]T ∈ Rrn and corresponding blurring matrices H11 , H22 , · · · , Hrr , we propose to obtain the group
of restored images u = [uT1 , uT2 , · · · , uTr ]T ∈ Rrl by solving the following constrained optimization problem:
min
u

R(u)

subject to

G(u) ≤ 0,

∀u ≥ 0,

(5.5)

where R is a general convex regularizer and G is given below:

 

G1 (u)
kg1 − H11 u1 k22 − ξ1
 .  

..
.
..  = 
G(u) = 
.

 

2
Gr (u)
kgr − Hrr ur k2 − ξr
Here ξi is a bound for the noise power in the i-th image. Solving the proposed
objective (5.5) produces a group of output images u. This is fundamentally
different to the MFR methods discussed in Section 5.1, which only produce a
single restored image.
If images are captured using different exposure settings, the noise power in each
image will be different. Hence, it is important to estimate the noise in each
image and define the noise bounds accordingly. The noise power in image i
is simply the trace of its noise covariance matrix Σi . Therefore, let the noise
bound for each image be defined by
 

trace{Σ1 }
ξ1
 .  
..
.  
ξ=
.
 . =
trace{Σr }
ξm



.


(5.6)
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Recall, if the noise in image i is zero-mean AWGN with variance σi2 , a simple
estimate for each bound is
ξi = nσi2 ,

(5.7)

where n is the length of the noise vector vi . In practice, σi2 is not usually known,
so here the noise bound is estimated using
ξi = kgi − g̃i k22 ,

(5.8)

where g̃i is the denoised version of gi .

5.3.2

Variational inequality formulation

In MFR problems, it is common for each image to contain different amounts
of blurring and noise. For example, in hybrid imaging problems the amount
of blurring and noise in each image is different by design. In this section, the
proposed multi-frame image restoration problem (5.5) is formulated as a VIP,
which allows an adaptive regularization parameter λi to be calculated for each
image based on image degradations.
The Lagrangian of Eq. (5.5) is given by
L(u, λ) = R(u) + λT G(u),

(5.9)

where λ = [λ1 , · · · , λr ]T is a vector of Lagrange multiplers that are used as
regularization parameters. If L(u, λ) is convex, it can easily be shown that the
minimum solution (u∗ , λ∗ ) of Eq. (5.9) is also the solution of Eq. (5.5) if and
only if there exists a λ∗ ≥ 0 such that
(
(u − u∗ )T [∇R(u∗ ) + ∇G(u∗ )λ∗ ] ≥ 0, ∀u ≥ 0,

(5.10a)

(λ∗ − λ)T G(u∗ ) ≥ 0, ∀λ ≥ 0,

(5.10b)

where ∇G = [∇G1 , ∇G2 , · · · , ∇Gr ]. Furthermore, using the projection theorem
[120], it can be shown that the solution of the variational inequality problem
(5.10) satisfies the relation
 


P1 u∗ − α1 ∇R(u∗ ) + ∇G(u∗ )λ∗ − u∗ = 0,




P1 λ∗ + α2 G(u∗ ) − λ∗ = 0,

(5.11a)
(5.11b)
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where α1 and α2 are positive constants. The projection operator P1 (x) projects
x ∈ Rrl onto the positive real numbers:

T
P1 (x) = max(x1 , 0), max(x2 , 0), · · · , max(xrl , 0) ,
where xi is the i-the element of x. The advantage of the VI formulation is
that the restored images u and the regularization vector λ can be obtained
simultaneously, by solving the system of equations in Eq. (5.11).
To test the proposed VIP approach to MFR, standard test images (from Fig. A.1
in Appendix A) were used to create pairs of degraded images. To create g1 , the
first copy of each image was blurred using a 9 × 9 uniform blur and zero-mean
AWGN corresponding to a BSNR of 30 dB. To create g2 , the second copy of each
image was not blurred, but was degraded with zero-mean AWGN corresponding
to a BSNR of 10 dB. For these experiments, the standard TV norm was used
for the regularizer. Table 5.1 shows the results obtained using the proposed
VIP approach. The columns labeled λi show the value of each regularization
parameter at convergence. The value of λ1 is noticeably larger than λ2 for all
experiments, for example, the Cameraman image has λ1 = 0.96 and λ2 = 0.19.
This result is desirable since data fidelity (deblurring) is emphasized when λi
is large and regularity (noise smoothing) is emphasized when λi is small. From
these results, we can conclude that the proposed method adapts well to different
image degradations, making it ideal for a range of different MFR problems, such
as the short and long exposure pair problem.
Table 5.1
Multi-frame restoration of simulated short and long exposure pairs. Regularization
parameter λi calculated using noise bound ξi and proposed MFR method. Degradation: 1) 9 × 9 uniform blur zero-mean AWGN (BSNR=30dB), 2) no blur, zero-mean
AWGN of (BSNR=10dB).

Img. Cameraman
House
Lena
Mandril
Phantom
no. ISNR λi ξi /n ISNR λi ξi /n ISNR λi ξi /n ISNR λi ξi /n ISNR λi ξi /n
1
2

5.79 0.96 1.68 8.82 0.95 2.31 5.83 0.96 1.68 2.34 0.97 0.92 13.3 0.96 1.61
6.48 0.19 36.1 7.88 0.01 3.13 5.14 0.08 2.13 0.34 0.10 181 11.2 0.01 290
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Total variations regularizers

Total variation regularization is popular because of its ability to remove noise
without penalizing sharp discontinuities, such as edges. In this subsection,
we utilize inter-image correlations to extend the isotropic and anisotropic TV
regularizers in order to obtain a well-posed MFR problem.
Isotropic total variation regularizer. The TV image regularizer was developed in [19] and [20] using the assumption that images have bounded variation
(BV). If an image has BV then the amount of variation within the image will
be finite, and the image is assumed to be approximately smooth away from
discontinuities [201]. Given a continuously differentiable scalar valued function
U, defined over a bounded open subset Ω ⊂ Rp , the p-dimensional TV norm is
defined by
Z
|∇U(x)|dx,

TV(U) =

(5.12)

Ω

where ∇U(x) is the gradient of U(x).
For digital images, the integral in Eq. (5.12) simply becomes a sum. Recall,
the discrete-space approximation of the continuous signal U(y, x) is defined
by matrix U (j, k) = U(∆x j, ∆y k), where the spacing between sample points
(sometimes referred to as the pitch) in the x and y directions are denoted ∆x
and ∆y , respectively. Therefore, given a discrete image U ∈ Rlh ×lw , the discrete
approximation of the continuous TV regularizer (5.12) is defined by
TV(U ) =

lh
lw X
X

|∇u(j, k)|,

(5.13)

j=1 k=1

where ∇u(j, k) is the gradient at pixel u(j, k). The continuous gradient ∇U
is not usually known, so the discrete gradient must be approximated using
image pixels. The majority of TV methods approximate the gradient using the
following forward differences:


u(j + 1, k) − u(j, k) if
∇x u(j, k) =

0
if

j < lw
j = lw

(5.14)
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u(j, k + 1) − u(j, k) if

k < lh


0

k = lh .

if
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(5.15)

Note that, reflective boundary conditions have been assumed here. Although
uncommon, the Roberts, Prewitt, and Sobel operators could also be used to
approximate the gradient. Using the gradient along each dimension to approximate the magnitude of the gradient at pixel (j, k), the discrete TV regularizer
in Eq. (5.13) can be written in its most well-known form:
s
2 
2
lh
lw X
X
TV(U ) =
∇x u(j, k) + ∇y u(j, k) .

(5.16)

j=1 k=1

This is referred to as the isotropic total variations.
Extended isotropic total variation regularizer for MFR. The TV measure can also be extended for more advanced applications. In [202], for example,
the TV regularizer was extended to 3 dimensions for 3-D microscopic objects.
In [203], the TV measure was expanded for use with vector valued images, such
as RGB color images. Generalized versions of the TV measure that use different
norms have also been proposed [204]. Here we present an extended isotropic
TV regularizer for MFR problems. As well as penalizing horizontal and vertical
variations (intra-image variations), the proposed regularizer penalizes variations
between restored images (inter-image variations).
A limitation of many MFR methods is that they assume that the ideal representation of each image is identical and simply solve for a single restored image. In
the proposed approach we acknowledge that some image sets contain meaningful differences; therefore, we solve for each image. To exploit image similarities
in MRF problems, we proposed to use the regularizer R. This regularizer must
be able to penalize variations between similar pixels, but not penalize important
differences. The TV norm is an excellent choice for this problem as it penalizes
noise but preserves sharp discontinuities such as edges. To extend the isotropic
TV norm, we define a third dimension to penalize variations between restored
images. The difference between corresponding inter-image pixels is most easily
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defined using vector notation as

I
−γ2 D12
2

I
 −γ D
1 21

2
∇z u = 
..
..

.
.

−γ1 Dr1 −γ2 Dr2

. . . −γr D1r
. . . −γr D2r
..
...
.
...

I
2









u1
u2
..
.
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,



(5.17)

ur

where ui ∈ Rl is a lexicographically ordered vector containing the elements of
matrix Ui ∈ Rlh ×lw and γi are positive constants. If image ui is significantly
more degraded than the other images, the constant γi is used to reduce that
images influence on the result. In this chapter, we set γi =

1
2(r−1)

so that each

additional image contributes equally.
Using the definitions in Eqs. (5.14), (5.15) and (5.17), we propose the following
extended isotropic total variations (TVI ) regularizer:
TVI (u, α, β) =
(5.18)
s 





l
r X
lw X
2
2
2
h
X
αi ∇x ui (j, k) + αi ∇y ui (j, k) + βi ∇z ui (j, k) ,
i=1 j=1 k=1

where αi and βi are the i-th elements of vectors α ∈ Rr and β ∈ Rr , respectively, and are used to control the amount of intra-image and inter-image
regularization in image i. The proposed regularizer in Eq. (5.18) creates a more
well-posed problem by minimizing inter-image variations between corresponding
pixels. Assuming ideal conditions (i.e. perfect disparity mapping, images with
Lambertian surfaces and negligible quantization/sampling errors), the variation
between corresponding inter-image pixels will be zero. In contrast, the variation
between neighboring horizontal and vertical pixels will rarely be zero. Therefore, minimizing k∇z uk22 should provide a better regularization measure than
minimizing k∇x uk22 or k∇y uk22 . Table 5.2 shows the mean squared variations
for a set of original (uo1 and uo2 ) and degraded (g1 and g2 ) Cameraman images.
The mean squared inter-image variation of the original images k∇z uoi k22 /n is 0,
because the images are identical. In comparison, the inter-image variation of
the degraded images k∇z gi k22 /n is 200, because of the differing noise in each
image. Therefore, to perfectly restore the images we must minimize the amount
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of inter-image variation. In contrast, to perfectly restore the degraded Cameraman images the intra-image variations in the x and y directions must increase
from 222/221 and 213/215, respectively, to 518/518 and 337/337. Therefore, if
k∇z uoi k22 = 0, minimizing inter-image variations should provide a better regularization measure than minimizing intra-image variations.
Table 5.2
A summary of the average intra/inter-image variations for the original Cameraman
images (uo1 ∈ Rl and uo1 ∈ Rl ) and the degraded cameraman images (g1 ∈ Rn and
g2 ∈ Rn ). Images degraded by a 9 × 9 uniform blur with zero-mean AWGN with
variance σv2 = 100. For this test n = l and f is a general image.

img. k∇x uoi k22 /n k∇y uoi k22 /n k∇z uoi k22 /n k∇x gi k22 /n k∇y gi k22 /n k∇z gi k22 /n
1
2

518
518

337
337

0
0

222
221

213
215

200
200

Anisotropic total variation regularizer. The derivative of the TV norm is
inversely proportional to the image gradient. Since the image gradient is small
in homogeneous regions, variations between pixels are strongly penalized by the
TV norm in these regions. In contrast, around sharp edges the gradient is large,
so variations are penalized very little by the TV norm. This has the effect of removing noise from smooth image regions while preserving edges. This is a major
advantage of the TV norm. Extending this idea to MFR, the TV norm allows
us to minimize small variations between images while preserving informative
image disparity (e.g. disparity used for estimating depth information).
Smoothing along contours can also improve image quality without affecting
edges. Because the gradient ∇u is proportional to both horizontal and vertical
differences, however, the isotropic TV norm is poor at smoothing along the
contours of strong edges [205]. To solve this problem the anisotropic TV norm
is sometimes used [206]. The anisotropic TV norm approximates the image
gradient using
∇u ≈ |∇x u| + |∇y u|.

(5.19)

Since the horizontal and vertical differences in Eq. (5.19) are separable, the
anisotropic regularizer can smooth orthogonally to strong horizontal and vertical
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edges. For this reason, some papers suggest that the anisotropic TV norm
performs better than the isotropic version [205, 206]. There are also papers
that disagree [15].
Extended anisotropic total variation regularizer for MFR. To test if
isotropic or anisotropic regularization is better in the context of MFR, we propose the following extended anisotropic total variations (TVA ) regularizer:
TVA (u, α, β)
(5.20)
l
r
l
w
h
XXX
=
αi |∇x ui (j, k)| + αi |∇y ui (j, k)| + βi |∇z ui (j, k)|,
i=1 j=1 k=1

where αi and βi are the i-th elements of hyper-parameters α ∈ Rr and β ∈ Rr ,
respectively. Again the hyper-parameters are used to control intra-image and
inter-image regularization, respectively. A method for calculating α and β will
be presented in Section 5.3.5.
Performance of the extended TV regularizers. To verify that the proposed regularizers are able to improve restoration quality, the same original image uo0 was used to generate 3 degraded images g1 , g2 and g3 (i.e. k∇z uo k22 = 0
and the disparity maps are simply identity matrices). The standard test images
from Fig. A.1 of Appendix A were degraded with a 9 × 9 uniform blur and
zero-mean AWGN corresponding to a BSNR of 20 dB. The images were then
restored using the extended isotropic (5.18), extended anisotropic (5.20) and
standard total variation regularizers, denoted TVI , TVA and TV, respectively.
The degraded images were restored many times, using different values for αi
and βi , and the best results for each test were recorded.
Table 5.3 summarizes the results obtained with the three regularizers. Comparing the ISNR values, it can be seen that the TVI and TVA regularizers perform
significantly better than the standard TV regularizer. Comparing the House
image results, for example, the average ISNR of the extended isotropic and
anisotropic regularizers are 7.90 dB and 7.43 dB, respectively. In comparison,
the ISNR of the standard TV regularizer is only 5.74 dB. This improvement in
restored image quality can be attributed to the additional inter-image penalty
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term that is introduced by the proposed extended TV regularizers. Therefore,
we can conclude that the proposed regularizers successfully utilize inter-image
correlations to improve restored image quality. A visual representation of these
results is illustrated in Fig. 5.2. It is clear from these results that the proposed
regularizers perform significantly better than the standard TV regularizer. For
this experiment, the extended isotropic regularizer TVI performed better than
the extended anisotropic regularizer TVA for all images, except the Mandrill
image.
In Table 5.3, the balance between intra-image and inter-image regularization is
expressed as a ratio of the hyper-parameters and is labeled βi /αi . A ratio of 1
indicates that the intra-image and inter-image hyper-parameters are weighted
equally. The results show that, for this problem, best results are obtained when
the ratio βi /αi is large. From this we can conclude that, if the original images
are known to be the same (i.e. k∇z uo k22 = 0), the inter-image regularization
term is important and should be weighted more heavily than the intra-image
regularization terms.
Table 5.3
Restoring images with no disparity using the proposed MFR method. The noise
bound, regularization parameter and hyper-parameter ratio for image i are denoted
by ξi , λi and βi /αi , respectively. Test images were degraded with the same 9 × 9
uniform blur, and zero-mean AWGN (BSNR = 20 dB).

Image

TVI
TVA
TV
No. ISNR λi βi /αi ξi /n ISNR λi βi /αi ξi /n ISNR λi ξi /n

1
Cameraman 2
3
1
House
2
3
1
Lena
2
3
1
Mandrill
2
3
1
Phantom 2
3

4.77
4.77
4.78
7.89
7.90
7.91
4.39
4.38
4.40
2.02
2.02
2.02
10.4
10.6
10.5

0.60
0.56
0.57
0.62
0.58
0.60
0.73
0.71
0.72
0.86
0.85
0.85
0.92
0.89
0.90

19.0
19.0
19.0
12.3
12.3
12.3
12.3
12.3
12.3
12.3
12.3
12.3
19.0
19.0
19.0

29.9
29.9
29.9
26.0
26.0
26.0
15.8
15.8
15.8
8.52
8.52
8.52
16.1
16.1
16.1

4.58
4.61
4.60
7.44
7.42
7.44
4.15
4.14
4.15
2.05
2.05
2.05
10.2
10.4
10.3

0.71
0.69
0.69
0.40
0.37
0.38
0.42
0.39
0.39
0.73
0.72
0.72
0.74
0.69
0.71

3.00
3.00
3.00
12.3
12.3
12.3
12.3
12.3
12.3
12.3
12.3
12.3
3.00
3.00
3.00

29.9
29.9
29.9
26.0
26.0
26.0
16.1
16.1
16.1
8.62
8.62
8.62
16.1
16.1
16.1

3.75
3.75
3.75
5.74
5.74
5.74
4.10
4.10
4.10
1.23
1.23
1.23
8.31
8.31
8.31

0.80
0.80
0.80
0.80
0.80
0.80
0.69
0.69
0.69
0.94
0.94
0.94
0.84
0.84
0.84

27.2
27.2
27.2
24.5
24.5
24.5
18.2
18.2
18.2
7.39
7.39
7.39
37.5
37.5
37.5
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(a) Degraded img. 1

(b) Degraded img. 2

(c) Degraded img. 3

(d) Restored TVI img. 1

(e) Restored TVI img. 2

(f) Restored TVI img. 3

(g) Restored TVA img. 1

(h) Restored TVA img. 2

(i) Restored TVA img. 3

(j) Restored TV img. 1

(k) Restored TV img. 2

(l) Restored TV img. 3

Figure 5.2 Using the proposed MFR method to restore images with no disparity
(k∇z uo k22 = 0). Cameraman image, degraded by 9 × 9 linear blur and zero-mean
AWGN (BSNR = 20 dB).
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Continuously-differentiable regularizers

The stability and convergence of many gradient-based optimization algorithms
is only guaranteed if ∇L(u) in Eq. (5.9) is continuously differentiable. However,
the proposed regularizers TVI and TVA are not continuously differentiable because their gradients are not defined at zero. To solve this problem, we derive
a quadratic majorization-minimization (MM) regularizer [15] for TVI and use
the Huber norm to approximate TVA [207].
It can be shown that for every point x ≥ 0 and x∗ ≥ 0,
√
√
√
x ≤ x∗ + (x − x∗ )/(2 x∗ ).

(5.21)

Using this property, it follows from Eq. (5.18) that,
MT VI (u|u∗ ) = TVI (u∗ ) +

(5.22)
2 
2
lh
r
lw X
∇x ui (j, k) − ∇x u∗i (j, k)
αi X X
r 
+
2

2

2
2 i=1 j=1 k=1
αi ∇x u∗i (j, k) + αi ∇y u∗i (j, k) + βi ∇z u∗i (j, k) + 

2 
2
∗
lh
r X
lw X
∇
u
(j,
k)
−
∇
u
(j,
k)
X
y
i
y
i
αi
r 
+




2
2
2
2 i=1 j=1 k=1
αi ∇x u∗i (j, k) + αi ∇y u∗i (j, k) + βi ∇z u∗i (j, k) + 

2 
2
∗
lh
r X
lw X
∇
u
(j,
k)
−
∇
u
(j,
k)
X
z
i
z
i
βi
r 
,




2
2
2
2 i=1 j=1 k=1
αi ∇x u∗i (j, k) + αi ∇y u∗i (j, k) + βi ∇z u∗i (j, k) + 


where  is a small positive regularity constant that should ideally approach zero.
If u = u∗ then MT VI (u|u∗ ) = TVI (u). Furthermore, MT VI (u|u∗ ) ≥ TVI (u) for
u 6= u∗ . Therefore, MT VI is a quadratic majorization-minimizer for Eq. (5.18).
In addition, MT VI is continuously differentiable with respect to u.
Defined in Chapter 3, the Huber norm | · | is a continuously differentiable
function that approximates the l1 norm as its regularity constant  approaches
zero. Using the Huber norm, a continuously differentiable approximation of the
proposed anisotropic regularizer in Eq. (5.20) is defined by
TVA (u, α, β) ≈

lh
r X
lw X
X
i=1 j=1 k=1



αi |∇x ui (j, k)| + |∇y ui (j, k)| + βi |∇z ui (j, k)| .
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This regularizer is continuously differentiable and approaches the proposed
anisotropic regularizer (5.20) as  approaches zero.

5.3.5

Hyper-parameter estimation

Even with perfect disparity mapping, corresponding inter-image pixels are often
different. The two main reasons for this are: 1) most images do not contain
true Lambertian surfaces; and 2) digital images will always have sampling and
quantization losses. A visual representation of these errors and an error histogram are shown in Figs. 5.1(e) and 5.1(f), respectively. Because of these
errors, the hyper-parameters α and β are defined to control inter-image and
intra-image regularization. Although a different hyper-parameter could be calculated for each pixel, here we limit the problem to calculating one pair of
hyper-parameters for each image. If the inter-image error k∇z ui k22 is small,
then βi /αi should be large and vise-versa. MAP-based estimation has been
used successfully in image restoration problems to calculate the regularization
parameter λi for a single image, see [15, 16, 41, 46]. In this subsection we
propose a Bayesian joint MAP approach for estimating α and β.
Due to the non-separable nature of the TV measure proposed in Eq. (5.18), the
problem of calculating αi and βi cannot easily be expressed as a constrained
optimization problem. However, they can be estimated by solving the following
joint MAP problem:
(αi , βi ) = arg max P (ui |αi , βi )P (αi )P (βi ),
u

(5.23)

where P (αi ) and P (βi ) are the hyper-parameter priors and P (ui |αi , βi ) is the
image prior. The distributions that are chosen for these priors will depend on
what is known about the hyper-parameters and the original image.
Hyper-parameter prior. The Jeffereys prior is a popular hyper-parameter
prior because it is flat on a logarithmic scale and so expresses the belief that all
hyper-parameter values are equally likely. It was shown in [41], however, that
stability can be improved for restoration problems by choosing the following
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Gamma priors instead:


αic1 −1 exp − c2 αi
βic3 −1 exp − c4 βi
P (αi |c1 , c2 ) =
, P (βi |c3 , c4 ) =
, (5.24)
Γ(c1 )
Γ(c3 )
where c1 and c3 are positive constants representing the shape parameters, and
c2 and c4 are positive constants representing scale parameters. Note that, for
(c1 , c2 ) = (0, 0) and (c3 , c4 ) = (0, 0), the Gamma prior is equivalent to the Jeffreys Prior. The Gamma prior is currently the most common hyper-prior for
image restoration problems, see [16, 33, 37–40].
Isotropic image prior. For the extended isotropic TV regularizer, the image
prior is
P (ui |αi , βi ) =

n
o
1
exp − TVI (ui , αi , βi ) .
Z(αi , βi )

(5.25)

The normalization constant,
Z
Z(αi , βi ) =

+∞

−∞

n

o
exp − TVI (ui , αi , βi ) du,

(5.26)

has no closed form expression, therefore, as was done in [15] we make the assumption that each set of differences ∇x ui , ∇y ui and ∇z ui are independent.
Although this assumption is not true, it provides a sufficiently good approximation. Substituting a = ∇x ui , b = ∇y ui and c = ∇z ui , the integral in Eq. (5.26)
becomes
Z Z Z

o
n p
exp − αi (a2 + b2 ) + βi c2 da db dc =

8π
√ .
αi βi

Therefore, the normalization factor is approximated by
Z +∞
Z(αi , βi ) =
exp {−TVI (ui , αi , βi )} du ≈ c5 (αi )−θ (βi )−0.5θ ,

(5.27)

(5.28)

−∞

where c5 is a constant and θ = n. Because of the independence approximation,
optimal results are actually achieved for θ less than n.
Anisotropic image prior. For the anisotropic TV norm the image prior is
n
o
1
P (ui |αi , βi ) =
exp − TVA (ui , αi , βi ) .
Z(αi , βi )

(5.29)
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Again, the normalization constant is approximated using the assumption that
each set of differences a = ∇x ui , b = ∇y ui , c = ∇z ui is independent, giving
Z Z Z
n
o
8
exp − αi |a| − αi |b| − βi |c| da db dc =
.
(5.30)
(αi )2 βi
It follows that, the normalization factor is approximated by
Z +∞
n
o
Z(αi , βi ) =
exp − TVA (ui , αi , βi ) du ≈ c6 (αi )−2θ (βi )−θ ,

(5.31)

−∞

where c6 is a constant and θ = n.
Bayesian inference. Once the priors have been defined, a method for evaluating the hyper-parameters must be determined. We propose to solve Eq. (5.23)
using a joint optimization approach. For the TVI regularizer, this approach is
expressed [36]:


αik+1 = arg max P ui αik , βi P αik
(5.32)
α


= arg max (βi )θ (αik )(θ+c1 ) exp − TVI ui , αik , βi − c2 αik
α

= arg min (θ + c1 )ln(αik ) − TVI ui , αik , βi − c2 αik + c6 ,
α


k+1
βi
= arg max P ui αi , βik P βik
(5.33)
β


= arg max (βik )(0.5θ+c3 ) (αi )θ exp − TVI ui , αi , βik − c4 βik
β

= arg min (0.5θ + c3 )ln(βik ) − TVI ui , αi , βik − c4 βik + c7 ,
β

where c6 and c7 are constants and αik and βik denote the k-th iteration of αi
and βi , respectively. These iterations can be performed in conjunction with the
iterations of uk+1 and λk+1 .

5.4

Experimental methods and results

In this section, the proposed image restoration method is tested experimentally
and the performance of the extended isotropic (5.18) and extended anisotropic
(5.20) TV regularizers are compared. Four sets of experiments are presented.
The first set of experiments test if the proposed method is able to calculate an
adaptive regularization parameter for each image. The second set of experiments are used to assess if the proposed MFR method is able to compensate for
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known image disparities. The final two sets of experiments are used to test the
performance of the proposed TVI and TVA regularizers, and to evaluate the
effectiveness of the MAP hyper-parameter estimation method. For all experiments, the proposed VIP (5.10) approach to MFR is solved using the dynamic
system proposed in Chapter 3, Eq. (3.34). Iterations are terminated once the
dynamical system reaches approximate steady state (i.e. k∇L(u)k22 ≤ 1 and
kG(u)k22 ≤ 2 , where 1 and 2 are small constants that depend on the chosen
step-size). The MM regularizer defined in Eq. (5.22) and the Huber norm regularizer in Eq. (5.23) are used to approximate the proposed regularizers in Eqs.
(5.18) and (5.20), respectively. For all experiments, the regularity constant  is
set to 0.01 and ξ = [ξ1 , ξ2 , · · · , ξr ]T is set using Eq. (6.14).

5.4.1

Short and long exposure pair problem

To simulate the short and long exposure pair problem, discussed in Section 5.1, a
single image was used to create two degraded images. The first copy of the image
was blurred using a 9 × 9 uniform blur and zero-mean AWGN corresponding
to a BSNR of 30dB. The second copy of the image was not blurred, but was
degraded with zero-mean AWGN to produce a BSNR of 10dB. The images were
then restored using the proposed MFR method and either the isotropic (5.18),
anisotropic (5.20) or standard TV regularizers. Note that λ ∈ R2 , where λ1
corresponds to the long exposure image and λ2 to the short exposure image.
Since the original images uo1 and uo2 are identical, the disparity maps for this
experiment are simply identity matrices .
Table 5.4 shows the results of restoring the short and long exposure images using
the proposed method. From these results we can determine how the proposed
approach behaves given differing degradations. The column labeled λi , shows
the regularization parameter values at convergence. The value of λ1 is noticeably
larger than λ2 for all experiments. When the TVI regularizer is used to restore
the Cameraman image, for example, λ1 is 0.95 and λ2 is 0.09. This result is
desirable since larger λi values emphasize data fidelity (deblurring) and smaller
λi values emphasize regularity (noise smoothing). We can therefore conclude
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Table 5.4
Restoration results for short and long exposure pairs. No disparity (k∇z uo k22 = 0)
Hyper-parameters αi and βi were hand-tunned. Regularization parameter λi calculated using noise bound ξi and proposed VI method. Degradation: 1) 9 × 9 uniform blur zero-mean AWGN of BSNR = 30 dB, 2) no blur, zero-mean AWGN of
BSNR = 10 dB.

Image

TVI
TVA
TV
no. ISNR λi βi /αi ξi /n ISNR λi βi /αi ξi /n ISNR λi ξi /n

1
Cameraman 2
1
House
2
1
Lena
2
1
Mandrill 2
1
Phantom 2

9.27
7.91
11.1
10.5
8.20
6.43
6.58
0.65
18.6
15.0

0.95
0.09
0.95
0.07
0.95
0.10
0.94
0.59
0.97
0.10

49.0
49.0
49.0
49.0
49.0
49.0
9.00
9.00
49.0
49.0

2.86
361
2.50
314
1.55
213
0.85
3.63
1.58
284

8.34
6.83
9.50
8.83
7.12
5.21
7.44
1.07
16.5
11.7

0.95
0.08
0.94
0.07
0.96
0.11
0.97
0.16
0.88
0.01

49.0
49.0
49.0
49.0
49.0
49.0
14.0
240
0.49
49.0

2.86
361
2.54
320
1.55
214
0.85
168.6
1.74
314

5.79
6.48
8.82
7.88
5.83
5.14
2.34
0.34
13.3
11.2

0.96
0.19
0.95
0.01
0.96
0.08
0.97
0.10
0.96
0.01

1.68
36.1
2.31
3.13
1.68
2.13
0.92
181
1.61
290

that, the proposed MFR method adapts well to different image degradations,
making it ideal for use with hybrid imaging systems.
Comparing the ISNR values for the short and long exposure images in Table 5.4,
we can conclude that the proposed regularizers perform better than the standard TV regularizer. The standard TV regularizer, for example, gives an ISNR
of 11.2 dB and 13.3 dB for the short and long exposure Phantom images, respectively. In comparison, the TVI regularizer gives an ISNR of 15.0 dB and
18.6 dB, respectively. Therefore, we can conclude that the proposed inter-image
regularization term improves restored image quality. Because the blurring in
the long exposure image is known, it can be removed more easily than the unknown random noise in the short exposure image. As a results, the ISNR of
the blurred image is often much higher than the noisy image. This does not indicate that the final image qualities are different, simply that the improvement
in image quality (signal to noise ratio) is greater for the blurred image. Figures
5.6(c-f) show that the quality of the restored short and long exposure images is
actually very similar. The reason that the final images qualities are so similar
can be attributed to the inter-image regularization term. Because the original
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(a) Degraded - long exposure

(b) Degraded - short

(c) TVI - long exposure

(d) TVI - short exposure

(e) TVA - long exposure

(f) TVA - short exposure

(g) TV - long exposure

(h) TV - short exposure
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Figure 5.3 Restored House image for short and long exposure pair. No disparity
(k∇z uo k22 = 0). Hyper-parameters α and β chosen in ad-hoc manner. Adaptive
regularization parameter λi calculated using noise bound ξi the proposed VI approach.
Degradation: 1) 9 × 9 uniform blur, BSNR = 30 dB, 2) no blur, BSNR = 20 dB.
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images uo1 and uo2 are identical, best results are achieved when βi /αi is large
(i.e. any differences are heavily penalized).

5.4.2

Adaptive regularization for images with disparity

To test if the proposed method is capable of compensating for image disparities,
three-image sets from the Middlebury Database3 [208] were degraded and then
restored using their corresponding disparity maps. These images have been
taken from different vantage points along a horizontal plane (see Table A.2 in
Appendix A). All three images were degraded with a 9 × 9 uniform blur and
zero-mean AWGN to produce a BSNR of 20dB. The hyper-parameters αi and
βi were selected in an ad-hoc manner and the images were restored using the
isotropic, anisotropic and standard TV regularizers.
Table 5.5 presents the results of using the proposed MFR method to restore the
aforementioned three-image sets. When the TVA regularizer is used to restore
the Book images, the obtained ISNR values are 6.82 dB, 7.52 dB, and 8.96 dB.
By contrast, the standard TV norm yields ISNR values of 6.63 dB, 7.17 dB and
8.13 dB. Therefore, the proposed regularizers provide a significant increase in
restored image quality, despite the image disparities (i.e. kuo k22 > 0).
Comparing the results in the βi /αi column of Table 5.5, it becomes apparent
that optimal results are achieved when the ratio βi /αi is less than 1. This differs from previous experiments, where the optimal ratio is much greater than
1. This result can be attributed to the fact that practical images contain discretization errors and non-Lambertian surfaces. As a result, the corresponding
pixels in original images uo1 and uo2 are not identical, meaning the inter-image
error k∇z uo k22 is greater than 0. Since there is a limit to how similar the images
should be, it follows that the differences between corresponding pixels should
not be penalized as much as in previous experiments. Figure 5.4 shows a visual
comparison of the results. On close inspection, it can be seen that the edges
produced by the proposed regularizers are sharper and more uniform, especially
for the cardboard box.
3

http://vision.middlebury.edu/stereo/data/
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Table 5.5
Images with same degradation, taken from different view-points (k∇z uo k22 > 0).
Hyper-parameters αi and βi chosen in an ad-hoc manner. Regularization parameter
λi is calculated using bound ξi and the proposed MFR method. Images degraded by
9 × 9 uniform blur, zero-mean AWGN (BSNR = 20 dB).

TVI
TVA
TV
Image No. ISNR λi βi /αi ξi /n ISNR λi βi /αi ξi /n ISNR λi ξi /n
1
2
3
1
Bowl 2
3
1
Flow 2
3
1
Lamp 2
3
1
Mid 2
3
Book

5.4.3

6.78
7.18
8.30
4.55
4.34
4.43
7.23
7.01
7.10
5.97
5.59
5.79
5.08
5.04
5.33

0.58
0.47
0.59
0.68
0.69
0.70
0.69
0.64
0.68
0.79
0.78
0.76
0.78
0.77
0.78

0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33

29.5
27.9
25.6
20.3
19.1
17.3
12.8
13.3
13.6
7.23
7.97
8.16
24.7
23.8
22.8

6.82
7.52
8.96
4.41
4.33
4.24
6.91
6.92
6.77
6.03
6.26
5.97
5.12
5.23
5.37

0.65
0.63
0.63
0.61
0.63
0.62
0.74
0.73
6.73
0.74
0.73
0.70
0.64
0.63
0.66

0.33
0.33
0.33
1.00
1.00
1.00
0.33
0.33
0.33
1.00
1.00
1.00
1.00
1.00
1.00

28.9
27.3
25.4
20.3
19.1
17.3
12.6
13.0
13.3
7.23
7.97
8.16
25.2
24.3
23.2

6.63
7.17
8.13
4.11
4.06
4.13
6.83
6.74
6.62
5.81
5.63
5.31
4.74
4.67
4.95

0.59
0.56
0.55
0.73
0.73
0.74
0.73
0.71
0.71
0.81
0.82
0.81
0.74
0.73
0.75

28.9
27.2
25.4
19.9
18.7
16.9
12.6
13.0
13.3
7.08
7.91
8.00
24.7
23.4
22.8

Adaptive hyper-parameter estimations

In the following experiments, the hyper-parameter vectors α and β were calculated using the adaptive Bayesian MAP approach proposed in Subsection 5.3.5.
For these experiments, 3-image sets from the Middlebury Database were degraded with a 9 × 9 linear blur and zero-mean AWGN corresponding to a BSNR
of 20 dB.
Table 5.6 summarizes the results obtained using the proposed MAP approach
to estimate the hyper-parameters αi and βi . For the TVI regularizer, the βi /αi
ratio is 0.26, 0.65 and 0.26 for the Book images. Since the corresponding pixels
in each image are not identical (k∇z uo k22 > 0), it is desirable to have a small
ratio βi /αi . Since each image contains different content and disparities, the
ratio βi /αi varies slightly for each image. In comparison, the variance of the
noise in each image was very similar, so the values of λi are also similar.
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(a) Degraded img. 1

(b) Degraded img. 2

(c) Degraded img. 3

(d) TVI img. 1

(e) TVI img. 2

(f) TVI img. 3

(g) TVA img. 1

(h) TVA img. 2

(i) TVA img. 3

(j) TV img. 1

(k) TV img. 21

(l) TV img. 3
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Figure 5.4 Restored Lamp images taken from different viewpoints. Hyperparameters αi and βi chosen in ad-hoc manner. Regularization parameter λi calculated using noise bound ξi and proposed VI approach. Images degraded by 9 × 9
uniform blur, zero-mean AWGN BSNR = 20 dB.

Interestingly, the proposed MAP estimation technique produced better results
than the trial and error method used in Subsection 5.4.2. For example, when
the TVI regularizer is used to restore the Lamp images, the ISNR in Table 5.6
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Table 5.6
Results for images taken from different viewpoints. Hyper-parameters αi and βi
calculated using proposed MAP approach. Regularization parameters and normalized
bound denoted λi and ξi /n, respectively. Images degraded by 9 × 9 uniform blur and
zero-mean AWGN to produce BSNR = 20 dB.

Image No.
1
Book 2
3
1
Bowl 2
3
1
Flow 2
3
1
Lamp 2
3
1
Mid 2
3

ISNR
6.89
7.38
8.40
4.44
4.39
4.40
7.01
6.80
6.84
6.04
5.80
5.76
5.19
5.15
5.38

TVE
λ β/α
0.87 0.26
0.83 0.65
0.88 0.20
0.90 0.80
0.91 1.48
0.90 0.70
0.88 1.14
0.86 2.02
0.88 0.90
0.92 0.10
0.92 0.67
0.91 0.10
0.88 0.60
0.88 1.94
0.88 0.53

/n
29.5
27.9
26.0
19.6
1.48
0.70
12.8
13.3
13.6
7.23
7.97
8.16
25.2
24.3
23.2

ISNR
6.71
7.46
8.61
4.32
4.25
4.26
6.96
7.00
6.78
6.05
6.17
5.80
5.12
5.19
5.39

TVL
λ β/α
0.97 0.44
0.96 0.50
0.97 0.43
0.99 0.45
0.99 0.46
0.99 0.44
0.99 0.46
0.99 0.50
0.99 0.45
0.99 0.32
0.88 0.43
0.98 0.34
0.99 0.45
0.99 0.46
0.99 0.44

/n
29.5
27.6
26.0
19.9
18.7
16.9
12.6
13.0
13.3
7.23
7.97
8.16
24.7
23.8
22.8

ISNR
6.63
7.17
8.13
4.11
4.06
4.13
6.83
6.74
6.62
5.81
5.63
5.31
4.74
4.67
4.95

TV
λ
0.59
0.56
0.55
0.73
0.73
0.74
0.73
0.71
0.71
0.81
0.82
0.81
0.74
0.73
0.75

/n
28.9
27.2
25.4
19.9
18.7
16.9
12.6
13.0
13.3
7.08
7.91
8.00
24.7
23.4
22.8

is 6.04 dB, 5.80 dB and 5.76 dB, compared with an ISNR of 5.97 dB, 5.59 dB
and 5.79 dB in Table 5.5. Therefore, it can be concluded that the proposed
MAP approach offers a good alternative for estimating α and β.

5.4.4

Testing proposed method for varying degradations

The proposed MFR methods ability to adapt to different blurs was also tested.
Using the three-image sets from the Middlebury Database, the first, second, and
third images were distorted by, respectively, horizontal, vertical, and diagonal
blurs of size 1 × 20. Each image was then degraded with zero-mean AWGN to
produce a BSNR of 20 dB.
Table 5.7 shows how the proposed MFR method performs when restoring multiple images that have been degraded by different blurs. The ISNR of the three
Middlebury (Mid.) images is 5.96 dB, 6.78 dB and 5.40 dB for the TVI regularizer. In comparison, the standard TV regularizer has an ISNR of 4.37 dB,
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(a) Degraded Img. 1

(b) Degraded Img. 2

(c) Degraded Img. 3

(d) TVI Img. 1

(e) TVI Img. 2

(f) TVI Img. 3

(g) TVA Img. 1

(h) TVA Img. 2

(i) TVA Img. 3

(j) TV Img. 1

(k) TV Img. 2

(l) TV Img. 3
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Figure 5.5 Restored Middlebury (Mid.) images taken from different view-points
(k∇z uo k22 > 0). Hyper-parameters αi and βi calculated using proposed MAP approach. Regularization parameter λi calculated using noise bound ξi and proposed
VI method. Images degraded by 9 × 9 uniform blur, zero-mean AWGN to produce
BSNR = 20 dB.

4.72 dB and 4.36 dB for the Middlebury images. Comparing all of the ISNR
results, it is clear that both the TVI and TVA regularizers consistently perform
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better than the standard TV regularizer. Therefore, it can be concluded that
the proposed approach successfully utilizes the inter-image regularization and
significantly improves the quality of restored images in problems with image
disparity.
Again, the results in the column labeled βi /αi show that the MAP hyperparameter estimation method provides good hyper-parameter estimates, adapting well to each problem. Figure 5.6 illustrates the increase in visual quality of
the restored Book images. When comparing the edges in each image, for example, it is clear that that the proposed regularizers provide superior restoration
results compared with the standard TV regularizer.
Table 5.7
Images with different degradations taken from different viewpoints.
Hyperparameters αi and βi chosen using proposed MAP approach. Regularization parameter λi calculated using noise bound ξi and proposed VI approach. Images degraded
by 1 × 20 uniform blur horizontal, vertical and diagonal blurs and zero-mean AWGN
(BSNR = 20 dB).

Image No.
1
Book 2
3
1
Bowl 2
3
1
Flow 2
3
1
Lamp 2
3
1
Mid 2
3

ISNR
6.95
8.57
8.92
5.48
6.06
5.81
7.87
8.94
7.87
6.29
6.98
5.63
5.96
6.78
5.40

TVE
λi βi /αi
0.84 0.32
0.85 0.64
0.95 0.26
0.81 1.50
0.83 1.70
0.82 1.69
0.81 1.78
0.76 2.06
0.81 1.74
0.84 0.18
0.82 0.57
0.81 0.18
0.79 0.42
0.81 1.44
0.79 0.43

i /n
29.1
25.8
24.6
19.8
17.0
16.0
12.7
11.1
12.7
14.1
15.0
16.5
23.8
21.9
23.2

ISNR
7.02
9.38
9.32
4.51
4.70
3.44
6.81
7.89
7.86
6.04
6.08
5.67
4.97
5.19
4.89

TVL
λi βi /αi
0.82 0.90
0.70 2.56
0.82 0.99
0.86 0.15
0.91 0.13
0.86 0.16
0.85 0.14
0.92 0.11
0.84 0.15
0.88 0.25
0.94 0.16
0.88 0.25
0.85 0.18
0.90 0.15
0.82 0.19

i /n
29.7
26.3
25.2
19.8
17.0
16.0
12.4
10.9
12.4
14.1
14.4
15.8
23.8
21.9
23.2

TV
ISNR λi
5.80 0.50
7.48 0.59
5.73 0.48
4.28 0.54
5.07 0.64
5.15 0.58
6.17 0.54
7.71 0.63
7.82 0.53
4.48 0.57
5.27 0.65
4.87 0.55
4.37 0.57
4.72 0.63
4.36 0.55

i /n
28.5
25.2
24.1
19.8
17.0
16.1
12.4
10.9
12.4
14.1
14.4
15.8
23.8
21.9
23.1
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(a) Vertical Blur - Img. 1

(b) Diagonal Blur - Img. 2

(c) Horizontal Blur - Img. 3

(d) TVI - Img. 1

(e) TVI - Img. 2

(f) TVI - Img. 3

(g) TVA - Img. 1

(h) TVA - Img. 2

(i) TVA - Img. 3

(j) TV - Img. 1

(k) TV - Img. 2

(l) TV - Img. 3

Figure 5.6 Restored Book images taken from different viewpoints. Hyper-parameters
αi and βi calculated using proposed MAP approach. Regularization parameter λi
calculated using noise bound ξi and proposed VI approach. Images degraded by
1 × 20 uniform blur horizontal, vertical and diagonal blurs and zero-mean AWGN of
BSNR = 20 dB.
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Chapter summary

In this chapter, the multi-frame image restoration problem is solved using a
VI approach. The proposed method simultaneously restores multiple images,
despite disparities that may exist between the images. Furthermore, an adaptive
regularization parameter is calculated for each image, based on each images
specific degradations. To exploit inter-image correlations, extended isotropic
and anisotropic TV regularizers are proposed. These regularizers are shown
to increase restoration performance by penalizing inter-image differences. To
control the amount of inter-image regularization, adaptive hyper-parameters are
estimated using a Bayesian joint MAP approach. The MAP approach is shown
to provided good hyper-parameter estimates. In summary, the results show
that the proposed VI formulation, extended TV regularizers and MAP hyperparameter estimates, can be used together to significantly improve the quality
of restored images in MFR problems that involve a range of image disparities
and degradations.
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Introduction

The image restoration problem is ill-posed. This means that small variations
in the degraded input image, caused by noise, produce large variations in the
restored output image. In previous chapters, a regularization term is introduced
to create a more well-posed problem. The compromise between regularity (to
remove noise) and preserving image fidelity is controlled using regularization
parameters. In this chapter, we further improve the quality of restored images
by reducing the amount of noise in the input image before performing restoration. This is achieved by performing simultaneous denoising and restoration
using a novel bi-level programming (BLP) approach.
Consider the following linear image degradation model:
g = Huo + v.

(6.1)

The process described by this model can be broken down into two stages: in
the first stage the original image uo ∈ Rl is subject to a blur H ∈ Rn×l , and in
the second stage the blurred image is corrupted by noise v ∈ Rn to produce the
degraded image g ∈ Rn . It follows logically that the degradation process can be
reversed in separate stages. One of the benefits of decoupling the deblurring and
denoising stages is that different mathematical techniques can be applied to each
problem. For example, in [209] the discrete Fourier transform was exploited to
efficiently perform total least-squares deconvolution and the wavelet transform
was utilized for denoising. Hybrid restoration approaches that employ both
Fourier- and wavelet-based techniques for image restoration are often referred
to as ForWarD algorithms [210]. In [211], a method based on the ForWard two
step algorithm was developed using a combination of constrained least-squares
restoration, and adaptively regularized least-squares restoration. In [212], neutron radiography images were restored using a dual-tree complex wavelet transform (DT-CWT) for noise suppression and a Lucy-Richardson (LR) algorithm
for deconvolution. In [213], a two-step image restoration method was presented
using a Bayes least squares Gaussian scale mixture (BLS-GSM) formulation.
In the first step, BLS-GSM was used for blur compensation, and in the second
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step spatially adaptive BLS-GSM was used for denoising. In [214], a waveletbased framework was used to decompose images into cartoon, texture and noise
components. Simultaneous image denoising, decomposition, and deblurring was
then performed using an approximate bounded variations approach.
In this chapter, we present a formal framework for performing simultaneous denoising and restoration using BLP. In Section 6.2, the general BLP problem is
introduced and related theoretical concepts, such as the Fischer-Burmeister (FB)
function, are discussed. In Section 6.3, the proposed BLP approach to image
restoration is defined using a weighted quadratic formulation. A method for providing feedback between the denoising and deblurring stages is also presented
to improve restoration quality. In Section 6.4, the proposed BLP is reformulated as a single level optimization problem and solved using a dynamic systems
approach. In Section 6.5, the proposed restoration method is tested experimentally and the results are compared to other state-of-the-art image restoration
methods. Section 6.6 summarizes the chapter.

6.2

The general bi-level programming problem

The first significant work on BLP was presented by Heinrich Von Stackelberg in
his 1934 monograph on market economy [215], see also [216]. The dynamic program that Stackelberg developed, known as a Stackelberg game, lead to a new
area of mathematics known as “Game Theory”. Bi-level programs have since
been applied to a variety of problems including, engineering design [217], economic analysis, transport system planning [218], network design [219], government regulation [220] and management [221]. Bi-level programming problems
are hierarchical, and are characterized by having separate upper- and lower-level
objective functions. The lower-level problem, also referred to as the follower or
the inner problem, is a constraint of the upper-level, leader or outer problem.
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The general BLP is expressed as follows:
min
x≥0

subject to

A(x, y)



B(x, y) ≥ 0



min C(x, y)

y≥0



subject to D(x, y) ≥ 0,

(6.2)

where x ∈ Rl and y ∈ Rn are known as the upper- and lower-level variables, respectively. The functions A : Rl+n → R and C : Rl+n → R are referred to as the
upper- and lower-level objectives, respectively, and the functions B : Rl+n → Rk
and D : Rl+n → Rm denote the upper- and lower-level constraints, respectively.
The general BLP is a complicated NP-hard problem. As a result, practical
applications of BLPs have been limited. Recent research has shown, however,
that traditional optimization methods can be used to efficiently solve BLPs,
provided some regularity assumptions can be satisfied. Because of the layered
nature of the BLP problem, most traditional constraint qualifications, such as
continuity and linear independence, are seldom satisfied. Therefore, a considerable amount of research has focused on developing optimality conditions
for the BLP problem [222–227]. Successful approaches for solving BLPs, include extreme point, branch and bound algorithms, cutting plane techniques,
mixed integer programming, grid search, parametric complementary pivoting,
and penalty function methods, see [228].
In this chapter, we solve the proposed BLP using a penalty function approach.
In [229] and [230] several exact and inexact penalty functions for generalized
BLPs were developed and discussed. These penalty functions are useful for
solving the nonlinear complementary problem (NCP) that can arise in BLP
problems. Given a function F : Rn → Rn , the NCP is to find a solution x ∈ Rn
such that:
x ≥ 0,

F(x) ≥ 0,

xT F(x) = 0.

(6.3)

A popular approach for solving NCPs is to reformulate the problem in terms of
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the FB function φ : R2 → R, which is defined by
√

φ(a, b) =

a2 + b2 − (a + b).

(6.4)

First developed in [231–233], the FB function is often referred to as an NCP-function
because it satisfies the relation:
⇔

φ(a, b) = 0

a ≥ 0,

b ≥ 0,

ab = 0,

(6.5)

see Lemma A.5.1 in Appendix A. The FB function has a number of appealing
characteristics, including being sub-additive, homogeneous, Lipschitz continuous and strongly semi-smooth [234]. For some problems, it can be very difficult
to satisfy the complementary constraint, therefore, in [235] the following relaxed
FB function was proposed:
φ (a, b) =

√

a2 + b2 + 2 − (a + b),

(6.6)

where  ∈ R+ is a positive relaxation term. This function is differentiable
everywhere and satisfies the relation:
φ (a, b) = 0

⇔

a ≥ 0,

b ≥ 0,

ab = ,

(6.7)

see Lemma A.5.2 in Appendix A. For n-dimensional NCPs, where a = [a1 , a2 , · · · , an ]
and b = [b1 , b2 , · · · , bn ], we define
Φ (a, b) = [φ (a1 , b1 ), φ (a2 , b2 ), · · · , φ (an , bn )]T .
It should be clear that, for a = x, b = F(x), and  → 0, we can approximate
the original NCP (6.3) using Φ (a, b) = 0.
When formulating optimization problems, the FB function is often used to
define the following merit function:
1
ψ(a, b) = |φ(a, b)|2 .
2

(6.8)

This merit function has a number of appealing qualities, including being continuously differentiable everywhere, see Lemma A.5.3 in Appendix A. Specifically,
the partial derivatives are given by:


a
− 1 φ(a, b),
∇a ψ(a, b) = √
a2 + b2
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∇b ψ(a, b) =
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b
√
− 1 φ(a, b),
a2 + b2

and more importantly,
∇a ψ(0, 0) = ∇b ψ(0, 0) = 0.
When the problem is n-dimensional, the merit function is expressed
1
Ψ(a, b) = kΦ(a, b)k22 .
2

(6.9)

For a = x and b = F(x), the global minimum of the merit function (6.9)
coincides with the solution of the NCP (6.3), see Lemma A.5.4 in Appendix A.
In the next section, the general BLP and FB function will be used to formulate
the proposed image restoration method.

6.3

The image restoration problem

In this section, the image restoration problem is formulated as a BLP. The
proposed formulation performs simultaneous denoising and deblurring of the
degraded image using separate upper- and lower-level objective functions. The
benefit of performing denoising and deblurring in separate stages will also be
tested.

6.3.1

Problem formulation

Let us begin by defining the BLP for image restoration as
min A(u, g̃)
u≥0

subject to



min C(u, g̃)
g̃≥0

(6.10)


subject to D(g̃, g) ≥ 0,

where u ∈ Rl , g̃ ∈ Rn and g ∈ Rn represent the restored image, the denoised
image and the degraded input image, respectively. The lower-level objective
function performs denoising on the degraded image g to obtain the denoised
image g̃, while the upper-level objective function deblurs g̃ to obtain the restored image u.
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Upper-level problem. Ideally the denoised image g̃ will contain no noise, so u
can be obtained using simple inverse filtering. In practice g̃ will always contain
some noise, however, so the upper-level objective must be regularized. To make
the upper-level restoration problem well-posed we propose to use TikhonovMiller regularization, which introduces additional information about the image
using an explicit regularization term, see Section 2.3.1 for more information. To
deblur the denoised estimate g̃, it follows from Eq. (2.11) that the upper-level
objective is defined as
g̃ g̃ − 2u H g̃ + u
T

T

min A(u, g̃) =

T

T



T

H H + λ1 Q1 u

c1

u≥0


.

(6.11)

Here λ1 ∈ R+ is a regularization parameter, c1 ∈ R+ is a preconditioning constant, and Q1 ∈ Rl×l is a weighted quadratic regularizer. The total variation (TV)
regularizer is an excellent image prior, therefore, we propose to use the quadratic
total variation majorization-minimizer (TV-MM), presented in [15], for the
upper-level regularization matrix Q1 . The TV-MM regularizer was also defined
and implemented in Chapters 3 and 5.
Lower-level objective. Denoising is performed in the lower-level objective
using the following bound constrained quadratic optimization problem:
g̃T Q2 g̃
g̃≥0
c2
ξ − kg − g̃k22
subject to D(g̃, g) =
≥ 0,
c2
min C(u, g̃) =

(6.12)

where c2 ∈ R+ is a preconditioning constant, ξ ∈ R+ is a bound for the noise
power and Q2 ∈ Rn×n is a weighted quadratic regularizer. The noise bound
can be defined using the noise power, which is simply the trace of the noise
covariance matrix,
ξ = trace{Σv }
(6.13)

2 

2 

2 
= E v1 − E[v1 ] + E v2 − E[v2 ] + . . . + E vn − E[vn ]
where E[vi ] is the expected value for the i-th entry of v. If the noise is zeromean additive white gaussian noise (AWGN) with variance σv2 , then Eq. (6.13)
can be approximated as
ξ = nσv2 ,

(6.14)
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where n is the length of the noise vector v.
Since the lower-level object performs denoising, we propose to use a sparsitybased regularizer for Q2 ∈ Rn×n . In recent years, sparsity-based regularizers
have shown to provide state-of-the-art performance in image denoising problems
[12–14, 35, 103, 108]. Given a sparse transform R2 ∈ Rm×n , these methods
remove image noise by minimizing the number of non-zero transform domain
image coefficients. This is often accomplished by solving the following l1 norm
optimization problem:
min kR2 g̃k11
g̃

subject to ξ − kg − g̃k22 ≥ 0.

(6.15)

Accordingly, we base the design of the lower-level objective on Eq. (6.15).
Using the fact that |x| = x2 /|x|, we can approximate the l1 norm using a
weighted quadratic regularizer, see Lemma A.5.6 in Appendix A. Hence, by
letting Q2 = R2T W2 R2 , we can say that
kR2 g̃k11 ≈ g̃T RT W2 Rg̃,

(6.16)

where W2 ∈ Rm×m
is a diagonal weight matrix whose i-th diagonal element is
+
defined as
wii =

1
.
|[R2 g̃]i | + 

(6.17)

Note that,  is a small positive regularity constant and [R2 g̃]i is used to denote
the i-th element of vector R2 g̃. As the regularity constant  approaches zero,
the lower-level objective g̃T Q2 g̃ approaches kR2 g̃k11 as required. When the
transform coefficient [R2 g̃]i is small, the weight parameter wii will be large and
so variations in R2 g will be penalized heavily. In the wavelet and curvelet
domains, large transform domain coefficients generally occur around edges. As
a result, smoothing occurs mostly in flat image regions. This is desirable as it
removes noise from smooth regions without affecting sharp discontinuities such
as edges.
Experimenting with proposed bi-level program. To examine if simultaneous deblurring and denoising improves restoration quality, in this subsection
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we solve the proposed BLP (6.10) and compare the pixel intensity values of g,
g̃, u and uo for row 150 of the Lena image. For this experiment, the Lena image
is degraded by a 9 × 9 uniform blur and zero-mean AWGN corresponding to a
BSNR of 20 dB.
Figures 6.1(a) and 6.1(b) illustrate how the intensity values of the denoised image g̃ compare with the degraded g and ideal-blurred Huo images, respectively.
When comparing the two figures it becomes apparent that much of the noise
has been removed from the denoised image g̃, without any significant smoothing of image discontinuities. Moreover, the denoised image g̃ provides a good
approximation of the original-blurred image Huo .
Figure 6.1(c) illustrates how the pixel intensity values of the restored image
u compare to the original image uo . Although some fine details have been
lost, it is clear from the figure that the upper-level objective has deblurred the
prominent edge, without observably amplifying the noise. Figure 6.1(d) depicts
the blurred restored image Hu and original-blurred image Huo . Comparing
Figs. 6.1(b) and 6.1(d), we can conclude that the blurred-restored image Hu
approximates the original-blurred image Huo better than the denoised image g̃
does.

6.3.2

Feedback for proposed bi-level program

Although the regularizer in Eq. (6.16) removes noise as required, it does so
independently of the upper-level objective. We will now propose a method for
providing feedback between the upper- and lower-level objective functions.
Since the lower-level objective cannot remove all of the noise from g̃, a regularization term uT Q1 u is used in the upper-level objective to introduce additional
information about the original image uo . Assuming that the regularization term
is successful in providing this information, we can assume that the regularizer
implicitly removes some of the noise from the problem when evaluating u, such
that
kHu − Huo k22 ≤ kg̃ − Huo k22 .

(6.18)
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Figure 6.1 Subfigures (a) and (b) show how the degraded image g and originalblurred image Huo compare, respectively, with the denoised image g̃. Subfigures (c)
and (d) show how the original image uo and original-blurred image Huo compare,
respectively, with the restored image u. Lena image was degraded by a 9 × 9 uniform
blur, and zero-mean AWGN (BSNR = 20 dB). Plots taken from row 150 of each
image.

Note that, the results in Fig. 6.1 support this assumption. If the inequality in
Eq. (6.18) is correct, and there is less noise in Hu compared with g̃, then one
could argue that it is better to define the diagonal weight (6.17) in terms of
Hu, as opposed to g̃. Accordingly, we propose to define W2 using the following
diagonal weights:
wii =

1
,
|[R2 Hu]i | + 

(6.19)

where [R2 Hu]i is the i-th element of vector R2 Hu. Since u is the upper-level
variable, this weight parameter provides feedback from the upper-level objective
to the lower-level objective. Moreover, this weight parameter provides more
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accurate information about the ideal denoised image Huo , thereby improving
performance. This feature could be further exploited, in the lower-level problem,
by using the edges detected in the upper-level variable u to perform directional
denoising in the lower-level objective.
In the following set of experiments we test if the proposed feedback modification
improves the restored image quality or not. The method used to solve the
proposed BLP will be discussed in the next Section (6.4). In the first set of
experiments, the original image uo will be used to define the diagonal weight
matrix W2 . This will allow us to test if the restored image quality can be
improved by reducing the amount of noise in the weight parameter wii . In
the second set of experiments, we approximate the original image uo using
the upper-level variable u (i.e. the restored image) and use it as the weight
parameter, as was done in Eq. (6.19).
Experiment 1. The Cameraman image was degraded by zero-mean AWGN of
variance σv2 = 256, with no blur (H = I), to produce the image in Fig. 6.2(a).
This image was then denoised using the optimization problem in (6.15), the
undecimated discrete wavelet transform (U-DWT) and the Haar wavelet kernel.
Figures 6.2(b) and 6.2(c) show the results of using R2 g̃ and R2 Huo , respectively,
to define the weight parameter wii . When the elements of R2 Huo are used
for the weight parameter the improvement in signal-to-noise ratio (ISNR) is
5.33 dB, compared with an ISNR of 2.37 dB when R2 g̃ is used. We can conclude
from these results that using the noise free image Huo for the weight parameter
provides far better results.
Experiment 2. In practice, the original image uo is unknown. Therefore, in
this set of experiments we will approximate Huo using Hu to see if feedback, via
the upper-level variable, can improve restoration quality. For this experiment,
the original images are degraded using a 9 × 9 uniform blur and zero-mean
AWGN corresponding to a BSNR of 20 dB and 30 dB.
The results for this experiment are summarized in Table 6.1. The values of the
upper-level regularization parameter λ1 and the lower-level noise bound ξ were
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(a) Distorted Image - g
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(b)
Denoised image - g̃, (c)
Denoised image - g̃,
Weight=Rg̃, ISNR=2.37dB Weight=RHuo , ISNR=5.88dB

Figure 6.2 Subfigures (b) and (c) show a comparison of denoising performance when
using g̃ and Huo , respectively, for the diagonal weight matrix W2 . The Cameraman
image in Subfigure (a) is degraded by zero-mean AWGN of variance σv2 = 256, H = I.

chosen by trial and error to achieve best performance. The normalized noise
bound is denoted ξ/n. Comparing the Hu weight parameter with the g̃ weight
parameter, the results in the ISNR column of Table 6.1 confirm that using
Hu provides increased performance for all test images. When the Cameraman
image is degraded by noise with a BSNR of 20 dB, for example, the ISNR is
3.92 dB for the g̃ weight parameter, compared with an ISNR of 4.10 dB for the
Hu weight parameter.
Table 6.1
Performance of the proposed BLP method when using g̃ (no feedback), compared
with Hu (feedback), for the weight matrix W2 . Images degraded by 9 × 9 uniform
blur and zero-mean AWGN. Normalized noise bound denoted ξ/n.

BSNR
20 dB
20 dB
30 dB
30 dB

Weight
Lena
Cameraman
Phantom
pmtr. ISNR λ1
ξ/n ISNR λ1
ξ/n ISNR λ1
ξ/n
4.20 0.25 4.02 3.92 0.30 13.4 9.04
0.2 32.4
g̃
Hu
4.31 0.25 8.05 4.10 0.20 16.1 9.31 0.2 32.4
g̃
9.08 0.25 24.3 5.95 0.04 0.54 13.3 0.05 1.62
Hu
9.22 0.25 32.4 6.02 0.04 0.62 13.6 0.04 2.43
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6.4

Solving the BLP problem

In this section, the proposed BLP is reduced to a signal-level optimization problem, so that it may be solved using traditional optimization methods. Although
single level reformulations generally require a large computational effort, they
are capable of calculating global optimal solutions provided that some constraint qualifications can be satisfied. A dynamic system is then proposed for
solving the single level reformulation. Finally the stability and convergence of
the proposed dynamic system is tested experimentally.

6.4.1

Single level reformulation

The proposed BLP (6.10) can be reduced to a single level optimization problem
by using a penalty function approach. To begin, let us define the Lagrange
equation of the lower-level objective

g̃T Q2 g̃ + λ2 ξ − kg − g̃k22
,
c2
where λ2 ∈ R is the Lagrange multiplier. Furthermore, let us assume that
(1) λ1 Q1 + H T H and Q2 + λ2 I are positive definite, and
(2) the constraint region S = {u ≥ 0, g̃ ≥ 0,

ξ−kg−g̃k22
c2

≥ 0} is non-empty.

Since we have assumed that Q2 +λ2 I is positive definite, the lower-level objective
is convex and regular and, by the implicit function theorem, can be replaced
with its Karush Kuhn Tucker (KKT) conditions for optimality [227, 236]:
∇g̃ C(u, g̃) + λ2 ∇g̃ D(g̃, g) = 0,
λ2 D(g̃, g) = 0,

D(g̃, g) ≥ 0,

(6.20a)

λ2 ≥ 0.

(6.20b)
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Using the KKT conditions to replace the lower-level problem, the proposed
BLP (6.10) can be expressed as the following single level optimization problem:
min
(u,g̃)≥0

subject to

A(u, g̃),



∇g̃ C(u, g̃) + λ2 ∇g̃ D(g̃, g) = 0,





λ2 D(g̃, g) = 0,

(6.21)



D(g̃, g) ≥ 0,





λ ≥ 0.
2

The resulting problem is sometimes referred to as a mathematical program with
equilibrium constraints (MPEC). The problem in Eq. (6.21) is non-convex and
non-differentiable. Furthermore, the linear independence constraint qualification is not satisfied because complementary slackness is inherent in the KKT
conditions (6.20b). As a result, standard nonlinear optimization methods are
not guaranteed to find a correct solution [227]. Many techniques have been proposed for resolving this problem, including relaxation, penalty function, active
set identification, sequential quadratic programming (SQP), and interior point
methods [237].
As was done in [235], we propose to replace the KKT complementary constraints
(6.20b) with a penalty function that shares the same optimal values. Using the
FB function, the lower-level optimization problem can be approximated using
the following conditions [238, 239]:

∇g̃ C(u, g̃) + λ2 ∇g̃ D g̃, g = 0,

φ (λ2 , D(g̃, g)) = 0.

(6.22)

It follows that, the optimization problem in Eq. (6.10) can be approximated by:
A(u, g̃)


∇g̃ C(u, g̃) + λ2 ∇g̃ D(g̃, g) = 0,
subject to


φ λ2 , D(g̃, g) = 0.
min

(u,g̃,λ2 )≥0

(6.23)

Equation (6.23) could be solved using the Lagrange multiplier method and a
Lagrange multiplier vector in Rn+1 . The FB function φ is not continuously
differentiable for  = 0, however, so traditional smooth optimization methods
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are not guaranteed to find the optimal solution. Instead, the solution can be
obtained by solving the following convex optimization problem:
min
(u,g̃,g,λ2 )≥0

A(u, g̃)



subject to B(u, g̃, g, λ2 ) = 

∇g̃ C(u, g̃) + λ2 ∇g̃ D(g̃, g)
φ (λ2 , D(g̃, g))



2



(6.24)
= 0.

2

It is shown in Lemma A.5.3 that ψ(a, b) = kφ(a, b)k22 is a continuously differentiable merit function. Therefore, even if  = 0, the problem in Eq. (6.24)
is continuously differentiable and can be solved using traditional optimization
methods. Using Eq. (6.24), the single level reformulation can be expressed as
the following Lagrange equation:
L(u, g̃, g, λ2 , λ3 ) = A(u, g̃) + λ3 B(u, g̃, g, λ2 ),

(6.25)

where λ3 ∈ R+ is the Lagrange multiplier.

6.4.2

A dynamic system for solving the bi-level program

In this subsection, a dynamical system is used to solve the reformulated BLP (6.24).
To be concise, let us define z = [uT , g̃T , λ2 ]T so that the optimization problem
in Eq. (6.24) can be written as
min
z≥0

A(z),

subject to B(z) = 0,

(6.26)

and the Lagrange equation becomes
L(z, λ3 ) = A(z) + λ3 B(z).

(6.27)

Since the single-level reformulation of the BLP (6.26) is convex and continuously
differentiable, it can be solved using the following system of equations:


∂z
(6.28a)
τ1
= P1 z − α1 ∇z A(z) + λ3 ∇z B(z) − z,
∂t
∂λ3
τ2
= α2 B(z).
(6.28b)
∂t
where τ1 and τ2 are positive time constants, α1 and α2 are positive constants,
and P1 (x) = [max(x1 , 0), max(x2 , 0), · · · , max(xl+n+1 , 0)] is the projection of
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l+n+1
x = [x1 , x2 , · · · , xl+n+1 ]T onto the space R+
. It can easily be shown that

the equilibrium point (z∗ , λ∗3 ) of Eq. (6.28) satisfies the Lagrange conditions of
Eq. (6.26), see Lemma A.5.5 in Appendix A. Therefore, provided the system is
stable and reaches its equilibrium point, the solution of Eq. (6.26) is obtained
when the dynamic system (6.28) reaches steady-state. Note, an approximate
solution can be obtained close to the equilibrium point (i.e. before the system
reaches steady-state). This dynamic system could be implemented in hardware,
however, we solve it iteratively using the following discrete time approximations
of the derivative at time tn+1 :
τ1

∂z
z(tk+1 ) − z(tk )
≈ τ1
∂t
tk+1 − tk

and

τ2

∂λ3
λ3 (tk+1 ) − λ3 (tk )
≈ τ2
∂t
tk+1 − tk

To be concise, let zk+1 denote z(tk+1 ) and λk+1
denote λ3 (tk+1 ). Using a forward
3
Euler’s scheme, the discrete approximation of Eq. (6.28) is


zk+1 = (1 − τ3 )zk + τ3 P1 zk − α3 ∇z A(zk ) + λk ∇z B(zk ) , (6.29a)
λk+1
= λk3 + α2 τ4 B(zk ).
3

(6.29b)

where τ3 = (tn+1 − tn )/τ1 and τ4 = (tn+1 − tn )/τ2 .

6.4.3

Stability and convergence experiments

The stability and convergence of the proposed BLP method was tested by tracking the path of restored image pixels for different initial conditions. For this
experiment, the Cameraman image is degraded by a 9 × 9 uniform blur and
zero-mean AWGN (BSNR = 20 dB).
Figures 6.4(a) and 6.4(b) show the evolution of restored pixel u125,225 plotted
against denoised pixel g̃125,225 , for the same distorted image g, but different starting points u(t0 ) and g̃(t0 ). Note, u125,225 is the the pixel at row 125, column 225
in the 2-D representation of image u. If we follow each of the 3 plots from their
starting point (denoted by a circle ◦) until convergence (denoted with a cross
×) we find that, for all the experiments, both u125,225 and g̃125,225 converge to
the same solution. The evolution of pixels in u and g̃ depend on each other,
and on neighboring pixel values. For this reason the pixel traces are not always
smooth.

155

Image Restoration using Bi-level Programming

135

130
125

130

120
115

g̃125,225

g̃125,225

125

120

115

110
105
100
95
90

110

85
105
105

110

115

120

125

130

u125,225

135

140

145

80
80

150

90

100

110

120

u125,225

(a)

130

140

150

(b)

Figure 6.3 Subfigures (a) and (b) show how the intensity value of pixels u125,225 (t)
and g̃125,225 (t) evolve in relation to one another, starting from t = 0 (circle ◦) until
convergence (cross ×), for 3 different random initializations.
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Figure 6.4 This figures shows how pixels u152,157 , u198,198 and u78,78 evolve with respect
to iterations, for 5 different random initializations. Cameraman image is degraded
by 9 × 9 uniform blur, BSNR = 20 dB.

Figure 6.4 shows the time evolution of pixels u152,157 , u198,198 and u78,78 , as a
function of the iteration number, for 5 different initial conditions. Following the
trace of each pixel, it is clear that each pixel converges to the same corresponding
optimal value, regardless of how it is initialized.

6.5

Experimental methods and results

In this section, the ISNR performance of the proposed BLP method is tested experimentally and compared with other state-of-the-art image restoration meth-
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ods. These experiments are conducted using images of size 256 x 256 pixels from
the set of standard test images in Fig. A.1 of Appendix A. The upper-level regularization parameter λ1 is hand-tuned and the normalization constants c1 and
c2 are set to n. The sparsity basis R2 is the undecimated discrete wavelet transform (U-DWT); the Haar wavelet kernel is used here. When the noise bound is
set to ξ = 0, the lower-level objective does not make allowances for noise in the
degraded image and the constraint kg − Huk22 is strictly enforced. As a result,
the contribution of the regularizer is small, and very little noise is removed from
the image. Conversely, when the noise bound is set to ξ = nσv2 , as explained in
Section 6.3, the lower-level objective attempts to remove all of the noise from
g. Since it is impossible to remove all of the noise, this produces denoising
artifacts that reduce the quality of the restored image. For these experiments
we set ξ = 0.5nσv2 , which provides a good compromise.
After degrading each of the test images with a 9×9 uniform blur and zero-mean
AWGN corresponding to a BSNR of 20dB, the images are restored using the
proposed BLP approach. In addition, the degraded images are restored using
the ForWaRD method presented in [210], the TV majorization-minimization
(TV-MM) approach presented in [15], and the adaptive sparse domain selection
(ASDS) method presented in [240]. The Matlab R code for these methods
are available for download1 . The code for the spatially weighted TV method
(CGMK) presented in [241] was not available so only the published Lena and
Cameraman results could be used for comparison.
Table 6.2 presents the ISNR for each of the different methods. The upper-level
regularization parameter and normalized noise bound are also given, labeled
λ1 and ξ/n, respectively. The results show that the proposed BLP performs
well compared with other restoration methods, particularly on the more homogeneous Cameraman and Phantom images. The Cameraman image gave an
ISNR of 4.10 dB for the proposed method, whereas the method presented in
[241] yields an ISNR of 3.55 dB, which is the next best result. Because of the
prominent straight lines and smooth textures in the house image, the adaptive
1

http://www.csee.wvu.edu/~xinl/source.html
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Table 6.2
Comparison of ISNR performance for different restoration methods. Regularization
parameters denoted λ1 and normalized noise bounds denoted ξ/n. Images degraded
by a 9 × 9 uniform blur and zero-mean AWGN with BSNR = 20 dB.

Method

Lena
Cameraman
Phantom
Clock
Mandrill
House
Peppers
Moon
Boat

ASDS CGMK TV-MM FoWaRD
Proposed
[240] [241]
[15]
[210]
BLP
ISNR ISNR ISNR λ1 ISNR λ1 ISNR λ1 ξ/n
3.11
3.19
9.08
3.93
1.44
7.90
4.61
1.75
3.73

4.24
3.55
-

4.01
3.30
6.31
4.23
1.15
5.95
4.02
2.02
2.23

1.33
2.04
1.68
1.81
0.57
1.59
1.08
0.69
0.3

3.49
3.34
5.22
4.41
1.37
5.57
4.64
2.00
4.22

0.55
0.5
0.20
0.45
0.5
0.40
0.33
0.55
0.50

4.31
4.10
9.31
4.79
1.50
6.39
4.80
2.22
4.83

0.25
0.20
0.20
0.18
0.03
0.21
0.12
0.89
0.19

8.05
16.1
32.4
5.07
2.83
5.08
4.29
2.35
2.35

directional regularization method in [242] performs better for the house image. Applying adaptive directional regularization within the proposed method
is feasible and a good prospect for future study.
A visual representation of the restored Cameraman and Lena images is shown
in Figure 6.5. Comparing the degraded images in Fig. 6.5(b) and Fig. 6.5(f)
with the denoised images in Fig. 6.5(c) and Fig. 6.5(g), we can conclude that
the noise in the two images is noticeably reduced. Furthermore, no visible
blurring has been introduced by the denoising process. Comparing the denoised
images in Fig. 6.5(c) and Fig. 6.5(g), with the restored images in Fig. 6.5(d)
and Fig. 6.5(h), it can be concluded that much of the blurring is removed from
the restored image, without significantly amplifying the remaining noise.
Figure 6.6 shows a direct comparison of the images obtained using the TV approach presented in [15] and the proposed BLP approach to image restoration.
Since both methods use the same regularizer this provides a meaningful comparison. On close inspection, more fine details are restored by the proposed
approach. This is most evident when comparing image edges and the face of
the man. This improvement can be attributed to the fact that much of the
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(a) Original Lena

(b) Distored Lena

(c) Denoised Lena

(d) Restored Lena

(e) Original Cameraman

(f) Distorted Cameraman

(g) Denoised Cameraman

(h) Restored Cameraman

Figure 6.5 Results using proposed BLP approach to image restoration for Cameraman and Lena image. Images degraded by a 9 × 9 linear blur and zero-mean AWGN
with BSNR = 20 dB.
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image noise is removed in the denoising stage, thereby allowing more image
fidelity to be preserved in the restoration stage.

(a) Traditional TV-based image (b) Proposed BLP with TV regurestoration, ISNR=5.74.
larization, ISNR=5.94.

Figure 6.6 Visual comparison of the TV-MM approach and proposed BLP methods
for the Cameraman image. Image degraded by 9 × 9 linear blur, zero-mean AWGN
with BSNR = 30 dB.

6.6

Chapter summary

In this chapter, a bi-level programming approach to image restoration is presented that provides a formal framework for performing simultaneous deblurring
and denoising. This method calculates an adaptive regularization parameter
for the denoising problem, using noise bound estimates. A method for improving restored image quality, via feedback to the lower-level weighted quadratic
regularizer, is also presented. The proposed BLP is solved by reformulating
the problem as a single level optimization problem that can be solved using a
dynamic systems approach. It can be concluded that the proposed method offers improved performance compared to other state-of-the-art image restoration
methods.

Chapter

7

Conclusions and Future Research
7.1

Conclusions

The variational inequality (VI) is a powerful mathematical tool that has unified a range of equilibrium problems, including complementary problems, constrained optimization problems and fixed point problems. In this thesis, the VI
framework is exploited to solve the image restoration problem.
Finding a compromise between regularity (to reduce noise) and maintaining
image fidelity is one of the most significant problems associated with image
restoration. An excellent approach for calculating the regularization parameter, is to express the image restoration problem as a nonlinear optimization
problem with inequality constraints. However, it has traditionally been difficult to solve image restoration problems that have inequality constraints; as
a consequence, the majority of restoration methods simply approximate the
problem, or solve an unconstrained problem and choose the regularization parameter in an ad-hoc manner [13, 14, 34]. In Chapter 3, a VI approach to image
restoration was presented for solving nonlinear image restoration problems with
inequality constraints. The proposed method calculates an adaptive regularization parameter based on image content and degradations. Furthermore, the
proposed VI method is general, which means that it can be implemented using
state-of-the-art nonlinear penalty functions.
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A dynamic system was also presented in Chapter 3 to efficiently solve the proposed VI approach to image restoration. This dynamic system can be implemented in hardware for real-time applications, or solved iteratively using
a discrete-time approximation. For problems that have very little noise, the
adaptive regularization parameter becomes large, which can cause the dynamic
system to become ill-conditioned. Therefore, a modified version of this dynamic
system is presented to increase stability and convergence. Results confirm the
superiority of the modified dynamic system in terms of rate of convergence.
The optimal value of a regularization parameter depends on image content.
Therefore, the quality of restored images can be improved by using a different
regularization parameter for each image region. In Chapter 4, a VI approach
to region-based image restoration was presented, to calculate an adaptive regularization parameter for each image region. Inequality constraints are again
utilized to accurately define the image restoration problem. Using compressive
sampling (CS) theory, the proposed method is also able to increase the quality
of restored images by performing selective deconvolution of transform domain
image coefficients. This has the effect of removing noise from smooth image
regions, without adversely affecting the restoration of edges
The VI approach to image restoration was extended for multi-frame image
restoration problems in Chapter 5. When multiple degraded images of the
same scene are available, the correlations that exist between the images can
be exploited to improve restored image quality. However, most multi-frame
restoration methods are not useful if there are differences between the ideal image representations. In Chapter 5, a VI approach to multi-frame restoration was
introduced that simultaneously restores multiple images, despite image disparities. To exploit inter-image correlations, extended isotropic and anisotropic TV
regularizers were proposed. These regularizers are shown to increase restoration
performance by penalizing inter-image differences. Furthermore, the VI formulation calculates an adaptive regularization parameter for each image, based on
image content and degradations. To control the amount of inter-image regularization, adaptive hyper-parameters are estimated using a Bayesian joint max-

Conclusions and Future Research

162

imum a posteriori (MAP) approach. The MAP approach is shown to provide
good hyper-parameter estimates.
Regularization terms introduce degradations such as smoothing and blocking
artefact’s so, ideally, the weighting of these terms should be minimized. If the
amount of noise in the degraded image can be reduced before performing image
restoration, however, less regularization is necessary and image fidelity can be
increased. In Chapter 6, a bi-level programming approach to image restoration
was presented, that provides a formal framework for performing simultaneous
deblurring and denoising of degraded images. Although the problem of removing noise is in itself difficult, and can introduce image degradations, a weighted
quadratic regularizer was proposed to provide feedback between the upper- and
lower-level objective functions of the BLP. This feedback loop was shown to
provide increased performance, giving more accurate edge information to the
lower-level problem for improved denoising.

7.2

Future research

The BLP approach to image restoration produced promising results and there
are four promising ways in which this research could be further developed: 1)
an adaptive regularization parameter could be calculated for the upper-level
objective function, 2) blind image restoration could be performed using the
BLP framework, 3) a weight-based merit function could be utilized for BLP, as
opposed to the FB merit function, or 4) directional denoising could be performed
in the lower-level objective using the upper-level variable.
Although the BLP approach to image restoration, proposed in Chapter 6, is
able to calculate an adaptive regularization parameter for the lower-level denoising problem, the upper-level regularization parameter is simply chosen by
the user. To automatically determine this regularization parameter, like the
lower-level denoising problem, the upper-level problem could also be expressed
as a constrained optimization problem with inequality constraints. Choosing
the bound for the upper-level problem would be more difficult, however, as it
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would require a model to describe how much additional noise could be removed
by the upper-level objective without introducing additional degradations.
The BLP framework could also be utilized for blind image restoration. For
example, the lower-level objective could be used to calculate the blurring kernel
and the upper-level objective could be used to perform standard regularized
image restoration. There are many methods that attempt to simultaneously
calculate both the blurring kernel, and the restored image, but we are not
aware of any that exploit bi-level programming.
It could also be highly beneficial to implement the proposed BLP approach to
image restoration using a weight-based merit function, as opposed to the FB
merit function. A possible candidate for this would be
φ(a, b) = aT W b,

where

wii =

(bi + |bi |)(ai + |ai |)
,
ai + |ai | + bi + |bi | + 

(7.1)

where  is a small positive regularity constant, W is the diagonal matrix with
diagonal elements wii and ai is an element of vector a. It should be clear that
φ(a, b) = 0

⇔

a ≥ 0,

b ≥ 0,

aT b = 0.

This weight-based merit function could be used to replace the FB merit function
in Chapter 6, which might result in a simpler and more efficient solver for the
bi-level program.
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A.1

Introduction

In this chapter, important supplementary information is presented. First, information about the test images used in experiments will be given. Important
proofs and theorems will then be divided into sections based upon on their relevance to each chapter. To conserve space, some results have also been moved
to this appendix according the chapter they appeared in.
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Standard test images

In this section two sets of standard test images are presented. The first is
referred to as the set of standard test images, since they are very common in
image processing literature. Although many of these images were originally in
color, for this thesis the set is comprised only of the grayscale representations
and all of the images have been resized to 256 × 256 pixels. These images are
available for download from many different websites, including:
www.imageprocessingplace.com/root_files_V3/image_databases.htm.
In Chapter 5, images that had been captured from different vantage points were
used to perform multi-frame image restoration. The images for these experiments were obtained from http://vision.middlebury.edu/stereo/data/.
Although the original images are in color, for this thesis the images were converted to gray-scale using Matlabs rgbtogray function. These images have dimensions 370 × 443.
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(a) Lena

(b) Cameraman

(c) Phantom

(d) Runway

(e) Mandril

(f) House

(g) Peppers

(h) Moon

(i) Clock

(j) Boat

Figure A.1 Standard test images, 256×256 pixels.
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(a) Lamp View 1

(b) Lamp View 2

(c) Lamp View 3

(d) Middlebury view 1

(e) Middlebury view 2

(f) Middlebury view 3

(g) Bowling view 1

(h) Bowling view 2

(i) Bowling view 3

(j) Book view 1

(k) Book view 2

(l) Book view 3

(m) Flowerpot view 1

(n) Flowerpot view 2

(o) Flowerpot view 3

Figure A.2 Middlebury test image sets.
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A.3

Chapter 3

In this section, we prove important results that are used to formulate the variational inequality (VI) approach to image restoration.
The image restoration problem and saddles points. Given convex functions R : Rl → R and G : Rl → R, and vector u ∈ Rl , the proposed VI approach
to image restoration solves the following general nonlinear convex program:
min R(u) subject to

G(u) ≤ 0,

∀u ≥ 0.

(A.1)

Furthermore, the Lagrange equation of the Eq. (A.1) is given by
L(u, λ) = R(u) + λG(u),

(A.2)

where λ ∈ R+ is the Lagrange parameter.
Equivalence of the VIP and the NCP. It was shown in Chapter 3 that, u∗
is a solution to the NCP in Eq. (A.1) if and only if there exists a λ∗ ≥ 0 such
that


T 


∗
∗
∗
 u − u∗
∇R(u ) + λ ∇G(u ) ≥ 0,

∀u ≥ 0,

(A.3a)




∀λ ≥ 0.

(A.3b)

(λ∗ − λ)G(u∗ ) ≥ 0,

Solution of dynamical system. Here we show that the solution of the VIP
(and hence the image restoration problem) coincides with the steady-state solution of the following dynamic system:



du


τ1
= P1 u − α1 ∇R(u) + λ∇G(u) − u,
dt


dλ


 τ2
= P1 λ + α2 G(u) − λ,
dt

(A.4a)
(A.4b)

Lemma A.3.1 The equilibrium point of Eq. (A.4) satisfies the conditions in
Eq. (A.3). Therefore, provided the system is convergent, the solution (u∗ , λ∗ )
of Eq. (A.3) is obtained when this system reaches steady-state.
Proof The dynamical systems in Eq. (A.4) reaches steady-state when


∂u
= P1 u − α1 ∇R(u) + λ∇G(u) − u = 0,
τ1
∂t


∂λ
τ2
=
P1 λ + α2 G(u) − λ
= 0.
∂t

(A.5)
(A.6)
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T
Recall, P1 (u) = max(u1 , 0), max(u2 , 0), · · · , max(ul , 0) . Therefore, it can
easily be verified that the dynamical system reaches steady-state if and only if
∇R(u) + λ∇G(u) = 0,

∀u ≥ 0,

(A.7)

λG(u) = 0,

∀λ ≥ 0.

(A.8)

It follows that, at steady-state the dynamical system satisfies the KKT conditions of the NCP in Eq. (A.1) and equivalently the VIP in Eq. (A.3) 

(a) degraded Lena, MSE=164, (b) restored
MAE=8.26
MAE=9.00

(c) degraded Cameraman

(d) restored
MAE=10.3

(e) degraded Phantom

(f) restored
MAE=6.13

-

-

MSE=243,

MSE=363.2,

-

MSE=334

Figure A.3 Restored images for TV-l2 -g̃, 9x9 uniform blur, BSNR=30dB
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A.4

Chapter 5

In this section, important support information from Chapter 5 is presented.
In particular we prove that, under certain conditions, the amount of noise in
multiple degraded images can be reduced by simply averaging the images.
Lemma A.4.1 Let gi ∈ Rn , uoi ∈ Rl and vi ∈ Rn be lexicographically ordered
vectors representing the i-th, distorted image, ideal image and noise vector,
respectively. Furthermore, let Hi ∈ Rn×l denote the blurring matrix of the i-th
image. If exposure settings, illumination, camera position and image blurring
are identical, then we can assume that the underlying blurred images will also
be identical, H1 uo1 = H2 uo2 = . . . = Hr uor . It can easily be shown that, if the
images have been degraded by zero-mean AWGN, then an improved image can
be obtained by simply averaging the images.

Proof It follows from the linear image degradation model that the average of
r degraded images can simply be written
g1 + g2 . . . + gr
H1 u1 + H2 u2 . . . + Hr ur v1 + v2 . . . + vr
=
+
.
r
r
r

(A.9)

Since H1 uo1 = H2 uo2 = . . . = Hr uor , this can simply be written
gavg = H1 u1 + vavg ,

(A.10)

where gavg and vavg represent the averaged images and noise, respectively. It
is well known that, if the distribution of a random variable is zero-mean, then
the sample-mean will approach zero as the sample-size increases. In terms of
image noise, we can say that the variance of the noise in the averaged image it
is inversely proportional to the number of degraded images σv2 avg = σv2 /r. 
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Figure A.4 The disparity matrix should be designed to fill-in missing information
caused by occlusions.

Figure A.5 The disparity matrix should be designed to account for mapping conflicts,
where multiple pixels map to the same location.
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A.5

Chapter 6

In this section, information relevant to the proposed bi-level programming (BLP)
approach to image restoration is presented. In particular we prove important
properties of the Fischer-Burmeister (FB) function, and show how the proposed
dynamic systems solves the proposed BLP.
Lemma A.5.1 The FB function,
√
φ(a, b) = a2 + b2 − (a + b),

(A.11)

is a nonlinear complementary problem (NCP) function that satisfies the relation
φ(a, b) = 0

⇔

a ≥ 0,

b ≥ 0,

ab = 0.

Proof It follows immediately from the FB function (A.11) that given φ(a, b) = 0:
If a = 0,

then

φ(0, b) = |b| − b = 0. Therefore,

b ≥ 0 and ab = 0.

If b = 0,

then

φ(a, 0) = |a| − a = 0. Therefore,

a ≥ 0 and ab = 0.

Furthermore if φ(a, b) = 0, then
√

a2 + b2 = (a + b).

Taking the square of both sides leads to
a2 + b2 = a2 + 2ab + b2 .
Therefore, 2ab = 0 or ab = 0. 
Lemma A.5.2 The perturbed FB function
√
φ(a, b) = a2 + b2 + 2 − (a + b),

(A.12)

satisfies the relation:
φ(a, b) = 0

⇔

a > 0,

b > 0,

ab = .
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Proof It follows immediately from the perturbed FB function (A.12) that for
φ(a, b) = 0,
√

a2 + b2 + 2 = a + b.

Taking the square of both sides leads to
a2 + b2 + 2 = a2 + 2ab + b2 .
Therefore, when φ(a, b) = 0
 = ab.
Noting that, by definition,  > 0 and substituting  = ab back into the original
p
problem, we obtain (a + b)2 − (a + b) = 0. Therefore, since  = ab > 0, if
φ(a, b) = 0, then a > 0 and b > 0. 
Lemma A.5.3 The merit function ψ is a continuously differentiable.

Proof Following the proof given in [243], direct computation of the derivative
yields




a
∇a ψ(a, b) = √
− 1 φ(a, b),
a2 + b2


b
∇b ψ(a, b) = √
− 1 φ(a, b).
a2 + b2
It should be obvious that:
√

a
≤1
+ b2

a2

and

√

b
≤ 1,
+ b2

a2

(i.e. uniformly bounded) and φ(a, b) → 0 as (a, b) → (0, 0). Therefore, we have
∇a ψ(a, b) → 0 and ∇b ψ(a, b) → 0 as (a, b) → (0, 0). This means that ψ is
continuously differentiable everywhere. 
Lemma A.5.4 The global minimum of the merit function,
1
ψ(a, b) = |φ(a, b)|2 ,
2
is the solution of the NCP.

(A.13)
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Proof By inspection it is obvious that ψ(a, b) =

1
|φ(a, b)|2
2

≥ 0. Therefore

ψ(a, b) = 0 is the global minimum. Furthermore, it has already been proven in
Lemma A.5.1 that φ(a, b) = 0 when a ≥ 0, b ≥ 0, ab = 0 (which is the solution
to the NCP). Therefore, the global minimum of the merit function ψ(a, b) is the
solution to the NCP. 
Lemma A.5.5 The dynamical system in Eq. (6.28) solves the reformulated
BLP in Eq. (6.26).
Proof At the equilibrium point (z∗ , λ3 ∗ ) the dynamical system must satisfy the
following Lagrange conditions for optimality:
∇z A(z) + λ3 ∇z B(z) = 0,

and

B(z) = 0.

By definition, the optimum is achieved when:


∂z∗
∂λ3 ∗
∗
∗
∗
∗
= P1 z −α1 (∇z A(z )+λ3 ∇z B(z )) −z = 0, and
= α1 B(z∗ ) = 0.
∂t
∂t
where P1 (x) = [max(x1 , 0), max(x2 , 0), · · · , max(xl+n+1 , 0)] is the projection of
x = [x1 , x2 , · · · , xl+n+1 ]T onto the space Rl+n+1
.
+
By inspection, it should be clear that for

∂z∗
∂t

= 0, z∗ ≥ 0 . Since α1 > 0, it

follows that:
for

z∗ = 0,

∇z A(z∗ ) + ∇z B(z∗ ) ≤ 0,

for

z∗ > 0,

∇z A(z∗ ) + ∇z B(z∗ ) = 0.

Since α2 > 0, when

∂λ3 ∗
∂t

= 0 then B(z∗ ) = 0. Since the Lagrange conditions are

satisfied at the equilibrium point of the dynamical system, provided the system
is stable and convergent, the dynamical system (6.28) solves the reformulated
BLP (6.26). 
Lemma A.5.6 Given a vector x = [x1 , x2 , · · · , xk ]T , the l1 norm of x can be
expressed as a weighted quadratic regularizer.

Proof The l1 norm is defined by
kxk11 = sgn(x)T x,

(A.14)

175

Supporting information.

where sgn is the signum function. Furthermore,


x1 x2
xk
sgn(x) =
,
,··· ,
,
|x1 | |x2 |
|xk |
therefore the l1 norm can be expressed using the following weighted quadratic
norm:
kRgk11 = xT W (x)x,

(A.15)

where W (x) ∈ Rk×k is a diagonal weight matrix with the i-th diagonal element
wii being given by wii = 1/|xi |. 
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