The traditional reinforcement learning (RL) methods can solve Markov Decision Processes (MDPs) online, but these learning methods cannot effectively use a priori knowledge to guide the learning process. The exploration of the optimal policy is time-consuming and does not employ the information about specific issues. To tackle the problem, this paper proposes heuristic function negotiation (HFN) as an online learning framework. The HFN framework extends MDPs and introduces heuristic functions. HFN changes the state-action dual layer structure of traditional RL to the triple layer structure, in which multiple heuristic functions can be set to meet the needs required to solve the problem. The HFN framework can use different algorithms to let the functions negotiate to determine the appropriate action, and adjust the impact of each function according to the rewards. The HFN framework introduces domain knowledge by setting heuristic functions and thus speeds up the problem solving of MDPs. Furthermore, user preferences can be reflected in the learning process, which improves the flexibility of RL. The experiments show that, by setting reasonable heuristic functions, the learning results of the HFN framework are more efficient than traditional RL. We also apply HFN to the air combat simulation of unmanned aerial vehicles (UAVs), which shows that different function settings lead to different combat behaviors.
Introduction
Traditional reinforcement learning (RL) algorithms such as Q-learning [1] and Sarsa learning [2] - [4] can solve Markov Decision Processes (MDPs); nevertheless, they do not optimize the problem solving process based on specific solution space. This makes the exploration of the learning process sightless. Traditional RL algorithms maintain and update a group of mappings from the state space to the action space, which lead to high coupling between the two spaces. The direct mapping structure from states to actions lacks flexibility and leaves no space to introduce a priori knowledge. The independence of domain information is an important advantage of RL, but incapability of utilizing domain knowledge is also its weakness. In the cases RL applies, the knowledge of the problem is usually incomplete, but incomplete knowledge is better than knowing nothing. Completely ignoring domain information can cause the learning algorithms inefficiency. Dietterich presented the MAXQ hierarchical RL method, which is based on a semi-Markov decision process (SMDP) [5] - [7] . MAXQ employs user knowledge by a layered approach, and it divides the overall learning task into a number of reusable sub-Markov decision processes to speed up the learning. However, in practical problems, many decision-making processes are difficult to break down into several sub-processes. For instance, in the air combat behavior learning domain, UAVs repeat different maneuvers constantly and various action combinations are constantly changing, so it is difficult to divide the fighting process into a number of sub-processes accurately. Multi-task RL has attracted great attention in the field of machine learning lately [8] - [12] . Multi-task RL introduces the idea of multi-task into RL to achieve the near-optimal policy with fewer samples. By identifying and reusing common knowledge in different tasks, multi-task RL manages to accomplish multiple learning tasks more efficiently. However, the user knowledge and preferences still cannot be employed in multi-task RL.
Heuristic search relies on the specific information about the problem to guide the search into the most promising direction. Using heuristic information can improve the search speed effectively. Different from the traditional procedure of RL, we introduce the heuristic search to the solving processes of MDPs and present the Heuristic Function Negotiation (HFN) framework. By setting multiple heuristic functions, HFN changes the traditional dual layer mapping to a triple layer structure which maps from the states to the heuristic functions first, and then maps from the heuristic functions to the actions. Users can construct heuristic functions according to the characteristics of the problems, which indicate the directions that the users want the learner to explore preferentially. The HFN framework employs domain knowledge and thus speeds up the solving process of a MDP.
In the HFN framework, heuristic functions are the motive for choosing an action, and the impact of one or more heuristic functions leads to a preferential attempt of some action. Besides the improvement of the learning speed, we also point that HFN will degenerate into traditional RL only when there is no knowledge to set the heuristic functions. This shows that HFN is more generalized and flexible than classical learning methods. Regarding the weakness of existing RL algorithms, we thus propose two new algorithms within the HFN framework: HFN-unique and HFN-voting.
In experiments, we use the Taxi Domain problem to test the algorithms, and contrast the performance of HFN to traditional RL to show its efficiency.
We also employ a practical application, the 1vs1 air combat simulation of unmanned aerial vehicle (UAV), to show the effect of HFN. Air combat simulation is a complex modeling application and making UAVs act like the human pilots through RL is a challenging problem. By setting different heuristic functions, dissimilar strategies are reflected in the behaviors of the UAVs. Our work helps to achieve the goal of UAV autonomous air combat.
Theoretical Background

Markov Decision Process
The Markov decision process (MDP) is the theoretical basis of RL [13] , [14] . A MDP is a tuple defined by (S , A, P, R, γ, D), where S is the space state, and A is the action space of the process. P is the transition function, where p(s, a, s ) represents the probability of transiting from s to s by taking action a. R is the reward function, and r(s, a) represents the reward when action a is taken in the state s. γ, a real number between 0 and 1, is the discount factor for future rewards. D represents the initial state distribution. For a MDP, the strategy π : S → A is a group of mappings from the states to the actions, π(s) represents the action selection in state s.
Reinforcement Learning
Reinforcement learning is an important branch of machine learning, which improves its strategy through continuous interactions with the environment. The task of RL is to learn a group of mappings from the states to the actions, so that the system can receive the largest cumulative rewards from the environment. Distinct from supervised learning techniques, RL does not require tagged training samples and learns the optimal strategy through constantly trying optional actions in the interaction [15] , [16] .
In RL, when some action a t is taken in state s t , the learner will receive a reward r t and the system will transfer to the next state. This process is repeated and produces a series of states, actions and rewards. The learners task is to learn a strategy π that maximizes the sum of these discounted rewards r 0 + γr 1 + γ 2 r 2 + · · · , 0 ≤ γ < 1. We define
γ i r t+i , and the aim of learning is to maximize V π (S t ). The optimal strategy can be thus expressed as
Q-learning
Q-learning is a model-free RL algorithm, which was first proposed by Watkins [17] . The Q-learning algorithm can learn the strategy from the environment directly instead of modeling the state transition function and the reward function. According to the theory of dynamic programming, the best strategy in the current state s can maximize the sum of the current reward r(s, a) and the discounted optimal value function V * of the successor state. This can be written as
where δ(s, a) represents the successor state after taking action a. However, the value function V is usually difficult to learn directly, and therefore the Q function is introduced:
The optimal strategy in state s can be rewritten as:
After the learner receives the reward, the Q value is updated according to the following formula:
where α represents the learning rate; s is the next state and a is the next action. Q-learning is widely considered as one of the most effective RL algorithms, and is currently the most widely used RL algorithm.
Heuristic Search
Heuristic search is an active research branch of artificial intelligence. It uses the heuristic information of the problem to guide the search, in order to narrow the search range and reduce the complexity of the search process [18] , [19] . As people always want to try the most promising search direction first, heuristic search methods need to measure the approach degrees between the ultimate goal and each optional next step. The most common method is to define a heuristic function, also referred to as evaluation function, to calculate every optional search direction and find the most promising one.
Heuristic Function Negotiation Framework
Heuristic Function Negotiation Framework has three key elements. One is heuristic Markov decision process which is the basis of HFN, another is a new definition of heuristic function, and the other is consists of specific learning algorithms. We present two algorithms which are HFN-unique and HFN-voting to implement action selection and Q value update within HFN.
Heuristic Markov Decision Process
We first extend the Markov decision process to the heuristic Fig. 1 Triple layer mapping structure of HMDP. The first layer is the state set S , the heuristic functions form the second layer, and the third is the action set A. π 1 is the mapping from states to heuristic functions and π 2 is the mapping from heuristic functions to actions.
Markov decision process (HMDP). We formalize a HMDP as a tuple (S , H, A, P, R, γ, D)
, where S is the set of states as in MDP, H is the set of heuristic functions, and A is the set of actions. The other symbols are the same as those defined in MDP. For a HMDP, the strategy π can be written as π = π 1 π 2 , where π 1 : S → H is the mapping from states to heuristic functions, and π 2 : H → A is the mapping from heuristic functions to actions. π 2 can be implemented by setting heuristic functions according to the actual problem. π 2 (π 1 (s)) represents the action selection in state s. In other words, the action selection of a HMDP is divided into two steps: the first step is to determine the heuristic functions according to the current state; the next step is to select action based on heuristic functions.
The HFN framework changes the traditional dual layer mapping structure to triple layer structure by introducing heuristic functions. Shown in Fig. 1 , in HFN the states map to the heuristic functions first and then the functions map to the actions. The HFN framework introduces a priori knowledge by adding a step in the action selection.
For traditional methods such as Q-learning, the task is to learn the value of Q(s, a). However, in the HFN framework, what the learner needs to learn is the value of Q(s, h) which represents the importance of the heuristic function h in state s.
Boolean Heuristic Function
In this paper we use heuristic functions which return Boolean values. Each heuristic function simply returns whether an action is worth exploring in state s based on its heuristic information, but do not give the gradient. A Boolean heuristic function h ∈ H can be defined as: s ∈ S is the current state, a ∈ A is the current action, h(s, a) = true means that function h supports that action a should be explored preferentially in state s. On the contrary, h(s, a) = f alse means that h does not agree with the preferential exploration of action a. In practical applications, the next exploring directions given by different Boolean heuristic functions are likely to be inconsistent, and we will solve the problem by negotiation algorithms in the HFN framework.
Based on their respective rules, these algorithms allow different heuristic functions to give different degrees of influence.
For traditional RL problems, the setting of the Boolean heuristic functions can take the following form: each action in A corresponds to a basic heuristic function which returns true if and only if the parameter a of h(s, a) is equal to the corresponding action. In addition to the basic functions, the user can set several others based on domain knowledge and user preferences. These functions have more flexible relation with the actions than the basic ones. For example, in the air combat simulation, each basic action such as pull, dive, accelerate, decelerate, etc. has a corresponding basic heuristic function. Apart from these, several others can be set, such as the function which leads to active combat behavior or that which leads to self-preservation behavior. All these functions will negotiate to select the appropriate action.
HFN-unique Algorithm
There is only one heuristic function that directly impacts action selection in the HFN-unique algorithm. This function is selected with a probability which has a positive correlation to the corresponding Q(s, h). The way of choosing the function is similar to the action selection in traditional RL. This selected function h decides the next action a, and then the learner takes a and receives reward r from the environment. In each time step, reward r is only used to update the Q value of the selected function h.
In the HFN-unique algorithm, the form of Q function in Eq. (3) changes to
where a = π 2 (h). The optimal strategy in state s can be expressed as:
The update equation of the Q value in the Eq. (5) is rewritten as:
The pseudo code of the HFN-unique algorithm is shown in Algorithm 1. while s is not the terminal state do 6) choose h according to s using policy h = π 1 (s); 7)
choose a according to h using policy a = π 2 (h); 8) take action a, and observe r, s ; 9)
end while 12) end for
HFN-voting Algorithm
Similar to the HFN-unique algorithm, the task of the HFNvoting algorithm is also to learn Q(s, h). While the difference between the two is that the HFN-voting algorithm does not choose the unique heuristic function to decide the next action, but let multiple heuristic functions to participate jointly in the action selection process. The weight of each function in the action selection has a positive correlation to its Q value. In the human decision-making process, a rational decision-making is often the result of comprehensive consideration of various factors; in the HFN-voting algorithm, we also use this procedure and we call it "voting mechanism". Accordingly, the reward r for taking the selected action a is also given to all functions that vote for a to update their Q(s, h) values.
If we define w(s, h) as the voting weight of a heuristic function, the total number of votes for an action a can then be expressed as
The w(s, h) function can be set according to the practical problem in question. Two concrete expressions of w(s, h) will be given in the Sect. 4 and Sect. 5. The action that wins the most votes will be executed. The essence of the voting mechanism is to balance various factors in the action selection process, and the value of Q(s, h) affects the power of each function. In the HFN-voting algorithm, we replace the Q function in Eq. (3) by
where arg max a vote(a) represents the action that wins in the voting. Then the approximate optimal strategy in state s can be expressed as
The update formula of the Q value in the HFN-voting algorithm is the same as Eq. (8), with the difference that every heuristic function that votes for the winner action can receive the reward r. So that probably there is more than one Q value being updated in one time step. The pseudo code of the HFN-voting algorithm is shown in Algorithm 2.
In both algorithms, there may be a conflicting situation between the results of different heuristic functions, and the learning process may have distinct trends of action selection. The negotiation mechanisms of the two algorithms are different: In the HFN-unique algorithm, although contradictions may exist between different heuristic functions, only one heuristic function will be the final choice. However, in the HFN-voting algorithm, conflicting heuristic functions will take part in the voting simultaneously, and the impact take action a, and observe r, s ; 8)
for each h that votes a do 9)
10) s ← s ; 11) end for 12) end while 13) end for of each function depends on the voting weight w(s, h).
The Relationship between HFN and Traditional RL
Ordinary RL approaches can be seen as the degenerate form of the HFN framework. If the user only sets the basic heuristic functions corresponding to each action without any additional one, the HFN framework will degenerate to the traditional dual layer mapping RL. In other words, if and only if there is no a priori knowledge, HFN will degenerate into the ordinary approach. This shows that HFN is a more generalized framework than ordinary RL.
The HFN framework can be applied not only to the tabular RL, but also to RL with function approximation. In this case, approximation techniques are employed to represent the mappings from states to heuristic functions, and the traditional S → A function estimation is replaced by S → H.
Experimental Results
We first use a familiar example to demonstrate the effectiveness of the HFN framework. Figure 2 shows a 5 × 5 grid world with a taxi [20] , [21] . In this environment, there are four landmarks, respectively labeled as R (red), B (blue), G (green) and Y (yellow). We use episodic RL in the taxi domain. In each episode, the task begins with the taxi in a random location and a passenger at a random landmark. The passenger is destined for one of the landmarks (also chosen randomly). To finish the task, the taxi should navigate to the location where the passenger is, pick up the passenger, navigate to the destination, and then put down the passenger. In order to unify the description, if the passenger is at the destination initially, the pickup action and the putdown action are likewise needed.
Each episode ends up when the passenger gets to his destination. There are six optional actions in the whole process, which include the navigation actions: east, west, north and south, as well as the pickup action and the putdown action. The learner will receive a +20 reward when reaching the destination, receive a −10 penalty when taking pickup action or putdown action at the wrong time, and receive −1 in other cases. The navigation actions that let the taxi hit the wall will not change the state, but cost −1.
We compare the effectiveness of the HFN-unique algorithm and the HFN-voting algorithm against Q-learning. The experimental results are the average of 100 runs. In the first set of experiments, we totally set 9 heuristic functions according to the procedure mentioned in Sect. 3.2. The first 6 functions are basic functions, corresponding to the six actions. Other functions are set according to domain knowledge to guide the learning process, whose heuristic directions are, respectively, to approach the passenger, to approach the destination and to avoid hitting the wall. The setting of the heuristic functions is shown in Table 1 .
We let the learner learn 1000 episodes each run. For all these algorithms, the learning rate α = 0.2 and the discount factor γ = 0.95. The voting weight function w(s, h) of the HFN-voting algorithm is defined by 
where the coefficient λ = 3. Figure 3 shows the results, in which the abscissas represent the number of episodes, and the ordinates in (a) and (b) represent the total actions and the rewards per episode, respectively. From Fig. 3 (a) we see that the performances of the HFN-unique algorithm and the HFN-voting algorithm are both beyond Q-learning.
In the case of running the same number of episodes, these two new algorithms use fewer actions. The performance of HFN-voting is especially prominent, and we can see that the voting mechanism is an effective way for action selection. The main advantage of the HFN-unique algorithm is reflected in the initial stage. From Fig. 3 (b) we can see that although each algorithm could get a total reward close to 20 per episode after a sufficient time, HFN mechanism obviously learned faster in the initial stage, which shows that the introduction of heuristic information speeds up the learning progress.
To show the difference when setting distinct heuristic functions, we compared the performances of the HFNvoting algorithm with two sets of functions. This time we totally set eight heuristic functions which are identical to the first eight functions in Table 1 . The parameters and voting weight function were also the same as in the previous experiment. Table 2 gives the comparative results of the HFNvoting algorithm using 9 functions and 8 functions. We can 
be initiative to combat (s, a) ∈ {(s, a)| a let UAV point to the enemy or narrow the height difference in state s} 8 protect itself (s, a) ∈ {(s, a)| a let the UAV try to avoid being attacked in state s} see the algorithm using 8 heuristic functions learned more efficiently, which showed that the setting of 8 functions was more reasonable. The 9 functions case was less efficient, because the ninth heuristic direction, avoid hitting the wall, was not directly related to the learning target. Also, avoiding hitting the wall was easy to learn for the learner, in other words, even if we did not set this heuristic function, the learner would learn it soon on its own. As can be seen from this example, the introduction of superfluous, unimportant heuristic information can reduce the learning efficiency. Because the selection of heuristic functions has a significant impact on the learning results, a reasonable set of functions is the important factor to achieve good performance within the HFN framework.
UAV 1vs1 combat simulation
In this section, we will use a complex practical application to show the different impacts on the learning results when setting different heuristic functions in the HFN framework. Air combat simulation is a complex modeling application. Giving the self-learning ability to the UAVs in the computer simulation system and making them act like the human pilot through RL, is a challenging problem. We use the function approximator in HFN to learn with 8 features, which are the deviation angle, the detachment angle, the relative distance, the angle of velocity vectors, the square of speed, the squared difference of speeds, the flight altitude and the height difference. See [22] for the precise meanings of these features.
In the air combat problem, a UAV can take six basic actions, including horizontally accelerate, horizontally decelerate, turn left, turn right, pull up and dive. In the case of trailing the other one, the UAV is able to launch an offensive when the following requirements are met simultaneously: (i) the relative distance is less than 10 km, (ii) the angle between the velocity vector of the UAV and the position vector from this UAV to the other one is less than 30
• , and (iii) the angle of the two velocity vectors is less than 40
• . We assume each attack has a hit rate of 70% and hitting the enemy will get a positive reward. On the contrary, the one being hit will receive a negative reward. Figure 4 shows the screenshot of our simulation system. We set 8 heuristic functions according to the procedure mentioned in Sect. 3.2. The first six are basic functions, cor- responding to the six actions. The other two were set based on user preferences, in order to encourage initiative fighting and self-preservation respectively. The setting of heuristic functions is shown in Table 3 . We changed the original HFN-voting algorithm to make the value function not to be represented in tabular form, but using function approximation. In the function approximation, we have adopted incremental Feature Dependency Discovery (iFDD), which is a recently proposed online linear function approximation technique with binary features [14] . iFDD discovers feature dependencies incrementally by defining new features in low dimensional subspaces of the whole state space. We did the simulation experiments two times using the modified HFN-voting algorithm. In the first experiment, we set a higher weight for the function whose heuristic direction was initiative to combat, in order to make the two UAVs more aggressive. In contrast, in the second experiment, we set a higher weight for the function whose heuristic direction was self-preservation, which made the UAVs more cautious and more inclined to protect themselves. The specific setting of the weighting function for the UAV combat simulation is as follows
where the coefficients λ = 3 and β = 5 in the simulation. encourage(h) is a Boolean function used to indicate whether h has the heuristic direction we want to encourage. For instance, in the first experiment, encourage(h) = true if and only if the heuristic direction of h was initiative to combat; in the second experiment, encourage(h) = true when the heuristic direction of h was self-preservation. As shown in Fig. 5 and Fig. 6 , curves represent the trajectories and the ends of the curves mark the current positions of the UAVs. In the two simulation experiments, we all got the flight paths which were analogous to the paths produced by human pilots, and the settings of heuristic functions significantly affected the behavior in air combat. In  Fig. 5 , the two UAVs attacked each other constantly, and the flight paths were intertwined. However, in Fig. 6 the UAVs tried to prevent being attacked, and the flight paths were not intertwined. The simulation shows that the different aims of the functions are reflected in the learning process. This feature of the HFN framework is especially useful in applications such as military simulations, in which the behavior needs to change according to the strategy.
In order to objectively evaluate the efficiency of HFN, Fig. 7 The distribution of pursuit rate and average distance. For each of the three settings, the results of 20 independent runs are given.
we have defined a new index, pursuit rate, to indicate the initiative of the UAV in the combat: pursuit rate refers to the proportion of the actions lead to flying toward the enemy in the total actions. A high pursuit rate represents a strong offensive initiative. In addition, the average distance of the two UAVs during the air combat can also reflect the intensity of air combat. Generally speaking, the smaller the average distance is, the more intense combat becomes. Our experiments were carried out under these three conditions: encouraging fighting, encouraging selfprotection and without encouraging any heuristic direction. The Fig. 7 shows the distribution of pursuit rate and average distance. From the figure, we can see that in the three different settings, the distributions of the results were clearly separated. When we encouraged fighting, the results had high pursuit rates and small average distances, indicating more militant UAVs. On the contrary, when we encouraged selfprotection, the results had low pursuit rates and great average distances, which showed the combat was less fierce. In the case encouraging neither, both of the above two indexes were in the middle positions. These results show that we really changed the behaviors of the UAVs by encouraging different heuristic directions through HFN.
Conclusion and Future Work
The HFN framework introduces heuristic functions between the states and the actions to increase the flexibility of the mapping structure. Using these functions, a priori knowledge of the user is able to guide the learning process. In practical applications, we are unlikely to have no domain knowledge at all, so that in many cases RL does not need to learn from zero. Our experiments showed that the HFN framework and the corresponding algorithms improve the learning performance and speed up the process of solving a MDP. HFN is a generalization of traditional RL. If there is no knowledge to set heuristic functions, the HFN framework degenerates into traditional RL, which ensures the compatibility with the traditional methods. HFN is a learning framework, and the algorithms used in the framework are replaceable. We applied HFN to the UAV air combat simulation.
By setting different heuristic functions, the UAVs in our simulation system showed different combat behaviors, which helps to achieve the goal of UAV autonomous combat according to the human strategy.
There are several areas for future refinement, such as: replace the Boolean heuristic function with a more general form, for example, f (n) = g(n) + h(n) in the A * algorithm; apply the HFN framework to a multi-agent environment and ensure that the agents with different heuristic functions in the system can collaborate with each other.
