In this paper, we study the well-posedness of an initial-boundary-value problem (IBVP) for the Boussinesq equation on a bounded domain,
Introduction
In this article, we consider a nonhomogeneous boundary value problem for the Boussinesq equation posed on a bounded domain (0,1),
u tt −u xx +(u 2 ) xx +u xxxx = 0, x ∈ (0,1), t > 0, u(x,0) = ϕ(x), u t (x,0) = ψ(x), u(0,t) = h 1 (t), u(1,t) = h 2 (t), u xx (0,t) = h ′ 3 (t), u xx (1,t) = h ′ 4 (t).
(1.1)
Here h ′ (t) denotes the derivative of h(t). Equation of this type, but with negative sign for the fourth derivative term,
was originally derived in 1871 by J. Boussinesq in his study [9] on propagation of small amplitude, long waves on the surface of water. The Boussinesq equation (1.2) possesses special traveling wave solutions called the solitary wave, and it is the first equation that gives a mathematical explanation to the phenomenon of solitary waves discovered by Scott Russell reported in 1834. The original Boussinesq equation has been used in a considerable range of applications such as coasts and harbors engineering, simulation of tides and tsunamis.
However, equation (1.2) is ill-posed for its initial-value problem. That is, a slight difference in initial data, might evolve to a large change in solution. For this reason, the equation (1.2) is sometimes called as the "bad" Boussinesq equation. This can be seen, for example, by considering its linear equation as u tt −u xxxx := (∂ t +∂ xx )(∂ t −∂ xx )u = 0.
The "∂ t −∂ xx " can be treated as the heat equation and it is well-posed, but "∂ t +∂ xx ", the backward heat equation, is ill-posed. One way to correct this ill-posedness issue is to alter the sign of the fourth derivative term, then the "good" Boussinesq equation As the changing of sign to the "bad" Boussinesq equation, the "good" Boussinesq equation cannot be justified as the original Boussinesq's physical modeling. However, Zakharov [36] has proposed it as a model of nonlinear vibration along a string, and Turitsyn [27] has revealed it when describing electromagnetic waves in nonlinear dielectric materials. Moreover, the "good" Boussinesq equation appeals in the study of Falk et al [11] as a model of shape-memory alloys and it is also raised in a large range of physical phenomena including propagation of ion-sound waves in a plasma and nonlinear lattice waves.
The study of the well-posedness of the initial-value problem (IVP) of the Boussinesq equation, [26] . Linares [17] obtained Strichartz estimates for solutions of the associated linear problem and showed the IVP is well-posed in the space H s (R) for any s ≥ 0 through the contraction mapping principle. With the help of Bounrgain spaces, Farah [13] showed that the IVP of the Boussinesq equation is locally well-posed for s>− 1 4 and ill-posed for s<− 1 2 . Later, using a specially modified Bourgain space, Kishimoto [16] showed that IVP is local well-posed for s ≥ − By contrast, theories for the initial-boundary-value problem (IBVP) of the Boussinesq equation posed on either the right half line, R + , 4) or on a finite domain, 5) have remained less developed. The primary goal of our study on these two IBVPs is to develop well-posedness theory in the L 2 −based Sobolev spaces H s (Ω) (Here Ω denotes either R + or the finite interval (0,1)). The following two questions arise naturally and will be addressed.
(1) While the initial data φ and ψ are required to be in the spaces H s (Ω) and H s−2 (Ω), respectively, for the well-posedness of the IBVPs (1.4) or (1.5) loc (R + ) in order that IBVPs (1.4) and (1.5) are well-posed in the space H s (Ω) as the solutions of the pure initialvalue problem 6) possess the sharp Kato smoothing properties,
for j = 0,1,2.
Using the approach developed earlier by Bona, Sun and Zhang in the study of the IBVPs of the KdV equation [5] [6] [7] , Xue [32] showed that the IBVP, 
using the Laplace transform with respect to t and show that for any
.
In addition, it is worth to point out, as in the study of the well-posedness the IVP or IBVPs of the one-dimensional nonlinear Schrödinger equation [8] , some harmonic analysis based tools are needed and one has to construct some special Banach spaces in order to apply the contraction mapping principle. Indeed, Xue [33, 34] was able to show that the IBVP (1.4) is well-posed in the space H s (R + ) for 0≤s< 1 2 with (ϕ,ψ) ∈ H s (R + )× H s−2 (R + ) and boundary data (h 1 ,h 2 ) ∈ H 
Later, Xue [31] showed that the IBVP (1.7) is well-posed in the space H s (0,1) for s > 1 2 through deriving an integral formula for the linear problem,
which enables him to establish the energy estimates needed for the well-posedness of the IBVP (1.7). Note the approach developed in Xue's work [31] does not work for the nonhomogeneous IBVP (1. It is our principle purpose to advance the study of the well-posedness of the IBVP (1.1) to the same level as that for the IBVP (1.4) posed on the half line R + . In this paper, we study the well-posedness of the nonhomogeneous boundary-value problem in the space H s (0,1) not only for the case of s > 1 2 , but also for the case of 0 ≤ s < 1 2 . Before we state the main results, we denote for given T > 0,
The following two theorems are our main results.
, γ > 0 and T > 0 be given. There exist a T * ∈ (0,T] depending only on s, γ and T such that for any
and the compatibility conditions (or "s-compatible condition")
and, additionally, 
Moreover, the corresponding solution map is real analytic.
The main idea for this article is based on Bona, Sun and Zhang's approach for the nonlinear Schrödinger equation [8] :
One of the keys in their approach is an explicit representation formula for solutions of the linear IBVP:
Instead of deriving an integral representation as a boundary operator using the Laplace transform (c.f. [5] [6] [7] [8] [31] [32] [33] [34] ), they derived an infinite series expression for its solution:
along with the estimate
, for given T > 0 and h 1 ,h 2 ∈ H 1 2 (0,T). They also showed that the space H The other key in their approach is that when considering the linear equation with homogeneous boundary conditions,
they treated it as a special case of the Cauchy problem with periodic initial condition:
where ϕ * is a periodic function on R based on an odd extension of ϕ from (0,1) to (−1,1). Then, the estimate for the linear IBVP follows from an existing theory of the Schrödinger equation,
In this paper, we apply the same approach to study the well-posedness of the IBVP (1.1) in the space H s (0,1). An explicit solution formula will be derived first for solutions of the associated linear IBVP, 8) which is quite similar to the solution formula of the relevant linear IBVP of the Schrödinger equation. Based on such an explicit solution formula, we establish the following estimate for solutions of the IBVP (1.8),
We also show that this estimates is sharp in the sense that the estimate
fails for any α < The article is organized as follows: In Section 2, we focus on the linear problem. First, we will derive solution formulas for the related linear problems. Secondly, variety of estimates will be given for such formulas. In Section 3, local well-posedness of the nonlinear IBVP (1.1) is established using the contraction mapping principle.
Linear problems
This section is devoted to study the IBVP of the linear Boussinesq equation
It is divided into two subsections. In Section 2.1, some explicit solution formulas will be derived for the IBVP (2.1). Then various estimates will be established in Section 2.2 for solutions of the IBVP (2.1).
Boundary operator and solution formulas
First, we consider the following linear IBVP with nonhomogeneous boundary conditions, but zero initial data.
Its solution will be recorded as
here, W bdr will be called as the boundary integral operator. We derive an explicit formula for W bdr . We start with the case that
Expanding v(x,t) as a Fourier sine series,
we have for k = 1,2,...,
with
Thus,
which implies that
Next, we consider the IBVP (2.2) for h 1 = h 3 = h 4 ≡ 0 and h 2 (0) = h ′ 2 (0) = 0. If we set x ′ = 1− x, it can be reduced to the previous case (as for u 1 ). Thus, for the IBVP (2.2) with
Now, attention is turned to the case for
We set the solution u as,
Then v solves,
Again, we write
Then, for k = 1,2,...,
Solving these equations and integrating by parts, it follows that
Thus, we have the solution of the IBVP (2.2) for h 1 =h 2 =h 4 ≡0 and h 3 (0)=h
Finally, for the case
we let x ′ = 1− x again, this case can be reduced to the case for u 3 . Then, we get
The discussions above leads to the following lemma.
Lemma 2.1. Given h = (h 1 ,h 2 ,h 3 ,h 4 ), the solution of the IBVP (2.2) can be written in the form
Attention is now turned to the associated linear IBVP with homogeneous boundary conditions, that is,
We first consider the Cauchy problem of the linear equation posed on (−1,1) with the periodic boundary conditions,
whereφ andψ are the odd extension of ϕ and ψ from (0,1) to (−1,1). We denote the solution of the IVP (2.5) as
One shall notice that the Cauchy problem (2.5) possesses the following invariance.
• Ifφ andψ are odd functions, then the corresponding solution u of (2.5) is also an odd function with respect to x for any t.
• Ifφ andψ are even functions, then the corresponding solution u of (2.5) is also an even function with respect to x for any t.
On the other hand, if u is an odd solution with respect to x and solves the IVP (2.5), then its restriction on interval (0,1) will solves the IBVP (2.3) since u(0,t) = u(1,t) =0 and u xx (0,t) = u xx (1,t) = 0 will be automatically satisfied. Therefore, we have the solution formula for the IBVP (2.3). We now turn to the IBVP (2.4). Let g * be a odd function respect to x on (−1,1) and g be its restriction on (0,1). For the forced Cauchy problem
(2.6) via Duhamel's principle, we denote its solution as
As a result, one has the following lemma for the formula of the solution for the IBVP (2.4). 
Linear estimates
In this subsection, various linear estimates for the following linear system,
First we cosnider the case of φ =ψ= g≡0, i.e., the IBVP (2.2). Recall that for any given s ≥ 0 and T > 0, 
Proof. For h j = (h 1 ,h 2 ,h 3 ,h 4 ) ∈ Q s 0 (0,T) with h m = 0 if m = j for m = 1,2,3,4, let
It suffices to show the estimate for u 1 . The proof for others will be similar. Notice that,
then the estimate with s=0 follows from Proposition 4.6 in [8] . In the case of s>0, we only need to prove it for s = 4. The case for s ∈ (0,4) can be obtained by standard interpolation theory and the proof for s > 4 is similar.
, which implies further
as u xxxx = −u tt . The proof is thus complete. 
, for any h 1 ∈ H 1 4 (R + ). While for the bounded domain problem
, for any h 1 ∈ H 
, then s must be greater than or equal to 1 
. Thus, the estimate in Proposition 2.1 is indeed optimal.
Next, we turn to consider the Cauchy problem of the linear Boussinesq equation posed on (−1,1) with the periodic boundary consitions.
where p,q and f are odd periodic functions with respect to x. The following lemmas comes from Fang and Grillakis's work [12] . 
where C depends only on s and T. 
, where C depends only on s and T.
In addition, the following lemma follows from the standard semigroup theory. 
where C depends only on s and T. Now, attention is turned to the IBVP for the linear Boussinesq equation posed on the interval (0,1) with homogeneous boundary conditions, 
where C depends only on s and T.
Furthermore, for the forced linear Boussinesq equation, 10) its solution for x ∈ (0,1) is given by
where g * is the odd extension of g from (0,1) to (−1,1). According to Lemma 2.5 and 2.6, we have the following estimate. 
and, in addition, if 0
Local well-posedness
In this section, we study the nonlinear IBVP.
for its well-posedness in the space H s (0,1). Let us define for given 0 ≤ s < 9 2 and T > 0 
Hence, the map Γ is a contraction whose unique fixed point is the desired solution u of (1.1). The proof is complete. Proof. The solution
can be changed to a problem for finding a fixed point of a nonlinear operator. Consequently, the theorem follows using the same argument as that in the Fang and Grillakis [12] and Proposition 2.1 for the boundary integrals.
Appendix
In this section, we intend to show that the regularity for the boundary condition presented in Proposition 2.1 is indeed optimal. It does no harm to consider just the case for h = (h 1 ,0,0,0). Here, we note that if the estimate in Proposition 2.1 holds, then,
For simplicity we drop the footnote for h 1 and consider
Assume that h(t) has a Fourier series expansion:
Thus, On the other hand, if there is a constant C such that for all h ∈ H α (0, 
