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ABSTRACT

An n-channel Metal Oxide Semiconductor Field Effect Transistor (MOSFET) was used
to investigate the dose distribution near interfaces. The MOSFETs were irradiated in
5x5cm and 10x1 Ocm radiation field from 6MV x-rays and 12MeV electron beams
from a Varian 2100c linear accelerator. The dosimeters were operated in an active
mode, biased gate, during irradiation. Two different air cavity geometries were
modelled using solid water sheets. An Attix chamber and sheets of Gafchromic films
were used to measure the dose near and at the interfaces. Results from obtained by
these detectors were used as benchmarks for data comparison. Additionally the results
from an ADAC-Pinnacle dose planning system and EGS4 Monte Carlo simulation of
the dose build up and build down effects for tissue-air-tissue and tissue-lung interfaces
have been simulated.
Dose measurements for tissue-lung interface were carried out using an anthropomorphic
phantom made from plastic water and inserts of lung phantom material. Depth
increments of as small as 100pm enabled the detailed measurement of dose at the
interfaces by utilising the MOSFET dosimeter. In all cases, the effects of the loss of
electronic equilibrium and the reduced backscatter due to the existence of
inhomogeneities were shown.
Interface dose distributions obtained by the MOSFET dosimeters were within 5% to 6%
of the results of the Attix chamber measurements and Monte Carlo- EGS4 simulation
results. Comparison with the dose distributions near interfaces generated by the
ADAC-Pinnacle planning computer system and those experimentally measured showed
that it overestimates the dose near the interface (<2mm from interface) by around 7%
for small cavity sizes (2x2x30cm) irradiated with 5x5cm~ field size and about 12% for
a larger cavity sizes (2x20x30cm') using the same field size.
Present inhomogeneity correction algorithms have been found to predict dose
distributions where tissue-lung interface is involved to a reasonable accuracy (3%)
compared with experimental results.
The good agreement between the data obtained by the MOSFET with that of Attix
chamber, Radiochromic film and Monte-Carlo EGS4 simulated data indicated the
viability of its use as a clinical dosimeter for interface dose measurements.

CHAPTER 1
Introduction
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1.1 Cancer: An Overview
In recent years, cancer has become the second most prevalent cause of death in
developed countries (ACS, 1998; Esteve et al., 1993).

Cancers appear in people of all

ages and in all parts of the world but different cancers develop in different populations
(Pardee, 1986). In the United States alone, it is projected that 1 out of 3 Americans will
get cancer during his or her lifetime.

1 in 2 males and 1 in 3 females are expected to be

diagnosed with cancer. One of every four deaths in the US is caused by cancer with
50% of all cancers occurring in people 65 years and older (ACS, 1998). In 1990 the
highest incidence of cancer in males in Europe was registered in Luxemburg, Belgium
and France while Denmark and Ireland recorded the highest cancer incidence in
females. The number of cancer cases reported in the US exceeds the highest rates in
Europe by 10% in males and a slightly higher rate in females (Esteve et al., 1993).
Cancer refers to a group of diseases which is characterised by a continuous and
uncontrolled proliferation of abnormal cells (ACS, 1998). Cancer can occur at any site
in the human anatomy and can develop from any normal tissue. It usually takes the
form of a lump or a mass of tissue which develops as the abnormal cells outnumber
normal cells. Some types of cancers are localised in one site while others metastasise to
various parts of the body where secondary tumours are formed (Pardee, 1986). If the
spread of these abnormal cells is not abated it can result in death.
Breast cancer is the most frequent case of cancer for women.

Incidence of

breast cancer in Canada accounted for 30.8% of new cases of cancer in women with a
mortality rate 18.1% (McLaughlin et al., 1998).

19% of cancer deaths in females in

Europe are caused by breast cancer while 24% of all cancer cases in women are breast
cancer related (Esteve, 1993).

Estimates of new cancer cases in the United States for

1998 showed that breast cancer was as high as 29% of the total cancer incidence in
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women.

The number of deaths brought about by breast cancer was 16% of all the

cancer related deaths for the same year (ACS, 1998). Breast cancer incidence in NSW,
Australia was lower compared to the USA and New Zealand but was higher than the
number of cases in Japan (Coates and Armstrong, 1997).

Lower rates of breast cancer

were registered in Asia and South America. It is however encouraging to know that the
five year relative survival rate for breast cancer has improved to between 60% and 80%
in most regions around the world. Early stage cases show better rates of survival and
this has been made possible by the early detection of the disease and the improved
techniques in treating it.
Other cancer types that are of particular interest in this study are those occurring
in the head and neck region namely larynx and oral cavity cancer. Although larynx and
oral cavity cancers are not as prevalent as breast cancer or prostate cancer, they
accounted for 1.5% and 3.4% of the new cancer cases in Canadian men for 1998
respectively. Canadian cancer statistics showed that 1.3% of the cancer deaths in males
were caused by laryngeal cancer while oral cavity cancer accounted for 22%. Incidence
of these two types of cancers in women are relatively lower, about 0.4% of the total new
cases (McLaughlin, 1998).
Europe registered higher incidence of laryngeal cancer compared to the US or
Canada with a five year relative survival rate of roughly 60% (Esteve, 1993). One of
the oral cavity cancers, the Pharynx cancer, has been found to have a high incidence in
France.

The number of cases of pharynx cancer in males exceeds the statistics for

incidences in women with the latter seen to have a better survival rate. The survival rate
for pharynx cancer ranges from 35% to 45% for all cases.
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The incidence of larynx and oral cavity cancers in the US is approximately the
same as the Canadian statistics.

The rate of survival from these cancers stood at 67%

and 53% for the larynx and oral cavity cancer respectively (ACS, 1998).
Treatment of cancers varies depending on its type and the extent to which it has
affected normal tissues in the body. Surgery, radiation therapy and chemotherapy are
the main modalities used for treating cancers or for controlling cancer cell proliferation.
The referral rates for these sites are similar in Australia and other developed countries
(NSW Cancer Council Report, 1991).
Radiotherapy refers to the treatment of cancerous tumours by ionising radiation.
Radiation destroys cells by damaging vital cell structures, which inhibits them from
multiplying.

Radiation therapy or simply radiotherapy, can be used as the primary

treatment modality, or it can be used as part of a series of treatments involving surgery
and or chemotherapy, or as an adjunct treatment to get rid of residual cancer cells
(Hicks, 1950).

Radiotherapy is used for localised solid tumours and also for cancers

like lymphoma and Hodgkin’s disease which is impossible to cure by surgery.
Although the damage to cells brought about by ionising radiation is not discriminated
between normal and tumour tissues, some normal tissues are able to recover from the
damage and resume normal function while cancer cells do not (Hall, 1988).
The common mode of administering ionising radiation to cancer patients is
through external beam teletherapy using x-rays.

Therapeutic x-rays are generally

produced by medical linear accelerators. Electron beams are also used in cases where
the tumours are not deep seated and a less penetrating beam is required. Radioactive
implants can also be directly placed in the tumour site.

This is called internal

radiotherapy and it includes brachytherapy, interstitial irradiation and intracavity
irradiation.
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The long term survival of cancer patients treated with radiotherapy alone or with
combined-modality treatments is impressive for the two cancer types focused on in this
thesis. The ten year survival figures for laryngeal cancer and early stage breast cancer
are 76% and 83%, respectively (Chatani et al., 1993; Fowble et al., 1991).
The success of radiotherapy treatments depends on the amount of lethal dose
that is delivered to a tumour volume. Accuracy of the dose distributions near and at the
tumour location will be essential in order to determine the efficacy of the dose
prescribed for the tumour volume. The dose delivered to normal tissues near the tumour
site is likewise critical if radiation induced complications are to be avoided. Tumour
control probabilities (TCP) and normal tissue complication probabilities (NTCP) can be
used to assess the effectiveness of a prescribed dose regimen.

1.2 Dosimetry
The ultimate goal of radiotherapy treatments is to effectively irradicate tumour
cells through the use of ionising radiation. It is however, important to note that in these
treatments, normal tissues of the body are not all spared from any cellular damage
brought about by the irradiation of tumours.
Biological effects of ionising radiation depend on the amount of energy
deposited in a unit mass of tissue, the absorbed dose. An effective treatment should
therefore be able to deliver the maximum biological effect to the tumour while limiting
early and late normal tissue complications.
Dosimetry in radiotherapy aids in coming up with a compromise between
tumour control probability (TCP) and normal tissue complication probability (NTCP).
Though the relationship is not linear, there are dose versus TCP and NTCP relations that
are characterised for many tumour types by clinical experience or mathematical model.
Specifically, radiotherapy dosimetry enables the measurement of the absorbed dose in

6

various tissues of the body under irradiation.

Dosimetric data are also utilised for

predicting the dose at any point in the patient through appropriate mathematical
algorithms together with the details of tumour cell type, size and location and patient
contours.
Various types of radiation detectors (dosimeters) are used to quantify the
absorbed dose in a tissue. Ideally the absorbed energy has to be measured directly to
get the actual dose given to a particular region in a medium, this is referred to as
absolute dosimetry. One way of carrying out this mode of dosimetry is by measuring
the change in the temperature of the said medium due to ionising radiation so long as
heat defects in the medium are properly accounted for. Heat defects however are not
very easy to measure and are highly dependent on the impurities found in the medium.
Ionisation and chemical changes in the medium are also used to determine effects of
ionising radiation.

Examples of dosimetric techniques that are considered absolute

include calorimetry, chemical dosimetry and ionometrics. The details of such can be
found in other texts (Johns and Cunningham, 1983; Khan, 1994; Metcalfe et al., 1997).
In practice, relative dosimetry is a preferred dosimetric technique. A reference
measurement in one position is all that is needed in order to interpret dosimetric data in
other positions obtained by this technique. Semiconductor dosimeters, films, and ion
chambers are the detectors that are some of the commonly used dosimeters for relative
dosimetry.
The clinical worthiness of a dosimeter can be evaluated based on the following
features enumerated by Metcalfe et al (1997): accuracy, precision, detection limit,
measurement range, dose response, dose rate dependence, energy response and spatial
resolution. An ideal detector should be able to provide accurate measurements and each
result has to be reproducible. Its usable range should spread from very low to very high
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doses. The response of an ideal dosimeter has to be linear and should be independent of
dose rate.

Also, the dosimeter should not show any difference in its response to

different radiation qualities and should be able to determine relative doses in very small
volumes (i.e., good spatial resolution). Moreover, the effective atomic number of the
material with which the dosimeter is made of should resemble that of the tissue or
medium under investigation. This is a major concern when using low energies but has
less impact for megavoltage beams where electron density is more important due to
Compton effects. Unfortunately no single detector possesses all these characteristics.

1.3 Interface Dose Measurements
When inhomogeneities are present in a medium, the dose distributions near
interfaces (boundaries between media having different densities) are altered because of
the competing effects of the change in the amount of beam transmission and lack of
backscatter. A dose build-down is observed when traversing a dense to a less dense
(i.e., tissue-air interface) material since the amount of backscatter coming from the less
dense medium is reduced. Similarly, a secondary ionization buildup will be seen at the
side of the denser medium in an interface between for example tissue-bone as
electronic equilibrium is slowly reached. This will peak at a dose at the depth of the
maximum range of the secondary electrons in the denser medium.
The effects of inhomogeneities such as air cavities may result in the
underdosing of lesions and tumours near the regions where interfaces occur if these
effects are not accounted for.

1.4 MOSFET Radiation Detectors For Interface Dosimetry
The earliest reported dosimetric application of Metal Oxide Semiconductor Field
Effect Transistors (MOSFET) was that of a radiation damage monitor for spacecrafts
(Adams and Holmes-Sieldle, 1978). It was initially calibrated with Cobalt 60- X-rays
with energies in the keV range and was found to have been useful in the MeV range as
well (August, 1982; Ensell et al., 1988). Although the device has found its way into the
medical field, most of the further studies on the response of MOS devices to ionising
radiation were aimed at improving its space and military applications (Dozier and
Brown, 1981; August, 1982,1984; Tallon et al., 1987; Ensell et al., 1988; Rosenfeld et
al., 1992; Rosenfeld et al., 1994; Brucker et al., 1995; Mackay et al., 1997).
Hughes et al (1988) were among the first to use the device for patient dosimetry.
In their study a dosimeter probe containing a MOSFET detector was inserted into a
catheter and was used to measure in vivo the radiation dose delivered to a patient. One
of the advantages of using MOSFET dosimeters for this kind of measurements is that it
serves the purpose of both a dose rate monitor and a dose integrator (Gladstone and
Chin, 1991). A similar dosimeter probe was designed by Gladstone et al (1994) to
measure the total accumulated dose and dose rate delivered by radiolabeled antibodies
and external high energy photon and electron beams.
Other potential applications of MOSFET dosimeters have also been explored
recently. This includes the use of these devices for surface dose measurements (Butson
et al., 1996), photon beam in vivo dosimetry for normal and total body irradiation set
up (Scalchi and Francescon, 1998), the dosimetry of small beams (Francescon et al.,
1998), and simultaneous macro and micro dosimetry with MOSFETs (Rosenfeld et al.,
1996).

A number of studies have benchmarked MOSFET dosimeters against other

available clinical dosimeters (i.e., TLD, parallel-plate chamber and radiochromic film)
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where results have shown that it agreed to within 5% of the expected doses (Ramani et
ah, 1997; Edwards et ah, 1997; Francescon et ah, 1998; Kron et al., 1998). It has also
been used for in-vivo measurements during radioimmunotherapy or brachytherapy
where dose rate is low and where standard dosimeters cannot be used easily (Gladstone
and Chin, 1991).
The prospect of using MOSFETs in measuring the dose distribution near interfaces
(boundaries of two structures having different densities) stems from experiments that
have shown its capability of measuring doses in regions where large dose-gradients
occur. This is due to the detector’s extremely high spatial resolution, which is basically
limited by the thickness of the oxide layer typically 1 micron (Rosenfeld et al., 1995).
The small size of the device enables its accurate localisation to the various points of
interest in a medium thus making it ideal for this kind of measurement. Additionally,
MOSFET detector systems offer an effective alternative to standard clinical dosimeters
because of the simple electronic readout circuitry, immediate retrieval of results and
high sensitivity to ionising radiation even with low fractions of dose at radiotherapy
energies.

1.5 Thesis Aim
This thesis aims to investigate the suitability of Metal Oxide Semiconductor
Field Effect Transistors (MOSFETs) for dose measurements at interfaces between
inhomogeneous media. In particular, the dose distributions which include tissue-airtissue interfaces are examined.

These interfaces are encountered in radiotherapy

treatment of the upper respiratory system. Tissue-lung interfaces that are encountered
during post-surgical breast cancer radiotherapy treatments are also measured using a
MOSFET detector system and benchmarked against standard clinical dosimeters.
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A number of MOSFET response characteristics are also examined.

For

example MOSFET response to megavoltage irradiation, the directional dependence of
its response and the its response to surface irradiation at oblique angles is examined to
further understand the detector’s dosimetric properties and its implications in interface
dose measurements.
This research likewise aims to evaluate how well treatment planning computer
algorithms account for the effects of inhomogeneities in a medium by comparing the
dose distributions near and at interfaces generated by an ADAC-Sunsparc planning
computer vis-à-vis experimental results obtained by the MOSFET.

Additionally,

MOSFET results are benchmarked against Monte Carlo - EGS4 calculations to verify
the accuracy of the MOSFET measurements.

1.6 Thesis Outline
The remaining six chapters of this thesis are arranged as follows. Chapter 2
presents a brief review of the literature pertinent to this thesis. It includes a discussion
on the interaction of ionising radiation with matter (2.1), the effects on the dose
distribution of inhomogeneities in a medium (2.2) and the dosimetric techniques that
have been employed so far in determining the interface dose distributions (2.3). Section
2.4 gives a brief summary of the different dose calculations and inhomogeneity
correction algorithms available.
Chapter 3 focuses on the physics behind MOSFET detectors. The first section
outlines basic semiconductor theory and the different MOSFET configurations. It also
presents the radiation properties of MOSFETs (3.1.2) and proceeds with a description of
the MOSFET system used in this research (3.1.3).

Previous investigations on the

electrical properties, i.e., temperature and energy dependence, of the MOSFET system
used in this thesis are given in section 3.2.
A description of the equipment used in this thesis is detailed in Chapter 4.
Section 4.1 deals with the components and principle of operation of linear accelerators,
phantom materials and the planning computer system used in this research. This is
followed by a description of the different detectors that were used to measure the dose
distributions in the experiments (4.2).
Chapter 5 discusses results of the investigation in terms of the various
dosimetric properties of MOSFETs. The dose response of MOSFETs is presented in
section 5.1 while sections 5.2 and 5.3 deal with the directional dependence of the
MOSFET response and the variations in surface dose due to oblique angle of irradiation
as measured by the MOSFET and the other detectors used in this thesis, respectively.
Section 5.4 gives the results of the central axis depth dose measurements using the
MOSFET in comparison with the data obtained by the other detectors.
The results and their analyses are presented in Chapter 6. It is the divided into
two parts: tissue-air interface dose measurements (6.1) and tissue-lung interface
measurements (6.2). The section on the tissue-air interface measurements starts with the
details of the experimental set-up, including the detectors used for the interface
experiments. This is followed by a discussion of Monte Carlo - EGS4 which describes
the system employed for the simulations including a description of important simulation
parameters. Then, the results of photon irradiation in the two cavity dimensions used
for the experiments are analysed. Also included in section 6.1 is a discussion about the
dose distributions obtained for an electron irradiation. The clinical implications of the
dose obtained by the MOSFET and those predicted by planning computer algorithms

3 0009 03254354 3
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are examined by looking into the interface build up and build down effects on the
tumour control probability (6.1.3.3).
The set-up for the lung-tissue interface experiment is outlined in the first part of
section 6.2. It proceeds by discussing the results of the experiments and comparing the
MOSFET measured data with those obtained by the Gafchromic film and the computer
planning computer.
Finally, the conclusions about the results of this thesis are presented in Chapter 7.
A summary of the results and their implications for clinical use of MOSFETs are
highlighted.

Recommendations for further improvement of the MOSFET dosimeter

system used in this thesis which may be a subject of future investigations are also
mentioned.

CHAPTER 2
Literature Review
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2.1 Interaction Of Ionising Radiation With Matter
Ionising radiation in the form of x-rays interact with an absorbing medium by
either a scattering or an absorption process.

In both cases, the incident beam loses

energy at every interaction and energy is deposited in the medium.

Some of the

deposited energy causes ionisation or excitation of atoms or breaks in molecular bonds.
If the absorbing medium is tissue or tissue-like these processes eventually lead to
biological damage.

The predominant process being free radical production leading to

indirect damage and DNA strand breaks (Hall, 1988). A small portion of the energy
deposited in the medium is also converted to heat. The amount of energy deposited per
unit mass of a medium is known as absorbed dose. In general a higher absorbed dose
leads to more biological damage inflicted by the radiation (Johns and Cunningham,
1983).

2.1.1 Photon Interactions
There are five possible interactions that may occur as a beam of photons traverse
a medium. Only three of these interactions are significant to the creation of secondary
particles (i.e., electrons and/or positrons) namely photoelectric effect, Compton
scattering and pair production (Figure 2.1). Part of the initial energy of the incident
beam is transferred to the secondary particles created by the interaction and the rest to
the scattered radiation. The energy of the secondary particles is lost through collision
processes that are responsible for the deposited energy on the medium or is expended in
producing Bremsstrahlung radiation (Johns and Cunningham, 1983; Khan, 1994;
Metcalfe et al., 1997).
Photoelectric effect occurs as an incident photon having an energy h v

dlides

with an atom and ejects one of its bound electrons. In order for this process to occur,
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the incident photon must have sufficient energy to overcome the binding energy of the
electron. The energy transferred to the photoelectron is equivalent to the difference
between the photon energy and the electron binding energy. Photoelectric effect results
in an ionised atom in its excited state. Once the atom returns to its ground state, it emits
a characteristic radiation or an Auger electron. Its linear attenuation coefficient varies
with the photon energy as l/(hv)3. The electronic and mass attenuation coefficients for
photoelectric effect are directly proportional to Z3 for high Z and Z3 8 for low Z.
The dominant particle interaction in tissue-like materials for the energies used in
radiotherapy is Compton Scattering.

In this mechanism, some of the energy of the

incident photon is transferred to a recoil electron and the remaining energy is carried
away by the scattered photon.

The amount of energy the scattered photon obtains

depends on its angle of deflection and on its original energy before the interaction
occurred. The probability that Compton scattering will happen depends on the total
number of electrons in the medium. This indicates that the process is independent of the
atomic number of the medium since all elements have approximately the same number
of electrons per gram (except for hydrogen) regardless of their atomic number. The
probability for Compton scattering to occur decreases with increasing energy.
For incident photons with energies greater than or equal to 1.022MeV, it is most
likely that an interaction involving the creation of electron-positron pairs will occur.
Pair production is a particle interaction between a photon and the nucleus of an atom
with an interaction threshold energy twice the rest mass of an electron. As the photon
passes very close to the nucleus, the field of the nucleus converts the photon into a pair
of electron and positron with energies equal to 0.511MeV plus half the energy of the
incident photon which is in excess of 1.022MeV.

Electrons and positrons ionise and

excite atoms in the same way until the latter is finally brought to rest and annihilated by
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free electrons. During annihilation two photons with energies equal to the rest mass of
the electron are created and ejected in opposite directions.
reaches 2.04MeV, triplet production may also occur.

When the photon energy

In this process, the incident

photon interacts with one of the orbital electrons which results in the creation of an
electron-positron pair. The ejected electron and the electron-positron pair constitute the
three particles generated by this process. The probability of pair production and triplet
production increases with increasing energy. The atomic attenuation coefficient and the
mass attenuation coefficient for pair production vary approximately as Z2 and Z
respectively.

Figure 2.1: Photon Interaction Processes.
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2.1.2 Electron Interactions
The mechanisms by which electrons interact with the medium they travel
through are mainly composed of a series of elastic and/or inelastic collisions. Electrons
involved in inelastic collisions lose their energy by producing ionisation (Figure 2.2a) or
by converting their kinetic energy to photon energy (Bremsstrahlung production) or
excitation energy (Figure 2.2b).
The degree of attenuation of the photon or electron beams due to the interactions
mentioned earlier are described by cross sections and attenuation coefficients.
Quantities such as the linear energy transfer coefficient and the linear energy absorption
coefficient also govern energy exchanges in the medium. The former is the fraction of
the incident particle’s energy transferred to the secondary electron as its kinetic energy
while the latter is the actual energy deposited in the medium. The difference between
these energy coefficients is the fraction of the secondary electron energy radiated as
Bremsstrahlung (Metcalfe et ah, 1997).

Radiative Energy Loss (Bremsstrahlung Production)

Figure 2.2: Electron Interaction Processes.
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2.1.3 Radiation Quantities Used To Describe A Radiation Beam
A radiation beam can be described in terms of the physical properties of the
beam and the amount of energy it may deposit in a medium. These quantities include
particle fluence, absorbed dose, kerma and exposure.
Particle fluence is defined to be the number of photons or charged particles in a
beam that passes through a cross-sectional area which is at right angles to the beam.
Another way of characterising the beam is by the energy flow in a unit area called
energy fluence. However, this is only applicable for monoenergetic beams (Johns and
Cunningham, 1983; Metcalfe et al., 1997).
The energy transferred by a photon to an electron during an interaction has been
defined as the KERMA (kinetic energy released per unit mass) (ICRU Report 33). This
quantity is expressed in terms of the amount of energy transferred in a unit mass of the
medium with an SI unit of J/kg.
The KERMA is responsible for the ionisations and excitations that cause
chemical changes and biological damage in a medium.

It is partitioned into collision

and radiative parts where the former refers to the absorbed dose and the latter to the
Bremsstrahlung radiation which is subsequently radiated. Absorbed dose has the same
units as KERMA but is given the special unit Gray (Gy) equal to 1 J/kg.

The

measurement of the absorbed dose in a medium is done through various dosimetric
techniques some of which are discussed in section 4.2.

2.2

Dose Distribution In Homogenous And Inhomogeneous Media
The dose in a medium under irradiation is derived from the energy deposited by

secondary electrons set in motion by primary photon interactions.
these secondary electrons that determine the dose distribution.

It is the range of

For instance, in soft
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radiations, the energies of the secondary electrons set in motion near and at the surface
are immediately dissipated without penetrating deep into the medium.

The primary

radiation is attenuated as it traverses the medium resulting in the reduction of the
absorbed dose with depth with the maximum occurring at the surface.

On the other

hand, the secondary electrons set in motion by high energy photons at the surface travel
appreciably further into the medium are in a predominantly forward direction although a
lateral component also exists.

The dose in the medium depends on the number of

secondary electrons which were randomly scattered from other regions of the medium
that happen to deposit their energies there.
The dose distribution for high energy photons is characterised by a build-up
region where the maximum dose is obtained at the depth equal to the maximum range of
the secondary electrons. The surface receives fewer doses in this case since most of the
energy deposited in it comes from backscattered electrons and the products of photon
interactions in the air producing some electron contamination near the surface.

In

subsequent layers a portion of forward scattered secondary electrons start to deposit
their energy thus increasing the absorbed dose until the dose is maximum (Dmax) at the
depth dmax. Transient longitudinal electronic equilibrium is reached at dmax where the
number of electrons that deposit their energy equals those that are set in motion in it.
The absorbed dose tapers down at deeper layers of the medium as the primary fluence is
attenuated.
When inhomogeneities are present in a medium, the dose distributions near
interfaces (boundaries between media having different densities) are altered because of
the change in the amount of electron scatter at these regions. A dose build-down will be
observed when traversing a dense to a less dense (i.e., tissue-air interface) material since
the amount of photon backscatter coming from the less dense medium is reduced.
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Similarly, a secondary ionisation build-up will be seen at the side of the denser medium
in an interface between for example a tissue-bone interface. This will reach a maximum
dose at the depth of the maximum range of the secondary electrons for the denser
medium.

These effects of inhomogeneities have been confirmed by studies conducted

by many authors (Epp et al., 1958; Roesch, 1958; Dutreix et al., 1965; Scrimger, 1972;
Nilsson and Schnell, 1976; Sontag and Cunningham, 1977; Wong et al., 1992).

2.2.2 Effects O f Anatomical Inhomogeneities On Interface Dose Measurements
2.2.1.1 Air Cavity
The conditions similar to the air cavity in the upper respiratory system are
modelled for the dose measurements used in this study.

Similar investigations on

these interfaces have been carried out previously and reported significant dose
variations near the interfaces caused by the competing effects of increased transmission
and the re-establishment of longitudinal and lateral electronic equilibrium.
The amount of dose reduction at these interfaces depends on factors such as field
size, beam energy, source-to-surface distance (SSD) and in the case of air cavities, the
size of the cavity and its geometry.
Experiments with Cobalt 60 radiation (relative energy of 1.25 MV i.e., low
energy compared with Linear Accelerator beams) have shown that air gaps less than 3
cm do not significantly affect the dose distribution after the cavity since no serious loss
of electronic equilibrium occurs here (Scrimger, 1972). It is when gaps bigger than this
are in the radiation field that dose reduction at the distal surface of the cavity become
noticeable. Field sizes smaller than 4x4cm2 also tend to produce lower doses at the
same interface.
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Another factor that contributes to how much the dose at the air-tissue interface is
reduced is the width of the cavity. Greater dose reduction is seen for air cavities with
side walls bigger than the radiation field size which shows that the side scatter provided
by the cavity wall is very significant (Epp et al., 1958).
Investigations using linear accelerator beams confirm the same results obtained
by Cobalt-60 irradiation. An underdosing at the distal surface of the cavity similar to
those used by Epp et al (1958) can be observed although this only becomes significant
when field sizes less than or equal to 5x5cnrf are used (Wong et al., 1992). For bigger
air cavities such as the ones used by Kan et al (1998) a dose build up of about 20% in a
range of 1cm at the distal surface of the cavity occurs only if the field size used is as
small as 3x3cm2. Although small build-up is also seen in slightly bigger field sizes,
they are too small such that they might even be brought about by the statistical errors in
the measurements. However, cavities having dimensions of 4x4x4cnr may be a little
larger than those experienced in-vivo.
The build up effect at the air-tissue interface has been observed to be always
greater than the build down effect seen at the tissue-air interface for both Cobalt 60
radiation and 6 MV Linear accelerator beams (Nilsson and Schnell, 1976; Wong et al.,
1992; Kan et al., 1998). These results are particularly important for treatment of lesions
in the neck region where opposed beams are used.

2.2.1.2 Tissue-Lung Interface
One clinical case where a tissue lung interface is common is in the radiotherapy
treatment for breast cancer patients who have undergone breast conserving surgery.
The usual way of determining the effects of lung-like materials have been
carried out using cork and lung analogues. These phantoms are assembled in layers
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together with solid water and dose distributions at the interfaces between these materials
are obtained.
With cork used as lung substitute under a 6MV X-ray irradiation, the measured
dose at the frontal interface between solid water layers and cork layers went down as far
as 3.2% with respect to the dose at the same point in a homogeneous solid water
medium. A 3.8% dose increase is seen in the posterior side of the interface (Khoury et
al., 1996). This is similar to the situation where an air cavity is in the radiation field, the
only difference is in the amount of the reduced backscatter which causes the build-up
and build down effects near the interface.
The effect of radiation field size used for irradiation is again seen as a significant
factor in the dose reduction at the interface only if it is not sufficiently large (Battista et
al., 1984). The dose reduction can further be aggravated if higher energies are used
since loss of lateral electronic equilibrium is more predominant at regions near the
interface. (Mackie et al., 1985a; Mackie et al., 1985b; Metcalfe and Beckham, 1988).

2.3 Dosimetry Of Interfaces
Investigations of the dose distribution where inhomogeneous media are found
have been made for various beam energies using most of the available clinical
dosimeters.

Earlier studies by Epp et al (1958) with air cavities used ionisation

chambers with air volume of approximately 0.15cm , diameter of 10mm and depth of
1.5 mm with an entrance window thickness of 1 mg/cm“.

The results here were

considerably higher than those obtained by Nilsson and Schnell (1976) where thin
thermoluminescent dosimeters (TLD) were used. The reason being that the depth of the
detector was big enough to record electrons from the surrounding materials which
would not have been recorded by the small TLDs. Prior to the Nilsson and Schnell
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(1976) measurements, Scrimger (1972) used TLD discs and employed linear
extrapolation techniques to determine the surface dose.

Most of the latter’s results

matched those of Nilsson and Schnell (1976) except for the surface dose.
In an attempt to measure the variation of dose at the build-up and build-down
region where high dose gradients exist using a dosimeter of good spatial resolution,
parallel-plate chambers were also used (Wong et al., 1992; Kan et ah, 1998).

This

allowed accurate measurements of both the surface dose and the amount of dose build
up near the interfaces. Film dosimetry of interfaces involving air gaps which promises
better spatial resolution have not been widely used. Most of its applications have been
in determining dose profiles at the distal surface of the cavity.
Tissue-lung interface dose measurements use the same dosimeters utilised for
tissue-air interface measurements.

Some semiconductor detectors (i.e., photodiodes)

have also been used for the same purpose (Khoury et al., 1996) with the high sensitivity
and small dimensions of these detectors being an advantage for interface dose
measurements.

2.4 Theoretical Dose Calculations And Inhomogeneity Corrections
Mathematical algorithms have been employed to predict dose distributions in
various media from simple to complex geometries. Most of these algorithms have been
successful in providing accurate dose distributions in homogenous media. One test of
the accuracy of theoretical models however lies in how well they account for the
presence of inhomogeneities present in a medium. This is of particular interest since
the human anatomy is not a homogeneous medium it being composed of structures of
many different densities.
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Effects of inhomogeneities on the dose distribution in a medium have been
thoroughly investigated in previous studies (Sontag and Cunningham 1977; Young and
Kornelsen, 1983; Mackie et ah, 1985b; Metcalfe and Battista, 1988; Wong et ah, 1992).
With the ample information on the physical processes that occur when working with
inhomogeneous media, a number of attempts to model them mathematically have
emerged.

The algorithms have evolved from simple density corrections to more

rigorous mathematical computations that closely approximate ‘actual’ experimental
results.
Most of these algorithms are now implemented in computer planning systems
which are used to determine the treatment regimen to be administered to a radiotherapy
patient.

Among the notable algorithms that will be briefly discussed here are the

Effective Depth correction method (E-depth), Batho Power Law method, Equivalent
Tissue-air Ratio (ETAR), Convolution Methods and the EGS4 Monte Carlo Code.

2.4.1 Effective Depth
The simplest method of correcting for the effects of inhomogeneities in a
medium can be accomplished using the effective path length (E-Depth) correction
method (Milan et al., 1974).

The effective depth correction for inhomogeneities

employs the Milan/Bently method where dose at various regions in the medium are
obtained from the dose at central axis and off-axis positions. This method considers all
dose as primary dose. It then solves for the depth of the dose calculation point by taking
into account the densities of the structures within the path between the source and the
dose calculation point. The dose at the point of interest is subsequently computed using
this effective depth in the same way that the dose in a homogeneous medium is solved.
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This is illustrated in Figure 2.3 where a ray line from the source to the dose
calculation point passes through three structures having densities pt, pi and p2. The
effective depth of the dose calculation point is the sum off all the effective path lengths
in each of the structures (Metcalfe et al., 1997)
d eff
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The dose at this point can be computed by the Milan/Bently method using the equation

D (x,y) = C(deff,F S)R {d,y',F S)
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(
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where C(deff,FS) is the infinite SSD dose at depth ¿4# and field size FS, and R(d,y’,FS) is
the off-axis ratio at the physical depth d=xc.

Figure 2.3: Effective depth computed from the sum of the effective path lengths at each inhomogeneity
traversed by the ray line from the source to the dose calculation point. (Adapted from
Metcalfe et al., 1997)

Effective depth calculations involving CT images are done by dividing the ray
line from the source to the dose calculation point into equal segments of length (Ah) and
summing the effective path length (Ah’) which is computed from the product of the
average density of the neighbouring CT pixels and Ah.
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2.4.2 Batho Power Law Method
The location of inhomogeneities in a medium with respect to the dose
calculation point influences the amount of dose deposited in the latter. The effect of the
relative position of the inhomogeneity is mainly due to the changed conditions of the
amount of scattered photons generated in the inhomogeneity. Batho (1964) proposed a
correction method that takes the above mentioned effects into account. In this method,
changes in the amount of scatter are implicitly incorporated via tissue air ratio terms
through a dose correction factor given by (Sontag, 1977; Johns and Cunningham, 1983;
Mackie., 1984; Metcalfe et al., 1997)
_
TAR(dAp'~p2
CF = ----------------TAR(d2) P:

(2.3)

where TAR (d2) and TAR(dj) are the tissue air ratios corresponding to the perpendicular
distance between the dose calculation point and the anterior and the posterior surface of
the inhomogeneity respectively (see Figure 2.4). pi and p2 are the respective densities
of the two media.

Figure 2.4: An inhomogeneous media irradiated by a beam. Dose at T can be calculated using the
Batho Power Law method described in section 2.4.2. (Adapted from Johns and
Cunningham, 1983)
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2.4.3 Equivalent Tissue-Air Ratio Method
Like the Batho power law method, the equivalent tissue air ratio

(ETAR)

method corrects for the scattered photon radiation component of the inhomogeneity
effect. However, this algorithm uses multiple CT slice pixel density data which makes
it possible to consider both the effective depth of the dose calculation point and the
effective beam radius.

For rectangular fields, an equivalent square corresponding to a

circular beam is determined first then the effective beam radius is computed. ETAR
computes for the effective depth similar to what E-depth does.

The beam radius is

determined from the product of the actual beam radius and an effective density which is
a weighted average of the different voxel densities in the medium. The dose correction
factor used in this method can be expressed as (Sontag and Cunninghan, 1977; Metcalfe
et al., 1997)
CF =

T A R (d 'J)

(2.4)

TA R (d,r)

Sontag and Cunningham (1977) gives a detailed discussion of the ETAR algorithm.

2.4.4 Convolution Method
A fully mathematical determination of dose distribution is employed in this
method. The usual reference to measured data (i.e. TAR, Central axis dose and profile
data) is replaced by theoretical calculations of particle transport and energy deposition.
A convolution implementation usually consists of at least two important components
namely: the energy released in primary photon interactions represented by the TERMA
(total energy released per unit mass) and the distribution of energy deposition from the
interaction site also known as the convolution kernel.
are related by

Note that TERMA and fluence
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where p p ) is the mass attenuation coefficient, E is the beam energy and 0
fluence.

(2.5)

isthe

To save computing time, different implementations of the convolution

methods have been used to compute for the primary, first scatter and multiple scatter
dose (Metcalfe et al., 1997).

2.4.4.1 Primary And Scatter Dose Spread Array
The primary dose spread array or the convolution kernel is a spatial distribution
of the energy deposited by charged particles generated from a primary photon
interaction (Mackie et al., 1985a). The dose distribution spreads away from the primary
interaction point with its values expressed as a fraction of the total energy released at
the interaction voxel. A primary dose spread array can be generated for different voxel
sizes and for different medium densities.
A separate dose spread array can be scored for the dose deposited by scattered
photon radiation. In the original implementation (Mackie et al., 1985a), the scattered
dose distribution was stored in two arrays namely the truncated first scatter dose spread
array (TRF) and the residual first and multiple scatter dose spread array (RFMS). TRF
values are the first scatter dose which are deposited near the primary interaction point
while RFMS includes the higher order multiple scatter and the first scatter dose
deposited in regions far away from the primary interaction point (Mackie et al., 1985a).
These two scattered dose spread arrays were useful as they accounted for the difference
in the spatial distribution of the first scattered and the multiple scattered dose
distribution as well as their effect on the total absorbed dose.
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Monte Carlo techniques have been used to calculate for the values of the primary
convolution kernel and the scattered dose spread arrays (Mackie et al., 1988).

This

made possible the determination of energy deposition from a purely theoretical
approach employing first principles rather than from experimentally measured data.

2.4.4.2 Dose Calculation Using Convolution
It was initially proposed that the dose contribution at a dose deposition voxel
located at any point in the medium be computed by spatially convolving the collision
KERMA at the primary interaction point (i, j, k) and the dose spread array value at the
dose deposition voxel (i+A j+A Jc+A fy An alternative formulation was to replace the
energy term with the relative primary photon fluence at the interaction voxel normalised
to the incident primary fluence at the central axis.

This takes into account beam

paramaters such as photon attenuation, beam divergence, variations in external contours
and presence of beam modifying devices.

2.4.4.2.1 Line Convolution (One Dimensional Convolution)
Discrete one-dimensional dose calculation using convolution can be carried out
using an interaction point of view. An array of relative beam fluence is individually
convolved to an invariant dose kernel G(m) and the dose contribution from each beam is
summed to give the total dose at the dose calculation point (Bortfeld et al., 1993)
/

D{ri) =

- m)G(m) .

(2.6)

m=I

A dose deposition point of view can also be employed in determining the dose at a
calculation point. With this method, a dose spread array made up of the dose in the
deposition voxel normalised to the collision KERMA produced in the primary
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interaction voxels is convolved with the sum of the all the relative fluence using a serial
product
i
D(n) =

—n ) x G ( n ) .

(2.7)

/;<=]

2.4A.2.2 Three Dimensional Cartesian Dose Calculation In Homogeneous And
Heterogeneous Media
Dose calculation for a homogeneous medium using the convolution method in
one dimension can be extended to three dimensions by considering the components of
the dose spread array and the beam fluence along the coordinate axes. The equation for
the dose at the calculation point using the interaction point of view then becomes
(Mackie et ah, 1985a)

Dose(i + Ai, j + Aj,k + Ak)

11
i

j

\ i, j , k ) A ( p •/ = l,Ai,A j,A k)

( 2 .8)

L k

On the other hand the dose at a calculation point can be obtained through the dose
deposition point of view using
D o s e ( I , J , K ) o c ^ ^ ^ & ( I - A i , J - A j , K - A k ) x A ( p - l = l,Ai,Aj,Ak).
Ai

Aj

(2.9)

Ak

For a heterogeneous medium, a range scaling of the dose spread array is done to
account for the varying densities in the medium. The range scaling is reflected in the
ratio between the density of the interaction voxel, (p )^nd the average density between
the interaction voxel and the deposition voxel, (p), which is factored into the dose
contribution equation. Due to the changing average density between the interaction
voxels and the deposition voxel, the dose spread array, AP(p •l,Ai,Aj,Ak), used for
heterogeneous media is no longer invariant. The dose contribution equation for
heterogeneous medium is given by (Mackie et al., 1985a)
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Dose contribution(i + Ai , j + Aj,k + Ak) °c
P

Ap(p ■l , Ai , Aj , Ak). (2.10)
'

The convolution calculations using noninvariant kernels that were described here are
also known as superposition methods.
A general expression for convolution between the dose kernel and the primary
fluence can be written in terms of a Green’s function for radiation dose transport (Boyer
et al., 1985)
D P(r)= J o P(r')ke(r - r ' ) d V '

(2.11)

V’

where the dose kernel is calculated using the mass absorption coefficient, the beam
energy, the dose distribution array and a conversion factor to convert MeV/g to cGy

a ,(E )
ke{Y)= c-^-^--Eo-f{Y).

( 2.

12)

P
A similar expression can be derived for the dose contribution from first-scatter fluence
by incorporating the differential scattering cross section d a /dQ
kerma.

kithe first scatter

For energies ranging from 1 to 20MeV the first scatter kerma is a good

approximation of the dose due to the scattered radiation since most of the electrons set
in motion by the first scatter kerma do not travel very far. The dose due to first scattered
photon radiation can therefore be written as (Boyer et al., 1985)
Ds (r) = K s (r) = J<D, (r)*( (r - r')d V '

(2.13)

where the dose kernel is defined by
-//'(I-')

k j r ') = c - p i. ~ ( r ' ) ^ ^ - ^ ( E s(r'))-EAr').
d ii

r

(2.14)

p

Boyer et al (1985) has also shown that an expression for the contribution of
multiple scattered photons can be expressed in the same manner as the primary and the
first scattered dose were written. The dose contribution from each of these components
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sums up to give the total dose at a calculation point. Boyer et al (1985) introduced the
concept of using analytical representations of kernels.
Note that all the previous discussions have not dealt with correction for
polyenergetic beams. The convolution equation to obtain the dose at the dose
calculation point was modified by Metcalfe et al (1990) to include an energy term in the
integral that takes into account the TERM A per unit energy interval. To account for the
polyenergetic beams an integral over energy could be performed. However this will
involve convolving several times such that (Metcalfe et al., 1990)
D( r ) = [ \ T E( r ' , E ) H ( r - r ' , E ) d i r'dE.

(2.15)

To reduced to one convolution a polyenergetic dose spread array should be convolved
with an energy or fluence term obtained from a polyenergetic data such that (Metcalfe et
al., 1990)
D(v) = l [j£Te ( r \ E ) d E ^ p(r;ef , r - r V V .

(2.16)

A further improvement to account for the kerma to terma ratio was introduced by Hoban
et al (1995). This ensured the energy change due to the interaction of the photons with
electrons at the deposition site (kerma) was correctly accounted for.

2.4.4.3 Time Saving Implementations
Solving the convolution integrals to obtain the dose distribution in a medium can
become time consuming.

Variations of the convolution method which includes Fast

Fourier Transform (FFT) techniques and Collapse Cone Convolution methods have
been employed to solve this problem.
With the fast Fourier transform technique, the dose spread array and the relative
fluence are Fourier transformed and the convolution integrals are carried out using the
Fourier convolution theorem. This simplifies the solution to the convolution integrals
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since the convolution reduces to an element by element product of the Fourier
transformed functions in Fourier space (Field and Battista, 1987). Fourier space
convolution however may not work very well with inhomogeneous media since it
requires an invariant kernel. It was mentioned earlier that when inhomogeneities are
present in a medium, a non-invariant dose spread array is used in the convolution to
account for the changing density in the medium.
The collapse cone convolution method implements a polyenergetic dose spread
array and terma similar to those used by Metcalfe et al (1990). The dose kernel used in
this method combines both the primary and secondary scatter contributions. A set of
radially directed lines defining a kernel function spreads out from the interaction site at
a polar angle 0 and an azimuthal angle Q. The energy distribution originating from the
interaction site spreads out in a cone whose axis is one of the radially directed lines.
The dose spread array in the cone is defined by the kernel functions of each of the
radially directed lines which is convolved with a terma assigned to each of the axis
lines. The computation time needed when using collapse cone convolution is dependent
on both the number of cone axes used and the number of voxels along one side of the
calculation volume (Metcalfe et al., 1997).

2.4.5 Monte Carlo Simulation
Monte Carlo techniques use a completely stochastic method for particle
transport and energy transfer which models the random nature of particle interactions.
The accuracy of Monte Carlo simulations is dependent on the number of histories or
particles being tracked in the simulation.

The larger the histories used the more

accurate the results become. However, this translates to very long computation times
even with the new generation computers available.
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The two widely used Monte Carlo code systems are ETRAN (Electron
Transport) system developed at the National Bureau of Standards by Berger and Seltzer
and the EGS (Electron Gamma Shower) code developed at the Stanford Linear
Accelerator Centre by Nelson, Hirayama and Rogers (Nelson et al., 1985; Murray,
1990). A detailed description of the EGS system is given in section 6.1.2.
Although most of the algorithms mentioned above have narrowed the gap
between experimental results and theoretical calculations, only the algorithms that
model electron transport (i.e., convolution and Monte Carlo) which are used for clinical
treatment planning predict the secondary build-up and build down dose distribution
experienced at interfaces.

CHAPTER 3
Metal Oxide Semiconductor Field
Effect Transistor (MOSFET)
Dosimeters
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3.1 Physics Of MOSFET Dosimeters
3.1.1 Solid State Considerations O f MOSFET
3.1.1.1 Basic Semiconductor Theory
Semiconductors are materials with conductivity which lie intermediate to that of
metals and insulators. At very low temperatures, semiconductors behave like insulators
but are able to conduct electricity at higher temperatures.

The major differences

between these materials are more clearly understood using band theory.

When atoms

of the same material are brought together in any of the chemical bonding mechanisms,
electron energy levels split into slightly different energy levels forming continuous
bands of energy.

Electrons in an atom can only be found in allowed energy bands and

can not exist on forbidden energy bands. Allowed bands may be completely or partially
filled with electrons as in the case of a valence band which is the highest filled energy
band at 0 K or a conduction band which lie just above the valence band. Filled energy
bands cannot participate in electrical conduction.
Insulators have large energy gaps between its completely filled valence band and
empty conduction band such that electrons lying in the valence band would need to gain
very high energies in order for them to move to the conduction band where they can
participate in electrical conduction. The energy gap for insulators is normally very much
greater than the thermal energy that the electrons in the valence band can gain under
room temperature. It is for this reason that insulators are not able to conduct electricity
at room temperature. On the other hand, metals have filled valence band and electrons
lying on the conduction band. The electrons in a metal’s conduction band can easily
partake in electrical conduction. This makes metals conduct electricity easily even at
room temperature.

Semiconductors have energy band structures similar to those of

insulators except for the width of their band gaps. Some semiconductors are able to
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conduct electricity even at room temperatures because electrons migrating to the
conduction band through thermal excitation are more probable to occur in
semiconductors than in insulators due of the smaller band gap.
Electrons in the valence band can gain energy to be able to jump to the
conduction band in three ways. They can acquire energy by thermal excitation, by the
application of an electric field or by absorbing energy from an incident electromagnetic
radiation.

At room temperature, electrons can only gain energy as much as 25meV

which may not be enough to overcome large band gap energies. However, this energy
may be enough for electrons in some semiconductors with smaller band gap widths to
jump into the conduction band. For common semiconductor materials, electric fields
lower than 10 V/m are not enough to promote electrons across the band gap.

With

electromagnetic radiation (i.e., x-rays and other ionising radiation), electrons in the
valence band may gain energy equal to the incident photon energy, E= hv ,vhich may
just be what an electron needs in order to move to the conduction band (Parker, 1994).
When electrons in the valence band gain enough energy to move to the
conduction bands they leave vacant electron energy states known as holes. Although
holes are not really free particles they behave just like a positive charge having equal
magnitude as an electron.
electrons do.

They are able to carry current in almost the same way as

When exposed to an electric field, holes appear to move in opposite

direction to those of electrons (Ferendeci, 1991).
Semiconductors can be classified into two types according to their atomic
composition: elemental and compound semiconductors.

The former refers to

semiconductors from Group 4A namely silicon and germanium while the latter refers to
III-V and II-VI compounds examples of which are gallium arsenide and indium
antimonide. Elemental semiconductors are made up of a single type of atom. Group 4
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elements are prime candidates as elemental semiconductors since they form a noble gas
configuration when chemically bounded. Similarly, atoms from Groups III-V and II-VI
may be combined to form semiconductors which act as intrinsic semiconductors with all
the valence electrons in each element shared uniformly throughout the compound
(Parker, 1994).
Electrons in the conduction band may go back to the valence band and
recombine with the holes there. Electron-hole recombination in an indirect band-gap (E
minimum at k=0) semiconductor results in momentum loss for the electrons due to
lattice vibrations.

Radiationless transitions like this are often observed in elemental

semiconductors. Recombination without momentum loss happens for semiconductors
with direct band gaps (minimum energy do not occur at k=0). These transitions involve
the production of photons with energy equal to the band gap energy (Ferendeci, 1991).
The properties of some semiconductor materials are listed in Table 3.1.

Table 3.1: Properties of some semiconductor materials (Adapted from Ferendeci, 1991).
Material
GaP
AlSb
GaAs
InP
InAs
InSb
GaSb
Ge
Si

ER(eV)
2.24
1.52
1.43
1.27
0.35
0.17
0.70-0.74
0.67
1.12

jue(cm2fV s)
300
200
8800
4600
33000
78000
9000
3800
1400

jUj,(cm2/V s)
100
550
400
150
460
750
1400
700
480

3.1.1.2 Intrinsic And Doped Semiconductors
Semiconductors composed of a single kind of material (whether elemental or
compound) are called intrinsic semiconductors.

They have no externally added

impurities and are insulators at absolute zero temperature.

The distinguishing

characteristic of intrinsic semiconductors is that the number of holes in the valence band
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is always equal to the number of electrons in the conduction band (n -p -r ii).

And

because both electrons and holes are able to carry current, equal number of electrons
and holes carry the total current in intrinsic semiconductors (bi-polar conduction). The
carrier concentration in intrinsic semiconductors is dependent on the type of material
and the temperature at which it is used (Parker, 1994).
Introducing other atoms in the crystal lattice of an intrinsic semiconductor alters
the conductivity of a semiconductor. The resulting material is known as an extrinsic or
doped semiconductor.

Electron deficient atoms introduced into an intrinsic

semiconductor are called acceptors while those with excess electrons are called donors.
Dopants create energy levels at the forbidden region making it easier for either electrons
or holes to leave the valence or the conduction band. Acceptors create energy levels
closer to the valence band such that electrons from the valence band are easily promoted
to the acceptor levels. Acceptor levels are easily filled with electrons and they do not
participate in electrical conduction. The conductivity of the semiconductor is enhanced
by the presence of the acceptors because holes are left in the valence band as electrons
jump into the acceptor levels. These holes are the ones carrying the current for the
semiconductor.

Semiconductors that conduct mostly by holes are called p-type

semiconductors. On the other hand, donor atoms introduce energy levels at the
forbidden region which lie close to the conduction band. The excess electrons in the
donor atoms migrate to the conduction band and become available for conduction. In
this case, the electrons in the conduction band are mainly responsible for carrying the
current in the semiconductor. When semiconductors conduct mostly by electrons they
are called n-type semiconductors. In p-type semiconductors, holes are the majority
carriers while the electrons are the minority carriers.

In contrast, electrons are the

majority carriers in n-type semiconductors (Ma and Dressendorfer, 1989).
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3.1.1.3 MOSFET Structure
Metal oxide semiconductor (MOS) transistors are three terminal devices which
are found in most communication and computer electronic circuits.

The electrical

response of these devices is voltage controlled, thus being aptly called a Metal-oxide
semiconductor field effect transistor (MOSFET). Its current flow is drift dominated and
is basically unipolar, that is transporting only one carrier type.
Metal oxide semiconductor field effect transistors (MOSFET) are manufactured
in any of the two available transistor configurations, a depletion-type or an enhancement
type.
Figure 3.1 shows a simple constructional cross section of a depletion type nchannel MOSFET.

A pair of highly doped n-type semiconductors coupled to metal

contacts is diffused on a p-type semiconductor substrate. They are connected by a thin
layer of an n-type semiconductor which is known as a channel.

An oxide layer lies on

top of the channel and on some parts of the substrate such that they are isolated from the
metal contacts which serve as electrodes for the device. The two electrodes in contact
with the n+ regions are interchangeably called source and drain, depending on the design
of the MOSFET, while the middle electrode above the channel is labelled as the gate.
Another electrical contact is implanted at the bottom of the substrate in order to connect
the substrate to the source which is used as the potential reference (Ferendeci, 1991).

Source

Gate

Drain
Conducting channel (n-type)
Ohmic contact

p-type silicon substrate

Figure 3.1 : depletion-mode n-MOSFET

Oxide layer
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The structure of an enhancement-type MOS transistor is no different from the
depletion type except for the absence of an externally diffused channel in the former
(Figure 3.2). A quick inspection of the structure of an enhancement-type MOSFET
reveals an equivalent circuit of two back-to-back diodes. The gate controls the device’s
functions such that no current will ever pass from the source to the drain or vice versa if
the gate is unbiased. Shown in Figure 3.2 is an enhancement-type p-MOSFET.

Ohmic contact
Oxide layer

Figure 3.2 : enhancement mode p-MOSFET

MOSFETs behave like a switch where it can be “turned on or o ff’ by simply
using appropriate gate voltages (Reece and Thomson, 1988). Some of the principles of
operation of a MOS device can be illustrated using a MOS capacitor shown in Figure
3.3. Small negative bias voltages across the top metal contact will tend to repel the free
electrons found in the region near the oxide-semiconductor interface just beneath the top
metal electrode.

The region that has been stripped of free charge carriers is called

depletion regions. The MOS capacitor is called as such because the depletion layer and
the top metal plate appears like parallel plates that make up a capacitor with the oxide
layer being a dielectric. As the applied bias increases, the width of the depletion region
also increases. It should be noted that as the free charges are driven away from the
oxide-semiconductor interface, holes from the bulk semiconductor are also being
attracted toward the interface.

The further increase in the width of the depletion region
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comes to a halt when the concentration of holes near the interface becomes equal or
greater than the electron concentration at the bulk of the silicon. This condition is called
inversion.

The electrons at the interface region can be brought back by applying a

positive potential across the electrodes in a condition known as accumulation (Parker,
1994).

metal +

*

oxide
n-type silicon
semiconductor

thermal equilibrium
t Small -V volts

T Large -V volts

T Small +V volts

O O O O

n-type silicon
T

depletion

n-type silicon

T
inversion

accumulation

Figure 3.3 : Ideal MOS capacitor showing the effect of applied bias (Adapted from Parker, 1994).

In a enhancement type p-MOSFET similar to that shown in Figure 3.2 with gate
voltage less than the threshold voltage and drain-to-source voltage VDS=0, a depletion
layer is formed under the gate and around the two diffused p+ semiconductors. As the
gate voltage is increased the width of the depletion layer widens. When VGs becomes
equal or greater than the inversion voltage (also referred as threshold voltage), a layer of
current carriers is generated near the oxide-substrate interface located between the
source and the drain. The inversion layer (induced channel) formed underneath the gate
is similar to the inversion layer of the MOS capacitor mentioned earlier. This induced
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channel allows the current to flow between the two terminals. The channel width is
normally a hundred angstrom wide and remains constant as long as the potential across
the channel stays unchanged. At

V d s> 0 ,

the induced channel width is reduced in the

direction of the drain. The pinching off of the channel is attributed to the change in
voltage between the induced channel and the substrate. Although the drain current is
seen to initially increase linearly with V ds , it reaches a saturation point where any
increase in V ds does not produce a linear effect on the drain current. The pinched off
region increases the channel resistance thus reducing the voltage across the channel
Vch =VGS - i DRch and consequently the drain current. Saturation is reached once the
drain-to-source voltage satisfies the relation VDS Sat =VGS - V t (Parker, 1994). Figure
3.4 shows the I-V characteristics of an enhancement type p-MOSFET.

Figure 3.4 : I-V characteristics o f enhancement type p-MOSFET

3.1.2 Radiation Properties O f MOSFETS
Radiation damage on semiconductor devices was first observed in the aftermath
of the nuclear contamination of the upper atmosphere as a result of experiments by both
the US and USSR in the early sixties. The failure of the communication satellite Telstar
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1, was attributed mainly to the damage its electronic systems have incurred due to
ionising radiation. What followed suit was an intensive study of the various effects of
ionising radiation including alpha-particle, deuterons, electrons, x-rays and neutrons on
semiconductors used as components in space systems and military equipment (Ma and
Dressendorfer, 1989).
The earliest reported dosimetric application of MOS transistors was that of a
radiation damage monitor for spacecrafts (Adams and Holmes-Siedle,

1978).

MOSFETs have been found to be sensitive to radiation from a Co-60 and an x-ray
source with the effect seen as changes in the device’s threshold voltage and
transconductance. It was later shown that the radiation damage in MOS devices varied
depending on the particle type, angle of incidence, and the conditions at which the
device was operated during irradiation (Brucker et al., 1995).

Among the recent works

on MOSFETs include the study on the role of detector configuration (packaging) in
dosimetric characteristics of the device

(Rosenfeld et al., 1995) and the use of

MOSFET detectors for simultaneous macro and micro dosimetry (Rosenfeld et al.,
1996).
Radiation damage in silicon structures such as those which make up the MOS
device can be classified under three components: the build up of trapped charge in the
oxide layer, an increase in the number of interface traps, and an increase in the number
of bulk oxide traps. When a MOS transistor is irradiated, ionising radiation creates
mobile electrons and holes in the oxide layer which can recombine in the insulator or be
transported through the oxide (Figure 3.5).

Some of the holes however are trapped

within the oxide which leads to a net positive charge while others are transported to the
insulator-substrate interface where they recombine with electrons and create interface
traps. The number of trapped charge and interface charge created by the electron-hole
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pairs reflects the amount of energy that the device absorbed from the ionising radiation.
The damage or changes in the electrical parameters of the device can then be used as a
measure of the total absorbed dose received by the MOS transistor (Ma and
Dressendorfer, 1989).

Ionizing
Radiation

V

Metal
Electrode
Silicon
Dioxide

O/
O / e'

0000000.0 00

Hole
Traps

Figure 3.5 : Radiation induced electron-hole pair generation

One of the effects of the radiation-induced damage to the MOS transistor due to
trapped charges is seen as a change in its gate threshold voltage. A net positive charge
distribution per unit interface area Q, located * 2 away from the metal-oxide interface due
to trapped charges (Figure 3.6) induces a negative charge distribution per unit interface
are in the silicon substrate Qs given by (Reece and Thomson, 1998; Ma and
Dressendorfer, 1989)

Q .= ~ Q ,

(3.1)

where t„x is the oxide thickness. This changes the threshold voltage V, of the MOS
transistor by
AV,

-Q s

QlX
£ 0£ ox

(3.2)
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The effect of ionising radiation on the electrical parameters of the MOS transistor can
also be seen from the shift in the I-V curve of the device with the amount of the
horizontal shift in the I-V curve being proportional to the dose absorbed by the device
(Figure 3.7).

Figure 3.6 : Charge distribution in the oxide layer.

+

Figure 3.7 : Threshold voltage change in MOSFETs due to ionising radiation

The sensitivity of MOSFETs to ionising radiation can be improved in two ways.
One of which is by applying higher positive gate bias during irradiation.

This will
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increase the field strength in the oxide that results in a reduction of the recombination
rates and in an increase hole trapping efficiency. However, the use of high gate bias
will fill up the trap sites faster leading to the saturation of the threshold voltage and a
shorter device lifetime.

Thicker oxide layers can also increase the sensitivity of

MOSFETs. A thicker oxide layer translates to lower capacitance which results in higher
threshold voltage as shown in equation 3.2.

Additionally, the number of trapped

charges will also increase with a thicker oxide layer due to larger charge collecting
volume.

Sensitivity of MOSFET detectors increases with the square of the oxide

thickness.

3.1.3

MOSFET system applied fo r this study
The MOSFET dosimeter system used in this thesis was developed by the

Radiation Physics Group of the University of Wollongong, Australia. It was composed
of an enhancement type n-MOSFET and a custom made reader. The MOSFETs were
made up of 1pm thick silicon oxide layer, an aluminum gate electrode with thickness of
0.5pm and an n-type silicon substrate which was 300pm thick (Rosenfeld et al., 1995).
The device sits on a base which is made of thin covar can and glass as shown in Figure
3.8a. Additionally, these Ukraine made MOSFETs were encapsulated in a TO -18 covar
which protected its gold plated leads and sensitive micro-circuitry from damage.
However, the protective covar can was found to have significantly affected the device
sensitivity which resulted in an overestimation of dose by as much as four times
(Rosenfeld et al., 1995).

To minimise the effect of the metal cover on the device

sensitivity, Rosenfeld et al (1995) suggested the use of a ‘bare’ MOSFET configuration
(Figure 3.8b).

For this MOSFET configuration, the protective lid was completely

removed thus exposing the MOSFET and its sensitive volume.
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Figure 3.8 : Encapsulated and bare MOSFET configurations

The radiation induced change in the MOSFETs gate threshold voltage was
measured using a pulsed current source and a measuring circuit given in Figure 3.9.
The measurements were performed under constant current condition.

4-eV

Figure 3.9 : Circuit diagram of the UoW MOSFET threshold voltage reader (Adapted from Rosen feld et
al„ 1998).
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3.2 Investigation O f Electrical Properties O f MOSFET Detector
3.2.1 Temperature Dependence
The effect of changing temperatures on radiation dosimeters is an object of
concern especially for detectors used for in-vivo measurements. Room temperature and
patient temperature may vary significantly to alter the sensitivity of the dosimeter such
that correction factors need be applied in order to obtain the right dosimetric data.
The response of MOSFET detectors to irradiation at high temperatures has been
reported to be affected by physical processes such as tunnel and thermal annealing, trap
generation and annihilation which occur simultaneously with the radiation damage
mechanisms mentioned earlier. Tunnel annealing results from electrons tunnelling into
the oxide layer from the bulk semiconductor to compensate trapped holes. Thermal
annealing repairs the radiation induced damage to the device by releasing trapped
charges and reducing trap density through thermal excitation.

However, this is not

prevalent because the temperature range with which the MOSFET detector is used is too
low compared to the annealing temperature needed to appreciably reduce the interface
trap density.

Thermal excitation can also increase trap generation as well as

annihilation but normal room temperature and patient temperature are not enough to
create a large temperature effect on the sensitivity of the device during irradiation (Ma
and Dressendorfer, 1989).
Recent investigations on the temperature dependence of the MOSFET detector
during readout have shown a significant effect on the threshold voltage of the device
when large variations in temperature exist (Morales et al., 1998).

An average of

2.4mV/C° decrease in device threshold voltage was observed as MOSFET detectors
similar to those used in this study were subjected to readout temperatures ranging from
10°C to 50°C.

However, the temperature effect can be overcome if the device is
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operated in its thermostable point during readout. Thermostable point is achieved by
operating the MOS transistor at a current where it remains to be unaffected by any
changes in temperature. The thermostable point for the MOSFET detectors used by
Morales et al (1998) and the ones used in this thesis is reached at a current of about 4850jiA for n-MOSFET.

3.2.2 Energy Dependence O f MOSFET Detector
The energy dependence of MOSFET detectors was investigated by Rosenfeld et
al (1995) for various MOSFET configurations. Of particular interest for this thesis are
the results obtained for an unencapsulated MOSFET detector which was irradiated in
the x-ray energy range of 50-250keV. The dose enhancement effects (DEF) for the
MOS transistors decreased as the beam energy increased. However, the dependence of
the dose enhancement effects became less significant for high energy beams starting
from lOOkeV.

CHAPTER 4
Materials and Methods
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4.1 Materials
4.1.1 Medical Linear Accelerator (Linac)
The principal sources of high-energy beams for radiotherapy are particle
accelerators. This research used a Varian 2100c linear accelerator (Figure 4.1). Linear
accelerators use high frequency and high power fields to accelerate electrons to high
energies as they travel in straight paths. Linear accelerators have emerged as preferred
machines for radiotherapy treatments because they deliver a high dose rate and a good
range of different energy beams of varying penetration. A diagram of the important
components of a linear accelerator is shown in Figure 4.2.

Figure 4.1: The Varian 2100c Medical Linear Accelerator. It is capable of producing 6 MV and 10 MV
x-ray beams as well as 6 MeV, 9MeV, 16 MeVand 20MeV electron beams. This machine
has been used as the main source of ionising radiation for this study.
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patient surface

Figure 4.2: Components of a Linac beam delivery system. (Adapted from Metcalfe et al., 1997).

4.1.1.1 Principle o f Operation
Waveguides are the main accelerating structure used by linear accelerators
today. This component serves as a conductor of microwaves and is where the actual
particle acceleration takes place. Waveguides are made of copper since this material
has a high electrical conductivity at microwave frequencies. The high frequency
electromagnetic waves, normally at 3000 MHz, are provided by a microwave power
source which is either a magnetron or a klystron. The Varian 2100c uses a klystron
which operates as an RF amplifier. It uses buncher and catcher cavities with a drift
space to produce 5 to 30 MW of RF power (Green, 1986).
As short-pulses of microwaves are supplied by the klystron, electrons are
injected into the waveguide with the use of an electron gun. Electrons are injected in
phase with the microwave frequency.

Electromagnetic waves whose electric field

vector is oriented in the direction of electron propagation provide a continuous force
that accelerates the electrons.
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In the accelerating waveguide, these electrons are bunched as they are
accelerated to speeds very close to the speed of light where they gain relativistic
energies.

Linear accelerating structures may employ a travelling wave system or a

standing wave system.

Both systems use coupled cavities called irises to achieve

velocities of propagation that are characteristic of microwaves. The Varian 2100c uses
a standing wave accelerator system.
As the RF wave reaches the end of the accelerating guide it is reflected back.
This creates standing RF waves within the accelerating column. Systems likes these
have the advantage of building up stronger electric fields without requiring longer
waveguides. Microwave power can be fed at any point along the waveguide since only
RF energies that are of the same resonant frequency as the accelerator are accepted by
the waveguide.
As the beam emerges from the accelerating waveguide, a system of bending
magnets deflect the electron beam in curved paths so that they can be directed to the
plane of treatment. A vertically mounted waveguide does not need this system since the
waveguide can be positioned so that the beams exit toward the isocenter of the machine.
The Varian 2100c however uses a horizontally mounted waveguide which necessitates
the use of bending magnets to redirect the beam of electrons into the isocenter of the
linear accelerator.
The electron beam can be bent using a 90° or a 270° system. A 90° system is
relatively compact and requires a low isocenter height but most of these designs
produce unsatisfactory beam symmetry. The 270° system used by Varian 2100c ensure
that a narrow beam entering the bending chamber exits as a narrow beam by using an
achromatic bending magnet. Electrons with energies outside the chosen range which is
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5% greater than the required peak energy are removed from the beam through the use of
energy slits or filters (Green, 1986; Metcalfe et al., 1997).

4.1.1.2 Photon And Electron Modes
Virtually all medical linacs use an isocentric mount where the virtual source lies
100 cm from the axis of rotation. They can be operated in either electron or photon
modes as the treatment requires. Photon energies of up to 18 MV and electron energies
ranging from 4 to 21MeV are achievable using a Varian 2100c linear accelerator.
When used for photon irradiation, the accelerated electrons, after passing
through the bending chamber, are made to hit a target (tungsten) which stops the
electrons and produces a stream of photons by the Bremsstrahlung process. The angular
distribution of the photons is dependent on the incident angle that the electrons had
before hitting the target (Green, 1986).
The photon energy is normally 2/3 that of the maximum energy of the
accelerated electrons. The energy spectrum of the x-ray produced depends on both the
atomic number and the thickness of the target used. Thicker targets generate more x-ray
output but have a lower mean photon energy compared to x-rays generated by thin
targets. However, electron contamination of higher magnitude results when thin targets
are employed. Allowing these electrons to be absorbed by a low Z material at the back
of the target solves this problem (Johns and Cunningham, 1983).
For electron treatments, the loading (target) is removed to allow electrons to
pass through an open port. It is evident that in the electron mode very high dose rates
will be achieved if the same current in the waveguide is used.

Therefore, safety

interlocks are used to limit the number of electrons captured in the waveguide from
exiting the linac.
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A metal scatterer is used to widen the pencil beam of electrons from the
accelerating system. The thickness of these scattering foils is dependent on electron
energy. In passing the electrons through this foil, the problem of x-ray (produced by
Bremsstrahlung) contaminating the electron beam arises. Therefore, a compromise
between foil thickness and the quality of the beam is made.
A beam-flattening filter is used in x-ray beams to create a relatively even dose
rate within the radiation field in off axis positions.

Filters having medium atomic

number (aluminum) are used to minimise radiation spectrum softening off axis.
The dose delivered and beam symmetry for these machines is monitored with
the aid of two multi-plate ionisation chamber assemblies. These are integral parts of the
interlocks to monitor the linac operation. Two pairs of movable collimators are driven
to define the rectangular size of the desired radiation field.

Further field shape

definition can be achieved using lead blocks or Multi-leaf Collimators.
The linac is interfaced to a control computer and a verification computer. The
control panel is located outside the linac bunker with enough shielding to protect the
technicians from getting unwanted radiation. The patients are monitored using audio
and video monitors during patient treatment.

4.1.2 Phantoms
Tissue equivalent materials known as phantoms are used in place of actual
patients for dose assessment.

These materials have absorption and beam scattering

properties that closely resemble that of human tissue (i.e. muscle, lung and bone). In
order to behave as such, phantoms and the tissue they mimic have very similar electron
density (number of electrons per gram), mass density and effective atomic number.
Electron density is important especially when megavoltage photon beams are used
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where Compton effects predominate (Johns and Cunningham, 1983; Shahabi, 1989;
Khan, 1994; Metcalfe et al., 1997).

The electron density of a material may be

calculated using the expression

P< = P , „ - N a

z ^

T>,
7

(4.1)

,

where/? mis the mass density, NA is Avogadro’s number and at is the fraction by weight
of the ith element of atomic number Z, and atomic weight A,. Table 4.1 gives some of
the more common phantom materials and their properties (Khan, 1994).
Phantoms come in various shapes and sizes. There are the geometrical (slab)
phantoms that are simply made of sheets or blocks of plastic materials. There are also
those that model the anatomical shape and density of a patient.
It is always best to work with phantoms that have tissue equivalent properties
and at the same time resemble the complex contours of the human body. The problem
with phantoms like this is the variability of patient stature, internal structures and
outline (Metcalfe et al., 1997).

It may also be difficult to determine the exact

contribution of each attenuating material in the phantom to the dose at a point, i.e., how
much has the lung, bone and muscle contributed to the dose perturbation.
Some phantoms are preferred for certain experiments due to their chemical
properties that closely approximate muscle and other soft tissue. For experiments with
detectors which are restricted to operate in dry conditions, recipes consisting of plastic
forming materials have been concocted to come up with a number of solid analogues of
water, muscle, fat, bone and lung tissues. It should be noted however that some
phantoms are designed for specific radiation qualities only. A phantom designed for use
at megavoltage x-ray energies may not necessarily be suitable for use in a diagnostic xray beam (Metcalfe et al., 1997).
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Table 4.1 : Physical properties o f various phantom materials. Listed here are the mass density p ,
electron density’ relative to water p f ,aird effective atomic number
for some of the
phantom materials and tissue substitutes used in radiotherapy. (Adapted from Metcalfe et
al., 1997).
+++
^ w++
Material
Elemental
L eff
P
Pe
Composition
(g/cm3)
(%fi)+
Water
H( 12) 0(88)
1
1
7.41
Solid Water
H(8.09) C(67.22)
1.04
1.02
7.54
N(2.4) 0(19.84)
Ca(0.13)
Polystyrene
H(7.69) C(92.31)
1.04
1.01
5.7
PMMA (Perspex,
H(2.13)0(6.33)
1.19
1.16
7.55
Lucite, Plexiglass)
0(34.04)
Muscle Analog
H(9.15) 0(70.66)
1.03
1.02
7.39
N(4.28) 0(13.34)
01(0.1 l)Ca(2.46)
Lung Analog
H(8.36) 0(60.41)
0.3
0.28
7.51
N(1.67) 0(17.33)
01(0.15) Si(0.72)
Mg( 11.36)
Soft Bone Analog
H(7.9) 0(63.79)
1.16
1.14
9.26
N(4.23) 0(9.88)
01(14.2)
Hard Bone Analog H(8.5) 0(13)
1.84
1.71
13.27
N(3.6) 0(66.4)
S(0.46) P(2.43)
Ca(4.96) Na, Mg,
& K (trace)
Fat Analog
H(8.5) 0(72.88)
0.92
0.895
N(2.24) 0(16.25)
01(0.11)
+%f, is the fraction by mass of an element
ry

++Electron density for water is 3.34xI021 electrons/g

+++The effective atomic number is given by the formula

Z e^

where q is the number of elements present

in the substance, a is the fractional contribution of each element to the total number of electrons in the mixture and
a factor which accounts for the photoelectric effect at specific energies.

u(-2.94)

is

When using phantoms in radiotherapy experiments, the physical dimensions of
the phantoms are given particular attention.

Phantoms should be large enough to

account for the scatter component that might not be present if a smaller phantom is
used.

Insufficient amount of phantom material will cause an underestimation of the

dose at specific points of interest in the phantom. Solid phantoms having dimensions of
30x30 cm2 are considered large enough to provide full scatter conditions for most field
sizes (up to about 30x30cm2) and energies (Khan, 1994).
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The absorbed dose in a homogeneous phantom can be determined using a
calibrated ion chamber. This is done by first applying correction factors (temperature,
pressure, humidity and loss of ionisation by recombination) to the raw reading (Mu°)
obtained by the dosimeter to get the corrected dosimeter reading (Mu). The product
between the corrected reading, the correction due to the stopping power ratio between
water and air

( s WMi r ) ,

two chamber perturbation factors (pup cei) and the dose calibration

factor (No) finally gives the absorbed dose in water. The absorbed dose at an effective
depth (peff) can be solved using the following expression (IAEA, 1987):
D me j ( P e f f ) = M u N D S W, a i r P u P c e l

( 4 -2 )

fW
with N d - A, — Ik ankm where Nx is the exposure calibration factor which is the
V* y
correction for losses due to Bremsstrahlung production, W/e (=33.97 J/C) the mean
energy expended in air per ion pair formed per electron charge, katt the correction for
absorption and scattering the wall, build up cap and the central electrode and km the
material correction for the wall and build-up cap.

4.1.2.1 Water Phantom
A common sight in most radiotherapy departments is a 50x50x50cm3-tank with
walls and base made from PMMA (Perspex, Lucite, and Plexiglass) material (Figure
4.3).

When filled with distilled water, this serves as a handy phantom for the

measurements of output factors, beam calibrations, isodose track scans, dose profiles
and depth dose measurements (Metcalfe et al., 1997).
The water tank is fitted with servo operated levers which allow precise
positioning of detectors at any location within the tank. This is especially useful when
dose distributions at off axis positions are to be determined.

The movement of the
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levers is controlled via a computer console with which the water tank is interfaced.
Software provided by the manufacturer enables real time reading of the absorbed dose
from an electrometer.

Figure 4.3 : Scanditronix Water Tank. (Adapted from Metcalfe et.al., 1997).

Since water absorbs photons almost in the same way as muscle, many dosimetric
investigations are carried out using water phantoms (Johns and Cunningham, 1983).
Water has an effective atomic number Zeff = 7.51 and mass density of p

=1.0 g/cm3. It

is a major constituent of human tissues which makes it a convenient muscle and soft
tissue substitute. Its reproducible radiation properties, availability and cost make water
a preferred phantom material.
Water phantoms play a vital role in beam calibration, most protocols recommend
the use of water tank phantoms for primary linac calibration (Metcalfe et ah, 1997).
However not all dosimetric investigations can be carried out using this medium. It is
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difficult though not impossible to place cavities in a water phantom and in particular to
get measurements reasonably close to the cavity interface which needs a finite thickness
of wall material for water proofing.

Setting up and accurately positioning the water

tank with its components also requires a considerable amount of time. Moreover, not all
radiation detectors are compatible with wet and moist phantom media. Also, surface
dose measurements with water phantoms become a problem due to surface tension
effects.

4.1.2.2 Solid Phantoms
An alternative to water phantoms is the solid phantom.

Their elemental

compositions are almost similar to water. Figure 4.4 shows solid water slabs of various
materials having different thicknesses.

A list of the some solid phantoms and their

compositions are also given in the Table 4.1.
To ensure that these phantoms are water equivalent (therefore approximately
tissue equivalent), their electron density and effective atomic number is made as close to
water as possible.

Thus, emulating the linear stopping power and linear angular

scattering power of water phantoms.
Listed in Table 4.1 (columns 3 to 5) are the various properties of some of the
available solid phantom materials. Among these materials, solid water comes closest to
being water equivalent. Polystyrene, on the other hand, has a reasonably close electron
density value compared to water but its atomic number is lower. Solid water phantoms
are made based on the recipe for tissue substitutes formulated by Constantinou et al.
(1982).

They are now commercially manufactured by Radiation Measurements, Inc

(Middleton, Wisconsin) and currently used as a standard dosimetric calibration phantom
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for both photon and electron beams for megavoltage energies (Khan, 1994). Solid water
phantoms are available in 30x30 c m 2 slabs which can be easily cut any desired shape.

Figure 4.4 : Solid phantom slabs including solid water, Perspex and lung analogue cut in various
thicknesses (Adapted from Metcalfe et al., 1997).

An advantage of solid phantoms is that they allow the use of dosimeters such as
TLD, film, parallel plate ionisation chambers and semiconductor dosimeters without the
need for waterproofing.

Hence, detectors can be placed at interfaces (e.g., cavities)

without the problem of meniscus effects or a finite thickness of waterproof barrier.
They are easy to set up and can be used for experiments involving arc treatments
(Metcalfe et al., 1997). Moreover, solid phantoms can be machined out into geometries
that model the contours of the human body.

4.1.2.3 Other Phantom Materials
While most of the tissue in the body can be substituted with either a water
phantom or a solid water phantom, special analogues of lung, fat, and bone are used in
order to account for the densities of these tissues (see Table 4.1 for properties ).
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Figure 4.5 : Male and female ART phantom (Adapted from Metcalfe et al., 1997).

Anthropomorphic phantoms having internal structures resembling those of the
human internal organs, including air cavities, are also available (Figure 4.5). They are
usually cut into transverse slices to allow insertions of dosimeters in different locations
within the phantom. For lower energy beams, anthropomorphic wax phantoms are used
although its chemical properties are not exactly tissue equivalent but more like fat.

4.1.2.4 Phantom Materials Used In This Study
Sheets of WT/SR6 type solid water (RMI, Middleton, Wisconsin) were used in
this research. Solid water is made from a mixture of epoxy resin and other materials
(see Table 4.2) which gives it a brown rigid finish. It mass density (p =104 g/cm3),
electron density p ew= 1.02) and effective atomic (Zeff= 1.02) makes the transmission of
intensities through solid water slabs relatively close to that of water. The ratio between
the transmission intensity in solid water and water for various beam energies are shown
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in Table 4.3. Sheets of 30x30cm2 slabs with thicknesses ranging from 1mm to 40mm
were alternately used. For measurements requiring thinner sheets of solid water e.g.,
100-900|±m, a set of lOmm-diameter disks were used since with this thicknesses the
solid water becomes too brittle to handle if they are cut with bigger diameters (refer to
section 4.2.4.1 for details of phantom design).
Other phantom materials used in this study include Perspex and polystyrene
sheets.

The properties of which are given in Table 4.1.

materials tolerated being cut into sheets of 700jLtm thickness.

Both of these phantom
A Scanditronix water

phantom was also used to obtain benchmark depth dose distribution data using a silicon
diode dosimeter.

Table 4.2: Composition of solid water (type WT/SR6) : Percentage weight of
component. (Adapted from Constantinou, 1982). ________ __
Epoxy CB4
% by mass
Components
MY750 and 40 parts of hardener
80.48
Polyethylene
10.00
Calcium carbonate
5.77
PMS (phonolic microspheres)
3.75
Elements
Hydrogen
8.09
Carbon
67.22
Nitrogen
2.40
Oxygen
19.84
Calcium
2.32
Chloride
0.13

Table 4.3: Relative transmission values for solid water for various beam types
and energies. (Adapted from White et al., 1978).
SSD
I'(solid water)/I(water)
Beam Type and Energy
80
1.001 ±0.001
Co-60
80
1,002±0.002
4MV x-rays
1,002±0.002
100
10MV x-rays
100
1.031±0.010
12MeV electrons
100
1.02810.008
15MeV electrons
1.03710.003
20MeV electrons
100

For the lung-tissue interface measurements, the anthropomorphic RANDO
phantom was used (Figure 4.6a).

Plastic water (same as solid water but different
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manufacturer) was also used in this part of the experiment together with a lung analogue
which were cut into anatomical shapes to match the contours of the anthropomorphic
phantom and a patient undergoing radiotherapy as part of a breast cancer treatment
regimen (Figure 4.6b).

Figure 4.6: (a) The anthropomorphic RANDO phantom used for the study of inhomogeneities in
radiotherapy treatments for breast cancer patients and (b) the plastic water slab with lung
analogues.

4.1.3 Treatment Planning Computer
Treatment planning refers to procedures and calculations, both manual and
automated, used to estimate the dose distribution in a patient receiving radiation therapy
treatments (Hendee and Ibbot, 1996). Its main goal is to ensure that significant dose is
delivered to the tumour while minimising the dose anywhere else in the irradiated
volume. Highly optimised treatment plans are characterised by dose distributions where
the dose to sensitive normal structures is kept as low as possible thus avoiding treatment
complications.
With the availability of sophisticated computer systems, treatment planning has
been transformed from laborious manual dose computations to fully automated three
dimensional treatment planning where all aspects of a patient’s treatment plan can be
simulated.
Various computational algorithms are employed by different planning computer
systems in determining the dose distribution in an irradiated medium. This includes
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analytical, matrix, semi-empirical and three-dimensional integration methods for photon
beam simulation and pencil beam algorithm for electron beam simulation to name a
few. Planning computers also use additional algorithms to correct for the presence of
inhomogeneities in a medium being irradiated.

Some of these algorithms were

discussed in section 2.4.
One way of evaluating how effective treatment planning computers account for
the presence of inhomogeneities is to compare the dose distribution it generates with
experimental data. For this research, planning computer data was obtained from an
ADAC-Pinnacle system and the Theraplan system. The former uses a collapsed-cone
convolution algorithm to generate dose distributions for photons and a Fermi-Eyges
algorithm pencil beam algorithm for electrons while the latter used the effective tissue
air ratio algorithm.

4.2 Dosimeters
4.2.1 Ionisation Chamber
Dosimetry with ionisation chambers is considered to be the standard of all
dosimetric techniques. Ion chambers work on the principle that the ionisation produced
in a gas-filled cavity is proportional to the amount of energy released by an x-ray or an
electron beam in a medium. Bragg-Gray cavity theory asserts that this is true only if the
volume of the cavity is sufficiently small such that the electron distribution in the
medium is not altered due to the presence of the cavity. In such conditions it is assumed
that the absorbed dose is mainly due to the secondary electrons generated in the
phantom material. Under Bragg-Gray conditions, the dose in a medium can be obtained
through the following expression (Johns and Cunningham, 1983; Metcalfe et al., 1997)
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In this equation, Jgas is the ionisation charge produced per unit mass of the gas inside the
cavity, (Sp )gasnied is the weighted mean ratio of the stopping power of the medium to
that of the gas for the electrons crossing the cavity, and W/e is the average energy
absorbed per unit charge created by ionisation. Note that equation 4.2 also adheres to
this principle.
The primary components of an ion chamber include an air cavity, a collecting
electrode and an air equivalent wall. The volume of air within the chamber is ionised
by the incident radiation. The ions created are collected through an electrode that is
connected to an electrometer. The amount of charges collected depends on the field
strength applied in the active region.

It initially increases linearly then saturates for a

range of electric field strengths then starts to increase again due to secondary ionisation.
The field strength normally ranges from lOOV/cm up to 400V/cm.

Electric field

strengths below this range will lose the ions created by the beam to recombination while
stronger fields will give ions enough energy to cause secondary ionisation.
Specific considerations for the detector’s structure and design have to be taken
into account in order to arrive at the ideal conditions mentioned earlier. The walls of
the detector and the detector itself should be made from the same material so that the
electron distribution in the walls will be the same as those of the detector.

The

thickness of the detector wall should be greater than the range of secondary electrons
but not too thick to attenuate the beam. With the proper detector wall thickness, only
the secondary electrons generated within the medium reach the active volume of the
detector.
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Polarity effects and environmental conditions influence the charge measured by
an ion chamber. The former changes the magnitude of the exposure as the voltage of
the collecting electrode is reversed.

When the collecting electrode is at positive

potential and the entrance window is at negative potential, more forward scattered
electrons will be collected thus increasing the response of the chamber. The chamber
response is also affected when it is exposed to varying temperature, pressure and
humidity. Changing temperature and pressure results in variations in the number of ions
for a certain dose in the active volume. A humid air alters the effective atomic number
of the gas in the active volume thus changing the measured exposure in the medium. To
account for these effects, small correction factors are sometimes introduced when
converting the measured charge to absorbed dose.

4.2.1.1 Chamber Types
Two types of ionisation chambers are commonly used in radiotherapy, the
cylindrical or thimble type and the plane parallel or pancake type. Thimble chambers
typically have diameters of about 5mm or less and a length not more than 15mm. The
thimble chamber most commonly used for calibrations is referred to as a “Farmer Type”
ion chamber. Calibration measurements in water tanks are typically done using a
cylindrical chamber. On the other hand the parallel plane chamber is best suited for
transition zone dosimetry where a thin active volume for the chamber is needed. The
entrance window of such chambers usually has thicknesses from a few microns up to
2mm and a plate separation of 1mm or less. Plane parallel chambers are also ideal for
surface skin dose measurements. This is because with a very thin front window and a
narrow separation between the plates, the effective point of measurement of the
absorbed dose can be assumed to have been taken just behind the entrance window.
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Figure 4.7 shows the diagram of the different components of a plane parallel
chamber. This kind of chamber has been used to measure entrance and exit doses for
both x-ray and electron irradiation. A guard ring surrounds the collecting electrode.
Both are in the same potential. The guard ring provides constant field strength within
the chamber and at the same time it shields the active volume from electrons scattered
from the walls of the chamber.

Active volume
Guardring
Thin frontwindow
Ventilation
hole

Tothe
electrometer

.

Collectingelectrode
Figure 4.7 : Components o f a plane parallel ionisation chamber (Adapted from Metcalfe et al., 1997).

It is however not very easy to use parallel plate chambers in water phantoms.
They are usually paired with solid phantoms especially because the chamber wall is
normally made of the same solid phantom material. Moreover, solid water phantoms
eliminate meniscus problems and ripples in the water tank as the detector is moved from
one point to another. The practice of using the phantom material for the chamber wall
minimises interface problems which may alter the dose distribution near the detector. It
is also noteworthy that polarity effects due to its physical arrangement can easily affect
plane parallel chambers.
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4.2.1.2 The Attix Chamber
The dose distributions obtained by the MOS dosimeters used in this study were
benchmarked against a parallel plate ionisation chamber.

An Attix chamber

manufactured by RMI was chosen due to its design. This particular dosimeter had a
chamber body made out of solid water to avoid interface problems and reduce
perturbation of the radiation field. The chamber wall was of the same material as the
chamber body as required so that the spectrum and angular distribution of electrons in
the wall equals the spectrum and the distribution of electrons generated in the detector
(Metcalfe et al., 1997).
The front window of the chamber is a thin conductive kapton sheet with a
thickness of 0.025mm or 48m g/cnr. It has a 0.125cm‘ active volume with 1mm cavity
depth. The chamber also uses a wide guard ring to minimise collection of inscatter
having 13.5mm width and an outer diameter of 4.0cm. The collection electrode is a
small dab of a colloidal polyethylene insulator 12.7mm in diameter and 0.13mm thick.
A maximum polarising voltage of 300 volts is applied to the chamber (Attix, 1993;
Gerbi, 1993; Kubo, 1993; Kron et al., 1995; Metcalfe et al., 1998).

The thin front

window is slightly ebbed to prevent contact with the phantom material to be placed on
top of it.
An electrometer (type - Nuclear Enterprises 2570/1) was connected to the Attix
chamber to measure charge collected due to ionisation.

It was set in charge mode

meaning all measurements were in terms of the amount of charge collected in its
electrodes.
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4.2.2 Radiochromic Film
The use of radiochromic film as a radiation measurement device was first
proposed by Mclaughlin and Chalkley in 1965.

Radiochromic film (RCF) is a

dosimetry media which consists of a thin clear transparent film with radiosensitive
layers of microcrystalline monomer which turns into an opaque blue film after
irradiation. The colourless gel containing the polycrystalline substituted-diacetylene
monomer changes into a blue polymer by partial polymerisation.

As the amount of

polymerisation increases, the change in the film’s colour becomes more intense. The
change in the film’s optical density is approximately proportional with the absorbed
dose (Klassen et al., 1997).
Unlike radiographic films, it does not require any physical, chemical or thermal
developing due to the immediate chemical evolution of the active layer.

The film

produces post irradiation coloration where it further darkens due to continuing chemical
reactions brought about by factors such as temperature and humidity. This effect is
predominant during the first 24 hours after irradiation and produces approximately 10%
extra film darkening. Thus for accurate film analysis, the film is held for at least 24
hours in a controlled storage (light-tight envelopes, relatively constant temperature and
humidity) before the film is scanned.
The advantages of using RCF include its close equivalence to the effective
atomic number or tissue and its ability to measure planar (2D) dose distributions with
high spatial resolution.

Since planar dose is measured in a continuous spectrum of

varying optical density over the film, the spatial resolution of radiochromic films are
only limited by the capability of the densitometer to scan the film in smaller pixel
increments. RCF has also been found to be relatively energy independent compared to
radiographic film. When analysis is performed at wavelengths of maximum absorption,
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dose ranging from 1 Gray to 12 Grays may be used. On the other hand if the film’s OD
is to be measured with low sensitivity wavelengths, dose up to 500 Grays can still be
measured.
Like most film, radiochromic films are sensitive to UV light. Although it is not
easily damaged by UV light, prolonged exposure to UV erodes the accuracy of the film
for dosimetric purposes. RCF also exhibits an intrinsic film non-uniformity which may
be caused by the uneven distribution of the radiosensitive dye during its manufacture.
Zhu et al. (1997) has shown that the non-uniformity of certain radiochromic films
appears as a sinusoidal variation of the absorbed dose in a film irradiated by a uniform
dose. The same study also revealed that the non-uniformity of radiochromic films is
dose independent.

4.2.2.1 Radiochromic Film Used In This Study
Strips of GAFCHROMIC™ MD-55-2 dosimetry media were used to obtain
dose profiles at various depths in the solid water phantom.
manufacturer

(International

Specialty

Products,

N.J.)

Specifications from the
provided

the

following

information about the dosimeter: it is a laminated film composed of two pieces of
2.65mil polyester base, each with a nominal 15-micron thick coating; they are
colourless, grainless and transparent before exposure to radiation; while it is sensitive to
ionising radiation, the film has low sensitivity towards normal room light; it is
composed of materials of low atomic number and only under responds compared with
water at low x-ray energies (Kron et al., 1998).
Upon detailed inspection of the film structure, Klasen et al. (1997) have found
that the MD-55-2 is made up of seven layers consisting of Mylar, glue and a
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radiosensitive gel. Illustrated in Figure 4.8 are the different layers of the Gafchromic
MD-55 with their respective thicknesses.
A 12.7x12.7 cm“ (5x5 in ) Gafchromic MD-55-2 dosimetry media was cut into
small film strips.

They were cut perpendicular to the direction with which the

radioactive dye was applied on the film base in order to minimise the effect of the non
uniformity of the film on the results.

GafChromic MD-55
mylar, 0 .0 2 5 mm

edge
Figure 4.8 : Structure of a Gafchromic® Dosimetric Medium{ Adapted from Klassen et al, 1997).

4.22.2 Readout System
4.2.22.1 Infrared Densitometer
The colour change in a radiochromic film can be measured with a
spectrophotometer or a densitometer where the optical density change is related to the
absorbed dose.

The optical density of the films used in this research were initially

measured using a modified Scanditronix RFA300 infrared densitometer designed at the
Illawarra Cancer Care Centre, Australia (Carolan et al., 1997).

Instead of using an

infrared source, a red GaAlAs LED was used. A red light source was used to take
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advantage of the peaks in the absorption spectra of the film where significant
differences in the degree of light absorption can be recorded even for small dose
changes. The absorption spectra together with the wavelengths used by densitometers
are illustrated in Figure 4.9.

Figure 4.9 : Absorption spectrum of Gafchromic MD-55-2 dosimetry media (Adapted from ISP Data
Sheet).

The light coming from the LED was focused through a lens on to a photodiode
detector on the underside of the densitometer arm. The LED had a luminous intensity
of 3000mcd and with peak wavelength of 660nm. It used a forward current of 50mA
and a forward voltage of 2.5V.

The LED was fitted into the arm of the scanning

densitometer beside the infrared source. A switch toggled between the infrared source
and the red LED.

The Gafchromic films were placed on a glass sheet which lies

between the red light source and the detector. The LED was warmed up (approximately
30 minutes) so that errors associated with dark current readings were minimised.

4.2.2.2.2 Laser Scanner Densitometer
Most of the films used in this research were read using the FIPS Plus Film
Image Processing System (St. George Hospital Cancer Care Centre) illustrated in Figure
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4.10. The system is composed a laser scanner, a film input shute and an interfaced pc
for data processing. The densitometer uses a helium-neon laser with each transmitted
laser intensity digitised to a 12 bit resolution. Data processing is accomplished with the
aid of an accompanying software called MEPHYSTO which allows the user to define
regions of interests, set coordinate systems suitable to the specific measurements and
calibrate the scanner values whether in optical density or absorbed dose.

It also allows

the extraction of data in the form of profiles, depth dose curves, isodoses or 3d graphics.

Figure 4.10 : FIPS Laser Scanner interfaced with a PC running on PTW - Mephysto program.

In reading the optical density of the films, they were placed in a custom made
film holder as shown. The film holder is then fed into the film scanner chute where its
entire image is captured in terms of varying grey scales. MEPHYSTO then translate
these into relative optical densities or absorbed dose depending on preset parameters.
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4.2.3 Thermoluminescent Dosimetry
Some crystalline materials, when irradiated, absorb energy and store it in their
crystal lattices. This absorbed energy can be recovered in the form of visible light when
the material is subjected to high enough temperatures. The amount of light emitted is
proportional to the radiation dose received by the material. This phenomenon of light
emission through the application of heat is known as thermoluminescence.
Thermoluminescent Dosimetry (TLD) has become one of the standard
dosimetric techniques for dose monitoring, machine calibration, dose checks and dose
verification in regions of the body where ion chambers and other dosimeters become too
difficult to use. Lithium fluoride (LiF), Lithium borate (Li2B40 7) and Calcium fluoride
(CaF2) are among the TLD materials that are commonly used as TL phosphors. LiF is
however the preferred TL material that is often used clinically. Although LiF in its pure
state does not exhibit enough thermoluminescence, with the appropriate dopant, LiF
becomes an excellent material for clinical dosimetry since it is approximately tissue
equivalent having an effective atomic number of 8.31. TLDs may come in any of the
three forms namely chips, cylindrical rods or powder form. The range of dose rates
with which these dosimeters may be used lie between 10'5Gy and 103Gy. It is however
necessary to calibrate TLDs against the range of dose in which it will be used since its
sensitivity varies significantly over a wide range of doses. (Johns and Cunningham,
1983; Khan, 1994)
TL materials work in the same way as any semiconductor dosimeter. Electrons
in the valence band gain enough energy from an incoming ionising radiation and move
to the conduction band leaving holes in the valence band. Most of these electrons will
return into the valance band and recombine with some of the holes but a number of
them will be trapped in metastable states found in the forbidden region. The impurities
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and/or dopants in the semiconductor material create these metastable states or traps.
The amount of trapped electrons indicates the extent of the radiation damage inflicted
on the semiconductor material. Trapped electrons may gain enough energy to escape
the traps and go back to the conduction band where they can again return to the valence
band. The probability of electrons escaping from the traps depends on both the energy
level of the trap and temperature. In thermoluminescent materials, the transitions from
the traps to the conduction band onto the valence band involve the release of photons.
This simultaneous release of light particles is called fluorescence. However, some of the
electrons trapped in the metastable states would require higher thermal energies to
escape and return to the valence band. In this case the release of photons are called
phosphorescence.

At room temperature phosphorescence may be too slow and the

material needs to be heated to hasten the release of the electrons from the energy traps.
When the release of trapped electrons is aided by heating, the emission of photons due
to the transition is called thermoluminescence.

Figure 4.11 illustrates the processes

involve in thermoluminescence.

Figure 4.11 : A diagram to illustrate thermoluminescence process (Adapted from Khan 1994).
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The

probability

of electrons

being

released

increases

with

increasing

temperature. The relationship between relative thermoluminescence and the temperature
is characterised by an initial increase in relative thermoluminescence with increasing
temperature. It then reaches a maximum then goes back to zero indicating that most of
the electrons in the trap have already been released. The number of electrons released,
thus the intensity of thermoluminescence, when a constant temperature T is used during
annealing can be described mathematically by (Metcalfe et al., 1997)
f

n = n() exp - st exp
v

(4.4)

where n0 the number of electrons trapped, s the frequency function which is a constant
related to the crystal lattice vibrations of the semiconductor material, t the annealing
time, Eg the energy gap between the conduction band and the trap and k the
Boltzmann’s constant.
During the annealing process, the desired constant temperature T is not achieved
instantly. This is the reason why TLD glow curves will have a number of peaks as
shown in Figure 4.12. Each peak corresponds to the various energy levels present in the
forbidden region of the crystal’s energy bands. As the temperature increases some of
the trapped electrons lying closer to the conduction band will be released first. On the
other hand, the others located in deeper traps will have to wait to be released until they
gain enough thermal energy to overcome the energy gap between the trap and the
conduction band.
The use of TLDs involves at least three processes. A pre-irradiation annealing is
done to remove all its previous radiation histories. This ensures that the response of the
TLD is not affected by previous irradiations that it has been subjected to. The pre
irradiation annealing for LiF uses a heating cycle of 1 hour under 400°C and 24 hours at
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80 C (Khan, 1994). The second step in the use of TLD is the actual irradiation of the
material. Since TLDs come in very small sizes it is usually placed on special holders to
keep it in place while being irradiated. Lastly, it is again annealed to release the trapped
electrons generated by the irradiation process.

Figure 4.12 : TLD glow curve showing the various energy peaks (Metcalfe et al., 1997).

TLD can be used to effectively determine doses in a medium through an
extrapolation method suggested by Kron et al (1996). This method uses at least three
TLD chips of different thicknesses placed at the same point in a medium. The relative
thermoluminescence of each chip is then plotted against their thickness. The relative
thermoluminescence at the point of interest is then obtained by extrapolating the curve
joining these points.
Three sets of TLD chips were used during the preliminary stages of this
research. These were labelled as normal chips, thin chips and extra thin chips with

80

thicknesses 0.90, 0.39 and 0.14mm respectively.

The use of TLDs however was

shelved because of the unavailability of enough reliable TLD chips when the
experiments were being conducted.

Problems with reproducibility of the annealing

oven were also identified and it was sent away for repairs during this study.

4.2.4 MOSFET Dosimeters
The MOSFET dosimeters used for this research were similar to the device used
by Butson et al (1996) and Rosenfeld et al (1998).

The detectors were p-channel

enhancement MOSFETs built on an n-type silicon substrate.

The substrate was

approximately 300 jam thick while the silicon-oxide layer was about 1 pm. The latter is
the sensitive volume of the MOSFET detector located between the gate electrode and
the silicon substrate. It has a surface area of 200x200 pm 2. The device was mounted on
a Plexiglass type material and encapsulated by a thin Nickel case just like an ordinary
commercial transistor.
The metal case of the detector was severed in order to expose its sensitive
volume. This eliminated any possible scatter and primary beam attenuation which the
metal cap might provide during irradiation. Figure 3.8b shows a cross section of the
MOSFET dosimeter without the metal cap.
A similar MOSFET type called RADFET was also tested in this research (Figure
4.13). RADFETs are commercially available MOS transistors which are mounted on a
pc board covered with a black epoxy material. It was however decided that only the
unencapsulated MOSFET be used for the interface measurements since the protective
epoxy cover of the RADFET provided an extra build-up material which was critical
especially with the dose measurements at the air cavity surfaces.

F ig u r e 4 .1 3 : U o W M O S F E T a n d R A D F E T in a s o lid w a te r p h a n to m .

All MOSFET measurements were performed in active mode where the device
was connected to a 5 V bias from a dc battery as shown in the circuit in Figure 4.14.
The radiation induced shift in threshold voltage of the device was measured using a
MOSFET reader (Figure 4.15) designed and assembled by the Radiation Physics Group
of the University of Wollongong. The reader consisted of a pulsed current source and a
measuring circuit which provided a constant current condition while the measurements
were being performed (Rosenfeld et al., 1998).
V in

Figure 4.14 : Circuit diagram for MOSFET in active mode.
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Figure 4.15 : MOSFET Reader.

4.2.4.1 MOSFET Cartridge And Solid Water Plug Set
The MOSFET detector was fitted into custom made holders and cartridges
(Figure 4.16) which were made out of solid water, plastic water or lung analogue.
Initial measurements were made using a MOSFET holder which fitted into the solid
water slab used for the Attix chamber. This had a diameter of 5.9 cm and was 1.55 cm
thick. Further measurements were carried out using smaller cartridges which had 1cm
diameter and was 1 cm thick. The cartridge itself is made up of two small parts namely
the base and the cap (Figure 4.17).

The advantage of using the smaller MOSFET

cartridges was that it allowed the use of small graded discs of solid water which were
easier to machine out.
The graded solid water and lung analogue discs (sheets with the same diameter
as the cartridge) were alternately placed on top or bottom of the cartridge in order to
place the detector at the desired depths within the phantom.

The thickness of the solid

water plugs used ranged from 0.2mm up to 10mm in steps of 0.1mm.

A cap with
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0.1mm thick solid water in it was used instead of a disc since at this thickness it would
be too brittle to handle.

Figure 4.16: MOSFET holder and cartridges.

For the tissue-air interface, the MOSFET cartridge was placed on a
30x30x30cm2 solid water phantom with a small channel drilled into it. This served as
the base phantom for the experiments. The graded discs were used for small increments
of depth while solid water slabs with the same dimensions as the base phantom were
used for bigger depth increments (i.e., >1 cm). A 1cm channel was also drilled into the
plastic water and lung analogue in order to accommodate the MOSFET cartridge during
the lung-tissue dose distribution measurements. Special wire channels were etched in
the phantoms to allow the connecting wires to be arranged such that they did not
interfere with the set-up.

Figure 4.17 : The MOSFET detector holder. Shown are the cartridge base piece, a cap and graded discs.
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CHAPTER 5
MOSFET Dosimetric Properties
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5.1 Dose Response of MOSFETS
The sensitivity of MOSFETs to ionising radiation has been found to diminish
with absorbed dose (Gladstone and Chin, 1991; Soubra et al., 1994; Kron et al., 1998).
This is attributed to the reduced field strength in the SiC>2 layer as positive charges are
trapped and accumulated in the oxide layer. As the electric field in the oxide layer is
reduced, holes are lost to recombination resulting in a smaller change in the gate voltage
which is the measure of the amount of absorbed dose. Figure 5.1 shows the variation in
dose response with total absorbed dose in a MOSFET detector exposed to 200kVp
photons from an Orthovoltage machine using a 10x1 Ocm field size.

Since the

MOSFET detector has no energy dependence at high photon and electron energies
(from about lOOkeV), these results will also hold true for higher photon energies
obtained from linear accelerators (Rosenfeld et al., 1995). The detector response was
measured in an in-air set up illustrated in Figure 5.2 with the detector in active mode
(5V bias).

A Perspex rod with a diameter of approximately 0.5cm standing on a

cylindrical base held the MOSFET at 50cm SSD throughout the experiment. The
MOSFET detector was given a constant dose of 20 monitor units (20cGy) during each
irradiation. The initial threshold voltage of the device stood at 6581 mV and went down
to -4837 mV after being irradiated with a total of 12Gy.
The reduction in the MOSFET sensitivity was found to be almost linear with an
average variation of 1.49% with respect to the best linear fit of the experimental data.
The dose response of the MOSFET detector was found to have been reduced by an
average of 1.31% per absorbed Gy. This is lower than the value obtained by Soubra et
al (1994) and Kron et al (1998) for the dose response of MOSFETs which have shown a
reduction of dose response of about 2.5% per absorbed Gy.

The sensitivity of the

MOSFET was also seen to have decreased with large accumulated dose. This is

C h a n g e in th re s h o ld v o lta g e p e r 2 0 c G y
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Figure 5.1 : Variation in sensitivity as a function o f accumulated dose and gate voltage
o f a MOSFET exposed to 200kV photons from an orthovoltage x-ray
machine. A linear fit o f the experimental data is also shown (r =0.9458).
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expected since the radiation induced threshold voltage shift in the device tends to
saturate at high doses caused by the increased recombination of electrons and holes and
the filling of the limited number of hole traps. This occurs as more holes are trapped
resulting in a build up of an internal space charge region that reduces the net internal
field (Boesch et ah, 1976).
As suggested by previous studies involving MOSFET detectors used in
radiotherapy (Soubra et al., 1994; Kron et al., 1998), data obtained using this dosimeter
has to be corrected for the non-linearity of the detector response. This is done by using
calibration curves as shown in Figure 5.1. The variability of the response of individual
detectors shown by the difference between the result of this study and the previous ones
necessitates different correction factors for each one of them.

Collimator
M O SFE T

Perspex Holder

Figure 5.2 : Experimental set-up for measuring variation in MOSFET sensitivity.

All experimental data in this study which were obtained using MOSFETs were
corrected using sensitivity curves derived from Dmax values obtained before and after a
series of interface dose measurements.

Although the reduction in the MOSFET

sensitivity is not perfectly linear, it can be approximated by a linear function provided
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the data points taken are in close succession with each other. Each measured data was
normalised to the corrected Dmax value (Sforr¿max) using a simple linear equation given by
%Dose = ——
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Variations in the MOSFET response due to arrangement of experimental set-up
and other factors that may cause errors should also be appropriately corrected as will be
pointed out in the next section.

5.2 Directional Dependence of the Sensitivity of the MOSFET Detector
The response of the MOS devices described in section 4.2.4 was assessed based
on the directional dependence of their response to ionising radiation. Placing the
detector at a depth equal or further than dmax and irradiating it at various angles of
interest tests this. At this depth the effects of air ionisation, electron contamination of
the beam and photon scatter due to field size are minimised and investigations of the
effects of beam obliqueness on the sensitivity of the detector response can be clearly
delineated (Jackson, 1971).
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The MOSFET and the RADFET were positioned at a constant depth of 75 mm
while irradiating them from normal incidence (9=0°) to 0=70° as shown in Figure 5.3.
This was accomplished by putting a set of semi-circular solid water blocks with radii of
75mm on top of the detectors. The detectors sat at the center of the flat edge of the solid
water blocks with thickness of 20mm each. The detectors were localized at the center
of a lOxlOcnr lield and were placed at isocenter. Increments of 10 degrees for the first
5 readings were made starting at 0° (normal incidence). Thereafter, five-degree steps
were used until the linac gantry was at 70°. The choice of the latter angle was brought
about by the fact that at more oblique angles the field was observed to begin hitting the
base phantom which would result in added backscatter (Figure 5.3b). Photon energy of
6 MV with a dose rate of 400 monitor units per minute was used.

/\

/\

B

Figure 5.3 : Experimental set-up for the measurement o f the directional dependence of the MOSFET and
RADFET with beam at (a) normal incidence and (b) 50° with respect to the normal
incidence.

The ratio between the dose at any one of the oblique angles and the dose at
normal incidence are shown in Figure 5.4. A fairly constant dose at angles less than 30'
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Figure 5.4 : Directional Dependence o f the Sensitivity o f a MOSFET and a RADFET.
All points are normalised to the dose at normal incidence.
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was recorded by the MOSFET but the detector starts to under respond at more oblique
angles.

A worst case under response was 7% at 0 = 75°.

On the other hand, the

sensitivity of the RADFET is seen to have a smaller variation in the relative dose
recorded indicating a lesser directional dependence for the device.

As with the

MOSFET results, the RADFET readings also show a slight under response at more
oblique angles. These are however smaller deviations from the dose obtained at normal
incidence.
To further understand the directional dependence of MOSFETs, especially in the
set-up to be used for the interface measurements (i.e., dose at lung-tissue interface), the
dosimeter was once again irradiated at four positions of interest, namely at normal
incidence (0 = 0°), named in this report as upright MOSFET irradiation, glancing
incidence (0 = 90° and 270°) (Figure 5.5a) and an irradiation at 0 = 180° defined in this
report as an inverted MOSFET irradiation (Figure 5.5b). The MOSFET was placed at
the center of a 30x30cm solid water base phantom. A 15cm build up material was laid
on top of the base phantom. This puts the detector at D$o(%) which is the depth at
which the dose will be 50% of the dose at dmax for 6 MV x-rays. The choice of a 15cm
build up also facilitates the dose measurements at 90° and 270° glancing incidences
without the need of moving the entire set-up.

All irradiations were performed with

doses of 15cGy (15 MU). The dose for the various angle of incidences were normalised
to the dose obtained at dmax.
Ideally, measurements of the directional dependence the MOSFET or RADFET
can be obtained by putting it in a circular phantom and irradiating it at all angles. Since
this experiment only intended to use the MOSFET (or RADFET) at angles 0 = 0°, 90°,
180° and 270°, the ideal conditions mentioned above was sufficiently achieved.
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Figure 5.5 : Experimental set-up for dose measurement at D50(%) under 6 MV x-rays. (A) Glancing
(9CP ) irradiation of the MOSFET (B) Inverted MOSFET (180° )irradiation.

It was believed that the base of the semiconductor chip caused the MOSFET
under response. To verify this, the MOSFET was placed in a solid water phantom slab
as described above and irradiated at four chosen angles of incidence. At the depth of
15cm, the MOSFET is situated in a position where electronic equilibrium exists and any
changes in the detector response as the angle of incidence of the photon beam is
changed will be due to its directional dependence. All the dose measurements were
normalised to the dose at dmax and are shown in Figure 5.6.
With the beam at normal incidence, the dose obtained was 49.11% of the dose at
dmax. This is what is expected since at a depth of 15 cm the relative dose is normally
half that of the dose at full build up. This shows that for normal incidence beams, no
directional dependence corrections are needed for relative doses obtained by MOSFETs.
Irradiation at glancing angles showed the same under response detected
previously at angles greater than 30° using a slightly different set up.

A 5% dose

reduction at both the 90 degree and 270 degree orientation indicates that whenever

94

0

Figure 5.6 : Directional dependence o f MOSFET measured at 6 - 0 ° ,(P ,180° aid
27(7 with respect to the normal. Dose at each point is normalised to dmax..
Radial axis is in terms o f the angle o f incidence 9 vhile orthogonal axis is in
percentage dose.
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MOSFET dosimeters are used for dose measurements using this arrangement, the dose
obtained has to be corrected before comparing the results to those obtained with beams
at normal incidence.

The correction factor that could be applied to account for the

under response of the MOSFET at glancing angles of irradiation can be calculated by
the expression:
K e = D 'jD x

(5.4)

where D \ is the dose at depth x with normal incidence beam and Dx is the dose at the
same depth with the angle of incidence set at 0 = 90°. This method could be employed
in deriving the correction factor for glancing incident beams.
With the sensitive volume at a depth of 15cm, the MOSFET was irradiated from
behind by rotating the linac gantry at 180° from the normal as shown in Figure 5.5b.
Results show that there is a 13% difference between the dose obtained with beam at
normal incidence and the inverted MOSFET irradiation.
In this study all cavity experiments involved MOSFET irradiations at 0° or 180°.
Therefore a simpler normalization to include the response was employed. This involved
placing the detector at dmax in the same orientation as that employed for the experiment
e.g. inverted MOSFET irradiation for build down measurements and upright MOSFET
irradiation for build up measurements.
With the uniform radiation field used in the second setup it is clear that the
change in the detector sensitivity at the angles studied is dependent mainly on the
packaging of the device. Brucker et al (1995) has reported the same effects of package
geometry on the dose recorded by a similar MOSFET structure having covar packages.
The decrease in dose recorded by an inverted MOSFET is believed to be due to the
attenuation of the photon beam as it passes through the base of the MOSFET.

An
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incident photon needs to traverse about 5.0mm of glass material plus 0.3mm of silicon
substrate before finally reaching the oxide layer.
The base also attenuated some of the scattered secondary electrons preventing
them from reaching the sensitive volume of the detector when the device was irradiated
at 90 and 270° angles. This may have caused some of the dose reduction observed at
these angles.
An investigation on the directional dependence of a pMOS detector with similar
packaging as the RADFET under 90Sr showed the same dose reduction. However, no
directional dependence was observed when megavoltage photons and electrons were
used in a free air geometry (Brucker et al., 1995).

This further implies that the

RADFET packaging has less impact on dose perturbation than the current MOSFET
packaging except for the amount of build up material which serves as a protective layer
for the sensitive volume.

5.3 Surface Dose Increase with Beam Angle
The increase in surface dose due to angle of incidence is verified in this section
using the two types of MOSFET detectors of different packaging. This section also
investigates the effect of MOSFET detector packaging on surface dose measurements.
A bare MOS device sitting on a metallic base (MOSFET) described in section 4.2.4 and
another mounted on a pc board coated with black epoxy material (RADFET).

Both

detectors were fitted at the center of one of the solid water slabs that served as the base
phantom. During irradiation the detectors were kept in active mode with a 5 volt-dc
power supply at their gates. Attix chamber results were also obtained and used as
benchmarks. Experimental measurements were made with a 6 MV x-ray beam from a
Varian

2100c linear accelerator using 30x30cm2 solid water phantom

slabs.
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Measurements were carried out for a 10x10cm2 field at 100 SSD with a constant dose of
50 monitor units (MU) given for every irradiation.
The experimental arrangement for measuring the angular dependence of surface
dose is shown in Figure 5.7.

The detectors were localised at the beam’s isocenter

during its irradiation while the linac gantry was rotated from normal incidence (0 = 0°)
up to 85°. This was done in increments of 10° for the first 5 data points and 5° for the
succeeding measurements to give more detail on the dose changes at more oblique
angles where higher dose enhancement is expected. Pieces of solid water slabs were
placed at the bottom of the base phantom to provide enough backscatter.
Temperature in the linac bunker was monitored in order to account for any
sudden changes in measured dose due to the device’s temperature dependence.
However, the temperature remained constant throughout the experiment. To eliminate
the temperature factor in the measurements, the succeeding experiments with
MOSFETs were performed with the linear accelerator bunker temperature at a
controlled temperature of approximately 22-23°C.

A
15 cm

V
Figure 5.7 : Experimental set up used to determine the angular dependence of sutface dose using a
MOSFET and a RADFET detector.

Verification of doses for oblique beam irradiation derives its significance from
treatments where the angle of incidence of the beam results in excessive skin reddening
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or even blood vessel damage within the dermis (Metcalfe et ah, 1997).

This is a

particular concern for treatment of tumors in head/neck and breast sites. The in vivo
assessment of skin dose is also equally important when critical organs are found very
close to the skin (e.g., lens, scrotum) (Kron et ah, 1993).
When an incident beam enters a patient at an oblique angle, the surface dose has
been observed to be significantly enhanced. The dose initially increases slowly with 9
and then more rapidly as 0 approaches 90°. Here 0 is the angle to the normal, as in
Figure 5.8. At 0 = 90°, the surface dose reaches a limiting value approximately equal to
half the sum of the full build up dose (dmax) and the dose contribution of air ionisation at
perpendicular incidence (Jackson, 1971).

Figure 5.8 : Oblique angle reference. All surface dose measurements at oblique angles were made with
reference to the beam at normal incidence with the phantom.

Shown in Figure 5.9 is the relative surface dose as a function of angle of
incidence for a 10x10 cm2 field and a comparison between the relative responses of the
MOSFET, RADFET and Attix chamber.

All data points were normalised using the

dose obtained at full build-up (dmax) with the beam at normal incidence. This allows
comparison of the detector responses in terms of the amount by which the dose obtained

99

under oblique irradiation differs from the dose derived from a normal incidence beam
(also known as the obliquity factor) (Gerbi et ah, 1987).
The surface dose at normal incidence as recorded by the RADFET is seen to be
twice as much as those obtained by either MOSFET and Attix chamber. This can be
attributed to the epoxy layer overlying the sensitive volume of the RADFET which may
be enough to provide an initial build-up dose.

Since the amount of epoxy on the

RADFET does not have a constant thickness, as seen by measuring at least 15 RADFET
detectors, the amount of initial build up will vary from one RADFET detector to
another.

It is therefore recommended that further work on the effect of the protective

layer used for RADFETs be undertaken in order to resolve the difference in its response
with respect to the other detectors used in this study and how to correct for it.
The relative dose for both MOS device plateaus up to around 35° and then
slowly increases until about 45°. These results confirm earlier findings (Jackson, 1971)
that with incident angles as large as 45°, very little increase in surface dose is expected.
This is followed by an almost linear increase in dose as the beam becomes more nearly
tangential to the surface. However, the MOSFET’s response to the enhancement of
dose with respect to the angle of incidence is seen to be more prominent than that of the
RADFET.

While the obliquity factor for the MOSFET at maximum angle of

obliqueness used in the experiment went as high as 2.24 times the dose at normal
incidence, that of the RADFET increased only by 1.76 times that which was recorded at
normal incidence.
Comparing the results of the two semiconductor detectors with an Attix chamber
shows that they are probably under responding. At 70° the relative dose measured by
the Attix chamber is twice that for a normal incident beam. On the other hand, the
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Figure 5.9 : Angular dependence o f surface dose. Surface dose is expressed as a
percentage o f the dose at dmwc fo r a normal incidence beam. The curves
have been extrapolated to 0 =90° .An estimate o f the dose at 9 -%° ring
the formula given by Jackson (1971) is also shown.
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MOSFET had only a 75% increase. The RADFET reading at this angle was even lower
having just a 50% dose enhancement.
The under response of both MOSFET and RADFET at more oblique angles may
be due to the directional dependence of the sensitivity of these devices.

It has been

shown previously that a slight decrease in the MOSFET and RADFET response can be
seen as the beam hits the sensitive volume of the detectors at an angle 0 with respect to
the normal, where 0 > 30°.

A similar relative response which nearly matches the

RADFET response, including higher surface dose at normal incidence, was obtained
when LiF detectors were used (Jackson, 1971).
An extrapolation of the response curves obtained by the three detectors to 0=90°
shows that the Attix chamber results are in fact quite close to the expected values
(Figure 5.9). Calculations using electron range surfaces (e.r.s) suggested by Jackson
(1971) predict dose enhancement at glancing incidence of up to 50% of the dose at dmax.
This will slightly vary when exact values of ionisation of air, photon absorption,
electron contamination and scatter are taken into account.

5.4 Central Axis Depth Dose Distribution in a Homogeneous Medium
One of the standard dose measurements done by medical physicists, especially
when commissioning new planning computer systems or verifying the accelerator beam
quality, is a central axis depth dose.

Central axis refers to the axis of rotation of the

collimators in the linear accelerator head. The measurement is carried out using a wide
range of field sizes and starts at the surface of the phantom up to about 30 to 40cm
depending on the type of beam used. (Williams and Thwaites, 1993)
For routine machine quality assurance checks, an ion chamber or a diode is
used together with a water tank (section 4.1.2.1) where the surface of the water phantom
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is set at the SSD used for calibration or at isocenter.
also be made using solid water phantoms.

Depth dose measurements can

The latter being able to accommodate more

types of detectors since many dosimeters are not compatible with wet conditions.
Depth dose distributions for a 6MV x-ray beam and a 12MeV electron beam
were obtained using MOSFET radiation detectors.

Similar measurements were

performed with an Attix chamber and a diode whose results served as benchmarks for
the MOSFET data. These experimental results were also compared to the depth dose
distribution computed from EGS4 simulations (see section 6.2) and the ADAC-pinnacle
planning computer.
Solid water slabs (30x30cm2) were used as phantom materials for the
measurements.

The MOSFET was placed in a custom made cartridge (see section

4.2.4.1) which fitted into a base phantom. This base phantom was displaced starting
from the surface up to 30cm by putting thin sheets of solid water on top of it. A similar
procedure was carried out for the Attix chamber while a water tank was used for the
diode measurement.

A 10x10cm2 field size was used for both photon and electron

measurements with a source-to-surface distance of 100cm. For each irradiation, the
detectors received 30 monitor units of dose. Dose distributions for all measurements
were normalised to the dose at dmax (1.5cm for 6 MV photons and 3cm for 12MeV
electrons).

5.4.1 Photon Beam Irradiation
Figure 5.10 shows the central axis depth dose distribution for a 6 MV photon
beam incident on a solid water phantom.

MOSFET measurements showed typical

errors of around 2.3% for 1 standard deviation. One of the last data points however, had
an 8% uncertainty which may have been brought about by minor set-up changes caused
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by the constant movement of the detector phantom base and the solid water slabs as the
detector was displaced from the surface. Other designs of MOSFET cartridges/holders
should be explored in order to protect the device from wear and tear for more accurate
measurements.

The Attix chamber exhibited very stable dose readings with only a

fraction of a percent in uncertainty.
Both the MOSFET and the Attix chamber recorded a similar surface dose of
around 16% of the dose at dmax with the most of the results from the MOSFET lying
within 5% of the values obtained by the Attix chamber (Figure 5.10). This agrees with
those obtained by Butson et al (1996) except for the slightly higher difference between
the MOSFET and the Attix chamber for the current results. A few differences in the
set-up used in both experiments may have caused the difference in readings. These
include the applied bias voltage for the MOSFET during irradiation and the reader set
up used.
On the other hand, the planning computer generated a surface dose of 67% of
the maximum. An over estimation of the surface dose such as this could lead to low
doses being delivered at the superficial layers which can cause near surface recurrences
due to residual tumour cells in the dermis (Butson et al., 1996). This is one reason why
detectors which are capable of measuring surface doses accurately are a necessity.
An average over response of around 6% in the MOSFET results compared to
those obtained using an Attix chamber can be seen throughout the build up region of the
depth dose curve. This is contrary to what is expected since with the physical structure
of the MOSFET its base would have attenuated some of the backscattered electrons
resulting in an under response of the MOSFET.

The over response however, may be

brought about by the thin metal covering the glass base of the MOSFET which
generates more scattered electrons from pair production and Compton interactions

% D ose
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Figure 5.10 : Central axis depth dose distribution for a 6MV photon beam. Shown are
the values measured by a MOSFET detector , an Attix chamber and dose
distribution generated by an AD AC-Pinnacle planning computer.
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caused by the high energy photons in the spectrum near the surface. As the detector is
brought to lower depths in the phantom, the over response is reduced since the beam
spectrum becomes more nearly uniform and less energetic thus reducing the pair
production interaction contribution to the absorbed dose. These are possible
explanations which could be verified in the future by improving the MOSFET design to
reduce the effect of the base material on measured data.
Also, the depth dose measurements at the build up region using MOSFET were
carried out by utilising small graded discs while the Attix chamber measurements were
taken using 30x30cm solid water slabs.

The solid water slabs used in the Attix

chamber measurements could have introduced air gaps in the phantom resulting in
lower recorded doses.
An opposite situation happens at the build down region of the depth dose curve
as shown in Figure 5.10. The MOSFET is seen to under respond compared to the Attix
chamber by about 4%.
Electron scattering at the metal base still exists but has been considerably
reduced due to beam attenuation. Although Compton interactions are more probable in
high Z materials as the beam energy decreases, the increase in probability of Compton
interactions is outweighed by the sharp decrease in pair production interactions as beam
energy decreases.
The attenuated backscattered radiation also reduces the absorbed dose
measured by the MOSFET which may cause its under-response at the build down
region.
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5.4.2 Electron Beam Irradiation
A comparison of the response to electron irradiation of the MOSFET detector
and the Attix chamber was also investigated (Figure 5.11). Their results were compared
with those generated by the ADAC-Pinnacle planning computer.
The planning computer results matched very well the surface dose measured by
the Attix chamber with only a 2% difference between the two. For the rest of the build
up dose distribution however, the Attix chamber recorded a higher dose with respect to
the values generated by the planning computer. The scattered electrons due to the jaws
and the applicator plus the contribution of contaminant photons in the beam account for
the difference between the computed and the experimental results. At the build down
region of the central axis depth dose distribution for 12MeV electrons, it can be seen
that results from the Attix chamber measurements is in good agreement with the
computed depth dose distribution.

This supports the previous claim that the under

estimation of the dose at the build up region by the planning computer is only due to its
failure to account for the scattered electrons and the contaminant photons which
eventually deposit their energies near the surface. By the time the beam reaches the
build down region most of these scattered electrons and low energy contaminant
photons have already been attenuated.
The MOSFET shows an under-response near the surface and an over-response in
the depth dose fall off. It is possible that scatter off the detector base or shielding by the
base is causing the detector to respond in such a way that a more penetrating depth dose
curve is formed. A physical offset of the detector in the MOSFET cartridge is another
possible explanation for the difference.

Future experiments should concentrate on

removal of the metal base material to determine whether the observed MOSFET
response here is due to the detector or mainly because of its packaging design.
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Figure 5.11 : Central axis depth dose distribution for a 12MeV electron beam (10x10cm2 field size)
measured using a MOSFET and an Attix chamber. Also shown here is the depth dose
data generated by an ADAC- Pinnacle planning computer.

CHAPTER 6
MOSFET Dosimetry of Interfaces
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6.1 Tissue-Air Interface
6.1.1 Experimental set-up
Secondary build-up and build-down near an air cavity was investigated using a
phantom design similar to the one used by Wong et al (1992). Two cavity dimensions
were used in this research. The first of which was 20cm wide, 30cm long and 2cm high
(Figure 6.1a). This is identified in this report as an ‘infinite cavity’ since two of its
dimensions were wider than the beam field sizes used in the experiments.

These

dimensions were chosen so that an Attix chamber, which the MOSFET results were
benchmarked with, fitted into the actual cavity size and also to investigate the effect of
bigger cavity sizes on the dose at the interface. This can also be referred to as the
benchmark phantom. A cavity size which more nearly approximates the anatomical
conditions in the head and neck region was used for the second cavity.

It was 2cm

wide, 30cm long and 2cm high and will be referred to as a ‘semi-infinite’ cavity since
one of its dimensions exceeds the field width in one axis (Figure 6.1b). Both cavities
were placed 4cm below the surface of the phantom where the dose distribution tapered
down gradually and any changes in the dose distribution due to the presence of the
cavity were easier to identify.
The size of the cavity was varied by moving two solid water blocks which were
sandwiched between solid water slabs. Aside from the 4cm layer of solid water on top
of the cavity, a layer of solid water at least 10cm thick was placed below the cavity to
provide adequate backscatter.
For the electron beam measurements, the same ‘semi-infinite’ cavity set up was
used except for the initial build up material which was reduced to just 2cm (Figure
6.1c). This puts the air cavity at a fairly flat region in the depth dose curve for a 12MeV
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Figure 6.1a : Infinite air cavity for photon
beam measurements. Phantom
shown here with upright
MOSFET.

Figure 6.1b : Semi- infinite air cavity for
photon beam measurements.
Phantom shown here with
upright MOSFET.
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Figure 6.1c : Semi- infinite air cavity
for electron beam
measurements. Phantom
shown here with upright
MOSFET.

electron beam which again made the effect of the cavity on the dose distribution easily
delineated.

6.1.1.1 MOSFET measurements
The detector was held on a solid water cartridge described in section 4.2.4.1.
The depth of the detector was varied by sliding the cartridge up or down the hole in the
solid water base as the graded solid water discs were alternately placed on top or bottom
of the cartridge in order to place the detector at the desired depth within the phantom.
Secondary build-up measurements were taken by positioning the MOSFET at
the distal edge of the cavity as shown in Figure 6.1 and moving it down at lower depths
along the central beam axis using the graded discs mentioned earlier.

The same

procedure was done in measuring the dose distribution at the proximal edge of the
cavity where the MOSFET detector was moved away from the interface in the direction
of the surface of the phantom. Of particular interest in both measurements was the dose
distribution for the first 1 to 2mm of the secondary build-up and build down near the
interface between air and solid water (tissue) where the dose was expected to vary
significantly with small increments of depth. To test the MOSFET detector’s spatial
resolution, some of the measurements were done using 100-micron depth increments.
The MOSFET detector was placed in the phantom such that its sensitive volume
(S i0 2 layer) was perpendicular to the radiation beam (Figure 6.2a & b).

However,

different orientations of the MOSFET detector were used for the build-up and builddown measurements. An ‘upright’ MOSFET orientation (Figure 6.2a) was used for all
the build-up measurements while an ‘inverted’ MOSFET orientation (Figure 6.2b) was
used for the build-down measurements. Here ‘upright’ would refer to an orientation
where the sensitive volume of the unencapsulated MOSFET faces the beam source and

inverted would be where the sensitive volume of the device faces away from the beam
source.

Beam

Beam

B
Figure 6.2 : (a) Upright and (b) inverted MOSFET orientation.

Due to the directional dependence of the sensitivity of MOSFETs shown earlier
(section 5.2), results obtained for different detector orientation were corrected by
normalising them to the dmax values of upright and inverted MOSFETs, respectively.
By doing so the directional dependence of the detector was implicitly corrected.

6.1.1.2 Attix Chamber Measurements
The build up and build-down dose distribution near the tissue-air-tissue interface
for the infinite cavity was also measured using an Attix chamber. Due to the physical
size of the Attix chamber, it was not possible to perform dose measurements with the
same depth increments used by the MOSFET detector.

Instead, polystyrene sheets

(electron density approximately the same as solid water) as thin as 0.7mm were used.
These were alternately placed on top or bottom of the base block with which the Attix
chamber was fitted such that the detector was moved away from the tissue-air interface.
A change in the detector orientation was also employed with the Attix chamber
measurements. In measuring the build up dose distribution, the front window of the
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chamber faced the beam source. On the other hand, the front window of the chamber
was made to face away from the beam source as the dose distribution at the build down
region were taken.

To account for any directional dependence of the chamber

sensitivity, dmax measurements using an ‘inverted’ chamber were used to normalise the
dose obtained with this orientation.

6.1.1.3 Measurements with Gafchromic™ films
For the semi-infinite cavity the width of the cavity is narrower than the diameter
of the Attix chamber which precluded its use for benchmarking, instead the data
obtained by the MOSFET detector was benchmarked against doses obtained by
Gafchromic™ MD-55-2 films. A 12.7x12.7cm2 Gafchromic™ film sheet was cut into
lx 12.7cm strips in the direction of the least film non-uniformity (perpendicular to the
direction of film coating).

The film strips were then placed on custom made film

holders made where each was labelled for easy identification (Figure 6.3). The film
strips were divided into two sets. The first set of film strips was used for the tissue-lung
experiments while the second set was used for the tissue-air cavity experiments.
The non-irradiated film strips were read using the laser scanner described in
section 4.2.2.2.2. All films were scanned using the reader’s maximum resolution of
0.2mm. The optical density data obtained from the reader were set at 0.5mm step size
laterally and 0.4 longitudinally.
To further reduce the effect of the inherent non-uniformity in the radiochromic
dose response, a multiple film exposure was employed. This involved at least three film
irradiations. The first two irradiations were done to obtain a sensitivity curve (dose as a
function of optical density) for each film strip while the third irradiation was carried out
to determine the interface dose distribution. The sensitivity curve obtained for each film
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strip was used to correct the dose obtained by the same film strip after the third
irradiation.

Figure 6.3 : Gafchromic™ film strips taped on a custom made holder used during the read out process.

For the first two irradiations, the films were placed at dmax and were given a dose
of lOGy per irradiation. This was performed for both photon (dmax =1.5cm for 6MV)
and electron (dmax=3.0cm for 12MeV) beam irradiation. The films were read after 24
hours to allow the film’s post-irradiation developing to stabilise.
Before using the film strips for the cavity experiments, they were cut into
lx lc m 2 strips in order to fit into the semi-infinite cavity and to economise on the
amount of Gafchromic™ film used. Each lx lcm 2 film was placed at various depths of
interest within the cavity set-up with at most 8 film strips per irradiation. This was done
so as not to introduce too much air gaps within the phantom due to the film thickness.
The depths at which the films were located were determined by adding the amount of
solid water slabs and the thickness of the film strips on top of it.
The films were placed in a light proof container after irradiation and were held
for another 24 hours before reading them out. All efforts were made to match the initial
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position and orientation of the films in the holders in order to obtain as accurate a result
from the films as possible.

6.1.1.4 Beam parameters
All photon irradiations for the tissue-air interface measurements were performed
using 6MV x-rays from a Varian 2100c Linear Accelerator at the Illawarra Cancer Care
Centre, Australia. The Linac was calibrated to give a dose of lOOcGy per 100 monitor
units (MU) at the depth of maximum dose of 1.5cm for a field size of 10x10cm2 and a
source-to-surface distance (SSD) of 100cm.
Dose distributions for a 10x10cm2 and a 5x5cm2 field size were obtained for
both infinite and semi-infinite cavities. The 10x10 cm2 was used for benchmarking
while 5x5cm field size was chosen because of its common clinical application for head
and neck fields. The data from two field sizes also enabled the investigation of the
effect of beam field size on the dose distribution near and at the interface.
Electron irradiation was performed using a 12MeV beam from a Varian 2100c
linac with a Varian Series C applicator for 10x10cm“ field size.
The experiments were conducted at 100cm source to surface distance with the
beam at normal incidence.

6.1.2 Monte Carlo - EGS4 Code
The random nature of particle interactions is best modelled using Monte Carlo
techniques.

Monte Carlo is a mathematical simulation of the physical processes

occurring in particle transport through the sampling of random variables.

Using

correctly determined physical simulation data, Monte Carlo calculations provide results
which are as accurate as statistical errors allow (Murray, 1990).

One of the widely used Monte Carlo codes is the EGS (Electron Gamma
Shower) code. The EGS system of computer codes is a general purpose package for the
Monte Carlo simulation of the coupled transport of electrons and photons in an arbitrary
geometry for particles with energies above a few keV up to several TeV. The first EGS
Code System was designed to simulate electromagnetic cascades in high energy physics
experiments but the increase in its use especially in the lower energy limits (energies
used in medical physics applications) prompted the development of the present code,
EGS4 (Nelson et al., 1985).
With the EGS4 code system, the radiation transport of electrons and photons can
be simulated in any element, compound or mixture. The random nature of particle
interaction is taken into consideration as photons and charged particles are transported
in random steps.

This is done using pseudo-random number generators, a detailed

discussion of which is given by Morin et al (1988) and Marsaglia et al (1990). The
kinetic energy of the particles being simulated may range from a few tens of keV up to
thousands of GeV, an energy range sufficient to cover most simulations needed for
medical physics applications. The code takes into account physical processes involved
in particle interactions such as Bremsstrahlung production, positron annihilation in
flight and at rest, Moliere multiple scattering, Moller and Bhaba scattering, pair
production, Compton scattering, coherent scattering and photoelectric effect (Nelson et
al., 1985).

6.1.2.1 Particle Transport
Photon transport is handled by the EGS4 Code by modelling an incident beam
with a very large but finite number of particles which are transported in discrete steps.
Each interaction site is determined by sampling a random variable which is associated

with the photon mean free path in the medium and at a particular energy. The medium
is modelled as a finite number of regions (voxels), with each small region being
homogenous in nature.

Once the photon is transported into an interaction site, the

interaction type is then chosen. This is again done by using a random variable together
with the known relative probabilities or branching ratios of the various types of
interactions at the relevant photon energy. In every photon step, it is essential to resolve
other necessary particle parameters involved in the interaction.

This includes the

scattering angle, energy losses and product particles resulting from the interaction. All
these are done using random variables (Murray, 1990; Metcalfe et al., 1997).
In each particle history, the primary and secondary particle interactions are
tracked by keeping each particle’s characteristics on a stack. The particles on the stack
are then transported until they both reach the cut-off energy and are stopped or until
they reach the boundaries of the medium geometry. The particle history ends when the
stack is completely emptied.

Since photon steps occur only between discrete

interactions, they do not use up too much simulation times. The bulk of the computing
time involved in radiotherapy type simulations is spent tracking the energy losses and
directional changes of the secondary particles (i.e., electrons and/or positrons) created
during each interaction.
The energy deposited in a medium is determined through the accurate modelling
of the transport of electrons or other charged particles. Since an electron undergoes a
large number of interactions, concepts like multiple scattering and stopping power are
used to shorten the simulation time. In the simplest Monte Carlo approach to electron
interactions, the energy of the electrons is continuously lost along each step and the
changes in the particle direction are determined through multiple scattering theory.
EGS4 uses an alternative procedure where electron energy losses are determined using a

threshold energy defined by the user. Energy losses below the threshold are treated
using multiple scattering and stopping powers while those that lie above the threshold
are modelled as discrete collisions just like photon interactions (Murray, 1990).

6.1.2.2 EGS4 Code System
The EGS4 Monte Carlo Code is made up of two major components: the PEGS4
preprocessor and the EGS4 simulation code.

PEGS4 is a stand-alone code that

generates material data sets which are used by the EGS code. The EGS code itself is
made up of user-callable subroutines namely HATCH and SHOWER which in turn call
other user-written sub-routines, HOWFAR and AUSGAB (Nelson et al., 1985).
The entire code is written in an extended FORTRAN language called
MORTRAN developed in the Stanford Linear Accelerator Centre by Cook and Shustek
(Cook, 1983).

Program implementation is carried out using macros which are

translated into the FORTRAN language. The translated code is then compiled like any
other FORTRAN program.
The user communicates with the EGS code through the subroutines listed in
Table 6.1 and by means of COMMON blocks and Macro definitions contained in the
USER CODE.

The COMMON blocks are used to change variables such as media

name, cut-off energies, units used in the computations and the data output.

Macro

definitions are used to alter pre-defined functions in the code and this is made possible
since the entire EGS code is written in Mortran.
similar to the #DEFINE function used in C.

The macros used in Mortran are

Table 6.1 ; Important subroutines in the EGS4 Code (Adapted from Murray, 1990).
Parameter_______ ___________ Significance_______________________________
AE
low energy threshold for discrete electron collision losses
(delta-ray production)
AP
low energy threshold for discrete electron radiation losses
(bremmstrahlung)
ECUT
charged particle low energy cutoff (energy deposited locally
below this value)
PCUT
photon low energy cutoff (energy depodited locally below
this value)
ESTEPE
frational energy loss per electron step _________________

The USER CODE is written in a structured sequence of statements which form
the MAIN program. It starts with user-defined macros which are either added into the
code or intended to override existing macros. It is then followed by a program segment
where variables to be used in the HATCH subroutine are initialised according to the
parameters set by the user. The program then invokes the HATCH subroutine which
fetches the material data for the medium/media that has been independently generated
through PEGS4. The subroutines that take care of the medium geometry (HOWFAR)
and the simulation output (AUSGAB) are also initialised.
AUSGAB are user-defined subroutines.

Both HOWFAR and

The initialisation part of the program is

completed once the incident particle parameters and all the necessary variables are
defined. The MAIN program then calls the SHOWER subroutine which generates the
particle histories or cases. Finally, the results of the simulation are saved in an output
file by means of another user-written procedure.

Figure 6.4 illustrates the program

flow within the code (Nelson et al., 1985).
Normally the user controls the different variables through an ASCII format input
file (*.INP) which is accessed by the USER CODE during each simulation.

The

parameters listed in the input file can be directly written into the USER CODE but this
means that whenever changes in any one of the variables is made the entire USER
CODE has to be recompiled. Hence the use of a *.INP file is preferable as recompiling
is not necessary.
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Figure 6.4 : Program flow of the MC-EGS4 (Adapted from Murray, 1990).

6.1.2.3 Important User Defined Parameters
In the EGS code system, the user is given an amount of control over how the
particle transport is carried out through the variables which define the threshold energies
for energy losses in electron transport. The threshold for energy losses due to collision
(AE) and the threshold for energy losses due to Bremsstrahlung production (AP) are
critical in an EGS simulation since very low values for these variables will result in very
long simulation time while values that are too high will exclude energy loss straggling
for continuous interactions. AE and AP are defined when the PEGS4 data set is created.
A value of lOkeV and 521keV for the two variables respectively, are reasonable values
for most simulations (Murray, 1990).
The user is also given the freedom to define the cut-off energies for electrons
(ECUT) and photons (PCUT).

When a particle’s energy reaches this threshold, its

energy is dumped locally which results in the dose being deposited there. Aside from
these cut-off energies, the fractional energy loss per electron step (ESTEPE) is also
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user-controlled. ESTEPE represents the fraction of the current particle energy that is
lost during an interaction. High values for this variable result in faster simulation times
since the particles reach the cut-off energies faster, but this in turn sacrifices accuracy of
results generated.

Different ESTEPE values for different cases apply and it is

sometimes a case of trial and error to find the appropriate values in order to come up
with the desired accuracy of results (Nelson et al., 1985; Murray, 1990; Metcalfe et al.,
1997).
The problem of finding the appropriate ESTEPE values was addressed by the
Parameter Reduced Electron Step Transport Algorithm (PRESTA) developed by Rogers
and Beilajew (1987, 1988). It consists of a set of routines which automatically select the
optimum step size for use in electron transport. The key components of the algorithm
include a path-length correction (PLC) which accounts for the difference between the
straight-line path approximated by Monte Carlo and the actual curved trajectory traced
by the electrons. PRESTA also uses a lateral correction algorithm (LCA) which corrects
for the lateral displacement of electrons during transport. In cases where different types
of media are involved, PRESTA uses a boundary crossing algorithm (BCA) which
automatically reduces the step size as the particle approaches a boundary and increases
the step size as it recedes from it (Murray, 1990). However, PRESTA was not invoked
in the simulations for this thesis. It would have shortened the simulation time but would
not have generated significantly different results (Hoban, personal communication).

6.1.2.4 Simulation Parameters Used in this Study
EGS4 simulations were used to provide a mathematical verification of the
central axis dose distribution in the various experimental set-ups utilised in this thesis.
This included simulations of depth-dose curves for 12MeV electrons and 6MV photons
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in a homogeneous solid water phantom and the dose distribution near and at the
interfaces between air and tissue.
A material data file (AIRH20.DAT) for water and air was generated using the
PEGS4 preprocessor. The input file used to generate the data file is listed in Appendix
C.

As suggested in previous literature (Murray, 1990), the lower energy threshold for

discrete electron collision (AE) and radiation (AP) losses were assigned the values
521keV and lOkeV respectively. Their corresponding upper energy thresholds, UE and
UP, were set at 20.511MeV and 20MeV.

An energy range of 20MeV was chosen for

this data file since the beam energies used in the simulation lie within this value. A
wider range could have been chosen in order to accommodate other simulations in the
future but the material data generated would have become too large and with slightly
worse precision (Namito, 1997). The density of water was set to 1.00g/cm3 while air
was assigned a density of 1.2048 x 10' g/cm' being composed of Nitrogen, Oxygen,
Carbon and Argon.
For the electron and photon depth dose curves, a 30x30x30cm3 water phantom
was used as the medium. The cut-off energy set for all the simulations done in this
thesis were 531keV and lOkeV for electrons and photons respectively. The fractional
energy loss per electron step (ESTEPE) was set at 10%.

A normal incidence and

diverging beam with a field size of 10x10 cm“ was used and the surface of the phantom
was set at 100 cm SSD.

The phantom was divided into various voxel sizes that

optimised the simulation time while ensuring the best spatial resolution in the required
dimension.

The voxels at the central axis had dimensions of 20x20x1 m m A l l

simulations involving electrons that were carried out here utilised a beam spectrum
which took into consideration the contributions of contaminant photons and scattered
electrons due to the jaws and applicators for a 12MeV electron beam (Rogers, 1995).
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The energy spectrum used for the photon beam included 12 energy bins at 0.5MeV
increment adapted from Mohan (1986).
The depth dose distribution at central axis for the 6 MV photons was obtained
from 100 million particle histories while 10 million histories was used for the 12MeV
electrons. A large number of particle histories are needed for photon simulations in
order to achieve a reasonable statistical error. This is because photons have a relatively
long mean free path and hence they participate in fewer interactions compared to
electrons.
The geometry used for the simulation involving an infinite air cavity is shown in
Figure 6.5.

A 30x30x30cm3 water phantom with air cavities was used for the

simulations. Two air cavity set-ups, infinite and semi-infinite cavity, were modelled
with the same dimensions as the ones described in section 6.1.1.
The voxel sizes for the cavity simulations were made to fit both the field size
specifications and the density definitions for the air cavity. A 20x20x1 mm3 voxel size
at the central axis was used for the ‘infinite’ cavity while a 20xl0xlm nr voxel size was
used for the ‘semi-infinite’ cavity.
An SSD of 100 cm was used while the top of the cavities was placed at a depth
of 4cm and 2cm for the photon and electron simulations respectively. Normal incidence
1
1
beams with field sizes of 10x10cm“ and 5x5cm“ were used.

The same number of

particle histories used previously for the homogeneous depth dose calculations for
photon and electrons were applied here.

2 ca w r

Figure 6.5 : Voxel sizes usedfor the EGS4 simulation of photon beams incident on a
water phantom with an 'infinite ’air cavities. All dimensions are in
millimeter.
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6.1.3 Results And Discussion
Inhomogeneities in a medium, i.e., air cavities and material of lower densities,
have been known to cause a reduction in the dose beyond these structures (Epp et al.,
1958; Scrimger, 1972; Wong et al., 1992; Kan et al., 1998).

Although most

inhomogeneities reduce primary beam attenuation which would result in higher
absorbed dose due to greater transmission, the loss of lateral electron equilibrium within
these structures offsets the latter to cause the observed dose reduction. As the lateral
equilibrium is again established in the homogeneous medium, a secondary dose build up
is formed.
Similarly, a dose build down can be observed in the region before the
inhomogeneity which is primarily due to the loss of scattered radiation brought about by
the presence of the inhomogeneous structure.
In a medium with an air cavity, the amount of dose reduction caused by the
inhomogeneity depends on the size of the cavity, the energy and the beam field size
used (Wong et al., 1992). Smaller cavity dimensions tend to increase the distal surface
dose because of the scattered radiation produced in the sidewalls of the cavity.

Shorter

lateral cavity dimensions create less impact on the dose distribution in the medium since
loss of scatter and the lateral disequilibrium is minimised.

Kan et al (1998) also

reported that the effect of electronic disequilibrium and variation in photon scatter is
relatively insignificant when large beam field sizes are used. Although the effect of air
cavities on more penetrating beams would be more prominent than for lower energies,
i.e., those that are used in this thesis - 6 MV, it is seldom investigated since no one uses
very high energies for treatments in the head and neck region.
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6.1.3.1 Photon Irradiation
6.1.3.1.1 Infinite Cavity
Previous investigations regarding the effects of air cavities in a medium have
been performed using various detectors most of which had spatial resolutions of about
1mm.

Taking advantage of the high spatial resolution of the MOSFET detector

(Rosenfeld et ah, 1998), depth increments of as low as 100pm were used for the
MOSFET measurements. Shown in Figure 6.6 are the dose distributions in the build up
and build down region in a solid water phantom with an ‘infinite’ (2cm x 20cm x 30cm)
air cavity where the MOSFET dosimeter is benchmarked against an Attix chamber. The
dose distribution in the build up and build down regions were taken using the MOSFET
detector at a depth increment of 100pm for the first millimetre and half millimetre
increments thereafter.
The MOSFET detector is seen to over respond by as much as 5% with respect to
the Attix chamber readings in the first millimetre of the secondary build up and build
down. At the fall off region after the secondary build up where the dose distribution
recorded by both detectors tapers off at almost equal amounts with the MOSFET
dosimeter still overestimating the dose by 2%.

One possible explanation for the

difference in the way the two detectors were displaced away from the cavity surface to
measure the dose distribution in this region. Thin lcm-diameter solid water discs were
alternately put on top of the MOSFET as it was moved from the cavity surface to lower
depths. This minimised the air gaps introduced when using large slabs of solid water as
in the case of the measurements done with the Attix chamber. The air gaps between the
solid water slabs used in measuring the dose distribution at the secondary build up
region resulted in a slightly lower dose measured by the Attix chamber. This also
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Figure 6.6 : Secondary build up and build down for a 6MV x-ray beam using a 10x10cm2 filed size in a
phantom with an infinite air cavity. Shown here are the dose distribution at the solid waterair interface measured with a MOSFET dosimeter and an Attix chamber. Also shown is the
predicted dose distribution generated by the ADAC-Pinnacle planning computer.
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possibly explains the over response of the MOSFET with respect to the Attix chamber
in all the measured data since all the measurements taken by the MOSFET utilised the
thin solid water discs while solid water slabs were used for all the Attix chamber
measurements.

An excellent agreement between MOSFET and Attix chamber

measurements was reported by Rosenfeld et al (1995) when the same sizes of solid
water slabs were used for both MOSFET and Attix chamber measurements. Another
possible cause of the higher dose recorded by the MOSFET dosimeter would be the
scattered radiation produced by its metal base. In previous results it was shown that the
MOSFET detector base could affect the recorded dose by increasing the build up dose
by as much as 5%, although due care was taken to normalise the results to dmax using the
same detector orientation.
The amount of over response by the MOSFET detector is seen to be greater near
the build down region. As much as 6% dose difference between the Attix chamber and
the MOSFET dosimeter can be seen 3 to 4cm before the solid water-air interface. Aside
from the errors introduced by the air gaps in the stack of solid water slabs used for the
Attix chamber, the difference in the dose measured by the two detectors could have
been brought about by the physical orientation of the two detectors during irradiation
when measuring dose at the build down region.
The dose recorded by the detectors matched to within 5% in the distal cavity
surface. There is only a 2% difference in the proximal cavity surface dose measured
using the MOSFET and the Attix chamber, this is within the uncertainties in the dose
readings of the MOSFET detector since it is even higher than the dose recorded 100pm
from the proximal surface of the cavity.
Comparing the experimental data obtained by the MOSFET and Attix chamber
with the dose distribution near the solid water-air interface generated by the ADAC-
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Pinnacle planning computer reveals that the planning computer overestimates the dose
0.5mm from the cavity surface by as much as 11% in the distal surface and 4% in the
proximal surface.

The planning computer dose distribution data however, closely

predict the dose distribution in regions farther from where the inhomogeneity is. This
shows that even with the convolution algorithms, planning computers are still unable to
accurately predict the dose distributions near interfaces. This can be due to two possible
reasons. First is the dose computation grid and the other simulation parameters (i.e.,
voxel size, kernel size etc.) that were used for the dose computation. Note however that
the dose voxel grid used to generate the dose distribution for this thesis (1mm) was
even better than what was previously available in other machines (typically 3 to 5mm).
Secondly, the collapsed cone convolution algorithm used by the planning computer
employs a linear scaling of the dose spread arrays whereas electrons coming from the
interaction site will have more lateral range.

This results in larger electron lateral

disequilibrium than what is predicted.

Keall and Hoban (1995,1996) previously

observed this effect for lung phantom.

However it is difficult to differentiate the

magnitude of the contribution of each factor.
Smaller beam field sizes are expected to show a larger underdosing at the distal
cavity surface since the loss of lateral electron equilibrium in the air cavity is more
severe for smaller field sizes. Although the dose distribution near the proximal surface
of the cavity is also altered by the change in field size, the effect is not as large as what
is observed for the distal cavity. This is because the dose distribution in the build down
region is not so much dependent on the loss of lateral electron equilibrium but rather on
the amount of backscattered radiation. Although the scatter component is greater in the
lOxlOcm than the 5x5cm field size, this did not clearly show up in the results as more
underdose at the proximal surface.
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Figure 6.7 shows the secondary build up and build down dose distribution near
the solid water- air interface for a 6 MV beam using a 5x5cm2 field size. The surface
dose at the distal surface of the cavity is seen to have been reduced by 12% compared to
what was recorded when a lOxlOcm2 field size was used. Similarly the dose at the
proximal surface of the cavity was also reduced from 84% of the maximum dose for the
10x10cm2 field size to 78% of the maximum dose for the 5x5cm2 field size. The surface
dose recorded by the two detectors agreed very well to within 1% although a larger dose
change was recorded by the MOSFET which shows the detector’s high sensitivity to the
changing beam parameters.

The distal cavity surface dose measured by the two

detectors now lie closer to each other since the amount of forward scattered radiation
missed by the MOSFET in the larger field is considerably reduced in the 5x5cnT field.
The same magnitude of over response of the MOSFET detector compared to the
Attix chamber is observed in the secondary build up region for the smaller field size.
The dose measured by the MOSFET and the Attix chamber could have been closer if
the same depth increments were used for the Attix chamber measurements. However,
because of the physical constraints on the thickness of the solid water slabs that can be
used for dose measurements with an Attix chamber, depth increments of only 1mm
were used. The two detectors are in better agreement in the build down region.
The dose distribution obtained from the planning computer again showed an
over estimation of the dose at the cavity surfaces with 9% and 13% difference with what
the two detectors recorded. It should be noted that the difference in the experimental
data obtained by the detectors and the computed data generated by the ADAC-pinnacle
planning computer showed significant differences only at the first 2 millimetres from
the interface between the two media. However, a 10% overestimation for the cavity
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Figure 6.7 : Secondary build up and build down at solid water-air interface measured with a MOSFET
dosimeter and an Attix chamber for a 6 MV x-ray beam using a 5x5 cm2field in a phantom
with an infinite cavity. Also shown is the predicted dose distribution generated by the
ADAC-Pinnacle planning computer and the Monte Carlo - EGS4.
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surface dose is reason enough to correct the predicted dose by the planning computer
used in this study.
The MOSFET results were also benchmarked against the dose distribution at the
build up region predicted by Monte Carlo -EGS4 calculations (Figure 6.7). The voxel
thickness chosen for the simulations were 1mm. Since in EGS4 simulations the dose is
scored at the geometric center of each voxel, the EGS4 depth dose distribution had to be
shifted by 0.5mm. This resulted in the dose at the cavity surfaces being extrapolated
between two real dose calculation points one of which lies in the solid water 0.5mm
away from the interface and the other in the cavity displaced at the same distance from
the interface. An excellent agreement between the experimental data obtained by the
MOSFET and MC-EGS4 calculated dose at the distal surface exhibits the accuracy of
the detector’s readings.

A detail comparison of the dose at the first millimetre of the

secondary build up between the MOSFET results and the MC-EGS4 data cannot be
made because of the bigger depth increments used in the simulation.

The good

agreement between the MC-EGS4 and the MOSFET however can be further observed
2mm away from the interface where larger depth increments were used for the
experimental dose measurements matching the resolution used in the simulation.

6.1.3.1.2 Semi-Infinite Cavity
The 2cm x 20cm x30 cm which was labelled as an ‘infinite’ cavity in the section
6.1.3.1.1 was used in order to benchmark the MOSFET against the Attix chamber which
is considered as a standard dosimeter for dose checking and dose verification.

The

close agreement between the data recorded by the two detectors indicates the suitability
of the MOSFET detector for clinical dose measurements involving interfaces where
high dose gradients are expected.
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To model a cavity dimension which is usually encountered in treating regions of
the head and neck, the one of the dimensions of the previous cavity were made smaller
to form a 2cm x 2cm x 30cm ‘semi-infinite’ air cavity (see section 6.1.1 for description
of cavity design and dimensions). Figure 6.8 shows the dose distribution near a semi
infinite air cavity in a solid water phantom irradiated with a 6 MV x-ray beam using a
10x10cm“ field. However, the size of the cavity for this experiment was not big enough
for the Attix chamber to be used.

Instead, the MOSFET data were compared to

Gafchromic™ film dosimetry media.
Gafchromic™ films measurements are known to have large uncertainties due to
the film’s non-uniform dose response caused by the uneven distribution of the sensitive
dye on the film (Butson, 1996b; Meigooni et al, 1996; Zhu et al, 1997, Rosenfeld and
Kaplan, to be published).

To address the problem of film non-uniformity, the

Gafchromic™ strips were expose at least three times to be able to generate a pixel by
pixel dose sensitivity curve which was used to correct for the dose obtained by the
films. However, this did not guarantee that the Gafchromic™ film would exhibit less
uncertainty in its data.
The effect of a smaller cavity on the secondary build down and build up dose
distribution curves is shown in Figure 6.8.

A shallow secondary build up and build

down is formed near the interface between the solid water and air cavity because of the
scattered radiation coming from the side walls of the cavity which contributes to the
dose at these regions.

Note the predicted dose generated by the planning computer

matches the surface dose obtained by the MOSFET detector. This indicates that for
small cavity dimensions irradiated with a 10x10cm2 field size the planning computer
algorithm predicts the dose distribution with sufficient accuracy. The small secondary
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Figure 6.8 : Secondary build up and build down at solid water-air interface measured with a MOSFET
dosimeter and Gafchromic™ film for a 6 MV x-ray beam using a 10x10cm2 field in a
phantom with an semi-infinite cavity. Also shown is the predicted dose distribution
generated by the AD AC-Pinnacle planning computer.
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build up at the first millimetre after the cavity which is about 2% to 3% higher than the
predicted dose is negligible enough that it could have been caused by the uncertainty in
the detector’s measurements.
On the other hand, there is a 10% over response by the Gafchromic™ film in the
first 3mm of the secondary build up and build down. Possible reasons for this over
response would be its non-uniformity, small air gaps created between the film and the
solid water slabs and the uncertainty in the readout process. A bad film batch would
result in either higher or lower results depending on the part of the film used and
direction with which it was cut. Additionally, as the film strips are sandwiched between
the solid water slabs, air gaps form between them. This can cause a slight variation in
the dose recorded since it will introduce a small inhomogeneous structure at the point
where the dose is being measured (Suchowerska et al., 1998). Another factor that could
have introduced errors in the dose reading was the readout process.
Due to the high uncertainty in Gafchromic™ film measurements, this author had
limited success getting the Gafchromic™ results to match the results of the other
detectors used in this thesis. The experiment would have to be repeated or modified to
see if these results from the Gafchromic™ film could be improved. The degree of dose
reduction near the interface can be very small which makes it difficult to delineate
whether it was brought about by the uncertainty of measurements or the effect of the
actual reduction in dose due to lateral electron disequilibrium and loss of back scatter.
Irradiating the Gafchromic™ films parallel to the central axis of the beam would
reduce the air gaps produced as each film strip was sandwiched between solid water
slabs.

However, Suchowerska et al (1998) have shown that as much as 10% over

response could result when the film is irradiated in this orientation. Therefore, changing
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the film orientation for this experiment would not have made significant differences
from what was obtained.
The effect of a smaller field size (5x5cm2) on the dose distribution in the semi
infinite cavity is shown in Figure 6.9.

Lower cavity surface doses are recorded

compared to those measured by the detectors using a 10x10cm2 field using the same
cavity size as the degree of electronic disequilibrium increases with smaller field sizes
(Wong et al., 1992). The larger dose reduction near the interface was also recorded by
the Gafchromic™ film which shows that it is also able to detect dose changes near
inhomogeneous structures in a medium provided that the dose changes are large enough
to offset the uncertainties in its results.
Experimental data measured by the MOSFET once again agrees with Monte
Carlo-EGS4 simulated data particularly at the distal surface of the cavity. The dose
distribution in the build down region simulated by EGS4 shows large dose fluctuations
which makes quantitative comparison between the MOSFET data and the EGS4 data
difficult. The general trend of the data points however, shows around 8% and 6% dose
reduction for the dose near the interface for the MOSFET and the EGS4 calculations
respectively.

The planning computer however showed only 2% dose reduction near

the interface.
A comparison of between the dose distribution predicted using the effective
depth method and the collapsed cone convolution algorithm (Figure 6.10) shows that
the latter more effectively accounts for the presence of inhomogeneous structures in a
medium. Figure 6.10 shows that the effective depth method overestimates the dose at
the distal surface of the cavity by as much as 13% compared to the collapsed cone
convolution predicted dose and around 25% higher than what was measured
experimentally by the MOSFET. The E-depth predicted dose distribution beyond the
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Figure 6.9 : Secondary build up and build down at solid water-air interface measured with a MOSFET
dosimeter and Gafchromic™ film for a 6 MV x-ray beam using a 5x5cm2field in a phantom
with a semi-infinite cavity. Also shown is the predicted dose distribution generated by the
ADAC-Pinnacle planning computer and Monte Carlo-EGS4.
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Figure 6.10 : A comparison between the experimental data obtained by the MOSFET and the data
generated by Collapsed cone convolution and effective depth method for the secondary
build up for a 6MV x-ray beam using a 5x5cm2 field size in a phantom with a ‘infinite’
cavity.
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cavity do not show any secondary build up. The reason for this is that the effective
depth method does not correct for the lateral electron disequilibrium occurring near and
at interfaces between two media but rather employs a depth scaling based on the
densities of the media which the beam is traversing. Although Figure 6.12 shows a 12%
difference between the convolution algorithm predicted dose and the experimental data,
this is not as worse for smaller cavity dimensions which was shown earlier. However,
this is not the case for the predicted dose calculated by the effective depth method vis-àvis the experimentally measured dose. The large difference between the dose calculated
by the effective depth method and the experimental results would have to be corrected
since the dose predicted by the effective depth method would not change significantly
even when small cavities are used.

6.1.3.2 Electron Irradiation
The dose distribution of therapeutic electron beams near the solid water-air
interface has also been investigated in this thesis. The beam energy chosen for the
electron experiments were the same as the one used by Ostwald (1997).

Figure 6.11

shows the secondary build up and build down dose distribution for a 12MeV electron
beam incident on a solid water phantom with a semi-infinite cavity. A 10x1 Ocm field
size was chosen for this experiment.
More penetrating beams are less affected by air cavities especially when the
dimension of the inhomogeneous structure is relatively small. This is shown in Figure
6.11 where either the MOSFET or the Gafchromic™ film recorded no dose build down
near the air cavity.

The dose variations in the data seen at the build down region are

merely noise in the data brought about by the uncertainties in the dose measurements
which were typically 5% and 2% to 3% for the Gafchromic™ film and the MOSFET
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Figure 6.11 : Secondary build up and build down at solid water-air interface measured with a MOSFET
dosimeter and Gafchromic™ film for a 12 MeV electron beam using a 10x10cm2field in a
phantom with a semi-infinite cavity. Also shown is the predicted dose distribution
generated by the ADAC-Pinnacle planning computer and Monte Carlo-EGS4.
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respectively.

A line of best fit through the data points will show that the dose

distribution in this region is scarcely affected by the presence of the cavity. In contrast
with the dose distribution predicted by the planning computer for the photon beams, the
predicted dose for the electron beam dose distribution at the build down region was
lower compared to those recorded by the MOSFET detector and the Gafchromic™ film.
The over estimation of the dose distribution by the MOSFET and the Gafchromic™
film for the case of the electron beam used in this thesis could have also been brought
about by the normalisation method employed.
The secondary build up dose distribution showed a slight dose reduction near the
cavity surface but the amount of data for the electron beam is not enough to arrive at a
conclusion regarding the response of MOSFET dosimeters to electron irradiation at
interfaces.

6.1.3.3 Interface build up and build down effects on TCP
Tumour Control Probability (TCP) curves for a tumour volume near the tissueair interface in the ‘semi-infinite’ cavity used in this thesis are given in Figure 6.12.
These were calculated in terms of a tumour density of 107 cm'3 and an a (tumour
sensitivity) of 0.35Gy"'.

Using the dose distributions obtained from experimental

measurements with the MOSFET and the dose distribution generated by collapsed cone
and effective depth algorithms, TCPs were calculated based on the dose delivered to a
target tumour close to the interface for a parallel opposed 6 MV x-ray beam (Table 6.2).
The relative dose due to a parallel opposed beam is given in column 3 of Table 6.2.
This was computed from the average of the dose at the first millimetre before and after
the cavity. It was assumed that this dose would be approximately the same across the

TCP
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Figure 6.12 : Tumour control probability (TCP) versus dose for sensitivities a <f0.30 and 0.35Gy‘. The
clonogen densityp is I07cm 3 in both cases and the tumour volume V o f lend.

143

Table 6.2 : Tumour control probability using a single dose to a lcm3 volume at the surface o f a ‘semi
....
...
infinite cavity irradiated with 6 MV x-rays in a 5x5cm2field.___________
Dose at
Dose at
Dose due
Estimated
TCP
TCP
distal
proximal
to 2
dose at
ipc =0.3 G v 1) (pt =0.35 G y 1)
side of
side of
parallel
tumour
cavity
cavity
opposed
volume
beam
MOSFET
0.779
0.826
1.605
55.139
0.520
0.959
E-Depth
0.857
0.890
1.747
60
0.859
0.992
Collapsed Cone
0.795
0.885
1.680
57.704
0.738
0.983

2cm width of the cavity and along the 5cm field length. Therefore a volume of lcm 3
was used in the TCP calculations.
The collapsed cone convolution method overestimates the relative dose by 7.5%
compared to the MOSFET measured dose. Also, the dose predicted by the E-depth
method shows an overestimate of 14.2% compared to the experimental data.
In treatment plans, the target volume is normally given 60Gy. If the relative
dose predicted by E-depth method is scaled to a 60Gy single dose (column 4 of Table
6.2), experimental results indicate the tumour will be underdosed by approximately
4.8Gy.

The collapsed cone convolution algorithm however provides a closer dose

approximation with only a 2.6Gy difference between its predicted dose and the
measured dose.
These differences in estimated dose can be translated to the tumour response to
the irradiation through the TCP. If the E-depth generated data is used to estimate the
dose given to a tumour type having a sensitivity (a) of 0.30G y'\ this would only be
50% effective in killing the tumour cells in the target volume. With a more radiation
sensitive tumour type (a=0.35Gy_1), the treatment will be able to give lethal dose to at
least 95% of the cancer cells which could mean that remission is less likely to happen.
Note that these results are very dependent on the values of a. Also volume and
clonogen density will have some effect, as would the inclusion of a p term if this
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dominates the cell survival curve. A more detailed analysis of the effect of tumour
sensitivity (a) on the TCP would include a weighted average of the a values summed
over a normal distribution of a (Webb, 1994).
Radiotherapy treatments are normally administered in small fractions of dose.
This is because small single doses cause more damage to tumour cells than normal cells
and large single dose are more fatal to normal cells (Metcalfe, 1997). Figure 6.14 shows
a comparison between the TCP curve for a single dose irradiation and a fractionated
dose at 2Gy per fraction. These values were computed using the same tumour volume
of 1cm3. The values chosen for a and (3 were 0.35Gy“‘ and 0.035Gy~' respectively.
The TCP for the estimated dose on the target volume obtained by the MOSFET and
those that were predicted by e-depth and collapsed cone convolution are given in Table
6.3 for both a single dose irradiation and a fractionated irradiation.
It is sufficient to say that the hypothetical single fraction plan generated by the
collapsed cone convolution algorithm and the e-depth method will not give significantly
different TCP especially for high a values. This is because the TCP values for the dose
predicted by e-depth, collapsed cone convolution and MOSFET lie fairly close to the
flat region on top of the TCP curve. However, Figure 6.13 shows that a fractionated
regimen shifts the TCP curve such that the TCP values for the dose predicted by these
three now lie in the steep region of the curve. This leads to a large difference in the
tumour control probability for each of the estimated doses by e-depth, collapsed cone
convolution and the MOSFET. Although the failure of the e-depth method to accurately
correct for the presence of an inhomogeneity in a medium did not show a significant
effect for a single fraction large dose irradiation, the effect of the tumour underdosing
becomes apparent when fractionation is employed. The same can be said for the TCP
calculated from the collapsed cone convolution estimated dose.

TCP
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D o s e (Gy)

Figure 6.13 : Tumour control probability (TCP) versus dose for a single fraction and a fractionated
treatment regimen. The sensitivity a is0.35Gy'J, tumour volume is lm 3 and clonogen
densityp is 1Ó7cm 3 in all cases.
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Table 6.3 : Tumour control probability using a fractionated dose of2Gy per fraction to a lcm3 volume at
the suiface o f a ‘semi-infinite' cavity irradiated with 6 MV x-rays in a 5x5 cm2field, a aid(5
values are 0.35Gy 1and 0.035G)'1 respectively.

MOSFET
E-depth
Collapsed Cone

Estimated dose at
tumour volume
55.139
60
57.704

TCP for single dose
0.959
0.992
0.983

TCP for fractionated
dose (2Gy/fraction)
0.139
0.603
0.382

Note that the TCP values given in Tables 6.2 and 6.3 only apply to the specific
values of the variables (i.e., tumour sensitivity, target volume and clonogen density)
involved in the TCP calculations. These results may not necessarily be the same for
conditions where a different set of assumptions is applied.

6.2 Tissue-Lung Interface
The Primary treatment of breast cancer involves the removal of part or the entire
breast.

The two surgical treatments, namely breast conserving treatment and

mastectomy, are both seen as equally effective in Eradicating cancer cells.
When tumour size is large or when there are multiple tumours or if it involves
the nipple, it is normally recommended that a patient undergoes mastectomy.

The

whole breast is removed with the chest muscles behind the breast kept intact. Radiation
therapy after surgery is normally omitted for patients who have undergone mastectomy.
If postmastectomy radiotherapy is given to a patient it is only done to prevent local
recurrence. However, it is by no means safer to have an entire breast removed than to
have a breast conserving surgery accompanied by radiotherapy (Fallowfield, 1991).
Breast conserving treatment is normally an option for patients whose tumour
size is small. It involves the removal of the tumour and a small portion of the healthy
tissues surrounding it. In some cases, underarm lymph nodes are also removed. Breast
conserving treatment is usually followed by radiation therapy. The purpose of the post
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surgical irradiation is to make sure that any remaining cancer cells in the region where
the tumour was removed are killed and a recurrence is prevented. There are indications
that leaving out radiotherapy after breast conserving surgery increases the risk of breast
cancer recurrence.
In some cases, a treatment of higher dose radiation known as a boost is given
after the main course of radiotherapy to the volume where the cancer was removed in
order to diminish the chances of residual tumour growth in the same area.
Patients undergoing radiotherapy as part of their treatment may find themselves
experiencing side effects including tiredness, skin burns, breast swelling or tightness,
nausea and muscle inflammations.

More severe but rare side effects of radiation

therapy includes lung scarring, lymphoedema, heart damage, rib necrosis, lung fibrosis
and sarcomas. The severity of the complications due to radiotherapy depends on factors
such as field arrangement, dose per fraction, extent of radiation therapy and the total
dose given to the affected tissues (National Breast Cancer Centre, Australia).
The probability of these organs damaging side effects occurring again is
minimised by proper treatment planning. Vital organs like the lung and heart must be
exposed to the smallest amount of radiation possible during the treatment. An accurate
knowledge of the dose received by these organs reduces the chances of inflicting
radiation-induced damage.

Radiation Oncologists are guided by data provided by

computer planning systems in coming up with the appropriate treatment plans for each
patient.

Treatment planning computers use various mathematical algorithms in

predicting the dose delivered in different regions of the body where ionising radiation is
incident. Although some of the predicted doses lie close to the actual dose delivered to
tissues, experimental measurements have shown differences between the two especially
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near or at interfaces where inhomogeneities are found.

Thus, there is a need for

verification of the dose distribution in these regions.
The effect of inhomogeneities (i.e., air cavities, lung tissue) in a medium on the
dose distribution at central axis is well known. The reduction of dose in the anterior
interfaces of tissue-air or tissue-lung is most likely due to the reduced backscatter in
lower density materials. Photons and electrons are attenuated and scattered in a slightly
different manner in these materials resulting in the observed change of absorbed dose
from what is obtained with a homogeneous medium.

The secondary build up seen

beyond an air cavity or a lung analogue slab is brought about by the increased
backscatter as electronic equilibrium being slowly restored in the tissue-like medium.
Previous work on dose measurements at tissue-lung interfaces all noted a
significant change in the dose distribution at central axis in relation to the dose for a
homogeneous medium due of the presence of inhomogeneities within the phantoms as
provided by either the cork or lung analogue slabs (Battista et al., 1984; Metcalfe and
Battista, 1988; Khoury et al., 1996).

The effects of inhomogeneities are normally

accounted for and corrected by using correction factors such as those used in Batho
power law method, equivalent tissue air ratio (E-TAR) method and various
superposition correction methods.

Power law and effective attenuation methods are

usually accurate in predicting dose distributions in inhomogeneous media for low
energy beams to within 2% of experimental uncertainty but fails for high energy
irradiation under the same conditions with as much as 17% inaccuracy (Metcalfe and
Battista, 1988).
The limited number of dosimeters that can be used to perform dose verification
in anthropomorphic phantoms has confined dose verification for tissue-lung interfaces
predominantly to slab phantoms made up of alternating layers of solid or plastic water,
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cork or lung material. Dose measurements in anthropomorphic phantoms require that
the dosimeters be small enough to fit into the phantom slices. The likely dosimeters to
be used for this purpose are TLD, radiochromic film and MOSFETs.

6.2.7 Experimental Set-up
This study investigated the off-axis dose distribution near the chest wall-lung
interface using post surgical radiotherapy beams normally administered to breast cancer
patients. A plastic water phantom slab 3cm thick was cut to match the shape of the 17th
CT-slice of a RANDO anthropomorphic phantom which resembled conditions where
part or the entire breast of a patient was surgically removed. This was used as the ‘base’
phantom where dose measurements were taken. The female anthropomorphic phantom
was not used for this experiment since the chest wall depth to lung is more patient like
in the RANDO phantom (approximately 4 cm). To mimic the chest wall-lung interface,
two lung analogue materials (density = 0.6 g/cm3) shaped similar to the contours of the
cross-section of the lung at the 17th CT-slice were inserted to the plastic water base
phantom. Holes were drilled on both the plastic water and lung material in order to
accommodate the detectors which were used for measuring the dose at various positions
near the interface between the two materials. During irradiation the anthropomorphic
phantom was assembled with the plastic water phantom inserted between the 17th and
18th CT-slice.

6.2.1.1 Detectors fo r interface measurements
Measurements were made using a MOSFET dosimeter and Gafchromic™ film
strips. The MOSFET was fitted into a custom-made plastic water cartridge and was
used for the measurements taken at the chest wall.

Similarly, a MOSFET cartridge
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made of lung analogue material was used such that the uniformity of material was
maintained during the entire measurements within the lung phantom. Graded discs of
plastic water and lung material (Figure 6.14) were alternately plugged into the hole as
the MOSFET was moved at various distances away from the chest wall-lung interface.

Figure 6.14 : Lung analogue phantom with graded discs and plugs.

The MOSFET detector was irradiated at an active mode (5V bias across the
gate). The detector response to the irradiation was measured using the MOSFET reader
developed at the University of Wollongong. Results obtained using the MOSFET were
corrected based on the device sensitivity using to the dose measured at dmax in plastic
water before and after the interface measurements.
Pieces of lx 12.7cm2 Gafchromic™ film were sandwiched between plastic water
and lung material plugs that fitted into the same hole where the MOSFET cartridge was
placed. This ensured that the film was subjected to the same experimental set-up as the
MOSFET and therefore would provide a good comparison between the two detectors.
The Gafchromic™ films were read using the FIPS Plus laser scanner which was
interfaced to a PC running in a Windows environment.

The optical density of the
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irradiated Gafchromic™ films were recorded and analysed using the MEPHYSTO
program.
The phantom was irradiated obliquely with the beam entering below the axilla
and was set up on the linear accelerator couch as shown in Figure 6.15 to facilitate the
movement of the phantom slices as changes in the set up were made whenever the
MOSFET was moved away from the tissue-lung interface.

Figure 6.15 : CT Slice with lung analogue inserts. Beam incidence shown entering from the posterior
side below the axilla.

Measurements were performed with 6 MV X-ray beams from a Varian 2100c
Linear Accelerator at St. George Cancer Care Centre, Australia. To duplicate treatment
conditions similar to those implemented for breast cancer patients undergoing
radiotherapy, an 8x15 cm2 radiation field at 93cm FSD was used. The beam angle with
respect to the phantom was chosen such that it was perpendicular to the hole drilled in
the phantom (Figure 6.16).
laterally at all times.

This was to ensure that the MOSFET was irradiated
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Figure 6.16 : Experimental set-up showing beam’s isocenter.

6.2.1.2 Dose Normalisation
The dose distribution at the lung and the chest wall side of the phantom was
expressed as a fraction of the dose obtained at dmax for a homogeneous tissue like
medium. However, the Dmax values here were obtained using a modified set-up for the
MOSFET measurements. Instead of irradiating the MOSFET with the sensitive volume
perpendicular to the central axis, it was tilted by 90° such that the S i0 2 layer lay parallel
to the central axis (Figure 6.17a). These dmax measurements were set up in this way to
copy the orientation of the MOSFET detector while it was being irradiated inside the
phantom thus eliminating the need for any directional dependence correction since it is
implicitly included in the normalisation of the dose (Figure 6.17b).
Dmax measurements by Gafchromic™ films were performed using a Perspex jig
(Figure 6.18). Shallow channels were etched on top of the jig to accommodate the film
strips. The jig was then placed at dmax position and was irradiated. The films used here
underwent the same multiple film exposure described in the tissue-air cavity interface
measurements (section 6.1.1.3).
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Figure 6.17 : (a) Vertical MOSFET orientation and (b) Dmcix measurements with a glancing MOSFET
irradiation.

Figure 6.18 : Gafchromic™ film calibration jig.

6.2.2 Results and Discussion
Figure 6.19 shows a comparison of the dose profile measured by a MOSFET
dosimeter, a Gafchromic™ film and a planning computer predicted dose distribution in
the chest wall-lung interface region. The target volume in this case was located 5cm
from the interface with the dose measurements being taken perpendicular to the central
axis of the beam. This experiment intended to ascertain whether the data generated
using the equivalent tissue air ratio (ETAR) algorithm used by the planning computer at
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St. George Hospital was able to reasonably predict the dose given to the lung during
irradiation of breast cancer patients.
A good agreement between the MOSFET-measured and the planning computerpredicted dose distribution at the chest wall-lung interface is seen in Figure 6.19.

This

indicates that dose plans generated for treatments where lung-tissue interfaces are
involved are sufficient enough to provide a close estimate of the dose in these regions.
The noise in the MOSFET data could have been brought about by the uncertainty in the
measured data which can be as much as 5% as shown earlier. Both the MOSFET and
the planning computer yields an around 20% dose difference between the target volume
(given a 100% dose) and the chest wall-lung interface which shows that the lung is
spared from unnecessary irradiation during a treatment similar to what is being
modelled by this experiment.
Although the Gafchromic™ film seemed to show a similar trend for the dose
distribution near and at the chest wall-lung interface, measurements with this dosimetric
medium yielded approximately 5% lower dose in the chest wall and 5% higher dose in
the lung. The Gafchromic™ film data also showed a large dose variation which could
have been due to the film being part of a ‘bad’ film batch.
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Figure 6.19 : Dose distribution near and at the chest wall - lung interface measured with a MOSFET
detector and Gafchromic™ fdm using a 6 MV x-ray beam in an 8x15cm2 field size.
Positive x values are in the chest wall and the negative x values are in the lung. A planning
computer generated dose distribution is likewise shown. The planning computer employed
an ETAR inhomogeneity correction for this data.

Chapter 7
Conclusion
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7.1 Summary and Conclusions
This thesis investigated the suitability of the MOSFET detector system
developed by the Radiation Physics Group of the University of Wollongong, Australia,
for interface dose measurements. Dosimetric properties of the detector were examined
along side other clinical dosimeters such as the Attix chamber and Gafchromic™ film.
The MOSFET measured data were also benchmarked against the theoretically generated
dose distributions using models of radiation transport including Monte Carlo - EGS4
and some of the mathematical algorithms used in commercial planning computers. The
effect of inhomogeneities in a medium was investigated with measurements of the dose
distribution in air cavity-tissue interfaces and a tissue-lung interface. Additionally, the
linearity of the MOSFET response to ionising radiation and its directional dependence
were investigated in order to arrive at suitable corrections for dose data obtained by the
MOSFET. The MOSFET detector’s response to surface irradiation at oblique angles
was also measured.
MOSFET sensitivity diminished with an increase in of absorbed dose. The dose
response of the MOSFET detector was found to have been reduced by an average of
1.31% per absorbed Gray under a 5V gate bias during irradiation.

A sufficient

correction for this change in the device sensitivity was carried out by fitting measured
data into a simple linear equation obtained from dmax measurements before and after the
experimental data were taken.
The response of the MOSFET for surface dose measurements at oblique angles
agreed with results from previous studies using other dosimeters. At angles less than
60°, the MOSFET matched the Attix chamber results to within 3%.

This validates

earlier findings by Butson et al (1996) where the accuracy of surface dose measured by
MOSFETs was examined.
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The present MOSFET packaging which includes a glass base covered with a thin
layer of covar proved to have significant effect on the directional dependence of the
MOSFET detector response.

Normal incidence irradiations agreed with the other

detectors used in this thesis. However, glancing and inverted MOSFET irradiations
resulted in 5% and 13% response reduction, respectively. The detector base could have
caused the reduction in the device response since it would have attenuated scattered
radiation preventing them from being recorded by the sensitive volume of the MOSFET
detector.

The effect of the MOSFET packaging on the detector response can be

corrected by normalising experimental results to dmax measurements using the same
MOSFET orientation.
Depth dose measurements using MOSFETs in homogeneous phantoms were
found to be consistent with Attix chamber results for 6 MV x-ray irradiation. The slight
difference between the MOSFET results and the Attix chamber results were seen at
greater depths than those used in the interface experiments.

This difference was

possibly brought about by the MOSFET packaging causing a different response at depth
as the beam spectra changes.
For electron beam irradiation, the MOSFET showed an under-response near the
surface and an over-response in the depth dose fall off. It is possible that scatter off the
detector base or shielding by the base is causing the detector to respond in such a way
that a more penetrating depth dose curve is formed. A physical offset of the detector in
the MOSFET cartridge is another possible explanation for the difference.
The MOSFET detector used in this thesis proved to be very useful in dose
measurements where high spatial resolution is required especially when high dose
gradients exist.

The MOSFET was seen to over respond compared with the Attix

chamber by around 5% to 6% but this could have merely been brought about by the
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difference in the phantom set ups for the two measurements. Since it was impossible to
cut very thin slices of solid water that would match the diameter of the Attix chamber,
30x30cm2 solid water slabs with thicknesses down to 1mm were used. The use of these
solid water slabs often introduced air gaps between the sheets which may have caused a
slightly lower dose. The MOSFET experiments however utilised custom made discs
which would have minimised the effect of air gaps.
The MOSFET dosimeter was found to be more stable in its response compared
to Gafchromic™ films used for measuring dose distributions near and at interfaces. The
non-uniformity in the response of Gafchromic™ film due the uneven distribution of the
radiosensitive dye on the film made it difficult to clearly delineate the dose reduction
due to the presence of the inhomogeneity from the uncertainties in the data.
The measured dose distributions for 6MV x-ray beams at the interfaces using
MOSFETs agree well with results from Monte Carlo simulations with reasonable
accuracy.

Experimental data obtained by the MOSFET at the cavity surfaces were

within the statistical variations of the MOSFET response and the statistical error
involved in Monte Carlo simulations.
E-depth and collapse cone convolution algorithms overestimated the dose at the
cavity surfaces in comparison with the dose obtained by the MOSFET. However, the
dose distributions generated by these algorithms for depths greater than 2mm away from
the solid water- air cavity interface matched well with experimental results.
Dose measurements which involved a tissue-lung interface also showed that
corrections

employed by treatment planning computers

to account

for lung

inhomogeneities in breast treatments predict dose distributions to a reasonable accuracy.
The dose distribution across the chest wall - lung interface generated by ETAR
algorithm was within 3% of the dose distribution measured by the MOSFET.

The
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Gafchromic™ film exhibited a similar dose reduction near the interface between the
two media but the film non-uniformity caused noise on the data distribution which made
it difficult to establish the accuracy of the data.
Finally, the results of the interface measurements performed using the MOSFET
dosimeter demonstrated its suitability for clinical interface dosimetry with the following
advantages: tissue equivalent at megavoltage energies, small detector and sensitive
volume size, simple principle of operation, real time measurement of absorbed dose and
relatively cheap equipment cost.

7.2 Clinical Implications
The clinical relevance of the overestimation of dose by the algorithms used by
planning computers compared with the MOSFET measured dose is established by
relating it to tumour control. For a hypothetical single high dose radiation to 60Gy, the
failure of these algorithms to accurately account for the dose reduction near and at
interfaces due to loss of electronic equilibrium and loss of backscatter do not seem to
have a great effect on the tumour control probability. The TCP for the experimentally
measured dose differed only to by up to 4% compared to TCP for the worst dose over
response predicted by the e-depth method. This however changes significantly when
the clinically implemented fractionated regimen is considered (i.e. 2Gy per fraction to
60Gy).

The computed TCP using MOSFET data was half of what collapsed cone

convolution predicts and a quarter of what e-depth predicts depending on the assumed
target volume, clonogen density and a and (3 values. Note that because TCP parameters
are prone to large patient specific and tumour specific variability this analysis merely
serves to demonstrate that the drop in dose at the cavity becomes more significant if the
change in dose occurs in the sloping section of the TCP curve.
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7.3 Recommendations for Future Studies
Future investigations on MOSFET dosimeters could concentrate on improving the
detector’s package design. The present design where the MOSFET is supported on a
base made of glass and a thin covar sheet indicated possible effects of the base on the
MOSFET response. Additionally, a standard measurement protocol for the use of
MOSFET dosimetric systems similar to the one employed in this thesis could be
devised in order to minimise statistical dose variations.
Another possible expansion of the work done in this thesis could focus on
investigations of off-axis data using MOSFET detector arrays and an improved
Gafchromic™ film dosimetric procedure.

This will be useful in dose profile

measurements especially at the penumbral region where high dose gradients also exist.
The analysis on tumour control probability (TCP) can also be extended to include a
tumour sensitivity (a) distribution and more accurate biological data (i.e., a and (3
values).

Appendices

Appendix A EGS4 User Code
%E
%I4
REPLACE {$MXDATA} WITH {1} "TO GET OVER NRCCAUX.MOR DEFINITION
%C80
'.INDENT M 4;
¡INDENT F 4;
" * *

*

* * * *

*

*

*

*

* if. *

*

* *

* *

# * * *

*

*

*

* *

*

* *

* * *

*

* *

*

* *

jjj *

,|5 *

Jj-

^ ; j . - |; * j j . ^

" This file was corrected by Serguei Zavgorodni 10.1.94 and later on "
" All corrections are marked with ’S.Z.’ mark below corrections
"
"

XYZDOS.MOR

"

A general purpose EGS4 user code to do cartesian coordinate dose "
deposition studies. Every voxel (volume element) can have different "
materials and/or varying densities (for use with CT data)
"
Rectangular parallel beams of photons or electrons are incident on "
the X-Y surface at an arbitrary angle.
"
The geometry is a rectilinear volume with the origin at the
"
bottom left, the X-Y plane on the page, X-up, Y to right and the "
Z-axis into the page. Voxel dimensions are completely variable in "
all three directions.
"
voxels are labeled by indicies (I,J,K) and defined by:
XBOUND(I) <= X < XBOUND(I+1) I <= IMAX
YBOUND(J) <= Y < YBOUND(J+1) J <= JMAX
ZBOUND(K) <= Z < ZBOUND(K+1) K <= KMAX
Unit Assignments

"
"
"

"

Unit 1 Output summary and results
"
Unit 5 Input stream - file or terminal
"
Unit 6 prompts for and echoes input
"
Unit 8 echoes input cross-section data (assign a null file)
Unit 12 input cross section file from PEGS4
INPUT FILE

Record 1 TITLE
Record 2 NMED

”

up to 80 characters

"

number of media in problem - defaults to 1

Record 3(NMED times) media names, left justified. Note that
entire volume is initially set to medium 1
"
Record 4 ECUT,PCUT,ESTEPE( 1 TO NMED)
electron (total) and photon global cutoff
energies in MeV
"
ESTEPE for each medium in the problem

"
"

Record 5 IMAX, JMAX, KMAX 3110
'
number of voxels in the X,Y,Z directions
"
- it <0, it means that number of equally spaced "
boundaries will be input
"

*

* *

*

* *

; |; * *

* ^ *

164

Record 6 et seq, repeated tor X, Y and Z directions separately
i.e. repeat the following replacing (I and X) by "
(J and Y) and (K and Z) respectively.
"
if IMAX > 0
"
input, one per line, the IMAX + 1 X boundaries
"

"

if IMAX < 0
"
input smallest X boundary, followed by ABS(IMAX) pairs "
one pr/line: voxel width, # voxels with this width
"
for example: starting at record 5

"

-1 , - 1,-1

0.0

"

"

1.0,16

"

0.0

"

1.0,16

"

0.0

"

1.0,16
"
defines a 16x16x16 cube of lcm**3 voxels with a total of 4097 reg "
or
"

-1,-1,3

"

0.0
1.0,16
0.0
1.0,16
0.0
5.0

"

10.0

"
”
"
"
"
"

defines a 16x16x10 cube with 1x1x5 cm voxels stacked 2 deep
Record 7 et seg
"
IL,IU, JL,JU, KL,KU, MEDIUM, DENSITY 7I10,F10.0
line is repeated until a blank line found
"
All regions default to medium 1 with its default density "
unless changed here.
"
For all voxels with
"
IL <= I <= IU
"
JL <= J<= JU
"
KL <= K <= KU
"
the medium used is MEDIUM and the density used is
"
DENSITY. If DENSITY=0.0, the default value for that
"
medium is used (faster than entering default density here) "
If IU and IL are non-zero, the rest default to all J,K
"
Record 8 et seq
"
IL,IU, JL,JU, KL,KU,IZSCAN
"
as above except these are the regions for which the "
dose will be output. - beware of a paper explosion
"
IZSCAN non-zero to get z-scan per page, otherwise
"
output is an x-scan per page
"

Record 9 XLOWER, XUPPER
boundaries of beam in X direction, in cm
-if XLOWER is zero, a value near middle is taken
If XUPPER is zero, no extent in X direction
Record 10 YLOWER,YUPPER
as for X direction

"

"

'
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%E
" Record 11 THETAZ,THETAX,THETAY
"
"
THETAZ: angle of beam to Z axis (0 is normal) in degrees "
"
if THETAZ is zero, others assumed normal(i.e.90 deg)
"
"
If THETAZ is non-zero - and others both are zero, THETAX is "
"
as large as possible - i.e. max cos "
"
allowed, and THETAY is 90 deg
"
"
- if THETAX is non-zero, it may be "
"
reduced if too large, and THETAY "
"
will be choosen to normalize the "
"
direction cosines
"
" note: see NRCC code INHOM for examples of more complex incident beams "
" Record 12
"
"
EIN, IQIN, NCASE, IWATCH, TIMMAX, INSEED
"
EIN kinetic energy of incident beam in MeV
"
"
IQIN charge of incident beam
"
"
NCASE # histories
"
"
IWATCH =0, no tracking output, 1 all interaction,! all steps"
"
TIMMAX not used
"
"
INSEED input random # seed (0 is OK)
"
it

"
"

"

n

Version 1 March 1986 D.W.O.Rogers, NRCC Ottawa
"
Version 1PC October 1988 AF Bielajew , NRCC Ottawa PC version

"* * *

* *

* * * * * * #* *

* t-

* * * * * * #* * #* * * * * * * * * * * * * * * * * * * * >1=* * * * *
*•

*

*

t-

X X

"

* * *•*

* * *

* *** *"
t-

t-

"STEP 1 USER OVERRIDES AND DECLARATIONS"

REPLACE
REPLACE
REPLACE
REPLACE
REPLACE
REPLACE
REPLACE
REPLACE
REPLACE

{$MXMED} WITH {3}
{$MXREG} WITH {67501}
{$MXSTACK} WITH {15}
{$IMAX} WITH {15}
{$JMAX} WITH {15}
{$KMAX} WITH {300}
"X,Y,Z GRID MAXIMA"
{$STAT} WITH {10}
"USE 10 BATCHES IN CALCULATIONS"
{$ITMAX} WITH {1}
{$MXDOS} WITH {5} "MAX NUMBER OF GROUPS OF REGIONS TO AN AL YSE"

" SOME MACROS FOR FACILITATING ACCESS TO BOUNDARIES AND REGIONS"
"REPLACE {$GETIR(#,#,#)} WITH {1 + {PI} +({P2}-1)*IMAX + ({P3}-1)*IJMAX}"
REPLACE {;$DECODEIR(#,#,#,#);} WITH
"FIRST PARAMETER IS INPUT REGION, NEXT 3 ARE DECODED I,J,K"
{;{P2}=MOD({Pl }-l JMAX); IF({P2} = 0)[{P2}=IMAX;]
{P4} = 1 + ({PI }-l-{P2})/IJMAX;
{P3} = 1 + ({P I}-1 -{P2} - ({P4}-1 )*IJMAX)/IM AX;}

REPLACE {;COMIN/GEOM/;} WITH
{;COMMON/GEOM/XBOUND($IMAX+1),YBOUND($JMAX+1),ZBOUND($KM AX+1),
IMAX, JMAX, KMAX, UMAX, IRMAX;}
" IMAX,JMAX,ZMAX MAXIMUM NUMBER OF CELLS IN X,Y,Z DIRECTION FOR"
"
THIS PROBLEM"
'• UMAX NUMBER OF CELLS IN X-Y PLANE = IMAX*JMAX"
" IRMAX MAXIMUM NUMBER OF REGIONS = KMAXUJM AX + 1"

REPLACE {;COMIN/ESPECT7;} WITH
{;COMMON/ESPECT/ECPD( 150),EBIN( 150),EPHI( 150),EIMIN;}
'Added to input an energy spectrum for the source. ECPD(I) is the probability "
of the source energy being less than EBIN(I) - i.e. cumulative probability "
"distribution.
"
%E
REPLACE {;OUTPUT61#;#;} WITH
"
==============
GENERALIZED OUTPUT TO UNITS 6 AND 1"
{;{SETR A = @LG}
WRITE(6,{COPY A }){P 1};WRITE( 1,{COPY A}){P1};{COPY A}FORMAT{P2};}
"S.Z - insert below until the next S.Z 11.1.94"
REPLACE {;OUTPUT20#;#;} WITH
"
============== GENERALIZED OUTPUT TO UNIT 20"
{;{SETR A =@LG}
WRITE(20,{COPY A }){P 1};{COPY A }FORMAT{P2};}
"S.Z"
REPLACE {;COMIN/SCORE/;} WITH
{;COMMON/SCORE/IWATCH,IS,MXNP,
DOSEIS($IMAX,$JMAX,$KMAX,$STAT,$ITMAX),
DOSE($IMAX,$JMAX,$KMAX,$ITMAX),
DOSEUN($IMAX,$JMAX,$KMAX,$ITMAX);}
;COMIN/BOUNDS,GEOM,MEDIA,MISC,RANDOM,SCORE,STACK,THRESH,ESPECT/;
"S.Z. - the following macros prepares constants for calculation of entrance "
" coordinates and angles for the case when incident beam is point source beam "
" and it has angle BANGLE(={P1}) with the normal to the surface direction
"
REPLACE {;$PREP_TURN_POINT_S_BEAM(#);} WITH
{;BEAMWIDTH=XINDEL;
RADIAN= 180.0/3.141592653;
AL= {P 1}/RADIAN;
GAM=ATAN(0.5*BEAMWIDTH/DISTZ);
BET=0.5*3.141592653-GAM; TET=3.141592653-AL-BET;
OC=0.5*BEAMWIDTH*SIN(BET)/SIN(TET);
COSAL=COS(AL); SINAL=SIN(AL);
BW=2.0*OC*COSAL;
XSOURCE=DISTZ*SINAL; ZSOURCE = - DISTZ*COSAL;
XZERO=OC*S INAL *SINAL; ZZERO = - OC*SINAL*COSAL;
DISTZl=DISTZ-OC*SINAL;
BEAMWIDTH=B W;}
"S.Z. the following macros calculates particle entrance coordinates and angles "
" for the case when incident beam is POINT SOURCE beam "
" and it has angle BANGLE with the normal to the surface direction
"
REPLACE {;$TURN_POINT_S_BEAM;} WITH
{;$RANDOMSET XPROJ;$RANDOMSET YPROJ; "Projection onto surface"
XPROJ=(BEAMWIDTH*XPROJ)-BEAMWIDTH/2.0;
YPROJ=(BEAMWIDTH*YPROJ)-BEAMWIDTH/2.0;
ALNGTH=SQRT(XPROJ**2+YPROJ**2+DISTZl**2);
X 1=XPROJ*COS AL+XZERO; Z 1=XPROJ*SINAL+ZZERO;
CZ=(Z1 -ZSOURCE)/ALNGTH; CX=(X 1-XSOURCE)/ALNGTH;
VIN=YPROJ/ALNGTH;C Y=VIN;
D l= - Zl/CZ;
ZIN=0.0; XIN=X 1+D1*CX+XINL+XINDEL*0.5; YIN=YPROJ+Dl *CY+YINL+YINDEL*0.5;
WIN=CZ; UIN=CX;}

APPENDI;COMMON/BLCCCl/BLCCC,EDEDX,XCC2;} TO { ;COMIN/USER/;}"

" S.Z.-BLCCC DIDNT TRANSFER TO RIGHT SUBROUTINE"
INTEGER IDOSL($MXDOS),IDOSU($MXDOS),JDOSL($MXDOS),JDOSU($MXDOS),
KDOSL($MXDOS),KDOSU($MXDOS),IZSCAN($MXDOS);
REAL AMASS($IMAX,$JMAX,$KMAX),ESTEPE($MXMED);
CHARACTER TITLE(80);
CALL TIMER(ICPUTO); "GET THE INITIAL CLOCK TIME IN 100THS SECONDS"
"OPEN THE LISTING FILE"
OPEN(UNIT=l,STATUS=’NEW’,FILE=’USER.LST’);
"S.Z"
OPEN(UNIT=20,STATUS=NEW,,FILE=,xyzdos.out’);
"S.Z"
"CLOSE UNIT 5 AND REOPEN AS A DISK FILE"
CLOSE(UNIT=5);
OPEN(UNIT=5 ,FILE=USER.INP ’,STATUS=OLD ;
OUTPUT61 ;(///’! ’,T20.NRCC USER CODE XYZDOS(VOl) USING EGS47/’GEOMETRY,’
’ IS A RECTILINEAR VOLUME, ORIGIN IN BOTTOM LEFT,X-Y PLANE ON’/T20,
THE PAGE AND Z AXIS INTO THE PAGE’//);
OUTPUT61;(8x,71(’-’)/’$TITLE: ’);INPUT TITLE;(80A 1);
OUTPUT61 TITLE;(V,3X,80A1/8X,71

STEP 2 PRE-HATCH CALL INITIALIZATION"

OUTPUT61iC’SNUMBER OF MEDIA: TINPUT NMED;(I10);
IF(NMED=0 I NMED>$MXMED) [NMED= 1 DEFAULTS TO 1 MEDIUM"]
OUTPUT61 NMED;(V,T 10,17);
DO N=1,NMED[
OUTPUT61 N ^M E D IU M ’D ,’: ’);INPUT (MEDIA(J,N),J=1,24);(24A1);
OUTPUT61 (MEDIA(J,N),J= 1,24);(’+’,T20,24A 1);]
DO N=2,$MXREG [MED(N)=1;] "I.E. EVERYTHING THE FIRST MEDIUM"
" CAN BE CHANGED BELOW ON A REGION BY REGION BASIS"
OUTPUT61 NMED;(’$ECUT,PCUT,ESTEPE( 1 to’,12,Y ’);
INPUT ECUTIN,PCUTIN,(ESTEPE(I),I= 1,NMED);( 13F10.0);
OUTPUT61 ECUTIN,PCUTIN,(ESTEPE(I),I= 1,NMED);(’+’,T 10,12F10.3);
DO N=2,$MXREG[ECUT(N)=ECUTIN;PCUT(N)=PCUTIN;]
"STEP 3

HATCH CALL"

"WE DO THIS JUST BEFORE STEP 7 SO CAN CHECK ALL INPUTS FIRST"
%E
"STEP 4 INITIALIZATION FOR HOWFAR"

INPUT X, Y, Z BOUNDARIES
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"FIRST DEFINE A MACRO WHICH WILL BE USED FOR EACH AXIS IN TURN"
REPLACE {$GET-#-BOUNDARIES;} WITH {
;IF(MAX{P1} > 0) ["JUST PICK UP BOUNDARIES ONE AT A TIME”
DO I=1,MAX{P1}[
OUTPUT61 RCSSMALL BOUNDARY FOR REGIONC,13,*) ’);
INPUT [PI }BOUND(I);(F10.0);
IF(I ~=1 & {PI }BOUND(I)<={Pl }BOUND(I-l))[
OUTPUT61;(’BOUNDARY OUT OF ORDER**************’);]
OUTPUT61 {PI }BOUND(I);(’+’,T10,F12.3);
’

]
OUTPUT61 MAX{P1 };(’$OUTER BOUNDARY FOR REGION(’,I3,’) ’);
INPUT {PI }BOUND(MAX{Pl} + 1);(F10.0);
OUTPUT61 {PI }BOUND(MAX{Pl }+ l);(V,T10,F12.3);

]
ELSE ["MAX(Pl) < 0. INPUT GROUPS OF REGIONS"
"ASSUME MAXBD SET TO $IMAX,$JMAX OR $KMAX "
OUTPUT61 ^IN IT IA L BOUNDARY: TINPUT {PI }BOUND(1);(F10.0);
OUTPUT61 {PI } B O U N D ( l F 1 2 . 3 ) ;
NGROUP = - MAX{P1}; "NO. OF GROUPS IN THIS DIRECTION"
MAX{P1} =0;
DO IGROUP = 1,NGROUP[
OUTPUT61 ;($ WIDTH IN THIS GROUP, NO. OF REGIONS IN GROUP: 0;
INPUT WIDTH,NN; (FI0.0,110);
IF(NN<=0) [NN=1;] IF(WIDTH<=0.0)[WIDTH=1.0;]
OUTPUT61 WIDTH, NN;(V, FI 2.3,15);
NNN = MIN(NN,MAXBD-MAX{P1 });"ENSURE DONT ADD TOO MANY REGIONS"
IF(NNN ~= 0)[
DO IN = MAX{P1 }+ l, MAX{P1 }+NNN [
{PI }BOUND(IN+l) = {PI}BOUND(IN)+WIDTH;]]
IF(NN ~= NNN) [OUTPUT;(T 15,’***NO. REGIONS REDUCED***’/);]
MAX{P1} = MAX{P1 }+NNN;]
"MUST SET IMAX ETC AFTER CALL TO THIS MACRO"
OUTPUT61 ({P I}BOUND(I),I= 1,MAX{P 1}+ l);(’BOUNDARIES7(6F12.3));
]"END OF ELSE"

;OUTPUT61;(/’$# REGIONS IN X,Y,Z DIRECTIONS (IF<0,IMPLIES # GROUPS OF REG): ’);
INPUT MAXX,MAXY,MAXZ;(3I5);
IF(MAXX = 0) MAXX=1; IF(MAXX>$IMAX)MAXX=$IMAX;
IF(MAXY = 0) MAXY=1; IF(MAXY>$JMAX)MAXY=$JMAX;
IF(MAXZ = 0) MAXZ=1; IF(MAXZ>$KMAX)MAXZ=$KMAX;
OUTPUT61 MAXX,MAXY,MAXZ;( ’+’,316);
MAXBD=$IMAX;OUTPUT61;(/T20,INPUT BOUNDARIES IN THE X DIRECTION’);
$GET-X-BOUNDARIES; IMAX=MAXX;
MAXBD=$JMAX;OUTPUT61;(/T20,INPUT BOUNDARIES IN THE Y DIRECTION’);
$GET-Y-BOUNDARIES; JMAX=MAXY;
MAXBD=$KMAX;OUTPUT61 ;(/T20, INPUT BOUNDARIES IN THE Z DIRECTION’);
$GET-Z-BOUNDARIES; KMAX=MAXZ;
UMAX = IMAX*JMAX; IRMAX=1 + IMAX*JMAX*KMAX;
%E
OUTPUT61 IRMAX;(DTOTAL # REGIONS INCLUDING EXTERIOR =’,I5);
IF(IRMAX > $MXREG)[OUTPUT61 ;(’0****THATS TOO MANY REGIONS****’//);STOP;]
" GET DENSITY OR MATERIAL FOR EACH REGION"
" RHOR = 0.0 MEANS USE DEFAULT DENSITY FOR THE MATERIAL IN REGION"
OUTPUT61 ;(X)INPUT GROUPS OF REGIONS FOR WHICH DENSITY AND MEDIUM ARE’,
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’NOT DEFAULTS’);
LOOP [ OUTPUT61 SLOWER,UPPER I, J, K, MEDIUM, DENSITY5);
INPUT IL,IU,JL,JU,KL,KU,MEDTMP,RHOTMP;(7110,F 10.0);
IF( IL = 0 & IU = 0)["BLANK LINE, SO QUIT" EXIT;]
"CHECK IL ETC ARE OK"
IF(IL <= 0) IL = 1; IF(IU <= 0 I IU >= IMAX)[IU = IMAX;]
IF(JL <= 0) JL = 1; IF(JU <= 0 I JU >= JMAX)[JU = JMAX;]
IF(KL <= 0) KL = 1; IF(KU <= 0 I KU >= KMAX)[KU = KMAX;]
IF(MEDTMP < 0 I MEDTMP > NMED)[MEDTMP = 1;]
OUTPUT61 IL,IU,JL,JU,KL,KU,MEDTMP,RHOTMP;(V,3(’(’,13,14,’)’), 14, F10.3);
DO I=IL,IU [ DO J=JL,JU [ DO K=KL,KU[
IRL = 1 + 1 +(J-1)*IMAX + (K-1)*IJMAX;
RHOR(IRL)=RHOTMP; MED(IRL)=MEDTMP; ]]]
]"END OF LOOP ON GROUPS OF REGIONS"

"STEP 5 INITIALIZATION FOR AUSGAB

"INITIALLY JUST ASK FOR RANGES OF REGIONS OVER WHICH THE DOSE IS TO BE"
"OUTPUT”
OUTPUT61;(T)ENTER 3 PAIRS DEFINING LOWER,UPPER X,Y,Z INDICIES OF DOSE REGIONS’
/’FOR WHICH RESULTS ARE TO BE OUTPUT- IZSCAN NON-ZERO FOR Z-SCAN/PAGE’
/’ ONE SET OF 6 PER LINE, END WITH ALL ZEROS’);
IDGRP=0;
LOOP[IDGRP=IDGRP+l; OUTPUT61 ;(’$: ’);
INPUT IDOSL(IDGRP),IDOSU(IDGRP),JDOSL(IDGRP),JDOSU(IDGRP),
KDOSL(IDGRP),KDOSU(IDGRP),IZSCAN(IDGRP);(7I6);
IF(IDOSL(IDGRP) = 0 & IDOSU(IDGRP) = 0)[EXIT;"QUIT WHEN GET BLANK LINE"]
IF(IDOSL(IDGRP)<=0)IDOSL(IDGRP)= 1;
IF(IDOSU(IDGRP)<=0 IIDOSU(IDGRP)>=IMAX) IDOSU(IDGRP)=IMAX;
IF(JDOSL(IDGRP)<=0)JDOSL(IDGRP)= 1;
IF(JDOSU(IDGRP)<=0 IJDOSU(IDGRP)>=JMAX) JDOSU(IDGRP)=JMAX;
IF(KDOSL(IDGRP)<=0)KDOSL(IDGRP)= 1;
IF(KDOSU(IDGRP)<=0 IKDOSU(IDGRP)>=KMAX) KDOSU(IDGRP)=KMAX;
OUTPUT61 IDOSL(IDGRP),IDOSU(IDGRP),JDOSL(IDGRP),JDOSU(IDGRP),
KDOSL(IDGRP),KDOSU(IDGRP),IZSCAN(IDGRP);(’+’,T5,3(I6,I4),I6);
] IDGRP=IDGRP-1;
DO IT= 1,$ITMAX[ DO IS= 1,$STAT[ DO K= 1,KMAX[ DO J= 1,JMAX[ DOI= 1,IMAX[
DOSEIS(I,J,K,IS,IT)=0.0;]]]]]
"STEP 6 DETERMINATION OF INCIDENT PARTICLE PARAMETERS"

"DEFINE SOURCE - A PARALLEL OR POINT SOURCE BEAM INCIDENT ON X-Y SURFACE"
INPUT ISOURC,DISTZ;(11,F8.1);
OUTPUT61;(/’SPECIFICATIONS FOR A BEAM, INCIDENT ON X-Y SURFACE’//
’SINCIDENT ON WHAT RANGE OF X VALUES? ’);
INPUT XINL,XINU;(2F 10.0);
IF(XINL = 0.0)[XINL = XBOUND(IMAX+l)/2.;"DEFAULT TO NEAR MIDDLE"]
IF(XINL < XBOUND( 1))[XINL = XBOUND( 1);]
IF(XINU <= XINL)[ XINU = XINL;"DEFAULT A PENCIL BEAM"]
%E
"CHECK NOT TOO BIG"
IF(XINU> XBOUND(IMAX+1)) [XINU=XBOUND(IMAX+l);]
IF(XINL> XBOUND(IMAX+1)) [XINL=XBOUND(IMAX+l);]
OUTPUT61 XINL,XINU;(’+ ’,T 10,2F10.3);
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XINDEL = XINU-XINL;
"NOW SEARCH FOR INITIAL REGION X INDEX RANGE"
IXINL=0;
LOOP[IXINL=IXINL+1;] UNTIL (XBOUND(IXINL) <= XINL & XBOUND(IXINL+l ) > XINLV
IXINU=IXINL-1;
’
LOOP[IXINU=IXINU+l;] UNTIL (XBOUND(IXINU) <= XINU & XBOUND(IXINU+l ) >= XINU);
OUTPUT61 IXINLJXINU;(T40,X INDEX RANGES OVER 1=’,13,’to’,14);
OUTPUT61;(’$INCIDENT ON WHAT RANGE OF Y VALUES? ’);
INPUT YINL,YINU;(2F 10.0);
IF(YINL = 0.0)[YINL = YBOUND(JMAX+l)/2.;"DEFAULT TO NEAR MIDDLE"]
IF(YINL < YBOUND( 1)) [YINL = YBOUND( 1);]
IF(YINU <= YINL)[ YINU = YINL;"DEFAULT A PENCIL BEAM"]
"CHECK NOT TOO BIG"
IF(YINU> YBOUND(JMAX+1)) [YINU=YBOUND(JMAX+l);]
IF(YINL> YBOUND(JMAX+1)) [YINL=YBOUND(JMAX+l);]
OUTPUT61 YINL, YINU;(V,T10,2F10.3);
YINDEL = YINU-YINL;
"NOW SEARCH FOR INITIAL REGION Y INDEX RANGE"
JYINL=0;
LOOP[JYINL=JYINL+1;] UNTIL (YBOUND(JYINL) <= YINL & YBOUND(JYINL+l) > YINL);
JYINU=JYINL-1;
LOOP[JYINU=JYINU+1;] UNTIL (YBOUND(JYINU) <= YINU & YBOUND(JYINU+l) >= YINU);
OUTPUT61 JYINL,JYINU;(T40,’J INDEX RANGES OVER J=’,13,’to’,14);
OUTPUT61 ;(*$ANGLE OF BEAM TO AXES(in deg, 0 IS NORMAL): 3;
INPUT THETAZ,THETAX,THETAY;(3F10.0);
BANGLE=THETAZ;
WIN = COS(THETAZ*3.141593/180.);
UIN = COS(THETAX*3.141593/180.);
UIN = MIN (UIN,SQRT( 1.0 - WIN**2));"MAKE SURE NOT TOO BIG"
THETAX = ACOS(UIN)* 180./3.141593;
VIN - SQRT(1 - WIN**2 - UIN**2+l.E-7);THETAY=ACOS(VIN)* 18073.14159;
"NOTE WE DONT EVEN USE THE INPUT VALUE OF THETAY"
OUTPUT61 THETAZ,THETAX,THETA Y;(’+ ’,3F10.2,’deg’);
IF (ISOURC=l) [
OUTPUT61 DISTZ;(/’+’,’FSD = ’,F8.1);
;$PREP_TURN_POINT_S_BEAM(B ANGLE);]

INPUT EIN,IQIN,NCASE,IWATCH,TIMM AX,INSEED;
(F10.0,3110,F10.0,110);
IF(EIN<=0.0)[
OUTPUT;(/’ Input tops of energy bins and bin probabilities,’/
’ one pair per line, lowest energy first - first line EIMIN only,’/
’ ending with bin top energy lower than previous5);
1=0; "INPUT EIMIN;(F10.0);"read(5,*)eimin;"lowest energy in spectrum"
LOOP [1=1+1;
" INPUT EBIN(I),EPHI(I);(2F10.0);"
read(5,*)ebin(i),ephi(i);
IF(I.NE.l .AND. EBIN(I).LE.EBIN(I-1))[EXIT;"end of input spectrum"]
ELSEIF (I.EQ.l .AND. EBIN(I).LE.EIMIN) [EXIT;"error probably"]

]
NEBIN=I-1; "number of energy bins read in"
TOTPHI=0.0;DO I=1,NEBIN [TOTPHI=TOTPHI+EPHI(I);]"spectrum total"
ECPD( 1) = EPHI( 1)/TOTPHI;
DO 1=2,NEB IN [ ECPD(I) = ECPD(I-l) + EPHI(I)/TOTPHI;]
OUTPUT (I,EBIN(I),EPHI(I),ECPD(I),I= 1,NEB IN);
(’ Bin# Energy top Probability Cumulative prob’/(I4,F10.3,2F16.4));
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]"end of input energy spectrum"
IF(TIMMAX<=0.0)[TIMMAX = 0.99; "DEFAULT 1 HOUR"]
JCASE = NCASE/$STAT; NCASE = JCASE*$STAT;
IF(INSEED ~= 0) [IXX = INSEED;]
IF(IQIN = 0) [ETOTIN = EIN;] ELSE [ETOTIN = EIN + 0.511 ;]
OUTPUT61;(T)EIN(K.E.,MeV), IQIN, NCASE, IWATCH,TIMMAX, INSEED’/’S: *);
OUTPUT61 EIN,IQIN,NCASE,IWATCH,TIMMAX,INSEED;
(V,F9.3,I10,I8,I6,F7.2,I14);
WTIN=1.0; LATCHI = 0; ZIN = 0.0;
"DELAYED STEP 3

OUTPUT;(//T20,’CALL HATCH’/); CALL HATCH;
OUTPUT61;(/’ MEDIUM ’,T25,’AE’,T35,’AP ’);
DO N=1,NMED[
OUTPUT61 (MEDIA(J,N),J= 1,15),AE(N),AP(N);( 1X, 15A 1,2F10.3);] OUTPUT61;(//);
DO I=1,NMED[ CALL FIXTMX(ESTEPE(I),I);] "REDUCE ELECTRON STEPS"
IF(IWATCH ~= 0)[CALL WATCH(-99,IWATCH);] "SET UP FOR WATCH ROUTINE IF NEEDED"
%E
"STEP 7 SHOWER CALL"

CALL TIMER(ICPUT1 );
OUTPUT61 (ICPUT1-ICPUT0)*0.01 ;(’CPUTIME SO FAR=’,F12.3,’s’/);
DO IS = 1,$STAT [ "BREAK INTO $STAT BATCHES"

CALL TIMER(ICPUT 1);TIMCPU=(ICPUT 1-ICPUT0)*0.01+0.00001;
"CPUTIME ON SIMULATIONS ONLY SO FAR"
OUTPUT IS,TIMCPU,IXX;(’ START BATCH’,13,’ CPUTIME=’,F10.1,’ s RNG=\I 12);
DO IHIST = 1,JCASE[
"NEED HERE TO SELECT XIN,YIN,IRIN"
IF(ISOURC=0)[
IF(XINDEL = 0.0)[XIN=XINL;I=IXINL;]
ELSE [ $RANDOMSET R1 ;XIN - XINL + R1 *XINDEL;
I=IXINL-1 ;LOOP[I=I+l;]UNTIL(XBOUND(I)<=XIN & XBOUND(I+l )>XIN);]
IF(YINDEL = 0.0)[YIN=YINL;J=JYINL;]
ELSE [ $RANDOMSET R1 ;YIN = YINL + R1 *YINDEL;
J=JYINL-1;
LOOP[J=J+1;]UNTIL(YBOUND(J)<=YIN & YBOUND(J+l )>YIN);]
K=1;]
IF(ISOURC=I)[
$TURN_POINT_S_B EAM;
I=0;LOOP[I=I+1;]UNTIL(XBOUND(I)<=XIN & XBOUND(I+l)>XIN);
J=0;
LOOP[J=J+1;]UNTIL(YBOUND(J)<=YIN & YBOUND(J+l )>YIN);
K=1;]
IRIN = 1 + 1 +(J-1)*IMAX; "INPUT REGION"
IF(EIN<=0.0)[ "Select energy from distribution"
CALL ESPEC(EI);EINN=EI; "Returns kinetic energy - need total
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ETOTIN=EI;
IF(IQIN.NE.O) [El = EI+0.511 ;ETOTIN=EI]

]
ELSE [EINN = EIN;]
IF(IWATCH>0)[OUTPUT 1,EIN,IQIN,IRIN,XIN,YIN,ZIN,UIN,VIN,WIN,LATCHI,WTIN;
(’INITIAL SHOWER VALUES’,T36,Y,I2,F9.3,2I4,3F8.3,3F7.3,I10,1PEI0.3);]
CALL SHOWER (IQIN,ETOTIN,XIN,YIN,ZIN,UIN,VIN,WIN,IRIN,WTIN);
IF(IWATCH ~= 0)[CALL WATCH(-1,IWATCH);]
]"END OF LOOP ON CASES"
]"END OF LOOP ON BATCHES"
CALL TIMER(ICPUT1);TIMCPU=(ICPUT1-ICPUT0)*0.01;
OUTPUT61 TIMCPU,TIMCPU/3600.;(’0TOTAL CPUTIME FOR SIMULATIONS^,
FlO.L’s =’,F10.3,’hr’/ );

%E
"STEP 8 ANALYSE RESULTS"

ETOT=0.0;
DO IT= 1,$ITMAX[ DO IS= 1,$STAT[ DO K= 1,KMAX[ DO J= 1,JMAX[ DOI= 1,IMAX[
ETOT=ETOT + DOSEIS(I,J,K,IS,IT);]]]]]
;OUTPUT61 ETOT/(FLOAT(NCASE)*ABS(EIN));
(//’FRACTION OF INCIDENT ENERGY DEPOSITED IN VOLUME =’,0PF12.4//);
" CALCULATE INCIDENT FLUENCE"
BMAREA=(XINU - XINL)*(YINU - YINL);
IF(BMAREA = 0.0) [AINFLU=NCASE;] ELSE [AINFLU=FLOAT(NCASE)/BMAREA;]
ISTAT=$STAT; STAT=ISTAT; SDENOM= STAT*(STAT-1 );
DO IT=1,$ITMAX[
DO IDOSE=l,IDGRP["LOOP OVER GROUPS OF REGIONS TO ANALYSE"
DO I = IDOSL(IDOSE),IDOSU(IDOSE)[
DO J = JDOSL(IDOSE),JDOSU(IDOSE)[
DO K = KDOSL(IDOSE),KDOSU(IDOSE)[
DOSE(I,J,K,IT) = 0.0;
IRL = 1 + I +(J-1)*IMAX + (K-1)*IJMAX;
AMASS(I,J,K) = ((XBOUND(I+1)-XBOUND(I))*(YBOUND(J+1)-YBOUND(J))*
(ZBOUND(K+l)-ZBOUND(K)))*RHOR(IRL);"THIS WOULD BE INEFFICIENT IF $ITMAX>1"
DO IS = 1,ISTAT[
DOSE(I,J,K,IT)=DOSE(I,J,K,IT) + DOSEIS(I,J,K,IS,IT);]
DOSE(I,J,K,IT)=DOSE(I,J,K,IT)/STAT;
"NEED AVERAGE PER BATCH - HENCE /STAT"]]]
"NOW UNCERTAINTIES"
DO I = IDOSL(IDOSE),IDOSU(IDOSE)[
DO J = JDOSL(IDOSE),JDOSU(IDOSE)[
DO K = KDOSL(IDOSE),KDOSU(IDOSE)[
DOSEUN(I,J,K,IT)=0.0;
DO IS=1,ISTAT[
DOSEUN(I,J,K,IT)=DOSEUN(U,K,IT)+
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(DOSEIS(I,J,K,IS,IT)-DOSE(I,J,K,IT))**2;]
IF(DOSE(I,J,K,IT) ~= 0.0)[
’
DOSEUN(I,J,K,IT)=SQRT(DOSEUN(I,J,K,IT)/SDENOM)/ DOSE(I,J,KJTV]

]]]
"NOW CONVERT TO DOSE PER UNIT INCIDENT FLUENCE GRAY-CM**2"
DOSMAX=0.0;
DO I=IDOSL(IDOSE),IDOSU(IDOSE)[
DO J=JDOSL(IDOSE),JDOSU(IDOSE) [
DO K=KDOSL(IDOSE),KDOSU(IDOSE)[
DOSE(I,J ,K,IT) = DOSE(I,J,K,IT)* 1.602E-10*STAT/(AMASS(I,J,K)*AINFLU);
IF (DOSE(I,J,K,IT)>DOSMAX) [ DOSMAX=DOSE(I,J,K,IT); IXM=I; IYM=J; IZM=K;];

]]]
%E
"
OUTPUT RESULTS
"S.Z"
;OUTPUT20 maxx,maxy,maxz;(3i3);
m 1=rnaxx+1; m2=maxy+l; m3=maxz+l;
OUTPUT20 (xbound(i),i=l ,ml ),(ybound(i),i=l ,m2),(zbound(i),i=l ,m3);(8el0.3);
itmx=$ITMAX;
OUTPUT20 itmx;(i3);
OUTPUT20 ((((dose(i ,j,k,l),i=l ,maxx),j=l,maxy),k=l ,maxz),l=l,itmx);(6el 1.4);
OUTPUT20 itmx;(i3);
OUTPUT20 ((((doseun(i,j,k,l),i= 1,maxx),j=l,maxy),k=l ,maxz),l=l ,itmx);(8e9.2);
OUTPUT20 IXM,IYM,IZM,DOSMAX;(’IXM,IYM,IZM,D0SMAX=,3I4,E11.4);
"S.Z"
REPLACE {SPRINT-HEADER;} WITH
{;OUTPUT61 TITLE ;(’l 10X,80A 1//T10,
XYZ(V01) DOSE OUTPUTS Gy.cm**2 (or Gy/incident particle for 0 area)’);}
;IF(IZSCAN(IDOSE) ~= 0) [ "DO OUTPUT WITH ONE Z SCAN PER PAGE"
K = (KDOSU(IDOSE) - KDOSL(IDOSE));
K = K + K/5 + 7; NPERPG = 60/K; "NUMBER OF SETS OF DEPTHS PER PAGE"
SPRINT-HEADER; IPAGE=1; "COUNT HOW MANY ZGROUPS PRINTED ON THIS PAGE"
DO I=IDOSL(IDOSE),IDOSU(IDOSE)[
DO J = JDOSL(IDOSE),JDOSU(IDOSE),4[
JL=J;JU=MIN(J+3,JDOSU(IDOSE));
OUTPUT61 XBOUND(I),XBOUND(I+1),I;
(//T15,TOR X=’,F10.3,, TO’,F10.3,5X,1=’,I3);
OUTPUT61 (YBOUND(JJ),JJ=JL,JU+l );(’OYBOUNDS:,,F7.3.F12.3,3F17.3);
OUTPUT61 (JJ,JJ=JL ,JU );(T10,’J=’,tl7,5(14,13X));
OUTPUT61 ZBOUND(KDOSL(IDOSE));(’ ZBOUNDS (’,F10.3,T);
DO K = KDOSL(IDOSE),KDOSU(IDOSE)[
OUTPUT61 ZBOUND(K+1),K, (DOSE(I,JJ,K,IT),
MIN(99.9, 100.*DOSEUN(I,JJ,K,IT)),JJ=JL,JU);
(F8.3,I4,4( 1PEI 1.3,’ ’,0PF4.1 ) ;
"IF(MOD(K,5) = 0)[OUTPUT61;(’
]"END K"
IF(MOD(IPAGE,NPERPG) = 0 & (JU ~= JDOSU(IDOSE) 11 ~= IDOSU(IDOSE)))
[SPRINT-HEADER; IPAGE=1;] ELSE [IPAGE = IPAGE+1;]
]"END J" ]"END I"
]"END OF Z-SCAN PER PAGE OUTPUT"
E L S E ["O U T P U T X S C A N S E A C H P A G E "
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I = (IDOSU(IDOSE) - IDOSL(IDOSE));
I = I + 1/5 + 7; NPERPG = 60/1; "NUMBER OF SETS OF BINS PER PAGE"
SPRINT-HEADER; IPAGE= 1;
DO K=KDOSL(IDOSE),KDOSU(IDOSE)[
DO J = JDOSL(IDOSE),JDOSU(IDOSE),4[
JL=J;JU=MIN(J+3,JDOSU(IDOSE));
OUTPUT61 ZBOUND(K),ZBOUND(K+1),K;
(//T15,EOR Z=’,F10.3,, TO’,F10.3,5X,X=,,I3);
OUTPUT61 (YBOUND(JJ),JJ=JL,JU+1);(T)YB0UNDS:’,F7.3,F12.3,3F17.3);
OUTPUT61 (JJ,JJ=JL ,JU );(T 10,’J =’,tl 7,5(14,13X));
OUTPUT61 XBOUND(IDOSL(IDOSE));(’XBOUNDS (’,F10.3,T);
DO I = IDOSL(IDOSE),IDOSU(IDOSE)[
OUTPUT61 XBOUND(I+l),I, (DOSE(I,JJ,K,IT),
MIN(99.9, 100.*DOSEUN(IJJ,KJT)),JJ=JL,JU);
(F8.3,I4,4( 1PEI 1.3,’ \0PF4.1 ) ;
IF(MOD(I,5) = 0)[OUTPUT61 ;(’ ’);]
]"END I"
IF(MOD(IPAGE,NPERPG) - 0 & (JU ~= JDOSU(IDOSE) I K ~= KDOSU(IDOSE)))
[SPRINT-HEADER; IPAGE=1 ;] ELSE [IPAGE = IPAGE+1 ;]
]"ENDJ" ]"END K"
]"END OF X SCAN PER PAGE OUTPUT"
]"END IDOSE" ]"END IT"
CALL PRNTER( 12,6,5,1 );"RESET PRINTER" STOP;END;
%E
" *************** ***************** ********************** ************************"
SUBROUTINE ESPEC(EI);
" This routine returns an initial kinetic energy given the cumulative
"
" probability distribution for the source spectrum stored in ECPD, the
"
" energy bin tops in EBIN and the minimum E in EIMIN - all in common ESPECT "
" Initially written in Tampere Finland, D.W.O. Rogers,Aug 1985
"
;COMIN/ESPECT, RANDOM/;
SRANDOMSET RNNO40; SRANDOMSET RNN041; "pick two random numbers"
"Use the first to select which energy bin we are in"
1=0; LOOP [1=1+1;] UNTIL ECPD(I)>RNNO40;
"Energy is between EBIN(I-l) and EBIN(I)"
IF(I.NE. 1)[ELOW=EBIN(I-1);] ELSE [ELOW = EIMIN;]
El = ELOW + RNN041 * (EBIN(I)-ELOW); "select randomly in this bin"
RETURN; END;
" * * * * * * * * * * * * * * * * H i ^ * H= H i H= H : H : * * * H i H i H i H i H : H= H i * H ; H i H i H ; H i H : H i H i * * * * * * H i * H i * * * * * * * * * * H i * * H i * * * H i * * "

"

AUSGAB

"

SUBROUTINE AUSGAB(IARG);
*********** ** *********** *** **********************************************"
;COMIN/EPCONT,GEOM,SCORE,STACK/;
IF(IWATCH ~=0) CALL WATCH(IARG,IWATCH); "IWATCH PASSED IN COMIN SCORE"
;MXNP=MAX(MAXNP,NP); "KEEP TRACK OF HOW DEEP STACK GETS"
IF(NP>=$MXSTACK)[OUTPUT61;(//’ IN AUSGAB, NP=’,I3,’>= MAXIMUM STACK’,
’ ALLOWED WHICH IS’,I3/1X,79(’*’)//);]
IF(MXNP>$MXSTACK)[STOP;"MUST INCREASE SMXSTACK"]
IF(IARG >=5 ) [RETURN;]
IF(IR(NP) > 1 & EDEP~=0.0)["SCORE ANY ENERGY IN THE VOLUME"
$DECODEIR(IR(NP),I,J,K);
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D0SEIS(I,J,K,IS,1) = D0SEIS(I,J,K,IS,1) + EDEP;

]
RETURN;END;
% E
'' * % * :|i * Mi * * if: * * * * * * * * * sic* * * * ;]< * * * * * if: * * * * * * * * * * -f.; * *

”

HOWFAR

* * * * * %;

^ ^ * ;|; -J. * ^ * -J. ^ ^ ^ y. -|. .(. -j- ^ * -|. ^ ¡j, ,,

"

SUBROUTINE HOWFAR;
" HOWFAR routine to use with a generalized cartesian coordinate system "
" Routine is optimized for speed - please suggest improvements

"

" Geometrical information is passed in COMIN/GEOM/

"

tl

XBOUND($IMAX),YBOUND($JMAX),ZBOUND($KMAX),IMAX,JMAX,KMAX,IJMAX,IRMAX
" XBOUND etc are the X, Y and Z boundaries defining the voxels
"
" $IMAX etc are the maximum number of elements in each direction "
"
as defined in the users main program
"
" IMAX etc are the actual number of elements in each direction for "
"
this particular calculation
"
" UMAX = IMAX*JMAX a useful number
"
" IRMAX = 1 + IJMAX*IKMAX the total number of regions in the
"
"
current problem
"
H
11
"
"

Each voxel is defined by a triple of integers (I,J,K) (but called "
IRX,IRY and IRZ in this routine) such that:
"

"
"
"

XBOUND(I) <= X < XBOUND(I+1) 1 < I < IMAX
YBOUND(J) <= Y < YBOUND(J+1) 1 < J < JMAX
ZBOUND(K) <= Z < ZBOUND(K+1) 1 < K < KMAX

"
"
"

" The X axis is up the page, the Y axis to the right and Z into the page "
" The region number is defined as:
"
IR = 1 + I + (J-1)*IMAX + (K-1)*IJMAX
"
"
"
"

"
"

The routine sets DNEAR Note that in problems where the typical
"
step size is of the order of the region dimensions, then computing "
DNEAR can decrease efficiency. In this case the two lines containing "
DNEAR should be commented out
"

" The routine assumes $DECODEIR(IRL,I,J,K) is expanded to calculate
"
I,J,K given IRL, the current region
"
" Equivalence statements are used to allow variable names to be used
"
in the main macro for each direction
"
" Version 1 April 1986 D.W.O.Rogers, NRCC

"

"

"

' ' Mi * Ms * * * * M< M: * M: * Mi Mi Mi Mi M: Mi Mi M= Mi Mi Mi M'- Mi M: M= M= Mi Mi Ms M: Ms Mi Mi Mi M'- M= Mi Mi Mi M« M'- Ms Ms Ms Ms M= M= Mi Ms M= M= Ms M= M= M= Ms M= Ms Ms Ms Ms Ms Ms M= M= Ms M: M< Ms Ms M="

;COMIN/EPCONT,GEOM, STACK/;
REAL XCOS($MXSTACK),YCOS($MXSTACK),ZCOS($MXSTACK);
EQUIVALENCE (XCOS,U), (YCOS,V), (ZCOS,W);
EQUIVALENCE (MAXX,IMAX), (MAXYJMAX), (MAXZ,KMAX);
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DATA IONE/1/; EQUIVALENCE (IRDELX,IONE),(IRDELY,IMAX),(IRDELZ,IJMAX);
IRDELn is the change in region number as cross boundary in the"
" direction specified by n"
% E

Define a macro which does the geometry check for one direction"
" note that this macro assumes IRL has been decoded to IRX,IRY,IRZ instead"
" of the more usual I,J,K, it assumes IRL = IR(NP) and DNEAR is set
"
" very large before the first call
"
REPLACE {$CHECK-IN-#-DIRECTION;} WITH

{"note current region has {PI }BOUND(IR{Pl} <= {PI} < {PI }BOUND(IR{Pl }+ l)"
DNEARL=MIN(DNEARL,({P 1}BOUND(IR{Pl }+ l)-{Pl }(NP)),({P1 }(NP)-{P1 }BOUND(IR{Pl})));
IF( {PI }COS(NP) > 0.0)["going towards outer plane"
DIST = ({PI }BOUND(IR{Pl}+ !)-{PI }(NP))/{P1 }COS(NP);"Distance to boundary"
IF(DIST < USTEP) [USTEP=DIST;
IF(IR{P1} ~= MAX{P1 })[IRNEW=IRL+IRDEL{P1};]
ELSE ["leaving entire geometry" IRNEW=1;]
" note this only assigns IRNEW correctly
"
" if no other boundaries are crossed first - but
"
" if they are, IRNEW will be set correctly there
"
]"end of block to reduce USTEP"
]"end of COS > 0 branch"
ELSEIF({P1 }COS(NP) < 0.0) ["going towards inner plane"
DIST = -( {PI }(NP) - {PI }BOUND(IR{Pl}))/{P 1}COS(NP);
IF(DIST < USTEP) [USTEP = DIST;
IF(IR{P1} ~= 1)[IRNEW=IRL-IRDEL{P1};]
ELSE ["leaving geometry" IRNEW = 1;]]
]"end of COS < 0 branch"
"note, no COS = 0 branch needed since cannot cross boundary"
}"end of macro replacement"

;IRL = IR(NP); IF(IRL=1)[ IDISC = 1;RETURN;"have left geometry"]
$DECODEIR(IRL,IRX,IRY.IRZ);
DNEARL = LE 10;
$CHECK-IN-Z-DIRECTION ;
$CHECK-IN-X-DIRECTION ;
$CHECK-IN-Y-DIRECTION ;
DNEAR(NP) = DNEARL;
RETURN;END;
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Appendix B Sample Input Files
Photon simulations
6 MV X-rays;30x30x20cmA3 H20 Phantom;infinite (20x2x30) air cavity;5x5 field
2
H20
AIR
0.531,0.010,0.01,0.01
-7,-7,-1
0.0
5.0. 2
2.5.1
1.5.1
2.0. 1

1.5.1
2.5.1
5.0. 2
0.0
10.0. 1

2.5.1
1.5.1
2.0,1

1.5.1
2.5.1
10.0,1

0.0
0.1,300
1.9.1.7.1.40.1.1.001
1.1.1.7.41.60.1.1.001
2.8.1.7.41.60.2.0. 001
9.9.1.7.41.60.1.1.001
1.9.1.7.61.300.1.1.001
0,0,0,0,0,0,0,0.0
5.5.4.4.1.300.1
0,0,0,0,0,0,0
1 100.0

12.5.17.5
12.5.17.5
0.0,90.0,90.0
-6,0,5000000,0,11.89,0
0.05
0.5,0.025
1.0.
0.219
1.5.0. 219
2.0.
0.169
2.5.0. 111
3.0.
0.061
3.5.0. 061
4.0.
0.050
4.5.0. 036
5.0.
0.025
5.5.0. 011
5.99.0. 011
0.0,0.0

Electron simulations
12 MeV Electrons;30x30x30cmA3 H20 Phantom;semi-infinite (2x2x30) cavity; 10x10 field
2
H20
AIR
0.531,0.010,0.01,0.01
-7,-5,-1
0.0
10. 0,1

4.0. 1
0.5,1
1.0.

1

0.5,1
4.0. 1
10. 0.

1

0.0
10. 0,1

4.0. 1
2.0. 1

4.0. 1
10. 0.

1

0.0
0 . 1,100

1.7.1.5.1.20.1.1.001
1.2.1.5.21.40.1.1.001
3.5.1.5.21.40.2.0. 001
6.7.1.5.21.40.1.1.001
1.7.1.5.41.100.1.1.001
0,0,0,0,0,0,0,0.0
4.4.3.3.1.100.1
0,0,0,0,0,0,0
1 100.0
10,20
10,20

0.0,90.0,90.0
-12,-1,1000000,0,14.3,0
0.05
0.1,0.0000002
0.2,0.0000002
0.3,0.000993
0.4,0.0009103
0.5,0.000797
0.6,0.0007186
0.7,0.0006707
0.8,0.0007186
0.9,0.0005814
1.0.
0.0006598
1.1.0. 0005858
1.2.0. 0005705
1.3.0. 0006141
1.4.0. 000551
1.5.0. 0005618
1.6.0. 0005313
1.7.0. 000564
1.8.0. 0005945
1.9.0. 0005335
2.0.
0.0005662
2.1.0. 0006184
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Appendix C PEGS4 Input file
Medium Data For Air
MIXT
&INP NE=4,RHO= 1.2048E-3,GASP= 1.OOOOE+OJAPRIM- 1,
RHOZ= 1.24000E-4J.5575E-1,2.3143E-1,1.2820E-2 &END
AIR
AIR-GAS
C N O AR
ENER
&INP AE-0.521,UE=20.511 ,AP-0.01,UP-20.0 &END
TEST
&INP &END
PWLF
&INP &END
DECK
&INP &END

Medium Data fo r Water
COMP
&INP NE-2,RHO- 1.00,PZ=2,1JR A Y L-1JA PRIM -1 &END
H 20
H20
H O
ENER
&INP A E-0.521,UE=20.511, A P-0.01,UP-20.0 &END
TEST
&INP &END
PWLF
&INP &END
DECK
&INP &END
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