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. Jumps of di erential operators on curved surfaces
In this section, useful quantities regarding the jumps of di erential operators are summarised. (To derive these results, a convenient curvilinear coordinate system to work with is one which parameterises Γ by its orthogonal lines of curvature, see for instance the supplementary material of [Saye and Sethian, Science, ( ), ].) In the following, given a vector eld u, let u n = u⋅n denote the normal component of u on Γ, and let u τ = u−(u⋅n)n denote the tangential component. We have:
• If w ∶ Ω → R is a scalar eld such that [w] = on Γ, then erefore, if u is both continuous across Γ and divergence-free, i.e., ∇ ⋅ u = in Ω, then [∂ n u] ⋅ n = on Γ.
In regards to the interfacial gauge method for two-phase ow having no jump in density nor viscosity, the quantity m satis ed
Note also, for two-phase ow with a constant coe cient of surface tension γ and no jump in µ, the uid velocity u is continuous across Γ and satis es ∇ ⋅ u = as well as [−pI + µ(∇u + ∇u
where τ is any vector orthogonal to n. erefore, in such a ow, [∂ n u] = and so [∇u] = ; in particular, the vorticity ∇ × u is continuous across the interface.
. Remarks on free surface ow boundary conditions for φ ese remarks pertain to the presented interfacial gauge method for free surface ow, in which homogeneous Dirichlet boundary conditions are chosen for φ on the evolving interface. ere are two distinct reasons for this choice. e rst concerns the discrete counterpart of the projection operator P: suppose the associated Poisson problem were to impose Neumann boundary conditions on φ; since u on Γ is unknown, it would then be most natural to require that P(m) ⋅ n = m ⋅ n on Γ. However, for arbitrary shaped domains, the discrete counterpart of such a projection operator will in general not be idempotent. Consequently, instabilities may arise: experience has shown that gauge methods which use a non-idempotent projection operator have a greater reliance on interfacial features being very well-resolved; in other words, errors associated with under-resolved interfacial features may compound and cause instabilities, irrespective of how small ∆t may be (see, e.g., a discussion in § ). On the other hand, numerous experiments indicated that, provided the projection operator is idempotent, these issues do not arise. Indeed, if one instead chooses homogeneous Dirichlet boundary conditions for φ on the evolving free surface, then the associated projection operator is idempotent in the discrete setting.
e second reason concerns the contribution of ρφ t to the pressure term. Ideally, for a free surface that is stationary, this term should be zero at the interface, as otherwise instabilities have been observed to arise: experiments indicated that these instabilities are unrelated to spatial resolution and are more directly related to time stepping. (One may be able to examine the associated unstable modes by conducting a normal mode analysis on a small scale perturbation of a at interface, however this has not been explored further here.) If one was to choose ∂ n φ = as a boundary condition for φ on Γ, then φ t = −u ⋅ ∇φ is not necessarily zero on a stationary free surface as there may be surface currents, i.e., u ⋅ τ ≠ . Instead, if φ = on Γ, then φ t Γ = −(u ⋅ n)∂ n φ Γ = since u ⋅ n = for a stationary surface.
. Two-phase ow with jumps in density and the contribution of φ t to pressure
In the context of two-phase ow, wherein a jump in density occurs across the interface, and for the special situation of steady-state ow, numerical experiments indicated that if the choice of gauge variable jump conditions are such that the contribution of φ t to the pressure term is discontinuous across the interface, then temporal instabilities may arise (irrespective of how small ∆t may be).
• As an example, if one considered the interfacial gauge method for the case without jumps in density, and simply extended it to the case with jumps, then the projection operator is u = P(m) = m − ∇φ where ∆φ = ∇ ⋅ m, m solves the equation
However, it is not necessarily the case that [ρφ t ] = [ρ]φ t Γ is zero, even for a stationary interface, because φ can evolve in such a way that φ t is nonzero at the interface.
is particular form of interfacial gauge method exhibits the aforementioned instabilities: for a highly-resolved circular interface in two dimensions, with a density jump ratio of ≈ or more, instabilities arise which viscosity is unable to dampen. Experiments indicate these instabilities subside when the density jump ratio approaches unity or the time step is increased; this indicates a non-trivial relation between the physical and numerical parameters governing this method's stability. (It may be possible to examine the cause of instability with a normal mode analysis, however this has not been considered here.)
• Instead, if the projection operator is modi ed with an inverse-density weighting, as in equation ( ) of . us, in this choice of gauge variables, the contribution of the φ t term to pressure has no jump for a stationary interface (for which u ⋅ n Γ = ). Numerous numerical experiments indicated this form of interfacial gauge method is stable, even for non-steady-state problems, needing only the usual advection time step constraint ∆t ≤ Ch u .
Note that this observation regarding the contribution of φ t to the pressure term is similar to the one made in the previous section regarding boundary conditions for φ in free surface ow.
. An interfacial gauge method liberated from calculating curvature
Accurately computing the mean curvature κ = ∇ s ⋅ n of an evolving interface is challenging and requires careful attention when computing uid ow driven by surface tension. In particular, it is not κ itself which drives the motion, rather it is the gradient of κ (in analogy with the uid pressure p). Consequently, the associated numerical methods must necessarily ensure some level of accuracy in the gradient of the computed curvature -a third order di erential. It would therefore be desirable to develop a method which does not require computing curvature at all, and instead have the geometry of the interface inferred through some other mechanism. Here, we develop an interfacial gauge method satisfying this property. e method makes use of the κ source term that arises in the jump di erentials discussed in § , as follows.
We limit attention to the case that [σ]n = [−pI + µ(∇u + ∇u
us, if we choose as the remaining jump condition [∂ n m] = ργ µ (u ⋅ n)n, then [σ]n = −γκn and the correct jump conditions for surface tension are recovered.
In summary, the proposed interfacial gauge method consists of solving
with interface jump conditions
Note that κ does not appear anywhere in equations ( )-( ). Instead, as the dynamics take place, the curvature of the interface is inferred through the interplay of the various jump conditions. Unfortunately, numerical experiments indicated that this interfacial gauge method may be of limited practical use, due to two interrelated issues: (i) unnecessarily high resolution requirements, and (ii) potential instabilities. To elaborate, the corresponding projection operator cannot be made idempotent (because the jump conditions of the output, [u] = , are not identical to the jump conditions of the input, [m] = − γ µ n), and the compatibility conditions in ( ) cannot in general be enforced precisely in the discrete setting. In particular, the main component of the associated spatial error scales according to O(ργµ − U h p ), where U is a typical interface speed, h is the mesh element size, and p is the spatial order of accuracy of the numerical method. is error is thus proportional to the Laplace number La = ργL µ , a dimensionless number comparing the relative strengths of viscous, inertial, and surface tension forces. For typical ows of interest, the Laplace number can be as large as . is places excessive requirements on h or p in order to combat the large constant of proportionality in this particular component of the numerical error. Furthermore, numerical experiments involving highly-resolved smooth interfaces indicate that, for large Laplace numbers (over , ), the method is unconditionally unstable, i.e., independent of how small the time step ∆t may be, the numerical errors in enforcing ( ) eventually compound and grow without bound. However, experiments also indicate that for Laplace numbers of the order or smaller, and with time steps of the order ∆t ≈ . h, the method accurately computes simple (long wave mode) surface tension dynamics. Combined, these results indicate a non-trivial stability condition depending on the physical parameters as well as on h and p; this condition however has not been rigorously explored in this work. Despite these criticisms, this particular form of an interfacial gauge method, which does not require evaluation of mean curvature κ, may nevertheless be of practical use for ows in which the Laplace number is small, i.e., where viscous e ects dominate over large space scales.
. Convergence tests
In this section, details are provided for the convergence tests of the interfacial gauge methods for two-phase surface tension dynamics, performed in both two and three dimensions. Since there are no known nontrivial test problems with exact solutions for surface tension dynamics, we rely on a grid convergence study and consider an example in which the dynamics are mildly resolvable on a relatively coarse × grid in D ( × × grid in D) using the lowest-order elements. Such a test problem is chosen so that the grid can be uniformly re ned for a handful of levels, but still remain tractable in three dimensions with high-order elements. e test problem consists of an interface, initially a sine-wave of one wavelength, separating two uids in a rectangular box. Speci cally,
• In two dimensions, the domain is Ω = [− , ] and the initial interface is given by the zero level set of ϕ(x, y) = y − . cos( πx). Flow is periodic in the x-direction, and there are no-slip walls on the bottom and top boundaries {y = ± }.
• In three dimensions, the domain is Ω = [− , ] and the initial interface is given by the zero level set of ϕ(x, y, z) = y − . cos( πx)( . + . cos( πz)). us, the interface is a single sine wave in the x-direction with amplitude modulated by a sine wave in the z-direction. Flow is periodic in the x and z directions, and there are no-slip walls on the bottom and top boundaries {y = ± }.
In one set of tests, both phases have the same density ρ = and same viscosity µ = ; in the second set of tests, one phase has ρ = and µ = , whereas the other phase has ρ = and µ = . In all cases, surface tension is set equal to γ = . ese parameters are chosen such that the dynamics are resolvable on a coarse grid, and so that surface tension forces are relatively strong.
To measure convergence, a reference solution is calculated with the nest mesh (smallest h) and highest-order elements (largest p). Naturally, results computed on di erent meshes are likely to yield di erent interface positions. Because none of the state quantities are smooth across the interface (most notably pressure, which is generally discontinuous), one must therefore be careful to de ne a metric taking this nonsmoothness into account. e metric used here employs the maximum norm, except that any points x in the domain in which two simulations disagree on the phase identi er of x are excluded. Speci cally, let f andf be the same quantity (e.g., pressure) computed on two di erent meshes, and let Ω i be the set of points in phase i = , on the rst mesh andΩ i the set of points in phase i on the second mesh. en de ne the metric
Together with the knowledge that the interface position is converging with high-order accuracy (implying the width of the region (Ω ∩Ω ) ∪ (Ω ∩Ω ) is vanishingly small), this metric e ectively examines convergence, in the in nity norm, throughout the domain and next to the interface. To measure convergence of the interface, we here make use of the fact that the norm of the gradient of the level set function ϕ is bounded away from zero, and so if e(ϕ h , ϕ exact ) = O(h p ), then the interface is converging with pth-order accuracy.
Our primary consideration here is to examine the spatial order of accuracy. To this end, all computations used a xed and identical time step of ∆t = − , which has been chosen small enough to ensure that the temporal error (of the second-order time stepping method) is negligible, i.e., for all grid sizes considered, spatial errors dominated. In addition to using the maximum norm in space, the maximum norm in time is used over ≤ t ≤ T; in two dimensions, T = . , while in three dimensions, for reasons of limited computing resources, a shorter time horizon is used, T = . . e two-dimensional results are shown in the main paper. Figure S provides the three-dimensional results and shows that similar convergence rates are obtained, except that the level set function ϕ exhibits higher than expected convergence rates. We attribute this to the shorter time horizon -as time progresses, numerical error in the uid velocity eventually dominates the initial error of the level set function, which is simply polynomial approximation e ects at t = on di erent resolution grids. Nevertheless, the typical magnitudes of the numerical error of the three-dimensional results are the same as the two-dimensional results, for all grid resolutions and each p.
