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The goal of this paper is to describe the set of polynomials r ∈ C[x] such that the linear
differential equation y′′ = ry has Liouvillian solutions, where C is an algebraically closed
field of characteristic 0. It is known that the differential equation has Liouvillian solutions
only if the degree of r is even. Using differential Galois theory we show that the set of
such polynomials of degree 2n can be represented by a countable set of algebraic varieties
of dimension n+ 1. Some properties of those algebraic varieties are proved.
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1. Introduction
Let C be an algebraically closed field of characteristic 0, K = C(x)—the differential field
of rational functions with the usual derivation. We consider the second-order homoge-
neous linear differential equation
y′′ = ry, with r ∈ C[x], r 6∈ C (1.1)
which has only one singular point, at infinity. One can ask whether this equation has
solutions which can be written in “closed form”. Joseph Liouville has studied this problem
in 1841. He built “closed form” solutions (fonction finie explicite) from rational functions
by means of exponentials, logarithms and algebraic extensions. Liouville showed that the
possible “closed form” for solutions of (1.1) is y = F exp(
∫
vdx), where v and F are
polynomials. He also showed that they exist iff r can be written as r = u′ + u2, where
u = v + F ′F . If r is of this form, Liouville verifies that the second independent solution
cannot be of “closed form”, but observes that the second solution is obtained from rational
functions by means of four operations: “exponentials, logarithms, algebraic expressions
and indefinite integrals”. Nowadays the functions obtained with those operations are
called Liouvillian functions. The goal of this paper is to describe the set of differential
equations (1.1) which have Liouvillian solutions.
To decide whether an equation of form (1.1) has Liouvillian solutions one can use the
Kovacic algorithm (Kovacic, 1986), which solves this problem for general second-order
linear differential equations over C(x). In the special case r ∈ C[x] this algorithm and
the method of Liouville are very similar. We look at the situation from the differential
Galois theory point of view.
The possible differential Galois groups for (1.1) are listed in van der Put (1997). If
deg r > 0 then there are two possibilities: the differential Galois group is conjugated
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either to Sl(2, C) or to the Borel group
B =
{(
a b
0 a−1
) ∣∣∣∣a ∈ C∗, b ∈ C} .
In the first case there are no (non-zero) Liouvillian solutions. In the second case all
solutions of (1.1) are Liouvillian. This case occurs iff the associated Riccati equation
u′+ u2 = r, (r ∈ C[x], r 6∈ C) (1.2)
has a solution in C(x). Hence equation (1.1) has Liouvillian solutions iff the Riccati
equation (1.2) has a solution u ∈ C(x). From the structure of the Borel group it also
follows that the Riccati equation (1.2) has at most one rational solution.
Therefore, our problem can be reformulated as to describe the set of Riccati equations
(1.2) which have a rational solution. We will use the following properties of such solutions
of (1.2).
Proposition 1.1. Let u ∈ C(x) be a rational solution of the Riccati equation u′+u2 = r
with r ∈ C[x]. Then:
(i) the degree of r is even 2n;
(ii) u has the form u = v + F ′F , where v ∈ C[x] is of degree n, F ∈ C[x] is monic and
with non-zero discriminant;
(iii) the polynomials v, F, r satisfy
F ′′ + 2vF ′+ (v′+ v2 − r)F = 0. (1.3)
For the proof we refer to Kovaic (1986) and van der Put (1997). They also give the
following algorithm for finding a possible solution of the Riccati equation (1.2). First we
look for a formal solution u∞ ∈ C((x−1)) of it. If the degree of r is even 2n, there are
two solutions u∞ = anxn + an−1xn−1 + · · · of the Riccati equation. Their truncations
anx
n + · · · + a0 differ by a sign. We need to compute the coefficients an, an−1, . . . , a−1
of both solutions. From a possible global solution u = v + F ′F we see that v = ± (anxn +
an−1xn−1 + · · · + a0), and v is determined (up to a sign) by the condition that v2 − r
has degree ≤ n − 1. The coefficient a−1 must be the degree of F . If this coefficient of
both solutions is not an integer ≥ 0, then a solution u ∈ C(x) of (1.2) does not exist.
Otherwise at most one solution has a−1 ≥ 0. In this case we set the possible degree
d = a−1 of F . The equation (1.3) can be seen as a set of linear equations in d coefficients
of F . Now the existence of F is solved by linear algebra. We note that this algorithm is
essentially present in Liouville (1841). However, Liouville did not try to characterize the
polynomials r of even degree for which the Riccati equation (1.2) has a rational solution.
This was done by Rehm (1979) in the case deg r = 2.
We will handle our problem using categorical language. This will help us not only to
define required objects more properly, but also consider their smoothness and irreducibil-
ity efficiently. Let RC denote a category of commutative C-algebras with 1. We consider
functors Sn,d from RC to the category of sets, which associates to a ring R ∈ RC the
set of triples (v, F, r) of polynomials in R[x], such that v and r are of degrees n and
2n, respectively, their leading coefficients are invertible in R; F is monic of degree d
with invertible discriminant, and such that the rational expression u = v + F ′F ∈ R[x, 1F ]
formally satisfies the Riccati equation u′ + u2 = r. In the next section we will see that
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this functor is representable, that means there exists a C-algebra Rn,d ∈ RC such that
Sn,d(R) ∼= MorC(Rn,d, R). In explicit terms, there is a “universal” ring Rn,d with an ele-
ment (vn,d, Fn,d, rn,d) ∈ Sn,d(Rn,d) such that vn,d + Fn,d′Fn,d is a solution of the “universal”
Riccati equation u′+u2 = rn,d, and any other Riccati equation u′+u2 = r in a C-algebra
R with a solution of the same form is obtained by a unique homomorphism Rn,d → R
and induced “specialization” of the universal triple (vn,d, Fn,d, rn,d). The representing
objects are unique by the general nonsense (MacLane, 1971).
Having constructed the universal ring Rn,d, which represents Sn,d, we define an affine
scheme Sn,d = Spec Rn,d. We will see that Sn,d is reduced, smooth, of dimension n+ 1.
Its irreducibility will be proved for d ≤ 2 and n ≥ d− 1. Geometric points Rn,d → C of
Sn,d’s classify Riccati equations (1.2) which have a rational solution as follows. Let Vk
denote the affine space of polynomials in C[x] of degree k. It is a Zariski open subset of
Ak+1 with coordinate ring ∼= C[ak, . . . , a0, a−1k ]. We define a morphism pir : Sn,d → V2n
by (v, F, r) 7→ r. Explicitly it is given by the coefficients of rn,d. The image of pir set-
theoretically is a set of polynomials r ∈ C[x] of degree 2n, such that the Riccati equation
u′+ u2 = r has a rational solution u ∈ C(x). For fixed n the set of all such polynomials
degree 2n is the union of images pir(Sn,d) for various d. Since a Riccati equation (1.2) has
at most one rational solution for a fixed r of positive degree, and pir is a closed immersion
(as we will see), we have the following result.
Proposition 1.2. The set of polynomials r of degree 2n > 0 such that the linear dif-
ferential equation (1.2) has Liouvillian solutions, is isomorphic (set-theoretically) to the
disjoint union
∐
d≥0 pir(Sn,d) of Zariski closed subsets in V2n.
The other main results of this paper concern the geometry of the affine schemes Sn,d.
They are summarized below. Additionally, the case n = 2 is considered more thoroughly
in Section 4. For convenience, let Fd be the Zariski open set of monic polynomials of
degree d with non-zero discriminant in the affine space Ad of all monic polynomials of
degree d. We also consider the morphisms piv : Sn,d → Vn and piF : Sn,d → Fd defined
by (v, F, r) 7→ v and (v, F, r) 7→ F , respectively (analogous to pir : Sn,d → V2n).
Theorem 1.3. Let n > 0, d ≥ 0 be integers. Let Rn,d represent the functor Sn,d, and let
Sn,d = Spec Rn,d, the morphisms pir, piv and piF be as above. Then:
(i) Sn,d is reduced, smooth, a complete intersection, of dimension n+ 1;
(ii) the morphism pir : Sn,d → V2n is a closed immersion;
(iii) the morphism piv : Sn,d → Vn is a finite morphism of degree
(
n+d−1
d
)
;
(iv) if n ≥ d, then the morphism piF : Sn,d → Fd is surjective; in this case Sn,d is
isomorphic to Fd ×Vn−d;
(v) if n < d, then piF gives an isomorphism of Sn,d with a locally closed subscheme of
Fd; the collection of images piF (Sn,d) for 1 ≤ n ≤ d − 1 forms a disjoint covering
(stratification) of Fd;
(vi) Sn,d is irreducible if n ≤ 2 or n ≥ d− 2.
These results do not immediately provide a better algorithm for solving equation (1.1).
However, similar investigations for differential equations with more singular points may
help us to improve some steps of the Kovacic algorithm (Kovacic, 1986), where efficient
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choices of local solutions need to be made. This paper also shows the complexity of
solving a differential equation like (1.1) with parameters.
The paper is organized as follows. In the next section we construct the representing ring
Rn,d and prove statement (ii). Here we also introduce a useful two-dimensional algebraic
group, which corresponds to affine changes of the intermediate x, and acts on Sn,d and
related schemes. In Section 3 we look at the morphism piF and prove parts (iv) and (v)
of the proposition above. The required properties (including irreducibility) of Sn,d with
n ≥ d−1 will follow directly. For n < d−1 we will prove the statement (i), characterize the
Zariski closure of piF (Sk,d) in Fd, and prove irreducibility of Sd−2,d. The fourth section
is devoted to the case n = 2, main results being summarized in Theorem 4.1. Also some
arithmetical properties of S2,d will be mentioned. In the last section statement (iii) will
be proved using Gro¨bner bases.
2. Functors Associated to the Problem
Most of the algebraic schemes in this paper are defined and considered in terms of
functors associated to them. For instance, the “obvious” affine spaces Vk and Fd can
be precisely defined as follows. The first one is the spectrum of the representing ring
of the functor Vk, which assigns to a ring R ∈ RC the set of polynomials in R[x] of
degree k with invertible leading coefficient. In a similar way Fd is associated to the
functor RC → (Sets), which assigns to a ring R the set of monic polynomials in R[x]
with invertible discriminant. The morphism pir : Sn,d → V2n is intrinsically defined by
the natural transformation Sn,d → V2n with Sn,d(R) → V2n(R) given by (v, F, r) → r
for a ring R ∈ RC . The morphisms piv and piF are defined in a similar way. When
we write the coordinate ring of Vk as C[ak, . . . , a0, a−1k ], the universal polynomial in
Vk(O(Vk)) is assumed to be akxk + · · ·+ a0. The coordinate ring of Fd is isomorphic to
C[p1, . . . , pd,∆−1], where ∆ is the discriminant of the universal polynomial xd+p1xd−1 +
· · · + pd for the functor of Fd. Note the difference in the enumeration of coefficients of
the universal polynomials of these two functors. All functors (except one on Artinian
local rings) defined in this paper are covariant, from RC to the category of sets and
representable.
Now our problem. From now on the integers n > 0, d ≥ 0 are fixed. Our basic equation
is (1.3), where F, v and r could be polynomials over any ring R ∈ RC :
F ′′ + 2vF ′+ (v′+ v2 − r)F = 0. (2.4)
It is equivalent to the condition that (v, F, r) ∈ Sn,d(R). The functor Sn,d is representable
as follows. Let Ru be the ring
Ru = C[b2n, . . . , b0, b−12n , an, . . . , a0, a
−1
n , p1, . . . , pd,∆
−1] ∼= O(V2n)⊗O(Vn)⊗O(Fd)
and let r = b2nx2n + · · · + b0, v = anxn + · · · + a0, F = xd + p1xd−1 + · · · + pd be
polynomials in Ru[x]. Then the functor Sn,d is represented straightaway by the ring
Rn,d = Ru/(T2n+d, . . . , T0), where the Tk’s are the coefficients of the left-hand side of
(2.4) as a polynomial in Ru[x]:
F ′′ + 2vF ′+ (v′+ v2 − r)F =
2n+d∑
j=0
Tjx
j , (Tj ∈ Ru). (2.5)
By this construction the scheme Sn,d = Spec Rn,d is realized as a closed subscheme of
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V2n × Vn × Fd. The universal polynomials vn,d, Fn,d, rn,d are homomorphic images of
v, F, r by canonical surjection Ru[x]→ Rn,d[x].
Proposition 2.1. The morphism pir : Sn,d → V2n is a closed immersion.
Proof. Let R0u be the ring C[an, . . . , a0, a
−1
n , b2n, . . . , b0, b
−1
2n ]. Let H2n, . . . ,H0 ∈ R0u be
the coefficients of the polynomial v′ + v2 − r ∈ R0u[x] to the intermediate x, so that
v′+ v2 − r = ∑2nj=0Hjxj . Finally, let H˜n+d−1, . . . , H˜0 ∈ Ru be defined by
F ′′ + 2vF ′+ (Hn−1xn−1 + · · ·+H1x+H0)F = n+d−1∑
j=0
H˜jx
j . (2.6)
It is easy to see that Sn,d is also defined by the ideal (H2n, . . . , Hn, H˜n+d−1, . . . , H˜0) in
Ru, because Tn+d+k = Hn+k +
∑min(d,n−k)
i=1 piHn+k+i when 0 ≤ k ≤ n, and any other Tj
is a similar combination of H˜j and polynomials Hn, . . . , H2n.
We factor pir as Sn,d → Spec A→ Spec B → V2n, where
A = Ru/(T2n+d, . . . , Tn−1) ∼= Ru/(H2n, . . . ,Hn, H˜n+d−1, . . . , H˜n−1),
B = R0u/(H2n, . . . ,Hn, H˜n+d−1).
Note that H˜n+d−1 = Hn−1 + 2dan, thus the ring B is correctly defined.
The first morphism Sn,d → Spec A is clearly a closed immersion.
The ring A represents the functor A, which assigns to a C-algebra R ∈ RC the set
of triples (v, F, r) in R[x] such that (again) the degrees of v,r and F are n, 2n, d; F is
monic; the discriminant of F and the leading coefficients of v and r are invertible; and
the degree of F ′′ + 2vF ′+ (v′+ v2 − r)F is ≤ n− 2. Analogously, the ring B represents
a functor B, which assigns to a ring R ∈ RC the set of pairs (v, r) of polynomials
in R[x] of degrees n, 2n, with invertible leading coefficients, and such that the degree of
2dvxd−1+(v′+v2−r)xd is ≤ n+d−2. We now show that the map (F, v, r) 7→ (v, r) defines
a bijection A(R)→ B(R) for any C-algebra R. Indeed, the condition that the degree of
F ′′+2vF ′+(v′+v2−r)F is ≤ n+d−2 implies that the degree of 2dvxd−1+(v′+v2−r)xd
is ≤ n+ d− 2. On the other hand, let a pair (v, r) ∈ B(R) be given. Then the degree of
(v′+ v2 − r) is ≤ n− 1, and polynomials (xk)′′ + 2v(xk)′+ (v′+ v2 − r)xk have degree
n+ k− 1 for k = 0, . . . , d− 1, and degree ≤ n+ d− 2 for k = d. Hence there is a unique
monic F of degree d such that the degree of F ′′+ 2vF ′+ (v′+ v2− r)F is ≤ n− 2. From
the Yoneda lemma (MacLane, 1971) it follows that rings A and B are isomorphic, hence
Spec A→ Spec B is an isomorphism.
The morphism Spec B → V2n is a closed immersion iff the homomorphism of coordi-
nate rings ψ : C[b2n, . . . , b0, b−12n ] → B is surjective. Let a˜k = ak/an ∈ B for 0 ≤ k < n.
Then akal = a˜ka˜lb2n for any 0 ≤ k, l < n since H2n = a2n − b2n = 0. We can rewrite the
elements H2n−1, . . . , Hn in the ideal as
H2n−1 = 2b2na˜n−1 − b2n−1, H2n−2 = 2b2na˜n−2 + b2na˜2n−1 − b2n−2, . . . ,
Hn = 2b2na˜0 + b2n(a˜1a˜n−1 + a˜2a˜n−2 + · · ·+ a˜n−1a˜1)− bn.
Now it is easy to see that a˜k’s are in the image of ψ. Consider r− v2 as a polynomial in
B[x]. It is equal to b2nx2n + · · ·+ b0 − b2n(xn + a˜n−1xn−1 + · · ·+ a˜0)2. Therefore, all its
coefficients lie in the image of ψ. Let b˜n−1 be the preimage of the coefficient to xn−1 in
500 R. Vidunas
r − v2. Then H˜n+d−1 = (n + 2d)an − b˜n−1. It shows that an ∈ Im ψ, and immediately
all ak = a˜kan are in the image of ψ. Thus ψ is surjective and Spec B → V2n is a closed
immersion. Note incidentally that the image of Spec B → V2n is a hypersurface in V2n
given by
b˜2n−1 − (n+ 2d)2b2n = 0. (2.7)
One can obtain this equation by eliminating an from H2n and H˜n+d−1.
The morphism Sn,d → V2n is a closed immersion as a composition of closed immer-
sions.2
Examples. In the case n = 1 the two morphisms in S1,d → Spec A → Spec B of the
last proof are isomorphisms. Thus S1,d is isomorphic to the image of Spec B → V2. The
last part of the proof also gives a single equation which defines pir(S1,d):
(b21 − 4b2b0)2 = 16(2d+ 1)2b32. (2.8)
Actually, it was known to H.P. Rehm (1979).
When n = 1 the morphism piv : S1,d → V1 turns out to be an isomorphism. To define
the inverse morphism we introduce the following notation which will often be used later.
For a C-algebra R ∈ RC and non-negative integer k let W kR denote the free R-module of
polynomials in R[x] of degree ≤ k.
To prove that piv : S1,d → V1 is an isomorphism we show that functors S1,d and V1 are
equivalent. Let v = a1x+a0 ∈ V1(R) for a C-algebra R ∈ RC . Then F ′′+2(a1x+a0)F ′+
(v′ + v2 − r)F = 0 implies v′ + v2 − r = −2da1. Let L : W dR → W d−1R be a linear map
defined by f 7→ f ′′ + 2(a1x+ a0)f ′ − 2da1f . Then L(xk) is of degree k with the leading
coefficient 2(k − d)a1 being invertible for 0 ≤ k < d, hence these L(xk)’s form a basis
for W d−1R . Thus we can express uniquely L(x
d) ∈ W d−1R linearly in L(xk)’s with k < d,
and this linear dependence relation gives the desired F . It has invertible discriminant,
because otherwise there would be a morphism R → C such that F with specialized
coefficients in C[x] has zero discriminant and satisfies (1.3) for some v, r ∈ C[x], which
is impossible. Thus, given v ∈ V1(R) there exists unique F ∈ Fd(R) and r ∈ V2(R) so
that (v, F, r) ∈ S1,d(R).
Rehm (1979) has computed explicitly such F for v = a1x ∈ C[x]. Essentially one needs
to find a suitable linear dependence relation between L(xk) = k(k−1)xk−2−2(d−k)a1xk.
For instance (x2 , F,
x2
4 + d+
1
2 ) is an element of S1,d(C), where
F = xd +
bd/2c∑
k=1
d!
2kk!(d− 2k)!x
d−2k. (2.9)
An interesting observation is that if F of degree d is of this form, then the derivative of
F is (up to constant d) again the polynomial of the same form of degree d− 1.
All other elements of S1,d(C) can be obtained from the mentioned triple by a trans-
formation x  βx + γ(β ∈ C∗, γ ∈ C) which changes the intermediate x into βx + γ.
Here we describe the action of these transformations in general situation.
We will use changes of the intermediate x which transform a differential equation (1.1)
with a single pole at infinity to an equation of the same kind again. Solutions of trans-
formed equations are then closely related. Specifically, one can check that if a function
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y(x) satisfies the differential equation y′′ = r(x)y, then for any β ∈ C∗, γ ∈ C the func-
tion y(βx+γ) satisfies y′′ = β2r(βx+γ)y. A rational solution u(x) ∈ C(x) of the Riccati
equation u′+u2 = r(x) is then transformed to βu(βx+γ) ∈ C(x). These transformations
may be identified with automorphisms of the affine line A1. They form a two-dimensional
algebraic group G which acts on our schemes Sn,d. An element of G will be denoted by
x βx+ γ with β ∈ C∗, γ ∈ C. It acts on a triple (v, F, r) ∈ Sn,d(C) as follows:
v(x) 7→ βv(βx+ γ), F (x) 7→ F (βx+ γ)/βd, r(x) 7→ β2r(βx+ γ). (2.10)
The algebraic group G is generated by affine translations x x+γ and actions x βx
of Gm. A normal subgroup of transformations x x + γ is isomorphic to the additive
group Ga. It is not reductive, but a universal categorical quotient Sn,d/Ga exists, namely
it is isomorphic to the closed subscheme S0n,d of Sn,d defined by an−1 = 0. (Alternatively,
it is isomorphic to the subscheme of Sn,d defined by p1 = 0.) Since G/Ga ∼= Gm is a
reductive algebraic group, it follows that a geometric quotient Sn,d/G in the sense of
Mumford et al. (1994) exists and is isomorphic to S0n,d/Gm.
In particular, the action of the multiplicative group Gm will be important for us while
proving the irreducibility of some Sn,d’s. It acts on the coordinate functions of Sn,d as
follows:
ak 7→ βk+1ak, pk 7→ pk/βk, bk 7→ βk+2bk. (2.11)
Accordingly, we introduce a grading on the coordinate rings of Sn,d and related schemes
by setting degree of pk (for k ≤ d) to be equal to −k, of ak (for k ≤ n)—to k + 1,
etc. We can think of the quotient Sn,d/G as a subvariety of the corresponding weighted
projective space—the quotient of An+1 × Ad × A2n+1 by the action (2.11) of Gm.
An important practical problem is the computation of a simple set of equations defining
Sn,d in some coordinates. First one can easily divide out Sn,d by the algebraic group G
without any essential loss of information. By setting an−1 = 0 (then b2n−1 = 0 also)
or p1 = 0 in equations of Sn,d we obtain the quotient Sn,d/Ga. The action of Gm on
it allows us to set an = 1 or b2n = 1, for example, so the dimension of our varieties
is effectively reduced by 2. The polynomials H2n, . . . ,Hn, H˜n+d−1, . . . , H˜0 introduced in
the proof of Proposition 2.1 are surely better as generators of the ideal in Ru defining
Sn,d than original Tj ’s in (2.5). These polynomials are linear in p1, . . . , pd, so one can
easily eliminate them. We mentioned that H˜n+d−1 does not contain these variables.
To eliminate them completely one should consider the linear map L : W dR0u → W
n+d−1
R0u
defined by f 7→ f ′′+2vf ′+(v′+v2−r)f , and take maximal minors of its matrix. It might
seem useful to eliminate coefficients ai of v either, because our motivation is to recognize
when, for a given r, there are Liouvillian solutions of the differential equation (1.1).
However, the obtained equations for bi’s are very messy; equation (2.7) is one of the
simpler ones we can get. A better chance to gain a fruitful insight into the geometry of
Sn,d is to introduce coefficients of v′+ v2 − r as variables. It is useful to note there that
the leading term of v′+ v2 − r must be −2danxn−1 (this can be easily seen from (2.4)).
The coefficients bi of r are then essentially eliminated. This approach is useful when n is
small, as will be demonstrated in Section 4.
Another source of useful equations for Sn,d is Lemma (3.1). Its Corollary 3.2 gives
us an easy parametrization of Sn,d when n ≥ d. However, we will see from examples in
Section 4 that not all Sn,d are unirational. If n = d−1 then Sn,d is isomorphic to an open
subvariety in Fd. If n = d− 2 then Sn,d is isomorphic to an open set of a hypersurface in
Fd given by a single equation Ed−1,d = 0 introduced in Section 3. When n − d > 1 but
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small, we can use equations Ej,d = 0 quite effectively to describe our varieties, but it is
better to use generators of the ideal IF in C[p1, . . . , pd] defined in the second half of the
Section 3. They have a smaller degree and define the Zariski closure of piF (Sn,d) inside
Spec C[p1, . . . , pd].
3. Smoothness and Irreducibility
We start by proving a simple lemma, which, however, allows us to prove easily parts
(iv) and (v) of the main Theorem 1.3. The properties of Sn,d stated in parts (i) and (vi)
of the same theorem will follow immediately when n ≥ d. The same lemma will help us a
lot in proving the same statements for n < d. For a fixed polynomial F ∈ Fd(R)(R ∈ RC)
it describes completely the set of all triples (v, F, r) ∈ Sn,d(R) over all n with the given
F . In this way it provides a complete knowledge about the morphism piF : Sn,d → Fd.
Equation (2.4) will be used again. We set r˜ = r − v′ − v2 for convenience; the degree of
r˜ is at most (deg v − 1). Also recall the notation W kR.
Lemma 3.1. Let R0 be a C-algebra in RC , let F ∈ R0[x] be of degree d ≥ 2 and such
that its discriminant ∆ is not a zero divisor in R0. Let R = R0[∆−1]. Then the equation
F ′′ + 2vF ′ − r˜F = 0 (3.12)
has a unique solution (v0, r˜0) with v0 ∈ R[x] of degree ≤ d − 1, and r˜0 ∈ R[x] of degree
≤ d− 2. Moreover, ∆ · v0 ∈ R0 ⊂ R.
All solutions of (3.12) in R are of the form
v = v0 + qF, r˜ = r˜0 + 2qF ′, (3.13)
where q ∈ R[x] is a polynomial.
Proof. Consider a linear map ρ : W d−1R × W d−2R → W 2d−2R defined by ρ : (f, g) 7→
fF ′ + gF . We fix a basis xk, . . . , x, 1 for the spaces W kR, k = d − 1, d − 2 or 2d − 2.
Then the matrix of this linear transformation is the transpose of the Sylvester matrix for
polynomials (F ′, F ). Its determinant is ∆. Hence ρ is invertible, and for any polynomial
h ∈ W 2d−2R (in particular, for −F ′′) there exist unique polynomials f0 ∈ W d−1R , g0 ∈
W d−2R such that f0F ′ + g0F = h. Thus the required v0F ′ + r˜0F = −F ′′ exists and is
unique. The statement about ∆ · v0 follows from the Cramer rule. For any other solution
(v, r˜) of (3.12) we have 2(v − v0)F ′ = (r˜ − r˜0)F , and since gcd(F, F ′) = 1, F divides
v − v0, F ′ divides r˜ − r˜0, and v−v0F = r˜−r˜02F ′ = q ∈ R[x].2
Lemma 3.1 motivates us to define a map of sets ϕ : Fd(R) → W d−1R , which maps
F ∈ Fd(R) to the corresponding v0 ∈ W d−1R . In particular, for the universal polynomial
F = xd + p1xd−1 + · · ·+ pd of Fd we write
ϕ(F ) =
1
∆
(Ed,d−1xd−1 + · · ·+ Ed,1x+ Ed,0). (3.14)
According to a statement in the last proposition, we have Ed,k ∈ C[p1, . . . , pd] for all
k ≤ d− 1.
Remark. For a polynomial F ∈ Fd(C) we can compute ϕ(F ) by solving an extrapolation
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problem: at the d roots αk(1 ≤ k ≤ d) of F the value of v should be −F ′′(αk)/2F ′(αk),
according to (3.12). These values determine ϕ(F ) uniquely.
The next corollary is part (iv) of Theorem 1.3. It immediately implies that Sn,d is
smooth, reduced and irreducible, a complete intersection, of dimension n+1 when n ≥ d.
Corollary 3.2. For n ≥ d there is an isomorphism Sn,d → Fd ×Vn−d.
Proof. We can prove that the associated functorsRC → (Sets) are equivalent, and then
use the Yoneda lemma (MacLane, 1971). Let R ∈ RC . Given a pair (F, q) ∈ Fd(R) ×
Vn−d(R) we construct (v, F, r) ∈ Sn,d(R) by v = ϕ(F ) + qF and r being uniquely
determined by v and F . On the other hand, if (v, F, r) ∈ Sn,d(R) then F should divide
v−ϕ(F ) because of (3.13), and then we can set q = (v−ϕ(F ))/F for the corresponding
(F, q) ∈ Fd(R)× Vn−d(R).2
In the case n < d the map piF : Sn,d(R) → Fd(R) is injective for any R ∈ Rn,d,
because given F ∈ Fd(R) we have at most one triple (v, F, r) ∈ Sn,d with deg v = n < d
by Lemma 3.1. The possible one has v = ϕ(F ). Let us consider a functor Pn,d, which
associates to a C-algebra R ∈ RC the set of monic polynomials F of degree d with
invertible discriminant such that ϕ(F ) is of degree ≤ n. It is equivalent to the requirement
that F ′′ could be expressed as −2vF ′+ r˜F with deg v ≤ n. Then Sn,d(R) is isomorphic to
the subset of Pn,d(R)\Pn−1,d(R) of F ’s such that ϕ(F ) has invertible leading coefficient.
The functor Pn,d is representable by an affine scheme Pn,d with coordinate ring
O(Pn,d) ∼= C[p1, . . . , pd,∆−1]/(Ed,d−1, . . . , Ed,n+1), (3.15)
where Ed,d−1, . . . , Ed,0 are defined by (3.14). Of course, Pd−1,d ∼= Fd. We also define
P∗n,d to be an open subset of Pn,d defined by Ed,n 6= 0. Then P∗n,d = Pn,d \Pn−1,d (for
n < d) and the coordinate ring of P∗n,d is O(Pn,d)[E−1d,n]. It is easy to see that Sn,d is
isomorphic to P∗n,d because these two schemes represent equivalent functors.
This construction shows part (v) of the main Theorem 1.3, because P∗n,d ∼= Sn,d is
an open subset of the closed subscheme Pn,d of Fd, and the disjoint union of the P∗n,d’s
covers all Fd.
It is clear that P∗d−1,d ∼= Sd−1,d is an open subset of Fd, hence it is automatically
smooth, reduced and irreducible, a complete intersection, of dimension d.
We will assume n < d − 1 in the rest of this section. It will be proved that Sn,d is
smooth, reduced, of dimension n + 1 and a complete intersection in this case. Also the
irreducibility of Sn,d for n = 2 (in the next section) and n = d− 2 will be proven.
The smoothness of Sn,d is proved by considering the tangent spaces at points of
Sn,d(C). Computations of them are based on the Lemma 2.11 in Schlessinger (1968).
For a point Q = (v, F, r) in Sn,d(C) let SQn,d be a functor on local Artinian rings R ∈ RC
with residue field C so that SQn,d(R) is the set of those elements of Sn,d(R) which are
mapped to Q by the induced Sn,d(R)→ Sn,d(C). Then the tangent space TQ of Sn,d at
the point Q is isomorphic to SQn,d(C[ε]) as a C-linear space. Here C[ε] is the ring of dual
numbers, ε2 = 0 as usual.
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Proposition 3.3. Sn,d is smooth, of dimension n+ 1.
Proof. Let Q = (v, F, r) be a point on Sn,d(C), let OQ be a local ring of Sn,d at Q. It
is isomorphic to a quotient of a regular d-dimensional local ring by d − n − 1 elements,
namely to the localization of C[p1, . . . , pd]/(Ed,d−1, . . . , Ed,n+1). Hence OQ has the Krull
dimension of at least n + 1. We will show that the dimension of the tangent space is
≤ n+ 1. This will imply that OQ is a regular local ring of dimension n+ 1.
We will identify the tangent space TQ with a subspace of W d−1C of polynomials G
of degree ≤ d − 1 such that F + εG defines an element of SQn,d(C[ε]). Note that if
(v + εw, F + εG, r + εs) ∈ SQn,d(C[ε]) then
G′′ + 2vG′+ (v′+ v2 − r)G = (−2w)F ′+ (s− w′ − 2vw)F (3.16)
with degw ≤ n. In general, for any G ∈ W d−1C the polynomial on the left-hand side of
(3.16) is of degree ≤ n+d−1. We can express it as AF ′+BF with degA ≤ d−1,degB ≤
d− 2, because this is possible for any polynomial of degree ≤ 2d− 2 by the isomorphism
W d−1C ×W dC → W 2d−2C defined by (f, g) → fF ′ + gF (as in the proof of Lemma 3.1).
Moreover, such an expression is unique and depends linearly on G ∈ W d−1C . Define a
linear map L : W d−1C → W d−1C which sends a polynomial G ∈ W d−1C to the unique A of
degree ≤ d−1 in the expression G′′+2vG′+(v′+v2−r)G = AF ′+BF . If degL(G) ≤ n
we easily construct an element of SQn,d(C[ε]) from F + εG. Thus the tangent space TQ is
isomorphic to the subspace of W d−1C of polynomials G for which degL(G) ≤ n.
The next step of the proof is to construct polynomials G1, . . . , Gd−n−1 of degree ≤ d−1
so that degL(Gm) = n + m for m = 1, . . . , d − n − 1. The polynomial Gm will be
expressed as Gm = eF ′ + fF with deg e = m + 1 and deg f = m. We want to choose
polynomials e and f so that degGm ≤ d − 1. Write e = xm+1 + emxm + · · · + e0,
f = −dxm + fm−1xm−1 + · · ·+ f0, so that the coefficient to xd−1+i in eF ′+ fF is of the
form
dei + fi−1 + (linear terms in ei+1, . . . , em, fi, . . . , fm−1).
From here it is easy to see, that coefficients em, . . . , e0, fm−1, . . . , f0 can be chosen so
that degGm ≤ d− 1. Further, straightforward computation yields
G′′m + 2vGm′+ (v′+ v2 − r)Gm = (e′′ + 2f ′ − (2ve)′)F ′+ (. . .)F.
Since deg(e′′ + 2f ′ − (2ve)′) = n+m < d, we have L(Gm) = e′′ + 2f ′ − (2ve)′.
The obtained polynomials Gm (1 ≤ m ≤ n−d−1) are such that L(Gm) have different
degrees and these degrees are greater than n. Thus they are linearly independent and
generate a subspace of W dC of dimension (d − n − 1) which has only the zero vector in
common with TQ. Hence the dimension of TQ is less than or equal to d−(d−n−1) = n+1.
The upper bound for the dimension of TQ implies that the local ring OQ is regular
of dimension n + 1 for every point Q ∈ Sn,d. This means that Sn,d is smooth and has
dimension n+ 1.2
Corollary 3.4. Pn,d is smooth, of dimension n+ 1.
Proof. Let Q ∈ Pn,d, let OQ be the local ring of Pn,d at Q. Its dimension is ≥ n+ 1. Q
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is a smooth point on some P∗m,d with m ≤ n. Let O∗Q be the regular local ring of P∗m,d
at Q. Its dimension is m + 1. The elements Ed,n, . . . , Ed,m+1 of OQ generate the kernel
of OQ → O∗Q. Hence the dimensions of the local rings differ at most by n−m. Thus OQ
is a regular local ring of dimension n+ 1, and Pn,d is smooth of the same dimension. 2
Corollary 3.5. Sn,d and Pn,d are complete intersections.
Proof. Pn,d is defined by n − d − 1 equations Ed,d−1, . . . , Ed,n+1 in a d-dimensional
regular affine space Fd. On the other hand, the dimension of Pn,d is n+1 = d−(n−d−1),
thus it is a complete intersection. Sn,d is also a complete intersection as an open set of
Pn,d. 2
The last aim of this section is to prove that Pd−2,d is irreducible. The main ingredient
in the proof of its irreducibility is to show that its Zariski closure in Spec C[p1, . . . , pd]
is regular in codimension 1. The same actually holds for the Zariski closure of Pn,d in
Spec C[p1, . . . , pd] for any n < d−1. We will prove the more general regularity statement
because the special case n = d−2 is not much simpler. We will denote the Zariski closure
of Pn,d in Spec C[p1, . . . , pd] by P¯n,d.
To characterize the Zariski closure P¯n,d consider a new functor Qn,d, which associates
to a C-algebra R ∈ RC the set of monic polynomials F ∈ R[x] of degree d with the
following property. Given F let ρF : W 0R×WnR×Wn−1R →W d+n−1R be a linear map given
by (c, f, g) 7→ cF ′′ + fF ′ + gF . Then F ∈ Qn,d(R) iff the initial Fitting ideal (Lang,
1984) of ρF is the zero ideal in R. More explicitly we can write down a matrix M of the
transformation ρF in the bases (1, x, . . . , xk) for the involved W kR. Then we require that
all maximal minors (they are determinants of square submatrices of M of maximal size)
of the matrix M vanish. The functor Qn,d is representable by the ring C[p1, . . . , pd]/IF ,
where IF is the initial Fitting ideal of ρF with F = xd+p1xd−1+· · ·+pd ∈ C[p1, . . . , pd, x]
being the universal monic polynomial of degree d. Let P¯n,d = Spec C[p1, . . . , pd]/IF . If
M is the matrix of ρF for the universal F , then its maximal minors generate IF .
Remark. The mentioned maximal minors have smaller degree in p1, . . . , pd than poly-
nomials Ed−1,d, . . . , En+1,d, thus they could be easier to use for computations with Pn,d
and Sn,d’s. Note also that polynomials Ed,j ’s do not define the Zariski closure of Pn,d in
Spec C[p1, . . . , pd] in general because the sequence Ed,d−1, . . . , Ed,2 usually is not regular
in C[p1, . . . , pd], thus they define also components of higher dimensions on the hypersur-
face ∆ = 0. For example, take d = 4. It can be shown that Spec C[p1, . . . , p4]/(E4,3, E4,2)
contains a three-dimensional variety of polynomials, which are squares of monic quadratic
polynomials. Therefore equations Ed,k = 0 do not define the Zariski closure P¯n,d.
It is easy to see that the closed points of Pn,d are exactly the points on P¯n,d which
correspond to polynomials with non-zero discriminant, because if F ∈ Fd(C) then ρF
has a non-zero kernel exactly when the expression F ′′ = −2vF ′ + r˜F with deg v ≤ n
exists. It is true in general that for any R ∈ RC we have Pn,d(R) = Qn,d(R)∩Fd(R). To
show that the set on the left-hand side is a subset of Pn,d(R) one needs the linear algebra
lemma below. The submatrix M ′ in the current situation is the matrix of WnR×Wn−1R →
W d+n−1R defined by (f, g) 7→ fF ′ + gF . (Its maximal minors generate the unit ideal
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because otherwise there would be a specialization R → C such that the induced map
WnC×Wn−1C →W d+n−1C would be singular in contradiction with the assumption that the
discriminant of F ∈ R[x] is invertible.) By the lemma below, the first column of M is a
linear combination of columns of M ′, or in other words, we can express F ′′ = −2vF ′+r˜F .
Lemma 3.6. Let M be a matrix over a ring R (commutative, with 1) of size n× (m+ 1)
with m < n, and let M ′ be the submatrix of M of size n×m formed by the last m columns.
Suppose that all maximal minors of M are 0, and that maximal minors of M ′ generate
the unit ideal in R. Then the first column of M is a linear combination of columns of
M ′.
Proof. Choose any m rows in M . Consider the linear combination of columns of M
where the coefficient to the jth column is the minor formed by the chosen rows and all
but the jth column. If the ith row is among the chosen ones, then the ith component
of this linear combination is zero as it is the determinant of a matrix with two equal
rows. Otherwise the ith component is also zero because it is equal (up to sign) to the
maximal minor of M formed by the chosen and the ith rows. Thus the considered linear
combination gives a linear dependence relation between columns of M , and its coefficient
to the first column is the maximal minor of M ′ formed by the chosen rows. Since maximal
minors of M ′ generate the unit ideal in R, the claim of the lemma follows. 2
Our next claim is that Qn,d(C) \ Pn,d(C) is the set of monic polynomials in C[x] of
degree d which have ≤ n distinct roots. Indeed, if F ∈ Qn,d(C) but not in Pn,d(C)
then it has zero discriminant, hence it is impossible to express F ′′ = −2vF ′ + r˜F for
any v ∈ C[x]. Then there should be v, r˜ with deg v ≤ n such that −2vF ′ + r˜F = 0,
which implies that F has ≤ n distinct roots. It is easy to see that Qn,d(C) \ Pn,d(C)
set-theoretically is the union of several algebraic varieties in Spec C[p1, . . . , pd], namely
for each solution of equations k1 + · · ·+ kj = n, k1 + 2k2 + · · ·+ jkj = d in non-negative
integers we have a “subvariety” of Qn,d(C)\Pn,d(C) parametrized by polynomials of the
form Qk1Q
2
k2
. . . Qjkj , where Qi must be monic of degree i. The following lemma is an
important step in proving that P¯n,d is regular in codimension 1.
Lemma 3.7. P¯n,d is smooth at the points F ∈ Qn,d(C)\Pn,d(C) such that the polynomial
F of degree d has exactly n roots.
Proof. We need to show that P¯n,d has dimension n + 1 at these points, precisely
as on the open subset Pn,d. Take a point F ∈ Qn,d(C) \ Pn,d(C) and write F =
(x−α1)m1 . . . (x−αn)mn with distinct α1, . . . , αn ∈ C. We need to know the dimension
of the image of ρF . Note that polynomials F, xF, . . . , xn−1F, F ′, xF ′, . . . , xnF ′ gener-
ate the subspace of Im ρF ∈ W d+n−1C consisting of polynomials which are divisible by
gcd(F, F ′) = ∏nj=1(x−αj)mj−1. The dimension of this subspace is 2n, and F ′′ ∈ Im ρF
does not lie in it. Hence the dimension of the image of ρF is 2n + 1. We may con-
clude that the kernel of ρF is one-dimensional. This kernel is generated by the element
(0, v, r˜) ∈ W 0C ×WnC ×Wn−1C with v = (x − α1) . . . (x − αn). Let MF be the matrix of
ρF in the basis 1, x, . . . , xk for the involved W kC .
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Similarly, as in Proposition 3.3, we identify the tangent space TF at F with a subspace
of polynomials G in W d−1C such that F+εG is in Qn,d(C[ε]). First we show that if G ∈ TF
then we can express vG′+ r˜G as
vG′+ r˜G = cF ′′ + wF ′+ sF for some c ∈ C,w, s ∈WnC . (3.17)
Let MF+εG be the matrix of ρF+εG in the similar basis as for MF . Taking any 2n + 1
rows of MF+εG we can form an element of the kernel of ρF+εG whose components are
determinants of (2n + 1) × (2n + 1) submatrices containing chosen rows, exactly in the
same manner as in the proof of the Lemma 3.6. Note that there is a (2n+ 1)× (2n+ 1)
submatrix of MF+εG whose determinant is a unit in C[ε], because MF+εG specializes
due to ε 7→ 0 to the matrix MF of rank 2n+1. It follows that there is an element of form
(−cε, v − εw, r˜ − εs) ∈ W 0C[ε] ×WnC[ε] ×Wn−1C[ε] in the kernel of ρF+εG which specializes
to (0, v, r˜). From this element we easily form expression (3.17).
Let T 0F be the subspace of TF of polynomials G such that expression (3.17) is possible
with c = 0. Note that the right-hand side of (3.17) is divisible by the greatest common
divisor of F and F ′. If G ∈ TF then gcd(F, F ′) must also divide vG′+ r˜G. We claim that
this is possible only if gcd(F, F ′) divides G. Indeed, consider G and vG′+ r˜G locally at
a root αj of F with multiplicity mj ≥ 2. Suppose that G = (x− αj)kG˜ with k ≥ 0 and
G˜ is not divisible by x− αj . Since
v = (x− αj) + ?(x− αj)2 and r˜ = −mj + ?(x− αj)
(because of vF ′+ r˜F = 0), we have that vG′+ r˜G = (x−αj)k(k−mj + ?(x−αj)). But
αj is a root of gcd(F, F ′) with multiplicity mj−1, thus k ≥ mj−1. Therefore gcd(F, F ′)
divides vG′+ r˜G only if it divides G.
It follows that T 0F is a subspace of W
d−1
C of polynomials which are divisible by
gcd(F, F ′) of degree n − d. Hence dimTF ≤ n. On the other hand, polynomials Gi =
F/(x− αi) for i = 1, . . . , n are elements of TQ because F + εmiGi can be factored over
C[ε] precisely like F but with the factor (x − αi + ε)ki instead of (x − αi)ki . Hence ex-
pression (3.17) can be derived from vF ′+ r˜F with αi replaced by αi − ε. One can check
that the polynomials Gi are linearly independent by considering their orders of vanishing
at roots of F . Therefore, dimT 0F = n.
Further, there exist G0 ∈ TF \ T 0F . One can take
G0 = −
∑
j
mj(mj − 1)
2
gcd(F, F ′)
x− αj 6∈ T
0
F .
Considering the expression vG0′+ r˜G0 − F ′′ locally at every root αj of F with mj ≥ 2
it is easy to see that this expression is divisible by gcd(F, F ′), thus we can express it as
wF ′+ sF for some w, s ∈ WnC , thus G0 ∈ TF . Finally, dimTF = dimT 0F + 1 because for
G ∈ TF there exist a linear combination G − cG0 (with c ∈ C) which lies in T 0F . Hence
the dimension of TF is n+ 1. 2
As a result we have that P¯n,d can be singular only at points of Qn,d(C) which corre-
spond to polynomials F with≤ n−1 roots. These points form a subscheme of codimension
≥ 2. As a conclusion, P¯n,d is regular in codimension 1. Also we see that the constructed
P¯n,d is indeed a Zariski closure of Pn,d in Spec C[p1, . . . , pd] at least set-theoretically, if
we mind possible embedded components in codimension ≥ 2. If Pn,d is an irreducible
variety, it is normal.
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Now we are ready to prove the irreducibility of P¯d−2,d. It implies immediately the
irreducibility of Pd−2,d and Sd−2,d.
Proposition 3.8. P¯d−2,d is irreducible.
Proof. We may consider the irreducibility of the geometric quotient P¯d−2,d/G. It is
isomorphic to P¯0d−2,d/Gm, where P¯0d−2,d is the closed subvariety of P¯d−2,d defined by
p1 = 0 and is a quotient of P¯d−2,d by the non-reductive group Ga. The quotient P¯d−2,d/G
is regular in codimension 1, because P¯d−2,d is, and taking a quotient by an algebraic
group does not add singularities in codimension 1 (Mumford et al., 1994). Explicitly
P¯d−2,d/G ∼= Proj C[p1, . . . , pd]/(Ed,d−1, p1), where we set deg pi = i (it differs by a sign
from deg pi defined by the action (2.11) of Gm). We have P¯d−2,d/G naturally embedded
into the weighted projective space P(2, 3, . . . , d) = Proj C[p2, . . . , pd], with deg pi = i
again according to the action of Gm. A weighted projective space is singular in general
as we will see in the example of P(2, 3, 4) in the next section, but it is normal and is a
quotient of the usual projective space Pd−2 by a finite group (Fulton, 1993). If P¯d−2,d/G
is reducible then the irreducible components are hypersurfaces in P(2, 3, . . . , d). They
must intersect in codimension 1 because their preimages in Pd−2 by the finite covering
Pd−2 → P(2, 3, . . . , d) intersect in this way. On the other hand, these hypersurfaces should
intersect in the singular locus of P¯d−2,d/G which has codimension≥ 2. This contradiction
implies the irreducibility of P¯d−2,d/G and P¯d−2,d. 2
Examples. Consider the variety P3,5 = piF (S3,5). We may set p1 = 0 in equation
E5,4 = 0 defining the Zariski closure P¯3,5. Then equation E5,4 = 0 written in Gm-
invariant coordinates z = p4/p22, w = p
2
3/p
3
2, t = p5/p2p3 is
54w2 + 6250t3w − 5625t2w + 2250tzw − 315zw + 825tw + 8w
−800z3 + 2000tz2 + 280z2 − 900tz − 36z + 108t = 0.
It defines a hypersurface in P3 birationally isomorphic to S3,5/G. This equation also de-
fines an elliptic curve over the function field C(t). Some transformations into a canonical
equation of an elliptic curve are described in Cassels (1991). We change variables as
z˜ =
z + 375t2
(50t+ 1)2
, w˜ =
108w + 6250t3 − 5625t2 + 2250tz − 315z + 825t+ 8
(50t+ 1)3
and t˜ = t/(50t + 1), so that we obtain the following equation of a cubic surface in P3
with a singular point (z˜, w˜, t˜) = (52/375, 0, 12/625):
1
216
w˜2 = 100
(
z˜ − 10t˜+ 4
75
)2(
8z˜ − 105t˜+ 68
75
)
+
1
24
(
9z˜ − 115t˜+ 24
25
)2
.
One can easily parametrize this cubic surface by the two-dimensional family of lines in
P3 which pass through the singular point, because such a line in general intersects the
cubic surface in one non-singular point. For example, a birational parametrization is:
z˜ =
η(ξ − η + 1)(2ξ − 21)
3000ξ
+
52
375
, t˜ =
η(ξ − η + 1)(ξ − 8)
15000ξ
+
12
625
and w˜ = η(ξ−η+1)(ξ−2η+1)/200ξ. Further, one can express coefficients p2, p3, p4, p5 in
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ξ, η and parametrize almost all G-equivalence classes of S3,5(C). One should additionally
regard those points on S3,5 which are blown-down by birational morphisms we used,
have non-trivial stabilizators in G, or correspond to infinite values of parameters. Some
subvarieties of the parametric space will correspond to points in P2,5 or outside F5.
4. Sn,d with n = 2
It was mentioned that Rehm (1979) has considered our varieties Sn,d with n = 1. The
next easiest case is n = 2 which we consider here. The results are summarized in the
following theorem. The first part (i) of it is covered by the main result of the last section.
Nevertheless, its proof presented here is an integral part of the whole proof of all three
statements, and presents an approach how to “compute” Sn,d for small n.
Theorem 4.1. (i) The morphism piv : S2,d → V2 is finite of degree d+ 1.
(ii) S2,d is irreducible.
(iii) The quotient S2,d/G is isomorphic to Kd \ Bd, where Kd is a complete smooth
curve of genus dd(d−4)12 e, and Bd—a set of dd+12 e points on Kd. (As usual, dxe for
rational x denotes the smallest integer such that x ≤ dxe.)
Proof. Let R ∈ RC . For a polynomial v = a2x2 + a1x + a0 ∈ V2(R) consider a linear
operator Lv : W dR →W dR defined by
Lv(G) = G′′ + 2(a2x2 + a1x+ a0)G′ − 2da2xG. (4.18)
We will use the basis (xd, . . . , x, 1) of W dR in this proof. Note that if λ ∈ R and F ∈ Fd(C)
are such that (v, F, v′ + v2 + 2da2x + λ) ∈ S2,d(R), then Lv(F ) = λF . We may say
that λ is an eigenvalue of Lv and F—a corresponding eigenvector, but these notions
are not unambiguously generalized to the general ring-theoretical contest. We will use
the notion of the characteristic polynomial of an endomorphism of a free module over
a ring defined in Lang (1964). In our situation, an “eigenvalue” λ ∈ R with a monic
“eigenvector” F must be a root of the characteristic polynomial det(λ − Lv) of Lv,
because monic F shows that the first column of the matrix of λ − Lv in the chosen
basis is a R-linear combination of the remaining columns. We claim that every root
λ ∈ R of the characteristic polynomial of Lv gives exactly one element of S2,d(R) with
r = v′ + v2 + 2da2x + λ. Let M ′ be the matrix formed by deleting the first column
from the matrix of λ − Lv. Note that for any λ ∈ R the polynomials λxk − Lv(xk) for
k = 0, . . . , d − 1 have different degrees and invertible leading coefficients. Hence, if a
monic “eigenvector” for λ exists, it is unique. Also it shows that the submatrix of M ′
formed by the first d rows is lower-triangular with invertible entries on its diagonal, hence
the maximal minors of M ′ generate the unit ideal in R. If det(λ−Lv) = 0 then we apply
Lemma 3.6 to conclude that the first column of λ−Lv is a linear combination of columns
of M ′, or in other words, there exists a monic “eigenvector” F and the required element
of S2,d(R).
It follows that the functor Sn,d is equivalent to a functor, which assigns to R the
set of pairs (v, λ) with v ∈ V2(R) and λ ∈ R is a root of the characteristic poly-
nomial of Lv. This functor is represented by the ring R˜ = C[a2, a1, a0, λ, a−12 ]/(Ud),
where Ud = det(λ − Lv) is the characteristic polynomial of Lv for the universal v
of V2. This ring is a finite C[a2, a1, a0, a−12 ] module of rank d + 1, because Ud is of
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this degree in λ. The same holds for the isomorphic ring O(S2,d). The first part is
proved.
Consider the Zariski closure S¯2,d of S2,d in Spec C[a2, a1, a0, λ] and the geometric quo-
tient S¯2,d/G. The Zariski closure S¯2,d is isomorphic to Spec C[a2, a1, a0, λ]/(Ud). We
need some explicit information about Ud. Consider the matrix of λ − Lv in the basis
(xd, . . . , x, 1) of W d
R˜
. It has entries in C[a2, a1, a0, λ]. The entries on the main diagonal
(from the top-left corner) are λ− 2da1, λ− 2(d− 1)a1, . . . , λ− 2a1, λ; the entries on the
diagonal just above it are 2a2, 4a2, . . . , 2da2 and other entries above the main diagonal
are zero. It follows that Ud = det(λ− Lv) has the form
Ud = λ(λ− 2a1)(λ− 4a1) . . . (λ− 2da1) + {terms divisible by a2}. (4.19)
Let us denote U˜d = λ(λ− 2a1)(λ− 4a1) . . . (λ− 2da1).
The expression (4.19) shows that S¯2,d is smooth at points with a2 = 0, a1 6= 0, λ ∈
{0, 2a1, . . . , 2da1}. Since S¯2,d is smooth on the open a2 6= 0, singularities of S¯2,d can
occur only on the line a2 = a1 = λ = 0. In other words S¯2,d is regular in codimen-
sion 1.
From the definition (4.18) of Lv we deduce that the non-reductive subgroup Ga ⊂ G
of transformations x x+ γ acts on the coordinates of S¯2,d as follows:
a2 7→ a2, a1 7→ a1 + 2a2γ, a0 7→ a0 + a1γ + a2γ2, λ 7→ λ+ 2da2γ.
One can compute that the Ga-invariant functions
z2 = λ− da1, z3 = a2, z4 = a21 − 4a0a2 (4.20)
generate the coordinate ring C[z2, z3, z4]/(Ud) of the quotient S¯02,d = S¯2,d/Ga. Further,
the group Gm ∼= G/Ga of transformations x  βx acts on S¯02,d so that zi 7→ βizi for
i = 2, 3, 4. It follows that the quotient S¯2,d/G exists and is isomorphic to S¯02,d/Gm ∼=
Proj C[z2, z3, z4]/(Ud), where we set deg zi = i. The polynomial Ud is homogeneous of
degree 2d+ 2 as an element of C[z2, z3, z4].
Note that S¯2,d/G is regular in codimension 1 because so is S¯2,d. Moreover, S¯2,d/G has
dimension 1, hence it is smooth.
We constructed S¯2,d/G together with an embedding into the weighted projective space
P(2, 3, 4) = Proj C[z2, z3, z4]. As a matter of fact, P(2, 3, 4) has two singular points
z2 = z3 = 0 and z2 = z4 = 0. If the smooth S¯2,d/G contains one of these points,
it must be defined at least by two equations on an open neighbourhood of it. For ex-
ample on the open set z3 6= 0 the P(2, 3, 4) is isomorphic to Spec C[y1, y2, y3]/(y32 −
y1y3) by y1 = z32/z
2
3 , y2 = z2z4/z
2
3 , y3 = z
3
4/z
4
3 . The ring of regular functions on the
open z3 6= 0 of Kd is isomorphic to C[y1, y2, y3]/(y32 − y1y3, Ud/z2k3 ) if d = 3k − 1, or
to
C[y1, y2, y3]/(y32 − y1y3, z2−i2 Ud/z2k+23 , z1+i4 Ud/z2k+23 ) (4.21)
if d = 3k + i with i = 0 or 1.
Like in the proof of the Proposition 3.8 we note that P(2, 3, 4) is a quotient of P2 by a
finite group (namely by the 12th roots of unity in Gm). If S¯2,d/G is reducible, then its
irreducible components are complete curves in P(2, 3, 4) and they must intersect, because
their preimages by the finite covering P2 → P(2, 3, 4) intersect in P2. But the intersection
of irreducible components contradicts the smoothness of S¯2,d/G. Therefore S¯2,d/G, and
as a consequence S¯2,d and S2,d are irreducible.
For the last statement of the proposition we take Kd = S¯2,d/G. It is a complete and
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smooth curve. The open subset z3 6= 0 of Kd is isomorphic to S2,d/G because the ring of
regular functions on this open set of Kd (like (4.21) for instance) is isomorphic to the ring
of G-invariant functions on S2,d. The complement of S2,d/G in Kd is a set of points with
z3 = 0. To find these points we have to rewrite (4.19) in the coordinates z2, z3, z4. First
we replace λ = z2 + da1 and combine factors z2 + ka1 and z2 − ka1 (k = d, d − 2, . . . , 2
or 1) in the part denoted by U˜d to obtain the expression
Ud = (z21 − d2a21)(z21 − (d− 2)2a21) . . . (z21 − a21 or z1) + {terms divisible by a2}.
Since a21 = z4 + 4a0a2, the polynomial Ud in z2, z3, z4 has finally a form
(z22 − z4)(z22 − 32z4) . . . (z22 − d2z4) + {terms divisible by z3} for odd d,
z2(z22 − 22z4) . . . (z22 − d2z4) + {terms divisible by z3} for even d.
Each factor in the product similar to U˜d gives a point on Kd with z3 = 0. Thus we have
dd+12 e such points in total. It remains only to compute the genus of Kd.
We consider the finite morphism p¯iv : Kd → P1 defined by (z2 : z4 : z3) 7→ (z34 : z23). On
the open set z3 6= 0 it is the morphism between the quotients S2,d/G→ V2/G induced
by the finite morphism piv : S2,d → V2. The morphism p¯iv has also degree d+ 1, because
the extension of function fields of curves C(z43/z
3
4 , z2z
2
3/z
2
4)/(z
d+1
3 Ud/z
2d+2
4 ) : C(z
4
3/z
3
4)
has this degree. To find the genus of Kd we will compute the degree of the ramification
divisor D of p¯iv on Kd and then apply the Hurwitz formula.
The number of points on Kd with z3 = 0 is already computed and is equal to dd+12 e.
Therefore the points on the fibre of p¯iv over (1 : 0) ∈ P1 contribute dd2e to the degree of
the ramification divisor D.
The ramification locus of piv on S2,d is given by ∂Ud/∂λ = 0 (or the same ∂Ud/∂z2 = 0).
Set-theoretically it is a union of two-dimensional G-orbits along which piv ramifies. Let J
be the ideal (Ud, ∂Ud/∂z2) ∈ C[z2, z3, z4]. Consider the G-orbit in V2 defined by z4 = 0
and the ramification of piv above it. We can write the polynomial Ud in the form
Ud = zm02 (z
3
2 − t1z23)m1 . . . (z32 − tkz23)mk + z4H¯2d−2, (4.22)
where {t1, . . . , tk} ⊂ C∗ are distinct, m0 + 3m1 + · · · + 3mk = d + 1, and H¯2d−2 ∈
C[z2, z3, z4] is a homogeneous polynomial of degree 2d − 2. A factor (z32 − tjz23)mj in
(4.22) gives a ramified G-orbit Zj iff mj ≥ 2. For a ramified orbit Zj let OZj be the
ring O(S2,d) localized at the ideal of Zj . It is a regular local ring of dimension 1, hence
a discrete valuation ring. Let m be the maximal ideal of OZj . It is generated by z32 − tjz23
because the local parameter z4 is not a generator of m. From (4.22) we easily see that the
function z4 has order mj at m (e.g. z4 ∈ mmj \mmj+1) and the function ∂Ud/∂z2 has order
mj − 1. Hence scheme-theoretically the orbit Zj has multiplicity mj − 1 as a component
of Spec C[z2, z3, z4]/J . Similarly, piv ramifies along the G-orbit Z0 defined by z2 = z4 = 0
precisely when m0 ≥ 2. Then Z0 has multiplicity m0 − 1 in Spec C[z2, z3, z4]/J .
The discriminant Q of Ud with respect to z2 (or λ) is the resultant of polynomials
Ud, ∂Ud/∂z2 with respect to z2. It is also the norm of ∂Ud/∂z2 as an element of the finite
C[z3, z4]-module C[z2, z3, z4]/(Ud). The principal ideal (Q) ∈ C[z3, z4] is the first (with
respect to z2) elimination ideal of J , that means (Q) = J ∩ C[z3, z4] (Cox et al., 1992).
The discriminant Q is homogeneous in the grading of C[z3, z4] defined by deg zi = i and
has degree 2d(d+1) because Ud is of degree d+1 in z2, and deg z2 = 2. Further, Q factors
completely into factors like z34 − sz43 (s ∈ C∗) of degree 12 and factors z4 of degree 4.
These factors correspond to G-orbits in V2 above which piv ramifies. We claim that the
power r0 of z4 in Q is equal to d−3k+{1 if m0 = 0} when Ud has form (4.22). Indeed, the
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power to z4 in Q is equal to the sum of multiplicities of the components Z0, Z1, . . . , Zk in
Spec C[z2, z3, z4]/J , thus r0 = max(0,m0 − 1) + 3(m1 − 1) + · · ·+ 3(mk − 1) = d− 3k+
{1 if m0 = 0}. As a consequence, the number r1 of factors of the form z34 − sz43 counted
with multiplicities is equal to (2d(d+ 1)− 4e0)/12 = (2d(d− 1)−{4 if m0 = 0})/12 + k.
Since r1 is an integer, m0 = 0 if d = 2 mod 3 and m0 > 0 otherwise. With this informa-
tion we can write r1 = bd(d−1)6 c+ k.
Consider now the ramification of p¯iv on the open z3z4 6= 0. The coordinate ring of Kd
over this open set is isomorphic to C[y1, y2, y−11 ]/(U˜d) where y1 = z
3
4/z
4
3 , y2 = z2z4/z
2
3
and U˜d is zd+14 Ud/z
2d+2
3 written in y1, y2. The ramification divisor D on this open set
is principal and is given by the function ∂U˜d/∂y2. The push-forward of D (restricted to
z3z4 6= 0) by p¯iv is given by the discriminant of U˜d with respect to y2. As an element
of C[z3, z4, z−13 , z
−1
4 ] it is equal up to powers of z3 and z4 to the previous discriminant
Q. In particular, it has r1 factors counted with multiplicities of the form z34 − sz43 . Each
such factor gives a ramification point of p¯iv over the corresponding point (s : 1) ∈ P1 and
contributes 1 to the degree ofD. Thus the degree ofD restricted to the open z3z4 6= 0 is r1.
It remains to take into account the ramified points with z4 = 0. When Ud has the
form (4.22) we have (k + {1 if m0 > 0}) distinct points on Kd on the fibre of p¯iv over
(0 : 1) ∈ P1. We noted that the condition m0 > 0 can be replaced by d 6= 2 mod 3.
Finally we can compute the degree of the ramification divisor:
degD =
⌈
d
2
⌉
+ r1 + (d+ 1− k − {1, if d 6= 2 mod 3}) =
⌈
d(d+ 8)
6
⌉
(this formula holds for d = 0, 1, . . . , 5 mod 6). Now it is straightforward to apply the
Hurwitz formula and compute the genus of Kd. The answer is dd(d−4)12 e. 2
Examples. We will have a look at some examples of Kd and S2,d which are defined
by Ud = 0 in P(2, 3, 4). If one chooses the basis (x + a12a2 )
d, . . . , x + a12a2 , 1 for W
d
R˜
then
the entries in the characteristic matrix of λ− Lv for the general polynomial v would be
functions in Ga-invariant z2, z3, z4 defined by (4.20). The characteristic matrix of λ−Lv
in this basis contains non-zero entries only on four diagonals:
• on the main diagonal: all entries are z2 = λ− da1;
• on the diagonal right above the main diagonal: entries from the left are 2z3, 4z3, . . . ,
2dz3;
• on the diagonal right below the main diagonal: entries from the left are dz4/(2z3),
(d− 1)z4/(2z3), . . . , z4/(2z3);
• on the diagonal right below the previous diagonal: entries from the left are −d(d−1),
−(d− 1)(d− 2), . . . ,−6,−2.
Here is the list of polynomials Ud for d ≤ 7 in coordinates z2, z4 and z6 = −16z23 .
U1 = z22 − z4,
U2 = z2(z22 − 4z4) + z6,
U3 = (z22 − z4)(z22 − 9z4) + 6z2z6,
U4 = z2(z22 − 4z4)(z22 − 16z4) + 3(7z22 − 16z4)z6,
U5 = (z22 − z4)(z22 − 9z4)(z22 − 25z4) + 8(7z22 − 55z4)z2z6 + 100z26 ,
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U6 = z2(z22 − 4z4)(z22 − 16z4)(z22 − 36z4) + 18(z22 − 16z4)(7z22 − 12z4)z6 + 1125z2z26 ,
U7 = (z22 − z4)(z22 − 9z4)(z22 − 25z4)(z22 − 49z4) + 36(7z42 − 230z22z4 + 1183z24)z2z6
+36(191z22 − 686z4)z26 .
Given a closed point (z2 : z4 : z6) with z6 6= 0 on one of the curves Kd one can easily
find an element (v, F, r) ∈ S2,d(C) in a G-equivalence class corresponding to this point.
One can take for instance v = (x2 − ax+ b)/c with a = 2z2/d, b = z22/d2 − z4, c = z6/2,
and r − v′ − v2 = 2d(x− a)/c. Then
F = xd +
d
2
bxd−2 +
(
d
3
ab+
d(d− 1)
6
c
)
xd−3 + · · · , (4.23)
where the coefficients pi of F for i > 2 are defined recursively by
(k + 1)pk+1 = akpk + b(d− k + 1)pk−1 + c (d− k + 1)(d− k + 2)2 pk−2. (4.24)
If one tries to compute F in (4.23) for a point (z2 : z4 : z6) = (md : d2 : 0) ∈ Kd
(where m = d, d− 2, . . . , 1 or 0), then one should get the polynomial
F = (x− d−m) d−m2 (x+ d−m) d+m2 .
Indeed, one can check that the coefficients of this polynomial satisfy (4.24) using the
fact that such F satisfies (x2 − ax + b)F ′ + d(x − a)F = 0 for a = 2m, b = m2 − d2.
This observation is compatible with the description of the Zariski closure of Pn,d in
Spec C[p1, . . . , pn] in the previous section, with one exception that the point with m = d
“should” give the polynomial (2.9) in S1,d(C).
One obtains especially simple expressions for elements of S2,d(C) which correspond to
points on Kd with z2 = z4 = 0. They occur if d 6= 2 (mod 3) as we saw in the proof of
(4.1). For example, such a point on K7 gives the second-order linear differential equation
y′′ = (x4 + 16x)y which has a Liouvillian solution y = (x7 + 7x4 + 7x) exp(x3/3).
The curves Kd for d ≤ 4 are rational by Proposition 4.1. Thus we can parametrize them
or the whole S2,d. For d ≤ 3 the variety S2,d can be parametrized using the isomorphism
with Fd ×V2−d (by Proposition 3.2) or with an open set of Fd. As an example, one can
parametrize a set of all representatives of S2,4/G as follows:
(v, F, r − v′ − v2) =
(
t+ 1
t(t− 1)(x
2 + x) +
3
4
t+ 1
t
, x4 +
3
2
(t− 1)x2
+
(t− 1)2
t+ 1
x+
3
16
(3t− 1)(t− 1)2
t+ 1
,
8(t+ 1)
t(t− 1) (x+ 1)
)
.
By Proposition (4.1) S2,4/G is isomorphic to A1 \{0, 1}. But the above formula does not
give the answer for parameter t = −1, which could be chosen (v, F, r) = (x2, x4 +2x, x4 +
10x). Probably a closed form expression for a set of representatives of all G-equivalence
classes of S2,4(C) does not exist (the same hold for S2,3). This reminds us of the fact
that there does not exist a universal family of elliptic curves over the j-line with less
than three bad fibres.
The curves K5 and K6 have genus 1, thus S2,5 and S2,6 turn out to be the first non-
unirational examples of the schemes classifying desired Riccati equations. These curves
are isomorphic to the following smooth cubic curves in Weierstrass form (an isomorphism
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up to ±w could be constructed by the given t):
K5 : w2 = t3 + 10t2 + 5t by t = − 54z22
(
z22 − 5z4
)
,
K6 : w2 = t3 + 25t2 − 25t+ 275 by t = 20 z
2
2 − z4
z22 − 16z4
.
Given a point (t, w) on K5, one can easily find a representative of S5,2(C) which corre-
sponds to it:
(v, F, r − v′ − v2) =
( 1
2x
2 − x− 2(t+ 1)
11t+ 3w + 5
, x5 − 10(t+ 1)x3 + 20(3t+ w + 1)x2
+30(t2 + 5t+ w + 2)x− 4(45t2 + 17tw + 20t+ 5w − 1), 5(x− 2)
11t+ 3w + 5
)
.
The quotient S2,5/G is isomorphic to K5 \ {(−1, 2), (5,−20), (−5/9, 10/27)}—the three
points lie on the line 11t + 3w + 5 = 0. The point at infinity is discarded by the last
formula. It corresponds to
(v, F, r) =
(
1
6
(x2 − 4), x5 − 10x3 + 20x2 + 30x− 68, 1
36
(x2 − 4)2 + 2x
)
.
Similarly, one can construct elements of S6,2(C) from a point (t, w) ∈ K6 starting for
example with v and r − v′ − v2 equal, respectively, to
2/27
15t− 2w + 15
(
x2
4t− 5 + x−
5
4
(t− 35)
)
and
8/9
15t− 2w + 15
(
x
4t− 5 + 1
)
.
The complement of S2,6/G in K6 consists of points on the line 15t − 2w + 15 = 0 and
the point at infinity. Again, one point (t, w) = (5/4,−135/8) will be “missed” by the
obtained formula.
The curve K7 is hyperelliptic of genus 2, birationally isomorphic to
w2 = t(t5 + 40t4 + 440t3 + 1520t2 + 1960t− 3024) byt = 24z
2
2
z22 − 49z4
.
The curves Kd with d > 7 are of greater genus.
As it is easy to see, the schemes S2,d and curves Kd are actually defined over Q,
even over Z. An interesting question is to describe S2,d(Q)—the set of triples (v, F, r) of
polynomials in Q[x] which define solutions of Riccati equations of the same form as the
definition of S2,d requires. Having a Q-rational point on Kd (with z3 6= 0) one can easily
construct an element of S2,d(Q) as in (4.23). Some G-equivalent points in S2,d(Q) are
G-equivalent only by an element of G which is not defined over Q. For example, take
(x2, x3 + 1, x4 + 8x) and (x2/2, x3 + 2, x4/4 + 4x) in S2,3(Q). The Q-rational points on
Kd for d ≤ 4 are parametrized exactly in the same way as over C. The curves K5 and
K6 are elliptic (if we take the points at infinity in a Weierstrass model as origin). The
author used the apecs package for Maple to compute that the Mordell–Weil rank of both
curves is 1 (assuming some standard conjectures in the case of K6), generated by points
(t, w) = (−1, 2) and (35, 270), respectively. Additionally, K5 has one non-trivial torsion
point (t, w) = (0, 0). The curves Kd for d ≥ 7 have finitely many rational points by the
Faltings theorem (the Mordell conjecture until 1983). For such d, elements in S2,d(Q) are
G-equivalent to finitely many representatives. The points on K7 known to the author
have z2 = 0 or z4/z22 ∈ {1, 1/9, 1/25, 1/49, 9/49, 161/686}.
Differential Equations of Order Two 515
One can reduce the curves Kd or the equations Ud = 0 modulo primes in Z. Reduction
of curves over Q modulo primes is useful in studying their arithmetical properties, and
in our situation, reduction of curves Kd modulo primes p > 2 gives information about
differential equations of form (1.1) with Liouvillian solutions with respect to Fp(x). Let
p be a prime number, p 6= 2. We can obtain Ud mod p by first reducing the described
matrix of λ − Lv modulo p, and then performing substitutions (4.20) and z6 = −16z23
in its determinant. Let Mp,d denote the reduced matrix of λ− Lv and let k = d mod p.
If d ≥ p then zeros appear on the diagonal above and two diagonals below the main
diagonal so that the matrix Mp,d splits into a sequence of square blocks of size k+ 1 and
p − k − 1 alternatively on the main diagonal (with some non-zero entries outside these
blocks, which do not affect the determinant, however). A block of size k + 1 is easily
identified with Mp,k, and of size (p− k− 1)—with Mp,p−k−2, if we set U0 = z2, U−1 = 1
for convenience. It follows, that Ud factors modulo p:
Ud ≡ (Uk)
d−k
p +1 (Up−k−2)
d−k
p mod p, where k = d mod p.
This observation might be useful in studying differential equations (1.1) in Fp(x). Note
that the given proof of Proposition 3.3 can be adopted (with obvious reformulations of
functors for F¯p-algebras instead of C-algebras) to prove that S2,d is smooth if the base
field has characteristic p > d. Also, a part of the proof 4.1 is directly applicable to show
that Kd is smooth and irreducible in characteristic p > d. In this sense Kd as a curve
over Q has good reduction at primes p > d.
5. Projection to the Coefficients of v
In this section the part (iii) of the main results in the theorem 1.3 will be proved. It is
equivalent to the statement that the representing ring of Sn,d is a finite free module of
degree
(
n+d−1
d
)
over the ring O(Vn) ∼= C[an, . . . , a0, a−1n ]. It implies, in particular, that
for any polynomial v ∈ Vn(C) the set of elements (v, F, r) ∈ Sn,d(C) with fixed v is finite,
of cardinality ≤ (n+d−1d ). Moreover, since the underlying scheme Sn,d is reduced, there
are exactly this number of such triples for almost all v (non-empty, open set of Vn).
Note that the functor Sn,d is equivalent to the functor, which associates to a ring
R ∈ Rd the set of pairs (v, F ) ∈ Vn(R) × Fd(R) of polynomials in R[x] such that the
polynomial F divides F ′′+2vF ′. Indeed, if (v, F, r) ∈ Sn,d(R) then F divides F ′′+2vF ′ by
the equation (2.4). On the other hand, if we have such a pair (v, F ) then the discriminant
of F is invertible (because otherwise there would be a specialization R → C so that
the specialized F ∈ C[x] would have multiple roots and would divide F ′′ + 2vF ′—a
contradiction) and there exist the unique r = v′+ v2 + (F ′′ + 2vF ′)/F so that the triple
(v, F, r) is an element of Sn,d(R).
Therefore, we are going to prove that for almost all v ∈ C[x] of degree n there are
exactly
(
n+d−1
d
)
monic polynomials F of degree d such that F divides F ′′+2vF ′. Actually,
a more general result will be formulated and proved in this section. As a motivation
consider two examples. Let v ∈ C[x] be a polynomial of degree n without multiple roots.
Then there are exactly
(
n+d−1
d
)
monic polynomials F ∈ C[x] of degree d such that F
divides the polynomial vF ′. Indeed, these are polynomials whose roots are roots of v
with all possible combinations of multiplicities. The second example is even simpler: if
G ∈ C[x] is a polynomial of degree m ≥ d without multiple roots then there are (md )
monic polynomials F of degree d such that F divides G. These two examples and the
question of how many elements there are in Sn,d(C) with the prescribed v ∈ Vn(C) are
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special cases of a general situation. Namely, the main result of this section will imply
that for a broad class of linear maps L : W dC → WmC the number of monic polynomials
F of degree d such that F divides L(F ) is exactly
(
m
d
)
. For instance, the second example
above with “constant” polynomial G corresponds to a linear map W dC → WmC given by
f 7→ p0G, where p0 is the coefficient to xd of f ∈W dC .
To formulate the general problem we define two new functors. Let m, d be integers,
m < d. Let Ld,m be a functor which associates to a ring R ∈ RC the set of linear
maps L : W dR → WmR with the following property: let c0 ∈ R be a coefficient to xm
in L(xd). Then for any positive k ≤ d we require the polynomial L(xd−k) − c0xm−k to
be of degree m − k with an invertible leading coefficient. It is a functor because for a
homomorphism R → R′ of C-algebras in RC the associated map Ld,m(R) → Ld,m(R′)
given by L 7→ L′ (the action of L′ on the basis xd, . . . , x, 1 comes from L) preserves the
mentioned property.
Consider also a functor Gm,d, which associates to a ring R ∈ RC a set of pairs (F,L),
where F ∈ R[x] is a monic of degree d and L ∈ Ld,m(R) such that the polynomial F
divides L(F ). Note that the division algorithm by a monic polynomial is correctly defined
over any ring, giving justified notions of quotient, remainder, and divisibility, which are
preserved by homomorphisms of rings. Thus we have again a correctly defined covariant
functor. The functor Sn,d is a “subfunctor” of Gn+d−1,d in a sense that for any R ∈ RC
we have an inclusion Sn,d(R) ↪→ Gn+d−1,d(R) given by (v, F, r) 7→ (F, f 7→ f ′′ + 2vf ′).
The set Gm,d(C) also includes solutions of the two examples above.
Both new functors are representable as follows. A linear map L ∈ Ld,m(R) for some
R ∈ Rc is specified by c0—the coefficient of L(xd) to xm, and by a linear map L˜ : W dR →
Wm−1R given by f 7→ L(f)− c0xm−df such that the defining restrictions for L ∈ Ld,m(R)
are satisfied. In the bases xk, . . . , x, 1 of involved W kR the matrix of the auxiliary L˜ has
the only restrictions that the most upper maximal minor is lower-triangular and elements
on its main diagonal are invertible. According to these restrictions the functor Ld,m is
representable by the ring
RL = C[c0, (ci,j)1≤j≤i≤d, (ci,j)1≤j≤d<i<m, (c−1i,i )1≤i≤d].
The universal L for Ld,m is given by
L(F ) = c0xm−dF + c1xm−1 + c2xm−2 + · · ·+ cm, (5.25)
ck = ck,0p0 +
min(k,d)∑
j=1
ck,jpj (1 ≤ k ≤ m),
for F = p0xd + p1xd−1 + · · ·+ pd.
To represent the functor Gm,d we use the following characterization of divisibility
of polynomials over a commutative ring R (with 1) will be used. The claim is that a
polynomial G¯ = c¯1xm−1 + · · · + c¯m ∈ R[x] is divisible by a monic polynomial F¯ =
xd + p¯1xd−1 + · · ·+ p¯d ∈ R[x] iff all maximal minors of the matrix
M =

c¯1 c¯2 c¯3 . . . . . . . . . . . . c¯m−1 c¯m
1 p¯1 p¯2 . . . p¯d
1 p¯1 p¯2 . . . p¯d 0
0
. . . . . . . . . . . . . . .
. . .
1 p¯1 p¯2 . . . p¯d
 (5.26)
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are zero. Indeed, MT is the matrix (in the basis xk, . . . , x, 1 of W kR again) of the linear
map ρ : Q0R×Qm−d−1R → Qm−1R defined by (c, f) 7→ cE+fF . If a monic F˜ divides G˜, then
ρ has non-trivial kernel and the first row of M is a linear combination of the other rows.
Conversely, if all maximal minors of M are zero, then note that the left-lower submatrix of
size m−n−1 has determinant 1, hence we can apply the Lemma 3.6 for MT and conclude
that the first row of M is the linear combination of the other rows, which means that
F divides G. Alternatively, one can use the straightforward divisibility characterization
that the remainder of division of G¯ by F¯ in a ring R is the zero polynomial. Actually, the
coefficients of the remainder are special maximal minors of M , namely the determinants
of submatrices which contain the first m− d columns of M . To see this note that we can
imitate the usual division algorithm of polynomials by subtracting from the first row of
M multiples of the second, third, . . . rows so that the first m − d elements in the first
row become zero. Then the last d elements in the first row will become coefficients of
the remainder, because the mentioned left-lower submatrix has determinant 1 and used
manipulations with rows do not change maximal minors of M . Such construction is basic
in subresultant theory, see Collins (1967).
Using the first criterion of divisibility the functor Gm,d is representable as follows. Let
L be the universal linear map (5.25) in Ld,m(RL). Take F¯ to be the universal monic
polynomial xd + p1xd−1 + · · · + pd of degree d, and G¯ = L(F¯ ) − c0xm−dF¯ = c1xm−1 +
c2x
m−2 + · · · + cm, according to (5.25). Let M be the matrix over RL[p1, . . . , pd] like
(5.26) for these F¯ and G¯. Let J be the ideal in RL[p1, . . . , pd] generated by maximal
minors of the matrix M . Then the ring RL[p1, . . . , pd]/J represents the functor Gm,d.
Finally we define the schemes Gm,d = Spec RL[p1, . . . , pd]/J and Ld,m = Spec RL.
Let piL : Gm,d → Ld,m be the morphism given by the natural transformation between
functors Gm,d and Lm,d such that for R ∈ RC the map Gm,d(R) → Ld,m(R) is defined
by (F,L) 7→ L. The main result of this chapter is the following.
Proposition 5.1. The morphism piL : Gm,d → Ld,m is finite of degree
(
m
d
)
.
Proof. Set n = m−d+1 for this proof. Let L and F¯ be the universal objects mentioned
just above, let M be the described matrix like (5.26) for F¯ and G¯ = L(F )−c0xm−dF , and
let J be the ideal in RL[p1, . . . , pd] generated by maximal minors of M . For convenience
we define sets (for a positive integer k):
Zk = {(s1, . . . , sk) ∈ Zk : 0 < s1 < · · · < sk ≤ m},
Ik = {(α1, . . . , αk) ∈ Zk : 1 ≤ α1 ≤ · · · ≤ αk ≤ d}.
For a vector s ∈ Zk let Ms denote the submatrix of M , consisting of the s1th, . . . , skth
columns (here and in the following, if s in a vector of integers, by si we denote the ith
component of s). To make expressions shorter, for s ∈ Zn we set c˜s = cs1,s1 ∈ R∗L (note
that s1 ≤ d for s of length n).
For α ∈ Ik let pα denote a monomial
∏k
i=1 pαi ∈ RL[p1, . . . , pd].
We shall use the graded reverse lexicographic monomial ordering on monomials on
p1, . . . , pd over the quotient field of RL. In our notations if α ∈ Ik, β ∈ Il then
pα ≺ pβ ⇔ k < l or k = l, αj < βjforj = min{i : αi 6= βi}.
To prove the proposition it is enough to show that the ring RL[p1, . . . , pd]/J is a finite
free RL-module of rank
(
m
d
)
. We will do this by showing that all maximal minors of M
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form a Gro¨bner basis (minimal, non-reduced, over the quotient field of RL) for the ideal
J with respect to the mentioned monomial ordering. In the notations introduced these
maximal minors are determinants of matrices Ms with s ∈ Zn.
First we show that for any s ∈ Zn the leading term of the determinant of Ms with
respect to the ordering is realized by a product of terms on the diagonal of Ms, and it is
equal to c˜spγ(s), where the map γ : Zn → In is defined by
γ(s)j = sj − j + 1, for 1 ≤ j ≤ n.
Indeed, consider detMs as an alternating sum of terms qσ = q1,σ(1) . . . qn,σ(n), where
qi,j is an element on the ith row and jth column of Ms, and σ is a permutation of
{1, . . . , n}. The leading term of the product of elements on the diagonal is the mentioned
c˜spγ(s). Consider the leading term pβ of qσ with σ 6= id. Let k = min{i : σ(i) 6= i} and
µ = p(β1,...,βk−1). Then qk,σ(k) is below the diagonal, and if it is not zero, then it is equal
either to 1 or some pj with j < γ(s)k. If in the last case this pj is ≺ any intermediate in
pγ(s)/µ and divides pβ/µ. Hence pβ/µ ≺ pγ(s)/µ. It follows that pβ ≺ pγ(s) in every case.
It is easy to see that conversely, any monomial pα of total degree n is a leading mono-
mial of some Ms. More explicitly, s = γ−1(α), where the inverse
γ−1(α)j = αj + j − 1, for 1 ≤ j ≤ n.
It follows that any monomial in RL[p1, . . . , pd]/J of total degree n (and greater) can be
linearly expressed in ≺ monomials, and as a consequence, in monomials in p1, . . . , pd of
degree < n. In other words, RL[p1, . . . , pd]/J is a finite RL-module generated by monomi-
als of degree less than n. We want to show that there are no elements in J whose leading
monomial has degree < n. Then it would follow immediately that RL[p1, . . . , pd]/J is a
finite free module over RL, generated by monomials in p1, . . . , pd of degree < n, and its
rank is equal to
(
m
d
)
—the number of such monomials.
To show this we have to prove that all maximal minors of M form a Gro¨bner basis
for J with respect to the graded reverse lexicographic ordering. Equivalently, (Cox et al.,
1992) we have to show that for any s, t ∈ Zn the S-polynomial of determinants of Ms
and Mt can be expressed as follows:
c˜t
pβ
gcd(pα, pβ)
detMs − c˜s pαgcd(pα, pβ) detMt =
∑
q∈Zn
ms,t,q detMq (5.27)
(here α = γ(s) and β = γ(t)) with leading monomials ofmk,l,q detMq being≺ lcm(pα, pβ)
—the lowest common multiple of pα and pβ .
The expression (5.27) for Ms and Mt will be proved by induction on the number of
elements in {i : si 6= ti}. First we consider the case when maximal minors Ms and Mt
differ by one column. Without loss of generality we may suppose that sk < tk for some
k ≤ n and si = ti for i 6= k. Then α = γ(s) and β = γ(t) also differ only by the kth
place. We construct a matrix M˜ of size (n + 1) × (n + 1) as follows. The last n rows of
it form a matrix Mz, where z = (s1, . . . , sk, tk, sk+1, . . . , sn) ∈ Zn+1 (so the matrix Mz
contains all columns of Ms and Mt). The first row of M˜ is the first row of Mz if k = 1, or
the kth row of Mz multiplied by c˜s otherwise. Obviously the determinant of M˜ is zero.
If we expand it by n× n minors of M˜ to the first row, we get
0 =
n+1∑
j=1
(−1)j+1mˆj det M˜j (5.28)
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(here M˜j = M(z1,...,zj−1,zj+1,...,zn) and mˆj is the jth element of the first row of M˜). This
expression has properties:
• M˜k = Mt and M˜k+1 = Ms, and the leading monomials of mˆk and mˆk+1 are pαk
and pβk correspondingly. Up to constants in R
∗
L these two terms give the left-hand
side of (5.27); note that c˜s = c˜t if s1 = t1. If k = 1, then the non-leading terms
of mˆk and mˆk+1 could be considered as two summands on the right-hand side of
(5.27) with q = s and q = t.
• if j < k, let µ = p(α1,...,αj−1); then the leading monomial of mˆj det M˜j divided by µ
is ≺ pαpβk/µ, because it is divisible by mˆj , and mˆj ≺ pαj . Hence the leading term
of mˆj det M˜j is ≺ pαpβk .
• if j > k, let µ = p(α1,...,αk). Then the smallest intermediate in the leading term of
mˆj det M˜j divided by µ is pβk+1, which does not divide pαpβk/µ. We can draw the
same conclusion here also.
These properties imply that that (5.28) gives the required expression (5.27).
In general case, when Ms and Mt differ by more than one column, let kth be the first
column from the left by which the matrices differ. Without loss of generality suppose
sk > tk. Let z ∈ Zn be defined by zi = si for i 6= k and zk = tk. Then z ∈ Zn in-
deed. By the induction hypothesis one can express S-polynomials S(detMs,detMz) and
S(detMz,detMt) as in (5.27). But the S-polynomial S(detMs,detMt) is expressible as
gcd(pγ(s), pγ(z))
gcd(pγ(s), pγ(t))
S(detMs,detMz) +
gcd(pγ(z), pγ(t))
gcd(pγ(s), pγ(t))
S(detMz,detMt).
Therefore we can express the S-polynomial of any Ms and Mt like in (5.27).
As a conclusion, maximal minors of M form a Gro¨bner basis for J with respect to the
graded reverse lexicographic ordering. It was already noted that this fact implies that
the ring RL[p1, . . . , pd]/J is a finite free RL-module of the required rank. 2
This proposition implies, that for all linear maps L ∈ Ld,m(C) the number of monic
polynomials of degree F such that F divides L(F ) is ≤ (md ). Since we have examples of L
that the number of such F is exactly
(
m
d
)
, in general, a linear transformation L ∈ Ld,m(C)
has this maximal number of such F polynomials.
Part (iii) of the original problem is a direct consequence of the proved proposition,
because it remains to restrict ourselves to a subvariety of Lm,d isomorphic to Vn. In other
words, we tensor RL[p1, . . . , pd]/J → RL with the surjective image of RL → O(Vn) and
conclude that Rn,d ∼= RL[p1, . . . , pd]/J ⊗C O(Vn) is a finite free module over O(Vn) ∼=
C[an, . . . , a0, a−1n ] of rank
(
n+d−1
d
)
. This is the same as saying that pir : Sn,d → Vn
is finite to the same degree, as promised. Since Sn,d is smooth, for most v ∈ C[x] the
number of elements in Sn,d(C) “over” v is exactly
(
n+d−1
d
)
.
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