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of the requirements for the degree of Electrical Engineer.
A. G. Bose
2. NOISE ANALYSIS IN MAGNETIC TAPE RECORDING
The present study has been completed by P. Pique . It was submitted as a thesis in
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of Electrical Engineering, M. I. T. , June, 1960.
A. G. Bose
3. NONLINEAR SYSTEMS WITH GAUSSIAN INPUTS
This study was completed and presented by D. A. Chesler as a thesis in partial
filfillment of the requirements for the degree of Doctor of Science, Department of
Electrical Engineering, M. I. T. , June, 1960. The study will also be published as Tech-
nical Report 366.
Y. W. Lee
4. DESIGN PROBLEMS IN PULSE TRANSMISSION
This study has been completed by D. W. Tufts. It was submitted as a thesis in
partial fulfillment of the requirements for the degree of Doctor of Science, Department
of Electrical Engineering, M. I. T., June, 1960, and will also be presented as Technical
Report 368.
Y. W. Lee
B. PROBABILITY ANALYZER UTILIZING SECONDARY EMISSION
1. Introduction
The analyzer described here is based on work originated by A. G. Bose in connec-
tion with level selector tubes, as described in the Quarterly Progress Reports of
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January 15, 1956, page 107, and July 15, 1956, page 49, and disclosed in Patent Applica-
tion of Amar G. Bose, Serial Number 622, 685, filed November 16, 1956.
The probability p(x 1 ) is determined by time-averaging a random variable, u(t), which
is defined as
1 x < x(t) < Ax
u(t) =
0 otherwise
The signal or signals that are to be analyzed are fed to the deflection plates of a
special-purpose cathode-ray tube. Instrumentation within the tube receives the input
signal and generates the function u(t) directly for each interval that is being studied. The
function u(t) is then time-averaged, and p(x 1 ) is read out with a pen recorder. The
analyzer tube employs a masked target that is bombarded by a standard cathode-ray gun.
Basically, the random variable, u(t), is derived by bombarding a target with the
deflected electron beam. Each time that the signal, x(t), applied to one set of the deflec-
tion plates, causes the beam to be deflected and pass through the square opening, we
say that the signal is in the interval xl to x 1 + Ax, where Ax is one dimension of the
square. A pulse of current is fed out of the target to a time-averaging network to deter-
mine p(x 1 ). For p(x2), p(x 3 ) . .., a bias is placed on the same set of deflection plates
to permit the hole to represent x2 + Ax, x3 + Ax, .
Similarly, the second-order probability p(x 1 , y1) is the time average of a u(t) that is
derived by allowing the beam to be deflected by a second signal, y(t), which is applied
to a second set of deflection plates. We determine the probability that xI < x(t) < xl +
Ax and yl < y(t)< yl + Ay, where Ax and Ay are the dimensions of the opening. As
before, a bias placed on the y set of deflection plates provides the opportunity for
observing different y(t) levels. An automatic change of the x bias is provided for
scanning the x(t) range.
In practice, p(x) is determined in its entirety by automatic scanning. For p(x, y),
p(x, Yl) is determined by automatic scanning. Then p(x, y2 ), p(x, y3 ) ... are obtained
by manually scanning the entire range of y(t), one interval at a time.
The success of this instrument results primarily from the suggestion of Bose to
utilize secondary emission rather than attempt to avoid it - to derive not only a u(t) of
sizeable amplitude but also one that is undistorted by noise. With this method the elec-
tron beam is used for switching. Furthermore, stray inductance and capacitance in the
circuitry that handles the pulses of u(t) do not affect accuracy because only the dc value
of u(t) is important here.
2. Scanning System
The cathode-ray tube provides a method of observing the amount of time that the
signal spends in any given interval. The scanning system selects the interval to be
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analyzed. For a single probability, the scanning system projects the amplitude of the
signal on a line and, by means of a saw-tooth bias on the deflection plate, slides the
interval that is to be analyzed slowly over the entire line. For joint probability the sig-
nals that are to be analyzed are projected on a square area. As before, a saw-tooth
bias applied to one set of deflection plates moves a square-shaped interval over one
dimension, while a 50-position, manually-set bias selects the distance along the second
dimension.
A ratio of 1/50 between the interval size and the length of the line was selected in
order to attain an acceptable degree of accuracy in the quantization. Because a small
beam cross section with sufficient intensity was necessary, the 5CP cathode-ray gun
was chosen; selection of this gun means that the aperture size as seen by the gun must
be 0. 1 inch 2 . In order to ensure that the inputs are analyzed as accurately as possible
without exceeding the limits of the electron gun, the signals must be amplified to fit into
a 375 -volt channel. Astigmatism problems associated with variation in the dc level of
the deflection plates were avoided by designing the input and interval selector circuits
for push-pull operation.
In normal operation, the deflection plates have a +500-volt dc level. A 1-Ff paper
capacitor isolates the input amplifier from the dc deflection plate voltage and sets the
lower half-power point on the input frequency to 0. 3 cps when a low impedance source
is used. Electron transit time through the deflection plates sets the upper frequency
limitation of this instrument as it is designed. We note that with a distributed deflection
plate system, the high-frequency bound could be appreciably increased.
3. Target Assembly
a. General
The target assembly, which consists of a collector plate, target, target housing, and
guard ring, determines the size of the interval that is to be observed and acts as a cur-
rent source in generating the random variable, u(t).
Ideally,
P[x l 4x(t ) <x1 +Ax]p(x 1) = lim Ax (1)
Ax-0
But in practice, Ax is a finite interval, the effect of which is the integration of the actual
P(xl) over the interval Ax. Stated mathematically, we have
x+Ax/2
P(xl)measured =  -Ax/2 P(l) actual dx (2)
Jordan (1) determined the error eq(x1 ) resulting from finite interval analysis to be
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eq(x) = p"(x 1) 24 + R(x )
where
(x) 3
R(x l ) < M(x1) 192 0 < M(x 1 ) < 1
If a saw-tooth signal is introduced into one set of deflection plates, e (x ) is zero
when xl < max I x(t) - Ax because all derivatives of p(x) with respect to x are equal to
zero.
It is possible to rewrite Eq. 2 as
P(X)measured =0 (xl-xo) h(x o ) dxo (4)
where
h(x ) = x I - Ax/2 < x(t) < x I + Ax/2
all other values of x(t)
Let us consider the operation performed by the cathode-ray tube as a linear system,
operating on an input that is the actual probability density of the signal that is being
analyzed. The impulse response of this system is determined by the shape of u(t) when
a saw-tooth voltage is applied to one set of deflection plates and the interval observed is
fixed. The inherent error results from observing the signal's presence in a finite Ax
with a finite beam. As a consequence, the optimum impulse response, h (x), within the
constraints of finite-beam size and finite interval size, is as shown in Fig. XII-1. The
rounding off is due to finite-beam cross section. When, in single probability, the signal
is projected in a 5-inch line, the distance Ax is 0. 1 inch.
LINEAR SYSTEM
p(x -ACTUAL ho (x)
0 Ax x
p (x )MEASURED
Fig. XII-1. Impulse response of the oper-
ation performed by cathode-
ray tube.
A major concern of this study was
the development of techniques for bending
the electron beam in order to minimize
other sources of error and noise within
the cathode-ray tube.
In previous designs of probability
analyzers that use the cathode-ray tube
to generate the random variable, u(t), a
target with 6 < 1 was used. As a con-
sequence, the pulses flowing out of the tube were altered seriously by the presence of
secondary emission on the target. Not only did these secondaries reduce the amplitude
of u(t) in a non-uniform manner because of changes in 6 resulting from edge effects,
but they introduced two additional random noise sources.
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The first and most important of these is that the drifting back of electrons through
the aperture to the high-impedance deflection plate system causes random errors in the
amplitude of the input signal. The second noise source comes from the rebounding of
secondaries off the collector plate and their return to the target.
To avoid these noises resulting from unwanted secondary emission, the choice was
made to use secondary emission (i. e. , 6>1) and a tilted target to generate the random
variable, u(t).
b. Bending the Beam
A technique for obtaining the optimum impulse response, h (x), was developed. This
technique is based on bending the electron beam in the region between the aperture in
the collector plate and the target. By tilting the collector plate and the target 450 with
respect to the beam and adjusting the voltage of the collector with respect to the target,
the beam can be directed in such a way that it bombards the target at angles of incidence
from 450 to the grazing angle. This control reduces to insignificance the aforementioned
errors.
Because the distribution with respect to the angle of the intensity of secondary elec-
trons from a target is approximately cosinusoidal - regardless of the angle of incidence
of the primary beam (2) - the farther away from 0 the aperture is positioned and the
smaller the solid angle it subtends, the fewer are the secondaries from the target that
will drift through the aperture. As an illustration, consider Fig. XII-2. In Fig. XII-2a,
BEAM BEAM
COLLECTOR
PLATE
(a) TARGET (b)
NORMAL TILTED TARGET
INCIDENCE O -DISTRIBUTION OF ASSEMBLY WITH
SECONDARIES BENDING FIELD
LEAVING TARGET PRESENT
Fig. XII-2. Effect of using the tilted target and bending field
on noise secondary emission.
the aperture subtends a larger solid angle at a position where the intensity of second-
aries is the greatest. In addition to the improvement resulting from the geometry, the
high field in the region between the collector and target further eliminates undesirable
stray electrons.
As stated before, the noise from unwanted secondary emission has been avoided in
this instrument by employing secondary emission to generate u(t). In order to obtain a
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pulse train of adequate amplitude, a technique for obtaining a high stable yield of sec-
ondary emission was developed. It is well known that for a smooth target surface, 6
increases with the angle of incidence of the primary beam. In this study the effects of
the angle of incidence on 6 were observed for increasing angles of incidence on a beryl-
lium copper target. This bending technique not only increased the amplitude of u(t), but
decreased, through the high field present, the noise caused by secondary electrons
bouncing off the collector plate and returning to the target.
Upon intersecting the rounded edges of the aperture the beam is refracted on its
path to the target and impinges on it at various angles. As a result, 6 varies as the
beam sweeps across the aperture. The impulse response no longer is flat; it is rounded
off where the refraction causes the beam to impinge at an angle less than the angle
between the unrefracted beam and the normal to the target and is built up where the bear
is forced to impinge at an angle greater than the angle between the unrefracted beam and
the normal to the target. Since the slope of the curve of 6 vs. angle of incidence does
not increase significantly until the angle of incidence becomes larger than 450, the build-
up is much more pronounced than was the rounding-off. By properly controlling the
bending field, the beam can be made to graze the target. At this point, not only is a
high value of 6 achieved, but the peaks on the impulse response are removed. The
electrons that have been refracted to a larger angle never reach the target.
c. Secondary Emission
We investigated three suitable target materials and two methods of processing
them to obtain a relatively high, stable, secondary-emission yield in order to gen-
erate a u(t) of adequate amplitude. [P. Youtz supervised the construction of our
tubes at Lincoln Laboratory.] The first
tube in this series employed a target
5 .GRAZING tilted at 450 to the beam with a par-
allel collector plate at a distance of
4 3/16 inch. The target was manufactured
by depositing beryllium on a stainless-
steel plate and allowing the beryllium
to oxidize. The normal 0. 1-inch aper-
2 69o  ture (as seen by the electron gun) was
used in the collector plate. Within the
1000 2000 3000 limitations of the tube a family of curves
TARGET VOLTAGE from 45 0 to grazing incidence was meas-
Fig. XII-3. Plot of 6 vs. target volt- ured (Fig. XII-3).
age for changes in angle of Arc-over at the target end of theincidence (target, beryllium
oxide). tube limited the highest target voltage
146
(XII. STATISTICAL COMMUNICATION THEORY)
permissible on each of these curves. As lower target voltages were investigated, beam
defocusing set the minimum voltages. To ensure accurate measurements of 6, a crite-
rion was set that the beam size be at least smaller than the aperture to avoid errors
from edge effects. For example, if the beam were larger than the aperture, a section
of the beam would refract at the edges and impinge upon the target at angles other than
those dictated by the bending field. The magnitude of this effect may be seen by the
change in heights in each of the various traces in Fig. XII-8. As expected, the 790, 670,
and 450 curves, where the 6 is not highly sensitive to small changes in angle, are
smooth, whereas those of grazing incidence are far more sensitive.
In the second and third tubes, beryllium copper was the basic target material. Two
processes of target preparation were used. The first used rf heating in outgassing
beryllium copper; the second used baking at 500 C. In each method, the target was
conditioned by placing it in a vacuum of 10- 7 lb/inch2 and heating it until the vacuum
became insensitive to the heat applied. In the rf heating process, the temperature of
the target was increased until the beryllium began to boil to the surface and discolor
the copper. But in the baking process, outgassing was accomplished at 5000 without
causing surface discoloration of the copper.
The second tube in this series employed two targets from the rf heating process.
One target was positioned normal to the beam; the other was tilted 45'. A collector
plate with two apertures was mounted parallel to the tilted target in order to use the
bending-field technique. For normal-incidence measurements, a 30-volt potential
between the normal target and collector was used. This voltage was sufficient to
capture all secondary electrons but not to establish a significant bending field.
3.6 -
/GRAZING
o o o
32 -
0
2,8- \ 45
0 0
24-
0
I.6
500 1000 1500 2000
TARGET VOLTAGE
Fig. XII-4. Plot of 6 vs. target voltage for changes in angle of incidence
(target, beryllium copper prepared by rf heating).
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Fig. XII-5. Final target assembly.
[We wish to express our appreciation to Mr. Patrick Youtz and his associates
at Lincoln Laboratory, M. I. T., for assistance during the past several years
in matters relating to the construction of this tube.
Y. W. Lee, A. G. Bose, R. W. Burton]
1000 1500 2000 2500
TARGET VOLTAGE
Fig. XII-6.
3000 3500 4000
Plot of 6 vs. target voltage for changes in angle of incidence
(target, beryllium copper prepared by baking).
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COLLECTOR
PLATE
BEAM
LAVA
TARGET
Fig. XII-7. Cross section of the lava-enclosed target.
(a) (b)
Fig. XII-8. Impulse response, h(x), of final model of cathode-ray tube:
(a) vertical sweep (X input); (b) horizontal sweep (Y input).
BEAM
COLLECTOR
PLATE /
TARGET
Fig. XII-9. Beam path at grazing incidence (v = one-half of the voltage
of the collector plate with respect to the cathode).
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In the family of curves of this target (Fig. XII-4), arc-over again limited the high
voltage measurements; and, on the 450, 790, and grazing-incidence curves, beam defo-
cusing set the lower bound. On the normal-incidence curve, however, a strong field
between the target collector assembly and anode No. 3 was established in a manner that
would bend the beam toward the anode and thus increase its angle of incidence on the
target. The dotted line in Fig. XII-4 has been explained by this effect.
As may be noted, the increase in 6 with angle was considerably less than might be
anticipated. It is felt that the discoloration during rf heating changed the once smooth
surface to one that was comparatively rough. As a result, on the third target, effort
was devoted to the preparation of a smooth glossy target.
During experimentation with this second tube, it was found possible to bombard the
targets indirectly by aiming the beam between the collector and the Dag-coated glass
wall of anode No. 3. At some angles the potential on the various electrodes caused the
beam to bend around the collector plate and impinge on the target. To avoid this pos-
sible error in probability measurements, an enclosed target was developed for the final
model. It was also noted that the beam could be made to bombard the unprotected glass
walls at the tube sealing-point behind the target assembly. To prevent a possible burn-
through of the glass, a guard ring was introduced (Fig. XII-5).
The third cathode-ray tube of this series employs a tilted, enclosed target that was
processed by baking. The retention of a glossy target finish resulted in an appreciable
increase in secondary emission.
During preliminary secondary-emission measurements an over-all increase in 6
was noted as the beam bombarded the target for several hours. The highest 6 meas-
urements accomplished are recorded in Fig. XII-6. After 50 hours of bombardment a
20 per cent degradation of this peak curve occurred.
Although the enclosed target solves the difficulties encountered in previous tubes,
new problems resulted from using lava as the shield (Fig. XII-7). In particular, because
the intensity distribution (with respect to angle) of secondary electrons from the target
is cosinusoidal (2), some of them strike the lava. In view of the fact that the 6 of lava
is greater than 1 for the voltages in this application, the lava is charged to some fixed
voltage. This voltage is either the collector voltage or the voltage at which 6 becomes
equal to 1. In either instance, a high field is built up between the target and the lava;
this field tends to reduce the effect of the bending field. As a consequence, it was not
possible to establish a bending field of sufficient intensity in the region between the col-
lector plate and the target to overcome this reducing field and effect grazing incidence
(Fig. XII-8).
The three traces shown in both Fig. XII-8a and 8b represent the change in the ampli-
tude of the impulse response with increasing angles of incidence. Because of the reducing
field it was possible merely to estimate these angles as 450, 600, and 750. It is interesting
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to note in Fig. XII-8 the effects of beam refraction from the edges of the aperture that
were previously discussed. In (a), vertical sweep caused the beam to traverse a path
down the inclined face of the collector plate. In (b), with a horizontal sweep, the beam
is swept across the collector plate, and the edge effects are identical.
To reduce the constraints set by the lava shield in this tube, a larger target enclo-
sure may be used to remove the reducing field from the region in which the bending of
the electron beam is actually accomplished. It can be shown that the beam in grazing
incidence follows the parabolic trajectory presented in Fig. XII-9.
4. The Integrating Circuit
a. General
The integrating circuit performs time-averages of the derived random variable, u(t).
Four time constants are available: 0, 6, 18, and 36 seconds. As stated previously, the
purpose of the zero position is the dynamic balancing of the impulse response of the
cathode-ray tube. The speed of the pen recorder, the lowest frequency present, and
the desired integration time determine the choice of the nonzero time constants.
A 12AU7 triode is used to amplify u(t), the time-averaged value of u(t), to permit
full use of pen recorder accuracy. A potentiometer in the grid circuit permits adjust-
ment of the amplitude of u(t), without affecting the time constant, and thus ensures an
adequate swing of the pen recorder within the linear operating range of the triode.
With no signal input the 12AU7 triode operates at 2 ma. The dc balance serves to
reduce to zero the current flowing through the pen recorder. As a consequence, during
the warm-up period of the analyzer the pen recorder should be short-circuited. For
protection a 5-ma fuse is incorporated in the pen recorder input circuit.
b. Selection of the Time-Constant
The considerations entering into the choice of the time constant are fairly standard.
As a result, the same approximations that were employed by White (3) are used to deter-
mine a time constant that is compatible with reasonable integration time and recorder
speed (i. e., the rate at which the interval under analysis is being swept across the
entire amplitude of the signal being analyzed).
By interchanging the driving gears of the paper feed, three speeds are available for
read-out in the pen recorder. We note that, because the saw-tooth sweep is geared to
the paper feed of the pen recorder, the interval Ax that is being studied is always syn-
chronized with its corresponding interval in the read-out curve, regardless of the
recorder speed. A fair degree of accuracy can be assured by satisfying the inequalities
1 (Ax analysis time) > time constant > 5(maximum integration time) (5)5
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Table XII-1 summarizes the application of this equation to each of the three
recorder speeds.
Table XII-1. Summary of application of equation 5.
Recorder Ratio of Total Analysis Ax Analysis TC TC Maximum
Speed Driven Gear Teeth to Time Time max actual Integration
Driving Gear Teeth Time
(in/hr) (hr) (min) (sec) (sec) (sec)
6.0 30/60 0.75 0.81 10 6 1.2
3.0 45/45 1.50 1.62 20 18 3.6
1.5 60/30 3.00 3.24 40 36 7. Z2
Note: This table is based on the optimum quantizing ratio of 1:50.
5. Experimental Results
a. General
The final configuration of the probability analyzer (see Figs. XII-10 and XII-11)
employs the third tube designed in this series. The analyzer will accept one or two
inputs to determine single or joint probability. The frequency response of those com-
ponents that follow the scanning system set only a low-frequency limit. Quantizing
error and recorder speed fix the time constants of the integrator at a lower half-power
point of 0. 14 cps. It is well to note that the parasitic inductance and capacity of the
target lead and the integrator circuit to which it is connected do not limit the high-
frequency response because they do not affect the average value of u(t).
There are two major sources of error. The first results from quantizing; the
second, from finite integration time.
If the input to the analyzer is a nondeterministic signal, it is reasonable to say that
the longer we average u(t) the better we can approximate p(x). To obtain an order of
magnitude of the error resulting from finite integration time, it is convenient to assume
that the occurrence of pulses in u(t) can be approximated by a Poisson distribution. The
variance of this distribution is known to be kT, where k is the average number of pulses
per second in u(t) and T is the integration time. The variance of the pen-recorder
2
reading is the variance a0 of the time average of u(t). The variance can be determinedr
as follows
2 2
- of the Poisson distribution = (N-k) = kT (6)
. of the time average of the Poisson distribution = k(7)
and the standard deviation, cr , is
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1)/ Z
(k /(8)
Since k is usually proportional to the probability density, it can be stated that,
with a given integration time, ar will vary as the square root of the probability
Fig. XII-10. The probability analyzer.
density. Conversely, with a fixed p(xl), cr will vary as the inverse square root of
the integration time.
Three experimental results will be presented to demonstrate the effect of these
errors.
b. Particular Results
In Fig. XII-12 the probability density of a 2-kc sine wave is shown with the theoret-
ical check points. In this case the primary source of error is from quantizing, as dis-
cussed previously. The error due to finite integration is comparatively small because
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Fig. XII-11. Circuit diagram of probability analyzer.
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Fig. XII-12. Probability density of 2 kc-sine wave (experimental
with theoretical check points; quantizing 1:20).
Fig. XII-13. Probability density of high-frequency gaussian
noise (experimental).
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Fig. XII-14. Probability density of low-frequency gaussian
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u(t) contains mainly high-frequency components (i. e., above 2 kc) and the integration
time is 6 seconds. To emphasize the error due to quantizing, a quantizing ratio of 1/20
was chosen instead of the maximum ratio of 1/50.
To demonstrate the error from finite integration, two examples are presented for
contrast. The first (Fig. XII-13) is the probability density of gaussian noise (having a
bandwidth of 20 cps to 20 kc). The second (Fig. XII-14) is the p(x) for gaussian noise
having a bandwidth of 20-100 cps.
Inserts A, B, and C in Fig. XII-14 serve to point out the effects of k and T as
described by Eq. 8. Each insert illustrates the movement of a particular point on tne p(x)
curve with k and T as parameters and the amplitude interval observed fixed. Inserts A
and B represent the variation of the same point resulting from time constants of 6 and
18 sec, respectively. Inserts A and C, with a 6-sec time constant, demonstrate k depen-
dence. In this example, p(xa) is approximately four times greater than p(xb).
The final experimental result is a linearity test, the purpose of which is twofold:
the first is to demonstrate the linearity of the analyzer; the second, the dynamic range
of the analyzer.
In the experiment, a 2-kc variable pulsewidth rectangular waveform was analyzed.
Within a fixed period the ratio of negative to positive pulse duration was varied from
1/1 to 1/128, and the associated probability was measured. Fig. XII-15 presents the
results. The dynamic range of analysis may be considered as
maximum readable p(x)Dynamic range of analysis = (9)minimum readable p(x)
As may be noted from Fig. XII-15, this ratio is 128:1 or 42 db.
R. W. Burton
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C. THE ASYMPTOTIC BEHAVIOR OF THE ERROR IN A FINITE KARHUNEN-
LOEVE EXPANSION OF A STATIONARY RANDOM PROCESS
Let x(t) be a zero-mean random process in the interval (-A, A) with autocorrelation
function R(s,t) = E[x(s)x(t)]. It is well known that the process may be written as an
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0o
orthonormal series, Z a nn(t), with uncorrelated coefficients (1). The functions used
n=1
must be solutions to the integral equation
A
A R(s,t) n(t) dt = nn(S) -A < s < A 
(1)
where the eigenvalues are all positive and are placed in order of decreasing magnitude.
The coefficients are given by
an = xA (t) cn(t) dt (2)
-A
It is also known that a series consisting of the first N terms of the series above gives
a smaller mean-square error in representing x(t) than any other series of the same
form (2, 3,4). It is the purpose of this note to study the asymptotic behavior of the error
for a stationary process as A increases.
We define the mean-square error as
A x N
e(A) = E A x(t) - an (t dt (3)
_A n=l
which, on using normality and Eq. 2, reduces to
e(A) = E x(t) dt - a
-A n=l 1
1 A N
- R(t, t) dt - x n (4)ZA !A n
:A n= 1
Since the process is stationary, we have R(s,t) = R(s-t) and R(t, t) = R(O) which gives us
N
e(A) = R(0)- ZA Z kn (5)
n= 1
As the interval size is increased, we shall hold the ratio k = N/2A constant. That is,
k will be the average number of terms per unit time on the interval. We shall then be
2kA
interested in the behavior of 1/2A Z n as A increases.
n=l
The following theorem of Kac, Murdock, and Szego (5) will be used.
Theorem. Consider the integral equation
p(s-t) kn(t) dt = Kn n(S) -A < s < A
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with eigenvalues 2I >X  > .... If we define
F(f) = p(t) exp(-iZrft) dt (6)
then
lim ~ NA(a,b) = [f;a<F(f)<b] (7)
where NA(a, b) is the number of eigenvalues having magnitudes that fall within (a, b), and
fL[E] denotes the measure (or length, for our purpose) of the set E. Equation 7 is true,
provided that (a, b) does not contain zero and the sets in which F(f) = a or F(f) = b are of
measure zero.
If R(t) = p(t) in the theorem above, F(f) is then the power density spectrum of the
process x(t) and is therefore everywhere positive. Since x(t) is real, F(f) is even. Let
us assume that F(f) is continuous and monotonically decreasing for positive arguments.
We then subdivide the interval (a , bo) in the range of F into N subintervals, denoting
the subdivision by (ao , a .. . , aN-1, l'aN=bo) where ao = F(fo) and b = F(0). The corre-
sponding subdivision of the positive domain is (fN=0, fN-1' .. fl' fo) where a. = F(f i)
We now observe that from the theorem
2a (f -fn) < lim Xm 2a (f -f-n-1 n-1 n A A km n n-1 nA-oo D
n
where D = [m;a 1n- an], and from this it follows that
N N
2 a (f -f) < lim - X 2Z a(f -fn) (8)
n-i n-1 n Acc2A Dm nn-1 nn= 1 -o D n= 1
where D = [m;X > a ]. This is true for any subdivision; and by the definition of the
Riemann integral (6), if F(f) is integrable, then
N N
1. u.b. 2 a n-(f n--f = g.l.b. 2 a (f nl-fn)
n=l n=l
f f
2 o F(f) df = o F(f) df (9)
S-f0 o
and we have
lim 1 = fo F(f) df (10)
A-oc D f
158
(XII. STATISTICAL COMMUNICATION THEORY)
Placing fo = k/2 we obtain
urn 1-k/2
lim >' n =
A-oo D -k/2
F(f) df
where D = [n;XknF(k/2)]. We then observe that from the theorem
lim - NA[F(k/2 ) , c] = k
A-oo
or
NA[F(k/2), cc] - 2kA
so that we have
2kA
lim - kn
A-oo n= 1
I k/Z
-k/2
F(f) df
Now, since
R(o) = ; F(f) df
we then have from Eq. 5
00
lim e(A) = 2
A-co k/2
F(f) df
We now note the relation between this result and the Sampling Theorem. If we first
pass the process x(t) through a bandpass filter of passband [-k/2,k/2], then by the
Sampling Theorem we can, on the average, represent the output by
2WT = 2(k/2)(2A) = 2kA
samples. This is identical to the number of terms that we have
we have the same amount of error.
Subject to the conditions of the theorem, a similar result
nonmonotonic spectra. It amounts to adjusting a in such a way
We then have for the error
used in the series, and
can be obtained for
that p[f;F(f) ao ] = k.
lim e(A) = F(f) df
A-oo E
where E = [f; F(f) <ao]
I wish to thank Professor C. E. Shannon for his pertinent suggestions regarding this
note.
K. L. Jordan, Jr.
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D. NOISE ANALYSIS IN MAGNETIC TAPE RECORDING
[Editor's note: A report on this research, prepared by P. Pique, has been received
for publication. It will be presented later.]
E. STATISTICAL BEHAVIOR OF COUPLED OSCILLATORS
In this report, we shall show that under certain general conditions, the sum of the
outputs of a number of coupled oscillators becomes gaussianly distributed as the num-
ber of oscillators becomes infinite. The report also contains an expression for cal-
culating the exact distribution for a finite number of oscillators.
Our theorem involves the concept of what we shall call uniform phase functions. By
a phase function, 4(t), we mean the argument of a periodic function whose period is 2nr;
for example, cos p(t). We then say that {n (t)} is a set of uniform phase functions if,
for any set of integers, {Kn}, the fraction of time that the function
N
0(t) = Kn(t) (1)
1
is between the angles a1 and a 2 is l a2-al . An example of a set of uniform phase
functions is the set {4n(t)=wnt} in which the frequencies, n', are linearly independent.
That is, the only solution, {Kn}, in integers, of the equation
N
K w = 0 (2)
1nn1
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is K 1 = ... = KN = 0. We note that a set of frequencies for which this condition is not
satisfied is a set of measure zero. Thus, if one were to set the frequencies of a num-
ber of oscillators, their frequencies would almost certainly be linearly independent.
Our theorem may now be stated as follows: Let
N
SAnF[ n(t)]
hN(t) = (3)
and define* iR{SN(al, a 2 )} as the fraction of time that al < hN(t) < a 2 . We shall prove
that if
(a) F(e) = F(O+Zr)
(b) F(O) dO = 0 and 1/2Z F2 (0) dO = 1
00
CO
(c) A2 = and IAA <M
1
(d) { (t)} are a set of uniform phase functions then
lim ~~{SN(alaZ)} = 1 ;a 2 exp - 2 )dx (4)
N-oo (2 )1r) 1
The proof involves the evaluation of
R{SN(a la2)} = lim g [ht) ] dt (5)T-oo 2T
where
g(x) = < x < a(6)
0 elsewhere
Now, the Fourier transform of g(x) is
G(w) = g(x) exp(jwx) dx = -- [exp(jwa 2 )-exp(jwa 1 )] (7)
In terms of measure theory, we are saying that SN(ala2) is the set on which a <
hN(t) < a2 and LR{S} is the relative measure of S. That is, IR{S} = lim 1 p.{S n(-T, T)},
where is the Lebesge measre of the sT-oo
where tx is the Lebesgue measure of the set.
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Consequently
g(x) = 2 ;f
ZCO
G(o) exp(-jwx) dc
and we can write Eq. 5 in the form
r T
PR{SN(ala 2 )} = lim T--oo -T
dt 1
2 r-00
G(w) exp[-jwhN(t)] do
It can be shown rigorously that, although the domain of integration is (-oo, 00) and G(w) is
not absolutely integrable, we can interchange the order of integration and write Eq. 9 as
PR{SN(ala2)} =
Too
T
G(w) dw lim 2T exp[jhN(t) ] dt
T-oo -T
G(co) MN(w) do
and also that
lim R{SN(al a2)}
N-coc
We shall now evaluate
-,
(11)
MN(W) = lim
T-oo
1 T
2T f T exp [j whN(t) ] dt
=lim i
T-oo -T
exp JTNL AnF[(t) ] dt
1/2
21
It can be shown that Eq. 12 can be written as
N IT
MN() = lim 2T
1 T-oo -T
exp(jN AnF [n(t) ]) dt
Now, since 'n(t) is a uniform phase function, it can also be shown that
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G(w) lim N(W) d[NZo I
(XII. STATISTICAL COMMUNICATION THEORY)
= lim 1
In T-oo -T
1
-2rr exp(z 0
cc
p=1
jnN AnF(O)) dO
cos 1N AnCp
where C are the coefficients in the expansion of F(O) as
P
c00
F(O) =
1
and {r (x)} are the Rademacher functions.
functions defined (1) as
r (X) = r (x+ 1)
r (x) = rl(2P- 1x)
and for 0 < x < 1
r I1
rl(x) =
-1
0 x< 2
1
x< 12
These are an orthonormal set of periodic
(17)
Figure XII-16 is a sketch of the first three Rademacher functions.
and 15, we have
Thus, from Eqs. 14
N
MN() = I~
n=1
cos iN An C
The exact distribution for N oscillators may be calculated by means of Eqs.
It is not difficult now to show that
lim MN(w) = exp(-)
N-oo
(18)
10 and 18.
(19)
[Although the Rademacher functions do not form a complete set, it can be shown that
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(16)
exp(j N An F[ n(t) ]) dt
C r P
(XII. STATISTICAL COMMUNICATION THEORY)
Eq. 19 is true even if F(0) does not possess expansion 16.] Thus, from Eq. 11, we
obtain
lim tR{SN(ala)} = 2 D
N-c N7 -0
G(w) exp ( W 2) dw
or c
-00
00
1
2w2
Ih a22
a1
exp (2 )d
-o
g(x) exp(jwx) dx
g(x) exp ) dx
exp(- ) dx
For the special case in which
F(O) = cos 0
it can be shown that
N
MN() o= J (An N) (22)
n=1
where J is the Bessel function of order zero.
Note that our requirement that the phases be a uniform set precludes the case in
0 2
- I I
3 2 (X)
4 4 4 4 4
-I 5 3 3 5 7 f
- a 8 B - 8 8 8 8
Fig. XII-16. The first three Rademacher functions.
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which the oscillators are phase-locked. Thus, except for this case, we may generally
expect our theorem to apply in physical systems and the sum of the outputs will tend to
a gaussian distribution irrespective of the coupling or of the periodic waveform involved.
M. Schetzen
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F. OPTIMUM SYNTHESIS OF A GAUSSIAN PROCESS FROM A NON-GAUSSIAN
PROCESS
The transformation of a given non-Gaussian process into a Gaussian process is a
basic problem of information theory and of the statistical theory of nonlinear systems.
In this report, we describe a procedure for determining a network which, for a given
non-Gaussian random input, has an output whose first 2N moments are, with minimum
mean-square error, those of a Gaussian random variable.
MULTIPLIERS
f (t) AND A g (t)
ADDERS
Fig. XII-17. Nonlinear network.
We shall assume the desired network to be of the general class of nonlinear networks
described by Wiener (1) and shown schematically in Fig. XII-17. For this network, the
set of impulse responses, {hn(t)} , form a complete orthonormal set. That is,0 it j
hi(t) hj(t) dt = (1)
1 i=j
The procedure will be to adjust the amplifier gains, A i , so that the mean-square differ-
ence between the first ZN moments of the output, g(t), and those of a Gaussian random
variable are minimized. To do this, we must first determine a practical method of
measuring the mean-square difference and then we must show that our procedure of
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adjusting the amplifier gains results in the optimum nonlinear network. That is, we
must show that there is only one minimum for any setting of the amplifier gains and thus,
when a minimum is obtained, we are certain that we have done the best possible with
the given class of networks.
In order to determine the mean-square difference, it is obviously not practical for
us to measure each of the first ZN moments of the output, g(t). We shall now show that
this is not necessary because, if the ZNt h and the (ZN-I) s t order moments of g(t) are
those of a Gaussian random variable, then so are all of its lower-order moments.
To observe this, we note that if the 2N t h order average of g(t) is that of a Gaussian
process, then
g(t 1 ) g(tz) ... g(tZN) = EN (ti-t j )  (2)
in which the sum is over all ways of dividing the 2N terms, t 
. . . . .
l t2N into distinct
pairs, and the product is over all pairs formed in this manner. Also, #(w), the Fourier
transform of (T), is real and nonnegative for all c. Note that we are not specifying
here that 4(T) be the autocorrelation function of g(t). Rather, we are merely specifying
the form of the ZN t h order average so that it is the same as that of some Gaussian proc-
ess. However, we shall show that if the ZN t h order average is as given by Eq. 2, then
(T) is indeed the autocorrelation function of g(t). We shall also assume that
lim $(T) = 0 (3)
T-co
because we do not want g(t) to contain any periodic components (2). Thus, if the fourth-
order moment of g(t) were that of a Gaussian process, then
g(t) g(t+ T 1) g(t+T 2 ) g(t+T3 ) = (T 1 ) (T3--T2) + 2(T2) (T 3 - 1 ) + (3 2 -T 1) (4)
and
(W) = I- 4(T) exp(-jwr) dT (5)
is real and nonnegative for all co.
We shall now show that 4(T) is the autocorrelation function of g(t). To show this, we
shall assume that
lim gm(t) gn (t+T) = g m(t) gn(t) (6)
T-*oo
That is, we assume that samples of g(t) taken T seconds apart become statistically
independent as the separation, T, becomes infinite. This will usually be the case for
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random processes which do not contain any periodic components. We shall now carry
out our proof for ZN = 4; the proof for arbitrary N is carried out in the same manner.
We thus assume that the fourth-order average of g(t) is as given by Eq. 4. To obtain
the second-order average, let T2 - T 1 approach infinity and T3 - T 1 approach infinity.
Then, by Eq. 6, we have
g(t) g(t+T 1 ) g(t+TZ ) g(t+T3 ) = g(t) g(t+T 1) g(t+T 2) g(t+T 3 ) (7)
and from Eq. 3, we have
€(T1) 4(T3--T2) + €(T 2 ) 4(T3--T1) + ¢(T 3 ) p(T 2 -T 1 ) = (T 1 ) (T 3 -T 2 ) (8)
We then have, from Eqs. 4, 7, and 8,
g(t) g(t+T) = 4(7) (9)
Thus $(T) is the first-order autocorrelation function of g(t), and D(c0) is the power density
spectrum.
This same procedure can be used to prove that if the ZNt h order moment of g(t) is
that of a Gaussian random variable, then so are all of its lower even-order moments.
To show this, the 2N t h order average of g(t) is separated into the product of a Zn t h and
a Z(N-n)t h order average by letting the separation between the set t 1' . .. t2 n and the
set th
set tn+1' ..... ' t2N of Eq. 2 become infinitely large. The 2n t h order average will then
be seen to be that of a Gaussian process.
It is now evident that if the 2N t h order moment of g(t) is that of a Gaussian process,
then all 2n+1 order moments for 2n+l < N are zero. This is easily demonstrated by
separating the 2N t h order average into the product of two Zn+l order averages and a
2(N-2n-1) order average.
For example, if 2N = 8, we can show that the third-order moment is zero by letting
the mutual separation between the three groups tl, t2; t 3, t 4 , t 5 ; and t 6, t 7, t 8 become
infinite. Then, by Eqs. 2, 3, and 6, we have
g(t 1 ) g(t 2 ) ... g(t 8 ) = g(tl) g(t 2 ) g(t 3 ) g(t 4 ) g(t 5 ) g(t 6 ) g(t 7 ) g(t 8 ) = 0 (10)
We thus observe that if the ZNt h order moment of g(t) is that of a Gaussian process,
then so are all of the moments of order less than or equal to N. However, we cannot
make this statement about all of the moments of order less than 2N because we have yet
to ensure that the moments of order 2n+l for N < 2n+l < 2N, are zero. For example, if
ZN = 8, the seventh-order moment may be obtained by letting t 8 approach infinity.
Then we have
g(tl) g(t 2 ) ... g(t 8 ) = g(tl) g(t 2 ) ... g(t 7 ) g(t 8 ) = 0 (11)
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because g(t) = 0. Thus the seventh-order moment need not be zero. Similarly, the
fifth-order moment need not be zero. However, if we additionally specify that the
seventh-order moment be zero, then the fifth-order moment necessarily must be zero.
This is seen by letting the separation between the groups tl ...' t 5 and t 6, t 7 become
infinite. Then
g(t 1 ) (t 2 ) ... g(t 7 ) = g(t 1 ) g(t 2 ) ... g(t 5) g(t 6 ) g(t 7 ) = 0 (12)
Since the second-order average is not necessarily zero, we conclude that the fifth-order
average is zero and all of the first eight-order moments of g(t) are those of a Gaussian
process.
Thus, in general, we note that if the ZN t h order moment of g(t) has the form given
by Eq. 2 and the (2N-1) s t order moment is zero, then all of the first ZN moments of
g(t) are those of a Gaussian random variable.
We shall now present a method of measuring the mean-square difference between
the 2N t h order moment of g(t) and that of a Gaussian random variable. To do this, we
shall represent the (2N-1) s t order autocorrelation function of g(t) as
R(T 1 ... TN_) = g(t) g(t+T 1) ... g(t+T2N- 1)
S Ba i (TI) 1 i(T 2) ... ii  (T2 N- 1)  (13)
a 1 2 ZN-1
where a = {i l, iZ ... i 2N-1 and {n(T)} is a complete set of orthonormal functions which
is such that
co 0 i j
i (T ) qj(T) dT= i = (14)
- i=j
A network that has the set of outputs, {Ba}, for an input g(t), which has been previously
described (3), is shown schematically in Fig. XII-18. We shall also represent the
LOWPASS
FILTERS
g• M MULTIPLIERS BS tFILTER c {Ba}
LOWPASS
|, 
( 
FILTER
Fig. XII-18. Network for determining the coefficients, Ba2
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desired (ZN-1) s t order autocorrelation function of g(t), given by Eq. 2, as
G(T 1' .  '2N-1) = ~ )l (t -tj = Ca i (T1) 2) ... 2N-(TN-1) (15)
a 1 2
Then, by Parseval's theorem, the mean-square difference is given by
dT 1 .. . dTZN-I 1 'R( "1 ' T2N-I)-G(1' ' 2N-1)J2 = [B-C a (16)
-co -oo a
Thus, the output of the circuit depicted in Fig. XII-19 is the mean-square difference
between the ZNt h order moment of g(t) and the desired Gaussian moment. The same
procedure is used for measuring the mean-square difference in the (2N-1) s t order
moment. For this case, however, the coefficients, C , are zero because we want this
a
moment to be zero.
SQUARER
Ca
Fig. XII-19. Network for the measurement of the mean-square difference.
The procedure is first to determine the coefficients of the desired 2N t h order
moment. The networks of Figs. XII-17, 18, 19 are then connected in cascade, and the
amplifier gains, A i, are sequentially adjusted so that the output of the circuit of
thFig. XII-19 is minimized at each step. If it is desired that g(t) be a ZN order gaussian
white process, it is not necessary that the autocorrelation function, (T), used in Eq. 12,
be an impulse. Rather, we may choose any convenient form of the desired autocorrela-
tion function. After the error has been minimized, g(t) may be whitened by passing it
through a linear filter whose transfer function, H(w), is
SH(w) 2_ 1 (17)
in which #((w) is given by Eq. 5.
In order for our method to be practical, we now must show that our procedure of
adjusting the amplifier gains results in the optimum nonlinear network. To do this, we
need only to show that if g1 (t) and g2 (t) are two different outputs corresponding to two
different settings of the amplifier gains, Ai , then there exists a setting of the gains
169
(XII. STATISTICAL COMMUNICATION THEORY)
which is such that the output is
gX(t) = kX l (t)+ XZg2(t ) (18)
in which X1 + X2 = 1. A set of functions that satifies this condition is called a convex
set. It is a property of a convex set that the mean-square difference possesses a unique
minimum (4). Thus, we shall be certain that our procedure will result in the optimum
nonlinear network if we can show that the set of outputs is convex. To show this, let
the two networks corresponding to the outputs gl(t) and g 2 (t) be N l and N 2 , respectively.
Then g,(t) is the output obtained by connecting kN 1 and X2 N 2 in parallel. But this par-
allel connection is again a network of the same type. Since Wiener has shown that the
network of Fig. XII-17 is general for each order of nonlinearity, there exists a setting
of the amplifier gains for which N = X N1 + X N 2 . Therefore, the set of possible outputs,
g(t), for a given input, f(t), is convex. Thus, when a minimum is obtained, we are cer-
tain that we have done the best possible with the given network.
Note that, with the network of Fig. XII-17, the minimum possible mean-square dif-
ference is not necessarily zero. A trivial example illustrating this is the case for which
the input, f(t), is a constant. The optimum output is then g(t) = 0. The class of inputs
for which the mean-square difference may be reduced to zero is not known to the author.
He feels, however, that the mean-square difference may always be reduced to zero with
the network of Fig. XII-17 if samples of the input, f(t), taken T seconds apart become
statistically independent as the separation, T, becomes infinite.
M. Schetzen
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