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Abstract
We consider a Wheeler delayed-choice experiment based on the Mach-Zehnder Interferometer.
Since the development of the causal interpretation of relativistic boson fields there have not been
any applications for which the equations of motion for the field have been solved explicitly. Here,
we provide perhaps the first application of the causal interpretation of boson fields for which the
equations of motion are solved. Specifically, we consider the electromagnetic field. Solving the
equations of motion allows us to develop a relativistic causal model of the Wheeler delayed-choice
Mach-Zehnder Interferometer. We show explicitly that a photon splits at a beam splitter. We
also demonstrate the inherent nonlocal nature of a relativistic quantum field. This is particularly
revealed in a which-path measurement where a quantum is nonlocally absorbed from both arms
of the interferometer. This feature explains how when a photon is split by a beam splitter it
nevertheless registers on a detector in one arm of the interferometer. Bohm et al [1] have argued
that a causal model of a Wheeler delayed-choice experiment avoids the paradox of creating or
changing history, but they did not provide the details of such a model. The relativistic causal
model we develop here serves as a detailed example which demonstrates this point, though our
model is in terms of a field picture rather than the particle picture of the Bohm-de Broglie
nonrelativistic causal interpretation.
1 INTRODUCTION
In 1978 Wheeler [2] described seven delayed-choice experiments. The experiments are such that the
choice of which complementary variable to measure is left to the last instant, long after the relevant
interaction has taken place. Of the seven experiments the delayed-choice experiment based on the
Mach-Zehnder interferometer is the simplest for detailed mathematical analysis. Here we present
a detailed model of this experiment based on the causal interpretation of the electromagnetic field
(hereafter referred to as CIEM) [3]. CIEM is a specific case of the causal interpretation of boson
fields. The experimental arrangement of the delayed-choice Mach-Zehnder interferometer is shown in
figure 1.
A single photon1 enters the interferometer at the first beam splitter BS1. The two beams that
emerge are recombined at the second beam splitter BS2 by use of the two mirrors M1 and M2. C and
D are two detectors which can be swung either behind or in front of BS2. The detectors in positions
C1 and D1 in front of BS2 measure which path the photon traveled and hence a particle description
is appropriate according to the orthodox interpretation. With the counters in positions C2 and D2
after BS2 interference is observed and a wave picture is appropriate. A phase shifter P producing a
phase shift φ is placed in the β-beam. For φ = 0 and a perfectly symmetrical alignment of the beam
splitters and mirrors, the d-beam is extinguished by interference and only the c-beam emerges.
∗email address: pan.kaloyerou@wolfson.ox.ac.uk
1Here we use the term ‘photon’ to mean a single quantum of energy of the electromagnetic field. We do not imply
any particle-like properties by this term. We have shown in reference [4] that a single photon state is a nonlocal plane
wave spread over space.
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Figure 1: Delayed-choice Mach-Zehnder interferometer
If we attribute physical reality to complementary concepts such as wave and particle concepts, then
we are forced to conclude either that (1) the history of the micro-system leading to the measurement
is altered by the choice of measurement, or (2) the history of the micro-system is created at the time
of measurement.
Wheeler [2] [5], following Heisenberg [6], in some sense attributed reality to complementary con-
cepts following measurement and adopted view (2) above, namely, that history is created at the time
of measurement. Thus he states, ‘No phenomenon is a phenomenon until it is an observed phe-
nomenon,’ [7]. He adds that ‘Registering equipment operating in the here and now has an undeniable
part in bringing about that which appears to have happened’ [8]. Wheeler concludes, ‘There is a
strange sense in which this is a “participatory universe” ’ [8].
In Wheeler’s description, the question of the possibility of creating a causal paradox is raised.
One can argue, however, in the spirit of Bohr, that Wheeler-delayed choice experiments are mutually
exclusive in the sense that if the history of a system is fixed by one experiment, this history cannot
be affected by another Wheeler delayed-choice experiment. But, it is not obvious that the paradox
can be avoided in this way.
Bohr and Wheeler share the view that ‘no phenomenon is a phenomenon until it is an observed
phenomenon’ but Bohr differs from Wheeler (and Heisenberg) in that he denies the reality of com-
plementary concepts such as the wave concept and the particle concept. We summerize the features
of Bohr’s principle of complementarity [9][10][11] as follows: (1) Pairs of complementary concepts
require mutually exclusive experimental configurations for their definition, (2) Classical concepts are
essential as abstractions to aid thought and to communicate the results of experiment, but, physical
reality cannot be attributed to such classical concepts, and (3) The experimental arrangement must
be viewed as a whole, not further analyzable. Indeed, Bohr defines “phenomenon” to include the
experimental arrangement. Hence, according to Bohr a description of underlying physical reality is
impossible. It follows from this that the complementary histories leading to a measurement have no
more reality than the complementary concepts to which the histories are associated. According to
Bohr, then, complementary histories, like complementary concepts, are abstractions to aid thought.
In fact, Bohr had anticipated delayed-choice experiments and writes [12], ‘...it obviously can make
no difference as regards observable effects obtainable by a definite experimental arrangement, whether
our plans of constructing or handling the instruments are fixed beforehand or whether we prefer to
postpone the completion of our planing until a later moment when the particle is already on its way
from one instrument to another’. Bohr also considers a Mach-Zehnder arrangement [13], but not in
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the delayed-choice configuration.
Complementarity is not tied to the mathematical formalism. Jammer writes [14], ‘That comple-
mentarity and Heisenberg-indeterminacy are certainly not synonymous follows from the simple fact
that the latter... is an immediate mathematical consequence of the formalism of quantum mechanics
or, more precisely, of the Dirac-Jordan transformation theory, whereas complementarity is an extra-
neous interpretative addition to it’. Indeed, the whole process from the photon entering BS1 to the
final act of measurement is described uniquely by the wavefunction (or the wave functional if quantum
field theory is used, as we shall see). The mathematical description leading up to the measurement
is completely independent of the last instant choice of what to measure. The wave function or wave
functional develops causally. Indeed, it is because in the Causal Interpretation mathematical elements
associated with the wave function or wave functional are interpreted directly that a causal description
is possible. Wheeler’s assertion that a present measurement can affect the past is seen not to be a
consequence of the quantum formalism, but rather, rests on an extraneous interpretative addition.
The Bohr view can also be criticized. The denial of the possibility of a description of underlying
physical reality seems a high price to pay to achieve consistency.
Clearly, in a causal model of the delayed-choice experiment the issue of changing or creating
history is avoided. The history leading to measurement is unique and completely independent of the
last instant choice of what to measure. There is no question of a present measurement affecting the
past. Bohm et al [1] provided just such a causal description of the Mach-Zehnder Wheeler delayed-
choice experiment based on the Bohm-de Broglie causal interpretation [15] [16], though in general
terms without solving the equations of motion. In this nonrelativistic model, electrons, protons etc.
are viewed as particles guided by two real fields that codetermine each other. These are the R and
S-fields determined by the wave function ψ(x, t) = R(x, t) exp[iS(x, t)/h¯]. The particle travels along
one path which is revealed by a which-path measurement (detectors in front of BS2). The R and
S-fields explain interference when the detectors are positioned after BS2.
Attempts to extend the Bohm-de Broglie causal interpretation to include relativity led to the
causal interpretation of Boson fields [17][18][19][3] of which CIEM is a particular example. In CIEM
the beable is a field; there are no particles. Here, we apply CIEM to the Wheeler delayed-choice
Mach-Zehnder interferometer. In particular, we set up and solve the equations of motion for the field.
The solutions allow us to build a detailed causal model of the experiment. In CIEM the basic ontology
is that of a field, not of a particle as in the Bohm-de Broglie nonrelativistic causal interpretation.
We will see that a quantum field behaves much like a classical field in many respects but not in
all. The essential difference is that a quantum field is inherently nonlocal. We will show explicitly
that a photon is split by a beam splitter. In this case, we will have to show how in a which-path
measurement, despite being split by the beam splitter, a photon registers in only one of the detectors.
We will do this by modeling the detectors as hydrogen atoms undergoing the photoelectric effect, and
show, using standard perturbation theory, that a photon is absorbed nonlocally from both beams by
only one of the atoms. Since we have a wave model interference is explained in the obvious way. In
the next section we will briefly summerize CIEM, and in section 3 we apply CIEM to the Wheeler
delayed-choice Mach-Zehnder interferometer.
2 OUTLINE OF CIEM
In what follows we use the radiation gauge in which the divergence of the vector potential is zero
∇.A(x, t) = 0, and the scalar potential is zero φ(x, t) = 0. In this gauge the electromagnetic field
has only two transverse components. Heavyside-lorentz units are used throughout.
Second quantization is effected by treating the field A(x, t) and its conjugate momentum Π(x, t)
as operators satisfying the equal-time commutation relations. This procedure is equivalent to intro-
ducing a field Schro¨dinger equation∫
H(A′, Π ′)Φ[A, t] dx′ = ih¯∂Φ[A, t]
∂t
, (1)
where the Hamiltonian density operator H is obtained from the classical Hamiltonian density of the
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electromagnetic field,
H = 1
2
(E2 +B2) =
1
2
[c2 Π2 + (∇×A)2], (2)
by the operator replacement Π → −ih¯ δ/δA. A′ is shorthand for A(x′, t) and δ denotes the
variational derivative2. The solution of the field Schro¨dinger equation is the wave functional Φ[A, t].
The square of the modulus of the wave functional |Φ[A, t]|2 gives the probability density for a given
field configuration A(x, t). This suggests that we take A(x, t) as a beable. Thus, as we have already
said, the basic ontology is that of a field; there are no photon particles.
We substitute Φ = R[A, t] exp(iS[A, t]/h¯), where R[A, t] and S[A, t] are two real functionals which
codetermine one another, into the field Schro¨dinger equation. Then, differentiating, rearranging and
equating imaginary terms gives a continuity equation:
∂R2
∂t
+ c2
∫
δ
δA′
(
R2
δS
δA′
)
dx′ = 0.
The continuity equation is interpreted as expressing conservation of probability in function space.
Equating real terms gives a Hamilton-Jacobi type equation:
∂S
∂t
+
1
2
∫ (
δS
δA′
)2
c2 + (∇×A′)2 +
(
− h¯
2c2
R
δ2R
δA′2
)
dx′ = 0. (3)
This Hamilton-Jacobi equation differs from its classical counterpart by the extra classical term
Q = −1
2
∫
h¯2c2
R
δ2R
δA′2
dx′,
which we call the field quantum potential.
By analogy with classical Hamilton-Jacobi theory we define the total energy and momentum
conjugate to the field as
E = −∂S[A]
∂t
, Π =
δS[A]
δA
.
In addition to the beables A(x, t) and Π(x, t) we can define other field beables: the electric field,
the magnetic induction, the energy and energy density, the momentum and momentum density, the
intensity, etc. Formulae for these beables are obtained by replacing Π by δS/δA in the classical
formula.
Thus, we can picture an electromagnetic field as a field in the classical sense, but with the ad-
ditional property of nonlocality. That the field is inherently nonlocal, meaning that an interaction
at one point in the field instantaneously influences the field at all other points, can be seen in two
ways: First, by using Euler’s method of finite differences a functional can be approximated as a
function of infinitely many variables: Φ[A, t] → Φ(A1,A2, . . . , t). Comparison with a many-body
wavefunction ψ(x1,x2, ..., t) reveals the nonlocality. The second way is from the equation of motion
of A(x, t), i.e., the free field wave equation. This is obtained by taking the functional derivative of
the Hamilton-Jacobi equation, (3):
∇2A− 1
c2
∂2A
∂t2
=
δQ
δA
.
In general δQ/δA will involve an integral over space in which the integrand contains A(x, t). This
means that the way that A(x, t) changes with time at one point depends on A(x, t) at all other
points, hence the inherent nonlocality.
2For a scalar function φ the variational or functional derivative is defined as δ
δφ
= ∂
∂φ
− Σi
(
∂
∂
(
∂φ
∂xi
)) [20]. For a
vector function A we have defined it to be δ
δA =
δ
δAx
i + δ
δAy
j + δ
δAz
k.
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2.1 Normal mode coordinates
To proceed it is mathematically easier to expand A(x, t) and Π(x, t) as a Fourier series
A(x, t) =
1
V
1
2
∑
kµ
εˆkµqkµ(t)e
ik.x, Π(x, t) =
1
V
1
2
∑
kµ
εˆkµpikµ(t)e
−ik.x, (4)
where the field is assumed to be enclosed in a large volume V = L3. The wavenumber k runs from
−∞ to +∞ and µ = 1, 2 is the polarization index. For A(x, t) to be a real function we must have
εˆ−kµq−kµ = εˆkµq∗kµ. (5)
Substituting eq.’s (2) and (4) into eq. (1) gives the Schro¨dingier equation in terms of the normal
modes qkµ:
1
2
∑
kµ
(
−h¯2c2 ∂
2Φ
∂q∗kµ∂qkµ
+ κ2q∗kµqkµΦ
)
= ih¯
∂Φ
∂t
. (6)
The solution Φ(qkµ, t) is an ordinary function of all the normal mode coordinates and this simplifies
proceedings. We substitute Φ = R(qkµ, t) exp[iS(qkµ, t)/h¯], where R(qkµ, t) and S(qkµ, t) are real
functions which codetermine one another, into eq. (6). Then, differentiating, rearranging and equating
real terms gives the continuity equation in terms of normal modes:
∂R2
∂t
+
∑
kµ
[
c2
2
∂
∂qkµ
(
R2
∂S
∂q∗kµ
)
+
c2
2
∂
∂q∗kµ
(
R2
∂S
∂qkµ
)]
= 0.
Equating imaginary terms gives the Hamilton-Jacobi equation in terms of normal modes:
∂S
∂t
+
∑
kµ
[
c2
2
∂S
∂q∗kµ
∂S
∂qkµ
+
κ2
2
q∗kµqkµ +
(
− h¯
2c2
2R
∂2R
∂q∗kµ∂qkµ
)]
= 0. (7)
The term
Q = −
∑
kµ
h¯2c2
2R
∂2R
∂q∗kµ∂qkµ
(8)
is the field quantum potential. Again, by analogy with classical Hamilton-Jacobi theory we define
the total energy and the conjugate momenta as
E = −∂S
∂t
, pikµ =
∂S
∂qkµ
, pi∗kµ =
∂S
∂q∗kµ
.
The square of the modulus of the wave function |Φ(qkµ, t)|2 is the probability density for each qkµ(t)
to take a particular value at time t. Substituting a particular set of values of qkµ(t) at time t into eq.
(4) gives a particular field configuration at time t, as before. Substituting the initial values of qkµ(t)
gives the initial field configuration.
The normalized ground state solution of the Schro¨dinger equation is given by
Φ0 = Ne
−
∑
kµ
(κ/2h¯c)q∗kµqkµe−
∑
k
iκct/2,
with N =
∏∞
k=1(k/h¯cpi)
1
2 3. Higher excited states are obtained by the action of the creation operator
a†kµ:
Φnkµ =
(a†kµ)
nkµ√
nkµ!
Φ0e
−inkµκct.
3The normalization factor N is found by substituting q∗kµ = fkµ + igkµ and its conjugate into Φ0 and using the
normalization condition
∫∞
−∞ |Φ0|2dfkµdgkµ = 1, with dfkµ ≡ dfk11dfk12dfk21 . . ., and similarly for dgkµ.
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For a normalized ground state, the higher excited states remain normalized. For ease of writing we
will not include the normalization factor N in most expressions, but normalization of states will be
assumed when calculating expectation values.
Again, the formula for the field beables are obtained by replacing the conjugate momenta pikµ
and pi∗kµ by ∂S/∂qkµ and ∂S/∂q
∗
kµ in the corresponding classical formula. The following is a list of
formulae for the beables:
The vector potential A(x, t) is given in eq. (4). The electric field is
E(x, t) = −c Π(x, t) = −1
c
∂A
∂t
= − c
V
1
2
∑
kµ
εˆkµ
∂S
∂qkµ
e−ik.x. (9)
The magnetic induction is
B(x, t) = ∇×A(x, t) = i
V
1
2
∑
kµ
(k × εˆkµ)qkµ(t)eik.x. (10)
We may also define the energy density, which includes the quantum potential density (see reference
[21]), but we will not write these here as we will not need them. The total energy is found by
integrating the energy density over V to get,
E = −∂S
∂t
=
∑
kµ
[
c2
2
∂S
∂q∗kµ
∂S
∂qkµ
+
κ2
2
q∗kµqkµ +
(
− h¯
2c2
2R
∂2R
∂q∗kµ∂qkµ
)]
.
The intensity is equal to momentum density multiplied by c2
I(x, t) = c2G = −ic
2
V
∑
kµ
∑
k′µ′
[
εˆk′µ′ × (k × εˆkµ) ∂S
∂qk′µ′
qkµe
i(k−k′).x
]
. (11)
We have adopted the classical definition of intensity in which the intensity is equal to the Poynting
vector (in heavyside-lorentz units), i.e., I = c(E ×B). The definition leads to a moderately simple
formula for the intensity beable. We note that the definition above contains a zero point intensity.
But, because I is a vector (whereas energy is not) the contributions to the zero point intensity from
individual waves with wave vector k cancel each other because of symmetry; for each k there is
another k pointing in the opposite direction. The above, however, is not the definition normally used
in quantum optics. This is probably because although it leads to a simple formula for the intensity
beable it leads to a very cumbersome expression for the intensity operator in terms of the creation
and annihilation operators:
Iˆ =
−h¯c2
4V
∑
kµ
∑
k′µ′
[
k
k′
εˆkµ × (k′ × εˆk′µ′)− k
′
k
(k × εˆkµ)× εˆk′µ′
]
×
[
aˆkµaˆk′µ′e
i(k+k′).x − aˆkµaˆ†k′µ′ei(k−k
′).x − aˆ†kµaˆk′µ′e−i(k−k
′).x + aˆ†kµaˆ
†
k′µ′e
−i(k+k′).x
]
. (12)
In quantum optics the intensity operator is defined instead as Iˆ = c( Eˆ+ × Bˆ− − Bˆ− × Eˆ+), and
leads to a much simpler expression in terms of creation and annihilation operators
Iˆ =
h¯c2
V
∑
kµ
∑
k′µ′
kˆ
√
kk′aˆ†kµaˆk′µ′e
i(k′−k).x. (13)
This definition is justified because it is proportional to the dominant term in the interaction Hamil-
tonian for the photoelectric effect upon which instruments to measure intensity are based. We note
that the two forms of the intensity operator lead to identical expectation values and perhaps further
justifies the simpler definition of the intensity operator.
From the above we see that objects such as qkµ, pikµ, etc. regarded as time independent operators
in the Schro¨dinger picture of the usual interpretation become functions of time in CIEM.
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For a given state Φ(qkµ, t) of the field we determine the beables by first finding ∂S/∂qkµ and its
complex conjugate using the formula
S =
(
h¯
2i
)
ln
(
Φ
Φ∗
)
. (14)
This gives the beables as functions of the qkµ(t) and q
∗
kµ(t). The beables can then be obtained in
terms of the initial values by solving the equations of motion for q∗kµ(t). There are two alternative
but equivalent forms of the equations of motion. The first follows from the classical formula
pikµ =
∂L
∂
(
dqkµ
dt
) = 1
c2
dq∗kµ
dt
,
where L is the Lagrangian density of the electromagnetic field, by replacing pikµ by ∂S/∂qkµ. This
gives the equation of motion
1
c2
dq∗kµ(t)
dt
=
∂S
∂qkµ(t)
. (15)
The second form of the equations of motion for qkµ is obtained by differentiating the Hamilton
Jacobi equation (7) by q∗kµ. This gives the wave equations
1
c2
d2q∗kµ
dt2
+ κ2q∗kµ = −
∂Q
∂qkµ
. (16)
The corresponding equations for qkµ are the complex conjugates of the above. These equations of
motion differ from the classical free field wave equation by the derivative of the quantum potential.
From this it follows that where the quantum potential is zero or small the quantum field behaves like
a classical field. In applications we will obviously choose to solve the simpler eq. (15).
In the next section we apply CIEM to the Mach-Zehnder Wheeler delayed-choice experiment.
3 A CAUSALMODEL OF THEMACH-ZEHNDERWHEELER
DELAYED-CHOICE EXPERIMENT
Consider the Mach-Zehnder arrangement shown in figure 1. BS1 and BS2 are beam splitters, M1
and M2 are mirrors and P is a phase shifter that shifts the phase of a wave by an amount φ. In what
follows we will assume for simplicity that the beam suffers a pi/2 phase shift at each reflection and a
zero phase shift upon transmission through a beam splitter. In general, phase shifts upon reflection
and transmission may be more complicated than this. The requirement is that the commutation
relations must be preserved. The latter is a more stringent requirement than energy conservation (or,
equivalently, of photon number conservation) alone [22]. The polarization unit vector is unchanged
by either reflection or transmission.
3.1 Input Region
The input region is the region before the first beam splitter BS1. The incoming beam is a Fock state
containing one quantum:
Φi(qkµ, t) =
(
2κ0
h¯c
) 1
2
q∗k0µ0(t)Φ0e
−iκ0ct.
From the formula (14) we can find the S corresponding to the state Φi(qkµ, t). Using this result in
eq. (15) gives the equations of motion:
dq∗k0µ0
dt
= c2
∂S
∂qk0,µ0
=
ih¯c2
2qk0µ0
,
dq∗kµ
dt
= c2
∂S
∂qkµ
= 0 for k 6= ±k0. (17)
7
The solutions are easily found:
q∗k0µ0(t) = q0e
i(ω0t+θ0), q∗kµ(t) = qkµ0e
iζkµ0 for k 6= ±k0. (18)
q0 and qkµ0 are constant amplitudes, and θ0 and ζkµ0 are constant phases all fixed at t = 0. These
initial conditions cannot of course be precisely determined but are given with some probability found
from |Φi(...q∗kµ..., ...qkµ, t)|2.
We find expressions for the beables in the input region by substituting the ∂S/∂qk0,µ0 and ∂S/∂qkµ
found from eq. (17) together with solutions (18) into the formulae for the beables. In finding the
expression for the beables we use formula (5). Defining Θ0 = k0.x− ω0t− θ0 the beables are:
A(x, t) =
2
V
1
2
εˆk0µ0q0 cos Θ0 +
gA(x)
V
1
2
,
E(x, t) =
−2ω0
V
1
2 c
q0εˆk0µ0 sin Θ0, (19)
B(x, t) =
−2
V
1
2
q0(k0 × εˆk0µ0) sin Θ0 +
gB(x)
V
1
2
,
with
gA(x) =
∑
kµ
k 6=±k0
εˆkµqkµe
ik.x, gB(x) = ∇× gA(x) = i
∑
kµ
k 6=±k0
(k × εˆkµ)qkµeik.x.
3.2 Region I
We consider the state ΦI in region I and determine from this state the corresponding beables. Region
I is the region after the phase shifter P and the mirror M1 but before BS2.
The incoming beam Φi is split at BS1 into two beams: the α and β-beams
4. The α-beam
undergoes a pi/2 phase shift at M1 and becomes Φαe
ipi/2 = iΦα. The β-beam undergoes two pi/2
phase shifts followed by a φ phase shift and becomes Φβe
iφeipi = −Φβeiφ. Also multiplying by a 1/
√
2
normalization factor the state ΦI in region I becomes
ΦI =
1√
2
(
iΦα − Φβeiφ
)
, (20)
where Φα and Φβ are solutions of the normal mode Schro¨dinger equation (6) and are given by
Φα(qkµ, t) =
(
2κα
h¯c
) 1
2
α∗kαµαΦ0e
−iκαct, Φβ(qkµ, t) =
(
2κβ
h¯c
) 1
2
β∗kβµβΦ0e
−iκβct.
The magnitudes of the k-vectors are equal, i.e., kα = kβ = k0.
By using formula (14) to first determine S,
S =
h¯
2i
[
−
∑
k
ikct− 2ik0ct+ ln
(
iα∗kαµα − β∗kβµβeiφ
)
− ln (−iαkαµα − βkβµβe−iφ)
]
, (21)
we can determine ∂S/∂αkαµα , ∂S/∂βkβµβ , and ∂S/∂qkµ. Substituting the latter into eq. (15) gives
the equations of motion for α∗kαµα , β
∗
kβµβ
and q∗kµ:
dα∗kαµα
dt
= c2
∂S
∂αkαµα
=
−h¯c2
2
1[
iαkαµα + βkβµβe
−iφ] , (22)
4Some workers insist that two inputs into the beam splitter must be used even when one of the inputs is the
vacuum [23], while other workers use a single input [24] [25]. In passing, we mention that Caves [26], in connection
with the search for gravitational waves using a Michelson interferometer, suggests, as one of two possible explanations,
that vacuum fluctuations are responsible for the ‘standard quantum limit’ which places a limit on the accuracy of
any measurement of the position of a free mass. We will use the single input approach for BS1 as it simplifies the
mathematical analysis while all essential results remain the same.
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dβ∗kβµβ
dt
= c2
∂S
∂βkβµβ
=
−h¯c2
2i
e−iφ[
iαkαµα + βkβµβe
−iφ] , (23)
dq∗kµ
dt
= c2
∂S
∂qkµ
= 0, for k 6= ±kα,±kβ . (24)
Eq.’s (22) and (23) are coupled differential equations. The coupling shows that the α and β-beams
depend nonlocally on each other. Taking the ratio of Eq.’s (22) and (23) gives the relation
α∗kαµα(t) = ie
iφβ∗kβµβ (t), (25)
which can be used to decouple the two differential equations. The decoupled differential equations
and eq. (24) are easily solved to give
α∗kαµα(t) = α0e
i(ωαt+σ0), β∗kβµβ (t) = β0e
i(ωβt+τ0), q∗kµ(t) = qkµ0e
iζkµ0 for k 6= ±kα,±kβ , (26)
where σ0 and τ0 are integration constants corresponding to the initial phases, and α0 and β0 are
constant amplitudes. Different values of the constants qkµ0 and ζkµ0 in different regions of the
interferometer would correspond to amplitude and phase changes of the normal mode coordinates of
the ground state. These changes to the normal mode coordinates of the ground state, if indeed they
occur, do not lead to any observable differences in measured physical quantities so that there is no
way (at present) to detect them. For this reason we choose qkµ0 and ζkµ0 to have the same values in
all the regions of the interferometer. The omega’s, ωα = h¯c
2/4α20 and ωβ = h¯c
2/4β20 , are nonclassical
frequencies which depend on the amplitudes α0 and β0.
Substitution eq.’s (26) into eq. (25) gives the following relations among the constants associated
with αkαµα(t) and βkβµβ (t):
α0 = β0, σ0 = τ0 + φ+
pi
2
. (27)
Substituting eq.’s (27) into ωα or ωβ shows that ωα = ωβ .
3.3 The beables in region I
In this section we obtain explicite expressions for the beables A(x, t), E(x, t), B(x, t) and I(x, t) as
functions of time and the initial values. The expression for the energy density is very cumbersome
and is not as useful in the present context as the intensity. For this reason we will not give the energy
density here. For the same reason we will also leave out the quantum potential density, though we
will need the quantum potential. We note that in what follows εˆk0µ0 = εˆkαµα = εˆkβµβ , where εˆk0µ0
is the polarization of the incoming wave.
To find the beables as explicite functions of position and time we substitute the partial derivatives
of S with respect to the normal mode coordinates found in eq.’s (22), (23), and (24) together with the
solutions for αkαµα(t), βkβµβ (t) and qkµ(t) given in eq.’s (26) into the formulae for the beables given
in eq.’s (4), (9), (10), and (11). Eq. (5) is used in deriving the beable expressions. After lengthy
manipulation and simplification, and defining Θα = kα.x − ωαt − σ0 and Θβ = kβ .x − ωβt − τ0 we
get:
AI(x, t) =
2
V
1
2
(
εˆkαµαα0 cos Θα + εˆkβµββ0 cos Θβ
)
+
uI(x)
V
1
2
,
EI(x, t) =
−h¯c
2V
1
2
(
εˆkαµα
α0
sin Θα +
εˆkβµβ
β0
sin Θβ
)
, (28)
BI(x, t) =
−2
V
1
2
[
(kα × εˆkαµα)α0 sin Θα + (kβ × εˆkβµβ )β0 sin Θβ
]
+
vI(x)
V
1
2
,
II(x, t) =
h¯c2
2V
(kα + kβ − kα cos 2Θα − kβ cos 2Θβ)− f I(x)gI(x, t)
V
,
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with
uI(x) =
∑
kµ
k 6=±kα,±kβ
εˆkµqkµe
ik.x, vI(x) = ∇× uI(x) = i
∑
kµ
k 6=±kα,±kβ
(k × εˆkµ)qkµeik.x, (29)
f I(x) = ih¯c
2
∑
kµ
k 6=±kα,±kβ
εˆkαµα × (k × εˆkµ)qkµeik.x, gI(x, t) = sin Θα + sin Θβ .
What the above beables show, and the point we want to emphasize, is that the single input photon
is split by the beam splitter BS1 into two beams. Each beam carries half the total momentum,
GI =
∫
V
GIdV =
∫
V
II
c2
dV =
h¯kα
2
+
h¯kβ
2
= h¯k0,
and energy. The energy distribution given by the Hamilton-Jacobi equation (7) turns out to be very
cumbersome to calculate, but the total energy is easily found from eq. (21):
E = −∂S
∂t
= h¯ck0 +
∑
k
h¯ck
2
.
There is no question of the whole photon choosing a single path through the beam splitter. We note
that since ΦI is an eigenstate of the energy and momentum operators, the expectation values of these
operators are equal to the energy and momentum beables.
We see that the field beable behaves much like a classical electromagnetic field, but there are
two differences: The first difference is that frequencies ωα = ωβ have a nonclassical dependence on
the amplitude of the field. The second and more significant difference is that each beam depends
nonlocally on the other beam. This is shown, as we have already mentioned, by the fact that the
equations of motion of the two beams, eq. (22) and eq. (23), are coupled differential equations. That
is to say, the behaviour of each beam depends nonlocally on the behaviour of the other beam.
The nonlocal dependence of each beam on the other can also be seen from the wave equations of
αkαµα and βkβµβ . These can be found by inserting the total quantum potential in region I (found by
using formula (8)),
QI = −1
2
∑
kµ
k2q∗kµqkµ + h¯ck0 +
∑
k
h¯ck
2
− h¯
2c2
2h∗IhI
,
into the wave equation (16) and differentiating. This gives
1
c2
d2αkαµα
dt2
=
−h¯2c2 [αkαµα − iβkβµβe−iφ]
2(h∗IhI)2
,
1
c2
d2βkβµβ
dt2
=
−h¯2c2 [βkβµβ + iαkαµαeiφ]
2(h∗IhI)2
,
with hI = −iαkαµα−βkβµβ exp(−iφ). In each wave equation the right hand side depends on functions
from both beams and therefore indicates a nonlocal time dependence of each beam on the other.
Using eq. (29) it is easy to show that the above expressions for theAI(x, t), EI(x, t), andBI(x, t)
beables satisfy the usual classical relations E = −(1/c)∂AI/∂t and BI = ∇×AI .
There are a number of ways to establish a connection between the initial (constant) amplitudes
and phases of the input region and region I. One convenient way is to compare the electric field
beables in the α and β-beams, eq. (28), with those obtained by beginning with the input electric field
beable, eq. (19), and inserting the appropriate amplitude and phase changes as it splits at BS1 and
then passes through M1, M2 and the phase shifter P into region I. This comparison gives the relation
between the initial constants in the input region and in region I:
α0 = β0 =
q0√
2
, σ0 = θ0 − pi
2
, τ0 = θ0 − φ− pi.
10
3.4 Which-path measurement
From the above we see that the beam is split into two parts. With the detectors positioned before BS2
we know that only one detector will register the absorption of a quantum of electromagnetic energy.
We must now show how this comes about even though the incoming quantum of electromagnetic
energy is split into two parts.
To do this we consider an idealized measurement using the photoelectric effect for a position
measurement. We model the detectors in positions C1 and D1 in figure 1 as hydrogen atoms in their
ground state. We assume that the incoming electromagnetic quantum has sufficient energy to ionize
a hydrogen atom. Each beam interacts with one of the hydrogen atoms. To see what will happen we
will focus on the interaction of the α-beam with the hydrogen atom at position C1.
We will treat the hydrogen atom nonrelativistically and picture it as made up of a proton and an
electron particle according to the Bohm-de Broglie nonrelativistic ontology. From the perspective of
the description of the electromagnetic field, this nonrelativistic approximation of the atom compared
to a relativistic treatment will involve only a minor differences in accuracy, but will not alter in anyway
the model of the field in the interaction process. In the authors opinion, a satisfactory relativistic
fermion ontology has not yet been achieved. A fully relativistic treatment may therefore involve a
change in the ontology of fermions that we have assumed here.
The interaction of the electromagnetic field with a hydrogen atom is described by the Schro¨dinger
equation
ih¯
∂Φ
∂t
= (HR +HA +HI)Φ.
HR, HA and HI are the free radiation, free atomic, and interaction Hamiltonians, respectively, and
are given by
HR =
∑
kµ
(
a†kµakµ +
1
2
)
h¯ωk, HA =
−h¯2
2µ
∇2 + V (x), HI = ih¯e
µc
(
h¯c
2V
) 1
2 ∑
kµ
1√
k
akµe
ik.xεˆkµ.∇,
with ωk = kc and µ = memn/(me+mn) is the reduced mass. The interaction Hamiltonian is derived,
as usual, using the Pauli minimal coupling. Only the first order terms are retained. We also drop the
term in HI containing the creation operator since a hydrogen atom in its ground state cannot emit a
photon.
The initial combined state of the radiation and atom is
ΦIkµi(qkµ,x, t) = ΦIkµ(qkµ)ui(x)e
−ikαcte−
∑
k
ikct/2e−iEeit/h¯.
We take the initial state of the radiation ΦIkµ to be eq. (20) with the subscript I replaced by Ikµ.
Th initial state of the hydrogen atom is taken to be its ground state,
ui(x, t) =
1√
pia3
er/ae−iEeit/h¯,
where a = 4pih¯2/µe2 is the Bohr magneton.
We assume a solution of the form
Φ(qkµ,x, t) =
∑
Nkµ
∑
n
[a
(0)
Nkµn
(t) + a
(1)
Nkµn
(t)]ΦNkµ(qkµ)un(x)e
−iEN t/h¯, (30)
where we have retained only the zeroth and first order expansion coefficients, and where EN =
ENkµ +Een. ENkµ is the energy of the field including the zero point energy E0. Een = h¯k0c−Eei is
the kinetic energy of the liberated electron and Eei is the ionization energy of the atom. ΦNkµ is the
final number (Fock) state, and un(x) = exp(iken.x)/
√
V is the outgoing normalized electron plane
wave.To find the expansion coefficients we use the formulae below derived using standard perturbation
theory:
a
(0)
Nkµn
(t) = δNkµIkµδni, (31)
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a
(1)
Nkµn
(t) = HNkµn,Ikµi
1
ih¯
∫ t
0
eiωNkµn,Ikµit dt, (32)
HNkµn,Ikµi =
∫
Φ∗Nkµn(qkµ,x)HIΦIkµi(qkµ,x)dqkµdx, (33)
h¯ωNkµn,Ikµi = ENkµn − EIkµi = ENkµ + Een − EIkµ − Eei = ENkµn,Ikµi. (34)
Evaluating the time integral in eq. (32) gives
1
ih¯
∫ t
0
eiωNkµn,Ikµit dt =
1− eiENkµn,Ikµit/h¯
ENkµn,Ikµi
. (35)
The modulus squared of eq. (35) in the limit t→∞ becomes δ(ENkµn,Ikµi)2pit/h¯. This corresponds
to energy conservation. We require the time t over which the integral is taken to be very much longer
than h¯/En, but sufficiently short that a
(0)(t) does not change very much. In this case, it is a good
approximation to take t→∞ as we have done above.
After substituting for HI in eq. (33) the matrix element becomes
HNkµn,Ikµi =
−e
µc
√
h¯c
2V
∑
kµ
1√
k
∫
Φ∗Nkµ(qkµ)akµΦIkµ(qkµ) dqkµ
 . [∫ u∗n(x)eik.xεˆkµ.(−ih¯∇)ui(x) dx] .
(36)
The first integral is∑
kµ
1√
k
∫
Φ∗NkµakµΦIkµ dqkµ =
1√
2k0
(i− eiφ)
∫
Φ∗NkµΦ0 dqkµ =
1√
2k0
(i− eiφ)δNkµ0δkk0δµµ0. (37)
Using the dipole approximation eik.x = 1 and the fact that the delta functions δkk0δµµ0 in the first
integral produce εˆkµ → εˆk0µ0 , the second integral of eq. (36) is evaluated to give∫
u∗n(x)εˆk0µ0 .(−ih¯∇)ui(x) dx =
h¯√
V pia3
εˆk0µ0 .ken
8pia3
(1 + a2k2en)
2
, (38)
where εˆk0µ0 .ken is the component of the outgoing electron wave vector in the direction of polarization
εˆk0µ0 of the incident electromagnetic field.
We draw attention to the fact that the integral (37) demonstrates that if interaction takes place at
all then the atom must absorb one entire quantum and leave the field in its ground state. Substituting
eq.’s (31), (32), (35), (36), (37) and (38) into the assumed solution eq. (30) gives the final solution
Φ = ΦIkµi(qkµ,x, t)−
Φ0(qkµ, t)
V
∑
n
η0n(t)εˆk0µ0 .ken
1√
V
ei(ken.x−Eent/h¯), (39)
with
η0n(t) =
(
e
µc
)√
h¯c
2V
[
(i− eiφ)√
2k0
] [
h¯√
V pia3
8pia3
(1 + a2k2en)
2
](
1− eiE0n,Ikµit/h¯
E0n,Ikµi
)
.
E0n,Ikµi is given by eq. (34) with Nkµ = 0.
In the solution (39) the first term is the initial state and corresponds to no interaction taking
place. Recall that for a single atom the probability of interaction with the electromagnetic field is
small. The second term shows that if the interaction takes place then one entire quantum must be
absorbed. This means that the field energy from both beams is absorbed by only one of the hydrogen
atoms. Since the arms of the interferometer can be of arbitrary length, and since the duration of the
interaction with the atom is small, the absorption of the electromagnetic quantum occurs nonlocally.
This is the second way in which nonlocality enters into the description, and further emphasizes the
difference from a classical field. In this way, we show how despite the fact that a single quantum is
necessarily split by the first beam splitter, only one of the counters placed before BS2 fires.
12
3.5 Region II
With the counters in the C2 and D2 positions interference is observed. Since we are modeling the
quantum mechanical electromagnetic field as a real field, interference is explained in the obvious way
even though the field has additional nonclassical properties. Here we want to show the interference
of the beables explicitely by solving the equations of motion for the normal mode coordinates.
At BS2 the α and β-beams are split forming the c and d-beams by interference (see figure 1). We
call the region after BS2 region II. We want to find the state ΦII of the field in this region and to
determine the corresponding beables.
The part of the α-beam reflected at BS2 suffers another pi/2 phase shift. The part of the β-beam
transmitted at BS2 suffers no phase shift. Each beam is again multiplied by 1/
√
2 because of the
50% intensity reduction at BS2. The two beams interfere to form the c-beam represented by the state
−(1/2)Φc(1 + eiφ).
The transmitted part of the α-beam experiences no phase change, while the part of the β beam
that is reflected at BS2 suffers a further pi/2 phase change. These two beams interfere to form the
d-beam represented by the state (i/2)Φd(1− eiφ). Adding these two states gives the state of the field
in region II
ΦII = −1
2
Φc(1 + e
iφ) +
i
2
Φd(1− eiφ).
Φc and Φd are Fock states given by
Φc(qkµ, t) =
(
2κc
h¯c
) 1
2
c∗kcµc(t)Φ0e
−iκcct, Φd(qkµ, t) =
(
2κd
h¯c
) 1
2
d∗kdµd(t)Φ0e
−iκdct.
Note that the magnitudes of the k-vectors are unchanged by interaction with optical elements, i.e.,
kc = kd = kα = kβ = k0. As before, by using formula (14) to determine S,
S =
h¯
2i
{
−
∑
k
ikct− 2ik0ct+ ln
[−(1 + eiφ)c∗kcµc + i(1− eiφ)d∗kdµd]
− ln [−(1 + e−iφ)ckcµc − i(1− e−iφ)dkdµd]} ,
we can determine the derivatives of S with respect to the normal mode coordinates. Substituting the
latter into eq. (15) gives the equations of motion of the normal modes:
dc∗kcµc
dt
= c2
∂S
∂ckcµc
=
c2h¯
2
(1 + e−iφ)
[−i(1 + e−iφ)ckcµc + (1− e−iφ)dkdµd ]
,
dd∗kdµd
dt
= c2
∂S
∂dkdµd
=
c2h¯
2
i(1− e−iφ)
[−i(1 + e−iφ)ckcµc + (1− e−iφ)dkdµd ]
,
dq∗kµ
dt
= c2
∂S
∂qkµ
= 0, for k 6= ±kc,±kd (40)
By taking the ratio of the two coupled differential equations to get the relation
i(1− e−iφ)c∗kcµc = (1 + e−iφ)d∗kdµd , (41)
and by following similar steps to those of section (3.2), we can find the solutions of the equations of
motion (40):
c∗kcµc(t) = c0e
i(ωct+χ0), d∗kdµd(t) = d0e
i(ωdt+ξ0), q∗kµ(t) = qkµ0e
iζkµ0 for k 6= ±kc,±kd, (42)
with ωc = [h¯c
2(1 + cosφ)]/4c20 and ωd = [h¯c
2(1 − cosφ]/4d20. The c0, d0 and qkµ0 are constant
amplitudes, and χ0, ξ0 and the ζkµ0 are constant phases.
Setting t = 0 in eq.’s (41), and (42) and solving the resulting equations gives the relation between
the initial (constant) values in region II:
d0 = −c0 tan φ
2
, χ0 = ξ0. (43)
Substituting eq.’s (43) into ωc or ωd shows that ωc = ωd.
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3.6 The beables in region II
As in section 3.3, to get expressions for the beables we substitute the derivatives of S with respect
to the normal mode coordinates given in eq.’s (40) together with the solutions for the normal mode
coordinates, eq.’s (42), into the formulae for the beables given in subsection 2.1. We note that the
polarization remains unchanged in interactions with optical elements, i.e., εˆkcµc = εˆkdµd = εˆkαµα =
εˆkβµβ = εˆk0µ0 and that we have used eq. (5). After lengthy manipulation and simplification, and
defining Θc = kc.x− ωct− χ0 and Θd = kd.x− ωdt− ξ0 we get:
AII(x, t) =
2
V
1
2
(εˆkcµcc0 cos Θc + εˆkdµdd0 cos Θd) +
uII(x)
V
1
2
,
EII(x, t) =
−h¯c
2V
1
2
(
εˆkαµα
c0
(1 + cosφ) sin Θc +
εˆkdµd
d0
(1− cosφ) sin Θd
)
,
BII(x, t) =
−2
V
1
2
[(kc × εˆkcµc)c0 sin Θc + (kd × εˆkdµd)d0 sin Θd] +
vII(x)
V
1
2
,
III(x, t) =
h¯c2
2V
[kc(1 + cosφ) + kd(1− cosφ)− kc(1 + cosφ) cos 2Θc + kd(1− cosφ) cos 2Θd)]
−f II(x)gII(x, t)
V
, (44)
with
uII(x) =
∑
kµ
k 6=±kc,±kd
εˆkµqkµe
ik.x, vII(x) = i
∑
kµ
k 6=±kc,±kd
(k × εˆkµ)qkµeik.x = ∇× uII(x), (45)
f II(x) =
ih¯c2
V
∑
kµ
k 6=±kc,±kd
εˆk0µ0 × (k × εˆkµ)qkµeik.x, gII(x, t) = (1 + cosφ) sin Θc + (1− cosφ) sin Θd.
Using eq. (45) we can again show that the above expressions for the AII(x, t), EII(x, t), and
BII(x, t) beables satisfy the usual classical relations EII = −(1/c)∂A/∂t and BII = ∇×AII .
By tracing the input electric field beable, eq. (19), through all of the optical elements and then
comparing with the electric field beable obtained from the equations of motion (as we did in section
3.3) we obtain relations among the initial (constant) values in all three regions:
c0 =
√
2α0 cos
φ
2
, d0 = −
√
2α0 sin
φ
2
, χ0 = ξ0 = σ0 − φ
2
− pi
2
.
c0 = q0 cos
φ
2
, d0 = −q0 sin φ
2
, χ0 = ξ0 = θ0 − φ
2
− pi. (46)
Substituting eq. (46) into ωc or ωd shows that ω0 = ωc = ωd = ωα = ωβ .
The beables above clearly exhibit interference. For example, with a phase shift of φ = 0 the
d-beam is extinguished, while for φ = pi the c-beam is extinguished. For III(x, t) and the EII(x, t)
beables this is obvious, but for AII(x, t) and BII(x, t) we need to use relation (43).
In the experiment what is actually observed is the expectation value of the intensity operator,
eq. (12) (or eq.(13) which gives the same results). This expectation value is equal to the long time
average (which is equal to the cycle average for a periodic function) of the intensity beable, eq.(44),
i.e.,
〈III〉cycle =
1
Tc
∫ Tc/2
−Tc/2
III dt =
h¯c2
2V
[kc(1 + cosφ) + kd(1− cosφ)],
with Tc = 2pi/ωc. The total momentum and energy of each beam,
GII =
∫
V
III
c2
dV =
h¯
2V
[kc(1 + cosφ) + kd(1− cosφ)] = h¯k0, E = h¯ck0 +
∑
k
h¯ck
2
,
are again equal to the corresponding expectation values, as we would expect.
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As with the α and β-beams the two coupled differential equations in (40) show that the two beams
are nonlocally connected. This is further demonstrated by the wave equations
1
c2
d2ckcµc
dt2
=
−2h¯2c2 [(1 + cosφ)ckcµc + sinφ dkdµd ]
(h∗IIhII)2
,
1
c2
d2dkdµd
dt2
=
−2h¯2c2 [sinφ ckcµc + (1− cosφ)dkdµd ]
(h∗IIhII)2
,
obtained by substituting the quantum potential in region II,
QII = −1
2
∑
kµ
k2q∗kµqkµ + h¯ck0 +
∑
k
h¯kc
2
− h¯
2c2
h∗IIhII
,
with hII = −[1 + exp(−iφ)]ckcµc − i[1− exp(−iφ)]dkdµd , into the wave equation (16).
4 CONCLUSION
We have provided perhaps one of the first applications of the causal interpretation of relativistic
boson fields where the equations of motion for the field are solved explicitly. In so doing we have
been able to provide a detailed relativistic causal model of the Wheeler delayed-choice Mach-Zehnder
Interferometer, i.e., a description of the physical reality that underlies the experiment. We have shown
explicitly that a single photon is split by a beam splitter. We have shown that the beables representing
quantities such as the electric field and the magnetic induction behave much like their classical
counterparts. One similarity is that the expressions for the electric field and magnetic induction
beables in terms of the vector potential beable are the same as for their classical counterparts. They
differ from their classical counterparts in that the beables oscillate with a nonclassical frequency
which depends on the amplitude of the wave. A more significant difference is the inherent nonlocality
of a relativistic quantum field. This nonlocality is revealed in two ways: First, because the time
dependence of a beam in one arm of the interferometer depends nonlocally on the time dependence
of the beam in the other arm. Second, in a which-path measurement an entire quantum is absorbed
nonlocally from both arms of the interferometer by a detector placed in one arm. This feature explains
how when a photon is split by a beam splitter it nevertheless registers in a detector placed in one
arm of the interferometer. Wheeler concludes from his hypothetical delayed-choice experiments that
history is created at the time of measurement. Bohr tells us that complementary concepts such
as wave and particle concepts are abstractions to aid thought, and hence, so also is any historical
evolution leading to the final experimental result. We have argued that neither Wheeler’s nor Bohr’s
conclusions follow from the mathematical formalism of the quantum theory. The Bohm-de Broglie
nonrelativistic causal interpretation and its relativistic generalization to boson fields demonstrates
that we neither need to follow Bohr and deny a description of underlying physical reality, nor do we
need to follow Wheeler and conclude that the present can affect the past.
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