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In this work, we present a non-local expansion scheme to study correlated electron systems aiming
at a better description of its spatial fluctuations at all length scales. Taking the non-local coupling
as a perturbation to the local degrees of freedom, we show that the non-locality in the self-energy
function can be efficiently constructed from the coupling between local fluctuations. It can provide
one unified framework to incorporate non-locality to both ordered and disordered correlated many-
body fermion systems. As the first application, we prove that the dual-fermion approach can be
understood as a special case of this non-local expansion scheme. The scheme presented in this
work is constructed without introducing any dual variable, in which the interacting nature and the
correlated behaviors of the lattice fermions have a clear physics correspondence. Thus, in this special
case, the equivalence of the dual-fermion approach to the non-local expansion scheme beautifully
reveals the physics origin of the dual variables. We show that the non-interacting dual-fermion
Green’s function corresponds exactly to a non-local coupling of the lattice fermion renormalized
by the local single-particle charge fluctuations, and the dual-fermion self-energy behaves as the
one-particle fully irreducible components of the lattice Green’s function. Not only limited to this
specific example, the non-local expansion scheme presented in this work can also be applied to other
problems depending on the choice of the local degrees of freedom.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h
I. INTRODUCTION
The Bloch’s theorem [1] for electron states in crystals is
based on their translational symmetry. These states are
labeled by the quantum number k, which reflects their
invariant behaviours under a translation by a Bravais
lattice vector. However, the translational symmetry in
a real solid is never perfect, which is not only because of
its finite dimension, but also because of the presence of
chemical potential/interaction disorders, lattice defects,
impurities and phonons, etc. The finite dimension of
a system may give rise to states which are sensitive to
the surface but insensitive to the interior of the bulk.
The chemical potential or interaction disorder localizes
electron states in real space which can trigger a metal-
insulator transition (also known as an Anderson tran-
sition [2]). In the ultracold atom system in optical lat-
tices [3], though the lattice defects, impurities or phonons
are absent, the spatial inhomogeneity is always present,
as harmonic confinement potential introduces a spatially
varying local density, which breaks translational symme-
try of these cold atom systems. In addition, in systems
with short-ranged magnetic correlations, the homogene-
ity can also be broken by the creation of ordered pat-
terns in real space. When the concentration of disorder
or magnetic patterns is small, the system can be treated
approximatedly as if the translational symmetry were not
broken, in this case the quantum number k can still be
used to characterize the electron states. However, in the
case with strong disorders, the translational symmetry
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should be completely abandoned. Thus, it is important
to have a unified theoretical framework to capture the ef-
fects of spatial inhomogeneity, espectially in the presence
of strong electronic correlations.
This problem represents a strong challenge to mod-
ern many-body theories. Due to the presence of the
strong electronic correlation, approaches formulated from
either weak-coupling or strong-coupling expansions, such
as fluctuation exchange (FLEX) [4], random phase ap-
proximation (RPA), cumulant expansion [5, 6], strong-
coupling expansion [7, 8]. etc. are not adequate to han-
dle the complete parameter range in interaction. Unbi-
ased numerical approaches, such as exact-diagonalization
and quantum Monte Carlo [9, 10], can treat the cor-
relation effect precisely, but with the penalty on their
finite cluster size, i.e. the thermodynamic limit is not
directly available in these approaches. Another class of
many-body approaches, based on the dynamical mean-
field theory (DMFT) [11], can fairly treat electronic cor-
relation at arbitrary strength and contain the thermody-
namic limit from their construction. It has been shown
that, the DMFT can provide very important insights for
several nonperturbative properties, such as the Mott-
Hubbard transition. It also shows its great power in
the study of correlated inhomogeneous systems. In the
so-called real-space DMFT (R-DMFT) [12, 13], the cor-
related and disordered sites are treated as a group of
Anderson impurities, which are embedded into a lattice
system at the thermodynamic limit via the DMFT self-
consistency. However, the DMFT is exact only in the
infinite spatial dimension limit, where the character of
correlation effects is purely local in space. For realis-
tic systems at finite dimension, the DMFT downgrades
to an approximation, which neglects the spatial fluctu-
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2ation effect beyond the mean-field level. For this rea-
son, in the R-DMFT, disorder and correlation effect is
treated locally. The spatial fluctuations of the complete
system are determined by the coupling of the impurities
within strong-coupling perturbation theory at leading or-
der only (mean-field level). Generalizing an impurity to
a cluster incorporates the short-ranged spatial fluctua-
tions inside the cluster. Both, a reciprocal-space (dy-
namical cluster approximation, DCA [14–18]) and a real-
space construction (cellular dynamical mean field theory,
Cellular-DMFT [19, 20]) have been suggested. These ap-
proaches improve results for D = 1, 2, 3, while the longer-
ranged spatial fluctuations beyond the mean-field level
are still missing. Alternative to the cluster extensions
of the DMFT, the non-local fluctuations can also be re-
stored by the so-called “diagrammatic expansion” meth-
ods. These methods include the “advanced” fluctuation-
exchange scheme [21], dynamical vertex approximation
(DΓA) [22, 23], the dual-fermion (DF) approach [24–26]
and the one-particle irreducible functional approach [27].
The non-locality in these methods is constructed from
the dynamical scattering of multiple particles at the same
spatial location. Comparing to the cluster extensions of
the DMFT, it can be shown that both short- and long-
range fluctuations are equally treated in these methods.
The DΓA and the DF can also be easily adapted to the
study of inhomogeneous systems [28, 29] and shows their
advantage over the R-DMFT.
In this paper, in line with all other “diagrammatic ex-
pansion” methods, we consider a correlated system with-
out translational symmetry and aim at a better descrip-
tion of the spatial fluctuations at all length scales in the
presence of strong electron-electron interaction. To this
purpose, we generalize the strong-coupling expansion ap-
proach (cumulant expansion) to such a system and treat
the non-local coupling as perturbations. The expansion
of the non-local coupling can generate, order by order,
the non-local spatial fluctuations from the coupling of
the local charge fluctuations at different spatial locations.
Compared to the other “diagrammatic expansion” meth-
ods mentioned above, the derivation of this scheme is
rather general and the choice of the local system is quite
flexible, which may provide valuable insights and under-
standing into other methods. For example, as will be
shown in this paper, the DF approach can be understood
as one special case of this non-local expansion scheme.
Furthermore, depending on the choice of the local system,
this scheme can either nicely go beyond the R-DMFT ap-
proximation to result in a non-local self-energy for corre-
lated disordered systems or provide a quick cluster solver
for the Cellular-DMFT. Not limited to these two specific
applications, our scheme provides one unified framework
to incorporate non-locality to a correlated many-body
system with only moderate numerical cost.
II. NON-LOCAL EXPANSION
The translational symmetry of a homogeneous corre-
lated system can be broken, for example, by disorders in
chemical potential or interactions. But inhomogeneity in
a real system can be much more general and have many
different origins. The only assumption we make in this
work is that the interaction shall be local. An example
Hamiltonian looks like the following,
H = −
∑
i,j
(c†iσti,jcjσ + h.c.)−
∑
i
µini +
∑
i
Uini↑ni↓ .
(1)
Here, the values of the chemical potential µi and the
Coulomb repulsion Ui depend on their spatial coordina-
tions, their different values in space give rise to the spatial
inhomogeneity. tij , in this equation, does not have to be
restricted to only nearest neighbors. It can be quite gen-
eral to contain more hopping terms, or spatial anisotropy,
etc. Eq. (1) represents one type of inhomogeneity that
the systems could have. As we discussed before, there
are many other ways to induce disorders to the systems.
Not losing generality, we discard the specific form of the
Hamiltonian and only cast it into two parts for the con-
venience of the following discussions.
H =
N∑
i=1
Hi +H
NL . (2)
Hi gathers every term that is locally related to site i.
All other terms that carry non-locality are grouped into
HNL. The corresponding action can be written as
S =
∫
dτdτ ′
∑
i,j
c∗iσ(τ)[G−1(τ − τ ′)]i,jcjσ(τ ′)
+
∑
i
∫
dτUini↑(τ)ni↓(τ)
=
N∑
i=1
Si +
∫
dτdτ ′
∑
i 6=j
c∗iσ(τ)[G−1σ (τ − τ ′)]i,jcjσ(τ ′)
=
N∑
i=1
Si + T
∑
i 6=j
∑
ω
c∗iωσ[G−1σ (ω)]ijcjωσ (3)
where [G(ω)−1σ ]ij describes the dynamic coupling between
states at different spacial locations. Si is the action
that contains only the local degrees of freedom, in which
[G−1σ (ω)]ii can have many different forms. For exam-
ple, in the cellular-DMFT, [G(ω)−1σ ]ii = −(ω + µ) +
∆ii(ω), which is the local component of the inverse Weiss
field. [G(ω)−1σ ]i 6=j is the non-local hybridization func-
tion ∆i 6=j(ω). There are also many other possibilities of
[G(ω)−1σ ]i6=j . For the moment we keep [G(ω)−1σ ]i6=j as a
general function that is purely non-local in space. At
the end of this section, we will examine some specific
forms of [G(ω)−1σ ]ij to show that, actually, the formal-
ism presented in this work can be nicely linked to some
3widely-known powerful methods, especially it can extend
these local many-body approaches to partially include
non-trivial spatial fluctuations. To be more precise, we
refer the non-trivial spatial fluctuations to the spatial
dependence in the self-energy function. If self-energy is
purely a local function, the corresponding spatial fluctu-
ations are trivial.
A. diagram expansion
The general idea of the non-local expansion approach
is very simple: we take the second term on the r.h.s.
of Eq. (3) as a perturbation to the local action Si. By
expanding this term, we will be able to determine the
non-local dynamic quantity, such as the single-particle
Green’s function, from the local action Si. For simplicity,
we take [G(ω)−1σ ]ij as V ωij and ω ≡ (ω, σ). With Eq. (3),
the single-particle Green’s function is calculated as
Gωαβ = −〈cαωc∗βω〉 = −
1
Z
∫
D[c∗, c] exp
− N∑
i=1
S[c∗i , ci]− T
∑
i6=j
∑
ω′
c∗iω′V
ω′
ij cjω′
 cαωc∗βω
= − 1Z
N∏
i=1
∫
D[c∗i , ci]e−Si[c
∗
i ,ci]
∞∑
n=0
(−T )n
n!
∑
i6=j
∑
ω′
c∗iω′V
ω′
ij cjω′
n cαωc∗βω . (4)
Here, α, β are two arbitrary spatial indices. Z is the
full partition function containing both local and non-local
contributions.
Z =
∫
D[c∗, c] exp
−Si[c∗i , ci]− T∑
i 6=j
∑
ω′
c∗iω′V
ω′
ij cjω′
 .
(5)
Z can be replaced by the local partition function
Zloc =
∏N
i=1Zi when only the connected diagrams are
considered in Eq. (4), as we will do in this work. In
a calculation with only the local Si, the single-particle
Green’s function one can get is the one with α = β,
gωα = −
N∏
i=1
1
Zi
∫
D[c∗i , ci] exp [−Si[c∗i , ci]] cαωc∗αω . (6)
All terms for α 6= β vanish as the two operators, cωα and
c∗ωβ , must pair in the above grassmann integral. With
this in mind, we will proceed to evaluate the expansion
in Eq. (4) order by order. Before proceeding, we want
to note that Eq. (4) was more often evaluated by intro-
ducting a dual variable from the Hubbard-Stratonovich
transformation [30, 31] on the non-local term. Here, we
want to keep the present form of Eq. (4) and do not in-
troduce any dual variable. At the end of this paper, we
will compare our formalism to those obtained from the
Hubbard-Stratonovich transformation to illuminate the
physics hidden behind the introduction of the dual vari-
ables in those approaches.
The first term in the expansion of Eq. (4) is exactly
the local Green’s function as defined in Eq. (6). In the
second term, α and β must be different as i 6= j. The
only way to pair these operators is to set i = α and β = j,
which gives rise to the first non-local correction to Si,
G
ω,(a)
α6=β = g
ω
αV
ω
αβg
ω
β . (7)
The graphical representation of this term is shown in
Fig. 1(a). The wiggly line represents the non-local hy-
bridization Vαβ between the two spatial locations α and
β. The solid line circling at each location represents
the local Green’s function computed from Si, as given
in Eq. (6).
The third expansion term in Eq. (4) contains two topo-
logically distinct diagrams. They correspond to the cor-
rections of the non-local charge fluctuations to the lo-
cal and non-local Green’s functions, respectively. When
α = β, this term gives the first correction to the lo-
cal Green’s function gωα , which is generated from the
non-local charge fluctuations coupled with the local two-
particle vertex. To see this, we need to examine the pos-
sible contractions of operators connecting to cαωc
∗
αω. In
order to have a connected diagram, one has to link either
cjω′c
∗
kω′′ or c
∗
iω′clω′′ to cαωc
∗
αω with the corresponding
constraint j = k = α or i = l = α. We notice that
the interchange of indices i, j with k, l does not generate
topologically new diagrams, thus, we can focus on only
one of them and neglect the factor 1/2, e.g. j = k = α.
4G
ω,(b)
α=β =
T 2
Zloc
∑
i 6=j
∑
k 6=l
∑
ω′,ω′′
∫
D[c∗, c]e−Sloc[c∗,c]clω′′c∗iω′V ω
′
i,j V
ω′′
k,l cjω′c
∗
kω′′cαωc
∗
αωδω′,ω′′δi,lδj,k
= T
∑
i
∑
ω′
〈ciω′′c∗iω′〉V ω
′
i,αV
ω′′
α,i 〈cαω′c∗αω′′cαωc∗αω〉δω′,ω′′ . (8)
The last term in the above equation is the local four-point correlation function computed from Si.
〈cαω′c∗αω′′cαωc∗αω〉 = 〈cαω′c∗αω′′cαωc∗αω〉c + 〈cαω′c∗αω′′〉〈cαωc∗αω〉 − 〈cαω′c∗αω〉〈cαωc∗αω′′〉 , (9)
which contains both connected and disconnected parts. Eq. (8) corresponds to Fig. 1(b) if the connected four-point
correlation function is used. The connected four-point correlation function 〈cαω′c∗αω′′cαωc∗αω〉c (after decided by four
single-particle Green’s function ) is also called the complete two-particle vertex, which is graphically represented as
the square in Fig. 1(b).
The disconnected part of 〈cαω′c∗αω′′cαωc∗αω〉 gives rise to a diagram topologically equivalent to Fig. 1(c) but with
α = β. This is easier to see by first assuming α 6= β in the third order expansion, and releasing this constraint at the
end of the discussion,
G
ω,(c)
α6=β = −
T 2
Zloc
∑
i 6=j
∑
k 6=l
∑
ω′,ω′′
∫
D[c∗, c]e−Sloc[c∗,c]cαωc∗iω′V ω
′
i,j V
ω′′
k,l cjω′c
∗
kω′′clω′′c
∗
βω
= −
∑
j
〈cαωc∗iω′〉V ω
′
i,j V
ω′′
k,l 〈cjω′c∗kω′′〉〈clω′′c∗βω〉δi,αδj,kδl,βδω,ω′δω′,ω′′ = gωα
∑
j
V ωα,jg
ω
j V
ω
j,β
 gωβ . (10)
Similar to Fig. 1(a), this diagram consists of only local
single-particle charge fluctuations at different spatial lo-
cations which are connected by their dynamic hybridiza-
tion. There will be more similar diagrams in the higher
order expansions of Eq. (4). These terms can be cast into
a more compact form by renormalizing the hybridization
as shown in Fig. 1(d). The dressed hybridization is sim-
ply found to be
V˜αβ = [V
−1 − g1]−1αβ , (11)
where 1 is an unit matrix. By replacing the single wig-
gly line with the double wiggly line, Fig. 1(a) becomes
Fig. 1(e), which now incorporates all higher order dia-
grams similar as Fig. 1(c). With this substitution, we
can now release the constraint of α 6= β. Setting α = β
in Fig. 1(c) does not violate any feynmann rule we used
above, and it corresponds exactly to the diagram with the
disconnected four-point correlation function in Eq. (9).
In fact, one can easily notice that only the crossing term,
i.e. the last term of Eq. (9), leads to a connected diagram
of Gωαβ , which is same as what we derived in Eq. (10),
but with α = β.
Repeating the above procedure, one could, in princi-
ple, calculate all expansion terms, which contain the lo-
cal complete vertices at one-, two-, · · · , n-particle levels.
The one-particle Green’s function calculated in Eq. (4)
is then dressed by these local scattering processes. It is
easy to see that the non-locality is generated from the
non-local coupling of these local scattering modes. The
more terms are considered in the expansion, the better
approximation of Gωαβ will be obtained. However, for
practical reason, it is not possible to consider all expan-
β(a) (c)
α βαβ
(b) βγβα αδ δ
= +
βδβαδ δαα β(d)
(e) α βαβ
α β
αγ
α +
V V V
V V
V
~
~
αβV~ αβV
FIG. 1. A few lowest order Feynmann diagrams in the expan-
sion of Eq. (4). (a), (b) and (c) correspond to the first three
expansions. (d) The local single-particle charge fluctuations
renormalize the non-local hybridization. With the renormal-
ized hybridization V˜αβ , diagrams similar to (a) and (c) now
can be simply written as (e).
sion terms. A truncation of the expansion has to be done.
As all expansion terms contribute to the calculation of
Gωαβ in Eq. (4), there is no principle to favour certain
terms over the others in the expansion. As we will see
in the next section, however, a simple truncation of the
expansion at certain order will violate some exact limit
of the problem. Only by summing certain similar dia-
grams up to the infinite order, one can reproduce these
limits. In the next section, we will examine one trunca-
tion scheme (more precisely, one diagram resummation
scheme), which respects these exact limits and is feasible
for practical implementation.
5B. diagram resummation
First, we show that the inclusion of all diagrams sim-
ilar to Fig. 1(a) and (c) is of crucial importance to our
non-local expansion scheme. It has a very crucial im-
plification in the non-interacting limit. With the dressed
hybridization in Eq. (11), Fig. 1(a), (c) and all other sim-
ilar diagrams can be cast into one simple diagram shown
as Fig. 1(e). The single-particle Green’s function evalu-
ated from this diagram is given as:
G
ω,(e)
αβ = g
ω
αδα,β + g
ω
α V˜
ω
αβg
ω
β . (12)
In the following, we will show that, with the dressed hy-
bridization, Eq. (12) gives rise to G0,ωαβ exactly. This is
a crucial condition to fulfill, as the non-interacting limit
is an intuitive case to verify a diagrammatic approach.
When interaction is switched off, i.e. U = 0, all reducible
multi-particle susceptibilities vanish, thus, the only dia-
gram we need to evaluate is Fig. 1(e).
Gωαβ = g
0,ω
α δαβ + g
0,ω
αα [V
−1 − g01]−1αβg0,ωβ . (13)
In this equation, g0α is the local single-particle Green’s
function in the non-interacting limit, which shall be un-
derstood as [[Gσ(ω)]−1αα]−1. It is different from the local
Weiss field Gαα(ω).
Gωαβ = g
0,ω
α δαβ + g
0,ω
α
[
V g0
1− V g0
]
αβ
= g0,ωα δαβ − g0,ωα
[
1− 1
1− V g0
]
αβ
=
[
1
g0,−11− V
]
αβ
= Gωαβ . (14)
Thus, the inclusion of local one-particle charge fluctua-
tions at different spatial locations under the coupling of
non-local hybridizations gives rise to the exact dynam-
ics at all length scales in the non-interacting limit. At
this point, it shall also be mentioned that, the current
scheme can also correctly describe the strong coupling
limit. In the strong coupling limit, the local dynamics
become dominant, the expansion over Vαβ becomes less
important. Sloc accounts for the major dynamics in that
case.
In the intermediate coupling region, the diagrams with
vertices become relevant. One example is Fig. 1(b), and
more similar diagrams appear in the higher order expan-
sions of Eq. (4). In these diagrams, similar to the renor-
malization of the hybridization shown in Eq. (11), the
higher order terms can be viewed as the dressed diagrams
of lower order terms. Thus, we can cast these diagrams
into a more compact form by using these lower-order di-
agrams as building blocks. Certainly, there are differ-
ent ways to construct the higher-order diagrams from
these building blocks, which corresponds to the different
choices of the subset of the complete Feynmann diagrams
in the expansion of Eq. (4). In this work, we consider
γα β
α β
βα
γα
V~
γ- 12-α +
(a) (c)(b)
ααV~
αβV~
βαV~
FIG. 2. The one-particle irreducible diagrams Λωαβ used for
constructing the connected lattice Green’s function in the
non-local expansion scheme.
the following resummation scheme whose physics mean-
ing becomes clear in the end of this section.
Gωαβ =
[
Λω
1− V ωΛω
]
αβ
, (15)
in which Λωαβ is the one-particle fully irreducible (1PI)
diagrams taken as the construction blocks. Eq. (15) con-
nects different 1PI diagrams of the single-particle prop-
agator by the bare hybridization V ωαβ . Intuitively, in
Eq. (15), if we take the simplest 1PI diagram, which is
gωαβδαβ , Eq. (12) is reproduced. It is obvious that, the
more 1PI diagrams are adopted in Λωαβ , the better ap-
proximation we can get for Gωαβ . As one will see in the
next section, Eq. (15) can reproduce one advanced many-
body approach, i.e. dual-fermion approach [24] , when
the local system is taken as the DMFT impurity.
In these building block diagrams, not only the two-
particle vertices but also higher-order vertices will ap-
pear. For practical reasons, we restrict our calculations
to the two-particle vertices. It shall be noted here that,
in addition to Eq. (15), one can also formulate other
ways of summing diagrams with vertices. For simplic-
ity, in this work we consider the 1PI diagrams Fig. 2
for Λωαβ . The first diagram in Fig. 2 is the local sin-
gle particle propagator gωαβδαβ calculated from the localSα. This diagram only gives rise to a mean-field de-
scription of the inter-site Green’s function, which equiv-
alently means that the self-energy computed from this
diagram is still local. This can be seen by starting from
Eq. (12) and repeating the derivation in Eq. (14) with
g−1α = g
0,−1
α − Σα. One can easily see that the lattice
self-energy function Σα,β = Σαδα,β is exactly the same
as the local self-energy obtained from Sα, i.e. no non-
locality is included in the self-energy. Fig. 2(b) corre-
sponds to the diagrams with single-particle charge fluc-
tuations coupled to local two-particle scattering modes,
which is obtained from Fig. 1(b) by replacing the hy-
bridization with the dressed one, see Eq. (11). It is cru-
cial to note that, though this diagram is local in space,
through Eq. (15), it generates spatial dependence of the
self-energy function that is missing in Fig. 2(a). Fig. 2(c)
consists of two connected four-point correlation functions
γσ1σ2;σ3σ4α = 〈cαω1c∗αω2cαω3c∗αω4〉c. In addition to the sec-
ond diagram, it generates further non-local corrections to
6the lattice self-energy. The sum of the internal spin in-
dices involved in this diagram can be more conveniently
carried out by introducing γ
c/s
α = γ↑↑↑↑α ± γ↑↑↓↓α . Λωαβ is
then found to be:
Λωαβ = g
ω
αβδαβ − T
∑
2
γσ1σ1;σ2σ2α (11; 22)V˜αα(ω2)
−T
2
4
∑
234
V˜βα(ω2)V˜βα(ω4)V˜αβ(ω3)[
3γsα(12; 34)γ
s
β(43; 21) + γ
c
α(12; 34)γ
c
β(43; 21)
]
.(16)
Here a compact form of frequency index is used, 1 ≡
(ω1, σ1). The energy conservation requires ω1 + ω3 =
ω2 + ω4 in the above equation.
Eq. (15) and Eq. (16) are the main results of our
non-local expansion scheme. To construct non-locality
from Eq. (16), only the local single-particle Green’s func-
tion gωα and the connected four-point correlation function
γ
c/s
α (12; 34) are required. They are obtained from the so-
lution of the local problem defined by Sα, which can be
solved with modern numerical algorithms. Thus, the to-
tal number of correlated sites N in these equations can be
reasonably large to represent the thermodynamic limit.
In this sense, both the short- and the long-range spatial
fluctuations can be described by this formalism.
The computation flow of this new scheme is the follow-
ing: one starts with the construction of the Weiss field
Gωαβ and separates the local and non-local components
as shown in Eq. (3). The local problem defined by the
local component Gωαα and µα, Uα is then solved to get
the local single-particle Green’s function gωα and the con-
nected four-point correlation function γ
c/s
α (12; 34). Now
Eq. (16) can be issued to compute the Green’s functions
Λωαβ , which contain the non-trivial spatial fluctuations.
With the new Green’s function Gωαβ from Eq. (15), the
self-energy Σωαβ can be calculated from Dyson equation,
which contains both the local and non-local components
and serves as the input for the next iteration of this cal-
culation. The entire calculation shall stop only when Σωαβ
does not change anymore.
The current scheme is formulated for the correlated
system without translational symmetry. But it also ap-
plies to systems characterized by the quantum number
k. As one unified scheme for both cases, here we also
present the corresponding formula for the latter case.
When the system is translationally invariant, only one
impurity problem needs to be solved. The local impu-
rity correlation functions gω and γs/c become completely
site independent. After applying Fourier transformation
to Eq. (15) and Eq. (16), we have the following expres-
sions for the lattice Green’s function from the non-local
expansion scheme:
Gωk = Λ
ω
k /[1− V ωk Λωk ] , (17a)
Λωk = g
ω − T
∑
2
γσ1σ1;σ2σ2α (11; 22)V˜αα(ω2)
− T
2
4N2
∑
234
∑
k′,q
V˜k+q(ω2)V˜k′(ω4)V˜k′+q(ω3)
[3γs(12; 34)γs(43; 21) + γc(12; 34)γc(43; 21)] . (17b)
Before closing this section, we want to further com-
ment on the diagram resummation scheme. It shall be
noted that such a scheme is not unique. Beside the free
choice on the local limit, it is another feature of our non-
local expansion method that different diagram resum-
mation schemes are allowed. For simplicity, in Eq. (15)
we only considered diagrams with one- and two-particle
vertices. But there is no problem to include higher-order
vertices in Λωαβ . Other choices of the lower-order binding-
block diagrams as well as different ways of constructing
higher-order reducible diagrams are possible. The only
constraint on the building-block diagrams is to require
them to be 1PI, otherwise some diagrams will be dupli-
cated after the resummation. As an example to illustrate
such feasibility, we present another resummation scheme
in Fig. 3.
α βVαβ
α
α
(b) .....
.....
α δ β α
δ
βVδα
Vαδ
βα
αδ
δα
(c)γα γα γα
(a) + +   ...
Vαα~
Vβα~
~
~
V~
V~
V~
FIG. 3. Another set of building-block diagrams and the corre-
sponding resummation scheme, which are different from those
shown in Fig. 2. The diagrams inside the pink box represents
a sum of all ladder diagrams with the two-particle vertices.
Fig. 3 contains only the one- and two-particle vertices,
in this sense it is similar to Fig. 2. But it contains essen-
tially different diagrams and represents a different resum-
mation scheme. Here we sum the diagrams in Fig. 3(a)
up to infinite order. One can find the corresponding ex-
pression for Fig. 3(a) in Eq (14). Fig. 3(b) is same as
Fig. 2(b), which is the lowest diagram concerning two-
particle vertex. The diagram resummation in Fig. 3(c) is
more subtle. Here we do not use the entire Fig. 3(c) as
building-block diagram, but consider the sum of the lo-
cal two-particle vertices in a ladder, which is graphically
shown in the pink box in Fig. 3(c). Mathematically, this
7sum is known as the Bethe-Salpeter equation.
Γ
c/s
αβ (12; 34) = γ
c/s
α (12; 34)δαβ
−T
N∑
δ=1
∑
5,6
γc/sα (12; 56)V˜δα(ω5)V˜αδ(ω6)Γ
c/s
δβ (65; 34) .(18)
From this equation, one can easily understand that, af-
ter summing all ladder diagrams, the resulting dressed
two-particle vertex Γ
c/s
αβ becomes non-local. As shown
in Fig. 3(c), the dressed two-particle vertices from both
the particle-hole horizontal and vertical channels are then
used to construct the one-particle Green’s function. A
compact expression for Fig. 3(c) can be obtained by em-
ploying the crossing relation of Γ
c/s
αβ in the horizontal and
vertical channels, as well as the crossing symmetry of
γ
c/s
α . The expression for Fig. 3 is in the end found to be:
Gωαβ =
[
1
g0,−11− V
]
αβ
− T
∑
2
γσ1σ1;σ2σ2α (11; 22)V˜αα(ω2)
− T
2
2
N∑
δ=1
∑
234
V˜βα(ω2)V˜αδ(ω3)V˜δα(ω4){
γcα(12; 34)[Γ
c
δβ(43; 21)−
1
2
γcβ(43; 21)]
+ 3γsα(12; 34)[Γ
s
δβ(43; 21)−
1
2
γsβ(43; 21)]
}
.
(19)
III. APPLICATION: NEW INSIGHTS INTO
THE DUAL-FERMION APPROACH
The non-local expansion scheme corresponds to the
linked-cluster (or cumulant) expansion approach [6, 8,
32, 33] if Vij is simply taken as tij in Eq. (1) and all
terms in Eq. (4) are considered (thus, no diagram re-
summation is required.). The diagram-resummation al-
gorithm in Eq. (15) corresponds to the scheme discussed
in Refs. 34 and 35. As discussed before, the choice of
local system is quite flexible in the non-local expansion
scheme. In the following section, we will show that, by
choosing a different local limit, the current scheme can
be connected to and further extend some well-known lo-
cal many-body approaches. As the first application, we
will show that the DF approach exactly corresponds to
one special case of the non-local expansion scheme for a
translationally invariant system. From the current non-
local expansion scheme, we want to explain the physics
hidden behind the usage of the dual variables.
In Eq. (4), we have employed a direct expansion of Vij
and considered the expansion in orders. Now, we want
to perform the same expansion by introducing a dual
variable through the Hubbard-Stratonovich transforma-
tion. This is also known as a strong-coupling expansion
of the Hubbard model [5, 36]. The main question we
want to address in this section is that, by taking a dif-
ferent form of Vij , we can prove that the dual-fermion
approach [24] is equivalent to the current non-local ex-
pansion scheme with the diagram resummation algorithm
shown in Eq. (17).
The DF approach is an elegant non-local extension of
the DMFT, which was proposed for systems with trans-
lational symmetry. However, there is obvious no obstacle
for it to apply to inhomogeneous systems. One only needs
to be careful with the breaking of translational symmetry
and formulate it in coordination, instead of momentum
space. Here, we would instead use Eq. (17) and prove
that the current scheme can reproduce the DF approach
for a translationally invariant system, if the local action
is taken as the DMFT one.
According to the DF approach, we add and subtract a
local dynamic function ∆i(ω) to Eq. (3),
S =
N∑
i=1
Si + T
∑
i,j
c∗iω[G−1σ (ω)]ijcjω
=
N∑
i=1
Si − T
∑
k,ω
c∗kω(∆ω − k)ckω , (20)
where Si is the local action of the impurity at the ith
site, Si = −(ω + µ) + ∆ω + Uni↑ni↓. ∆ω, in principle,
can be an arbitrary function. As shown in the dual fer-
imon approach, diagrams for the DF self-energy can be
simplified if ∆ω is taken as the hybridization function of
the DMFT. In Eq. (20), V ωk is given as −(∆ω−k), which
contains both local and non-local components. One can
still repeat the procedure shown in Sec. II to calculate
the non-local single-particle Green’s function. Due to the
inclusion of the local component in V ωk , there are addi-
tional diagrams which shall be considered. Fortunately,
such diagrams, after the renormalization of V ωk , have ac-
tually been included in Fig. 2. Thus, the final expression
of the single-particle Green’s function from the non-local
expansion scheme Eq. (17), also applies to the current
case.
In the following, we want to show two important ob-
servations of the DF approach. First, we show that the
physics origin of the non-interacting DF propagator cor-
responds exactly to the renormalized hybridization V˜ ωk .
To see this, we need to slightly modify the construc-
tion of the DF approach. Different from the Hubbard-
Stratonovich transformation generally employed in the
dual fermion approach [24], we set the coefficient of the
mixing term between the original and the dual variables
to be one. The full action in Eq. (20) becomes
S = S[c∗, c; f∗, f ] =
N∑
i=1
Si −
−T
∑
kω
[f∗kωckω + c
∗
kωfkω +
f∗kωfkω
∆ω − k ] . (21)
Then we proceed in the same way as the normal DF ap-
proach [24] does to get the exact relation between the
8lattice Green’s function and the so-called DF Green’s
function:
Gωαβ = (∆ω−k)−1+(∆ω−k)−1Gd,ωk (∆ω−k)−1 , (22)
where Gd,ωk is the single-particle propagator defined for
the dual variables, whose non-interacting part is given
as:
Gd,0,ωk = −
[
(∆ω − k)−1 + gω
]−1
= V˜ ωk . (23)
From Eq. (23), one immediately understands that the
non-interacting dual fermion propagator is not just a
mathematical definition, it has clear physical correspon-
dence. It corresponds to the dressed hybridization we
obtained in Eq. (11). As shown in the DF approach [24],
the coarse graining of Gd,0,ωk corresponds to the DMFT
self-consistent equation.
−
∑
k
1
(∆ω − k)−1 + gω =
∑
k
V˜ ωk = 0 , (24)
which indicates that the average of the non-local hy-
bridization V˜ ωk in momentum space is zero. This, from
another perspective, reveals the local nature of the
DMFT, i.e. the coarse graining effect of the non-local
fluctuations vanishes in the single-particle level.
It also becomes transparent now that, in the non-
interacting limit for the dual variables, the DF approach
can give rise to the correct weak-coupling and the strong-
coupling behaviors for a reason exactly the same as we
discussed in Eq. (14). Furthermore, Eq. (23) also implies
that the self-energy in the DF approach has the same
set of Feynmann diagrams as the Green’s function in our
non-local expansion scheme, i.e. Fig. 2(b) and (c) are
also the first two diagrams for the self-energy in the DF
approach. As the DF self-energy is known to be ana-
lytic [24], the lattice Green’s function of the non-local
expansion scheme is, therefore, also an analytic function.
What is more subtle about the DF approach, which is
the second important observation of this section, is that it
exactly the same as our non-local expansion scheme with
the diagram-resummation algorithm Eq. (17). To prove
this, we show the equivalence of Eq. (22) to Eq. (17).
Starting from Eq. (22), after substituting Gd,ωk with
Gd,0,ωk and the DF self-energy Σ
d,ω
k , we have
Gωk = (∆ω − k)−1 +
(V˜ ω,−1k − Σd,ωk )−1
(∆ω − k)2
= − 1
V ωk
+
(V˜ ω,−1k − Σd,ωk )−1
(V ωk )
2
= − 1
V ωk
+
1
(V ωk )
2
V ωk /(1− V ωk gω)
1− V ωk Σd,ωk /(1− V ωk gω)
= − 1
V ωk
[
1− 1
1− V ωk (gω + Σd,ωk )
]
=
gω + Σd,ωk
1− V ωk (gω + Σd,ωk )
. (25)
In the above derivation, Eq. (11) and Eq. (23) have been
employed. As we discussed before, the first two DF self-
energy function employs the same Feynmann diagrams as
shown in Fig. 2(b) and (c), i.e. gω + Σd,ωk = Λ
ω
k . Thus,
Eq. (25) is exactly the same as Eq. (17). As no dual
variable is involved in the construction of the non-local
expansion scheme, the dynamics and physical correspon-
dence of each term in Eq. (17) is clear. The equivalence
of the DF and the non-local expansion scheme, thus, indi-
cates that the interacting nature of the lattice fermions
in the DF approach with the first two self-energy dia-
grams is given exactly by Fig. 2, in which three different
processes are taken as the most important contributions
to the dynamics at all length scales. The first one re-
produces the non-interacting limit through the non-local
charge fluctuations; the non-local corrections to the lat-
tice self-energy are approximated by a single two-particle-
scattering mode in Fig. 2(b) and the coupling of two two-
particle-scattering processes in Fig. 2(c). All three pro-
cesses, then, are coupled through Eq. (15) by the non-
local hybridization V ωk . Such picture is less obvious in
the DF approach.
Based on the equivalence of Eq. (25) and Eq. (17), it
is no surprise that the lattice self-energy of the non-local
expansion scheme is same as that of the DF approach.
With Eq. (17), the lattice self-energy is found to be:
Σωk = ω + µ− k − 1/Gωk
= ω + µ− k − /(gω + Σd,ωk ) + V ωk
= ω + µ−∆ω − 1/(gω + Σd,ωk ) . (26)
Given the DMFT Dyson equation gω,−1 = ω+µ−∆ω −
Σωloc, the above equation is then simplified as
Σωk = Σ
ω
loc + 1/g
ω − 1/(gω + Σd,ωk )
= Σωloc +
Σd,ωk
gω(gω + Σd,ωk )
= Σωloc +
Σd,ωk /(g
ω)2
1 + gωΣd,ωk /(g
ω)2
. (27)
This is exactly same as Eq. (18) of Ref. 37.
In the last part of this section, we present a calcula-
tion for a correlated system with translational symmetry
by using the non-local expansion scheme Eq. (17), which
also represents a solution of the DF approach. In or-
der to fully demonstrate the non-locality generated by
these two approaches, we show, in Fig. 4, the lattice self-
energy for a three dimensional cubic lattice with U/t = 8
along the high symmetry line R-M-X-Γ-R. Results from
large cluster DCA calculations [39] with the same pa-
rameters are available for comparison. The DMFT so-
lutions have no momentum dependence, thus, they are
straight lines in Fig. 4. The inclusion of non-locality,
as shown in Eq. (17), generates dispersion in the real-
and imaginary-part of the lattice self-energy around the
DMFT solutions. Here, results are shown for two differ-
ent temperatures. The lower temperature (βt = 2.6, see
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FIG. 4. The momentum dependence of the lattice self-energy
in the non-local expansion scheme, as well as in the DF ap-
proach, for the single-band Hubbard model on a cubic lattice
at (a) βt = 2, (b) βt = 2.6 and U/t = 8. The solid and dashed
lines correspond to the real and imaginary parts of Σωk at the
lowest Matsubara frequency. They agree well with the results
from a calculation within DCA with a 100 site cluster [38]
which are replotted as squares here.
Fig. Fig4(b)) results display more pronounced momen-
tum dependence of Σk(iω0) than the higher temperature
(βt = 2.0, see Fig. 4(b)) ones. With the decrease of
temperature, the spatial fluctuations are enhanced. In
addition to the results from the DF approach and the
non-local expansion scheme, Fig. 4 also shows the corre-
sponding solution from Eq. (17) with a modified Λωk . In
addition to the diagrams shown in Fig. 2, all ladder-type
diagrams in the both horizontal and vertical channels are
included in this calculation. The additional scattering
processes included in the ladder diagrams yields a better
inclusion of non-locality, thus, a more pronounced mo-
mentum dependence of Σk(iω) can be observed. With-
out overhead thinking, one can immediately understand
that the adoption of the ladder diagrams in Λωk (, which
can be generated by replacing γβ in Fig. 2 by the corre-
sponding ladders Γδβ) in the non-local expansion scheme
corresponds exactly to the ladder dual fermion approach
(LDFA) [26]. We want to note that the LDFA results
show surprisingly good agreement (especially the imagi-
nary part) with the one from a DCA calculations with a
cluster of 100 sites (see Fig. 5 in Ref. 39). Compared to
the time-consuming large cluster DCA calculations, the
present non-local expansion scheme, as well as the DF
approach, is numerically much more economical. Note,
in the DCA+ scheme [38] proposed recently, a continuous
lattice self-energy can also be achieved with much less nu-
merical effort, which represents another promising route
to understand the non-locality of a quantum many-body
system.
IV. OUTLOOK
Besides the intuitive understanding of the DF ap-
proach, in this section, we want to briefly outlook other
possible applications of the non-local expansion scheme.
More detailed discussions and the corresponding results
will be presented elsewhere.
First, we want to show that the non-local expansion
scheme can be used as a quick cluster solver for the
Cellular-DMFT. In the Cellular-DMFT, the transla-
tional symmetry is naturally broken due to the different
intra- and inter-cluster hoping amplitudes. Though in
some special cases (for example in a 2x2 square cluster),
the cluster momenta are still a good quantum number,
we usually have to work with the situation that transla-
tional invariance is lost. Thus, Eq. (15) and (16) shall
be used. In the Cellular-DMFT, the Weiss field contains
the inter- and intra-cluster components. For a calcula-
tion with the non-local expansion scheme, in the first step
we only need the diagonal component of the hybridiza-
tion function ∆ωi,i, which we adopt to construct the local
Weiss field Gωi = −1/(ω + µ − ∆ωi,i), which is different
from the diagonal component of the Weiss field from the
cellular-DMFT Gωi,i = −[(ω+µ)1−∆]−1i,i . Thus, the sepa-
ration of the local and non-local degrees of freedom looks
like:
S =
N∑
i=1
Si − T
∑
i 6=j
∑
ω
c∗iωσ∆
ω
i,jcjωσ . (28)
With the new Gωi , an interacting impurity problem de-
fined by Si is then solved to get the local self-energy
Σωi and the local single-particle propagator g
ω
i , as well
as the connected four-point correlation function γ
s/c
i . In
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the second step, the non-local expansion scheme Eq. (15)
will be issued to calculate both the local and non-local
components of the single-particle propagator gωij and the
self-energy function Σωi,j . The new Weiss field then can
be calculated from Σωi,j , which closes the Cellular-DMFT
self-consistency loop. As one can immediately under-
stand, the application of the non-local expansion scheme
to the Cellular-DMFT equations can reduce the compu-
tational effort of solving a cluster problem to that of solv-
ing an impurity problem. Thus, a larger cluster calcula-
tion can be expected for the Cellular-DMFT with the
non-local expansion scheme as cluster solver.
Second, the non-local expansion scheme can extend the
R-DMFT to incorporate non-locality in the self-energy
function. R-DMFT is widely used in the study of disor-
dered correlated systems [40–44]. The disorders we con-
sidered here can be the different site energies i and elec-
tronic correlations Ui, which are local in space. Thus,
a DMFT-fashion calculation can be formulated. The R-
DMFT iteration cycle begins with the calculation of the
lattice Green’s function,
Gωi,j =
[
1
(ω + µ)1− tˆ− ˆ− Σω
]
i,j
, (29)
in which tˆ and ˆ are of matrix forms. Matrix Σω, in
R-DMFT, is simplified to have only diagonal elements
Σωi . For each site i, one defines a Weiss field Gωi =
[Gω,−1i,i + Σ
ω
i ]
−1 = (ω + µ) − i − ∆ωi , from which the
local Green’s function gωi and a new local self-energy Σ
ω
i
can be calculated in the conventional DMFT. Normally,
the R-DMFT closes the iteration cycle by substituting
the new Σωi to Eq. (29). Now, with the non-local ex-
pansion scheme, a non-local self-energy can be obtained
for the R-DMFT. Like in the DF approach, we separate
the local and non-local degrees of freedom by adding and
subtracting a local dynamic function ∆ωi to the denom-
inator of Eq. (29). The non-local hybridization used for
expansion in the non-local expansion scheme can be eas-
ily identified as −(∆ωi 1− tˆ). With Eq. (15), a self-energy
matrix with off-diagonal elements can be obtained, which
generates the non-trivial spatial fluctuations to the R-
DMFT. Here, it has to be noted that at each site i, gωi
and γ
c/s
i take different values due to the site-dependent
disorders. Thus, the single-particle charge fluctuations
and the two-particle scattering modes differ at different
sites. For this reason, the non-local expansion scheme
essentially extends the non-local correlations of the R-
DMFT from the one-particle to the two-particle level.
V. CONCLUSIONS
In this paper, we proposed a non-local expansion
scheme to study correlated many-fermion systems. By
separating the local and non-local degrees of freedom
and assuming that the local system can be solved ex-
actly (which, at least, can be achieved numerically), we
can treat the non-local terms as a small perturbation
to the local degrees of freedom. A non-local expansion
around the solution of the local system can generate, or-
der by order, the non-local corrections to the local solu-
tions. This scheme can be widely applied to correlated
systems with/without translational symmetry. Numeri-
cally, it is as economical as the DMFT, thus, a continuous
momentum dependence in the self-energy function can be
achieved easily in this scheme. As the first application,
we have proven that the DF approach can be beautifully
explained as one special case of the non-local expansion
scheme presented in this work. When the local system
is taken as the DMFT impurity and Λωk is approximated
as the diagrams shown in Fig. 2 or ladder-type diagrams,
the DF or the LDFA can be reproduced.
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