We consider the simple random walk on random graphs generated by discrete point processes. This random graph has a random subset of a cubic lattice as the vertices and lines between any consecutive vertices on lines parallel to each coordinate axis as the edges. Under the assumption that discrete point processes are finitely dependent and stationary, we prove that the quenched invariance principle holds, that is, for almost every configuration of a point process, the path distribution of the walk converges weakly to that of a Brownian motion.
Introduction
Random walks in random environment constitute one of the basic models of random motions in random media. On the validity of the quenched invariance principle, the ballistic random walk in random environment and the random walk among random conductances have been intensively investigated in recent years. These models treat random walks with bounded jumps and i.i.d. configurations. Our interest now is the quenched invariance principle for models that random walks have non-bounded jumps and configurations are not independent. We consider a simple random walk on discrete point processes on Z d , that is, a simple random walk on the random graph whose vertices are a random subset of Z d and whose edges are the lines between any consecutive vertices on the lines parallel to each coordinate axis. This model was introduced in [7] , and its law of large numbers and central limit theorem are shown here. It is open whether to approve the quenched invariance principle for this model, see [7, Section 11] . The aim of this paper is to prove the quenched invariance principle when point processes are finitely dependent and stationary.
We now describe the setting in more detail. Let Ω := {0, 1} Z d and denote by ω = (ω(x)) x∈Z d an element of Ω. The space Ω is equipped with the canonical product σ-field G, the canonical shift T y ω(x) := ω(x + y) for x, y ∈ Z d and a probability measure Q. Let Ω x := {ω ∈ Ω; ω(x) = 1} for x ∈ Z d and we shall assume throughout the paper that Q satisfies the following conditions:
(A1) 0 < Q(Ω 0 ) < 1 holds, (A2) There is a positive constant ℓ such that if A, B ⊂ Z d satisfy inf{|x−y|; x ∈ A, y ∈ B} ≥ ℓ then σ(ω(x); x ∈ A) and σ(ω(x); x ∈ B) are independent, n k=0 P(ω)-nearest neighbor path if x 0 ∈ P(ω) and x k ∈ N x k−1 holds for every 1 ≤ k ≤ n.
For each ω ∈ Ω, the simple random walk on the discrete point process (RWDPP for short) is the following Markov chain ((X n ) ∞ n=0 , (P x ω ) x∈P(ω) ) with the state space P(ω): for each z ∈ P(ω), let P z ω (X 0 = z) = 1 and
, y ∈ N x (ω),
, y ∈ N x (ω).
(1.1)
We call P Our main result is to prove that for P-a.s. ω, the following linear interpolation of (X n ) ∞ n=0 converges weakly to a Brownian motion:
Fix T > 0 and let (C[0, T ], W T ) be the space of continuous functions f : [0, T ] → R equipped with the σ-field W T of Borel sets relative to the topology introduced by the supremum norm. The precise statement of our main result is as follows:
There is a set Ω ⊂ Ω 0 with P( Ω) = 1 such that on Ω, for all T > 0 the law of (B n (t)) 0≤t≤T on (C[0, T ], W T ) converges, as n → ∞, weakly to the law of a Brownian motion (B t ) 0≤t≤T with a diffusion matrix D that is independent of ω. Let us now describe how the present article is organized. Section 2 recalls the corrector, which was introduced in [2] to establish the quenched invariance principle on percolation clusters. Its properties was analyzed in more detail by [3] . Proposition 2.1 provide the sufficient conditions for the sublinearity of the corrector to prove the quenched invariance principle.
In Section 2 we give the proof of our main result Theorem 1.1. We adopt the approach in [3] and therefore it suffices to prove the sublinearity of the corrector. Therefore, the proof of Theorem 1.1 is the sketch only, and we direct power towards proving the sublinearity. Propositions 3.1, 3.2, 3.4 and 3.6 guarantee that the sufficient conditions for the sublinearity of the corrector are satisfied in our model.
We close this section with some general notation. Let us denote 
Corrector
In this section, we introduce 'corrector', which plays a key rule in the proof of the quenched invariance principle. Let us first mention the following proposition. For the proof of the proposition we refer the reader to [7, Sections 7 and 9].
Proposition 2.1 There exists a function χ :
x, y ∈ P(ω).
(ii) (Harmonicity) For P-a.s. ω, the function
is harmonic on P(ω) with respect to the transition probability (1.1), that is, for every x ∈ P(ω),
(iii) (Square integrability) There exists a positive constant c 1 such that for all
(iv) (Sublinearity on average) For every ǫ > 0 and for P-a.s. ω,
We call the above function χ the corrector. It is easy to check from (ii) of Proposition 2.1 that X n is decomposed in to the difference between a P 0 ω -martingale M n and χ(X n ), that is, for n ≥ 0, 
is harmonic on P(ω) with respect to the transition probability (1.1).
(ii) (Sublinearity on average) For every ǫ > 0,
(iii) (Polynomial growth) There exists a deterministic θ > 0 such that
Under these conditions, the function ψ satisfies the sublinearity, that is, 
ω )-martingale since the condition (B) implies that X n and χ(X n , ω) are bounded under P 0 ω . Hence for ǫ > 0 and m ≤ n, we can define the random variable
Since the Markov chain on environments, n → T Xn ω is ergodic, see [2, Theorem 3.2], thus the conditions of the Lindeberg-Feller Martingale CLT hold, see for instance [6, Theorem 7.7.3 ]. Thereby we conclude that the random continuous function
converges weakly to Brownian motion with mean zero and covariance
which is finite from (iii) of Proposition 2.1. This can be written as a · Da where D is the matrix with coefficients
. Applying the Cramér-Wold device, see for instance [6, Theorem 2.9.5], we conclude that the linear interpolation of
, and so the same conclusion applies to t → B n (t) in (1.2).
For the completeness of the proof of Theorem 1.1, we have to show that the conditions (S) and (B) are satisfied. Thanks to (ii) and (iv) of Proposition 2.1, for the proof of (S) it is enough to check the conditions (iii), (iv) and (v) of Proposition 2.2. Let us first prove the conditions (B) and (v) of Proposition 2.2. Proof. Let us first construct a set Ω 1 ⊂ Ω 0 of full P-measure such that the following holds for ω ∈ Ω 1 : there is a positive integer M (ω) such that γ e (T x ω) ≤ n holds for all n ≥ M (ω) and for all x ∈ P(ω), e ∈ Z d with |x| ∞ = n, |e| = 1. For n ≥ 1, we define a subset A n of Ω 0 as A n := {γ e • T x > n for some x ∈ P, e ∈ Z d with |x| ∞ = n, |e| = 1}.
Note that there exists a constant
Chebyshev's inequality then implies that for n ≥ 1 and ǫ > 0,
It follows that the sequence (P(A n )) ∞ n=0 is summable, and then we can construct the desired set Ω 1 from the Borel-Cantelli lemma.
Next we shall show that the condition (v) of Proposition 2.2 is satisfied. Let ω ∈ Ω 1 and the positive integer N (ω) is defied by
Then the following holds for ω ∈ Ω 1 : N z (ω) ⊂ B ∞ (z, 2n) for all n ≥ N (ω) and all x ∈ P(ω) ∩ B ∞ (0, n), y ∈ P(ω) ∩ B ∞ (x, n) and z ∈ P(ω) ∩ B ∞ (y, n). This implies that for P-a.s. ω and all t > 0, n ≥ N (ω),
Replacing | · | ∞ by | · |, we find that the condition (v) of Proposition 2.2 is satisfied. Finally, let us prove the condition (B). For fixed ω ∈ Ω 1 and n ≥ 0 we consider a P(ω)-nearest neighbor path (0 = x 0 , x 1 , . . . , x n ) starting at the origin of length n. It is clear by the choice of N (ω) that |x 1 | ∞ ≤ N (ω) holds. Thanks to the choice of N (ω), |x 2 | ∞ has to be less than 2N (ω). By induction on the steps of (0 = x 0 , x 1 , . . . , x n ) we can see that for 2 ≤ i ≤ n, |x i | ≤ 2 i−2 N (ω). Hence we get the following rough upper bound on the | · | ∞ -distance of x n :
which proves the condition (B).
We next prove the bound (2.2) in the condition (iv) of Proposition 2.2. depending only on d such that the following holds, P-a.s.: a positive integer N such that for sufficiently large n and all x, y ∈ P,
.
By standard arguments we get the corresponding bound for the discrete time version of (Y t ) t≥0 . This proves the theorem.
For (2.3) in the condition (iv) of Proposition 2.2, let us prepare some notation and lemma. We denote by d ω (x, y) the graph distance on P(ω)
For this reason, if d ω (x, y) is comparable with the Euclidean distance |x − y|, then we can get the corresponding bound for the Euclidean distance version.
Lemma 3.3
There exist positive constants ρ, c 5 , and c 6 depending only on d such that
Proof. We consider the lattice cubes
If B L (x) is not blocked, then we call it unblocked. From the assumptions (A1)-(A3), we can see that
d } and then let us introduce for
To simplify notation, let C (i)
and
and let us fix ℓ ≤ L ∈ N and n ≥ 0. For a lattice animal A n on 2LZ d of size n and containing 0, the event Γ(x, A n ) is defined as follows: d ω (0, x) < δ|x| ∞ /(2L) and a P(ω)-nearest neighbor path realizing d ω (0, x), which is chosen by a deterministic algorithm, intersects with the n elements of I L and is included in y∈An B L (x). Furthermore, let G(k, i, A n ) be the event that y∈An B L (y) contains the k elements of C 
unblocked. Noting that P(ω)-nearest neighbor paths realizing
On the other hand, for each 1 ≤ i ≤ 2 d , the events {C is unblocked} for
L ⊂ y∈An B L (x) are independent and have the same probability
The Chernoff bound yields
Hence we have
Recall that the number of lattice animals on 2LZ d , of size n, containing the origin, is roughly bounded from above by (2d)
2n , see [4, Lemma 1] . It follows that we get
which shows the conclusion.
Under the above preparation, let us show (2.3) in (iv) of Proposition 2.2.
Proposition 3.4 The bound (2.3) in (iv) of Proposition 2.2 holds.
Proof. We first show that there are a positive constant c 7 depending only on d and Ω 2 ⊂ Ω of full Q-measure such that the following holds for ω ∈ Ω 2 : there exists a positive integer N (ω) such that d ω (z, y) ≥ ρ|z−y| holds for all n ≥ N (ω) and all z, y ∈ P(ω) with |z| ≤ n, |z − y| ≥ c 7 log n. Set c 7 := 2(d + 2)/c 6 . From Lemma 3.3, we have for some positive constant c 8 depending only on d and for all N sufficiently large,
It is easy to see that this sum converges. By the Borel-Cantelli lemma the assertion stated in the beginning of the proof is verified. Fix ω ∈ Ω 2 . Then we obtain for all n ≥ N (ω), |z| ≤ n and t ≥ n,
which shows the bound (2.3) in (iv) of Proposition 2.2.
Finally, we will prove that the corrector χ satisfies Proposition 2.2 (iii). To do this, we prepare some notation and lemma. Let us denote by E θ,n the event that for any y ∈ P ∩ [−n, n] d , there exists a P-nearest neighbor path (0 = z 0 , z 1 , . . . , z m = y) from 0 to y such that max 0≤k≤m |z k | ∞ ≤ n θ .
Lemma 3.5 Suppose that the following condition (C) holds:
Then the condition (iii) of Proposition 2.2 holds.
From Proposition 2.1 (iii) we have
for every n ≥ 1 and some constant c 9 = c 9 (λ). Applying Chebyshev's inequality, we obtain for θ ′ > 0,
Therefore the condition (C) yields that for
which proves the condition (iii) of Proposition 2.2 by the Borel-Cantelli lemma.
Thanks to the above lemma, for the proof of the condition (iii) of Proposition 2.2 it suffices to check the condition (C). Let us start to prove the condition (C). For x = (x 1 , . . . , x d ) ∈ Z d and 2 ≤ i ≤ d, let us denote by F i,n (x) the event that for any y ∈ P ∩ [−n, n] i × {(x i+1 , . . . , x d )}, there exists a P-nearest neighbor self-avoiding path (x = r 0 , r 1 , . . . , r m = y) from x to y such that
Proposition 3.6 The condition (C) is satisfied.
such that for n large enough and all x =
Denote by H i,n (z) the event that for all −n ≤ k ≤ n there is a site w = ke 1 + w 2 e 2 + · · · + w i e i + z i+1 e i+1 such that w ∈ P and −n ≤ w j ≤ n for 2 ≤ j ≤ i. A straightforward calculation then shows that we get for z =
By (3.2) the first term of the right-hand side of (3.3) is less than C
2 n . Moreover, it is easy to see that there are positive constants c 10 and c 11 such that for n sufficiently large, the second term of the right-hand side of (3.3) is bounded from above by c 10 ρ c11n . Let us estimate the third term of the righthand side of (3.3). On the event H i,n (z), there are sites u k ∈ P, −n ≤ k ≤ n such that
Note that on the event
for each y = y 1 e 1 + · · · + y i+1 e i+1 ∈ [−n, n] d ∩ P the site u y1 is connected to y by a P-nearest neighbor path included in
and is connected to z by a P-nearest neighbor path included in [−n, n] i × {0} d−i . For this reason, the event F i+1,n (z) occurs on the event I i,n (z). We hence obtain
and therefore the following holds:
By the same argument as the above, we can estimate
there are some positive constants C 
By induction on i it is enough to show (3.2) in the case i = 2. To simplify notation, let d = 2. It suffices to get the bound for Q(
c ∩ Ω x ) can be derived similarly. Without loss of generality we can assume x 2 ≥ 0. To this end, for n ≥ 1, u ∈ [0, n] ∩ Z, 0 < δ < 1 and L ≥ 1 let us introduce the events Λ 0 (u, L) := {(u − j)e 2 ∈ P for some 1 ≤ j ≤ L}, 2 . We will estimate Q(Λ 1 (u, δ, L, n) c ). Let 0 < δ < Q(Ω 0 ) and we choose 0 < δ 1 < δ. Observe that if
We get for any n satisfying (3.4),
It is clear from (A2) and (A3) that we can take numbers 0 < δ 2 < 1 and
Thus the most right-hand side of the above expression is less than = ω(kℓe 1 + (u − (m + ℓ))e 2 ) = 1 fails
Let us estimate the left-hand side of (3.2). (3.6) and (3.7) ensure that
(3.8)
holds for x = x 1 e 1 + x 2 e 2 ∈ Z 2 ∩ [−n, n] 2 . We now prove that there is a y 1 e 1 + y 2 e 2 ∈ P ∩ [−n, n] 2 such that n i=−n ½ {ω(ie1+y2e2)=1} < δ(2n + 1) (3.9)
holds on the event E 2,n (x) c ∩Ω x ∩Λ 1 (x 2 , δ, L, n)∩Λ 2 (x 2 , L, n). We suppose that on the event Ω x ∩Λ 1 (x 2 , δ, L, n)∩Λ 2 (x 2 , L, n), (3.9) fails for all y 1 e 1 +y 2 e 2 ∈ P ∩ [−n, n] 2 . On the event Ω x ∩ Λ 1 (x 2 , δ, L, n), there exist at least ⌈(1 − δ)(2n + 1) 2 ⌉ vertical lines contained in [−n, n] 2 such that each of these vertical lines has a site in P standing for the slab [−n, n] × [x 2 − L, x 2 ]. Moreover, On the event Ω x ∩ Λ 2 (x 2 , L, n), all lines in the slab [−n, n] × [x 2 − L, x 2 ] are connected to x by P-nearest neighbor paths included in [−n, n]
2 . It follows that on the event Ω x ∩ Λ 1 (x 2 , δ, L, n) ∩ Λ 2 (x 2 , L, n), at least ⌈(1 − δ)(2n + 1)
2 ⌉ vertical lines contained in [−n, n] 2 are connected to x by P-nearest neighbor paths. On the other hand, on the event Ω x ∩ Λ 1 (x 2 , δ, L, n) ∩ Λ 2 (x 2 , L, n) there is a horizontal line contained in [−n, n] 2 such that it does not have sites connected to x by a
