Abstruct-The throughput of wireless networks i s known to scale poorly when the number of users grows. The rate at which an arbitrary pair of nodes can communicate must decrease to zero as the number of users tends to infinity, under various assumptions. One of them is the requirement that the network is fully connected: the computed rate must hold for any pair of nodes of the network. We show that this requirement can be responsible for the lack of throughput scalability. We consider a two-dimensional network of extending area with only one active source-destination pair at any given time, and all remaining nodes acting only as possible relays. Allowing an arbikuq s d l fraction of the nodes to be disconnected, we show that the pernode throughput remains constant as the network size increases. This result relies on percolation theory arguments and does not hold for one-dimensional networks, where a non-vanishing rate is impmsible even if we allow an arbitrary large fraction of nodes to be disconnected, A converse bound is obtained using an ergodic property of shot noises. We show that communications occurring at a fixed nonzero rate impky a fraction of the nodes to be disconnected. Our results are of information theoretic flavor. as they hold without assumptions on the communication strategies employed by the network nodes.
I. INTRODUCTION
A completely wireless network consists of n nodes that communicate over a common wireless channel. A natural question that arises in such systems is how the throughput scales with the number n. Typically, there are two ways of letting n tend to infinity. One can either keep the acea on which the network is deployed constant, and make the node density X tend to infinity (dense networks); or one can keep the node density X constant, and increase the area to infinity (extended networks). In both of these settings, network theoretic lower bounds an achievable transmission rates can be obtained constructively, for given communication strategies and power attenuation laws; while information theoretic upper bounds must be obtained allowing arbitrary communication strategies and assuming only the power decay law in the propagation medium.
The work presented in this paper was supported (in part) by the The first paper [l] to address these problems considered the dense network case, and a traffic scenario where each node generates packets for a destination non-vanishingly far away.
Using a network theoretic approach based on multi-hop communication, it showed a lower bound on the per-node rate of Cl(l/fi) birlsec, if nodes are arbitrarily located; and a lower bound of Cl( l/d*) bitlsec if nodes are randomly located, see also 121. Note that these results optimistically rely on point to point connections delivering infinite power as nodes tend to be closer to each other, which is a physical impossibility.
When the physical constraint of bounded power is enforced, the results are corrected by introducing an additional l / f i factor, see C31.
For extended networks, the works in [4], [5] present information theoretic bounds of @( l/&) bidsec per node, for arbitrarily located nodes, assuming some natural power attenuation law in the wireless medium [6] , which can be bounded without affecting the final result. Finally, using percolation theory arguments, it has been shown [7] that it is possible to achieve the same Cl( 1 / 6 ) rate with randomly located nodes.
All works mentioned above consider an all-to-all c o m unication scenario. Instead, when nodes are located at random, but there is only one active source-destination pair at any given time, while the remaining nodes act as possible relays, it has been shown that the transmission rate in dense networks can grow at most as O(logn) , under the assumption that around each of the two active nodes there is a dead zone of finite nonzero radius without any node [XI. For extended networks (and without dead zone assumption) it has been shown that the rate decreases as O( (log n ) -d m ) , where cu > 2 is the exponent of the power attenuation function and d E { 1; 2) denotes the dimension of the network [SI.
The conclusion drawn from all these works is rather pessimistic, since the rate offered to each node always tends asymptotically to zero as the number of nodes grows -e x c e p t for relay uansmission in dense networks [SI. On the other hand, the common requirement for all the works mentioned above, is that every pair of nodes can be connected at that rate.
In this paper we show that the price to pay to operate the network at a given rate i s precisely its full connectivity.
We prove that if we allow an arbirraq s m l l fraction of the nodes to be disconnected, then a non-vanishing rate can be achieved in 2-dimensional extended networks and in the relay scenario of [9] . On the contrary, it turns out that in the 1-dimensional case. a non-zero rate is impossible even if we allow an a r b i r r q large fraction of nodes to be disconnected.
Finally It turns out that this definition of connectivity leads to a well known model in stochastic geometry called Boolean mode1 [ll] . In fact, if we center a bdl (segment or disk, depending on the dimensionality of the network) of radius r/2 on each node, we end up with a Boolean model where the clusters formed by overlapping balls correspond exactly to the connected components in our network.
B. information theoreric connectivity
In this model, we adopt a more practical point of view, and consider two nodes connected if one can send data to the other at rate R > 0 and vice versa (possibly with the help of all other nodes, as we assume that at each instant there is only one node transmitting and one node receiving). We assume that each node has a maximum emitting power P , and that the attenuation from Point z to Point y is given by some function l{lly -xll), where 11 . 11 denotes the euclidean norm.
We denote by NO the power of the background noise added to each received signal. Furthermore, for technical reasons (as e.g. in [12] ), E must be decreasing and such that We will make no further assumptions on the communication protocol and look at information theoretical bounds on the fraction of nodes that can communicate at rate R with each other.
BOOLEAN CONKECTIVITY
In this section, we review connectivity results in the Boolean model. These results enlighten the fundamental difference between l-d and 2-d connectivity and are then applied to prove our main theorems in the information theoretic model. 
A. One dimemima! nemork
In one dimension, connectivity is broken whenever there is a "gap" somewhere on the line. Here, in the Boolean model, con-. nected components end when one finds two consecutive nodes separated by a distance greater than 7. . As the intervals between nodes are independently and exponentially distributed, when the network size increases, one finds arbitrarily many gaps (intervals longer than r ) w.h.p. (sex e.g., [131, [141, [151) .
Moreover, if we look at the number of nodes connected to the origin, we observe that this number is a random variable with finite expectation. In fact, at each side of the origin, the number of intervals we have to look at before we find a gap, is a geometrical random variable. Therefore, the probability that the number of nodes connected to the origin is finite is equal to one. Now, if we compute the fraction of nodes that are connected to the origin, we have to divide this finite number by the total number of nodes n. As n goes to infinity, the fraction tends thus to zero a s . This means that the network is completely disconnected w.h.p, regardless of the value of T . 
Two-dimensional network
there is a unique connected cluster C inside B,, containand 0 < E < 1/2. Let E ( n ) be the event that ing more Lhan ~B ( r ) n points. and
Then there exist constants c1 > 0 and no > 0 such that We deduce from the above theorem the following coroIlary: However, if we require full connectivity, i.e.. if we impose O(T) = 1, then the price to pay is very high: we know that this is not possible with fixed T , because there will be a s . a node that has no neighbor within distance r. Actually, Penrose [16] , and independently Gupta and Kumar [17] , showed that r has to increase like log R to achieve full connectivity.
This big difference (constant vs increasing T as a function of n) follows from the fact that if we want to connect the most isolated node in the network, as the network size increases.
we find worse and worse cases, for pure statistical reasons. In practice. it is not much of a problem if a tiny fraction of the nodes are disconnected, especially as it then allows T to no longer increase with n. This latter result matches the intuition that as the node density remains constant, the quality of the connectivity should nor change with the size of the network. In fact, the explanalion behind the result in [16] , [17] is of statistical nature. nodes inside this cluster is larger than 8.
Iv. INFORMATION THEORETIC CONNECTIVITY
In this section, we use results from Boolean connectivity to obtain new results under the information theoretic definition of connectivity.
A . One dimensional neruwk
For 1-d networks similar results hold for Boolean and information theoretic connectivity, namely, for any fixed rate K > 0, the fraction of connected nodes tends to zero when n tends to infinity.
If a node is disconnected from the origin, then all nodes further away from the origin are also disconnected. Thus, as the network size increases (and as the node density remains constant), there are w.h.p arbitrarily iarge gaps in the network, and thus we expect it to be eventualIy disconnected, for any fixed rate R > 0. This intuition matches the result in [9], which shows that the rate has to decrease to zero as a function of 77.
Now if we require that only a (positive) fraction of the nodes has to be connected, we can obtain the same negative result. Assume that for a given rate R, nodes are connected until node x. Then all nodes in [ E , n,] are disconnected. In fact, the fraction of connected nodes is thus z / ( . -z), which tends to zero when n goes to infinity. Therefore, w.h.p, the fraction of connected nodes is below any positive number.
The idea of requiring only partial connectivity does thus not help, and h e same asymptotic result holds. In fact, in one dimension, partial connectivity and full connecrivin, are asymptotically equivalent. The picture is definitely not the same in two dimensions, as we will show in the nexl section.
B. f i~o dimensional nehvork
We look at the bounds on the rate at which a given fraction of the nodes can exchange data with each other. In other words, if we discard a given fraction of the nodes (the worst positioned), what are the bounds on the rate? We will see that discarding. the worst nodes (up to a given percentage, that can be arbitrarily small), the asymptotic behavior of the rate dramatically changes, and stays constant when n tends to infinity.
I ) Lower bound:
We construct an explicit scheme that achieves a constant rate, for an arbitrary (but smaller than one) fraction of the nodes. The following Theorem gives the rigorous formulation of our result. The simple TDMA construction of Theorem 4 described in Appendix A, along with the percolation theory result of Corollary 1 have been enough to prove our theorem. A better bound on the throughput can be obtained using more complex schemes than our simple TDMA strategy. One could use, for example. the Gaussian multiple relay channel with coherent multi-stage relaying and interference subtraction of [4] . However, the asymptotic behavior remains the same even with ow very simple scheme and only the pre-constant is improved.
It is also important to notice that the proof does not work for 8 = 1, as the fraction of connected nodes in a Boolean model is never equal to one. This is consistent with the fact that the rate must decrease to zero if we want to keep all nodes connected. It is therefore impossible to find a fixed rate R > 0 such thal the fiaction of connected nodes is equal to one.
2) Upper bound: We now derive an information theoretic bound on the rate at which a given fraction of the nodes can send data to any destination. This result does not depend on the adopted strategy For transmitting information to the destination.
Theoren7 3:
For any rate R > 0, the fraction of nodes that can send data to any destination at that rate is at most 6 w.h.p., Prooz To prove Theorem 3, we proceed in two steps.
First, we show that the rate at which a node can send data to any destination is bounded above by a function of a shot-noise at its location. Then we show that the fraction of nodes such that this shot-noise at their location is lower than a certain threshold is 8.
In the first step, we use the max-flow min-cut theorem 14.10.1 from [18] . Accordingly, we divide the network in the following way: on one side the sender "0, and on the other side dl the other nodes zi,i f 0. The max-flow mincut theorem ensures that the maximum throughput between these two sides can be upper-bounded by the multiple receiver Gaussian channel formed by the emitting node and all others listening CO it. The rate of this channel is computed in 1191 and corresponds to the rate at which the emitter 50 can send data to the rest of the nodes x i :
The sum in the above expression is a shot-noise process evaluated in zo, that we will denote by S later on:
From this result, we conclude that a necessary condition for achieving rate R from node 50 is We can then use Theorem 5 in Appendix B to compute the fraction of nodes that fulfill the above condition. As the sequence of squares [O: fi] x [O: is a convex averaging sequence (see Definition 1 in Appendix B), we conclude from this theorem that the fraction of nodes that do not fulfill the condition is equal to and N is a Poisson point process of intensity 1. As they do not fulfill the necessary condition, the fraction 1 -8 of nodes cannot for sure send data at rate R to any destination, and are thus isolated. The fraction of connected nodes is therefore at
The bound given in Theorem 3 is not explicit, as it involves the cumulative distribution function of a shot-noise. To obtain an explicit bound, we can use Chernov's inequality, We know from Campbell's theorem that (see [20] page 28) most 6.
There€ore, This bound gives a good approximation when R is large, but becomes loose when R is smaller.
C. Discussion
We plot in Figure 3 the upper and lower bounds on the fraction of the nodes that can connect to each other at a given rate R.
The lower bound indicates that when R is close to zero, the fraction of nodes that can achieve this rate tends to one. This case correspond to the results in [9] . At the other end, if H is too large, the lower bound becomes zero. In practice, our lower bound represents a percolation curve that marks a transition at a critical rate value below which a non-zero fraction of the nodes in the network can sustain a constant rate.
The upper bound computed by Chernov's inequality is not informative for small values of R. but decreases to zero for large values of R. Contrary to the lower bound, the curve has a tail for large rates. Although upper and lower bounds are not tight, we believe that there is also a critical rate, above which each node can only connect to a finite number of other nodes. This means that under our definition of connectivity, the network would not percolate in this case. 
V. CONCLUSION
In wireless random networks with a finite spatial density of nodes, the price to pay for full connectivity is high: it makes the throughput of any node vanish when the network size gets large. It is impossible to offer a non-zero rate to every node of an extended network when the number of nodes tends to infinity. Even in the most optimistic information-theoretic setting (arbitrary complexity of the network encoding, all nodes acting as relay for one pair source-destination arbitrarily picked in the network), Theorem 3 shows that if we want to impose a given rate R > 0-to any possible transmission in the network, a fraction 1 -B(R) of nodes will automatically be disconnected. This result is obtained using tools from shot noise processes and information theory. On the other hand, if we allow some non zero, but arbitrary small fraction 8 of nodes to be disconnected, then Theorem 2 shows that it is possible to find a rate R(8) that any other pair of nodes can enjoy in an arbitrarily large network. The theorem is proven by continuum percolation techniques, and therefore holds for 2-d networks, but not for ld networks, because percolation does not occur in dimension 1 .
These two results shed some new light on the throughput scaling laws of random wireless networks. Relaxing the full connectivity requirement and allowing a small fraction of the nodes to be disconnected is shown to be both necessary (Theorem 3) and sufficient (Theorem 2) to have nodes communicating at a non zero, positive rate, with other nodes acting as potential relays, on an arbitrary large network. Contrary to the full connectivity case, the dimensionality of the network is now a crucial factor.
We therefore believe that these results reinforce the case for "partial connectivity" (or "8-connectivity"), where a fraction 0 of the nodes randomly drawn from the network is connected as opposed to the traditional full connectivity. Theorem 4: 1t1 a Boolean model with unit point density and baIl radius ~/ 2 , the following throughput is achievable along the shortest path between any two nodes of the same cluster:
Pruoj:
We look first at the properties of shortest paths in Boolean models, By construction, the distance between any two consecutive nodes on the path is smaller than T . We observe furthermore that if we consider every second ball along the path, these balls do not overlap. Otherwise, if they had overlapped, they would have made it possible to take a shortcut between them, which would have avoided at least one other ball and thus give a shorter path (see Figure 41 , which is impossible. More generally, the same reason implies that any ball can overlap only with its predecessor and its successor along the shortest path.
With this second observation, we can bound the signal received by a node from all the others. This bound is obtained if the odd balls and the even balls are optimally packed on the plane (honey comb grid) and emit with full power P. Let us compute the sum of the signals received by ZO The sum K ( r ) converges because Jd(x)dx < 00.
We consider now a four time slots TDMA scheme. During each slot, only nodes with the same index modulo 4 can emit. In this way. we guarantee two things: during each time slot, only odd balls or only even balls are emitting, and each receiver has its predecessor emitting, but not its successor. In this way, interferences only come from even (or odd) nodes that are at distance more than 1' from the receiver. Therefore. the total interference at each receiver cannot be larger than P K ( r ) (one cannot pack more even (or odd) nodes, starting at distance greater than r).
We can now compute the signal-to-interference-plus-noise ratio at the receivers:
where No is the background noise. The following throughput is thus achievable for each emitter-receiver pair As we used four time slots, ~e actual throughput along the path is one fourth of the above expression.
B. Shot-noise
We start this section by introducing some notation. For a set A c Bd and a point 3: E Rd, we define the set R + ~t: as follows:
y~A + z iff y -x~A .
Then we define the shift operator S, as foilows: for a random measure N and a Bore1 set A,
S,N(A) = N ( A + z).
We define now formally the shot-noise process built on a two-dimensionid Poisson point process, and prove an ergodic result in Theorem 5.
Let N be a Poisson point process of intensity X in Rd. We define the shotnotre as for some positive function f such that kd f ( X W < W.
Note that because of the properties of the Poisson point process, the Palm distribution of 1 is equal to its original distribution.
Given a constant A4 > 0, we define by Y the random counting measure that counts the number of points of I\i such that the value of the shot-noise at this point is less than M : we first define a tmncated shot-noise as follows:
To prove Theorem 5, we need to introduce two new objects: 
I ( r ) := I -I ( r ) .
It is important to notice that I(.) and I ( T )
are two independent variables, because they are computed over two disjoint areas.
Then in a similar way, we define the random measure Y ( ' ) by modifying the event E as follows:
E ( r ) := { I ( T ) < M I .
Lemma I : The probability p ( r ) that a point x of N is such that S,I(T) < M 5 S,I tends to zero when T tends to infinity.
Proof.' As the Palm distribution of I is equal its original distribution, we can assume without loss of generality that 1: = 0. Denoting by fr(r) is the probability density function of I ( r ) , we have that The last equality come from the mean value theorem, and is true for some vdue 0 < m* < M .
Moreover, by Campbell's formuIa, we have This proves that p ( r ) tends to zero when r tends to infinity.
B
In the following lemma. we look at the event that a Borel set contains no more than a fixed number of points of the processes E' and Y ( r ) respectively.
Lemiiza 2 To show that, we choose for each z the largest value. off' such that SrV(r) and W ( T ) are independent. Such a value of 1-exists if 1 /xi1 is large enough. Indeed, when Ilzll is large.
S,V and W depend on the realization of the Poisson process N on disjoint regions of Rd, Furthermore, clearly, T tends to infinity when 11x11 tends to infinity.
Lemmas 2 and 3 ensure that if T -00, P(S,V n IVj -P(S=V(T) n W ( T ) ) + 0 and As we chose T such that P(S,V(T) n " ( T I ) = P ( S x V (~) ) P ( I I v (~) ) = P(V(T))P(W(T)), we obtain (1).
