ABSTRACT The multivariate empirical mode decomposition (MEMD) has been pioneered recently for adaptively processing of multichannel data. Despite its high efficiency on time-frequency analysis of nonlinear and nonstationary signals, high computational load and over-decomposition have restricted wider applications of MEMD. To address these challenges, a fast MEMD (FMEMD) algorithm is proposed and featured by the following contributions: 1) A novel concept, pseudo direction-independent multivariate intrinsic mode function (IMIMF) which allows the interchange of sifting and projection operations, is defined for the purpose of developing FMEMD; 2) FMEMD is computationally efficient. Compared with MEMD, the number of time-consuming sifting operations reduces from K · p to K for each iteration, where K and p denote the number of projection directions and signal dimension, respectively; 3) FMEMD is consistent with EMD in terms of the dyadic filter bank property; and 4) FMEMD is more effective in working at low sampling rate. Validity of the raised approach is demonstrated on a wide variety of real world applications.
I. INTRODUCTION
Empirical mode decomposition is one of the most powerful time-frequency (T-F) tools and has been extensively studied and widely applied in numerous engineering applications [1] . Unlike traditional techniques such as Fourier and Wavelet transform that project signal onto predefined basis functions, the bases of EMD are derived from the data and thus can be nonlinear and nonstationary [2] . By processing on the local characteristic time scales, the input data is decomposed into a complete and finite set of localized amplitude/frequency modulated (AM/FM) components called intrinsic mode functions (IMFs) [3] . The IMFs indicate the natural oscillatory modes embedded in the signal and serve as the basis functions, which are determined by the signal itself rather than preset kernels [4] . Due to the ability of EMD to analyze nonlinear and nonstationary processes, the number of publications on EMD has been increasing steadily over the past decade [5] .
In recent years, advances in signal acquisition tools have highlighted the requirement for synchronous processing of multichannel data [6] . As a result, the standard EMD has been extended to various versions including those suitable for the bivariate [7] , trivariate [8] and multivariate signals [9] . Bivariate EMD (BEMD) [7] estimates the bivariate local mean by mapping the input to a number of real-valued projections and then averaging the respective local mean obtained from these projected signals. Following the same idea, ur Rehman and Mandic [8] extended the EMD trivariate EMD (TEMD) by taking the three-dimensional signal as a pure quaternion. Similarly, the multivariate EMD (MEMD) [9] further generalizes this concept for multivariate signal and efficiently solve the uncertainty of IMFs arrangement [10] .
The MEMD performs well in many applications from various fields such as process control [11] , mechanical health diagnosis [10] , biomedicine [12] , data denoising [13] , etc. However, the major drawback of MEMD is that it requires a long computation time especially for high-dimensional signals. More precisely, a total number of K · p sifting operations are required for each MEMD-iteration on a p-variate signal with K projection directions [14] . Note that sifting operations is the most time-consuming step in EMD since it involves the extrema-based cube spline interpolation to obtain the signal envelope. Recently, several dynamical sampling schemes [15] - [17] have been provided to improve the computational performance of BEMD/MEMD. Notice that these improvements are continuous and incremental, without avoiding the envelope interpolation on multidimensional space.
Another drawback of MEMD relates to the realization of the sifting process. According to [9] , the sifting process for a multivariate signal does not stop until all projected signals fulfill the stoppage criterion of standard EMD. This is, however, unnecessary since different dimension of the investigated signal may possess distinct T-F features. Enforcing the same number of shifting operations for all signal channels will inevitably induce over-decomposition effect and corrupt the T-F information encapsulated in multivariate IMF (MIMF).
The contributions of this paper are fourfold, (i) The concept of MIMF defined in [7] - [9] is extended to directionindependent MIMF (IMIMF) and its pseudo version which facilitate the development of FMEMD. Since the pseudo IMIMF allows the interchange of projection and sifting operations, FMEMD firstly extracts a set of IMFs from the projected univariate signals, then the desired pseudo IMIMF is obtained by solving an overdetermined system of linear equations. (ii) FMEMD is computationally much more efficient than MEMD, i.e. the number of sifting operation for each iteration reduces from K ·p to K . (iii) The filter bank property of FMEMD is analyzed with the study on white Gaussian noise (WGN). It reveals that FMEMD is consistent with EMD in the sense that it also acts as a dyadic filter bank. (iv) The proposed FMEMD avoids the over-decomposition problem and is more effective in working at low sampling rate, since the IMFs for different projections are obtained independently.
The rest of this paper is organized as follows. Traditional EMD and MEMD are first reviewed in Section II. Section III details the proposed FMEMD approach. In Section IV, the filter bank properties of FMEMD are analyzed by decomposing multichannel white Gaussian noise. A comparative study between FMEMD and MEMD is presented in Section V. Section VI studies the FMEMD performance with three real world applications. It is followed by conclusions in Section VII.
II. PRELIMINARIES A. EMPIRICAL MODE DECOMPOSITION
The standard EMD aims to adaptively decompose a signal into a finite set of oscillatory components known as intrinsic mode functions (IMFs) [3] . The decomposition is achieved by sifting out rapidly oscillating components from the data, through iteratively subtracting the slower oscillatory modes. More specifically, for a real valued p-dimensional signal x (t), the application of EMD yields M sets of IMFs, denoted as {d i (t)} M i=1 , and a monotonic residue r (t), so that
where the residual signal r (t) represents the trend within the signal. The procedures used for extraction of IMFs from a real-valued signal x (t) are summarized in Algo. 1.
Algorithm 1 Empirical Mode Decomposition
Require:
Find the locations of all the extrema of x 1 (t); 2: Interpolate (typically using cubic spline interpolation) all the maxima (minima) to obtain the upper (lower) envelope, e max (t) (e min (t)); 3: Find the local mean, m (t) = [e min (t) + e max (t)] 2; 4: Subtract the mean from the signal to obtain the oscillatory mode,
becomes an IMF, go to step 6. Otherwise set x 1 (t) = s (t) and repeat the procedures from step 1; 6: Subtract the derived IMF from x 2 (t), so that
. If x 2 (t) becomes a monotonic function, or does not contain enough extrema to form a meaningful envelope, stop the sifting process with r (t) = x 2 (t). Otherwise, x 1 (t) = x 2 (t), i = i + 1 and go to step 1;
and r (t);
B. MULTIVARIATE EMPIRICAL MODE DECOMPOSITION
The standard EMD is only applicable for univariate signal. For multivariate signals, however, the local maxima and minima cannot be defined directly, and the notion of oscillatory mode defining a multivariate IMF is not straightforward either [7] . To tackle this problem, multiple p-dimensional envelopes are generated by taking signal projections along different directions in p-dimensional space, and subsequently interpolating their extrema [9] . These envelopes are then averaged to obtain the local multivariate mean. Let x (t) = x 1 (t) , x 2 (t) , . . . , x p (t) be a p-variate signal, and
denotes the kth projection vector along the direction given by angle
on an (p − 1) sphere, 1 the MEMD algorithm is summarized in Algo. 2.
As a result, MEMD uses a vector-valued form of standard EMD to decompose a p-variate signal x (t) as
where the p-variate MIMFs,
, contain scale-aligned intrinsic joint rotational modes [2] . 1 A (p − 1) sphere (hypersphere) is an extension of the ordinary sphere to an arbitrary dimension and is represented mathematically in 2 , where R denotes the radius and C i is the ith coordinate value of center point C. This work adopts the terminology that a (p − 1) sphere resides in a p-dimensional Euclidean coordinate system.
Algorithm 2 Multivariate Empirical Mode Decomposition
, which correspond to maxima of the projected signals q θ k (t) for all k;
to obtain the multivariate envelope e θ k (t); 5: For a set of K direction vectors, the mean of envelope curves, m (t), is given by
6: Extract the detail signal s (t) using s (t) = x 1 (t) − m (t).
If the detail signal satisfies the stopping criterion of MIMF, d i (t) = s (t), go to step 7. Otherwise x 1 (t) = s (t), go to step 2; 7: Update x 2 (t) = x 2 (t) − d i (t). If x 2 (t) becomes monotonic, or does not contain enough extrema to form a meaningful multivariate envelope, stop the above sifting process, and obtain the trend r (t) = x 2 (t). Otherwise, let i = i + 1 and x 1 (t) = x 2 (t), go to step 2.
and r (t).
III. FAST MULTIVARIATE EMPIRICAL MODE DECOMPOSITION
This section introduces the proposed multivariate extension of EMD algorithm. The main content of this section includes: (i) definitions of the direction-dependent MIMF (DMIMF) and the direction-independent MIMF (IMIMF), (ii) methods for computing the DMIMF, (iii) pseudo-IMIMF and its calculation, (iv) the specific algorithm of FMEMD and (v) some supplementary statements.
A. DEFINITIONS AROUND MIMF
The standard EMD is implemented based on the intuitive definition of IMF that naturally relates to local extrema. According to [3] , an IMF is a function that satisfies two conditions: (1) in the whole data set, the number of extrema and the number of zero crossings must either equal or differ at most by one; and (2) at any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero. In the multivariate case, BEMD [7] , TEMD [8] and MEMD [9] compute the undefined MIMFs through iteratively subtracting multivariate local means from the original data, where the multi-dimensional local mean is defined as an average of multiple envelopes obtained by interpolating the extrema that are extracted from multiple projections. However, an accurate definition of MIMF is still missing which renders the analysis of above methods difficult. To resolve the problem, this section proposes to define the DMIMF and IMIMF based on notions of standard IMF and multivariate extrema. Although an intuitive definition of multivariate extrema is not straightforward, reference [9] has illustrated that they can be extracted corresponding to specified projection directions. For instance, a bivariate signal is adopted for describing the geometric characteristic of bivariate (multivariate) extrema as shown in Fig. 1 . If the projection is selected as the vertical direction, point A will be considered as a local maximum of the given signal according to the definition 2 in [18] . Likewise, a local minimum is also collected, which is given by point B. Accordingly, [7] - [9] utilized the observation that the multivariate extrema on a specified direction are in one-to-one correspondence to the univariate extrema, which are identified from the projected signal. Therefore, in this work, a general definition of multivariate extrema is given as follows, Definition 1: Given a specified direction vector, the local extremum of a multivariate signal is a point whose projection on that direction is a univariate extremum that can be extracted from the same projected signal.
The above definition constructs a relationship between the multivariate extrema and the univariate extrema that are extracted from the corresponding projections. According to this definition, it can be easily proved that the multivariate extrema are in one-to-one correspondence to the univariate extrema. More precisely, given a specified direction vector, the multivariate signal reaches a local maximum (minimum) if and only if its projected signal reaches a local maximum (minimum). Similarly, the univariate IMF can also be extended to multivariate case in combination with a specified direction, which yields the definition as, 2 A point c in the interior of the domain of a function f (x) is a point of local maximum if there exists a value δ > 0 such that f (x) ≤ f (c) for all x satisfying the condition that the distance between x and c is less than δ. In this work, the function f (x) is set as the projected distance (projected on the projection direction) between the observer and the point on the given signal. VOLUME 6, 2018 This definition is naturally extended on the basis of the local multivariate extrema that are defined with specified directions. Moreover, conditions (1) and (2) are borrowed from the conditions of IMF for standard EMD in order to guarantee a consistent development of the multivariate EMD. As a result, such definition is able to simplified to standard IMF in univariate case, and their consistency will be demonstrated further by the filter bank property analysis in Section IV. Note that a multivariate signal may produce an infinite number of DMIMFs if considering all directions defined on the hyperspace.
For the purpose of FMEMD application, an unique synthesized MIMF should be developed, which means a representative MIMF that is independent of the projection direction is preferentially required. More precisely, a direction-independent MIMF (IMIMF) should satisfy the characteristics of DMIMFs from all directions. 
Remarks:
1) The defined IMIMF is an intersection of all sets of DMIMFs that satisfying conditions from definition 2. It requires that the projection of IMIMF on each of the directions is a well-defined IMF. As a result, the physical meaning of the univariate IMF has been extended to multivariate case by IMIMF in a strict sense. The IMIMF is a symmetrical multivariateoscillation with local zero mean, for which the instantaneous frequency can be defined everywhere. Similarly, although [7] and [9] have not provided a clear definition of the rotation (MIMF), it can be inferred that the projection of rotation for any given direction is also a zeromean oscillation. Therefore, the defined IMIMF and the rotation defined by MEMD are essentially the same notion. Both of them are naturally extended from the definition of univariate IMF (oscillation). On the other hand, they realized the computation of MIMF/IMIMF in different ways, and the next few sections will show that the proposed IMIMF is a more effective extension. 2) Extending the sifting process for computing a standard IMF to IMIMF calculation is unrealizable in practice due to following difficulties: (i) Finding all multivariate extrema requires projecting the original signal onto infinite directions; (ii) Determining whether a given signal is IMIMF also needs to check its projections onto infinite directions. 3) A pseudo-IMIMF that defined only on K directions will be given in Section III-C as an alternative, where K > p is a finite positive integer.
B. INTERCHANGEABILITY FOR COMPUTING DMIMF
Before addressing the problem of calculating (pseudo) IMIMF for the purpose of FMEMD development, the direction-dependent MIMF (DMIMF) is first computed in combination with a theoretical demonstration of the interchangeability between (multivariate) sifting process and direction-base projection. Given a specified direction vector v θ k , the sifting process of standard EMD (step 1 to step 4 in Algo. 1) can be extended multivariable for decomposing DMIMF from a p-variate signal x (t), as given by : 1 and minima
2) Interpolate (using cubic spline interpolation channelwise [9] ) all the maxima (minima) to obtain the upper (lower) envelope, e u (t) (e l (t)). 3) Compute the local mean, m (t) = [e u (t) + e l (t)] 2. 4) Subtract the mean from the signal to obtain the oscillatory modes, o (t) = x (t) − m (t).
5) If o (t) obeys the two conditions in definition 2,
a DMIMF is obtained. Otherwise, repeat step 1 to 4 on o (t). Let D denotes the operation from step 1 to 4, then Dx (t) = x (t) − m (t). By supposing that conditions for definition 2 are fulfilled after l times sifting, a well-developed DMIMF can be computed as
It can be proved that if the standard EMD algorithm is meaningful on the projected signal, there exists a positive integer l so that Eq. (4) meets the requirements for defining a DMIMF.
Lemma 1: The projection of the cubic spline interpolation curve of a multi-dimensional point set is equivalent to the interpolation that is calculated from the projected point set.
A mathematical proof of the proposed lemma is presented in Appendix. A. Proof: Let x (t) denotes the investigated multivariate signal, x θ k (t) represents the projection of x (t) along v θ k , the relationship between x (t) and x θ k (t) is given as
According to definition 1, the extracted multivariate extrema of x (t) and the univariate extrema of x θ k (t) fulfill the following equation set are univariate extrema of x θ k (t) respectively. Lemma 1 shows that projection of the cubic spline interpolation curve of a multi-dimensional point set is equivalent to the interpolation calculated from the projected point set. Therefore it can be concluded that
where S(·) denotes the spline interpolation operator, which yields
in which e u (t) (e θ k u (t)) and e l (t) (e θ k l (t)) represent the upper and lower envelopes of x (t) (x θ k (t)), respectively. On the basis of Eq. (8), the relationship between the local mean (m (t)) of x (t) and the local mean (
As a result, the so obtained oscillatory modes Dx (t) and Dx θ k (t) show the following relationship
Eq. (10) proves that operations 'multivariate sifting + projection' and 'projection + univariate sifting' satisfy interchangeability. This useful property can be exploited for FMEMD development, which will be further discussed in Section III-C.
Since the operator D does not change the projection relationship, a new equation is obtained further
Part I: If the EMD is not convergent on the projected signal, none of the IMFs can be extracted from x θ k (t). Therefore, it is impossible to find such a positive integer l that causes Part II: If the EMD algorithm is meaningful on the projected signal, the projected signal must yield an univariate IMF after integer times sifting. By supposing it costs l 0 times sifting for decomposing the current IMF (
Combine Eq. (11), Eq. (12) with definition 2, the DMIMF d θ k (t) that defined on vector v θ k can be properly addressed after l 0 times multivariate sifting, which satisfies the following relationship
This equality proposes a complete scheme for computing the DMIMF on such specified direction. The projective relationship between the calculated DMIMF and the univariate IMF extracted from the projected signal has been proved theoretically.
The presented theorem 1 also shows the irrationality of the original MEMD method [9] . For each specified direction vector, the T-F feature of the current projection is different from other projected signals, therefore, distinct numbers of iterations are required for extracting different direction-dependent MIMFs. As a result, running of the original MEMD, which enforces the same number of sifting for all data channels, may induce the effect of overdecomposition.
C. RAISE OF PSEUDO-IMIMF
Inspired from theorem 1, it is observed that processes 'DMIMF extraction + projection' and 'projection + IMF extraction' satisfy interchangeability. Therefore, the ideal direction-independent MIMF (IMIMF) as an intersection of all meaningful DMIMFs should also meet the same property. Mathematically, it requires the theoretical IMIMF id (t) of the analyzed signal x (t) satisfies the following equation
where
denote all sets of DMIMFs calculated
are corresponding IMFs extracted from the projected signals. Since K is an infinite positive integer, the above system of overdetermined linear equations is unsolvable in engineering. To address the problem, a pseudo definition of IMIMF with relaxed constraint is presented by limiting K into a finite positive integer, which is, Definition 4: For any given set of direction vectors
, where K is a limited and positive integer. The pseudo-IMIMF id (t) of a multivariate signal satisfies the VOLUME 6, 2018 following equation:
are corresponding IMFs extracted from the projected signals..
If a p-variate signal x (t) is projected into K directions to yield K projections (K ≥ p, and it is generally set as K > p for reducing noise), a set of overdetermined linear equations can be obtained after the corresponding univariate IMFs being extracted. Accordingly, the first pseudo-IMIMF can be computed by solving Eq. (15) , and the first slower mean, s (t), is therefore subtracted into
The procedures can be re-applied by setting the mean signal s (t) as a new input, then the iteration continues until a monotonic trend r (t) is obtained. In consequence, an indirect multivariate extension of the EMD algorithm (namely, FMEMD) is realized. For convenience, the rest of this paper uses IMIMF instead of the defined pseudo-IMIMF.
D. ALGORITHM OF FMEMD
Definition 4 enables FMEMD to be generalized indirectly by making full use of the decomposed results from the univariate EMD. Based on solving an overdetermined system of linear equations (Eq. (15)), the p-variate IMIMF of the input data can be simply computed, which yields the slower mean as: mean = signal -IMIMF (Eq. (16)).
Consider a sequence of p-dimensional signal x (t) = x 1 (t) , x 2 (t) , . . . , x p (t) which represents a multivariate signal with p components, and
denote a set of vectors along the directions given by angles
on a (p − 1) sphere, the proposed FMEMD decomposes signal x (t) into
where the p-variate IMIMFs,
, contain scalealigned intrinsic joint components. The algorithm of FMEMD is summarized in Algo. 3.
Remarks:
1) The stopping criterion used for univariate IMF extraction in step 3 is borrowed from [19] , where the sifting is stopped when the number of zero crossings and extrema is the same number for S successive sifting steps. Typically, a value of S = 5 has proved successful as the default stopping criterion.
2) The standard EMD is a special form of the proposed FMEMD algorithm. FMEMD will be simplified to EMD when the direction vector is set to [1] T .
3) The decomposition of a multivariate signal via FMEMD exhibits mode alignment property, whereby common frequency modes from distinct channels are 
5: The slower mean is calculated by subtracting the yielded IMIMF from the current input signal s (t) = x 1 (t) − id i (t); 6: If s (t) becomes monotonic, or does not contain enough extrema to form meaningful multivariate envelopes, stop the iterative process and obtain the trend, r (t) = s (t).
Otherwise, update the current input as x 1 (t) = s (t) and i = i + 1, then go to step 2; 7:
and r (t); aligned in a single IMIMF. This property will be further demonstrated in Section IV and VI.
E. SUPPLEMENTARY STATEMENTS 1) DIRECTION VECTORS SELECTION
IMIMF can be considered as an approximation of all solutions satisfying Eq. (18) along multiple projections, therefore, the accuracy of this approximation for real-world data depends on the validity of the direction vectors, especially for a limited member of directions. According to [9] , Halton and Hammersley sequence [20] can be conveniently utilized to generate a set of uniformly distributed points on a (p − 1) sphere, and hence can be equivalently represented as the corresponding direction vectors.
The Halton and Hammersley sequence, however, does not usually provide suitable samplings. Consider that a direction vector [1, 0] T is selected to process a bivariate signal, x (t) = [sin (3πt) , cos (6πt)], then the univariate IMF extracted from the projected function would be sin (3πt). More specifically, the direction vector with a zero ingredient obscures one component of the bivariate input, which causes the higher frequency component x 2 (t) = cos (6πt) to be projected into zero. Therefore, a vector whose direction is very close to an unit coordinate vector will be harmful to the estimation of IMIMF. To resolve this issue, cosine similarity is introduced for further filtering of the invalid vectors. Given two vectors of attributes, A and B, the cosine similarity, cos(θ), is represented using a dot product and magnitude as
where a i and b i are coefficients in vector A and B respectively. In practice, two vectors with the same orientation have a cosine similarity of 1, two vectors at 90 • have a similarity of 0, and −1 denotes opposed vectors. According to our experience, the absolute similarity of a direction vector to the unit coordinate vector should be confined less than 0.8. Once a specified set of angles
is calculated based on Hammersley sequences, the projection
can be simply given in
2) SOLUTION TO OVERDETERMINED EQUATIONS
To enhance the reconstruction of the proposed IMIMFs, while attenuate some unexpected noise, the number of projections is chosen greater than the dimension of input (K ≥ 6p is adopted in this work). As a result, Eq. (18) is usually designed into an overdetermined system of linear equations. For convenience, the above system is rewritten into the form of y = Sx for each time instance t, where matrix S ∈ R K ×p is the selected direction set and vector y ∈ R K ×1 denotes all K IMFs, while the vector x ∈ R p×1 is unknown. In many real world applications, the overdetermined system is usually inconsistent, thus it is desired to find a best approximation. The well known approach ( [21] ) is to find a selection of vector x o so that the 2 norm (sum of squared errors criterion) of the residual error vector
is minimized. One of the main benefits accrued in employing a minimum 2 norm criterion is the existence of a closed form solution to this approximation problem. According to [21] , if matrix S has full column rank, there exists a unique solution to the normal equations as given by
where x o is the unique optimal solution to x. To guarantee the existence of S T S, a mechanism to determine whether S T S is full rank is preferentially required. If such condition cannot be satisfied, the starting point of Halton and Hammersley sequence should be changed by a new random integer to obtain a new set of direction vectors. Actually, the constructed matrix S T S is usually full rank due to the fact that K ≥ 6p and v θ k is generated in a uniform way.
IV. FILTER BANK PROPERTY ANALYSIS
In order to verify the consistency between the proposed FMEMD and standard EMD algorithm, the decomposition performance of FMEMD, which is called as the filter bank property [22] , is evaluated in comparison with EMD. More precisely, the characterization of FMEMD is carried out in frequency domain from a stochastic perspective to understand how a full spectrum process is split into its IMIMFs. 3 It has been shown in [22] and [23] that IMFs obtained from the standard EMD present frequency response similar to that of a dyadic filter bank, and the Fourier spectra of the IMF components are identical in shape, which cover the same area on a semi-logarithmic period scale. Analogously, this section investigates whether FMEMD presents the similar filter bank structure. More exactly, it needs to check whether the decomposed sub-noise satisfy the following properties:
1) Mode alignment. This property indicates that FMEMD should ensure the overlapping of the frequency response of corresponding IMFs from different channels which are associated with the same index. 2) Dyadic filter. A dyadic filter is capable of separating the white noise into IMIMF components having mean frequency exactly half of the previous one. 3) Unbiasedness. Since the contribution to the total spectrum energy comes from each Fourier component of a white Gaussian noise is uniform and equivalent, the spectral shapes associated with the corresponding IMIMFs from multiple indexes should exhibit some self-similarity. In consequence, this section sets out to investigate the filter bank structure of FMEMD from three aspects: (i) the averaged spectra of WGN realizations, (ii) regression on number of the zero crossings in each IMIMF, and (iii) self-similarity analysis.
The frequency response of FMEMD is first illustrated by applying the proposed algorithm on totally 500 different fourchannel WGN realizations with each length N = 1, 000. The number of the direction vectors is chosen as K = 64. The power spectra of the first eight IMIMFs are then computed and ensemble averaged to yield an averaged power spectra as shown in the top of Fig. 2 . It is evident that the frequency bands of same-index IMFs from different noise channels are prominently overlapped, which confirms the mode alignment property of the proposed FMEMD. Additionally, this graph also reveals a number of striking features that are in agreement with the results from the standard EMD [22] , [23] : 3 It is mainly due to the fact that both EMD and FMEMD are presently defined only as the output of iterative algorithms, with no analytical definition that could be used for performance evaluation. In addition, their highversus low-frequency discrimination applies only locally and corresponds by no way to a predefined subband filtering. Therefore, numerical experiments based on white Gaussian noise is applied on FMEMD as an alternative, with the objective of obtaining a empirical and statistical knowledge of its filtering behavior in signal processing. The nature of FMEMD as a filter bank with respect to the IMIMF index can be quantified further using the number of zero crossings. According to [24] , all extrema appear as an alternation of local minima and maxima separated by only one zero-crossing. Finding the average number of zerocrossings in a mode is, therefore, a rough indication of its mean frequency, and the manner this number varies from mode to mode is a further indication of the hierarchical structure of the equivalent filter bank. For standard EMD, it is illustrated empirically [22] , [23] that IMFs shown linear relationship (slope close to −1) between the base-2 logarithm of number of zero crossings and the IMF index. Likewise, the bottom of Fig. 2 gives the fitting result obtained from the previous 500 four-channel WGN realizations by using the base-2 logarithm of number of the zero crossings against the IMIMF index. As shown in this figure, the slope of approximately −1.0104 for all four channels verifies the quasidyadic filter bank nature of FMEMD. Therefore, the number of zero crossings z [k] is a decreasing exponential function of the IMIMF index k,
with ρ very close to 2. In practice, parameter ρ can be calculated from the slope of the straight line. The empirical relationship between the number of zero crossings and the bandpass filter index can be approximated by
where m denotes the slope, c represents the y-intercept of the straight line and is dependent on the length of the data been investigated. Accordingly, the base-2 exponent of Eq. (24) is given below
In this simulation, the approximated slope is m = −1.0104. Combining the above equation with Eq. (23), parameter ρ can be therefore computed as
This regression reveals that the proposed FMEMD is empirically a dyadic filter capable of separating the WGN into IMIMF components having mean frequency exactly half value of the previous components.
Another important finding gained from the filter bank analysis of the standard EMD is the self-similarity of its constituent bandpass filters [22] , [24] . To illustrate that the power spectra of IMIMFs obtained from the proposed FMEMD also exhibit this self similar property, the averaged spectra corresponding to IMIMFs 2 − 8 are properly renormalized into a curve-cluster with the same center frequency based on coefficient ρ. Fig. 3 gives the redrew curves of these spectra. It is observed that the power spectra of all IMIMFs can be collapsed onto a single curve, when ρ based renormalization is conducted. This diagram is in agreement with the EMD-base findings reported in [22] - [24] . To this end, let P k (f ) denotes the frequency response of the kth IMIMF, selfsimilarity of the bandpass filters for both EMD and FMEMD can be described by
where n ≥ k ≥ 2. The numerical analysis in this section supports the claim the proposed FMEMD is a consistent generalization of the standard EMD.
V. COMPARATIVE STUDY BETWEEN MEMD AND FMEMD
The proposed FMEMD is a well developed extension of the univariate EMD for time-frequency analysis of multivariate data. Unlike traditional MEMD, the raised method is able to not only remove the dependence of the computational complexity on dimension of the input signal, but also intuitively present a more desired decomposition result. To verify the statements, a comparative study around the decomposition performance of MEMD and FMEMD is elaborated.
These two methods are first compared based on deriving their computational cost in extracting a single MIMF/IMIMF. In addition, the noise-based filter bank property analysis of MEMD is conducted, which is dedicated to confirm that FMEMD acts more similar to the standard EMD than that of MEMD. Finally, a low-sampling rate signal is synthesized to compare them further. The Matlab codes of MEMD and EMD for developing the proposed FMEMD are available online. 4 Throughout this work, the Halton and Hammersley sequence is used for generating a set of K = 64 direction vectors. The stoppage criterion is S = 5, and end effects of all investigated signals are restrained in advance before FMEMD/MEMD being applied.
A. COMPUTATIONAL COST ANALYSIS
In this section, a simple comparison between the computational loads of MEMD and FMEMD is presented. It is noteworthy that some other fixed-point arithmetic operations are negligible compared with the sifting procedure. 5 Similarly, the infrequent matrix operation, Eq. (22), which is utilized for the solution of IMIMF, also has very small effect on the total computational time due to two reasons:
i) The time-consuming operation S T S −1 in Eq. (22) requires computing the inverse of a p × p matrix, S T S. In contrast, the computation of cubic spline interpolation needs to solve the inverse of a (n − 1) × (n − 1) matrix, Q (Eq. (45)), where n denotes the number of maxima/minima extracted from the input signal. It is clear that the value of n of a real-world signal will far exceed the dimension of the signal p. Therefore, the computational time of solution x o is much smaller than the time cost of a single cubic spline interpolation.
ii) Unlike MEMD or FMEMD that repeats the cubic spline interpolation for many times, S T S −1 S T is computed only once during the whole process of the FMEMD decomposition, which greatly saves the computational time.
Based on the above statements, the sifting time based comparison is deducted between MEMD and FMEMD, to facilitate the complexity analysis.
Let us suppose a single operation of the univariate sifting process for standard EMD requires T 0 time. According to [9] , the multivariate envelope associated with a specified projection is computed by applying the univariate cubic spline interpolation channel-wise. Notice that the cubic spline interpolation in a single sifting process occupies most of the computation for both EMD and MEMD. Consequently, focus on each of the direction vectors, the sifting time of MEMD of a p-variate input is about p times of the univariate sifting time, T 0 . If totally K direction vectors are considered, the time cost of MEMD for extracting a single MIMF is given by
where T m denotes the computation cost, and n m is the number of sifting times consumed for one MIMF extraction. In contrast to MEMD, the p-variate input of FMEMD is projected and then operated univariable using the standard EMD. Therefore, the total consumption of FMEMD for a p-variate IMIMF computation only involves
time, where T f denotes the time cost, whilen f represents an average of the sifting times, namely,n f =
n i and n i , i = 1, 2, . . . , K represents the respective sifting times for standard EMD applying on the corresponding projected functions. As discussed in [9] , the stoppage criterion of multivariate IMFs is similar to that applied for the standard IMF, thus it is concluded that n m = max {n i , i = 1, 2, . . . , K }. To this end, combine Eq. (28) with Eq. (29), a new formulation is given
This inequality illustrates that running of the proposed FMEMD is p times or more faster than that of the MEMD. In practice, according to our experiments, the multiple is much larger than p.
B. COMPARISON ON FILTER BANK PROPERTY
In order to demonstrate that FMEMD outperforms MEMD in multivariate signal decomposition, the frequency responses and corresponding filter bank properties of MEMD are investigated as a comparison. Similar to Section IV, MEMD is applied on 500 realizations of four-channel white Gaussian noise with each of length N = 1, 000. Fig. 4 gives the averaged spectra (top) and fitting results using the base-2 logarithm of number of the zero crossings against the MIMF index (bottom). It seems that MEMD is able to properly align the bandpass filters associated with the corresponding MIMFs for different noise channels. However, MEMD fails to provide its frequency responses similar to that of EMD. More precisely, zero crossings in these IMFs cannot follow the structure of a dyadic filter bank, which shows linear (with slope close to −1) relationship between the base-2 logarithm of number of zero crossings and the MIMF index. The uneven blue-points in the bottom of Fig. 4 (with slope around −0.7409) have confirmed the statement. Notice that the approximate slope of MEMD for eight-channel noise is evaluated as close to -0.92 in [12] . This significant difference may due to different noise realizations and channels, or procedure of MEMD, which means the MEMD algorithm is not very stable for noise decomposition. However, even for a slope of -0.92, our proposed FMEMD still shows superiority. There are two potential VOLUME 6, 2018 defects of the MEMD algorithm that may lead to this poor performance:
(i) In MEMD, the (approximately) zero mean rotational signal is obtained only after all the projected signals fulfill the stopping criteria. However, not every channel of the real world signal needs to have the same number of iterations. As a result, enforcing the same number of iterations for all data channels may excessively sift more extrema to the following modes, thus causes the phenomenon of overdecomposition.
(ii) According to [9] , the condition for equality of the number of extrema and zero crossings is not imposed for stopping of the MEMD based sifting process, as extrema cannot be properly defined for multivariate signals. This may also lead to incomplete rationality in the decomposition process.
In summary, it can be concluded from this simulation that the alignment of IMIMF based frequency bands, in case of FMEMD, is more capable to result in the stabilization of the dyadic filter bank structure.
C. LOW-SAMPLING RATE SIGNAL PROCESSING
The basic idea behind EMD is to evaluate the local envelopes by signal interpolation, using the local extrema as interpolation points. Given an specified interpolating technique, high envelope reconstruction fidelity requires the abundant and accurate information of extreme points. Under low sampling rate the extrema cannot be located exactly by searching the sampling sequence [25] . Therefore, most researchers believe that a successful application of the EMD algorithm requires high sampling frequency [26] .
Similar to EMD, the operations of both MEMD and FMEMD rely highly on (multivariate) extrema identification. As a result, the sampling rate which is required beforehand is expected to affect the decomposition results of both methods. Accordingly, the purpose of the section is to investigate and compare the influences of sampling rate on these two algorithms by decomposing a synthesized multivariate signal, which is established as cos (2πf 2 t) + cos (2πf 3 t) ) x 6 = 2.5 (sin (2πf 1 t) + cos (2πf 2 t) ).
The frequencies of the signal are as follows:
The number of sampling points is set to 100, with sampling frequency f s = 100Hz. According to the conclusion of [25] , such sampling rate is quite low under which the available EMD may not work efficiently. Both of MEMD and FMEMD are applied on x 1 to x 6 simultaneously, and decomposition results are shown in Fig. 5 and Fig. 6 , respectively. Obviously, neither method yields a perfect decomposition result, especially in the first two modes. Such decomposition performance is expected because the original signal cannot provide accurate extrema information due to the low sampling frequency.
On the other hand, the proposed method shows more desired results than that from the MEMD method. As shown in the first two MIMFs of Fig. 5 , large distortion and leakage are presented all over the data channel, especially those in d 2 of x 1 , x 2 , x 3 and x 5 . In contrast to the MEMD method, the proposed FMEMD is less prone to leakage and sheds better light on the intrinsic characteristic of modes id 1 and id 2 . The explanation to the poor performance of MEMD is similar to the description in Section. V-B. The MEMD algorithm may compromise the T-F information in low sampling rate, since it enforces the same number of iterations for all data channels.
VI. REAL WORLD APPLICATIONS
Due to the ability of MEMD on time-frequency analysis of multivariate nonstationary signals, it has found a number of different real world applications from various fields, such as signal filtering [4] , biomedical engineering [27] , image analysis [12] , industrial controlling [11] and others. Similarly, the proposed FMEMD as a more precise extension of the standard EMD, can also be effectively used in these areas. Since it has demonstrated that FMEMD outperforms MEMD in multivariate signal decomposition and operating speed, more widespread applications of the EMD-base extensions can be expected. In this section, three representative cases including: (i) plant-wide oscillation detection in process industry, (ii) electroencephalography (EEG) analysis and (iii) image fusion application, are added to verify the above statements.
A. PLANT-WIDE OSCILLATION DETECTION IN INDUSTRIAL PROCESS
A typical industrial case is presented to demonstrate the effectiveness of the proposed method for plant-wide oscillation characterization. Plant-wide oscillation is one of the most common abnormal phenomena encountered in process industries [28] . The presence of oscillatory variables may severely impact the normal operation of the process plant, therefore, it strongly motivates the research for techniques to automatically detect the plant-wide oscillations [29] .
The data set under study is provided by a plant of Eastman Chemical Company [30] . The uncompressed nonlinear and nonstationary data were sampled from the control system every 20 seconds on each of the indicators. In order to facilitate the results for displaying, only the last 10 channels data (denoted by Tag 21 to 30) from total 30 indicators with 2,000 samples are investigated. The decomposition results obtained by FMEMD are presented in Fig. 7 , where each Tag denotes a single data channel or signal dimension. For simplicity, the first five adjacent IMIMFs are added together. The top row of Fig. 7 gives the process output, and the second and third rows are id 1 − id 5 and id 6 respectively. The fourth row (id 7 ) denotes the plant-wide oscillations. id 8 is shown in the fifth row and last row (r) is the remainder of the process data.
Generally, an oscillation is considered to be regular if the standard deviation σ T of its ACF zero-crossing intervals T i is less than one third of the mean value µ T ( [28] ). VOLUME 6, 2018 FIGURE 7. Decomposition results of the process outputs using FMEMD. This regularity index is defined as
A signal is concluded to be oscillatory if its coefficient variable satisfies z > 1. Table. 1 depicts the monitoring results of id 6 and id 7 , respectively. id 8 is not taken into account since none of the significant components exists in this scale. Obviously, an unignorable plant-wide oscillation is correctly detected in mode id 7 . Several Tags (22 to 29) show greatly indexes, while the last two cannot detect obvious oscillation. A reasonable explanation is that Tag 21 is dominated by the nonstationary trend, and Tag 30 is caught into some intensive noise. In addition, combining Table. 1 with the time-frequency characteristics of these modes shows that a slow plant-wide oscillation with a period around 115 min is presented throughout this plant. The interpretation in [30] that it is a prominent and widespread disturbance that accounts for most of the process variability, further confirms the detecting results accomplished by FMEMD.
B. EEG DATA ANALYSIS
Electroencephalogram (EEG) is one of the most efficient measurements for learning the function and structure of brain with its activity due to the advantages of non-invasive, convenience and low-cost. Since different regions of the brain may need cooperation with sensory stimulation or process of cognitive activity, information in local area (single channel) cannot fully represent the whole perceptual pattern. Therefore, it is necessary to extract the common information from distinct regions to analyze the global pattern. In order to demonstrate the advantages of the proposed FMEMD in multichannel EEG processing, a set of four-channel data is analyzed with an aim to extract the synchronized information from each scale of IMIMFs. The EEG data was recorded from 4 channels (F3, F4, P3, P4) by a Neuroscan NuAmps Digital Amplifier, referenced to the left mastoid, and sampled at 1,000Hz with an analog filtering pass-band of 0.1−100Hz. This configuration of EEG recorder is very common in clinical and research applications [31] , [32] . Fig. 8 shows results of the decomposed EEG from IMIMF1 to IMIMF6 with a residual. Additionally, the right column of Fig. 8 gives the power spectra of individuals of each mode from various channels, where the frequency scopes of id 3 to id 6 are narrowed to better illustrate the spectral meaning of this decomposition. It is worthy to notice that the measured EEG from all channels contains four main spectral peaks located in beta (15 ∼ 30Hz), alpha (8 ∼ 14Hz), theta (4 ∼ 7Hz) and delta (< 4Hz) bands, which are well explained by id 3 , id 4 , id 5 and id 6 respectively. Based on the aligned common patterns, the underlying brain activity regarding different research purposes [31] , [32] can be further analyzed. On the other hand, the remaining modes of this decomposition also have their corresponding physical meanings: (i) id 1 : high frequency components which are not completely cleared by pass-band filter; (ii) id 2 : power-line interference in EEG recordings.
The FMEMD method enables features of the signal within the same subband from different channels to be categorized in the same mode which allows the neural information in different frequency bands can be studied across different channels. The IMIMFs preserve not only the amplitude and frequency features but also the phase characteristic of synthesized components. Unlike other advanced signal processing techniques (e.g., independent component analysis (ICA) and principal component analysis (PCA).) utilizing statistical algorithms to extract common information, only the cross-channel common components are considered which could ignore the phase difference among different channels.
C. IMAGE FUSION
Image fusion is the process of registering and combining multiple images from different modalities to improve the imaging quality, while reducing randomness and redundancy such that the new image is more suitable for the purpose of human visual perception and computer-processing tasks [33] . One of the major requirements for successful image fusion is that images from the different modalities have to be aligned correctly. Moreover, as real world images are usually nonlinear and nonstationary, which render the traditional techniques invalid, a fully adaptive approach is required [34] .
Recently, the uses of multivariate extension of EMD [34] - [37] were proposed for the fusion of multiple out-of-focus and multi-exposure images. It was shown that the bivariate EMD outperforms wavelet and PCA based approaches, particularly in retaining edge-based information from different image modalities. In this section, the proposed FMEMD is adopted to merge two multi-exposure images to a single improved image as an illustration.
The methodology employed for fusion of both gray-level and RGB based colored images is similar to the one used in [34] . More precisely, given two gray scale images, each considered as a matrix and denoted by X and Y, the fusion scheme is operated as follows:
(i) X and Y are first converted into row vectors by concatenating their rows.
(ii) Two such vectors are combined to form a bivariate signal. Then the FMEMD method is applied to this data and resulting in M IMIMFs.
(iii) These bivariate IMIMFs are separated and reconverted back to image-matrices, which yield M scale images for each input image, denoted by X i and
are combined locally, based on coefficients computed from the local variance estimates at each spatial point, resulting in a fused image Z as given by (33) where α i (m, n) and β i (m, n) are weights determined by location (m, n), on the basis of the relative values between local and total variance for each mode
and
VOLUME 6, 2018 FIGURE 9. Image of a work table which is obtained from underexposed condition. , n) . Similarly, the RGB based color image fusion can be extended by applying the methodology to three channels (red, green and blue) of a color image separately [34] .
The performance of the proposed method is evaluated on two multi-exposure images that are shown in Fig. 9 and Fig. 10 respectively. The first image is obtained from a work table, which is severely underexposed. Observed that the small plate in the right region is nearly hidden, whereas the left part, showing details of the book, is well exposed. In the second input image, on the other hand, the details on the book are covered due to the strong light, but the right area is exposed properly. Fig. 11 shows the result of the fusion obtained from applying FMEMD based scheme. As desired, the fused image retains all the detail of the original images and any spurious fusion artifacts are kept into a minimum.
VII. CONCLUSION
A novel multivariate extension of the standard EMD, namely the fast MEMD (FMEMD), has been provided. Three key concepts including the direction-dependent MIMF (DMIMF), the direction-independent MIMF (IMIMF) and the pseudo-IMIMF are first defined through properly extending the notion of multivariate extrema. Then FMEMD is generalized from the univariate EMD by solving an overdetermined system of linear equations. It is shown numerically that the proposed FMEMD, similar to the standard EMD, follows a dyadic filter bank structure (channelwise) for multivariate white Gaussian noise.
The mode-aligned property of FMEMD contributes to the automatic clustering of similar frequency modes as well as providing both time and frequency information in nonstationary time series. Compared with MEMD, operation of the proposed FMEMD is independent of the dimension of the multivariate signal, and this approach avoids the problem of over-decomposition when processing on the white noise as a filter bank. Moreover, numerical simulation shows that the FMEMD method presents better decomposition performance in processing data with low sampling frequency. Such superiorities can facilitate more widespread applications of the multivariate EMD method, especially for the implementations in analyzing long data and signals in which the dyadic filter bank decomposition is relevant. Simulations and several real world cases have verified the effectiveness of proposed method.
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