Abstract. The theory of elliptic curves and modular forms provides a precise relationship between the supersingular j-invariants and the congruences between modular forms. Kaneko and Zagier discuss a surprising generalization of these results in their paper on Atkin orthogonal polynomials. In this paper, we define an analog of the Atkin orthogonal polynomials for rank two Drinfel'd modules.
Introduction and Statement of Results
Let F q be the finite field of order q. Let A := F q [T ] be the polynomial ring in an indeterminate T , and let K := F q (T ) be its quotient field. For any irreducible polynomial p, let A p denote the (uncompleted) localization of A at p. Define K ∞ to be the completion of K at the infinite place, denote by K ∞ the algebraic closure of K ∞ , and let C be the completion of K ∞ . Finally, define Ω := C \ K ∞ . In this setting, it is helpful to think of A as the analog of Z, C as the analog of C, and Ω as the analog of H, the upper half of the complex plane. For a more detailed description of these objects, refer to Chapter 4 of Goss [2] .
In the early 1970's Vladimir Drinfel'd constructed the function field analogs of elliptic curves and modular forms, thus developing a corresponding theory which succeeded in proving the local Langlands correspondence in this setting. Ultimately, this work earned Drinfel'd a Fields medal in 1990. The majority of his work centered specifically around rank two "elliptic modules" (now known as Drinfel'd modules) -analogs of classical elliptic curves in the function field setting. For a field L over A and the map τ : L → L such that τ (a) = a q , denote by L{τ } the L-algebra of maps generated by τ by addition and composition (but not multiplication). Then a ring homomorphism φ : A → L{τ } is called a Drinfel'd module of rank r if, for all a ∈ A of degree d, writing
we have that 0 (a) = a, rd (a) = 0, and n (a) = 0 for all n > rd. Because a rank two Drinfel'd module φ is a ring homomorphism such that φ(k) = k for all k ∈ F q , its action is determined by its value (1.1) φ(T ) = T τ 0 + gτ + ∆τ at T . Readers familiar with the Weierstrass form of elliptic curves should note that this equation is analogous in many ways. If p is a prime in A of degree d, then for a rank two Drinfel'd module φ we have
The coefficient H p (φ) := d is called the Hasse invariant of φ. In direct parallel with the theory of classical elliptic curves, we have the equivalence of the following conditions [1, 5] :
(Ker(φ(p)))(F p ) = 0 (see [1] for an exact definition ofF p ), (3) the endomorphism ring of φ is non-commutative. An elliptic curve or Drinfel'd module φ is called supersingular at p if these hold.
Supersingularity of an elliptic curve E is completely determined by its j-invariant, and it can be shown that there are only finitely many supersingular j-invariants in the closure of F p . We define the supersingular locus for elliptic curves to be
By definition, no j-invariant is repeated in this product, so S(p; x) is square free. Similarly, in the theory of Drinfel'd modules, we have the j-invariant
and it turns out that whether or not a Drinfel'd module is supersingular at a prime is completely determined by the value of its j-invariant. For a prime p ∈ A of degree d, we define the Drinfel'd supersingular locus to be the square free polynomial
It turns out that the degree of S q (p; x) is n p :=
(for proof, refer to [1] ). These polynomials play an important role in the theory of congruences for Drinfel'd modular forms.
To make the above precise, we first recall the notion of a Drinfel'd modular form. A function f : Ω → C is called a Drinfel'd modular form of weight k and type (where k ≥ 0 and is a class in Z/(q − 1)Z), if the following conditions are satisfied:
(2) f is holomorphic; (3) f is holomorphic at infinity. In the classical case, it is useful to study the Fourier series of a modular form -its expansion as a power series in q(z) = e 2πiz (although this notation conflicts with this paper's use of q). Analogously, we may define a function t : Ω → C (see Section 2 for details), and study Drinfel'd modular forms by their t-series expansions.
Denote the set of Drinfel'd modular forms having weight k, type , and t-series coefficients in the ring R ⊆ C by M k (R), and denote the set of all Drinfel'd modular forms with t-series coefficients in R by M (R). Note that for f 1 
On the other hand, it turns out that the function f 1 + f 2 is modular if and only if k 1 = k 2 and 1 ≡ 2 (mod q − 1), in which case
Thus, for all k, , and R, the set M k (R) forms an R-vector space, while M (R) as a whole is a graded R-algebra. Of special interest are the Drinfel'd modular forms g ∈ M 0 q−1 (A), h ∈ M 1 q+1 (A), and ∆ := −h q−1 ∈ M 0 q 2 −1 (A), which we define in Section 2. There is also another important function E : Ω → C which, while not quite modular, is analogous to E 2 , the classical false Eisenstein series of weight two. As with E 2 , it is often convenient to consider the function E as "almost" modular of weight two.
In [1] , Gekeler provides an extremely useful complete characterization of M (C); namely that it is the graded algebra generated by g and h. That is, any Drinfel'd modular form f ∈ M k can be written as a linear combination of terms
∈ M k then they must (up to sign) differ by a power of j = − g q+1 h q−1 . As such, factoring out the correct powers of g and h, we can write any Drinfel'd modular form as a polynomial in j. In light of this, it turns out we can associate to each non-zero Drinfel'd modular form
where γ(k, ) and µ(k, ) are functions defined to return the unique integers satisfying
Given a prime p ∈ A and a modular form f = n≥0 a n t n with p-integral coefficients, we define the filtration modulo p of f , denoted by ω p (f ), to be the smallest weight k for which there exists a modular form f 0 of weight k with t-series expansion n≥0 b n t n such that a n ≡ b n (mod p) for all n ≥ 0. Naturally, if a n ≡ 0 (mod p) for all n ≥ 0, then ω p (f ) = −∞ since the 0 function is a holomorphic modular form of every weight.
For a modular form to have filtration lower than its weight, two a priori unrelated infinite power series must line up when taken modulo a prime -a seemingly unlikely occurrence. In view of this, one might expect such events to have interesting consequences. Indeed, in the classical case, work of Deligne, Swinnerton-Dyer, and Serre suggests a relationship between the supersingular locus and modular forms with lower filtration than weight. We now present a theorem showing an analogous relationship for Drinfel'd modular forms.
. Then α is an integer and the
Another classical example of the appearance of the supersingular locus occurs in relation to the Atkin orthogonal polynomials. For a more thorough treatment of this topic see [3] . The Atkin orthogonal polynomials are a unique sequence of monic polynomials in j which are orthogonal with respect to the inner product
f (e iθ )g(e iθ )dθ.
They satisfy a recursion and have a number of other interesting properties. A beautiful relation between the Atkin orthogonal polynomials and the supersingular locus was first discovered (but never published) by Atkin and expanded upon in a paper by Kaneko and Zagier [3] . For p ∈ N a prime, we have that
It is natural to consider whether these polynomials have an analog in the function field case. It turns out that in this setting, it is more natural to work with the convergents of continued fractions, which are closely related to orthogonal polynomials. As such, we present some necessary facts concerning continued fractions and then state our analogous results.
The theorem depends critically on a function
It turns out that we may rewrite the t-series expansion for Φ as a Laurent series in j −1 , from which we obtain a continued fraction expansion Φ := 1
where each a i is a polynomial in K[j]. Truncating this expansion after i successive terms gives the i th convergent
of the continued fraction expansion, where P q (i; x) and Q q (i; x) are relatively prime polynomials, normalized so that P q (i; x) is monic. These definitions give us the tools necessary to state the following theorem. Theorem 1.2. Let p ∈ A be a prime. If i is the unique integer satisfying deg(P q (i; x)) ≤ n p < deg(P q (i + 1; x)), then P q (i; x) has coefficients in A p and
as elements of (A/pA) [x] . More generally, if Q q (i, m; x) and P q (i, m; x) are respectively the numerator and denominator of the i th convergent of Φ m , normalized so that both polynomials have coefficients in A, then
as elements of (A/pA)[x] for any i such that deg(P q (i, m; x)) ≥ mn p .
In Section 2 we discuss related results from the classical case and present background about Drinfel'd modular forms. In Section 3, we prove the two theorems presented here, and in Section 4 we demonstrate Theorem 1.2 with an explicit example where q = 5.
Divisor Polynomials of Modular Forms and Drinfel'd Modular Forms
It is known that every modular form f has a canonical factorization into its divisor polynomialF (f ; j), a power of the discriminant function ∆, and a low weight modular form. To state this more precisely, for every even integer k > 2, define m(k) ≥ 0, δ(k) ∈ {0, 1, 2}, and (k) ∈ {0, 1} to be the unique such integers for which k = 12m + 4δ + 6 .
We are interested in the modular form E p−1 because it is closely related to the supersingular locus. Specifically (see [4] for proof), we have that
We now define several important Drinfel'd modular forms and related functions. Details about all of the definitions below can be found in Gekeler [1] . Key to these definitions will be the functions
whereπ is a specific constant. The exact value of this constant will be irrelevant for our purposes and will thus be omitted. The curious reader should consult [1] . We also define the bracket function It turns out that we can explicitly write t(az) as a t(z)-series for any polynomial a and the coefficient on t i is 0 for all i < |a| = q deg(a) . We define the Θ-operator (2.8)
Closely related to this is the ∂-operator. For any f ∈ M k (C), we have that
The Θ operator does not preserve modularity but adding in the correction term kEf fixes this, and we have that ∂ is a derivation ∂ :
q+1 by h := ∂(g). The Eisenstein series, g i , are also important Drinfel'd modular forms. We define these using a recursion, with g 0 = 1, g 1 = g, and (2.10)
Section 10 of Gekeler's paper [1] is devoted to explicitly determining the t-series expansions of several of the forms defined above. These results show that g, j, h/t, and E/t are all elements of K[[t q−1 ]]. That is, the coefficients of t α in their t-expansions are 0 unless α is a multiple of q − 1. Since this section also implies that j −1 = ∆/g q+1 = −t q−1 + · · · , we may indeed represent Φ = Eg jh as a Laurent series in j −1 as claimed in the introduction. In a result analogous to (2.2), it is shown in [1] that
Additionally, note that if d is even then γ(q
and µ(q d +1, 1) =
Proofs of Theorems
Proof of Theorem 1.1. Let p ∈ A be a prime of degree d. As discussed in the introduction, every Drinfel'd modular form of weight k can be written as an isobaric polynomial in g and h so that each term in this polynomial is of the form cg a h b for some a and b such that k = (q − 1)a + (q + 1)b. In this way, we can view M (A p ) as a subset of A p [X, Y ]. Reducing modulo p gives us the homomorphism
which takes the reduction of a polynomial modulo p and yields the t-series expansion (modulo p) generated by replacing (X, Y ) with (g, h). A key result of [1] is that the kernel of is generated by B d − 1, where B d is the isobaric polynomial of weight
be the isobaric polynomial representations of f and f 0 , respectively, so that f = F (g, h) and f 0 = F 0 (g, h).
β f 0 (mod p) for all β. Specifically, take Note that x
by (2.11) and thus
we have that
as polynomials in (A/pA) [x] . The maximal power of x which divides the left hand side must be an integral multiple of q + 1, so we have that there exists some P ∈ (A/pA) [x] such that x (q+1)aF
we have that P S q (p; y) ∈ (A/pA)[y] which is a contradiction. Thus
The next theorem of our paper involves the appearance of the supersingular locus as the reduction modulo p of function field analogs of Atkin's polynomials. Before proving Theorem 1.2, we discuss some general facts about continued fractions. Given any irrational Laurent series over a field K with finitely many positive powers
with c i ∈ K for all i, one can naturally define the floor function · so that S = c n x n + . . . + c 0 .
Letting E 0 := S we may then iteratively define polynomials a i ∈ K[x] and Laurent series E i by (3.1)
If we let
then the expression [a 0 ; a 1 , . . . , a i ] is called the i th convergent of S and is an "extremely good" approximation to S. We now state a lemma which makes this statement precise. 
Specifically, we have that
Proof. We prove (3.3) by induction on i, and (3.4) follows. When i = 0, we have that
Now assume that i > 0 and the statement is true for i − 1. Then we have that
which completes the proof of (3.3). Equation (3.4) follows by setting Y := a i+1 , in (3.3) and noting that 
For odd d, we obtain
Thus, applying (2.11), we have that
. Because this congruence holds as t-series and each side may be represented by a Laurent series in j −1 = −t q−1 + · · · , the congruence also holds viewing these objects as such. Then, Lemma 3.1 implies that
and since by assumption m deg(S q (p; x)) < deg(P q (i + 1, m; x)), we have that
That is, the left hand side, when represented as a Laurent expansion, has only negative powers of x, but being a polynomial in x, cannot have any terms with negative powers, and thus must be identically zero. Suppose S q (p; x) and H q (p; x) are relatively prime. This implies that S q (p; x) m |P q (i, m; x) in (A/pA) [x] , proving the second portion of the theorem. Further, if i is the unique integer such that deg(P q (i, m; x)) ≤ m deg(S q (p; x)) ≤ deg(P q (i + 1, m; x) ), then we have that P q (i, m; x) ≡ cS q (p; x) m (mod p) for some constant c. However, for m = 1, we also have that P q (i, 1; x) = c 0 P q (i; x) for some constant c 0 which is not divisible by p (because P q (i; x) is monic, if it were true that p|c 0 then viewed as polynomials modulo p we would have deg(P q (i, 1; x)) < deg(P q (i; x)) = deg(S q (p; x)) which is a contradiction). Thus we have that S q (p; x) ≡ c c 0 P q (i; x) (mod p), but since both polynomials are monic we know S q (p; x) ≡ P q (i; x) (mod p).
It remains only to show that S q (p; x) and H q (p; x) are relatively prime. Intuitively, S q (p; x) is related to g d while H q (p; x) is related to ∂(g d ), and the fact that S q (p; x) has only simple zeros implies that it is relatively prime to its derivative. To make this rigorous, we again deal with the case where d is even and the case where d is odd separately. Throughout these calculations, note that we have ∂(g) = h, ∂(h) = 0, and ∂(j) = ∂ − S q (p; x). Because S q (p; x), by definition, has only simple zeros, we know it is relatively prime to its derivative H q (p; x). This completes the proof.
Examples
Here we illustrate a specific case of (1.8) in Theorem 1.2. Take q := 5 and consider the irreducible prime p := T 3 + 3T + 2 ∈ A of degree d := 3. To compute S q (p; x) we study the Eisenstein series g d . Using the recursion (2.10), we have that g 3 Looking above, we see that it is indeed the case that P 5 (2; x) = S 5 (T 3 + 3T + 2; x).
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