Fermion (or determinantal) processes with J-Hermitian kernel constitute a large class of random point fields which is of interest in mathematical physics. They generalize the popular family of fermion processes with Hermitian kernel and their existence has been recently established in full generality by Lytvynov [24] . In this paper we prove a quasi-invariance property for fermion processes with J-Hermitian kernel. Our findings extend in various directions the corresponding result in Camilier and Decreusefond [10] .
Introduction
Fermion (or determinantal) processes with Hermitian kernel have been introduced by Macchi [25] in order to represent configurations of fermions. Subsequently, fermion processes have attracted much interest from various viewpoints. The full existence theorem for these processes is due to Soshnikov [29] who also discussed many examples occurring in mathematics and physics. The theory in [29] has been later on extended by Shirai and Takahashi [28] who introduced the class of α-determinantal processes. The Gibbsianness of fermion processes with Hermitian kernel was investigated by Georgii and Yoo [20] . Camilier and Decreusefond [10] proved a quasi-invariance property, with respect to the action of compactly supported diffeomorphisms, for fermion processes with Hermitian kernel and provided a related integration by parts formula. Fermion processes with J-Hermitian kernel constitute a large class of random point fields which extends the family of determinantal processes with Hermitian kernel. They appeared in the Eighties in works of mathematical physicists on solvable models of systems with positive and negative charged particles, see Alastuey and Forrester [1] , Cornu and Jancovici [11] and [12] , Forrester [16] , [17] and [18] , Gaudin [19] . More recently, fermion processes with J-Hermitian kernel occurred in the studies of Borodin, Okounkov and Olshanski [4] , [5] , [6] , [7] , [8] and [26] on harmonic analysis of both the infinite symmetric group and the infinite-dimensional unitary group. The full existence theorem for these processes is due to Lytvynov [24] . In this paper, after providing a mapping theorem for fermion processes with J-Hermitian kernel, we show a related quasi-invariance property, under the action of diffeomorphisms. Our findings extend the corresponding result in [10] .
The paper is structured as follows. In Section 2 we give some preliminaries on point processes, Hilbert-Schmidt and trace-class operators, J-Hermitian integral operators and fermion processes. In Section 3 we provide a mapping theorem for fermion processes with J-Hermitian kernel. In Section 4 we prove a quasiinvariance property for fermion processes with J-Hermitian kernel. In Section 5 we check that the class of fermion processes with J-Hermitian kernel is closed under independent thinning, and finally in Section 6 we discuss some examples.
Preliminaries
In this section we give some preliminaries on point processes, Hilbert-Schmidt and trace-class operators, J-Hermitian integral operators and fermion processes. The reader is referred to [13] and [14] for an introduction to point processes theory, to [2] for notions of functional analysis and to [23] , [24] , [25] and [29] for an introduction to fermion processes.
2.1. Point processes. Let E be any locally compact Polish space serving as the state space of the points, B(E) the Borel σ-field on E, B 0 (E) the family of relatively compact Borel sets in E, and λ a Radon measure on (E, B(E)). We denote by Γ E the space of locally finite subsets (configurations) in E, i.e.
where the symbol |ξ| denotes the cardinality of the set ξ and by Γ E,0 = {ξ ∈ Γ E : |ξ| < ∞} the set of all finite configurations in E. Let Λ ⊂ E be fixed. We write
for the set of all configurations in Λ. The configuration space Γ E is equipped with the vague topology, which makes it a Polish space. We denote by B(Γ E ) the Borel σ-field on Γ E . A point process on E is a probability measure µ on (Γ E , B(Γ E )). Given Λ ∈ B(E), we write µ Λ for its marginal on (Γ Λ , B(Γ Λ )). On the measurable space (Γ E,0 , B(Γ E,0 )) we consider the so-called λ-sample measure L λ defined by
Assumed to exist, the so-called Janossy density j (µΛ) (ξ), ξ ∈ Γ Λ , Λ ∈ B 0 (E), of a point process µ is the density function of µ Λ with respect to L λ Λ , the restriction on (Γ Λ , B(Γ Λ )) of the λ-sample measure.
A point process µ is said to have the correlation function c µ :
for any measurable ϕ : Γ E,0 → [0, ∞).
2.2.
Hilbert-Schmidt and trace-class operators. In this section we collect some basic facts of functional analysis.
We denote by L 2 (E, λ) the space of λ-square integrable f : E → C and by L(L 2 (E, λ)) the space of bounded linear operators on L 2 (E, λ), i.e. T ∈ L(L 2 (E, λ)) if and only if T :
, for any f ∈ L 2 (E, λ). Hereafter S, T ∈ L(L 2 (E, λ)). The usual operator norm and numerical range of T are defined respectively by
T is called positive and we write
This infinite sum does not depend on the choice of the basis. We recall that T is a Hilbert-Schmidt operator on L 2 (E, λ) if and only if there exists T :
We recall that Hilbert-Schmidt operators are compact operators. We remind that the adjoint of T is the unique operator T * ∈ L(L 2 (E, λ)) such that
To any T we may associate the positive operator |T | ∈ L(L 2 (E, λ)) defined by |T | = √ T * T . If T ≥ 0 it holds |T | = T and we define the trace of T by
where {e n } n≥1 is an orthonormal basis of L 2 (E, λ). This sum makes sense (finite or infinite) and does not depend on the choice of the basis. The operator T is called of trace-class if Tr(|T |) < ∞. We recall that trace-class operators are Hilbert-Schmidt operators. If T is of trace-class (not-necessarily positive) then one defines the trace of T exactly as in (2.1) (the series converges absolutely and again the sum does not depend on the choice of the basis). The following relations will be useful:
For any T of trace-class, |Tr(T )| ≤ Tr(|T |),
for any T 1 ∈ L(L 2 (E, λ)) and T 2 of trace-class,
and
For any Λ ∈ B(E), we define the projection operator
where 1 1 Λ is the indicator of the set Λ, and the operator T Λ = P Λ T P Λ . T is called locally of trace-class if T Λ is of trace-class for any Λ ∈ B 0 (E).
2.3. J-Hermitian integral operators. From now on, in this paragraph U will always denote a bounded integral operator on
is a bounded linear operator defined by
We say that U is Hermitian if
where z denotes the complex conjugate of z ∈ C. We recall that if U is compact and Hermitian then there exists an orthonormal basis {e n } n≥1 of L 2 (E, λ) formed by eigenfunctions of U i.e., letting {α n } n≥1 denote the corresponding sequence of eigenvalues, Ue n = α n e n . We also note that, for any Λ ∈ B(E), U Λ is a bounded integral operator on
Throughout this paper, we assume that the underlying space E is split into two disjoint parts: E = E 1 ⊔ E 2 . We then write the space L 2 (E, λ) as a direct sum of two subspaces:
. Note that the class of J-Hermitian bounded integral operators is more general than the class of Hermitian bounded integral operators. According to the above splitting, we rewrite U in block form as
where U ij = P Ei UP Ej , i, j = 1, 2. We define the even and odd parts of U as follows:
Note that the kernels of U e and U o are given by
respectively.
We denote by L 1|2 (L 2 (E, λ)) the collection of bounded integral operators U on L 2 (E, λ) such that U e is of trace-class and U o is Hilbert-Schmidt. The classical definition of Fredholm determinant for trace-class operators may be extended to operators in L 1|2 (L 2 (E, λ)) as follows. Hereafter, I denotes the identity operator.
and U e is positive and Hermitian, then the Fredholm determinant of I ± U is given by ϕ(x)U (x, y) ϕ(y) and by U the bounded integral operator on L 2 (E, λ) defined by
The following propositions hold. 
Proof. (Proposition 2.3). Set Λ = supp(ϕ) and note that Λ ∈ B 0 (E) and U[ϕ] = U Λ [ϕ]. By Proposition 12 in [24] we have U Λ ∈ L 1|2 (L 2 (E, λ)). We shall check later on that this implies U Λ [ϕ] e of trace-class and
Letting U e denote the kernel of U e and U [ϕ] e the kernel of U[ϕ] e , using relation (2.5) one may easily see that
Using again relation (2.5), one may easily realize that the Hermitianity of U[ϕ] e follows by the Hermitianity of U e , which is implied by the J-Hermitianity of U. It remains to check that
. One may easily see that Π √ ϕ is bounded. Note that
where the first inequality in (2.6) follows by the positivity of
Fermion processes.
Our first standing assumption is as follows.
Condition I K is a J-Hermitian bounded integral operator on L 2 (E, λ), K 11 and K 22 are locally of trace-class and 0 ≤ K ≤ I. We denote by K the kernel of K.
The following theorem is proved in [24] (see Theorem 2 therein).
Theorem 2.4. Under Condition I we have that there exists a unique point process
The point process µ (K,λ) is called fermion process with kernel K and reference measure λ.
We shall also consider the following condition: Condition II Condition I holds and there exists Λ ∈ B 0 (E) such that K Λ < 1. 22 are positive (and so J [Λ] e is positive and Hermitian.)
Lemma 2.5. Assume Condition II and define the operator
Proof. Proof of (i). By Proposition 2.3 we have K Λ ∈ L 1|2 (L 2 (E, λ)). The claim follows by Proposition 10 in [24] . Proof of (ii). By part (i) we have that the operators J [Λ] 11 and J [Λ] 22 are positive and of trace-class on L 2 (E, λ). So, by Lemma A4 in [20] it follows that the kernel of J [Λ] ii , denoted by J[Λ] ii , i = 1, 2, can (and will) be chosen in such a way that
The claim then follows by the J-Hermitianity of J [Λ] and e.g. Proposition 11 in [24] .
The following formula for the Janossy density of a fermion process is proved in [24] (see Theorem 2 therein. The strict positivity of j (µ (K,λ) Λ ) (∅) is indeed contained in its proof).
Theorem 2.6. Assume Condition II. Then the fermion process µ (K,λ) Λ has Janossy density
Remark 2.7. For later purposes, we remark that, under Condition II, we have
Indeed, by definition
The claim follows by Theorem 2.6.
A Mapping Theorem
Let F be a locally compact Polish space (in general different from E) and Bci(E, F ) the set of all measurable bijections φ :
which, with an abuse of notation, we denote by φ(ξ). Let η be a point process on
One may easily check that
and similarly, for any
as a direct sum of two subspaces:
According to the above splitting, we rewrite U φ in block form as
where (U φ ) ij = P Fi U φ P Fj , i, j = 1, 2. We define the even and odd parts of U φ as follows:
The following mapping theorem extends in various directions Theorem 7 in [10] with α = −1. Furthermore, our proof, which is based on the computation of the correlation function, is certainly less technical than that one of Theorem 7 in [10] , which is based on the computation of the Laplace functional.
is a fermion process on F with kernel K φ and reference measure φ * λ.
The proof of this theorem is based on the following preliminary lemma, whose proof is given below (in fact, at this stage the first part of (ii), (iv) and (vi) are not needed, and they will be used in the next section). Lemma 3.2. Let U be a bounded integral operator on L 2 (E, λ) with kernel U and φ ∈ Bci(E, F ). Then: 
where in (3.1) we used Theorem 2.4. Applying again Theorem 2.4 we then have that φ * µ (K,λ) is a fermion process with kernel K φ and reference measure φ * λ.
Proof. (Lemma 3.2). Proof of (i). For any f ∈ L 2 (F, φ * λ),
Since Φ −1 and Φ are isometries and U is bounded, for some constant c > 0 we have
The claim is proved. Proof of (ii). Since Φ and Φ −1 are isometries, for any
and Φf L 2 (E,λ) = f L 2 (F,φ * λ) . The claim easily follows by these relations.
and similarly
Combining this with (3.2) we deduce
The claim follows since 0 ≤ U ≤ I by assumption. Proof of (iv). We have to check that (U φ ) e is of trace-class and (U φ ) o is Hilbert-Schmidt. Let (U e ) φ be the kernel of (U e ) φ . By (i) and (2.5) we have
So (U e ) φ = (U φ ) e and by (ii) we have (U φ ) e = (U e ) φ ≥ 0 since U e ≥ 0. Now, let {e n } n≥1 be an orthonormal basis of L 2 (E, λ). Since Φ −1 is an isometry we have that {Φ −1 e n } n≥1 is an orthonormal basis of L 2 (F, φ * λ) and it holds
where the latter inequality follows by the trace-class property of U e . Similarly, we
where the latter inequality follows by the Hilbert-Schmidt property of U o . The proof is completed. Proof of (v). Since U is J-Hermitian
Therefore,
The proof is completed. Proof of (vi). For any Λ ′ ∈ B(F ),
and the proof is completed. Proof of (vii). Since U ii is positive and locally of trace-class, for any Λ ∈ B 0 (E), the operator (U ii ) Λ is positive and of trace-class. Since φ −1 is continuous, for any Λ ′ ∈ B 0 (F ), we have φ −1 (Λ ′ ) ∈ B 0 (E) and, arguing as in the proof of the previous point (vi), the following relations between kernels hold:
and (U ii ) φ = (U φ ) ii . So by (ii) and the positivity of U ii , we have (
where the latter inequality follows by the trace-class property of (U ii ) φ −1 (Λ ′ ) . The claim follows by the arbitrary of Λ ′ .
Quasi-invariance
From now on, we assume that E is a connected, oriented, C ∞ , non-compact and finite-dimensional Riemannian manifold and we denote by m the volume element on E and by Diff(E) the family of diffeomorphisms from E into itself. The reader is directed to the book by do Carmo [15] as a standard reference on Riemannian geometry. Assuming that λ is of the form λ(dx) = ρ(x)m(dx), where ρ : E → (0, ∞) is a measurable and positive function, by the classical formula for the change of measure, for any E ′ ∈ B 0 (E), measurable function f :
where Jac(φ −1 ) is the Jacobian of φ −1 . The following theorem extends in various directions Theorem 8 in [10] with α = −1.
The proof of this theorem is based on the following preliminary lemma, whose proof is given below. Hereafter, Hom(E, F ) denotes the family of homeomorphisms from E into F . Lemma 4.2. Assume Condition II. Then, for any φ ∈ Hom(E, F ), we have: 
Proof. (Theorem 4.1). For ease of notation, throughout this proof, for x ∈ E and Λ ∈ B 0 (E), we set
By the mapping theorem, the definition of Janossy density, the definition of φ * λsample measure, relation (4.1), Theorem 2.6, Lemma 4.2(i), Lemma 3.2(vi) and Lemma 4.2(iii), for any measurable ϕ :
Using Theorem 2.6, Remark 2.7, Lemma 4.2(ii) and (4.2), we deduce
The proof is completed.
Proof. (Lemma 4.2). Proof of (i). By Lemma 3.2 K φ satisfies the corresponding Condition I. Since Λ ∈ B 0 (E) and φ is continuous, we have φ(Λ) ∈ B 0 (F ). By
Proof of (ii). By Lemma 3.2 and Proposition 12 in [24] we have
] e positive and Hermitian. So it is defined the Fredholm determinant of I − K Λ and I − (K φ ) φ(Λ) . The claim follows noticing that
Proof of (iii). We start checking that
By Lemma 2.5(i) and (ii), we have , for any f ∈ L 2 (F, φ * λ), we have
Remark 4.4. By Remark 2.7 and Theorem 4.1, we have R φ Λ (ξ) > 0 for µ (K,λ) -a.e. ξ ∈ Γ Λ . Therefore, the measures µ (K,λ) and φ * µ (K,λ) are equivalent on Γ Λ (see e.g. p. 8 in Bogachev [3] ). Consequently, by the usual relations between equivalent measures we have that the density of µ (K,λ) with respect to φ * µ (K,λ) on Γ Λ is
where the equality follows by the classical relation
Given φ ∈ Diff(E) the support of φ, denoted by supp(φ), is defined as the closure of the set {x ∈ E : φ(x) = x}. In the following we denote by Diff c (E) the subset of Diff(E) formed by the diffeomorphisms with compact support. We conclude this section with the following corollary of Theorem 4.1.
Corollary 4.5. Assume Condition I and K Λ < 1, for any Λ ∈ B 0 (E). Then, for any φ ∈ Diff c (E), we have that φ * µ (K,λ) is absolutely continuous with respect to µ (K,λ) on Γ E with density
Proof. Let φ ∈ Diff c (E) be fixed. By Theorem 4.1 the measure φ * µ (K,λ) is absolutely continuous with respect to µ (K,λ) on Γ Λ , for any Λ ∈ B 0 (E), and therefore φ * µ (K,λ) is absolutely continuous with respect to µ (K,λ) on Γ E . Outside supp(φ) we have φ(x) = x and so φ * µ (K,λ) ≡ µ (K,λ) on Γ E\supp(φ) . The claim follows by applying Theorem 4.1 with Λ = supp(φ) and noticing that φ −1 (supp(φ)) = supp(φ).
Independent Thinning
In this short section we check that the class of fermion processes with J-Hermitian kernel is closed under independent thinning. More precisely, the following proposition holds. The proof of this proposition is based on the following lemma. Proof. (Proposition 5.1). We recall that the law of a point process µ on Γ E is uniquely determined by its Laplace functional
where f : E → [0, ∞) is a measurable, non-negative function with compact support. By Theorem 2 in [24] one has that, under Condition I,
Let {U (x)} x∈E be a random field of independent Bernoulli random variables on a probability space (Ω, F , P), where P(U (x) = 1) = ε and {U (x)} x∈E is independent of µ (K,λ) . The claim follows combining the next identity with (5.1) and Lemma 5.2:
where in the latter equality we exchange the mean with the series by Fubini's Theorem.
Proof. (Lemma 5.2). Since ε is a constant, we have that K[ε] = εK is a bounded integral operator on L 2 (E, λ) with kernel K[ε](x, y) = εK(x, y) and the J-Hermitianity of K[ε] is a straightforward consequence of the J-Hermitianity of K. Let Λ ∈ B 0 (E) and i ∈ {1, 2} be fixed. By assumption (K ii ) Λ is of trace-class and so (arguing e.g. as in the proof of Proposition 2.3) we have that (
Since K ≥ 0 and P E2 ≥ 0 we get K[ε] ≥ 0 and since K ≤ I and P E2 ≤ I we get K[ε] ≤ I. The proof is completed.
Illustrating Examples
Let K be the integral operator defining a fermion process with the Whittaker kernel [6] or a fermion process with the matrix tail kernel [26] or a fermion process with the continuous hypergeometric kernel [7] . By Corollary 1 in [24] , we have that K satisfies Condition I, and so Theorem 3.1 applies to such point processes. Let ε ∈ (0, 1), Λ ∈ B 0 (E) and φ ∈ Diff(E) be fixed. By Proposition 7 in [24] we have
Consequently, due to Lemma 5.2 and Proposition 5.1, we have that Theorem 4.1 and Corollary 4.5 apply e.g. to thinned versions of the afore mentioned point processes.
Clearly, Theorems 3.1, 4.1 and Corollary 4.5 may be applied also to fermion processes with Hermitian kernel. We conclude this paper providing an application of Theorem 4.1, with some explicit computations, to fermion processes with the Ginibre kernel and fermion processes with the Bessel kernel. In the Ginibre case, we exploit the spectral properties of the projection on the complex balls of the operator K [similar computations may be implemented e.g. for fermion processes with the Bergman kernel (see [23] )]; in the Bessel case, we use a result due to Borodin and Soshnikov [9] . Ginibre kernel Consider the Ginibre kernel K(x, y) = e xy , x, y ∈ E = C and define
where m is the Lebesgue measure on C. Note that λ is nothing but that the standard complex Gaussian measure on C. It is known that the integral operator K on L 2 (C, λ) with kernel K satisfies Condition I (see [21] ; see also [23] ). Therefore there exists a unique fermion point process µ (K,λ) on Γ C with kernel K and reference measure λ. Note that x n (n!)κ n,r (note that they form an orthonormal system of L 2 (b(O, r), λ)). In particular, all the eigenvalues of K r and K r/|a| are non-negative and strictly less than 1 and so max{ K r , K r/a } < 1. Consequently, the assumptions of Theorem 4.1 are satisfied and therefore φ * µ (K,λ) is absolutely continuous with respect to µ (K,λ) on Γ Λ . Now, we are going to compute the corresponding density. By Proposition 2.2 in [27] and Theorem 2.6, we deduce Det(I − K r ) = n≥0 (1 − κ n,r ); indeed this infinite product equals the void probability of the Ginibre process µ (K,λ) (−1) k x k k!Γ(k + 1) (−1) l y l l!Γ(l + 1)
where Γ(·) denotes the Gamma function. It is known that the integral operator K on L 2 (E, dx), E = (0, ∞), with kernel K satisfies Condition I and K (0,s) < 1 for any s > 0 (see e.g. [9] ). In particular, there exists a unique fermion point process µ (K,λ) with kernel K and reference measure λ(dx) = dx. Consider the map φ(x) = ax, where a ∈ (0, ∞). Clearly φ ∈ Diff((0, ∞)), φ −1 (x) = x/a and φ −1 ((0, s)) = (0, s/a), for any s > 0. Consequently, by Theorem 4.1 we have that φ * µ (K,λ) is absolutely continuous with respect to µ (K,λ) on Γ (0,s) , for any s > 0. Now, we are going to compute the corresponding density. By Corollary 1 in [9] and the comment after its proof, we have that the probability that the first point of µ (K,λ) is bigger than or equal to s > 0 is equal to e −s . Therefore, by Theorem 2.6 we have Det(I − K (0,s) ) = e −s for any s > 0, and so Det(I − K (0,s/a) ) Det(I − K (0,s) ) = e −(a −1 −1)s . Finally, combining (6.5), (6.6), (6.7) and (6.8), we find the density R φ (0,s) (ξ) = e −(a −1 −1)s det((K((x i − s)/a, (x j − s)/a)) 1≤i,j≤|ξ| ) det((K(x i − s, x j − s)) 1≤i,j≤|ξ| ) × a −2|ξ| , s > 0, ξ ∈ Γ (0,s) (6.9)
where ξ = {x 1 , . . . , x |ξ| }.
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