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Résumé
Dans la période qui précède l’apparition des ordinateurs, les besoins en calcul des scientifiques et des ingénieurs
ont conduit à un développement important des méthodes graphiques d’intégration. Pour contribuer à l’étude de
ce phénomène peu connu, l’article présente les techniques et les instruments utilisés pour l’intégration graphique
des équations différentielles ordinaires, et recherche leurs origines historiques en remontant aux débuts du calcul
infinitésimal : procédés de calcul par le trait reposant sur la méthode polygonale ou la méthode des rayons
de courbure, emploi du mouvement tractionnel pour la conception d’intégraphes, réduction à des quadratures
graphiques en nombre fini ou infini.
 2003 Elsevier Inc. All rights reserved.
Abstract
In the period which precedes the appearance of computers, needs in calculation of the scientists and engineers
led to an important development of graphic methods of integration. To contribute to the study of this little
known phenomenon, the article presents techniques and instruments used for the graphic integration of ordinary
differential equations, and looks for their historic origins by going back to the beginning of calculus: processes of
geometric calculation by the polygonal method or the method of radius of curvature, use of tractional motion for
the conception of integraphs, reduction to graphic quadratures in finite or infinite number.
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Introduction
Dans l’Encyklopädie der mathematischen Wissenschaften mit Einschluss ihrer Anwendungen, les ma-
thématiciens appliqués Carl Runge et Friedrich A. Willers publient en 1915 un article intitulé « Nume-
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[Runge et Willers, 1915]. La deuxième partie de ce texte commence par une phrase que l’on peut juger
aujourd’hui surprenante : « Pour l’intégration des équations différentielles ordinaires, ce sont les mé-
thodes graphiques qui sont les plus rapides et les plus claires ; c’est pourquoi nous commencerons notre
étude par elles ».1 Pour saisir pleinement la portée d’une telle affirmation, il faut avoir à l’esprit qu’au
début du vingtième siècle, le calcul graphique était une composante importante de l’analyse numérique.
En effet, avant l’apparition des calculatrices électroniques, le calcul numérique à la main et aux tables de
logarithmes était si coûteux en temps et en énergie que les scientifiques et les ingénieurs, du moins tant
qu’ils n’avaient pas besoin d’une grande précision, avaient tendance à lui préférer le calcul graphique
[Tournès, 2000].
Je me propose ici de dégager les grandes idées qui sous-tendent l’intégration graphique des équations
différentielles ordinaires et de rechercher leurs origines. Il y a là, pour l’historien, un vaste champ à
explorer car, depuis la synthèse de Runge et Willers, c’est un thème qui est resté quasiment absent de la
littérature secondaire.
En laissant de côté ce qui relève de l’anecdote, il me semble que se dégagent quatre lignes principales
de recherches à parcourir successivement. Je distingue, tout d’abord, deux approches qui relèvent du
calcul par le trait : lorsqu’on pratique des constructions à la règle et au compas, il est assez naturel
de discrétiser le phénomène étudié et de remplacer la courbe intégrale inconnue par une suite de petits
segments de tangentes (cf. Section 1) ou par une suite de petits arcs de cercles osculateurs (cf. Section 2).
Ensuite, il y a une idée qui vient de Leibniz : puisque la règle, le compas et, plus généralement, les
systèmes articulés ne permettent d’atteindre que des courbes algébriques, il est indispensable de faire
intervenir un élément physique dans la construction si l’on veut accéder aux courbes transcendantes
définies par des équations différentielles. Cet élément physique, c’est le mouvement tractionnel, qui a
donné lieu à une longue lignée de travaux conduisant aux intégraphes modernes (cf. Section 3). Enfin, je
regroupe dans une dernière catégorie les méthodes qui, sans chercher à mettre au point des techniques
particulières pour les équations différentielles, visent à ramener l’intégration de ces dernières à des
quadratures, en nombre fini ou infini, et à exploiter des procédés déjà connus de quadrature graphique
(cf. Section 4).
1. Les lignes polygonales
1.1. La méthode d’Euler
Considérons un problème différentiel de conditions initiales mis sous la forme la plus générale
y′ = f (x, y), y(x0)= y0
(dans cette écriture, la lettre y peut représenter une fonction vectorielle en dimension p, ce qui permet de
ramener à la même forme un système différentiel de p équations d’ordre 1 ou une équation différentielle
scalaire d’ordre p).
1 « Bei der Integration gewöhnlicher Differentialgleichungen führen die graphische Methoden am schnellsten zum Ziel und
sind am übersichtlichsten; sie mögen daher hier zuerst besprochen werden » [Runge et Willers, 1915, 141].
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courbe intégrale approchée une ligne polygonale dont les sommets sont déterminés de proche en proche,
à partir du point initial, en remplaçant l’équation différentielle par une équation aux différences finies.
Chaque point (x, y) est joint au point suivant (x + x,y + y) par un segment de droite, avec une
différence y déterminée explicitement par la formule y = f (x, y)x ou implicitement par l’équation
y = f (x +x,y +y)x. Autrement dit, la méthode d’Euler revient à remplacer, sur chaque petit
intervalle, la courbe intégrale par sa tangente au point initial (méthode explicite) ou par sa tangente au
point final (méthode implicite).
Dans ses Institutiones calculi integralis de 1768 et 1769, Leonhard Euler a exposé pour la première
fois la méthode polygonale sous une forme purement numérique, mais, dans sa version géométrique
et graphique, cette méthode est beaucoup plus ancienne. Elle vient tout droit des débuts du calcul
infinitésimal, intimement associée à la conception d’une courbe en tant que ligne polygonale à une infinité
de côtés formés de segments de tangentes infiniment petits.
1.2. Les premières méthodes polygonales
En 1638, Florimond Debeaune soumet quelques exemples de problèmes inverses des tangentes à
la sagacité des mathématiciens français, mais Fermat, Roberval, Beaugrand et Debeaune lui-même
échouent dans leurs tentatives pour les résoudre. Seul René Descartes donne une solution à l’un des
problèmes (le deuxième) dans sa lettre à Debeaune du 16 février 1639 [Descartes, 1639, 514–517]. En
termes modernes, il s’agit de construire la courbe AX définie par
dy
dx
= x − y
b
et y(0)= 0,
où AY = y, YX= x et où AB= b est une longueur donnée (cf. Fig. 1).
Faute de trouver une construction exacte, Descartes propose une méthode de construction par points
qui, d’après lui, est très générale :
Il y a bien vne autre façon qui est plus generale, & à priori, à sçauoir par l’intersection de deux tangentes, laquelle se doit tousiours
faire entre les deux points où elles touchent la courbe, tant proches qu’on les puisse imaginer. Car en considerant quelle doit estre
cette courbe, afin que cette intersection se fasse tousiours entre ces deux points, & non au deça ny au delà, on en peut trouuer la
construction. [Descartes, 1639, 514]
Explicitons la démarche : il s’agit de construire des points de la courbe, de proche en proche, à partir du
point initial A. Supposant le point V déjà construit, on cherche à construire le point suivant X. Pour cela,
Descartes considère les tangentes à la courbe en V et en X, qui se coupent en D, et son approximation
repose sur le fait que la projection F de D sur l’asymptote se trouve entre celles de V et de X, à savoir
P et R. Or, quand F est en R, cela revient à remplacer la courbe par sa tangente au point V, et, quand F
est en P, cela revient à remplacer la courbe par sa tangente au point X. On reconnaît, finalement, les
méthodes d’Euler explicite et implicite.
Si l’on reconstitue scrupuleusement les constructions géométriques suggérées dans le texte, on obtient
deux lignes polygonales qui encadrent la vraie courbe intégrale. Sur la Fig. 2, je suis parti d’un partage
de AB en huit. Dans sa lettre, Descartes évoque également un partage en seize et la possibilité d’une
approximation aussi précise que l’on veut :
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Fig. 2. Reconstitution des constructions de Descartes.
De façon que, diuisant AB en plus de parties, on peut approcher de plus en plus, à l’infiny, de la iuste longueur des lignes Aα, Aβ, &
semblables, & par ce moyen construire Mechaniquement la ligne proposée. [Descartes, 1639, 516]
Un autre texte remarquable est la lettre d’Isaac Newton à Robert Hooke du 13 décembre 1679 [Newton,
1679, 307–308]. Newton y parle de la courbe décrite par un mobile soumis à une force centrale d’intensité
constante, et fournit une figure sans explication (cf. Fig. 3). Il écrit simplement : « I might add something
about its description by points quam proximè » [Newton, 1679, 308]. En termes modernes, il s’agit
d’intégrer l’équation différentielle
d2M
dt2
=−k
−−−→CM
CM
,
où k est une constante, et où le mobile M, attiré par le centre C, part du point A avec une vitesse initiale
donnée dans la direction de la tangente Am.
Comment Newton a-t-il pu construire cette courbe par points ? Ainsi que l’a montré Herman Erlichson
de manière convaincante [Erlichson, 1991, 1992], la réponse se trouve vraisemblablement dans la
méthode des impulsions instantanées qui est exposée dans les Principia de 1687 et, auparavant, dans
le petit traité De Motu de 1684. De façon générale, Newton analyse le mouvement en le discrétisant.
Pendant chaque petit intervalle de temps, il considère que le mouvement est composé de deux parties :
un mouvement inertiel sur la tangente et une impulsion dirigée vers le centre d’attraction (cf. Fig. 4). Si
l’on regarde bien, il s’agit d’une méthode d’Euler implicite puisque, sur chaque intervalle de temps, la
courbe est remplacée par sa tangente au point final. Sur la Fig. 5, j’ai appliqué cette technique au cas de
la gravité constante : on retrouve bien une courbe analogue à celle de la lettre de 1679.
Une confirmation que c’est effectivement cette méthode d’intégration graphique qui était utilisée par
Newton et Hooke se trouve dans un manuscrit de Hooke de 1685, sur une figure où subsistent tous les
traits de construction (cf. Fig. 6). Cette fois, il s’agit d’étudier la trajectoire d’un corps soumis à une
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constante [Erlichson, 1992, 57].
Fig. 4. La méthode des impulsions instantanées dans les
Principia [Newton, 1687 (Trad. fr. 1759), planche 1].
Fig. 5. Reconstitution de la construction de Newton.
Fig. 6. Une construction de Hooke en 1685 [Erlichson,
1997, 173].
gravité proportionnelle à la distance. Hooke démontre graphiquement que c’est une ellipse ayant pour
centre le point attracteur [Erlichson, 1997].
On rencontre encore une utilisation de la méthode polygonale dans un article de Gottfried W. Leibniz
de 1694 sur le problème de l’isochrone paracentrique : trouver la trajectoire d’un point pesant qui
s’éloigne uniformément d’un point donné [Leibniz, 1694 (Trad. fr. 1989), 299–304]. Gardons les
notations de Leibniz (cf. Fig. 7) : on donne un cercle de centre A et de rayon AH = a ; le point C,
qui s’éloigne uniformément du point fixe A à partir d’un point initial 1C, est repéré par les coordonnées
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AC = t et AL= z ; celles-ci vérifient l’équation différentielle
dt√
at
= a dz√
a3z− az3 .
Après une première solution, qui ramène l’intégration à la rectification d’une courbe algébrique,
Leibniz donne une seconde solution sous forme d’une ligne polygonale 1C 2C 3C. . . construite à la règle
et au compas, dans laquelle on peut reconnaître la méthode d’Euler implicite. La conclusion de Leibniz
est des plus intéressantes pour comprendre le statut de la méthode polygonale, à la fois construction
graphique concrète de la courbe intégrale et justification de l’existence de celle-ci par une idéalisation du
processus :
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lieu de courbe Géométrique, du même coup nous voyons bien qu’il est possible de faire passer la courbe géométrique par un point
donné 1C puisqu’une telle courbe est la limite où en définitive s’effacent progressivement les polygones convergents. Nous disposons
en même temps d’une série de grandeurs ordinaires convergeant vers la grandeur transcendante cherchée. [Leibniz, 1694 (Trad. fr.
1989), 304]
Il y a là, très clairement, l’idée qui sera approfondie par Cauchy, en 1824, et par Lipschitz, en 1868,
pour établir, avec les nouveaux critères de rigueur du dix-neuvième siècle, le théorème fondamental
d’existence dit « de Cauchy–Lipschitz ».
1.3. Les directrices de Bernoulli
La difficulté de la méthode polygonale initiale, telle que nous en avons rencontré des avatars chez
Descartes, Newton ou Leibniz, est qu’il faut, pour chaque nouvelle équation, imaginer un procédé
spécifique permettant, à chaque étape, de construire la pente de la tangente au point en lequel on est
parvenu. Le procédé serait plus performant si l’on pouvait tracer directement toute courbe intégrale en
évitant ces constructions auxiliaires. Pour cela, il serait bon de disposer à l’avance de toutes les tangentes,
c’est-à-dire de connaître graphiquement le champ de vecteurs déterminé par l’équation différentielle.
C’est Jean Bernoulli, en 1694, qui développe pour la première fois ce point de vue de portée universelle
[Jean Bernoulli, 1694a]. À cet effet, il introduit la notion de « lignes directrices », lieux des points où les
courbes intégrales ont une pente donnée. Pour l’équation différentielle y′ = f (x, y), il s’agit des courbes
d’équation f (x, y)= k, où k est une constante (aujourd’hui, à la suite des travaux de Junius Massau (cf.
Section 1.4), ces courbes sont appelées « isoclines »).
Par le moyen des directrices, Bernoulli dégage un procédé général de construction des courbes
intégrales : on construit préalablement un faisceau de directrices et la pente associée à chacune d’elles ;
pour obtenir ensuite la courbe intégrale issue d’un point A, il suffit de connecter les directrices successives
par des segments ayant pour pentes les pentes associées à ces directrices.
Le procédé a suscité l’intérêt des contemporains, ainsi qu’il apparaît à l’examen des correspondances
des années 1694–1695. Leibniz, nullement surpris, déclare y avoir songé aussi [Leibniz, 1695, 178].
Pierre Varignon tente de comprendre la méthode (cf. Fig. 8), mais, insatisfait, demande des explications
complémentaires ainsi qu’un exemple [Varigon, 1695, 81].
Je ne sais pas si Varignon a obtenu ce qu’il souhaitait. Par contre, on trouve un tel exemple dans une
lettre de Bernoulli au marquis de l’Hospital [Jean Bernoulli, 1694b, 247–249]. Il s’agit de l’équation
xx dx + yy dx = aa dy
dont les directrices sont des cercles (cf. Fig. 9). Bernoulli en profite pour préciser l’intérêt et la portée de
son idée :
Voilà donc ma methode que j’ay trouvée pour la construction generale des équations differentielles ; elle pourra etre d’un grand usage
dans la pratique, lorsqu’on se contente d’une construction mechanique, car plus on fait de courbes directrices approchantes l’une de
l’autre, et plus on approchera de la veritable courbe cherchée ; Outre cela on construit par là avec une egale facilité toutes les equations
differentielles, sans employer aucune rectification ni quadrature, au lieu que la methode ordinaire aprés avoir surmonté la plus grande
difficulté, qui est de separer les indeterminées (ce qui est pourtant le plus souvent impossible) demande encore une rectification ou
quadrature, ce qui rend la pratique pour ainsi dire impratiquable. [Jean Bernoulli, 1694b, 249]
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Fig. 9. Un exemple de Bernoulli [1694b, 248].
1.4. Renouveau de la méthode polygonale à la fin du dix-neuvième siècle
La méthode polygonale, dans sa version graphique, n’évolue plus jusque vers les années 1870. À ce
moment, les besoins de calcul des ingénieurs font que l’on assiste à un essor fulgurant des méthodes
graphiques et à la constitution du calcul graphique en tant que discipline autonome, avec la mise en place
d’enseignements spécialisés et la publication de nombreux traités [Tournès, 2000]. Ce phénomène global
profite, en particulier, aux méthodes d’intégration graphique, dont l’étude est reprise et approfondie par
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l’ingénieur tchèque Josef Solín2 [1872], puis, surtout, par le Belge Junius Massau,3 professeur à l’école
d’ingénieurs de Gand. Dans une série de travaux élaborés entre 1873 et 1904, Massau développe tous les
aspects de l’intégration graphique, depuis les quadratures graphiques jusqu’à l’intégration graphique des
équations différentielles ordinaires et même des équations aux dérivées partielles [Massau, 1878–1887,
1887, 1889, 1900–1904].
Massau introduit le terme de « courbe isocline » à partir de la remarque que c’est le lieu des points où
l’intégrale a une même inclinaison [Massau, 1878–1887, livre VI, 501] (il semble que ce soit la première
occurrence du mot « isocline » dans ce contexte). Le principal apport de Solín et Massau est de prendre
les sommets de la ligne polygonale, non pas sur les isoclines, mais entre les isoclines, à peu près à égale
distance de deux isoclines consécutives (sur la Fig. 10, on peut voir un exemple de courbe intégrale
ABCD construite de cette manière). Suivant la façon dont on interprète l’expression « à peu près à égale
distance », on obtient des équivalents graphiques de la méthode du point milieu et de la méthode des
trapèzes, qui s’écrivent respectivement
y = f
(
x + 1
2
x,y
(
x + 1
2
x
))
x, y = f (x, y)+ f (x +x,y +y)
2
x.
On abandonne ainsi la méthode d’Euler, d’ordre 1, pour des méthodes plus efficaces d’ordre 2. Massau
proposera plus tard des traductions graphiques d’autres formules usuelles de quadratures approchées
[Massau, 1878–1887, livre VI, 502 ; 1889, 427]. Rappelons à ce propos que c’est également en essayant
d’adapter aux équations différentielles les méthodes du point milieu, des trapèzes et de Simpson que
2 Josef Marcell Solín (1841–1912), ingénieur et mathématicien tchèque, fut, à partir de 1876, professeur de mécanique de
construction à l’École polytechnique tchèque de Prague. Il appartient à la fameuse école géométrique tchèque qui brilla durant
la seconde moitié du dix-neuvième siècle et le début du vingtième.
3 Junius Massau (1852–1909) est né dans le Hainaut, en Belgique wallonne. Il reçut son diplôme d’ingénieur des ponts
et chaussées en 1874, à l’École du génie civil de l’université de Gand. Dès 1878, il devint professeur dans cette école, où
il enseigna la mécanique analytique, la théorie des machines et la graphostatique. Ses travaux sur la mécanique appliquée,
l’intégration graphique et la nomographie lui valurent une solide réputation en Belgique et à l’étranger. En 1906, l’Académie
des sciences de Paris lui décerna le prix Wilde.
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point, entre 1895 et 1901, les algorithmes numériques connus aujourd’hui sous le nom de « méthodes
de Runge–Kutta ». Sous forme numérique, cette adaptation soulève de grandes complications car les
équations aux différences déterminant l’accroissement y sont implicites. Par contre, sous forme
graphique, la combinaison des pentes fournies par plusieurs isoclines consécutives est immédiate, et
a été abondamment exposée et commentée à la suite de Solín et Massau [Nehls, 1877, chap. 10 ; Ocagne,
1908, 155–157], parfois en lien avec des réflexions sur les preuves du théorème fondamental d’existence
[Picciati, 1893; Cotton, 1905, 496 ; 1908, 122]. Il n’est donc pas absurde de penser que c’est peut-être
le savoir-faire accumulé préalablement par les calculateurs graphiques à partir de 1870 qui a inspiré
Runge et ses successeurs lors du passage à une approche numérique. En retour, après la mise au point
rigoureuse de la formule classique de Runge–Kutta d’ordre 4, on assiste à sa traduction sous forme
graphique [Runge, 1912, 132–135].
Dès la fin du dix-neuvième siècle, on rencontre des applications concrètes d’envergure des versions
améliorées de la méthode des isoclines. Massau, tout d’abord, s’en sert pour déterminer la forme des
axes hydrauliques des cours d’eau non prismatiques [Massau, 1878–1887, livre VI]. Henry Léauté,4
après avoir utilisé l’ancienne méthode d’Euler pour l’étude des oscillations à longue période dans les
machines actionnées par des moteurs hydrauliques [Léauté, 1885, 122–124], passe aux méthodes plus
précises du point milieu et des trapèzes pour l’étude du mouvement troublé des moteurs consécutif à une
perturbation brusque [Léauté, 1891, 22–23].
Par ailleurs, pour Massau, les courbes isoclines ne servent pas seulement à la construction pratique
d’une courbe intégrale particulière. À partir de l’étude des isoclines, il s’intéresse aussi à diverses
propriétés géométriques du champ de vecteurs de l’équation différentielle : courbe des inflexions, courbe
des rebroussements, points singuliers, etc. Il entreprend ainsi, à peu près à la même époque que Poincaré
et probablement de façon indépendante, une véritable étude qualitative des équations différentielles. Cette
étude est utile au calculateur graphique pour préciser le tracé des intégrales au voisinage des singularités,
là où les méthodes générales peuvent tomber en défaut.
1.5. Variantes et améliorations de la méthode polygonale
Václav Láska5 étudie les équations de la forme f (x + y dy/dx, y) = 0, qui se prêtent à une
construction simple et rapide des petits segments de tangente à partir de la courbe f (ξ, η)= 0 [Láska,
1890]. Dans la même veine, Emanuel Czuber6 [1899] simplifie la méthode d’Euler pour les équations
linéaires du premier ordre
y′ + P(x)y =Q(x)
4 Henry Léauté (1847–1916), ingénieur français, fut professeur de mécanique à l’École Polytechnique et membre de
l’Académie des sciences. Il est connu pour ses travaux à caractère mathématique sur la régulation et la télécommande des
machines.
5 Václav Láska (1862–1943) était un géophysicien, astronome et mathématicien tchèque.
6 Emanuel Czuber (1851–1925), mathématicien tchèque, fit ses études à l’École polytechnique allemande de Prague. Il
soutint son doctorat en 1876 dans le domaine de la géométrie pratique. En 1891, il devint professeur à l’École polytechnique
de Vienne. Il travailla sur la théorie des probabilités, le calcul des observations et les mathématiques des assurances. En 1894,
il créa un cours technique sur les assurances, dans lequel il introduisait l’usage des probabilités. C’est également lui qui écrivit
l’article sur le calcul des probabilités dans l’Encyklopädie der mathematischen Wissenschaften.
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coordonnées
ξ = x + 1
P(x)
, η= Q(x)
P (x)
.
Il suffit donc de construire préalablement par points la courbe (ξ, η) et de la graduer avec les abscisses x
pour pouvoir ensuite tracer la tangente passant par un point donné quelconque. On peut ainsi construire
les courbes intégrales à l’aide d’une seule courbe auxiliaire en lieu et place de tout un faisceau d’isoclines.
Tetsuzô Kojima approfondit la remarque de Czuber, d’une part en traduisant sous une forme graphique
facile à mettre en œuvre les méthodes numériques de Runge et de Kutta, d’autre part en étendant le
procédé à certaines équations non linéaires [Kojima, 1914]. Pour cela, il remplace les parallèles à l’axe
des ordonnées par un système de courbes telles que les tangentes passant par les points de chaque courbe
concourent en un même point. De manière indépendante, Richard Neuendorff 7 développe la même idée
pour construire les équations différentielles données en coordonnées polaires [Neuendorff, 1922].
En généralisant autrement la remarque de Czuber, Rudolf Mehmke8 propose, pour une équation
différentielle générale y′ = f (x, y), de construire l’enveloppe des tangentes passant par les points d’une
parallèle à l’axe des ordonnées [Mehmke, 1917, 119 ; 1930]. Ainsi, avec une règle passant par un point
donné et placée de manière à être tangente à l’enveloppe correspondante, on peut tracer directement
un petit élément de tangente. Willers9 étudie des cas, en particulier celui de l’équation de Riccati, où
l’enveloppe est une conique, ce qui permet d’obtenir des constructions simples et exactes de ces petits
éléments de tangente [Willers, 1918a, 1918b].
Plutôt que les isoclines k = f (x, y), où k est une constante, Theodore R. Running10 construit
préalablement les courbes y′ = f (x, k), en portant les valeurs de y′ en ordonnée [Running, 1913].
À partir du point représentant les conditions initiales, on trace des segments connectant chaque courbe à
la suivante, de sorte que l’aire sous chaque segment soit égale à la différence des valeurs correspondantes
de y. La ligne polygonale ainsi construite approche la courbe dérivée de la courbe intégrale cherchée,
et les coordonnées des points de cette dernière peuvent se lire directement sur la figure, comme sur
7 Richard Neuendorff (1877–1935) a soutenu sa thèse en 1908 à l’université Christian-Albrechts de Kiel et fut ensuite
professeur de mathématiques à l’université de Francfort. Il a écrit plusieurs livres de mathématiques pratiques, de calcul
graphique et de calcul mécanique à destination des élèves des écoles techniques et des ingénieurs. Ces ouvrages ont
apparemment eu du succès puisqu’ils ont fait l’objet de plusieurs rééditions entre 1911 et 1923.
8 Rudolf Mehmke (1857–1944) s’initia aux mathématiques et à l’architecture à Stuttgart. Il se rendit ensuite à Berlin où il
étudia sous la direction de Weierstrass, Kronecker et Kummer. Il devint professeur de mathématiques à l’École polytechnique
de Darmstadt en 1884, puis professeur de géométrie descriptive et projective à l’École polytechnique de Stuttgart en 1894. Avec
Carl Runge, Mehmke est considéré comme l’une des grandes figures des mathématiques appliquées du début du vingtième
siècle. Il s’est surtout occupé de géométrie descriptive, de méthodes graphiques et d’instruments mathématiques, mais il
s’intéressait aussi aux mathématiques pures (calcul vectoriel de Grassmann, fonctions elliptiques, séries trigonométriques,
théorie du potentiel, etc.).
9 Friedrich Adolf Willers (1883–1959) fut un élève de Carl Runge. En 1928, il obtint un poste à l’Institut de mathématiques
appliquées de l’université technique de Freiberg. En 1949, il devint directeur de l’Institut de mathématiques appliquées de
l’université technique de Dresde. Il se consacra à l’application des mathématiques aux sciences de l’ingénieur, notamment à
l’intégration graphique, à l’analyse pratique et aux instruments de mathématiques.
10 Theodore Rudolph Running (1866–1952) fut professeur de mathématiques à l’université du Michigan, à Ann Arbor.
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transparent tournant et dont il déduit une approximation polygonale de la courbe intégrale dans un
système de coordonnées tangentielles, en représentant chaque couple (x, y) par la droite d’équation
ξ cos x + η sinx − y = 0 [Doetsch, 1921].
Paul Schreiber12 examine l’avantage que présente dans certains cas, pour le tracé des isoclines et
des courbes intégrales, l’utilisation des papiers logarithmiques et autres papiers spécialement gradués
qui commencent à être commercialisés à cette époque [Schreiber, 1922]. Enfin, pour de larges classes
d’équations d’ordre n couramment rencontrées dans les applications, Victor A. Bailey13 et Jack M.
Somerville14 simplifient considérablement la construction des lignes polygonales par l’emploi d’un
transparent que l’on fait glisser sur la feuille de dessin et sur lequel on a tracé préalablement des fonctions
auxiliaires liées aux coefficients de l’équation [Bailey and Somerville, 1938].
2. Les rayons de courbure
2.1. La méthode des rayons de courbure
Considérons une équation différentielle du second ordre, de la forme
d2y
dx2
= f
(
x, y,
dy
dx
)
,
et posons dy/dx = tanα. On sait que le rayon de courbure d’une courbe solution est donné par
1
ρ
= cos3 α d
2y
dx2
= cos3 α× f (x, y, tanα).
Sous cette nouvelle forme, l’équation différentielle fournit le rayon de courbure en fonction de x, y et α,
c’est-à-dire en fonction de la position du mobile et de la direction du mouvement. On conçoit donc la
possibilité, à partir d’un point initial en lequel on connaît la pente de la tangente, d’obtenir une courbe
approchée en construisant une suite d’arcs de cercles osculateurs.
11 Gustav Heinrich Adolf Doetsch (1892–1977) étudia les mathématiques, la physique, la science des assurances et la
philosophie à Göttingen, Berlin et Munich. Après avoir participé à la Première Guerre mondiale en tant qu’officier de l’air,
il passa son Habilitation à Hanovre, puis enseigna les mathématiques appliquées à Halle, Stuttgart, et enfin Fribourg à partir
de 1931. Ses travaux portent sur la transformation de Laplace : il a donné une structure solide à la théorie et en a fait un outil
central des techniques de l’ingénieur. Pacifiste dans les années 1920, il dut faire des concessions au national-socialisme pour ne
pas perdre son poste. En 1939, il fut mobilisé au service de la recherche de guerre. Après la guerre, il fut d’abord suspendu lors
de la dénazification avant d’être réinstallé dans son poste de professeur à Fribourg en 1951.
12 Carl Adolf Paul Schreiber (1848–1924) fut directeur de la station météorologique de Chemnitz, en Allemagne. Ses
nombreux travaux portent sur la météorologie, l’hydrographie, la géodésie et l’astronomie. C’est en cherchant à modéliser
des observations météorologiques à partir de théories hydrodynamiques et thermodynamiques qu’il a été amené à s’intéresser
à des moyens pratiques d’intégration des équations différentielles. Il a publié plusieurs autres articles sur l’usage du papier
logarithmique, en l’appliquant notamment à la trigonométrie sphérique et à l’étude du mouvement d’un ballon libre.
13 Victor Albert Bailey (1895–1964) est né à Alexandrie, en Égypte. Après des études au Queen’s College, à Oxford, il
enseigna la physique à l’université de Sydney à partir de 1926.
14 Jack Murielle Somerville (1912–1964) est né à Sydney où il commença ses études avant de rejoindre l’université de
Cambridge. Il enseigna ensuite les mathématiques et la physique à l’université de Sydney et à celle de Nouvelle-Angleterre.
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Sylvestre-François Lacroix décrit clairement cette construction dans la seconde édition de son Traité
du calcul différentiel et du calcul intégral :
Ayant pris arbitrairement le premier point M et la première tangente MT, ce qui donne les premières valeurs des quantités x, y, dy/dx,
on tire de l’équation proposée la valeur correspondante de d2y/dx2, avec laquelle on calcule le rayon du premier cercle osculateur ;
on porte ce rayon sur la normale MF, et décrivant un cercle MN′, on prend sur ce cercle un second point N′, duquel résultent de
nouvelles valeurs de x, y et dy/dx, qui conduisent à une seconde valeur de d2y/dx2, puis à un second cercle osculateur, et la courbe
cherchée se construit par une suite d’arcs de cercle. On pourrait appliquer ce procédé aux équations du premier ordre, mais la première
tangente ne serait plus arbitraire, et il faudrait différentier l’équation proposée pour en tirer l’expression de d2y/dx2. [Lacroix, 1814,
451]
Dès les premiers temps du calcul infinitésimal, on s’était intéressé à la détermination du centre de
courbure et du cercle osculateur en un point d’une courbe donnée. Je n’ai pourtant pas trouvé mention
du problème inverse, c’est-à-dire de la construction d’une courbe définie par une équation différentielle à
partir de ses centres de courbure, avant ce texte de Lacroix. Le fait que cette construction apparaisse dans
la seconde édition de 1814 alors qu’elle est absente de la première édition de 1798 peut laisser penser
que la méthode des rayons de courbure était très récente à l’époque de Lacroix ou, tout au moins, encore
peu connue.
2.2. Poncelet et la balistique
La première application concrète des rayons de courbure aux équations différentielles se rencontre
chez Jean-Victor Poncelet, dans le cours de mécanique industrielle qu’il professait à l’École d’application
de Metz [Poncelet, 1827–1830, 2e partie, 46–49]. Poncelet s’intéresse à la trajectoire d’un projectile de
masse M, lancé d’un point A avec une vitesse initiale V dirigée suivant la tangente AT, et soumis à
une force motrice AP (cf. Fig. 11). La composante Ap perpendiculaire à la tangente équilibre la force
centrifuge F = M × V2/AC, ce qui permet de construire le rayon de courbure AC. À partir du centre
de courbure C, on trace un petit arc de cercle AA′. La nouvelle vitesse V′ est alors calculée grâce au
théorème des forces vives 12M× (V2 −V′2)=Aq ×AA′, et tout est prêt pour recommencer.
Les idées de Poncelet ont été approfondies par un de ses élèves, le général Isidore Didion,15 qui a
développé plusieurs variantes graphiques de la méthode des rayons de courbure (cf. Fig. 12) en vue de la
15 Isidore Didion (1798–1878) entra à l’École Polytechnique de Paris en 1817 et choisit ensuite une carrière d’officier
d’artillerie. Il devint professeur d’artillerie à l’École d’application de Metz en 1837, puis examinateur d’admission à l’École
Polytechnique. Il fut promu général en 1858. De 1848 à 1875, il a publié divers travaux relatifs à la balistique et à l’artillerie.
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résolution de nombreux problèmes de balistique extérieure [Didion, 1848, Section VI]. La méthode des
rayons de courbure se retrouve ensuite régulièrement dans les traités de balistique jusqu’à une époque
récente, sous le nom de « méthode de Poncelet–Didion » [Sonnet, 1867, 1355–1358 ; Charbonnier, 1921,
598–599].
2.3. Une méthode intimement associée aux travaux de Lord Kelvin
La technique des rayons de courbure a été également employée pour traiter le problème de la
capillarité : quelle est la courbe méridienne de la surface de révolution formée par un liquide dans un tube
ou par une goutte de liquide reposant sur une surface plane ? Lors d’une conférence donnée le 29 janvier
1886, William Thomson (Lord Kelvin) présente une solution de ce problème en intégrant graphiquement
l’équation différentielle de Laplace grâce aux rayons de courbure [W. Thomson, 1889]. Selon ses dires,
Thomson a conçu le principe de cette construction vers 1855, avant d’en confier l’exécution en 1874 à
l’un de ses assistants, John Perry,16 qui a réalisé de magnifiques dessins (cf. Fig. 13).
16 John Perry (1850–1920) enseigna les mathématiques et la mécanique aux ingénieurs. Il travailla constamment avec son
collègue William Edward Ayrton (1847–1908). Ensemble, ils publièrent environ 70 articles scientifiques et techniques entre
1876 et 1891. On leur doit notamment l’invention d’un système de freinage pour les trains électriques, le premier tricycle
électrique, et de nombreux instruments de mesure électriques.
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En 1892, Thomson emploie aussi la méthode des rayons de courbure pour la recherche d’orbites
périodiques du problème des trois corps, à la suite des travaux de l’astronome américain George W. Hill
sur la théorie de la Lune [W. Thomson, 1892]. À partir de là, pour les auteurs ultérieurs de traités de
calcul graphique, la méthode des rayons de courbure va être définitivement associée à Lord Kelvin, qui
en est considéré comme le créateur [Willers, 1928 (Trad. angl. 1948), 394]. Tout se passe comme si les
recherches antérieures faites en balistique depuis Poncelet n’avaient jamais été diffusées en dehors du
milieu restreint des ingénieurs militaires.
Par ailleurs, il est intéressant de constater que la méthode graphique de Lord Kelvin a probablement
inspiré les astronomes britanniques qui ont mis au point les méthodes multipas pour l’intégration
numérique des équations différentielles, celles qui sont appelées aujourd’hui « méthodes d’Adams »
[Tournès, 1998, 43]. En effet, John C. Adams s’intéresse au problème de la capillarité en 1855, à l’époque
des premiers travaux de Thomson, George H. Darwin recherche des orbites périodiques du problème des
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du second ordre qu’ils ont à intégrer sous une forme faisant apparaître le rayon de courbure. De plus,
à propos de son algorithme numérique, Darwin écrit explicitement : « This method is the numerical
counterpart of the graphical process described by Lord Kelvin in his Popular Lectures, but it is very
much more accurate » [Darwin, 1897, 125]. Comme nous l’avons vu plus haut pour les méthodes de
Runge–Kutta (cf. Section 1.4), il semble que les méthodes d’Adams proviennent en partie de la volonté
d’approfondir sous forme numérique des idées exploitées en premier lieu par les calculateurs graphiques.
2.4. Variantes et amélioration de la méthode des rayons de courbure
En 1893, Charles V. Boys17 apporte une simplification pratique à la méthode de Thomson : il
conçoit un dispositif assez simple, formé d’une règle spécialement graduée (afin d’éviter certains calculs
auxiliaires) et d’un tripode dont chaque pied se termine par une aiguille [Boys, 1893]. La règle, en
celluloïd transparent, comporte un petit trou dans lequel on fait passer le crayon servant à tracer la courbe.
Un pied du tripode est planté sur la règle au niveau du premier centre de courbure et les deux autres sur
la feuille de papier, de sorte qu’on puisse tracer un petit arc par un mouvement de rotation de la règle.
En maintenant la règle fixe, on déplace ensuite le tripode jusqu’au deuxième centre de courbure et ainsi
de suite. L’avantage de ce dispositif est que l’on trace les arcs de cercle successifs sans que la pointe du
crayon quitte la feuille de papier, d’où une courbe parfaitement lisse. En 1916, Rudolf Rothe18 améliore
l’instrument de Boys en ajoutant, sur une version élargie de la règle, un second axe perpendiculaire au
premier, ce qui permet, lorsqu’on travaille sur du papier quadrillé, de lire directement y′ en plus de x et y
[Rothe, 1916].
En 1913, Ernst Meissner19 utilise le système de coordonnées tangentielles où l’on représente le couple
(x, y) par la droite d’équation ξ cosx + η sinx − y = 0 (cf. Section 1.5) : pour l’équation du second
ordre y′′ = f (x, y, y′), le rayon de courbure vaut tout simplement ρ = y + y′′, d’où une construction
particulièrement aisée dans ce mode inhabituel de représentation [Meissner, 1913]. Meissner s’en sert
avec brio (cf. Fig. 14) pour intégrer les équations du pendule simple et du pendule sphérique, et
pour étudier les oscillations amorties ou forcées d’un système mécanique. Plus tard, Rudolf Inzinger20
généralisera la méthode de Meissner aux équations linéaires d’ordre quelconque à coefficients constants
[Inzinger, 1947]. Entre-temps, Neuendorff fournit l’adaptation de la méthode des rayons de courbure à la
construction des équations données en coordonnées polaires, en 1922 pour le second ordre [Neuendorff,
1922, 135] et l’année suivante pour un ordre quelconque [Neuendorff, 1923].
En ce qui concerne l’amélioration de la précision, on a proposé très tôt de prendre, pour le tracé
d’un petit arc de courbe, non pas le rayon de courbure au point initial de l’arc, mais une moyenne, en
17 Sir Charles Vernon Boys (1855–1944) étudia la physique, les mines et la métallurgie à la Royal School of Mines de
Londres. Il travailla au Royal College of Science à partir de 1881 et fut élu Fellow of the Royal Society en 1888. On peut
signaler qu’il inventa un intégraphe indépendamment d’Abdank-Abakanowicz. Toutefois, sa contribution la plus importante
concerne la gravitation : en se servant de fibres de quartz pour mesurer les petites forces, il reprit entre 1890 et 1895 les
expériences de Cavendish (1798) afin d’améliorer la valeur de la constante gravitationnelle. Après 1897, Boys abandonna sa
situation de professeur pour occuper le poste de Metropolitan Gas Referee. En parallèle, il développa une carrière lucrative
d’expert en instruments de mesure. Il présida la Physical Society of London (1917–1918) et fut anobli en 1935.
18 Rudolf Ernst Rothe (1873–1942) fut professeur de mathématiques à l’École polytechnique de Berlin–Charlottenburg.
19 Ernst Franz Samuel Meissner (1883–1939) fut professeur de mécanique à l’École polytechnique de Zurich.
20 Rudolf Inzinger, né en 1907, fut professeur à l’université technique de Vienne.
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ner, 1913, 222].Fig. 14. Méthode des rayons de courbures en coordonnées tangentielles [Meiss
474 D. Tournès / Historia Mathematica 30 (2003) 457–493Fig. 15. La tractrice, courbe de tangente constante MT = a et d’équation x = a ln a+
√
a2−y2
y −
√
a2 − y2.
divers sens, des rayons de courbure aux extrémités [Didion, 1848, 200 ; W. Thomson, 1892, 444]. Si ces
variantes diminuent effectivement l’erreur, elles n’entraînent pas un changement d’ordre de convergence.
Un ingénieur argentin, José Babini,21 a étudié cette question d’un point de vue théorique et a tenté de
mettre au point, de façon analogue aux méthodes de Runge–Kutta, des méthodes graphiques d’ordre plus
élevé par des combinaisons savantes de rayons de courbure successifs [Babini, 1926]. Dans le même
esprit, Ernst Völlm22 a réussi à accélérer la convergence de la construction en coordonnées tangentielles
de Meissner [Völlm, 1939].
3. Le mouvement tractionnel
3.1. De la tractrice aux premiers intégraphes
En 1672, Leibniz rencontre à Paris le médecin Claude Perrault, qui lui soumet le problème suivant :
quelle est la courbe décrite par une montre lorsque l’on tire l’extrémité de la chaîne le long du bord
rectiligne de la table ? Cette courbe, la tractrice, a beaucoup intéressé les géomètres dans la mesure où elle
est liée algébriquement à la courbe logarithmique (cf. Fig. 15). On voyait là un moyen indirect de tracer
la courbe logarithmique d’un mouvement continu et, par suite, de légitimer l’emploi des logarithmes en
géométrie. Dans ce but, de nombreux savants, Christiaan Huygens en tête, tentèrent de mettre au point
un instrument pour tracer concrètement la tractrice. Tout cela a été étudié finement par Henk J.M. Bos,
auquel je renvoie pour davantage de détails [Bos, 1988].
Généralisant cette idée de mouvement tractionnel, Leibniz expose, en 1693, le principe d’une sorte
d’intégraphe universel [Leibniz, 1693 (Trad. fr. 1989), 263–267]. L’appareil (cf. Fig. 16) consiste
essentiellement en un fil dont on tire une extrémité T le long d’une droite AT ou, plus généralement,
d’une courbe donnée (T) dans un plan horizontal et dont la longueur variable TC est déterminée par une
autre courbe donnée (E) dans un plan vertical. La seconde extrémité C du fil trace alors, en l’enveloppant,
21 José Babini (1897–1984), fils d’immigrants italiens, est né à Buenos Aires, en Argentine. Après une carrière d’ingénieur
civil puis de professeur de mathématiques, il se tourna vers l’histoire des sciences dans les années 1940. Parallèlement, il occupa
des fonctions administratives dans plusieurs universités argentines avant d’accéder, en 1958, à la tête de la Direction nationale
de la culture. Entre 1920 et 1940, il fut le premier dans son pays à utiliser des machines à calculer pour son enseignement de
mathématiques appliquées.
22 Ernst Völlm soutint en 1933 une thèse sur la théorie de la nomographie à l’École polytechnique de Zurich.
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une courbe (C). En choisissant convenablement les courbes (T) et (E), on devrait pouvoir, selon Leibniz,
tracer une courbe (C) dont les pentes obéissent à une loi donnée, c’est-à-dire résoudre n’importe quel
problème inverse des tangentes. Bien que ce programme puisse sembler assez vague, nous allons voir
qu’il a guidé la conception de nombreux instruments d’intégration jusqu’au début du vingtième siècle.
Contrairement aux méthodes des lignes polygonales et des rayons de courbure vues plus haut, il ne
s’agit plus ici de constructions approchées, mais bien de constructions exactes, du moins en théorie, sous
réserve d’ignorer l’imperfection matérielle des appareils.
Dès la fin du dix-septième siècle, plusieurs géomètres imaginent et, parfois, construisent effectivement
des instruments tractionnels formés de fils guidés par des règles ou des poulies pour résoudre certains
problèmes inverses des tangentes. Un premier exemple est un problème posé par Jean Bernoulli en 1693
[Jean Bernoulli, 1693] : trouver une courbe dont la tangente PQ est proportionnelle à l’abscisse du point
Q (cf. Fig. 17). La condition PQ/OQ= p = EO/OF se traduit par l’équation
y
√
1+
(
dx
dy
)2
= p
(
x − y dx
dy
)
.
La même année, son frère Jacques obtient une solution à l’aide d’une équerre que l’on déplace vers la
gauche et d’un fil GQP dont l’extrémité G est maintenue sur la droite EF [Jacques Bernoulli, 1693].
On reconnaît, dans le dispositif de Bernoulli, l’équivalent de la courbe (E) de Leibniz (ici la droite
EF). Huygens, de son côté, aborde le même problème en imaginant divers systèmes avec des poulies
pour guider le fil, en fonction de la valeur du paramètre p [Huygens, 1693, 550–552]. Dans des
écrits ultérieurs, Jacques Bernoulli suggère que, pour guider le fil, on pourrait remplacer la droite EF
de la Fig. 17 par une courbe algébrique quelconque, ce qui permettrait d’intégrer d’autres équations
différentielles [Jacques Bernoulli, 1694 ; 1696].
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En 1706, l’Anglais John Perks,23 cherchant une quadratrice de l’hyperbole, est amené à étudier une
courbe telle que la somme de la tangente PR et de la sous-tangente RM soit constante [Pedersen, 1963,
5–11]. La condition PR+ RM= a, qui se traduit par l’équation
y
√
1+
(
dx
dy
)2
− y dx
dy
= a,
est réalisée mécaniquement par l’instrument tractionnel schématisé sur la Fig. 18, où la règle SO est fixe
et où l’on tire le point R vers la droite.
Les Italiens Giovanni Poleni24 [1728], professeur à l’université de Padoue, et son élève Giambatista
Suardi25 [1752, 26–36] construisent à leur tour des appareils pour tracer la tractrice et la courbe
23 John Perks est seulement connu pour trois articles publiés dans les Philosophical Transactions en 1699, 1706, et 1715.
Dans ces écrits, il s’intéresse à la quadrature des lunules, à la quadrature de l’hyperbole et à des problèmes de cartographie liés
à la projection de Mercator. De tels problèmes l’amènent à étudier des courbes transcendantes et à construire des instruments
pour les tracer mécaniquement.
24 Giovanni Poleni (1683–1761) suivit des études de philosophie et de théologie à Venise avant d’embrasser une carrière
juridique. Il se tourna ensuite vers les mathématiques et les sciences physiques : en 1719, il reçut la chaire de mathématiques
de l’université de Padoue laissée vacante par le départ de Nicolas Bernoulli ; en 1738, il créa un laboratoire de physique
expérimentale. Ses travaux, fort nombreux, se rapportent à des domaines variés comme la météorologie, la navigation,
l’hydraulique, l’archéologie et l’architecture. En particulier, il s’est beaucoup intéressé à la fabrication d’instruments
scientifiques (baromètres, thermomètres, machines arithmétiques, etc.).
25 Giambatista Suardi (1711–1767), ou Giovanni Battista Soardi, étudia les mathématiques sous la direction de Poleni à
l’université de Padoue. Il s’illustra en tant qu’inventeur d’instruments de mathématiques.
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logarithmique, en traduisant mécaniquement la propriété de la tangente constante et celle de la sous-
tangente constante. Pour la première fois, il s’agit d’instruments véritablement professionnels faisant
appel à de la mécanique de précision et où les fils, peu fiables car difficiles à garder tendus, sont
remplacés par des tiges rigides dont la longueur peut varier grâce à des glissières. Ce qui distingue
plus particulièrement les recherches de Poleni, c’est que, non content d’obtenir mécaniquement ces
courbes transcendantes usuelles, il engage une réflexion sur la construction d’équations différentielles
plus générales. C’est ainsi qu’il modifie son traceur de logarithmes pour intégrer l’équation
a dx + bdy = aa dy : y
ou qu’il construit une équation dont la solution est un cercle, ce qui lui permet d’affirmer que les
instruments tractionnels sont tout aussi légitimes en géométrie que le compas puisque les deux types
d’instruments permettent de tracer la même courbe ! D’autre part, il relance l’idée de Leibniz qu’en
guidant convenablement le fil, on devrait pouvoir intégrer toute équation différentielle.
Parallèlement à ces tentatives quelque peu disparates, une théorie générale de la construction des
équations différentielles par l’emploi du mouvement tractionnel est commencée par Euler, en 1736, dans
le but d’intégrer par ce procédé la fameuse équation du comte Jacopo Riccati, équation qui résistait
jusque-là à toutes les tentatives [Euler, 1741]. La théorie d’Euler, utilisée ponctuellement par Alexis-
Claude Clairaut pour résoudre un problème de dynamique [Clairaut, 1745, 9] a été développée ensuite
par Vincenzo Riccati, le fils de Jacopo. Dans un mémoire de 1752, Vincenzo Riccati fait à peu près le
tour de la question et montre que, sous des hypothèses très générales, toute équation différentielle peut
être intégrée de manière exacte grâce à un mouvement tractionnel déterminé, comme chez Leibniz, par
deux courbes convenablement choisies [Riccati, 1752 ; Riccati et Saladini, 1767, chaps. 14–16].
3.2. Les intégraphes composés de la fin du dix-neuvième siècle
La construction mécanique des équations différentielles passe ensuite de mode pendant plus d’un
siècle. En dehors de quelques tentatives peu convaincantes de Gustave-Gaspard Coriolis en 1836
[Coriolis, 1836], il faut attendre les années 1870 pour voir réapparaître les idées fécondes des géomètres
du dix-huitième siècle. Tout se passe comme s’il s’agissait d’une redécouverte. Dans un des premiers
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Fig. 20. L’intégraphe de Pascal [Willers, 1911, 37].
intégraphes, celui de Bruno Abdank-Abakanowicz,26 on retrouve un mouvement tractionnel [Abdank-
Abakanowicz, 1886]. L’appareil est monté sur un cadre rigide qui se déplace sur des roulettes le long de
l’axe des abscisses (cf. Fig. 19). L’extrémité d’une tige est tirée le long d’une courbe donnée d’équation
y = f (x), de sorte que la pente de la tige soit précisément f (x). La roulette coupante située à l’autre
extrémité de la tige enveloppe ainsi une courbe dont la pente est constamment égale à f (x), ce qui permet
d’obtenir la primitive cherchée.
D’autres instruments tractionnels fabriqués peu après, beaucoup plus précis que ceux du dix-
huitième siècle en raison des progrès de la mécanique industrielle, permettent d’intégrer certaines
classes d’équations différentielles. Dans le vocabulaire de l’époque, on les appelle des « intégraphes
composés », par opposition aux « intégraphes simples », comme celui d’Abdank-Abakanowicz, qui sont
seulement destinés aux quadratures, c’est-à-dire aux équations différentielles sans variables mêlées du
type y′ = f (x).
26 Le Polonais Bruno Abdank-Abakanowicz (1852–1900) s’est installé à partir de 1881 à Paris, au sein de la communauté
scientifique polonaise en exil. C’était un élève de Wawrzyniec Zmurko, professeur aux Écoles polytechniques de Vienne et de
Lvov, qui s’était lui aussi intéressé à l’intégration mécanique.
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pointeur C permet de suivre une courbe donnée, d’équation y =Q(x), tandis qu’un marqueur C′ trace
la courbe enveloppée par la roulette coupante D. La longueur GD est contrainte à garder une projection
constante sur l’axe des abscisses, égale à a (a = 1 sur la Fig. 20). La roulette D va donc envelopper une
courbe d’équation
y′ = Q(x)− y
a
,
ou encore ay′ + y = Q(x). L’intégraphe de Pascal permet ainsi d’intégrer toute équation du premier
ordre à coefficients constants [Pascal, 1910]. Pascal donne de nombreux exemples d’application de
son instrument à divers problèmes se ramenant à une ou plusieurs équations de ce type [Pascal,
1911]. Aussitôt, en s’inspirant à la fois de l’intégraphe de Pascal et de la construction de Czuber
(cf. Section 1.5), Willers conçoit un instrument voisin pour l’intégration des équations linéaires du
premier ordre à coefficients variables [Willers, 1911]. Pascal se lance alors dans l’étude systématique
de diverses variantes de son intégraphe et en tire de multiples applications à certaines classes d’équations
différentielles, aux équations intégrales du type de Volterra, aux intégrales elliptiques, à la balistique, etc.
En quelques années, il publie sur ces sujets une dizaine d’articles dont le contenu est repris, en 1914, dans
un mémoire de synthèse [Pascal, 1914]. On peut signaler également que Mario Merola28 a eu recours à
l’appareil de Pascal pour d’autres applications d’envergure en balistique [Merola, 1920].
Par ailleurs, dès 1899, l’ingénieur serbe Michel Petrovitch29 a imaginé d’utiliser un tractoriographe
pour l’intégration de certaines équations différentielles [Petrovitch, 1899]. Un tractoriographe est un
appareil qui permet de tracer la tractoire d’une courbe donnée, c’est-à-dire la courbe décrite par
l’extrémité libre d’un fil posé sur un plan horizontal lorsque l’on tire l’autre extrémité le long de la
courbe donnée (l’ancienne tractrice de Perrault et Leibniz n’était autre que la tractoire d’une droite).
Si la démarche de Petrovitch est restée spéculative, l’ingénieur de la marine Louis-Frédéric Jacob30 a
développé concrètement cette idée au début du vingtième siècle [Jacob, 1907, 1908, 1909]. Pour les
besoins des problèmes de balistique qu’il rencontrait dans l’artillerie de marine, Jacob a construit deux
27 Ernesto Pascal (1865–1940) fit ses études à Naples, Pise et Göttingen, où il gagna l’estime de Felix Klein. Grâce à l’appui
de ce dernier, Pascal obtint en 1890, à 25 ans seulement, la chaire de calcul infinitésimal de l’université de Pavie. En 1907, il
changea pour l’université de Naples, où il resta jusqu’à sa mort. Il fut membre de l’Accademia Nazionale dei Lincei. Parmi son
imposante production mathématique (près de 250 publications), on peut noter de nombreux travaux concernant les intégrales
d’équations différentielles particulières.
28 Mario Merola, qui a fait l’essentiel de sa carrière comme professeur de mathématiques et physique dans les écoles
secondaires, a été pendant une courte période, au milieu des années 1920, assistant à l’observatoire astronomique de
Capodimonte, à Naples. En dehors de quelques travaux d’astronomie, il s’est surtout intéressé à l’enseignement : il a publié
un manuel de trigonométrie plane pour les lycées et divers articles de réflexion sur les programmes de sciences de l’école
élémentaire.
29 Michel Petrovitch (1868–1943), professeur à l’université de Belgrade (Serbie), a publié de nombreux travaux sur les
équations différentielles, la théorie des fonctions, le calcul et l’algèbre (ses œuvres complètes représentent quinze volumes).
Outre les instruments mécaniques dont il est question ici, Petrovitch a aussi construit des appareils hydrauliques et chimiques
pour intégrer graphiquement certains types d’équations différentielles [Petrovitch, 1897, 1898, 1900 ; Price, 1900]. Ces
appareils, à la fois ingénieux et marginaux, sont inclassables dans le cadre de mon étude.
30 Louis-Frédéric Jacob, né en 1857, fut ingénieur de l’artillerie navale, colonel d’artillerie coloniale et directeur du
Laboratoire central de la Marine à Paris. Il a publié plusieurs ouvrages sur la balistique, l’artillerie, les mécanismes et le
calcul mécanique.
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Fig. 22. L’intégraphe de Jacob pour l’équation d’Abel [Jacob, 1909, 97].
appareils, l’un pour intégrer l’équation de Riccati y′ =Ay2+By+C (cf. Fig. 21), l’autre pour l’équation
d’Abel yy′ =Ay2 +By +C (cf. Fig. 22).
Dans les deux cas, un transporteur formé de deux parallélogrammes articulés permet de mouvoir
l’appareil parallèlement à lui-même sur la table à dessin. Cet appareil est en fait un tractoriographe, avec
une pointe que l’on déplace le long d’une courbe donnée. Dans le cas de l’équation de Riccati, la longueur
de la tige est constante ; dans le cas de l’équation d’Abel, cette longueur est variable et déterminée par
un guide ayant la forme d’une seconde courbe donnée. Il est frappant de retrouver ici, une nouvelle
fois, le principe inépuisable de Leibniz, à savoir deux courbes choisies convenablement pour contrôler
à tout instant la pente de la courbe que l’on veut tracer et résoudre ainsi le difficile problème inverse
des tangentes. L’ingénieur espagnol Leonardo Torres Quevedo31 a également écrit sur ce principe pour
31 Leonardo Torres Quevedo (1852–1936) est considéré comme un précurseur de la cybernétique, du calcul analogique et de
l’informatique. Il débuta en 1876 une carrière d’ingénieur des ponts et chaussées, mais ce n’est qu’en 1893, à l’âge de 41 ans,
qu’il publia son premier travail scientifique. Il déploya ensuite, pendant une trentaine d’années, une activité frénétique qui le
conduisit à s’occuper de dirigeables, de téléphériques, de télégraphie sans fil ou de machines analogiques de calcul. En 1900,
il présenta à l’Académie des sciences de Paris un « Mémoire sur les machines à calculer ». Il construisit lui-même une série
de machines de type mécanique pour résoudre, par exemple, une équation du huitième degré à la précision du millième, ou
une équation du second degré à coefficients complexes. Il conçut également un automate joueur d’échecs et se lança dans la
théorie de l’automatique. Tout ceci lui valut un énorme prestige au niveau international, surtout en Espagne et en France. En
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plus ambitieuses que celles de Jacob, sont restées purement théoriques [Torres, 1901].
4. Les quadratures
4.1. L’intégration par quadratures en tant que méthode graphique
À l’origine, la méthode qui consistait à ramener une équation différentielle aux quadratures était aussi
une technique graphique permettant de construire concrètement les courbes intégrales. C’est ainsi qu’elle
est présentée par Jean Bernoulli (cf. Section 1.3) ou dans le Traité de Lacroix :
Dans les premiers tems on chercha à déterminer par les aires ou même par les arcs de quelques courbes connues, l’ordonnée de la
courbe demandée ; depuis on a laissé ces constructions de côté, parce que, quelqu’élégantes qu’elles fussent dans la théorie, elles
étoient toujours moins commodes et sur-tout moins exactes dans la pratique, que les formules approximatives qui ont pris leur place.
[Lacroix, 1798, 196]
Dans la pratique ancienne, on effectuait la quadrature d’une courbe en décomposant approximative-
ment l’aire sous la courbe en une réunion de petits triangles, rectangles ou trapèzes, que l’on transformait
par des opérations graphiques en un seul rectangle ou un seul carré (d’où le mot « quadrature », en un
sens classique depuis l’Antiquité). De même, la rectification d’une courbe s’opérait en approchant la
courbe par une ligne polygonale formée de petits segments que l’on mettait bout à bout pour former un
segment unique à mesurer. Ce sont ces opérations qui, dans le cas des courbes définies par des équa-
tions différentielles, sont jugées impraticables par Bernoulli, insuffisamment commodes et exactes par
Lacroix.
De fait, la résolution par quadratures des équations différentielles n’est pas si facile à réaliser
graphiquement. On s’en rend compte en lisant la description du procédé, pour le cas d’une équation
à variables séparables, dans les ouvrages de référence que sont l’Encyclopédie de Diderot et d’Alembert
[1754, 389], le Traité de Lacroix [1798, 297] ou l’Histoire des mathématiques de Jean-Étienne Montucla
[1802, 174–175]. Une fois qu’on a réussi à mettre l’équation sous la forme
Y (y)dy =X(x)dx,
il reste à construire successivement cinq courbes par points (cf. Fig. 23) :
f : y =X(x), h : y =
x∫
0
X(t)dt, m : x = Y (y), n : x =
y∫
0
Y (t)dt,
s :
y∫
0
Y (t)dt =
x∫
0
X(t)dt.
1901, il devint directeur du nouveau Laboratoire de mécanique appliquée de Madrid et, en 1927, il fut élu membre associé de
l’Académie des sciences de Paris.
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Fig. 24. Schéma d’un planimètre d’Hermann [Maurer,
1998, 220].
Si l’on souhaite construire la courbe intégrale avec précision, la lourdeur d’une telle procédure est
évidente. Voilà pourquoi, vers la fin du dix-huitième siècle, ramener les équations différentielles à des
quadratures semblait une impasse du point de vue pratique, faute de disposer de moyens rapides et
performants de quadrature graphique.
4.2. Progrès du dix-neuvième siècle pour les quadratures graphiques
La technique précédente, fastidieuse à réaliser par les seuls procédés du calcul par le trait, devient
plus praticable si l’on dispose d’instruments spéciaux pour effectuer les quadratures. Il peut s’agir des
intégraphes du type d’Abdank-Abakanowicz (cf. Section 3.2), fondés sur le mouvement tractionnel, ou
d’autres appareils mécaniques exploitant un principe différent : celui de la roulette intégrante.
Le premier à avoir construit un tel appareil semble être l’ingénieur bavarois Johann M. Hermann32 en
1814. Le mécanisme (cf. Fig. 24) est déplacé parallèlement à l’axe des abscisses, avec un pointeur H qui
suit une courbe y = f (x). Une roulette liée à H tourne par friction sur un cône C, de sorte que son angle
de rotation soit proportionnel à l’ordonnée du point H. Ainsi, pour un déplacement élémentaire dx le long
de l’axe des abscisses, la roulette tourne (à un coefficient près dépendant des dimensions de l’appareil)
d’un angle f (x)dx et, pour un déplacement le long du segment [x0, x], elle tourne d’un angle total
F(x)=
x∫
x0
f (t)dt.
On peut par là mesurer l’aire sous une courbe et, plus généralement, en enregistrant les valeurs de l’angle
pour diverses valeurs de x, tracer par points une primitive.
32 Johann Martin Hermann (1785–1841) était un arpenteur bavarois qui travaillait pour le service du cadastre. Son invention
n’attira guère l’attention de ses supérieurs et ne fut pas publiée.
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infinie de rectangles infinitésimaux. On s’appuie donc sur le second aspect de l’intégrale : avec le
mouvement tractionnel, on résolvait le problème inverse des tangentes ; avec la roulette intégrante, on
résout celui de la quadrature des courbes.
Après Hermann, d’autres ingénieurs imaginèrent de faire tourner la roulette intégrante sur un disque,
puis directement sur le plan de la feuille de papier pour aboutir notamment, en 1854, au fameux
planimètre polaire de Jakob Amsler33 où la roulette se déplace par une combinaison de mouvements
de rotation et de glissement. Ce planimètre, simple et relativement peu coûteux connut un grand succès
commercial : on estime que, sous ses différentes variantes, il a été fabriqué à plus de 500 000 exemplaires.
Mais ce n’est pas ici le lieu de refaire une histoire détaillée des instruments mécaniques d’intégration.
Je renvoie pour cela aux études récentes et très complètes de Joachim Fischer [1995, 2002], ainsi qu’à
quelques livres classiques sur les instruments de mathématiques [Dyck, 1892 ; Ocagne, 1893 ; Jacob,
1911 ; Galle, 1912 ; Morin, 1913 ; Horsburgh, 1914 ; Willers, 1926, 1951 ; Meyer zur Capellen, 1941].
Parallèlement au développement des instruments mécaniques d’intégration, le calcul des quadratures
par le trait fait également de grands progrès. Par la traduction sous forme graphique des formules de
quadratures numériques, on dépasse les méthodes anciennes qui consistaient à décomposer grossièrement
l’aire sous une courbe en petits rectangles ou petits trapèzes. Dès 1835, on rencontre chez Poncelet
une version graphique de la méthode de Simpson [Poncelet, 1835, 162], mais c’est surtout Massau (cf.
Section 1.4) qui donne une impulsion décisive à ce processus. Massau montre comment remplacer, sur
chaque subdivision de l’intervalle d’intégration, la courbe à intégrer par une courbe polynomiale de
degré quelconque, et comment construire exactement l’aire sous cette courbe polynomiale, de manière à
atteindre une grande précision. Par ailleurs, en s’attachant à la construction d’une primitive en tant que
courbe, plutôt qu’à la simple évaluation graphique d’une intégrale définie en tant qu’aire, il ouvre la voie
à la réalisation d’intégrations graphiques itérées. Enfin, il fait le lien avec certains procédés d’intégration
développés par les ingénieurs pour les besoins de la statique graphique, notamment l’usage du polygone
funiculaire [Massau, 1878–1887 ; Saviotti, 1883 ; Favaro, 1885 ; Ocagne, 1908 ; Runge, 1912 ; Runge et
Willers, 1915 ; Willers, 1920 ; Maurer, 1998].
4.3. Approximations successives et quadratures répétées
Grâce aux instruments mécaniques d’intégration, grâce aux nouvelles techniques d’intégration par
le trait popularisées par Massau, l’intégration par quadratures des équations différentielles devenait,
sous forme graphique, beaucoup plus facile à réaliser qu’au dix-huitième siècle. Tout cela reste
néanmoins d’un intérêt pratique limité, car on sait bien que la plupart des équations différentielles ne
33 Né en Suisse, Jakob Amsler (1823–1912) étudia d’abord la théologie en Allemagne avant de s’orienter vers les
mathématiques et la physique. De retour en Suisse, il obtint son Habilitation à Zurich et devint professeur au Gymnasium
de Schaffhausen. Il s’intéressa pendant quelques années à la physique mathématique (magnétisme, conduction de la chaleur,
attraction des ellipsoïdes), puis se consacra, à partir de 1854, à la construction d’instruments mathématiques de précision.
Il inventa le planimètre polaire, premier instrument mécanique d’intégration utilisant les coordonnées polaires. Cet appareil,
bien adapté à la détermination des moments statiques, des moments d’inertie et des coefficients de Fourier, fut largement
employé par les ingénieurs de la construction navale et des chemins de fer. À Schauffhausen, Amsler monta une fabrique
spécialement destinée à la production de son planimètre, d’où sortirent environ 50 000 appareils. Pour l’originalité et la qualité
de ses instruments, Amsler obtint des prix aux expositions universelles de Vienne (1873) et de Paris (1881, 1889), et fut élu en
1892 à l’Académie des sciences de Paris.
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successives, étudiée d’un point de vue théorique par Cauchy et Liouville, dans les années 1830, pour les
équations différentielles linéaires, puis par Picard, dans les années 1890, pour les équations différentielles
quelconques, qui va donner un nouvel élan à cette direction de recherche.
Le problème de Cauchy
y′ = f (x, y), y(x0)= y0
peut se mettre sous la forme intégrale équivalente
y = y0 +
x∫
x0
f
(
t, y(t)
)
dt.
Dans la méthode des approximations successives, on part d’une première solution approchée y1(x),
obtenue par n’importe quel procédé, et on calcule les suivantes par les relations
yn+1(x)= y0 +
x∫
x0
f
(
t, yn(t)
)
dt.
Du point de vue graphique, la construction de l’équation reviendrait, en théorie, à effectuer une
infinité de quadratures. En pratique, après un nombre réduit d’étapes, on obtiendra, en général, une
bonne approximation de la courbe intégrale cherchée (vu l’épaisseur des traits de crayon, deux courbes
successives seront rapidement indiscernables). À partir du moment où l’on sait réaliser facilement et avec
précision les quadratures graphiques, il semble donc possible d’intégrer graphiquement toute équation
différentielle.
4.4. Mise en œuvre de l’idée des quadratures répétées
C’est William Thomson qui a eu, le premier, l’idée d’exploiter la méthode des approximations
successives autrement que sous forme numérique. L’occasion lui en a été fournie par l’invention, par
son frère James,34 d’un nouveau type d’intégraphe formé d’un disque, d’une sphère et d’un cylindre
[J. Thomson, 1876]. William Thomson se sert de deux de ces appareils pour intégrer pratiquement les
équations linéaires du second ordre à coefficients variables, omniprésentes en physique [W. Thomson,
1876a]. Pour cela, dans la lignée des travaux de Sturm et Liouville, il part du fait qu’une telle équation
peut être réduite à la forme
d
dx
(
1
P
du
dx
)
= u,
34 James Thomson (1822–1892) est beaucoup moins connu que son frère William (Lord Kelvin). À partir de 1840, James
poursuivit une carrière d’ingénieur à Dublin, Glasgow et Belfast. En 1857, il devint professeur de génie civil au Queen’s College
de Belfast, puis, en 1873, à l’université de Glasgow. En 1877, il fut élu Fellow of the Royal Society. Il étudia notamment l’effet
de la pression sur l’abaissement du point de congélation de l’eau et fit diverses recherches en hydraulique.
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un+1 =
x∫
0
P
(
C +
x∫
0
un dx
)
dx,
avec une constante arbitraire C et une fonction u1 quelconque, par exemple u1 = x. Les deux intégraphes,
utilisés conjointement, permettent de réaliser d’un seul coup la quadrature double nécessitée par
l’itération : on suit avec le pointeur du premier intégraphe la courbe représentative de la fonction un et le
second intégraphe fournit, sur son cylindre d’enregistrement, le tracé de la fonction un+1 ; on recommence
jusqu’à ce qu’il n’y ait plus de différence sensible entre deux courbes successives.
Thomson eut même une illumination : si l’on couplait mécaniquement les deux intégraphes de sorte
que la fonction sortant du second coïncide automatiquement avec celle qui entre dans le premier, on
obtiendrait directement la solution exacte de l’équation ! Dans un autre article encore plus visionnaire
[W. Thomson, 1876b], Thomson donne le principe théorique d’appareils pouvant intégrer une équation
linéaire à coefficients variables de n’importe quel ordre, et même une équation différentielle quelconque,
avec l’idée qu’on pourrait s’en servir pour le problème des trois corps. Ces appareils sont tous formés
d’un grand nombre d’intégraphes simples connectés entre eux par des dispositifs mécaniques complexes.
Malheureusement, les moyens technologiques de son époque étaient insuffisants pour permettre à
Thomson de réaliser valablement de tels instruments.
Cependant, l’idée initiale de Thomson, à savoir que l’on peut réaliser les quadratures successives
l’une après l’autre sur une feuille de papier, fait son chemin. Peu après la publication des travaux
de Picard, qui prouvent la convergence de la méthode itérative pour une équation différentielle très
générale y′ = f (x, y), Runge propose une traduction graphique du procédé en synthétisant au mieux
les techniques disponibles [Runge, 1907]. La première intégrale approchée y1 est construite à partir des
isoclines, avec la méthode du point milieu (cf. Fig. 25). La deuxième intégrale vient de l’intégration
graphique de la fonction f (x, y1(x)), réalisée soit avec un intégraphe, soit par le trait, comme sur la
Fig. 25, avec les méthodes de Massau. On recommence ensuite autant de fois que nécessaire. Tout cela
se généralise aux systèmes d’équations du premier ordre ou aux équations d’ordre supérieur [Runge,
1912, 138–141], en construisant simultanément plusieurs courbes (cf. Fig. 26).
Après Runge, de nombreux auteurs, que nous avons déjà rencontrés plus haut et qui ont imaginé
une méthode originale pour le tracé d’une première courbe intégrale approchée, ne manquent pas
de souligner que la méthode des approximations successives peut permettre d’améliorer ensuite cette
construction [Rothe, 1916, 94 ; Doetsch, 1921, 465 ; Neuendorff, 1922, 135 ; 1933, 450]. D’autre part,
Eugène A. Kholodovsky,35 en adaptant les idées de Massau et de Runge, explique en détail comment
réaliser les quadratures graphiques en coordonnées polaires [Kholodovsky, 1929] et comment intégrer
graphiquement, par des quadratures répétées, les équations du premier ordre, les systèmes de deux
équations du premier ordre et les équations du second ordre lorsque les variables sont considérées comme
des coordonnées polaires [Kholodovsky, 1930].
35 Eugène A. Kholodovsky, né en 1876, a été professeur de mathématiques à l’Institut polytechnique de Petrograd. Émigré aux
États-Unis après la Révolution russe, on le retrouve au début des années 1920 comme assistant à l’observatoire astronomique
Lick de l’université de Californie, à Santa Cruz.
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Fig. 26. Cas d’un système [Runge, 1912, 139].
Le procédé itératif a été utilisé de façon systématique pour des travaux d’électricité industrielle dans
la première moitié du vingtième siècle. Par exemple, Thornton C. Fry36 s’en est servi pour intégrer
36 Thornton Carl Fry (1892–1991) reçut son Ph.D. en mathématiques, physique et astronomie en 1920 à l’université du
Wisconsin. Il fut l’un des premiers mathématiciens à travailler pour l’industrie. Il occupa le poste de chef du département de
mathématiques à la Western Electric Company (1916–1924), puis aux Bell Telephone Laboratories, où il eut l’occasion de
collaborer avec Claude Shannon. Pendant la Seconde Guerre mondiale, l’équipe de Fry fut réquisitionnée au service de l’effort
de guerre et se consacra à la défense anti-aérienne. Fry a joué un rôle pionnier pour introduire le calcul des probabilités dans les
sciences de l’ingénieur. Une fois à la retraite, il est resté actif en devenant consultant pour diverses entreprises comme Boeing
ou le National Center for Atmospheric Research.
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des équations du second ordre apparaissant dans des problèmes de circuits électriques [Fry, 1928]. Fry
ramène classiquement une équation du second ordre à un système de deux équations du premier ordre
puis, partant de solutions approchées constantes égales aux valeurs initiales, il effectue les quadratures
successives à l’aide d’un intégraphe jusqu’à ce que deux courbes consécutives soient indiscernables sur
le papier (cf. Fig. 27).
C’est pour ces mêmes problèmes d’électricité industrielle que des analyseurs différentiels ont été
construits dans les années 1930–1950, réalisant enfin le programme visionnaire de Lord Kelvin. En 1931,
au Massachussets Institute of Technology, Vannevar Bush37 réussit à construire un appareil (cf. Fig. 28)
formé de six intégraphes pouvant être connectés entre eux par des liaisons mécaniques et permettant
de résoudre toute équation différentielle jusqu’à l’ordre six (car les problèmes usuels font intervenir
jusqu’à trois équations simultanées du second ordre) [Bush et al., 1927 ; Bush and Hazen, 1927 ; Bush,
1931]. Les entrées et les sorties se font de manière graphique : des pointeurs sont guidés, mécaniquement
ou manuellement suivant les cas, le long des courbes construites pour représenter les coefficients de
l’équation, tandis qu’à la sortie, les solutions sont tracées automatiquement sur une table traçante.
Un autre analyseur différentiel fut construit en 1935, à l’université de Manchester, par Douglas
R. Hartree38 [1935, 1938, 1940, 1949, chap. 2]. Pendant la Seconde Guerre mondiale, une dizaine
37 Vannevar Bush (1890–1974) fut, entre les deux guerres mondiales, professeur d’ingénierie électrique au Massachussets
Institute of Technology. C’est là qu’à partir de 1931, il développa avec ses étudiants un premier analyseur différentiel et
d’autres machines analogiques destinées à surmonter les calculs difficiles qui freinaient l’essor de domaines comme l’électricité
industrielle, la géophysique, l’étude des rayons cosmiques ou la mécanique quantique. En quelques années, des machines
comparables à celles de Bush se répandirent aux États-Unis et à l’étranger. Pendant la Seconde Guerre mondiale, Bush fut
appelé à Washington pour diriger un réseau de laboratoires voués à la recherche de guerre. Après 1945, il continua à conseiller
le gouvernement en matière de science et de défense, et rejoignit les directions de Merck et de AT&T.
38 Douglas Rayner Hartree (1897–1958) a fait ses études à Cambridge. Il obtint son doctorat en 1926 et devint professeur de
mathématiques appliquées puis de physique théorique à Manchester. En 1946, il revint à Cambridge comme Plummer Professor
of Mathematical Physics. Tout au long de sa carrière, il développa des méthodes puissantes d’analyse numérique pour intégrer
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d’appareils de ce type étaient en service et certains furent mobilisés pour des calculs balistiques. À partir
de 1942, de nouvelles versions apparurent, avec des intégraphes couplés entre eux par des liaisons
électriques et non plus mécaniques [Bush and Caldwell, 1945]. Cependant, les analyseurs différentiels
disparurent rapidement face à l’essor des calculateurs électroniques, dans lesquels les entrées et les
sorties ne se font plus sous forme graphique, mais sous forme numérique par l’intermédiaire de cartes
perforées [Goldstine, 1972, 1re partie, chap. 10]. D’une certaine manière, on peut voir dans les analyseurs
différentiels des sortes de « dinosaures » marquant à la fois l’apogée et la fin de l’intégration graphique
des équations différentielles.
5. Conclusion
L’intégration graphique des équations différentielles est à situer dans une longue tradition géométrique
qui remonte à l’antiquité grecque. Dans cette tradition, de nombreux problèmes, quelle que soit leur
origine, étaient abordés avec une pensée et un langage géométriques : résoudre une équation, c’était
construire sa solution par le tracé et l’intersection de courbes. Sur le plan théorique, l’approche
géométrique s’efface vers le milieu du dix-huitième siècle au profit d’une approche algébrique. Après
Euler, on ne construit plus des courbes, on calcule des fonctions. On représente désormais les solutions
des équations par des algorithmes algébriques, éventuellement infinis. Pourtant, la pensée géométrique
les équations différentielles, notamment en lien avec la défense anti-aérienne, la physique atomique, l’hydrodynamique et le
contrôle automatisé des usines chimiques. C’est après avoir étudié l’analyseur différentiel de Vannevar Bush lors d’une visite
aux États-Unis qu’Hartree projeta d’en construire un à son tour. Par ailleurs, pendant la Seconde Guerre mondiale, Hartree fut
impliqué dans le projet de l’ENIAC, l’un des premiers calculateurs numériques électroniques.
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les mains des utilisateurs des mathématiques : physiciens, ingénieurs civils et militaires. C’est ainsi
qu’au sein de la science du calcul, les méthodes graphiques ont conservé une place importante pendant
deux siècles, jusqu’à l’apparition des calculateurs électroniques. Les recherches nombreuses et variées
évoquées dans cet article sont là pour en témoigner.
L’étude de l’intégration graphique est, tout d’abord, un moyen de mieux comprendre ce processus
historique général qui fait passer, dans une grande partie des mathématiques, d’une pensée géométrique
ancienne à la pensée algébrique moderne, jusqu’à la situation actuelle où l’on parle de « tout numérique ».
Plus spécifiquement, c’est un moyen d’aborder autrement l’histoire de l’analyse numérique des équations
différentielles, en redonnant aux méthodes graphiques la juste place qu’elles occupèrent aux côtés des
algorithmes purement numériques.
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