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1
Abstract
We define an analytic version of the graph property testing problem, which can be
formulated as studying an unknown 2-variable symmetric function through sampling from
its domain and studying the random graph obtained when using the function values as
edge probabilities. We give a characterization of properties testable this way, and extend a
number of results about “large graphs” to this setting.
These results can be applied to the original graph-theoretic property testing. In particu-
lar, we give a new combinatorial characterization of testable graph properties. Furthermore,
we define a class of graph properties (flexible properties) which contains all the hereditary
properties, and generalize various results of Alon, Shapira, Fischer, Newman and Stav from
hereditary to flexible properties.
1 Introduction
Graph property testing is a very active area in computer science. In its most restricted form
(and this will be our concern in this paper), it studies properties of (very large) graphs that can
be tested by studying a randomly chosen induced subgraph of bounded size.
To be more precise, we have to describe what kind of error is allowed. In this paper, by graph
we always mean a finite simple graph. A graph property is a class of graphs invariant under
isomorphism. The edit distance of two graphs G1, G2 on the same node set is |E(G1)△E(G2)|.
The edit distance of a graph G from a graph property is the minimum number of edges we have
to change (add or delete) to obtain a graph with the property. If no graph with the same number
of nodes has the property, then this distance is infinite.
Definition 1.1 A graph property P is testable, if there exists another property P ′ (called a
test property) satisfying the following conditions:
(a) if a graph G has property P , then for all 1 ≤ k ≤ |V (G)| at least a fraction of 2/3 of its
k-node induced subgraphs have property P ′, and
(b) for every ε > 0 there is a kε ≥ 1 such that if G is a graph whose edit distance from P is
at least ε|V (G)|2, then for all kε ≤ k ≤ |V (G)| at most a fraction of 1/3 of the k-node induced
subgraphs of G have property P ′.
The notion of testability has other variations: we may also know the number of nodes of G,
or we can take a sample whose size is growing slowly with the size of G, etc. The definition
above is in a sense the most restrictive, and it has often been referred to with adjectives like
“oblivious testing” and ”order independent testing”. Since this is the only version we consider
in this paper, we simplify terminology by calling it simply “testable”.
We could strengthen this definition by requiring a fraction of 1 − ε instead of 2/3 and a
fraction of ε instead of 1/3. We could also weaken it by allowing the test property P ′ to depend
on ε. It can be seen that neither of these modifications would change the notion of testability.
A surprisingly general sufficient condition for testability was proved by Alon and Shapira [2]:
Every hereditary graph property is testable. (A graph property is hereditary, if whenever a graph
has the property, then all its induced subgraphs also have the property.) Alon, Fischer, Newman
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and Shapira [1] gave a characterization of testable graph properties in terms of Szemere´di par-
titions (which is quite involved and we don’t quote it here). In fact, Szemere´di partitions play a
central role in most results of this theory.
One of the main graph theoretic results in this paper is to give another combinatorial char-
acterization of testable properties (Theorem 3.20). It says that a graph property is testable if
and only if for every graph with the property, a sufficiently large “typical” induced subgraph is
“close” to having the property.
Our main goal is, however, to treat property testing in terms of the theory of convergent
(dense) graph sequences and graph limits [10, 11, 7]. A sequence of graphs (Gn) is convergent
if the density of copies of any fixed graph F in Gn tends to a limit. It turns out that the
limit of a convergent graph sequence can be represented by a symmetric measurable function
W : [0, 1]2 → [0, 1], and that many problems and constructions in graph theory have a simpler
and cleaner formulation when extended to this limit (see [6] for a survey).
Parameter testing (or estimation) is closely related to property testing, but is in many respects
simpler. This area has a very natural treatment in the framework of graph limits [5, 7]. The two
theories are connected by a result of Fischer and Newman [8], who proved that the edit distance
from a testable property is a testable parameter. The analytic theory of property testing is more
involved than the analytic theory of parameter testing, mainly because of the different type of
error that is permitted.
Above, we used the “edit distance” of two graphs in the definition of testable properties.
However, there is a different distance, called the “cut distance”, which plays a central role in
graph convergence; for example, a sequence of graphs is convergent if and only if it is Cauchy
in an appropriately normalized cut distance. The main technical issue in the analytic theory of
property testing is the interplay between these two distances; see Section 2.5 for some auxiliary
results of this nature that might be interesting on their own right.
The space of limit objects (two-variable functions) with the “cut distance” is compact, a fact
which is essentially equivalent to various (weak and strong) versions of Szemere´di’s Regularity
Lemma [11]. So while we do not explicitly use the Regularity Lemma, it is implicit in the
utilization of the compactness of this space.
A further surprisingly general result using the edit distance is the theorem of Alon and Stav
[3], proving that for every hereditary property, a random graph with appropriate density is the
farthest from the property in edit distance. The analytic results developed in this paper allow us
to state and prove a simple analytic analogue of this fact, from which the original result follows
along with generalizations. Similar analytic analogues are derived for the other above mentioned
results.
2 Preliminaries
2.1 Homomorphisms
For two graphs F and G, a homomorphism from F to G is an adjacency preserving map V (F )→
V (G). The number of such homomorphisms is denoted by hom(F,G). We’ll almost always use
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the normalized version of this number,
t(F,G) =
hom(F,G)
|V (G)||V (F )| ,
which can be interpreted as the probability that a random map V (F ) → V (G) is a homomor-
phism. We denote by ind(F,G) the number of those injective homomorphisms that also preserve
non-adjacency (in other words, the number of induced copies of F in G). The normalized version
of this number is
tind(F,G) =
ind(F,G)
(|V (G)|)|V (F )|
(here (n)k = n(n− 1) · · · (n− k + 1)).
2.2 Functions and graphons
Let W denote the space of all symmetric measurable functions W : [0, 1]2 → R (i.e., W (x, y) =
W (y, x) for all x, y ∈ [0, 1]). LetW0 denote the set of all functionsW ∈ W such that 0 ≤W ≤ 1.
A function W ∈ W is called a stepfunction, if there is a partition S1 ∪ · · · ∪ Sk of [0, 1] into
measurable sets such that W is constant on every product set Si × Sj. The number k is the
number of steps of W .
Let Fk denote the set of all graphs on node set [k] = {1, . . . , k}. For W ∈ W0 and F ∈ Fk,
define
t(F,W ) =
∫
[0,1]k
∏
ij∈E(F )
W (xi, xj) dx
and
tind(F,W ) =
∫
[0,1]k
∏
ij∈E(F )
W (xi, xj)
∏
ij /∈E(F )
i6=j
(
1−W (xi, xj)
)
dx .
Two functions W1,W2 ∈ W0 are isomorphic, in notation W1 ∼= W2, if t(G,W1) = t(G,W2)
for every graph G. It was proved by Borgs, Chayes and Lova´sz [4] that two functions are
isomorphic if and only if there is a third function U ∈ W0 and two measure preserving maps
φ1, φ2 : [0, 1]→ [0, 1] such thatWi(x, y) = U(φi(x), φi(y)) for i = 1, 2 and almost all x, y ∈ [0, 1].
An isomorphism class of functions in W0 is called a graphon [7].
A sequence of graphs (Gn) with |V (Gn)| → ∞ is called convergent, if t(F,Gn) tends to a
limit for every fixed graph F . (This is equivalent with tind(F,Gn) tending to a limit for every
F .) It was proved in [10] that for every convergent sequence of graphs (Gn) there is a function
W ∈ W0 such that t(F,Gn)→ t(F,W ) for every graph F . We call W the limit of the sequence,
and write Gn → W . Every function in W0 arises as the limit of a convergent graph sequence.
Furthermore, the limit is unique up to isomorphism.
For every graph G, we define a function WG ∈ W0 as follows. Let V (G) = {1, . . . , n} and
consider a point (x, y) ∈ [0, 1]2. Define integers i and j such that x ∈ ((i − 1)/n, i/n] and
y ∈ ((j − 1)/n, j/n] (if x = 0 we define i = 0, and similarly for j). Then we set
W (x, y) =
{
1, if ij ∈ E(G),
0, otherwise.
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(informally, we consider the adjacency matrix A = (aij) of G, and replace each entry aij by
a square of size (1/n) × (1/n) with the constant function aij on this square). Note that WG
depends on the labeling of the nodes of G (but only up to a measure preserving transformation).
2.3 Distances of graphs and functions
As mentioned in the introduction, our results concern the interaction of two distances between
graphs, the edit distance and the cut distance. Let G1 and G2 be two graphs with a common node
set V . Instead of the edit distance mentioned in the introduction, we shall use its normalized
version
d1(G1, G2) =
|E(G1)△E(G2)|
|V |2 ,
and the normalized cut distance
d(G1, G2) = max
S,T⊂V
∣∣∣eG1(S, T )− eG2(S, T )∣∣∣
|V |2
(here eG1(S, T ) denotes the number of edges of G with one endpoint in S and the other endpoint
in T ).
We consider on W the cut norm
‖W‖ = sup
S,T⊆[0,1]
∣∣∣∫
S×T
W (x, y) dx dy
∣∣∣
where the supremum is taken over all measurable subsets S and T . (See [7] for several useful
properties of this norm.) We will also use the standard L1 norm
‖W‖1 =
∫
[0,1]2
|W (x, y)| dx dy.
This defines two metrics on W0 by
d1(U,W ) = ‖U −W‖1, and d(U,W ) = ‖U −W‖ .
For every set S ⊆ W0 and every c > 0, we define, as usual, the balls
B1(S, c) = {W ∈ W0 : d1(W,S) < c} and B(S, c) = {W ∈ W0 : d(W,S) < c}.
Clearly d ≤ d1, and hence B1(S, c) ⊆ B(S, c). So d is continuous with respect to d1. In
general, d1 is not continuous w.r.t. d, but see Theorem 3.4 for a weaker statement.
For W ∈ W0 and φ : [0, 1]→ [0, 1], set Wφ(x, y) =W (φ(x), φ(y)). We define
δ1(U,W ) = inf
φ
d1(U,W
φ),
where φ ranges over all invertible measure preserving maps from [0, 1] to [0, 1]. This is a quasi-
metric on W0, in which U and W are distance 0 if and only if they are isomorphic. The metric
δ(U,W ) is defined analogously.
The main advantage of δ over d is that the space (W, δ) is compact, as was proved in
[11].
5
We can use this distance to define yet another distance between graphs:
δ(G1, G2) = δ(WG1 ,WG2).
Note that in this definition the graphs G1 and G2 do not need to have the same number of
nodes, and their distance is independent of the labeling of their nodes. If it happens that
V (G1) = V (G2), then clearly
δ(G1, G2) ≤ d(G1, G2) ≤ d1(G1, G2).
The paper [7] contains a more explicit description of this distance, and its relation to combinato-
rially defined distances. One of the main conclusions is that a sequence of graphs is convergent
if and only if it is Cauchy in this metric. So (W0, δ) is the completion of the set of graphs with
distance δ.
We summarize some further facts about homomorphism densities and distances, mostly from
[10]. Let F be a graph with k nodes and m edges. For every graph G, we have
t(F,G) = t(F,WG),
but for the “induced” versions we only have the following approximate equality:
∣∣tind(F,G) − tind(F,WG)∣∣ ≤ (k2)|V (G)| − (k2) . (1)
Lemma 4.1 in [10] asserts that for any two functions U,W ∈ W0,
|t(F,U)− t(F,W )| ≤ m‖U −W‖. (2)
This implies (via the functions WG and WH) a similar inequality for any two graphs G and H :
|t(F,G) − t(F,H)| ≤ mδ(G,H). (3)
An analogue of inequality (2) for induced densities in functions can be proved by essentially the
same argument:
|tind(F,U) − tind(F,W )| ≤
(
k
2
)
· ‖U −W‖. (4)
Using the easy inequality (1), this implies for the induced densities in graphs that
|tind(F,H)− tind(F,G)| ≤
(
k
2
)
δ(G,H) +
(
k
2
)
|V (G)| − (k2) +
(
k
2
)
|V (H)| − (k2) (5)
(assuming that |V (G)|, |V (H)| > (k2).
The following result from [7] (Theorem 4.10) provides a converse to (2):
Theorem 2.1 Let U,W ∈ W0 and let k > 1 be a positive integer. Assume that for every simple
graph F on k nodes, we have
|t(F,U) − t(F,W )| ≤ 3−k2 .
Then
δ(U,W ) ≤
22√
log k
.
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We conclude with a lemma showing that convergence in the cut norm has good analytic
properties.
Lemma 2.2 Suppose that ‖Wn −W‖ → 0 as n→∞ (W,Wn ∈ W0). Then for every Z ∈ W0
‖Z(Wn −W )‖ → 0 (n→∞).
In particular, ∫
[0,1]2
Z(x, y)Wn(x, y) dx dy →
∫
[0,1]2
Z(x, y)Wn(x, y) dx dy
and ∫
S
Wn →
∫
S
W
for every measurable set S ⊆ [0, 1]2.
Proof. If Z is the indicator function of a rectangle, these conclusions follow from the definition
of the ‖.‖ norm. Hence the conclusion follows for stepfunctions, since they are linear combi-
nations of a finite number of indicator functions of rectangles. Then it follows for all integrable
functions, since they are approximable in L1([0, 1]
2) by stepfunctions. 
2.4 W -random graphs
For every function W ∈ W0 and every finite set X ⊆ [0, 1], we define a graph G(X,U) on
V (G) = X by connecting x, y ∈ X , x 6= y with probability U(x, y) (making independent decisions
for different pairs {x, y}). If G is a simple graph andX ⊆ V (G), we denote by G[X ] the subgraph
induced by X .
For every function W ∈ W0, we define the W -random graph G(n,W ) = G(X,W ), where
X ⊆ [0, 1] consists of n independent, uniformly distributed random points in [0, 1]. Note that
for every F ∈ Fn,
P(G(n,W ) = F ) = tind(F,W ).
Clearly the distribution of G(n,W ) is invariant under isomorphism of functions, i.e., it only
depends on W as a graphon.
We need an analogous notation G(k,G) = G[X ], where G is a finite graph and X is a random
subset of V (G) chosen uniformly from all k-element subsets.
It was proved in [10] and with probability 1, G(n,W )→ W , and in fact, the convergence is
quite fast, as shown by the following concentration inequality:
Theorem 2.3 Let W ∈ W0 and let F be a graph with k nodes. Then for every 0 < ε < 1,
P
(
|t(F,G(n,W ))− t(F,W )| > ε
)
≤ 2 exp
(
− ε
2
18k2
n
)
. (6)
The following bound on the distance of a W -random graph from W was proved in [7] (The-
orem 4.9(ii)):
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Theorem 2.4 Let U ∈ W0 and let k > 1 be a positive integer. Then with probability at least
1− e−k2/(2 log k), we have
δ(U,G(k, U)) ≤
10√
log k
.
We’ll use a related construction of a random graph associated with W . Let Xi be a uniform
random element of the interval Li = [(i − 1)/n, i/n], and X = {X1, . . . , Xn}. Let G′(n,W ) =
G(X,W ). (Note that the distribution of G(n,W ) only depends on the isomorphism type of
W , but G′(n,W ) does depend on how the points of [0, 1] are ordered.) For the cut distance of
G′(n,W ) from W we have the following bound:
Lemma 2.5 Let W ∈ W and G′ = G′(n,W ). Then with probability more than 1− 1/√n,
δ(WG′ , U) <
50√
log logn
.
Proof. We use subgraph densities and Theorem 2.1. To estimate |t(F,WG(n,U)) − t(F,WG′ )|,
note that the random variable t(F,WG(n,U)) can be generated as follows: (1) we select k random
integers r1, . . . , rk ∈ [n] uniformly and independently (with repetition); (2) we select Zi ∈ [0, 1/n]
uniformly and independently for i = 1, . . . , k, and compute Xi = Zi + (ri − 1)/n; (3) we create
random variables Yij (i, j ∈ [k]) such that Yij = Yji but otherwise they are independent, and
Yij =
{
1 with probability W (Xi, Xj),
0 with probability 1−W (Xi, Xj).
Then t(F,WG(n,U)) is the expectation of
∏
ij∈E(F ) Yij over the choice (1). The computation of
t(F,WG′ ) is similar, except that if ri = rj then we choose Zi = Zj . It follows that if the integers
r1, . . . , rk are distinct, then t(F,WG(n,U)) and t(F,WG′) are generated by the same procedure,
and hence they can be coupled so that they are equal. The probability that there is no repetition
among r1, . . . , rk is
n(n− 1) · · · (n− k + 1)
nk
> 1−
(
k
2
)
n
,
So it follows that t(F,WG(n, U)) = t(F,WG′ ) with probability at least 1− (
k
2)
n , and hence
E
(|t(F,WG(n,U))− t(F,WG′)|) < k2
n
.
Summing this over all graphs F on k nodes, we get
E
(∑
F
|t(F,WG(n,U))− t(F,WG′)|
)
<
2k
2
n
,
and so the probability that
∑
F |t(F,WG(n,U))− t(F,WG′)| > 3−k
2
is less than 6k
2
/n. Thus with
probability more than 1− 6k2/n, we have
|t(F,WG(n,U))− t(F,WG′ )
)
| < 3−k2
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for all graphs F with at most k nodes. Theorem 2.1 implies that in this case
δ(G(n, U), G
′) ≤ 22√
log k
.
So if we choose k = ⌊
√
log(n/2)/4⌋, then
δ(G(n, U), G
′) ≤ 44√
log logn
.
Combining with (8), we get that with probability more than 1− 1/√n,
δ(WG′ , U) ≤ δ(G′,G(n, U)) + δ(WG(n,U), U) ≤
10√
logn
+
44√
log logn
<
50√
log logn
.

One advantage of using G′(n,W ) over G(n,W ) is that it is easier to handle its d1 distance
from other graphs and functions.
Lemma 2.6 Let W ∈ W and G′ = G′(n,W ). Let H be a graph on [n]. Then
E(d1(G
′, H)) = ‖WH −W‖1
and
E(‖WG′ −W‖1) ≤ 2‖WH −W‖1.
Proof. For the first formula, note that for 1 ≤ i, j ≤ n, the probability that a pair i 6= j
contributes to d1(H,G
′) is {
W (Xi, Xj), if ij /∈ E(H),
1−W (Xi, Xj), if ij ∈ E(Gn).
Summing over all i 6= j, and taking expectation, the equality follows. The second inequality is
an easy consequence:
E(‖WG′−W‖1) ≤ E(‖WG′−WH‖1)+‖WH−W‖1 = E(d1(G′, H))+‖WH−W‖1 ≤ 2‖WH−W‖1.

As a useful consequence, we obtain the following fact. The Regularity Lemma implies (see
e.g. [11]) that functions in W0 can be approximated by functions of the form WG, so that the
number of nodes of G can be bounded uniformly if the error is measured in the cut distance.
Obviously, one cannot approximate all functions by functions WG in the L1-norm. But for every
n there is graph on n nodes that approximates W so that the cut distance tends to 0 uniformly,
and at the same time the approximation in the L1 norm is almost as good as possible.
Corollary 2.7 Let G be a simple graph and U ∈ W0. Then there exists a simple graph G′ such
that
‖WG′ − U‖1 ≤ 4‖WG − U‖1 and δ(WG′ , U) ≤
50√
log logn
.
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Proof. Let V (G) = [n]. We are going to show that the random graph G′ = G′(n,W ) satisfies
the conditions with positive probability. By Lemma 2.6, E
(
d1(W
′
G,W )
) ≤ 2‖WG−W‖1, and so
with probability at least 1/2,
d1(WG′ ,W ) ≤ 4‖WG −W‖1. (7)
On the other hand, Lemma 2.5 implies that with probability at least 3/4, we have
δ(G
′, U) ≤ 50√
log logn
. (8)
So with positive probability, both (7) and (8) hold. 
2.5 Relating different norms
As pointed out in the introduction, the analytic problem behind property testing is to relate the
cut norm and the L1 norm. In this section, which contains our main technical tools, we study
this connection. Some of the lemmas below are purely analytic in nature, and may be of interest
on their own right.
Lemma 2.8 Suppose that ‖Un−U‖ → 0 and ‖Wn−W‖ → 0 as n→∞ (U,W,Un,Wn ∈ W0).
Then
lim inf
n→∞
‖Wn − Un‖1 ≥ ‖W − U‖1.
Proof. Let σ(x, y) = sgn(U(x, y)−W (x, u)). Then
‖Un −Wn‖1 ≥
∫
[0,1]2
σ(x, y)(Un(x, y)−Wn(x, y)) dx dy
−→
∫
[0,1]2
σ(x, y)(U(x, y) −W (x, y)) dx dy = ‖U −W‖1
by Lemma 2.2. 
There are easy examples showing that ‖Wn − Un‖1 → ‖W − U‖1 does not hold in general:
for example, let Wn =WG(n,1/2) and W = U = Un = 1/2. But we can formulate two statements
that provide partial converses to this lemma.
Lemma 2.9 Suppose that ‖Un−U‖ → 0 and ‖Wn−W‖ → 0 as n→∞ (U,W,Un,Wn ∈ W0).
Suppose further that U is 0− 1 valued. Then
‖Un −Wn‖1 → ‖U −W‖1.
Proof. By Lemma 2.2,
‖Un −Wn‖1 ≤ ‖Un − U‖1 + ‖U −Wn‖1
=
∫
U=0
Un +
∫
U=1
(1− Un) +
∫
U=0
Wn +
∫
U=1
(1−Wn)
→
∫
U=0
W +
∫
U=1
(1−W ) = ‖U −W‖1 .
Combined with Lemma 2.8, the assertion follows. 
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Lemma 2.10 Suppose that ‖Un − U‖ → 0 as n→∞ (U,Un ∈ W0). Then for every W ∈ W0
there is a sequence of functions Wn ∈ W0 such that ‖Wn −W‖ → 0 and
‖Un −Wn‖1 → ‖U −W‖1.
Proof. First we consider the case when U ≥W . Let
Z(x, y) =
{
W (x, y)/U(x, y) if U(x, y) > 0,
0 otherwise.
and Wn = ZUn. Trivially Wn ∈ W0, W = ZU , and
‖W −Wn‖ = ‖Z(U − Un)‖ → 0
by Lemma 2.2. Furthermore,
‖Un −Wn‖1 = ‖(U −W ) + Z(U − Un)‖1 ≤ ‖U −W‖1 + ‖Z(U − Un)‖1 → ‖U −W‖1
(using Lemma 2.2 again). Combining this with Lemma 2.8 we get that ‖Un−Wn‖1 → ‖U−W‖1.
The case when U ≤W follows by a similar argument, replacing U,W, . . . by 1−U, 1−W, . . . .
Finally, in the general case, consider the function V = max(U,W ). Then clearly ‖U −V ‖1+
‖V −W‖1 = ‖U − W‖1. Since U ≤ V , there exists a sequence (Vn) of functions such that
‖Vn − V ‖ → 0 and ‖Vn − Un‖1 → ‖V − U‖1. Since V ≥ W , there is a sequence (Wn) of
functions such that ‖Wn −W‖ → 0 and ‖Wn − Vn‖1 → ‖W − V ‖1. Hence
lim sup
n→∞
‖Un −Wn‖1 ≤ lim sup
n→∞
‖Un − Vn‖1 + lim sup
n→∞
‖Vn −Wn‖1
= ‖U − V ‖1 + ‖V −W‖1 = ‖U −W‖1.
Using Lemma 2.8 again, the lemma follows. 
A fact similar to Lemma 2.8 holds for the distances δ1 and δ replacing the norms ‖.‖1 and
‖.‖. This does not seem to follow directly from Lemma 2.8, and the proof is more involved.
Lemma 2.11 Suppose that δ(Un, U) → 0 and δ(Wn,W ) → 0 as n → ∞ (U,W,Un,Wn ∈
W0). Then
lim inf δ1(Wn, Un) ≥ δ1(W,U). (9)
Proof. Let d denote the lim inf on the left hand side of (9). Let ε be an arbitrary positive
number. There is a number k (depending on U , W and ε), a partition [0, 1] = ∪ki=1Si of the unit
interval into k measurable pieces and two functions W ′, U ′ ∈ W0 such that both W ′ and U ′ are
constant on every rectangle Si×Sj and furthermore that ‖W −W ′‖1, ‖U −U ′‖1 ≤ ε. Let n be
a natural number such that ‖Wn −W‖ , ‖Un − U‖ ≤ ε/k4 and δ1(Wn, Un) ≤ d + ε. There
are measure preserving transformations ρ, pi : [0, 1] 7→ [0, 1] such that ‖W ρn −Upin ‖1 ≤ d+2ε. Let
Si,j denote the set S
ρ
i ∩ Spij for every 1 ≤ i, j ≤ k. It is clear that Si,j is a partition of the unit
interval and that both W ′ρ and U ′pi are constant on each rectangle Si1,j1 ×Si2,j2 . We have that
d+ 2ε ≥ ‖W ρn − Upin ‖1 ≥
∑
1≤i1,j1,i2,j2≤k
∣∣∣∫
Si1,j1×Si2,j2
(W ρn − Upin )
∣∣∣.
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Using that ∣∣∣∫
Si1,j1×Si2,j2
(W ρ −W ρn)
∣∣∣ ≤ ε
k4
and
∣∣∣∫
Si1,j1×Si2,j2
(Upi − Upin )
∣∣∣ ≤ ε
k4
,
we get that ∑
1≤i1,j1,i2,j2≤k
∣∣∣∫
Si1,j1×Si2,j2
(W ρ − Upi)
∣∣∣ ≤ d+ 4ε.
Writing W ρ − Upi = (W ρ −W ′ρ) + (W ′ρ − U ′pi) + (U ′pi − Upi) we obtain that∑
1≤i1,j1,i2,j2≤k
∣∣∣∫
Si1,j1×Si2,j2
(W ρ − Upi)
∣∣∣ ≥ ∑
1≤i1,j1,i2,j2≤k
(∣∣∣∫
Si1,j1×Si2,j2
(W ′ρ − U ′pi)
∣∣∣
−
∣∣∣∫
Si1,j1×Si2,j2
(W ρ −W ′ρ)
∣∣∣− ∣∣∣∫
Si1,j1×Si2,j2
(Upi − U ′pi)
∣∣∣).
This implies that∑
1≤i1,j1,i2,j2≤k
∣∣∣∫
Si1,j1×Si2,j2
(W ρ − Upi)
∣∣∣ ≥ ∑
1≤i1,j1,i2,j2≤k
∣∣∣∫
Si1,j1×Si2,j2
(W ′ρ − U ′pi)
∣∣∣−2ε.
Using that both W ′ρ and U ′pi are constant on the sets Si1,j1 × Si2,j2 we obtain that the right
side of the above inequality is equal to ‖W ′ρ − U ′pi‖1 − 2ε. Consequently
‖W ′ρ − U ′pi‖1 ≤ d+ 6ε.
Using that ‖W ρ −W ′ρ‖1, ‖Upi − U ′pi‖1 ≤ ε we get that
‖W ρ − Upi‖1 ≤ d+ 10ε.
Since ε > 0 is arbitrary, (9) follows. 
3 Main results
3.1 Property testing for functions
We define a notion of testability for properties of functions in W0 and for graphons. Formally, a
function property is a subset R ⊆ W0; a graphon property is a function property that is invariant
under isomorphism. A function property is closed if it is closed in the ‖.‖ norm.
Example 3.1 The function property of being 0-1 valued is a graphon property by the charac-
terization of isomorphism, but it is not closed, since for a sequence of random graphs Gn with
edge probability 1/2, the functions WGn are 0-1 valued, but their limit in the ‖.‖ norm, namely
the identically 1/2 function, is not.
The following definition of testability of a function property is analogous to the testability of
a graph property. The framework is that we study a functionW ∈ W0 by observing aW -random
graph G(k,W ).
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Definition 3.2 A function property R is testable if there is a graph property R′ (called a test
property for R) such that
(a) P(G(k,W ) ∈ R′) ≥ 2/3 for every function W ∈ R and every k ≥ 1, and
(b) for every ε > 0 there is a kε ≥ 1 such that P(G(k,W ) ∈ R′) ≤ 1/3 for every k ≥ kε and
every function W ∈ W0 with d1(W,R) ≥ ε.
Similarly as for graph properties, the constants 1/3 and 2/3 are arbitrary, but it would not
change the property if we replaced them by any two real numbers 0 < a < b < 1:
Lemma 3.3 Let 0 < a < b < 1. A graphon property R is testable if and only if there is a
graph property R′′ such that for every ε > 0 there is a constant k(ε) such that for every function
W ∈ W0 and k ≥ k(ε),
(a) if W ∈ R, then P(G(k,W ) ∈ R′′) ≥ b, and
(b) if d1(W,R) > ε then P(G(k,W ) ∈ R′′) ≤ a.
Proof. Suppose that R is testable, and let R′ be the graph property in the definition of
testability. For every simple graph F and k ≤ |V (F )|, define
qk(F ) = P(G(k, F ) ∈ R′).
Define the graph property
R′′ = {G : qk(F ) ≥ 1
2
}.
Let W ∈ R and let n > k be large enough. Then
E
(
qk(G(n,W ))
)
= P(G(k,W ) ∈ R′) ≥ 2
3
.
We use Azuma’s inequality to show that qk(G(n,W )) is highly concentrated. Indeed, let
X1, . . . , Xn ∈ [0, 1] be independent uniform samples, and let Zt = Et
(
qk(G(n,W ))
)
, where
Et means conditional expectation with respect to the choice of X1, . . . , Xt and the randomiza-
tion of the edges between nodes {1, . . . , t}. Then Z0, . . . , Zn is a martingale, with expectation
E(Z0) = E
(
qk(G(n,W ))
) ≥ 2/3. Furthermore, |Zt+1 − Zt| is bounded by the probability that a
random k-subset of {1, . . . , n} contains t+ 1, which is k/n. Thus by Azuma’s Inequality,
P
(
qk(G(n,W )) ≤ 1
2
)
≤ P
(
qk(G(n,W )) ≤ E(qk(G(n,W )))− 1
6
)
≤ exp
(
− n
72k2
)
.
Choosing n large enough, this probability will be less than 1− b, and hence
P
(
G(n,W ) ∈ R′′) > b.
So (a) is satisfied. The proof of (b) is analogous, and so is the proof of the converse. 
It follows from the definition that a graphon property is testable if and only if its closure in
the ‖.‖1 norm is testable. Furthermore, the closure in the ‖.‖ norm of a testable property is
testable (but not the other way around, see example 3.6(d) below). It follows from Theorem 3.4
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below (but it is not hard to see directly too) that if R is testable, then its closures in the ‖.‖1
norm and ‖.‖ norm coincide.
Since the distribution of G(k,W ) is preserved under isomorphism ofW , every closed testable
function property is a graphon property. In our applications to graph theory only closed graphon
properties will play a role, and we’ll focus on characterizing testability for such properties.
It is trivial that B1(R, ε) ⊆ B(R, ε) for every R ⊆ W and ε > 0. A reverse containment
characterizes testable graphon properties.
Theorem 3.4 A graphon property R is testable if and only if for every ε > 0 there is an ε′ > 0
such that B(R, ε′) ⊆ B1(R, ε).
Proof. Suppose thatR is testable with test propertyR′. Let ε > 0, let k = k(ε) be the constant
in the definition, and let ε′ = 2−k
2
. Suppose that for some W ∈ W0, we have d(W,R) < ε′.
Then there is a U ∈ R such that d(W,U) < ε′. By (4), we have for every graph F on k nodes
|tind(F,W ) − tind(F,U)| ≤
(
k
2
)
ε′.
Thus
|P(G(k,W ) /∈ R′)− P(G(k, U) /∈ R′)| ≤
∑
F∈Fn\R′
|tind(F,W )− tind(F,U)| ≤ 2(
k
2)
(
k
2
)
ε′ <
1
3
.
Hence P(G(n,W ) /∈ R′) < P(G(n, U) /∈ R′) + 13 ≤ 23 , which proves that d1(W,R) ≤ ε.
Conversely, suppose that R satisfies the condition in the proposition. Choose
kn =
1
2
√
logn, εn = n
−1/3.
Let R′ be the graph property that a graph G with |V (G)| = n has if and only if there exists a
U ∈ R such that |t(F,U) − t(F,G)| ≤ εn for all graphs F with |V (F )| ≤ kn. We show that (a)
and (b) are satisfied.
First, suppose that W ∈ R. Let n be large, and let F be a graph with at most kn nodes. By
Theorem 2.3, we have |t(F,G(n,W )) − t(F,W )| ≤ εn with probability at least
1− 2 exp(− nε2n
18k2n
)
.
Since the number of graphs on at most kn nodes is at most exp(k
2
n/2), the probability that
|t(F,G(n,W ))− t(F,W )| ≤ εn holds for every graph F on at most kn nodes is at least
1− 2 exp(k2n
2
− nε
2
n
18k2n
)
>
2
3
if n is large enough. Since W ∈ R, in every such case G(n,W ) ∈ R′. This proves that R′
satisfies (a).
Second, let ε > 0 and suppose that d1(W,R) > ε. By hypothesis, there is an ε′ > 0
(depending only on ε) such that d(W,R) > ε′.
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Let n be large, and suppose, by way of contradiction, that with probability larger than 1/3,
we have G(n,W ) ∈ R′. In every such case, there exists a function U ∈ R such that
|t(F,U) − t(F,G(n,W ))| ≤ εn (10)
for all graphs F with at most kn nodes. Similarly as above, Theorem 2.5 in [10] implies that
|t(F,G(n,W ))− t(F,W )| ≤ εn (11)
for all F with at most kn nodes with probability at least 2/3. There is an outcome for G(n,W )
for which both (10) and (11) occur, and so there always exists a function U ∈ R such that
|t(F,W ) − t(F,U)| ≤ 2εn
for all graphs F with at most kn nodes. By Theorem 3.6 in [7], it follows that
d(U,W ) ≤
22√
log2 kn
.
If n is large enough, this is less that ε′, contradicting the definition of ε′. 
We also prove the following characterization, which is a functional analogue of the charac-
terization of Alon, Fischer, Newman and Shapira [1].
Theorem 3.5 A graphon property R is testable if and only if for every ε > 0 there is an ε′ > 0
and a finite set S of stepfunctions such that R ⊆ B(S, ε′) ⊆ B1(R, ε).
This theorem gives a “constructive” method of testing a testable graphon property: for every
fixed error bound, it suffices to compute the d distance from a finite number of stepfunctions
to separate the case when W ∈ R from the case when d1(W,R) ≥ ε.
Proof. First, suppose that R is testable, and let ε > 0. By Theorem 3.4, there is an
ε′ > 0 such that B(R, 2ε′) ⊆ B1(R, ε). For every stepfunction s, consider the open ball
B(s, ε
′). These balls cover the whole space, so by the compactness of (W , δ) there is a
finite set S0 of stepfunctions such that the corresponding balls cover the whole space. Let S
be the set of those stepfunctions in S0 for which the corresponding balls intersect R. Then
clearly R ⊆ B(S, ε′). On the other hand, B(U, ε′) intersects R for every U ∈ S, and hence
B(S, ε
′) ⊆ B(R, 2ε′) ⊆ B1(R, ε).
Second, suppose that R satisfies the condition in the theorem, then for every ε > 0 there
exists an ε′ > 0 and a finite set S of stepfunctions such that R ⊆ B(S, ε′) ⊆ B1(R, ε/2). Let
ε′′ = εε′/6. We claim that
B(S, ε
′ + ε′′) ⊆ B1(B(S, ε′), ε/2). (12)
Indeed, let W ∈ B(S, ε′+ε′′). Then there is a U ∈ S such that ‖U−W‖ < ε′+2ε′′. Consider
Y = (1 − 13ε)W + 13εU . Then
‖Y − U‖ = ‖(1−
1
3
ε)(U −W )‖ < (1 −
1
3
ε)(ε′ + 2ε′′) < ε′,
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so Y ∈ B(S, ε′). On the other hand,
‖W − Y ‖1 = ‖1
3
ε(W − U)‖1 ≤ 1
3
ε <
1
2
ε,
and so W ∈ B1(B(S, ε′), ε/2). This proves (12), which in turn implies that
B(R, ε′′) ⊆ B(B(S, ε′), ε′′) ⊆ B1(B(S, ε′), ε/2) ⊆ B1(B1(R, ε/2), ε/2) = B1(R, ε).
This proves that R is testable. 
We conclude this section with some examples of testable and non-testable function properties.
Example 3.6 (a) Let R = {U}, where U ∈ W is the identically 1/2 function. Clearly this is
invariant under isomorphism. Consider a random graph Gn = G(n, 1/2); then ‖WGn−U‖ → 0
with probability 1, but ‖WGn − U‖1 = 1/2 for every n. So this property is not testable by
Theorem 3.4.
On the other hand, the complementary property Rc = W0 \ {U} is testable; indeed, its
closure is W0 (either in the ‖.‖ norm or the ‖.‖1 norm), which is trivially testable.
(b) Let S ⊆ W0 be an arbitrary graphon property and let a > 0 be an arbitrary number.
Then R = B(S, a) is testable.
Indeed, for ε > 0 define ε′ = aε/(2 − 2ε). Let W ∈ B(R, ε′). Then W ∈ B(S, a + ε′),
and so there is a U ∈ S such that ‖U −W‖ ≤ a + 2ε′. Consider Y = (1 − ε)W + εU . Then
‖Y − U‖ = ‖(1 − ε)(U − W )‖ ≤ (1 − ε)(a + 2ε′) = a, so Y ∈ R. On the other hand,
‖W − Y ‖1 = ‖ε(W − U)‖1 ≤ ε, and so W ∈ B1(R, ε).
(c) For every fixed graph F and 0 < c < 1, the property R that t(F,W ) = c is testable; an
appropriate test property is
R′ =
{
G : |t(F,G) − c| ≤ 1
log |V (G)|
}
. (13)
Indeed, it follows from Theorem 2.3 that with probability 1− o(1),
|t(F,W ) − t(F,G(n,W ))| ≤ 1
logn
.
So if t(F,W ) = c, then G(n,W ) ∈ R′ with large probability. Conversely, assume that d1(W,R) >
ε, and let (say) t(F,W ) > c. The functions Us = (1 − s)W , 0 ≤ s ≤ ε, are all in B1(W, ε),
and hence not in R. It follows that t(F,Us) > c for all s. On the other hand, t(F,Uε) =
(1 − ε)|E(F )|t(F,W ), and so t(F,W ) > (1 − ε)−|E(F )|c, which implies that G(n,W ) /∈ R′ with
large probability.
Fixing two subgraph densities, however, may yield a non-testable property: for example,
t(K2,W ) = 1/2 and t(C4,W ) = 1/16 imply that W ≡ 1/2 (see [6]).
(d) The graphon property that W is 0-1 valued is not testable. It is closed in the ‖.‖1 norm,
but its closure in the ‖.‖ norm is the whole set W0.
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3.2 Graph properties vs. function properties
3.2.1 Closure of graph properties
We want to establish the connection between testability of graph properties and graphon proper-
ties. The fact that graphons arise as limits of graph sequences suggests the following definition.
Definition 3.7 If P is a graph property, then we define its closure P as the set of all functions
W ∈ W0 for which there exists a sequence of graphs Gn ∈ P with |V (Gn)| → ∞ such that
Gn →W (i.e., WGn converges to W in the δ metric).
Clearly P is closed under isomorphism, i.e. it is a graphon property. The following examples
show that P is not necessarily an “extension” of P in the sense that P cannot be recovered from
it. Intuitively, P is a nice object which is a “clean” version of P ; it is an analytic profile of the
property P , which eliminates all uncontrollable noise from it.
Example 3.8 (a) Let P be the graph property that the graph doesn’t have a 4-cycle. Then
only the 0 function has property P . In fact, graphs without 4-cycles are sparse and property
testing (in the sense of Definition 1.1) does not distinguish sparse graphs from each other.
(b) Let P be the graph property that the graph has an even number of edges. Rather
counter-intuitively, this property is testable according to Definition 1.1 above, and its closure is
the whole set W0.
(c) Let P be the graph property that the graph has an even number of nodes. This property
is not testable, since adding a single node to a large graph changes the distribution of small
induced subgraphs by very little, but changes the property. The closure of this property is again
the whole set W0 (which is testable).
(d) Quasirandomness is defined as a property of a sequence of graphs, but we can make it a
graph property Q (at the cost of a somewhat arbitrary choice of the error bound) as follows: a
graph G on n nodes is quasirandom, if∣∣∣t(K2, G)− 1
2
∣∣∣ ≤ 1
logn
and t(C4, G) ≤ 1
16
+
1
logn
.
The closure Q of this property consists of only one function, the identically 1/2 function. This
singleton set of functions is not testable, since for any sequence (Gn) of quasirandom graphs,
‖WGn − 12‖ → 0 but ‖WGn − 12‖1 = 1/2. This implies (by Theorem 3.18 below) that quasiran-
domness is not a testable property.
The first part of the following fact was stated in [5].
Proposition 3.9 (a) The closure of a hereditary graph property P consists of those functions
W ∈ W0 for which
P(G(k,W ) /∈ P) = 0
for every k. Equivalently, tind(F,W ) = 0 whenever F /∈ P.
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(b) The closure of a testable graph property P consists of those functions W ∈ W0 for which
E(d1(G(k,W ),P))→ 0 (k →∞).
It follows from Theorem 3.5 that in the last formula, we could replace d1 by d.
Proof. (a) Assume that P(G(k,W ) /∈ P) = 0 for every k. Since G(k,W )→W with probability
1 as k →∞, it follows that W ∈ P.
To show the converse, assume that W ∈ P , and let (Gn) be a sequence of graphs such that
Gn ∈ P and Gn →W . We can write
P(G(k,W ) /∈ P) =
∑
F∈Fk\P
P(G(k,W ) = F ) =
∑
F∈Fk\P
tind(F,W ), (14)
so it suffices to prove that tind(F,W ) = 0 for F /∈ P . By (1), we have
|tind(F,Gn)− tind(F,WGn)| <
(
k
2
)
n− (k2) (15)
for every F ∈ Fk. For F ∈ Fk \ P , we have tind(F,Gn) = 0 since Gn ∈ P and the property is
hereditary. Hence by (15), in this case
tind(F,WGn)→ 0 (n→∞).
But Gn → W implies that
tind(F,WGn)→ tind(F,W ),
which proves (a).
(b) The argument is similar, but a little more complicated. First, assume that
E(d1(G(k,W ),P)
) → 0 as k → ∞. Then we can select a sequence k1 < k2 < . . . of inte-
gers such that
P
(
d1(G(km,W ),P) > 1
m
) ≤ 1
2m
.
Since the right hand sides have a finite sum, it follows by the Borel-Cantelli Lemma that
d1(G(km,W ),P) → 0 with probability 1. Hence with probability 1, there are graphs Hm ∈ P
such that d1(G(km,W ), Hm) → 0, which implies that δ1(G(km,W ), Hm) → 0. Furthermore, if
the sequence (km) is sufficiently sparse, we have G(km,W )→ W with probability 1 as k →∞,
and so Hm →W with probability 1. Thus W ∈ P .
Second, assume that W ∈ P , and let (Gn) be a sequence of graphs such that Gn ∈ P and
Gn → W . Fix any ε > 0. By the remark after the definition of property testing, there is a
graph property P ′ and a natural number kε such that for all k, n with kε ≤ k ≤ |V (Gn)| we
have P
(
G(k,Gn) /∈ P ′
) ≤ ε, but P(G(k,G) /∈ P ′) > 1/2 for all graphs G with |V (G)| ≥ k and
d1(G,P) > ε. By (14) we have
P
(
G(k,W ) /∈ P ′) = ∑
F∈Fk\P′
tind(F,W )
≤
∑
F∈Fk\P′
tind(F,Gn) +
∑
F∈Fk\P′
|tind(F,Gn)− tind(F,WGn)|
+
∑
F∈Fk\P′
|tind(F,WGn)− tind(F,W )|.
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Here the first sum is P
(
G(k,Gn) /∈ P ′
) ≤ ε. The other two sums tend to 0 as n → ∞ by (15)
and by Gn →W . So for k ≥ k0, we get that P
(
G(k,W ) /∈ P ′) ≤ ε.
Note that G(k,W ) has the same distribution as G(k,G(n,W )) for n ≥ k. Then for large
enough k, n we have
P
(
G(k,W ) /∈ P ′) ≥ 1
2
P
(
d1(G(n,W ),P) > ε
)
,
and so P
(
d1(G(n,W ),P ′) > ε
) ≤ 2ε. Hence
E
(
d1(G(n,W ),P)
) ≤ (1 − 2ε) · ε+ (2ε) · 1 < 3ε.
Since ε was arbitrary, this proves that E
(
d1(G(n,W ),P)
)→ 0. 
Part (a) of Proposition 3.9 implies:
Corollary 3.10 If P is a hereditary graph property, then W ∈ P depends only on the support
of W .
We conclude with two lemmas on testability. We’ll say more about both (Theorems 3.20 and
3.18), but these simple lemmas will be needed before that.
Lemma 3.11 Let P be a testable graph property. Then for every ε > 0 there is an ε′ >
0 and a positive integer n′ such that if G are two graphs with G′ ∈ P, δ(G,G′) < ε′ and
|V (G)|, |V (G′)| ≥ n′, then d1(G,P) < ε.
Proof. Let ε > 0 and let k = k(ε) in the definition of testability. We show that n′ = 9k2
and ε′ = 1/k2 is a good choice. Since G′ has property P , we have that at least 2/3 of its
k-node induced subgraphs have property P ′. It follows by (5) that more than 1/3 of the k-node
subgraphs of G have the property P ′. Hence d1(G,P) < ε by testability. 
Lemma 3.12 If P is testable then P is testable.
The converse is not true in general, but in Theorem 3.18 we will give a characterization of
testable properties in terms of their closure.
Proof. It suffices to prove that if (Wn) is a sequence of functions inW0 such that d(Wn,P)→
0, then d1(Wn,P) → 0. We may assume that the sequence Wn is convergent, so Wn → U for
some U ∈ W0 (in the δ distance). Clearly U ∈ P , so by the definition of closure, there are
graphs Hn ∈ P such that |V (Hn)| → ∞ and Hn → U .
Fix any ε > 0. By Lemma 3.11, there is an ε′ > 0 such that if |V (G)|, |V (H)| are large
enough, H ∈ P , and δ(G,H) < ε′, then d1(G,P) < ε. Furthermore, there is an nε ≥ 1 such
that if n ≥ nε, then δ(WHn , U), δ(Wn, U) ≤ ε′/3.
Fix any n ≥ nε, and let Gn,m (m = 1, 2, . . . ) be a sequence of graphs such that |V (Gn,m)| →
∞ and Gn,m →Wn as m→∞. Then
δ(Hn, Gn,m) ≤ δ(WHn , U) + δ(U,Wn) + δ(Wn,WGn,m) < ε′
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if m is large enough, hence by the choice of ε′, we have d1(Gn,m,P) ≤ ε. This means that there
are graphs Jn,m ∈ P with V (Jn,m) = V (Gn,m) such that d1(Gn,m, Jn,m) ≤ ε. By choosing a
subsequence, we can assume that Jn,m → Un as m → ∞ for some Un ∈ P . Applying Lemma
2.11 we obtain that
d1(Wn,P) ≤ δ1(Wn, Un) ≤ lim inf
m→∞
δ1(WGn,m ,WJn,m) ≤ lim inf
m→∞
d1(Gn,m, Jn,m) ≤ ε.
This proves the Lemma. 
3.2.2 Closure and distance
What is the relationship between the d1 distance from a property and from its closure? The
following propositions summarize what we know. We say that a graph G′ is an equitable m-
blowup of G if it is obtained by replacing each node of G by m or m+ 1 twin copies (m ≥ 1).
Proposition 3.13 (a) For every hereditary graph property P and every graph G,
d1(G,P) ≤ d1(WG,P).
(b) For every testable graph property P,
|d1(G,P)− d1(WG,P)| → 0 (|V (G)| → ∞).
(c) Let P be an arbitrary graph property and let G1, G2, . . . be all equitable blowups of a graph
G. Then
lim inf d1(G
n,P) = d1(WG,P).
Proof. (a) Let δ > 0 and U ∈ P be such that ‖WG − U‖1 ≤ d1(WG,P) + δ. Using Corollary
3.10, we may assume that U is a 0− 1-valued function. From the fact that G(n, U) has property
P with probability 1, it follows that G′ = G′(n, U) has property P with probability 1. By Lemma
2.6
E(d1(G,G
′)) = ‖WG − U‖1 ≤ d1(WG,P) + δ.
Hence there is an instance of G′ for which G′ ∈ P and d1(G,G′) ≤ d1(WG,P) + δ. Thus
d1(G,P) ≤ d1(G,G′) ≤ d1(WG,P) + δ. Since δ is arbitrary, this proves (a).
(b) Suppose not, then there exists a sequence of graphs (Gn) with |V (Gn)| → ∞ such that
d1(Gn,P) → a and d1(WGn ,P) → b, where a 6= b. We may assume that V (Gn) = [qn], where
qn →∞.
First, select graphs Hn ∈ P such that V (Hn) = V (Gn) and d1(Gn, Hn) = d(Gn,P). By
selecting a subsequence, we may assume that the sequence Hn is convergent; let U ∈ W0 be its
limit. Clearly U ∈ P. Then δ(WHn ,P) ≤ δ(WHn , U) → 0, and hence d(WHn ,P) → 0. By
Theorem 3.4, this implies that d1(WHn ,P)→ 0. But then in the inequality
d1(WGn ,P) ≤ d1(WGn ,WHn) + d1(WHn ,P)
the first term on the right hand side tends to a, while the second tends to 0, showing that b ≤ a.
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Second, fix ε > 0, and let Un ∈ P be such that d1(WGn , Un) ≤ d1(WGn ,P) + ε. By the
definition of testability of functions, there is an m ≥ 1 such that for m ≥ m0 and every n, we
have that G(m,Un) ∈ P ′ with probability at least 2/3.
Similarly as in the proof of (a), consider the random graph G′ = G′(qn, Un). Clearly
d1(Gn,P) ≤ d1(Gn, G′) + d1(G′,P). (16)
Here by Lemma 2.6
E(d1(Gn, G
′)) = d1(WGn , Un). (17)
Next we show that, with probability tending to 1 as n→∞, we have
d1(Gn, G
′) ≤ d1(WGn , Un) + ε. (18)
Indeed, the left hand side is the sum of qn/2 independent random variables, all 0− 1 valued, so
this follows by the Law of Large Numbers.
To estimate the other term in (16), let Z be a random m-element subset of X , and let Y
be a random m-elements subset of [0, 1]. The distributions of Z and Y are very close; indeed,
we can generate Z by generating Y and accepting it if its elements fall into different intervals
[i/qn, (i + 1)/qn], i = 0, . . . , qn − 1, and only regenerate otherwise. The probability that we
need to regenerate tends to 0 as n → ∞, so the total variation distance of Z and Y tends to
0. The probability that G(Y, Un) ∈ P ′ is at least 2/3 as P is testable by Lemma 3.12, and so
the probability that G(Z,Un) ∈ P ′ is at least 1/2. But G(Z,Un) has the same distribution as a
random m-node subgraph of G′, and so by testability,
P
(
d1(G
′,P) ≤ ε)+ 1
3
P
(
d1(G
′,P) > ε) ≥ 1
2
.
This implies that with probability at least 1/4,
d1(G
′,P) ≤ ε. (19)
With positive probability, both (18) and (19) occur, and so by (16) we have
d1(Gn,P) ≤ d1(Gn, G′) + d1(G′,P) ≤ d1(WGn , Un) + ε+ ε ≤ d1(WGn ,P) + 3ε.
Sending n → ∞ we see that a ≤ b + 3ε. Since ε was arbitrary, it follows that a ≤ b, which is a
contradiction.
(c) Let ε > 0, and let U ∈ P be a function such that ‖WG − U‖1 ≤ d1(WG, U) + ε. Let Hn
be a sequence of graphs such that Hn → U and Hn ∈ P . Then for an appropriate labeling of
the nodes of Hn, we have ‖WHn −U‖ → 0. Since WG is 0− 1 valued, Lemma 2.9 implies that
‖WHn −WG‖1 → ‖U −WG‖1. Let V (G) = {1, . . . , k} and V (Hn) = {1, . . . ,m}. Choose n large
enough so that ‖WHn −WG‖1 ≤ ‖U −WG‖1 + ε and m ≥ k/ε.
Let Vi =
{⌊(i − 1)m/k⌋ + 1, . . . , ⌊im/k⌋} for i = 1, . . . , k. Then (V1, . . . , Vk) is a partition
of V (Hn) into k almost equal classes. Define a graph G
′ on {1, . . . , k} by connecting u ∈ Vi to
v ∈ Vj if and only if ij ∈ E(G). Then G′ is an equitable blowup of G. Furthermore, WG′ and
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WG differ only on stripes of width less than 1/m along the orders of the squares on which WG
is constant, so ‖WG′ −WG‖1 ≤ 2k/m ≤ 2ε. Thus
d1(G
′,P) ≤ d1(G′, Hn) = ‖WG′ −WHn‖1 ≤ ‖WG′ −WG‖1 + ‖WG −WHn‖1
≤ 2ε+ (‖U −WG‖1 + ε) ≤ d1(WG,P) + 4ε.
Since ε was arbitrary, this proves that
lim inf d1(G
n,P) ≤ d1(WG,P).
To prove the converse, let a = lim inf d1(G
n,P), and let Hn ∈ P be chosen so that V (Hn) =
V (Gn) and d1(Hn, G
n) = d1(G
n,P). Select a subsequence such d1(Hn − Gn) → a, and choose
a further subsequence so that Hn is convergent. Let Hn → U ∈ P . We have δ(WHn , U) → 0
and δ(WGn ,WG)→ 0, hence by Lemma 2.11,
δ1(WG, U) ≤ lim inf δ1(WHn ,WGn) ≤ a.
Hence d1(WG,P) ≤ δ1(WG, U) ≤ a. 
Proposition 3.14 Let P be any graph property and Gn → W , a convergent graph sequence.
Then
lim inf
n→∞ d1(Gn,P) ≥ d1(W,P),
Proof. Let Hn ∈ P be such that V (Gn) = V (Hn) and d1(Gn, Hn) = d1(Gn,P). We
may select a subsequence so that Hn → U for some U ∈ W0. Clearly U ∈ P . Furthermore,
‖WGn −W‖ → 0 and ‖WHn − U‖ → 0, so by Lemma 2.8, we have
d1(W,P) ≤ ‖W − U‖1 ≤ lim inf ‖WGn −WHn‖1 = lim inf d1(Gn,P),
a contradiction. 
3.2.3 Monotone closure
For two functions U,W ∈ W0 we write U  W if there exist functions U ′,W ′ ∈ W such that
U ∼= U ′, W ∼= W ′, and U ′ ≤W ′ almost everywhere.
Let P a graph property. By its upward closure we mean the graph property P↑ consisting
of those graphs that have a spanning subgraph in P . For a function property R, we define its
upward closure to consist of those functions W ∈ W0 for which there exists a function U ∈ R
such that U W . In both versions, the downward closure is defined analogously.
The following theorem, whose proof is surprisingly nontrivial, asserts that closure and upward
closure commute.
Theorem 3.15 For every graph property P,
P↑ = (P)↑.
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Proof. First, let W ∈ P↑. Then there exists a graph sequence Gn → W ∈ W0 such that Gn
has a spanning subgraph G′n ∈ P . We consider the pair (Gn, G′n) as the graph Gn in which the
edges of G′n colored red, the remaining edges are colored blue. We may choose a subsequence
of the indices so that the remaining sequence is convergent as 2-edge-colored graphs, meaning
that for every 2-edge-colored simple graph F , the sequence of densities t(F,Gn) of the densities
of color-preserving homomorphisms is convergent. It is shown in [12] that the limit object of a
such a sequence can be described by a pair of functions U, V ∈ W0, such that V is the limit of
the sequence (Gn), U is the limit of the sequence (G
′
n), and U ≤ V almost everywhere. Hence
V ∼= W and U ∈ P. This proves that W ∈ (P)↑.
Conversely, let W ∈ (P)↑, then there is a U ∈ P and a V ∼= W such that U ≤ V . Let
Gn ∈ P be such that Gn → U . By Lemma 4.16 in [7], we may label the graphs Gn so that
‖WGn − U‖ → 0. Let L = Ln denote the partition of [0, 1] into N = |V (Gn)| equal intervals
{I1, . . . , IN}, and forW ∈ W , letWL denote the function obtained by replacingW by its average
on each of the intervals Ii × Ij . Clearly UL ≤ VL, and
‖U − UL‖ → 0, ‖V − VL‖ → 0 (20)
(this holds even with the L1-norm in place of the cut norm), and so
‖UL −WGn‖ → 0. (21)
Define
W ′n = VL +
1− VL
1− UL (WGn − UL)
(where the second term is 0 wherever UL = 1). Then
W ′n ≤ VL +
1− VL
1− UL (1 − UL) = 1,
and
W ′n = VL
(
1− WGn − UL
1− UL
)
+
WGn − UL
1− UL ≥ UL
(
1− WGn − UL
1− UL
)
+
WGn − UL
1− UL = WGn .
By Lemma 2.2,
‖W ′n − VL‖ =
∥∥∥ 1− VL
1− UL (WGn − UL)
∥∥∥

→ 0 (n→∞). (22)
SinceW ′n is a stepfunction that is constant on intervals I×J (I, J ∈ L), it can be viewed asWHn
for some weighted graph Hn on [N ]. Create a random graph G
′
n as follows: for 1 ≤ i < j ≤ N ,
connect i and j with probability equal to weight of the edge in Hn. Lemma 4.3 in [7] implies
that with probability at least 1− e−N ,
‖WG′n −WHn‖ ≤
10√
N
,
and hence
‖WG′n −W ′n‖ → 0 (n→∞). (23)
Trivially, Gn is a subgraph of G
′
n with probability 1, and (20), (21) and (23) imply that
‖WG′n − V ‖ ≤ ‖WG′n −W ′n‖ + ‖W ′n − VL‖ + ‖VL − V ‖ → 0.
This proves that V ∈ P↑, and so W ∈ P↑. 
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3.2.4 Robustness
The following definition will be important in our characterization of testable graph properties.
Definition 3.16 A graph property P is robust, if for every ε > 0 there are numbers n = n(ε) > 0
and ε′ > 0 such that if G is a graph with |V (G)| ≥ n(ε) and d1(WG,P) ≤ ε′, then d1(G,P) ≤ ε.
Proposition 3.13(b) implies that every testable property, in particular every hereditary prop-
erty, is robust. The following fact, which is an immediate consequence of Proposition 3.13,
provides a combinatorial criterion for robustness.
Proposition 3.17 A graph property P is robust if and only if for every ε > 0 there is an ε′ > 0
and an nε ≥ 1 such that if G is a graph with |V (G)| ≥ nε and G has infinitely many equitable
blowups G′ with d1(G′,P) ≤ ε′, then d1(G,P) ≤ ε.
3.2.5 Characterizing testability of graph properties
Our next main theorem shows the relationship between analytic and graph theoretic testability.
Theorem 3.18 A graph property P is testable if and only if it is robust and its closure P is
testable.
Proof. We have seen that every testable graph property is robust (Proposition 3.13(b)), and
that its closure is testable (Lemma 3.12). So to complete the proof, it suffices to prove that if P
is robust and P is testable then P is testable.
Let ε > 0. By the robustness of P , there is an ε′ > 0 and kε ≥ 1 such that if |V (G)| ≥ kε
and d1(WG,P) < ε′, than d1(G,P) < ε. By the testability of P and Theorem 3.4, there is an
ε′′ > 0 such that if d(W,P) < ε′′ then d1(W,P) < ε′. By the definition of P¯ and by Theorem
2.9 in [7], there exists an nε ≥ kε such that
(i) for every graph G ∈ P with |V (G)| ≥ nε, we have d(WG,P) < ε′′/4;
(ii) for every graph G with |V (G)| ≥ nε and every nε ≤ m ≤ |V (G)|, we have
δ(G(m,G), G) < ε
′′/4 with probability at least 2/3.
Let P ′ denote the property of a graph G that d(WG,P) ≤ ε′′/2 (this depends on ε, but as
we remarked after the definition, this is OK). We claim that P ′ is a good test property for P
(for the given ε).
Let G be a graph, nε ≤ n ≤ |V (G)|, and let H = G(n,G). First, suppose that G ∈ P . By
(i), d(WG,P) < ε′′/4. Further by (ii), δ(H,G) = δ(WH ,WG) ≤ ε′′/4 with probability at
least 2/3. In every such case,
d(WH ,P) ≤ δ(WH ,WG) + d(WG,P) < ε′′/2.
Thus H has property P ′.
Second, suppose that d1(G,P) ≥ ε; we want to prove by contradiction that H does not have
the property P ′ with probability at least 2/3. Assume that it is not true, then with probability
larger than 1/3, d(WH ,P) ≤ ε′′/2. We have d(WG,WH) ≤ ε′′/4 with probability more than
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2/3. This implies that there exists at least one induced subgraph H of G with n nodes such that
d(WG,WH) < ε
′′/4 and d(WH ,P) ≤ ε′′/2. We obtain that d(WG,P) < ε′′. It follows from
the testability of P that d1(WG,P) < ε′. It follows from the robustness of P that d1(G,P) < ε,
a contradiction. 
A further connection between testable graph properties and graphon properties is the follow-
ing fact:
Theorem 3.19 For every closed testable graphon property R there exists a testable graph prop-
erty P such that R = P.
Proof. Let ε > 0. Since R is testable, it follows by Theorem 3.4 that there is and ε′ > 0
such that B(R, ε′) ⊆ B1(R, ε). The set R, with the distance function δ, is a compact metric
space, and hence it can be covered by a finite number of balls Bi = B(Wi, ε
′/2), i = 1, . . . ,m.
For every 1 ≤ i ≤ m, there is a smallest positive integer ni such that if n ≥ ni then there is a
graph G with n nodes such that WG ∈ Bi. Let nε = maxi ni. So for every U ∈ R, and n ≥ nε
there is a graph G with n nodes such that (using the i for which Bi ∋ U),
δ(WG, U) ≤ δ(WG,Wi) + δ(Wi, U) ≤
ε′
2
+
ε′
2
= ε′ ≤ ε.
This also implies that δ1(WG,R) ≤ ε.
For every n ≥ 1, let
εn = max
( 50√
log logn
, sup{ε : nε ≥ n}
)
.
Clearly εn ց 0 as n → ∞, and εnε ≥ ε. We prove that the property P = {G : δ1(WG,R) ≤
ε|V (G)|} is robust and its closure is R.
First we show that R ⊇ P. Indeed, if W ∈ P, then there is a sequence Gn ∈ P with
|V (Gn)| → ∞ such that δ(WGn ,W ) → 0. Since Gn ∈ P means that δ(WGn ,R) ≤
δ1(WGn ,R) ≤ ε|V (Gn)| → 0, it follows that δ(W,R) = 0. Since R is closed, this implies
that W ∈ R.
To show that R ⊆ P, consider any U ∈ R, and let ε > 0. As we have seen above, there is
a graph G ∈ P with nε nodes such that δ(WG, U) ≤ ε and δ1(WG,R) ≤ ε ≤ εnε . So G ∈ P ,
which shows that there is a function WG with G ∈ P arbitrarily close to U .
To show that property P is robust, consider any graph G with n nodes. Choose U ∈ R so
that ‖WG − U‖1 ≤ 2d1(WG,R). By Corollary 2.7, there is a graph G˜ on n nodes such that
d1(G˜, U) ≤ 4‖WG − U‖1 ≤ 8d1(WG,R) and ‖W eG − U‖ ≤ 50√log logn ≤ εn. Thus G˜ ∈ P , and
d1(G,P) ≤ d1(G, G˜) = ‖WG −W eG‖1 ≤ ‖WG − U‖1 + ‖G˜− U‖1
≤ 2d1(WG,R) + 8d1(WG,R) = 10d1(WG,R).
Thus P is robust and P = R is testable. Theorem 3.18 implies that P is testable. 
Let us say that two graph properties P and P ′ are equivalent if their closure is the same.
Theorem 3.19 implies that equivalence classes of testable graph properties are in a one to one
correspondence with the testable graphon properties.
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As an application of these results, we give a purely combinatorial characterization of testabil-
ity, which generalizes the result of Alon and Shapira on the testability of hereditary properties,
and also contains a finite analogue of Theorem 3.5.
Theorem 3.20 For a graph property P, the following are equivalent:
(a) P is testable;
(b) For every ε > 0 there is an ε′ > 0 and an n′ > 0 such that if G ∈ P, G′ is any other
graph such that δ(G,G
′) < ε′, and |V (G)|, |V (G′)| ≥ n′, then d1(G′,P) < ε.
(c) For every ε > 0 there is an ε0 > 0 and an n0 > 0 such that if G ∈ P and G′ is an induced
subgraph of G such that δ(G,G
′) < ε0 and |V (G′)| ≥ n0, then d1(G′,P) < ε.
Remark 3.21 Condition (b) says that, roughly speaking, if a graph G is close to a graphH ∈ P
in the δ distance, then it is also close to a (possibly different) graph J ∈ P in edit distance.
But we need to be careful: Let P be the (trivial) graph property of having at most 1 node, then
a large edgeless graph will be close to P in the δ distance, but not in d1. The theorem shows
that it is enough to add the assumption that the graphs are large enough.
Condition (c) is a weakening of Alon–Shapira condition that the graph is hereditary. Theorem
2.11 in [7] implies that a randomly chosen k-node induced subgraph of G is closer to G than
10/
√
log k in the δ distance, with large probability. So we can think of induced subgraphs G
′
satisfying δ(G,G
′) < ε0 as “typical”.
Proof. Lemma 3.11 says that (a)⇒(b), and (b)⇒(c) is trivial. To prove that (c)⇒(a), we start
with proving a version of the condition in the theorem for functions.
Claim 3.21.1 For every ε > 0 there is an ε1 > 0 and an n1 > 0 such that if W ∈ P and G is
graph such that |V (G)| ≥ n1, tind(G,W ) > 0 and d(WG,W ) < ε1, then d1(G,P) < ε.
Given ε > 0, let ε0 and n0 be as in the condition of the theorem, and set ε1 = ε0/2,
n1 = n0. Let Hn ∈ P be a sequence of graphs such that Hn → W . Then tind(G,Hn) →
tind(G,W ) > 0, so for large enough n, G is an induced subgraph of Hn. Furthermore, we have
δ(G,Hn) ≤ δ(WG,W ) + δ(W,WHn) → δ(WG,W ) ≤ ε0/2, and so for large enough n we
have δ(G,Hn) < ε0. So the condition of the theorem implies that d1(G,P) < ε. This proves
Claim 3.21.1.
To prove that P is testable, we use Theorem 3.18: it suffices to prove that P is testable and P
is robust. To prove that P is testable, we use Theorem 3.4: We want to prove that if a function
is close to P in the ‖.‖ norm, then it is also close in the ‖.‖1 norm. Our next step is proving a
special case of this.
Claim 3.21.2 For every ε > 0 there is an ε2 > 0 such that if W ∈ P and U ∈ W is a function
such that U = W wherever W (x, y) ∈ {0, 1} and d(W,U) < ε2, then d1(U,P) < ε.
Let ε1 and n1 be as in Claim 3.21.1, and set ε2 = ε1/2. Choose a sequence Gn of graphs
such that Gn → U and tind(Gn, U) > 0. (For example, random graphs Gn = G(n, U) have this
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property with large probability.) By the condition on U , we have tind(Gn,W ) > 0. Furthermore,
δ(WGn ,W ) ≤ δ(WGn , U) + δ(U,W ) → δ(U,W ) < ε1/2, and hence for large enough n,
we have δ(WGn ,W ) < ε1. If we also choose n large enough so that |V (Gn)| ≥ n1, then
d1(Gn,P) < ε by Claim 3.21.1. Thus there exist graphs Hn ∈ P with V (Hn) = V (Gn) such that
d1(Gn, Hn) ≤ ε. We choose a subsequence such that Hn → W ′ for some function W ′, which is
then in P . Now Lemma 2.11 implies that δ1(U,W ′) < ε, and hence d1(U,P) < ε.
Claim 3.21.3 P is testable.
We use Theorem 3.4. Let (Un) be a sequence of functions inW0 such that d(Un,P)→ 0, we
want to prove that d1(Un,P) → 0. We may assume that (Un) is convergent in the δ1 distance,
and hence applying appropriate measure preserving transformations, we may assume that there
is a function W ∈ W0 such that ‖Un −W‖ → 0. Let
U ′n(x, y) =
{
W (x, y), if W (x, y) ∈ {0, 1},
Un(x, y), otherwise.
Let ε > 0 and choose n2, ε2 as in Claim 3.21.2, with input ε/2. Just as in the proof of Theorem
3.30, we see that ‖Un − U ′n‖1 → 0, so we can choose a large enough n such that ‖Un − U ′n‖1 <
min{ε/2, ε2/2} and also ‖Un −W‖ < ε2/2. Then U ′n = W wherever W ∈ {0, 1} and ‖U ′n −
W‖ ≤ ‖U ′n − Un‖ + ‖Un −W‖ ≤ ‖U ′n − Un‖1 + ‖Un −W‖ < ε2, and so by Claim 3.21.2
we have ‖U ′n −W‖1 < ε/2. Thus ‖Un −W‖1 ≤ ‖U ′n − Un‖1 + ‖Un −W‖1 ≤ ε.
Claim 3.21.4 P is robust.
Let ε > 0, let ε1 and n1 be chosen so that they satisfy Claim 3.21.1 with input ε/2, and
let ε′ = min(ε/4, ε1/3). Let G be a graph with |V (G)| = m ≥ n1 and d1(WG,P) < ε′. Let
W ∈ P be a function such that ‖WG −W‖1 < ε′. Consider the random graph G′ = G′(n,W ).
Then tind(G
′,W ) > 0 with probability 1, and by Lemma 2.5, with probability tending to 1,
‖WG′ −W‖ ≤ ε′ if n is large enough. Furthermore, Lemma 2.6 implies that E(d1(G,G′)) =
‖WG −W‖1 < ε′, and so with probability at least 1/2, we have d1(G,G′) < 2ε′ < ε/2. In such
a case
‖WG −W‖ ≤ ‖WG −WG′‖ + ‖WG′ −W‖ ≤ ‖WG −WG′‖1 + ‖WG′ −W‖ < 3ε′ = ε1,
and so by Claim 3.21.1, we have d1(G
′,P) < ε/2. Hence d1(G,P) ≤ d1(G,G′) + d1(G′,P) < ε,
which proves that P is robust.
Using Theorem 3.18, this completes the proof of Theorem 3.20. 
3.3 Property testing vs. parameter testing
Parameter testing is a problem related to property testing, and in some respects simpler; but the
main facts are often analogous. It was introduced in [7], where a number of different character-
izations were also given (see also [5]). We summarize the main results about parameter testing,
to point out this analogy; finally, we prove a direct connection between these notions.
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A graph parameter is a function defined on isomorphism types of graphs. A graph parameter
f is testable, if for every ε > 0 there is a positive integer k = k(ε) such that if G is a graph with
at least k nodes and S is a random subset of k nodes of G (chosen uniformly over all k-element
sets), then
P(|f(G) − f(G[S])| > ε) < 1/3.
Testability of parameters is related to the convergence of graph sequences:
Proposition 3.22 ([7]) A graph parameter f is testable if and only if f(Gn) converges for
every convergent graph sequence (Gn).
A graphon functional is a real valued function defined on graphons; equivalently, a functional
defined on W0 that is invariant under isomorphism. A graphon functional f is testable, if there
is a graph parameter g such that for every ε > 0 there is a positive integer k(ε) such that for
every W ∈ W0 and k ≥ k(ε),
P(|f(W )− g(G(k,W ))| > ε) < 1/3.
Informally, we can estimate the value of f(W ) by generating aW -random graph with sufficiently
many nodes, and evaluating the graph parameter g on this.
Testable graphon parameters have a simple characterization:
Proposition 3.23 A graphon parameter is testable if and only if it is continuous in the norm
‖.‖.
Proof. Suppose that f is testable. If ‖U −W‖ is small enough, then the distributions of
G(k,W ) and G(k, U) are close, and so there is a graph F such that |f(W ) − g(F )| ≤ ε and
|f(U)− g(F )| ≤ ε, so |f(W )− f(U)| ≤ 2ε. So f is continuous.
Conversely, if f is continuous, then it is uniformly continuous by the compactness of W , and
so for every ε > 0 there is an ε′ > 0 such that if δ(U,W ) ≤ ε′ then |f(U)− f(W )| ≤ ε′. Define
g(F ) = f(WF ) for a graph F . By Theorem 2.4, if k is large enough, then with large probability,
δ(WG(k,W ),W ) ≤ ε′,
and hence with large probability,
|g(G(k,W ))− f(W )| = |f(WG(k,W ))− f(W )| ≤ ε.
This proves that f is testable. 
Theorem 5.1 in [7] implies the following.
Proposition 3.24 A graph parameter is testable if and only if there is a testable graphon pa-
rameter f such that f(WG)− g(G)→ 0 if |V (G)| → ∞.
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We can view this last fact as follows: Every graphon functional f gives rise to a graph param-
eter f̂ by f̂(G) = f(WG). This graph parameter f̂ is testable if f is testable, and testable graph
parameters are exactly those that are “asymptotically equal” to f̂ for some testable graphon
functional f .
Alon and Shapira [2] proved that the edit distance from every hereditary graph property is
a testable parameter. More generally, Fischer and Newman [8] proved:
Theorem 3.25 (Fischer–Newman) A graph property P is testable if and only if the edit
distance d1(G,P) is a testable parameter.
The following theorem gives an analogue of this result for graphons, from which Theorem
3.25 can be deduced:
Theorem 3.26 A graphon property R is testable if and only if the distance d1(.,R) is a testable
functional.
The content of the theorem is that the d1 distance from a testable property is continuous
function in the ‖.‖ norm. It is trivial that this distance is continuous in the ‖.‖1 norm for
any graphon property. The second half of the proof below shows that the d1 distance from any
graphon property is lower semi-continuous in the ‖.‖ norm.
Proof. It is easy to see that if the functional d1(.,R) is testable then R is testable: the set
{W : d1(W,R) < ε} is open in the ‖.‖ norm, and contains the compact set R, so it contains
a neighborhood B(R, ε′) of R for some ε′ > 0.
Now suppose that R is testable. LetW ∈ W0 and letWn →W . We claim that d1(Wn,R)→
d1(W,R). We may assume that ‖Wn −W‖ → 0.
Let ε > 0, and let U ∈ R be such that ‖W − U‖1 ≤ d1(W,R) + ε. By Lemma 2.10, there is
a sequence of functions Un ∈ W such that ‖Un − U‖ → 0 and ‖Un −Wn‖1 → ‖U −W‖1. By
the testability of R and by Theorem 3.4, it follows that ‖Un − U‖1 → 0, and so
‖Wn − U‖1 ≤ ‖Wn − Un‖1 + ‖Un − U‖1 → ‖U −W‖1.
Hence
lim sup
n→∞
d1(Wn,R) ≤ lim sup
n→∞
‖Wn − U‖1 ≤ ‖U −W‖1 ≤ d1(W,R) + ε.
Since ε > 0 is arbitrary, this implies that
lim sup
n→∞
d1(Wn,R) ≤ d1(W,R) (24)
To prove the reverse, let Vn ∈ R be chosen so that ‖Wn − Vn‖1 ≤ d1(Wn,R) + 1/n. By
selecting a subsequence, we may assume that the sequence (Vn) is convergent in the δ distance.
Let V ∈ W0 be its limit. Clearly V ∈ R. Thus by Lemma 2.11 we have
d1(W,R) ≤ δ1(W,V ) ≤ lim inf
n→∞
δ1(Wn, Vn) ≤ lim inf
n→∞
d1(Wn,R). (25)
The relations (24) and (25) prove that d1(Wn,R)→ d1(W,R), and so d1(.,R) is continuous.

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The theorem of Fischer and Newman (Theorem 3.25) is easy to derive from here. By the
results of [7] Theorem 6.1(d), it suffices to prove that for every testable property P , d1(W,P) is
a continuous function of W in the ‖.‖ norm, and d1(G,P) − d1(WG,P) → 0 if |V (G)| → ∞.
The first assertion follows from Theorem 3.26, the second, from Proposition 3.13(b).
3.4 Flexible properties
Let W ∈ W0. A function U ∈ W0 is a flexing of W if U(x, y) = W (x, y) for all x, y with
W (x, y) ∈ {0, 1} (so we may change the values of W that are strictly between 0 and 1; note
that we may change these to 0 or 1, so the relation is not symmetric). We say that a function
property is flexible if it is preserved under flexing. The following Proposition gives some sufficient
conditions for flexibility; the proofs are straightforward and omitted.
Proposition 3.27 (a) Every function property that implies that the function is 0− 1 valued is
flexible.
(b) For every graph F , the function property {W ∈ W0 : t(F,W ) = 0} is flexible.
(c) If R is a flexible function property, then the function properties R∗ = {1−W : W ∈ R},
R↑ and R↓ are flexible.
(d) The intersection and union of any set of flexible properties is flexible.
We call a graph property flexible if its closure is flexible.
Example 3.28 (a) The graph property thatG is clique of size ⌈|V (G)|/2⌉, together with isolated
nodes, is flexible, since its closure consists of a single graphon (represented by the function W
that is 1 if x, y ≤ 1/2 and 0 otherwise).
(b) The graph property that ω(G) ≥ |V (G)|/2 is flexible (where ω(G) is the size of the largest
clique in G), since it is the upward closure of the property in (a). Similarly, the property that
α(G) ≥ |V (G)|/2 is flexible (where α(G) is the size of the largest independent set in G).
(c) The graph property that there is a labeling of the nodes by {1, . . . , n} such that two nodes
are connected if and only if their labels sum to at most n, is flexible. Indeed, the closure of this
graph property consists of a single graphon (represented by the function W that is 1 if x+ y ≤ 1
and 0 otherwise). This closure is flexible by Proposition 3.27(a).
(d) The graph property that there is a labeling of the nodes by {1, . . . , n} such that all pairs
whose labels sum to at most n are connected by an edge, is flexible. Indeed, this is the upward
closure of the property in (c).
These and other examples follow from the following proposition:
Proposition 3.29 (a) Every graph property P for which P consists of 0− 1 valued functions is
flexible.
(b) If a graph property is flexible, then so are its upward and downward closures.
(c) If a graph property P is flexible, then so is the property obtained by complementing all
graphs in P.
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(d) Every hereditary graph property is flexible.
Proof. (a) is obvious. (b) follows from Theorem 3.15 and Proposition 3.27 (c). Assertion (c)
follows from Proposition 3.27 (c). Finally, (d) follows from 3.9 (a), since if t(F,W ) = 0, then
t(F,U) = 0 for every flexing U of W . 
Our main result about flexible properties is the following.
Theorem 3.30 (a) Every closed flexible graphon property is testable.
(b) Every robust flexible graph property is testable.
Remark 3.31 1. It is important to assume that the property is closed. We have seen that the
function property of being 0-1 valued is flexible and it is trivially a graphon property, but it is
not testable.
2. We can weaken this notion slightly in a way that we preserve testability. We say that
a function property is weakly flexible if it is closed under those flexings that do not change the
integral of the function. A good example for this is the property which consists of those functions
whose integral is 1/2. One can modify the proof of Theorem 3.30 to show that every weakly
flexible function property is testable.
Proof. The second assertion is an immediate consequence of the first, so we only prove (a).
Assume that d(Wn,R) → 0 but d1(Wn,R) ≥ ε for some fixed ε > 0. We can assume that
Wn converges to some W ∈ R in the ‖.‖ norm. Let S0 = W−1(0) , S1 = W−1(1) and let
Zn ∈ W0 denote the function which is 1 on S1, 0 on S0 and is identical with Wn anywhere else.
By flexibility, we have Zn ∈ R. By Lemma 2.2,
lim
n→∞
‖Wn − Zn‖1 = lim
n→∞
(∫
S0
Wn +
∫
S1
(1−Wn)
)
=
∫
S0
W +
∫
S1
(1−W ) = 0,
which is a contradiction. 
The theorem of Alon and Shapira [2] follows easily. Let P be a hereditary graph property.
By Proposition 3.29 P is flexible, and so by Theorem 3.30, its closure is testable. So it suffices
to prove that P is robust, which follows from Proposition 3.13(b).
Let U,W ∈ W0 and consider a convex combination Z = αU + (1 − α)W , 0 < α < 1. Then
both U and W are flexings of Z. This implies the following very useful observation:
Proposition 3.32 If R is a flexible function property, then W0 \ R is a convex set. 
Corollary 3.33 The distance d1(U,R) from a flexible function property is a concave function
of U . 
Alon and Stav [3] proved the surprising fact that for every hereditary graph property P there
is a number p, 0 ≤ p ≤ 1, such that the random graph G(n, p) is, asymptotically, at maximum
edit distance from the property:
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Theorem 3.34 (Alon and Stav) For every hereditary graph property P there is a number p,
0 ≤ p ≤ 1, such that for every graph G with |V (G)| = n,
d1(G,P) ≤ E(d1(G(n, p),P)) + o(1) (n→∞).
The following theorem states a functional version and a generalization of this fact.
Theorem 3.35 (a) For every flexible graphon property R, the maximum of d1(.,R) is attained
by a constant function.
(b) For every flexible and robust graph property P there is a number p, 0 ≤ p ≤ 1, such that
for every graph G with |V (G)| = n,
d1(G,P) ≤ E(d1(G(n, p),P)) + o(1) (n→∞).
By Proposition 3.29(d), Theorem 3.34 is a consequence. A further corollary is that the
conclusion of Theorem 3.35 holds for the properties in Example 3.28(a),(b).
Proof. Part (a) of the theorem is an easy consequence of Proposition 3.32 and Corollary 3.33.
(The proof in fact works for any norm on W instead of the norm ‖.‖1.)
To prove part (b), let p ∈ [0, 1] maximize d1(p,P) (where p also denotes the constant p
function), and let b denote the maximum value. It suffices to prove that
E(d1(G(n, p),P)) ≥ b+ o(1) (n→∞), (26)
and
d1(G,P) ≤ b+ o(1) (|V (G)| → ∞). (27)
The first bound is quite easy: We can fix a choice Gn for the random graphs so that
d1(Gn,P) ≤ E(d1(G(n, p),P)) + o(1) and Gn → p. Then by Proposition 3.14, we have
lim inf d1(Gn,P) ≥ d1(p,P) = b.
Suppose that (27) fails. Then there exists a sequence of graphs Gn with |V (Gn)| → ∞ such
that
d1(Gn,P)→ b′ > b.
We may assume that Gn →W ∈ W0. By part (a),
d1(W,P) ≤ d1(p,P).
Since the property P is robust and flexible, it is testable, and hence by Proposition 3.13(b), we
have d1(Gn,P) − d1(WGn ,P) → 0. Thus d1(WGn ,P) → b′. Theorem 3.26 then implies that
d1(W,P) = b′, a contradiction. 
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4 Concluding remarks
We have mentioned after the definition of testable properties that some modifications in the
definition do not change the notion of testability. Let us discuss some other possible modifications
that would lead to a different, generally less interesting notion.
Examples 3.8(b) and (c) suggest that in the definition of of the edit distance, we could allow
adding or removing nodes as well as adding or removing edges. This would of course change
which graph properties are testable, but would not change the closure of testable properties, due
to Theorem 3.20.
Example 3.8(d) is counterintuitive again, since the densities in the definition can be estimated
from samples easily. The trouble is that a small error in these densities only implies that the
graph is close to a quasirandom graph in the d distance, not in d1.
Considering how useful the cut distance has been, why don’t we measure the error in cut
distance? The answer is that this would lead to a trivial notion: Every graphon property is
testable if we measure the error in the distance d. Indeed, given a graphon property R, we
can define R′ as the property of the graph G that d(WG,R) ≤ 10/
√
log |V (G)|. If W ∈ R,
then G = G(n,W ) satisfies δ(WG,W ) ≤ 10/
√
log |V (G)| with large probability, and in such
cases G ∈ R′. Conversely, if d(W,R) > ε, then for G = G(k,W ) with k > 28/ε2 we have
δ(WG,W ) < ε/2 with large probability; if this happens, then we must have d(WG,R) > ε/2
(else it would follow that d(W,R) < ε), and so if k is large enough, we have G ∈ R′.
We get a different and potentially interesting notion of testing function properties if instead
of G(n,W ), we consider the edge-weighted graph H(n,W ) in which we select n random points
X1, . . . , Xn from [0, 1], but instead of randomizing a second time to get the edges, we keep
W (Xi, Xj) as the weight of the edge ij. The singleton set R = {U ≡ 1/2} would become
testable in this notion. We don’t have a characterization of testability in this sense.
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