Abstract. In the article [2, Th. 68], it was shown that there exists a Banach space X with Schauder basis (e i ) ∞ i=1 which does not admit ℓ p as the model space obtained by a finite chain of sequences such that each element is a spreading model of a block subsequence of the previous element, starting from a block subsequence of (e i ) ∞ i=1 . We prove that X has the stronger property of not admitting ℓ p via a finite chain consisting of block asymptotic models. This is related to a question posed by L.
. We prove that X has the stronger property of not admitting ℓ p via a finite chain consisting of block asymptotic models. This is related to a question posed by L.
Halbeisen and E. Odell in [6] for the special case of block generated asymptotic models. Also, we show that for every k ∈ N the Ramsey Coloring Theorem for [N] k is equivalent to the following k-oscillation stability:
In an arbitrary Banach space X, for every ǫ > 0 and for every normalized sequence (e i ) i∈N in X there exists M ∈ [N] ∞ such that if n 1 , n 2 , · · · , n k , m 1 , m 2 , · · · , m k ∈ M , then 
Preliminaries and Introduction
In [6] , the authors used Milliken's Theorem to introduce asymptotic models with a strong form of convergence with respect to a sequence of seminormalized sequences which satisfy some additional properties. On the other hand, in the article [3] , a different type of convergence, related to the process of obtaining a spreading model of a block subsequence of another spreading model, is introduced and analyzed. In this paper, we follow these ideas in the context of asymptotic models, by introducing higher order asymptotic models, and extend some of the known results from the higher order spreading models. But, we shall use Ramsey Theorem rather than Milliken's Theorem to introduce a kind of higher order asymptotic model. In the next two paragraphs, we shall include some notation and terminology that we need throughout the paper.
The symbol F IN will denote the family of all finite subsets of N. If N is an infinite subset of N, then we denote by [N] ∞ the set of all infinite subsets of N. To specify the elements of a s ∈ F IN we shall write s = {s(1), · · · , s(|s|)} and in this notation we shall always assume that s(1) < s(2) < · · · . < s(|s|). If s, t ∈ F IN, we say that s < t if max{s} < min{t} (that is, s(|s|) < t(1)). In the case when s = {n} we simply write n < t. If s, t ∈ F IN, then s ⊑ t means that s is an initial segment of t and when s < t we denote s ∞ and n ∈ N, then A/n = {m ∈ A : n < m}. We denote for F ⊂ F IN, F /k = {s ∈ F : min(s) > k}. If F ⊆ F IN and n ∈ N, then F {n} = {s ∈ F IN : n < s and {n}
∞ , then {n 1 , n 2 , · · · .} will stand for the increasing enumeration of N.
Our Banach spaces will be separable, infinite dimensional and real. The sphere of a Banach space X will be denoted by S(X). The dual space of a Banach space will be denoted by X * . In case that several Banach spaces are involved and we want to specify the norm of a Banach space X we shall write · X . We say that (e n ) n∈N is a Schauder basis of X if for each x ∈ X there is a unique sequence of real numbers (a n ) n∈N such that x = ∞ n=1 a n e n and say that it is a basic sequence if it is a Schauder basis of the space they generate. All the Banach spaces that we shall consider in this paper will have a Schauder basis. Thus, for our convenience, a Banach spaces X will be identified with a Schauder basis (e n ) n∈N of it. If (e n ) n∈N is a Schauder basis for X, then e * i ( ∞ n=1 a n e n ) = a i is a functional on X. Thus {(e n , e * n )} n∈N is a biorthogonal system. Let X be a Banach space and let (x n ) n∈N be a sequence in X. The sequence (x n ) n∈N is called normalized if ||x n || = 1 for all n ∈ N. We say that (x n ) n∈N is C-basic if n i=1 a i x i ≤ C m i=1 a i x i for all n < m and (a i ) m i=1 ⊆ R. The minimum number C with this property is called the basic constant of (x n ) n∈N and will be denoted by bc(x n ) n∈N .
In the literature, one of the main problems regarding the notion of asymptotic structure is to see if certain desirable spaces can be obtained through the application of processes inside of a given Banach space. An important example about this is the celebrated Theorem of Krivine [7] concerning the finite representability of some ℓ p , with p ∈ (1, ∞], in any Banach space. It is known ( [8] ) that there is a Banach space X such that no ℓ p can be generated as a spreading model by any of its weakly null sequences. In a recent paper by S. A. Argyros, V. Kanellopoulos and K. Tyros, [2] , this last result was extended so that not even a finite chain of block generated spreading models starting from this space X can generate an ℓ p . This question remained open for the case of asymptotic models introduced in [6, P. 6.5] , that is: Question 1.1. For any space X, does there exist a finite chain of asymptotic models X = X 0 , X 1 , · · · , X n , so that X i+1 is an asymptotic model of X i , for i = 2, · · · , n, and X n is isomorphic to c 0 or ℓ p for some 1 ≤ p < ∞ ?
This question motives this paper. In fact, we give a negative solution to Question 1.1 when the asymptotic models are block generated or weakly generated.
For the reader convenience and to explain the new concepts that we shall need, we recall several notions from the literature:
• Spreading model: Let (x n ) n∈N be a normalized basic sequence of a Banach space X. A Banach space E with a Schauder basis (e n ) n∈N is called a spreading model of (x n ) n∈N if there is ǫ n ց 0 such that for every s = {s(1), · · · ., s(n)} ∈ F IN with s(1) ≥ |s| = n we have that
n . In this case, we say that (x n ) n∈N generates (e n ) n∈N (or E) as a spreading model.
A. Brunel and L. Sucheston [5] showed that every normalized basic sequence of a Banach space has a subsequence that generates a spreading model. The proof of this result involves Ramsey Theorem. Indeed, in [10] , the reader can find a beautiful proof of this fact using the theorem known as Ramsey's Theorem for Analysis (see below Theorem 3.1). We shall show, in the next section, that the Brunel-Sucheston Theorem is in fact equivalent to Ramsey's Theorem (see Theorem 3.3).
The next definition of K-basic array from the paper [6] is used to generalize the notion of spreading model:
• Basic matrix: A matrix (x n m ) n,m∈N of elements of X is called a basic matrix if (x n m ) m∈N is a normalized basic sequence in X for each n ∈ N.
• Asymptotic model: Let (x n m ) n,m∈N be a basic matrix of a Banach space X. We say that a Banach space E with a normalized Schauder basis (e n ) n∈N is an asymptotic model of (x n m ) n,m∈N if for each ǫ n ց 0 there is a sequence (k i ) i∈N in N such that for every s = {s(1), · · · , s(n)} ∈ F IN with s(1) ≥ |s| = n we have that
n . When this happens we say that (x n m ) n,m∈N generates (e n ) n∈N (or X) as an asymptotic model.
It is known in that if (x n m ) n,m∈N is a basic matrix of a Banach space X and ǫ n ց 0, then there is a sequence (k n ) n∈N in N such that for every s, t ∈ F IN with s(1) ≤ |s| = n = |t| ≥ t(1) we have that
In the first section, we prove several results concerning uniform barriers that will be applied in further sections. We prove, in the second section, that Ramsey's Theorem is equivalent to some kind of oscillation properties in Banach spaces. The third section is devoted to recalling the definition and some properties of plegma families which were introduced in [3] . Finally, in the last section we answer a problem related to Question 1.1.
Uniform Barriers
The Nash-William's Theory of Fronts and Barriers has been very important in the study of asymptotic models. Next we list some standard terminology of this theory that can be found in [4] .
Given an F ⊆ F IN and an infinite set M ⊆ N, F ↾ M denotes the set {s ∈ F : s ⊆ M}.
• B is called thin if s ⊑ t for distinct s, t ∈ B.
• B is called a barrier if: -For every M ⊆ N there is an s ∈ B such that s ⊑ M. -For every s, t ∈ B if t = s then s ⊆ t and t ⊆ s. B is a spreading barrier if, in addition -If s ∈ B and r ∈ F IN are such that s(i) ≤ r(i), for all i ∈ N, then there exists t ∈ B such that r ⊑ t.
• We say that B has the Ramsey property if for every partition B = P 0 ∪ · · · ∪ P k and for every
∞ such that at most one of the sets P 0 ↾ M , · · · , P k ↾ M is nonempty.
• We define B ⊕ C = {s ∪ t : s ∈ B, t ∈ C and s < t}.
It is not hard to see if B, C ⊆ F IN are both barriers, then B ⊕ C is also a barrier.
Given D ⊆ (F IN)
<∞ we say it has the Ramsey property if for every partition D = P 0 ∪ · · · ∪ P k and for every
∞ such that at most one of the sets P 0 ↾ M , · · · , P k ↾ M is nonempty. Where
this definition is equivalent to its image having the Ramsey property. Definition 2.2. Let F ⊆ F IN and α < ω 1 . We say that F is α-uniform if:
• α = 0 and F = {∅}.
• α = β + 1 and F {n} is β-uniform for each n ∈ N.
• α is a limit ordinal and there is a sequence α n ր α such that F {n} is α n -uniform for each n ∈ N. We say that F is uniform if it is α-uniform for some α < ω 1 .
It was shown by Nash-Williams ([4, Lemma II.2.7]) that every thin family is Ramsey though for the special case of uniform barriers it can shown by a simple induction.
<∞ , then we will write T N,M (s) = {n k 1 , · · · , n k l }. Observe that given an uniform barrier F on M, T M,N (F ) is a uniform barrier on N with the same uniformity as F . We omit the proof of the following easy lemma.
∞ and k ∈ N, we have that
Proof. The proof will be by induction on o(G). The case when o(G) < ω is straightforward. Now, let α < ω 1 and assume that the result holds for each barrier with uniformity < α. Let F , G ⊆ F IN be uniform barriers with
To carry out the construction take n ∈ N and assume that L i and l i have been defined for each i ≤ n. By definition of uniformity there must exist
Then, we apply the induction hypothesis to these barriers and M/{m n+1 } and
∞ such that the conclusion holds. Let us prove that the set L 0 = {l k : k ∈ N \ {0}} satisfies the conclusion of the theorem. Indeed, to see this take any
By the previous lemma and clause (3) , we have that
Suppose that the second option holds, then by the conclusion of Theorem 2.4 it follows that there exists
If follow from Corollary 2.5 that
is a well-defined function. It follows directly from Theorem 2.4 that this function is also surjective.
Some Remarks on Ramsey's Theorem
First, we recall a nice construction of Banach spaces. Given an infinite set I, c 00 (I) will denote the set of all finitely supported functions from I to R. For x ∈ c 00 (I), we let supp(x) = {i ∈ I : x(i) = 0} stand for the support of x. Given i ∈ I, we let e i : I → R the function defined by e i (i) = 1 and
To define a seminorm on c 00 (I) we can choose W ⊆ c 00 (I) * , we shall refer to this as the norming set, and define x W = sup{|f (x)| : f ∈ W } for every x ∈ c 00 (I). It is clear that · W is a seminorm on c 00 (I). In particular, if 
Based on the previous theorem we say that
∞ satisfies that N/m ⊆ M for some m ∈ N, then it is also true that F converges to x on N.
As far as we know Ramsey's Theorem for Analysis was stated in this form for the first time in [10] . Let us make some important comments about the proof of Brunel-Sucheston Theorem, which lies in [10] , by using Ramsey's Theorem for Analysis. Since our objective is to apply this theorem to obtain different asymptotic structures it is tempting to use (as the (X, d) in (3.1), for each k ∈ N, the metric space
· is a norm and ∀i = 1, · · · , k( e i = 1)} with metric given by
for every couple of norms ( · 1 , · 2 ) of M k , but these spaces are not compact. In fact, a simple example to see this, for k = 2, is the sequence of norms on R 2 defined by the sets
1 n e * 2 , } ⊆ c 00 (2). It is easy to see that every one of this sets defines a norm element of M 2 and such that the sequence is Cauchy and yet it cannot converge to a norm (since the vector (1, 1) would necessarily have "norm" 0 ). If we replace "norm" by "seminorm" as follows
where {e i : 1 ≤ i ≤ n} be the canonical base of R n , then the assertion is true. We remark that for every ρ ∈ N k we have that |ρ(x)| ≤ x ℓ 1 for each x ∈ R k . Theorem 3.1 is often either applied implicitly or its proof is explicitly repeated to various closed subsets of N k to obtain certain asymptotic structures. To guarantee that the seminorms obtained by applying the Ramsey Theorem for Analysts we shall use the following closed subsets of
and bc(e i ) k i=1 ≤ 2} and
and (e i ) k i=1 is 2 unconditional}. Next, we shall state and prove that the Ramsey Coloring Theorem is equivalent to the following notion of oscillation stability on Banach spaces. Definition 3.2. Let k ∈ N and let X be a Banach space. We say that a normalized sequence (e i ) i∈N in X is k-oscillation stable if for every ǫ > 0 there exists M ∈ N such that for each
Let us explain the name of the notion introduced in Definition 3.2. In [4, Def. III.5.4], a function f : S(X) → R called oscillation stable on X if for all infinite dimensional closed subspaces Y of X and ǫ > 0 there is a closed infinite dimensional subspace Z of Y such that sup {|f (x) − f (y)| : x, y ∈ S(Z)} < ǫ. Now, given a normalized sequence (e i ) i∈N , it is possible to define the function Φ k : [N] k → N k that takes F ∈ N k to the seminorm generated by < e i > i∈F , since N k is a compact metric, by analogy, we get the concept of k-oscillation stability for a normalized sequence. (1) For every function
In an arbitrary Banach space X, for every ǫ > 0 and for every normalized sequence
Proof. We only need to show the implication (3) ⇒ (1). Let C : [N] k → 2 be a function. Then, we define the following norming set
Notice (e i ) i∈N is a normalized sequence. We claim that if C(t) = 1, then
It then follows from the definition of the norm || · || W that || j∈t e j || W ≤ k −1. By applying the hypothesis to ǫ = 1 2 , there exists a k-oscillation stable subsequence (e n i ) i∈N . Set M = {n i : i ∈ N}. Then, we have that
So, by the above claim, we obtain that C(t) = 0 for every 
Plegma Families
We start this section with a small modification of the notion of plegma family introduced in [3] . (1) |s 1 | ≤ |s 2 | ≤ · · · ≤ |s n |, and
For B ⊆ F IN and n ∈ N, the n-plegma family of B is the family
is plegma }. We remark that this definition of plegma family allows the finite sets be empty. For instance the family (∅, ∅, · · · , ∅) is always a plegma family according to our definition. This is very useful in the induction steps of several proofs in this paper.
In the article [3] , the authors showed that if B is a spreading barrier, then P lm n (B) has the Ramsey property for all n ∈ N.
In the next lemma we prove that for finitely many uniform barriers of increasing uniformity we can always find plegma sequences with very strong properties somehow related to each given barrier.
Proof. Take an arbitrary m 1 ∈ N and notice that B 1{m 1 } has uniformity λ 1 < γ 1 . Since γ 1 ≤ γ 2 , we claim that there is m 2 ∈ M with m 2 > m 1 such that B 2{m 2 } has uniformity λ 2 and λ 1 ≤ λ 2 < γ 2 . Indeed, in the case that γ 2 is a limit ordinal, we have by definition of uniformity that sup{unif (B 2{j} ) : j ∈ N} = γ 2 . In the case that γ 2 is a successor ordinal, again by definition of uniformity, it follows that unif (B 2{j} ) = γ 2 − 1 for each j ∈ N. In both cases the choice of an appropriate m 2 is simple. By applying this argument recursively, we define natural numbers m 1 < m 2 < · · · < m n in M and barriers B 1{m 1 } , B 2{m 2 } , · · · , B n{mn} of uniformity λ 1 ≤ λ 2 · · · ≤ λ n , respectively, such that λ n < γ n .
Proof. The proof goes by induction on γ n . Assume that γ n < ω. We know that [M] γ j is the unique γ j uniform barrier on M = {m i : i ∈ N} for each 1 ≤ j ≤ n. So, for every 1 ≤ j ≤ n, we take s j ∈ B j so that
Notice that |s j | = γ j for each 1 ≤ j ≤ n. So, by hypothesis, we get |s 1 | ≤ |s 2 | ≤ · · · ≤ |s n |. It is not hard to see that (s j ) n j=1 has the desire properties. Next, we assume that the theorem holds for uniform barriers of uniformities λ 1 ≤ λ 2 , · · · , ≤ λ n , respectively, where λ n < γ n . By applying Lemma 4.2 to M and the barriers B i 0 , B i 0 +1 , · · · , B n , where i 0 ∈ N is the first element satisfying γ i 0 > 0 we can find
respectively, and λ n < γ n . Now, we apply the induction hypothesis to these barriers and M ′ = M/{m n } to find s
By using previous theorems, we apply Theorem 3.1 as follows:
) be a compact metric space, B an spreading barrier and n ∈ N. For every function F : P lm n (B) → X and for every sequence
∞ and x ∈ X such that
Proof. It is easy to see that the function φ defined 1 on P lm n (B) is injective and that the image of B is a thin family. In particular, it has the Ramsey property. The conclusion follows by applying Theorem 3.1 to this image. This theorem will be apply, in the next section, to the metric space (N k , d k ), for k ∈ N, but for the sake of completeness let us show that it is compact. Proof. We prove that the space is both complete and totally bounded. Indeed, it is not hard to se that it is complete since any Cauchy sequence of (N k , d k ) determines a seminorm on R k . To see that it is totally bounded fix ǫ > 0 and choose a finite
Notice that any two elements ρ 1 , ρ 2 ∈ C f satisfy that d k (ρ 1 , ρ 2 ) < ǫ. To see this take x ∈ [−1, 1] n and b ∈ B so that ||x − b|| ℓ 1 < ǫ 4
. Then, we have that
Now for every nonempty C f we fix ρ f ∈ C f . We claim that {ρ f : f : B → A} is an ǫ-net in N n . Indeed, for ρ in N n we consider the function f : B → A defined by
this set is not empty since 0 ≤ ρ(b) ≤ ||b|| ℓ 1 ≤ k and by the definition of A. It is clear that ρ is an element of C f which implies, by our claim, that d n (ρ f , ρ) < ǫ.
F × N-matrices
The purpose of this section is to apply Theorem 4.4 to obtain higher order asymptotic models. We follow the basic idea of asymptotic models from [6] and the extension of spreading model from [3] .
Definition 5.1. Let X be a Banach space and let F ⊆ F IN. An F -sequence in X is a sequence (x s ) s∈F in S(X) indexed by elements of F . A sequence of F -sequences (x i s ) s∈F,i∈N will be named F × N-matrix. Following the analog definition in [3] for spreading models, we present the concept of a higher order asymptotic model. Definition 5.2. Let X be a Banach space, B a barrier and (x i s ) s∈B,i∈N a B × N-matrix on X. We say that a Banach space E with a normalized Schauder basis (e i ) i∈N is an asymptotic model of (x i s ) s∈B,i∈N if there exists ǫ m ց 0 such that for every n ∈ N ∀m ∈ N/n∀s ∈ (P lm n (B/m)) ||
n . If B is a ξ-uniform barrier, then we say that the B × N-matrix (x i s ) s∈B,i∈N generates (e i ) i∈N as an asymptotic model of order ξ.
Notice that the usual definition of asymptotic model is easily recovered by using the barrier N in the previous definition. Given a Banach space X, we denote by AM ξ (X) the set of all asymptotic models of order ξ and will refer to the elements of AM ξ (X) as the ξ-asymptotic models of X.
Generalizing the notion of subsequence of a sequence in the context of B × N-matrices we have the following. Below, we shall see that it is possible to replace a submatrix indexed on a uniform barrier that generates certain higher order asymptotic model by one indexed on a spreading barrier with the same uniformity and generates the same higher order asymptotic model. In order to do this, we first establish some preliminary results.
Proof. The proof will be by induction on |t n |. In the case where |t n | = 1 take A = {1 ≤ i ≤ n : t i = ∅} and B = {1 ≤ i ≤ n :
This can be done because of the hypothesis on the size of this intersection. It is clear that t ′ i = {l i } for each i ∈ A and t ′ i = t i for each i ∈ B satisfies the conclusion. Now suppose the result holds for every plegma (t i ) n i=1 where |t n | = k and take a plegma (r i ) n i=1 with |r n | = k + 1. Now take the plegma family (s i ) n i=1 defined as s i = ∅ if r i = ∅ and s i = r i \ {min(r i )} if r i = ∅. Since |s n | = k we can apply the induction hypothesis to get (s
that satisfies the conclusion of the lemma. It is not hard to see that (r Before we state the following lemma we would like to make a comment:
∞ and n ∈ N. Partition M in n-many infinite subsets in the following way M j = {m i : i ≡ j mod(n)}, for each 1 ≤ j ≤ n. It is easy to see that if B on M is a spreading barrier and s j ∈ B is the unique element such that
∞ satisfies the conclusion of Corollary 2.5, then for every n ∈ N and for every
Proof. First, we take L ′ = {l i : i ≡ 0 (mod n)} where L = {l i : i ∈ N}. According to Lemma 4.3, we can take (t i )
we obtain a plegma family (t
As G is a barrier we can choose
and t i ⊑ t ′ i . Hence, it follows that either s i ❁ t i or t i ⊑ s i . The first relation never holds since, by hypothesis, we can always find s ∞ and, by using Lemma 5.5 recursively, it is possible to choose,
n . From this assertion it is easy to see that the submatrix (y i s ) s∈B↾ N ,i∈N generates (e i ) ∞ i=1 as an asymptotic model.
Our next task is to prove that if B is a uniform barrier, then every B × Nmatrix has a submatrix that, in some way, converges to a seminorm on c 00 . In order to do this we need to introduce a function: Definition 5.7. Let X be a Banach space and let B be a barrier. For a B × N-matrix (x i s ) s∈B,i∈N , we define
|| for all a 1 , · · · , a n ∈ R.
That this seminorm Ψ n (s) is indeed an element of N n for each s ∈ P lm n (B) follows from the normalized condition in the entries of the matrix. Observe that the function Ψ n depends on the given matrix, but since it will always be clear from context to which matrix we are referring to. Thus, this function will be always written by Ψ n without mentioning the matrix.
Before we state the next lemma, we recall that two seminorms ρ n ∈ N n and ρ m ∈ N m , with m > n are called compatible if ρ m ↾ R n = ρ n .
Theorem 5.8. Let X be a Banach space, B a barrier and (x
∞ and ρ n ∈ N n , for each n ∈ N, such that the seminorms {ρ n : n ∈ N} are pairwise compatible and the function Ψ n : P lm n (B ↾ M ) → N n converges to ρ n , for every n ∈ N.
Proof. The set M is going to be constructed recursively by applying Theorem 4.4. Indeed, for n = 1 we obtain
∞ and a seminorm ρ 1 such that the function Ψ 1 converges to ρ 1 on M 1 . Now, for every 1 < n ∈ N, we obtain M n ∈ [M n−1 ] ∞ and a seminorm ρ n such that the function Ψ n converges to ρ n on M n . Now, recursively, take m 1 = min(M 1 ) and m n+1 = min(M n+1 /m n ) for each n ∈ N. Then, we define M = {m n : n ∈ N}. It follows from the remark right after Theorem 3.1 that Ψ n converges to ρ n on M for all n ∈ N. To see that the seminorms {ρ n : n ∈ N} are indeed pairwise compatible notice that if n < m, then (s i )
The conclusion follows from the fact that the functions Ψ n and Ψ m converge to ρ n and ρ m , respectively, on M and from Lemma 4.3.
According to Theorem 5.8, if (x i s ) s∈B,i∈N is an B × N-matrix on a Banach space X, it then follows from Theorem 5.8 that there exists a submatrix (x i s ) s∈B↾ M ,i∈N and a sequence (ρ i ) i∈N of compatible seminorms such that all the Ψ n 's are converging to ρ n on M. This allows us to define a seminorm ρ = n∈N ρ n on the vector space c 00 (N). In the case that ρ is a norm on c 00 (N), this normed space is the asymptotic model generated by the submatrix (x i s ) s∈B↾ M ,i∈N . Evidently, Theorem 5.8 extends the original result of A. Brunel and L. Sucheston [5] concerning spreading models.
As we pointed after Definition 2.2, given a uniform barrier B and M ∈ [N] ∞ , the function T M,N : B → F IN preserves plegma sequences and sends B to an uniform barrier of the same uniformity. Thus, it is possible to obtain ξ-asymptotic models by using matrices instead of using submatrices. Notice that every basic sequence of X is an element of AM ξ (X) for every non-zero ordinal number ξ < ω 1 ; thus, most of the Banach spaces with Schauder basis admit more asymptotic models than spreading models. Now, we denote by SM ξ (X) the set of all ξ-asymptotic models generated by B × N-matrices with the property that x n s = x m s for each s ∈ B and n, m ∈ N. It is easy to see that SM ξ (X) is exactly the set of all ξ-spreading models as were defined in the paper [3] .
In the next theorem, we shall see that both spreading and asymptotic models are closely related one to the other.
Lemma 5.9. Let X be a Banach space and let 0 < ξ < ω 1 
Proof. Take a submatrix (x i s ) s∈B↾ N ,i∈N of a B×N-matrix on X that generates (f i ) i∈N as a ξ-asymptotic model. Now consider the B × N-matrix (y (
If (e i ) i∈N is a spreading model generated by a subsequence of an element of AM ξ (X), then (e i ) i∈N ∈ SM ξ+1 (X).
Proof. (1) . This follows from the definition of ξ-spreading model. (2) . In virtue of Lemma 5.9, we may begin by taking (f i ) i∈N ∈ AM ξ (X) that generates (e i ) i∈N as a spreading model without going to a subsequence. Choose a B×N-submatrix (x ∞ such that Ψ n converges on M, for every n ∈ N, and denote the corresponding spreading model by (h i ) i∈N . We will show that this (ξ + 1)-spreading model is actually (e i ) i∈N . In fact, this assertion follows from the next claim:
Claim: For every k ∈ N, m ∈ M and ǫ > 0 there exists a plegma sequence (n
Proof of the Claim:
k . Now, by using asymptotic convergence and Lemma 4.3, we may take a plegma sequence (s i )
The result follows from the inequality
and by using the claim and the convergence of (x i l ⌢ s ) l ⌢ s∈(N⊕B)/M,i∈N to choose an appropriate plegma sequence (n
. Now, we generalize the notion of a block sequence, in the context of B × N-matrices, following ideas from [2] .
Definition 5.11. Let X be a Banach space with Schauder basis (e i ) i∈N . A B × N-matrix (x i s ) s∈B,i∈N on X is called a plegma block B × N-matrix if all its entries are block vectors of (e i ) i∈N and for every n ∈ N there exists an m ∈ N such that for each (s i )
is a block subsequence of (e i ) i∈N .
The asymptotic model version of Theorem 42 from [2] is stated in the following theorem. To prove it we shall need the next two lemmas.
Definition 5.12. Let B be a uniform barrier, n ∈ N and s ∈ B such that n < s. A sequence (r i )
<∞ ] n is called a P lm n (B)-decomposition of s if r i is the unique element of B satisfying r i ⊑ s − (n − i), for every 1 ≤ i ≤ n, and (r i ) n i=1 ∈ P lm n (B). In the next, lemma we shall see that we can find plegma families whose elements have suitable decompositions with very strong combinatorial properties. 
It is not hard to see that N satisfies de conclusion.
Theorem 5.14. Let k ∈ N \ {0} and ξ < ω 1 . If (e i ) i∈N is a k-asymptotic model generated by a plegma block N [k] × N-submatrix of the space generated by (f i ) i∈N ∈ AM ξ (X), then (e i ) i∈N ∈ AM ξ+k (X).
Proof. Let (x i s ) s∈B,i∈N be a plegma block matrix generating (f i ) i∈N as an ξ-asymptotic model and (y j t ) t∈[N] k ,j∈N a plegma block [N] k ×N-matrix of (f i ) i∈N generating (e i ) i∈N as a k-asymptotic model, since it is a plegma block matrix each entry can be expressed as y
k and for each j ∈ N. Now, we shall define a ([N] k ⊕ B) × N-matrix on X which will contain a submatrix generating (e i ) i∈N as an asymptotic model. To do this, we first take for every
and (r i ) i≤max F (t,j) ∈ P lm max F (t,j) (B). ∞ such that the matrix restricted to M converges to some seminorm. We claim that this seminormed space is actually the Banach space (e i ) i∈N . Hence, (z j t ⌢ s ) t ⌢ s∈B↾M,j∈N generates (e i ) i∈N as a (ξ + k)-asymptotic model. To start proving our claim fix ǫ > 0 and n ∈ N, and choose (t i )
n . Now, we apply Lemma 5.13 with n, B, M ∈ [N] ∞ and the natural numbers max
Notice also that (t
. Then, by taking a sufficiently large l ∈ N, we obtain that
It is shown in [2, Th. 68 ] that there exists a space X without ℓ p as a spreading model of any level. So, we can conclude from the Theorem 5.10 that X does not have ℓ p as an asymptotic model of any order. Moreover, Theorem 5.14 implies that X does not admit a finite asymptotic block chain (e i+1 j ) j∈N ∈ AM((e i j ) j∈N ), for every i ≤ n, such that (e n j ) j∈N ∼ = ℓ p . Thus Question 1.1 has a negative answer.
It is well know that, in a Banach space with Schauder basis, every spreading model generated by a weakly null sequence can also be generated by a block sequence. This situation may be extended to the asymptotic case as it is shown in the next theorem, but to have this done we first recall the next definition from [6] : It is easy to see from Theorems 5.14 and 5.16 that any finite chain of asymptotic models generated by weakly null matrices (inside their respective Banach spaces) can be replaced by a chain consisting of block matrices. This remark leads us to the next corollary.
Corollary 5.17. There is a Banach space X such that no finite chain of weakly generated asymptotic models X 1 , X 2 , · · · , X n starting with X has a an ending space either l p for p ∈ [1, ∞) or c 0 .
We finish the paper by listing some questions
As in the spreading case we also have that AM ξ (X) ⊆ AM η (X) provided that ξ < η < ω 1 .
Question 5.18. For distinct ξ < η < ω 1 does there exist a Banach space X such that AM ξ (X) = AM η (X) ?
For a F ⊆ F IN and t ∈ F IN we denote by F t = {s ∈ F IN : t < s and t ⌢ s ∈ F }. If B ⊆ F IN is a uniform barrier, then it is known that for every t ∈ F IN such that B t has uniformity greater than 1 it is possible to find s ∈ F IN such that B t ⌢ s has uniformity exactly one.
In the paper [1] it was proven that for any countable set of spreading models has an upper bound in the pre-order of domination. This was generalized in [9] by establishing this same property for SM ξ w (X), where SM ξ w (X) denotes the family of all ξ-order spreading models of a Banach space X generated by subordinated weakly null F -sequences. Furthermore, if this set contains an increasing sequence of length ω, then it contains an increasing sequence of length ω 1 . In view of these facts, it is natural to consider the following class of weakly null matrices. Then, we may ask if the set AM ξ w (X) of asymptotic models generated by weakly null matrices is also a semi-lattice with the pre-partial order of domination.
Next, we pose the questions that are the higher asymptotic version of Problems 6.2, 6.3 and 6.6 from the article [6] , respectively.
In the following questions, fix ξ < η < ω 1 . It is known that if X admits a unique, isometric, asymptotic model of level ξ for all normalized block basic weakly null B × N-matrices this unique asymptotic model must be c 0 or ℓ p for some 1 ≤ p < ∞. 
