The highly anticipated transition to the third generation DNA sequencing (3 rd GS) technology have reached a stalemate primarily due to the high error rates (15-45%), which make the assembly of long erroneous reads extremely challenging because existing software solutions for 3 rd GS assembly are often overwhelmed by error correction tasks. We report three significant breakthroughs that push the envelope of genome assembly and offer an enabling software solution to overcome the current 3 rd GS stalemate. Firstly, we take a counter-intuitive strategy and develop a base-level correction-free assembly algorithm, which resorts to data compression technology and the assembly was performed with the compressed reads. Magnitudes of compression lead to magnitudes of reduction in read lengths, enabling magnitudes of savings in computational time and memory space. We implement the new algorithm in a proof-of-concept software package DBG2OLC. Experiments with the 3 rd GS data including PacBio ® and Oxford Nanopore ® show that our method is able to assemble large genomes magnitudes more efficiently than existing methods. For example, on a large PacBio ® human genome dataset we calculated the all-pair alignment of 54x erroneous long reads in 6 hours compared to the 405,000 CPU hours previously reported by Pacific Biosciences. Secondly, while maintaining comparable high quality assemblies, our approach requires significantly lower sequencing coverage (10x-20x) than existing assemblers, which translates to significant cost-cut for genome sequencing. Thirdly, our method is highly adaptive and is the only one to date that demonstrates ultra efficiencies not only for the 3 rd GS PacBio and Nanapore sequences, but also for the latest NGS data.
Introduction
The Human Genome Project, the biggest biomedical research project humans have ever endeavoured to the date, greatly accelerated the advancement of DNA sequencing technologies 1 .
Three generations of DNA sequencing technologies have been developed in the last three decades, and we are at the crossroads of the second and third generation of the sequencing technologies. The upgrade to the third generation technology is expected to significantly improve assembly quality and expand its applications in biomedical research and biotechnology development. Nevertheless, arguably the biggest roadblock preventing the transition to the third generation technology has been the genome assembly algorithms and software. This is because, although recent advances in the 3 rd GS using single-molecule technologies made it possible to obtain highly desirable long reads (averaging up to 5-10kb per run), unfortunately the long reads are excessively erroneous and have far greater error rates (15-40%) than the prevalent second generation, also known as NGS (next generation sequencing) technology, which make the genome assembly of the 3 rd GS sequences disproportionally complex and prohibitively expensive than that of the current prevailing NGS sequences. Consequently, in practice, most applications of the 3 rd GS technologies have been limited to re-sequencing of bacteria and other small genomes 2 , with notably a few exceptions 3 .
The increased read length with the 3 rd GS has a huge advantage of aiding in resolving repeats,
The ability to resolve repeats can be translated into the power to explore biological questions in more direct and efficient way such as genotyping and variation discovery [3] [4] [5] [6] [7] . Both the features are extremely desirable for biologists and the biotechnology industry. Hence, the longer reads, together with other inherent advantages of the single molecular sequencing technology make the attempts to overcome the current computational difficulties blocking the wide adoption of the 3 rd GS technology extremely worthwhile! An ultra efficient genome assembler is expected to become the technology enabler for the highly anticipated technology upgrade from the prevalent NGS to the 3 rd GS technology.
Similar to Microsoft ® Windows software to PC, the indispensability of genome assembly software to DNA sequencers is self-evident. While the evolution of genome assembly software solutions have been influenced by multiple factors, the most significant one has been the length of the sequence reads 8 . Although increasing sequence lengths may simplify the assembly graph 2 , the read length also has critical impacts on the computational complexities of genome assembly.
Traditionally, computational biologists have formulated the genome assembly problem as graph traversal problems [8] [9] [10] , i.e., searching for a most likely genome sequence from the overlap graph of the sequence reads in the case of the first generation sequencing technology, and searching for
Eulerian path from the de Bruijn graph (DBG) in the case of the second generation sequencing (also known as NGS), respectively. The read-based algorithms in the former are costly in terms of computational time and memory. The time and memory issues associated with the overlap graph were tolerable for the relatively low amount of sequences produced from the lowthroughput first generation sequencing technologies, but quickly became overwhelming with the enormous amount of short reads produced by the high-throughput NGS sequencers. The adoption of the so-termed k-mers based algorithms such as the DBG, primarily developed for the NGS technology avoided the pair-wise alignment problem, but still had to deal with the huge memory usage problem. Significant breakthroughs that intelligently store and manipulate the kmers were made by a few research groups (e.g., [11] [12] [13] [14] , which made efficient and reliable genome assembly of the NGS data highly accessible to biologists 15 .
The overlap graph model or the overlap-layout-consensus (OLC) based software packages, such as Celera 1 , AMOS 16 and ARACHNE 17 , originally used for assembling the first generation sequence data, were also adopted for the NGS assembly before DBG based approaches became the de facto standard. String graph and best overlap graph are specific forms of the OLC paradigm, which are more efficient in the read-based framework by simplifying the global overlap graph 9, 18, 19 used a hybrid strategy similar to the AHA, to iteratively scaffold pre-assembled contigs. Local assembly techniques using long reads as local reference have also been developed to simplify the contig graph built from the second generation assembly. Cerulean 27 used a hybrid assembly approach to produce high quality scaffolds using Illumina short reads and PacBio long reads.
The long reads were used as a guide to find a path through the long contigs. Cerulean improves the assembly by adding smaller contigs iteratively. Similarly, in ALLPATHS-LG 29 and PBJelly 30 , the long reads were used to patch the gaps between contigs. While these algorithms and software packages have indeed achieved significant advancements for the 3 rd GS genome assembly, the somewhat ad-hoc and intricate approaches some of the packages use may lead to structural errors since the path may be spurious due to chimeric long reads or may not exist due to limited coverage of the second generation sequencing. In addition, the more powerful read overlap graph structure (of the long reads) was not fully exploited in these approaches. Often these algorithms still rely on heuristics such as contig lengths and require iterations 27, 29 . Lee et al 24 applied machine learning (specifically, support vector regression) to predict the performance of assemblers, and also developed a novel hybrid error correction algorithm for long PacBio sequencing reads, utilizing pre-assembled NGS sequences for error correction, and the errors contained in the contigs may corrupt the third-gen reads. To circumvent the important issues associated with the hybrid approach, a Hierarchical Genome-Assembly Process (HGAP) 28 was presented using a non-hybrid strategy to assemble SMRT data, which does not use the NGS short reads. HGAP contains a consensus algorithm that creates long and highly accurate overlapping sequences by correcting errors on the longest reads using shorter reads from the same library.
Nonetheless, HGAP needs relatively high sequencing coverage (50x-100x) to obtain good results. Furthermore, as demonstrated in the results section (Tables 1 & 2) , we were able to achieve 2-3 magnitudes of speed-up with our new algorithm for the same computation task, and therefore, the non-hybrid methods still face the similar computational challenges with other existing hybrid approaches.
In the present study, we observed that the per-base error rate issue can be circumvented, and propose a base-level correction-free assembly pipeline by directly analyzing the long read overlaps. We anchor the long erroneous reads from the 3 rd GS data with the DBG contigs from NGS data. Each long read is then compressed into a list of anchors. Because the compressed reads are often magnitudes shorter than the original reads, pair-wise alignments can be calculated cheaply with the help of the contig anchors. We then construct an overlap graph directly from these compressed reads and search for consensus in linear regions of the graph to finish the assembly. The reads information is utilized directly, which provides a highly efficient solution to the traditional read threading problem 10, 33 . Overall, compared with the existing approaches, our algorithm offers an ultra-efficient software solution for assembling large genomes with the 3 rd GS data in terms of computational resource (both time and memory) consumptions and sequencing coverage requirement, while being robust to sequencing errors.
Results

DBG2OLC Workflow
Our DBG2OLC software implemented the following five procedures, each of which can be carried out efficiently:
(1) Construct a de Bruijn graph (DBG) and output contigs from highly accurate NGS short reads.
(2) Map the contigs to each long read to anchor/represent the long reads. The long reads are compressed into a list of anchors to cut the cost of processing the long reads.
(3) Use multiple sequence alignment to clean the compressed reads, and remove reads with structural errors (chimeras).
(4) Construct a best overlap graph using the cleaned compressed long reads.
(5) Decompress and lay out the reads, call consensus to convert them into DNA sequences.
Details for each procedure can be found in the Online Methods.
Experiments and Comparisons
On PacBio Data
PacBio SMRT-II (single molecule real time sequencing) from Pacific BioScience is the currently leading platform of the 3 rd GS technology. We compared our algorithm results with PacBio2CA 21 , MHAP 26 , HGAP (as implemented in the HBAR-DTK pipeline using Falcon 0.1.3 ) 28 , and ECtools 24 , the well recognized as the leading, best-performed genome assemblers for the 3 rd GS technologies. In general, DBG2OLC can produce comparably good results with one to two magnitudes less time and memory usages than the existing best-performed pipelines.
Using 10x-20x PacBio coverage, we obtained assembly N50s that are significantly (>10x) better than Illumina data alone. In our current implementation, we observed that most of our computation time was spent on the consensus part, in which we use Blasr 31 to align all raw reads to the assembly backbone. Since the alignments are multi-threaded, the wall time can be much shorter, depending on the available threads, and we report the CPU time and memory usages separately. The datasets, commands and parameters can be found in the supplementary materials. Our primary observation is that for PacBio sequencing, large insertion and deletion errors (usually of several hundred bases but can be up to thousands of bases) occur in a small portion of reads. Off-the-shelf consensus algorithms were not designed for this type of errors and are not capable of correcting all of them. Consequently, the identity rate can be lower; N50 may drop significantly after breaking at such locations, even though the genome-wide structure is consistent.
In the following, we utilize three widely adopted genome datasets to compare the performance of our DBG2OLC with the leading assemblers. It is noted that in a few occasions, we obtained the comparative statistics from the original software developer's publication, since the in-house reproducing the computation can be rather expensive and we believe the repetition is neither necessary.
On the S. cerevisiae w303 genome (Table 1) , we used roughly 10 CPU minutes to assemble the NGS (50x) and third-gen reads (10x/20x). We then ran the consensus module for two iterations to obtain the assembly. The Blasr alignments in the consensus module took most of the time (2 CPU hours). We compared with three other existing pipelines and aligned the assemblies to the polished w303 PacBio assembly. We notice DBG2OLC takes the least sequencing coverage and the least amount of time and achieves comparable quality: the improvements in time and memory usages are up to approximately 300 and 100 times respectively, and the requirement of sequencing coverage can be as low as 1/10 th of the existing leading software solutions. *reported in the related paper 26 .
On the A. thaliana ler-0 genome (Table 2) , we preassembled the contigs in six hours with 50x
Illumina reads using SparseAssembler 13 . The computations with DBG2OLC finished in one hour for this dataset. The consensus module took another 18 CPU hours to get the final assembly. The peak memory usage was 6GB. In comparison, since existing pipelines can take over one thousand CPU hours with problems of this scale 26 , we collected the results from the existing literature for comparison 24 . To evaluate the assembly, we align the assembly to the Quiver polished HGAP assembly using high coverage PacBio data and calculate corrected statistics. Table 2 demonstrates that, compared with the leading assembly pipelines, the improvement our DBG2OLC achieved is approximately 100-500 times in terms of computational time. *Numbers were reported in the related paper 26 We further tested DBG2OLC on a large 54x human (H. sapiens) dataset (Table 3) . DBG2OLC
was able to reach assembly with high contiguity starting from 10x PacBio data (N50 433kbp). To reach a better assembly, we picked the longest 30x of the reads in this dataset (mean length 14.5 kbp). We preassembled with SparseAssembler 13 using 80x Illumina reads in 34 CPU hours.
DBG2OLC took 70GB memory to store the 17-mer index, and took 37 CPU hours to compress and align 30x of the longest PacBio reads. The pair-wise alignment took only 3 hours and less than 6 hours even with the full 54x dataset. The final consensus took roughly 2000 CPU hours.
In an initial report by PacBio scientists, the overlapping process took 405,000 CPU hours (http://blog.pacificbiosciences.com/2014/02/data-release-54x-long-read-coverage-for.html) and could be reduced roughly by half using locality sensitive hash 26 . A direct but highly optimized implementation 23 could further reduce the time to 15,600 CPU hours at the expense of much more memory. Our final assembly quality (N50 6Mbp) is comparable to the state-of-the-art results obtained using magnitudes more resources. To evaluate the accuracy, we aligned the assembly to the longest 150Mbp region from the MHAP assembly of the human genome to obtain the identity rate. Due to scaling issues, the identity and CorrNG50 were calculated using some small regions of the genome.
On Oxford Nanopore Data DBG2OLC works natively with reads that have error rates over 30%. However, higher sequencing depth is necessary to promise accurate consensus result. To circumvent this issue, we assign higher weight to the high quality sequences, e.g. the NGS contigs. In our experiment with E. coli K12 genome data, we used 30x Illumina reads and 30x Nanopore long reads. We ran the consensus algorithm for three rounds and the results are listed in Table 4 . 35 . Interestingly, for the relatively long short reads generated from the latest NGS technology, traditional de Bruijn graph with a fixed k-mer size have already exposed its shortage and produces a non-optimal assembly: smaller k-mer fails to resolve repetitive regions, while using a large k requires high quality and high coverage data. This pair of contradictory requirements makes it hardly possible to obtain the optimal assembly with limited computational resources. Iterative de Bruijn graph partially solves the problem at the expense of more computational time, as well as more intricate algorithm design and implementations. For example, an error correction procedure would be necessary to produce long and correct k-mers.
SGA utilizes the FM-index 36 to find exact matches, which also poses restriction on the quality of the data. In contrast, our algorithm is robust and poses loose restriction on the quality of sequence reads, and hence can find overlaps efficiently and correctly. We used SparseAssembler 13 with k = 31 to assemble the initial contigs. N50 was 13.5 kbp. And the compressed reads were calculated using the contigs and raw reads. Our overlap graph construction took only around 1 second on this dataset while the compressing is taking most of the computational time, which is roughly two minutes. DBG2OLC exhibited excellent adaptability and overall performance compared with leading assemblers for the new types of the NGS data. As demonstrated previously, our assembly method made giant leaps in improving the computational efficiencies in both time and memory usages. Furthermore, our approach requires significantly lower sequencing coverage than the existing approaches require, which translates to significant cut of the sequencing costs. Our method rightly answered the pressing call for the resolving of the two issues stated above. In addition, our algorithm is highly adaptive to the length of sequencing reads, which makes our software equally applicable for both the 3 rd GS and NGS data, a feature that none of the existing genome assemblers possess. In fact, other 3 rd GS assemblers were optimized for either PacBio ® or Nanapore ® of the 3 rd GS technologies exclusively, not to mention for the NGS data. Indeed, our algorithm should also be adaptive to future generations of sequencing technologies regarding the computational issues associated with read length, because reads from any sequencers are either longer or shorter.
Another trend exhibited by the publication lists collected on the websites of Pacific Bioscience and Oxford Nanapore is that most papers dealt with the technology development, rather than the The extraordinarily long reads generated by the SMRT sequencing can span entire transcripts 41, 42 , which enables richer biological insights.
Sequencing read length has been a critical factor of high quality genome assembly. As has been demonstrated in this article, our algorithm has an inherent advantage in dealing with long reads and strikes a balance between the DBG and OLC frameworks. In other words, our technique can be adaptive to the length of reads, while having comparable simplicity of the de Bruijn graph.
We believe this advantage will also play an important role in large genome assembly problems in the future generation of sequencing technologies regarding the sequencing lengths because, as mentioned previously, there can ever be only two possible directions for sequencing lengths to change (either longer or shorter) and our technology adapts well to the both.
Online Methods
Reads Compression
We use a simple k-mer index technique to map the contigs back to the reads as anchors.
Empirically for PacBio reads, we find that using k=17 is adequate for all experiments. For each 3 rd GS long read, we sequentially report the matching contigs. A contig is reported if the number of uniquely matching k-mers in that contig is above an adaptive threshold parameter. The k-mers that appear in multiple contigs are excluded to avoid ambiguity. The threshold is set with consideration of the contig length and it is in the range of (0.1~2%)*contig_len. This easily tuneable threshold parameter allows the user to find a balance between sensitivity and specificity.
With low coverage datasets, this parameter is set lower to achieve better sensitivity; otherwise it is set to the higher side to enforce better specificity. Currently storing all the unique k-mers in the contigs is the most memory-consuming module in our work, but can be easily optimized with a succinct data structure (such as using FM-index 36 ). For high quality NGS reads, we can reduce the memory consumption by skipping g intermediate k-mers and constructing a sparse k-mer index 13 , and we also allow a threshold on the occurrence of the compressed reads to remove spurious ones. In all our experiments, the contigs are generated with our previous
Hence each read is converted into a contig path. A contig path is considered to be equivalent to its reverse complement. Reads converted into the same path are collapsed. Since a de Bruijn graph can efficiently partition the genome into chunks of bases as contigs, converting the raw reads into paths through these contigs leads to magnitudes of reduction in data size. With this compression scheme, we can find the candidate overlaps quickly and in low memory.
Ultra-fast Pair-wise Alignments
Most existing algorithms rely on sensitive algorithms 31, 43 to align reads to reads or assemblies.
In our approach, since the compressed reads are no longer than the original reads, and indeed, much shorter (1/10~1/1000, shown in supplementary materials) in practice, alignments of these compressed reads can be calculated far more efficiently. We build an inverted-index to map each contig to the compressed reads that contain it. This inverted-index helps us to quickly select the candidate reads based on shared anchoring contigs. Alignments are calculated only with the candidate compressed reads. The alignment score is calculated using the Smith-Waterman algorithm 44 , scores for match/mismatch are calculated based on the involved contig lengths or the number of k-mers in each read that can be matched to the involved contigs. With the compressed reads, our algorithm can finish assembly in a small amount of time even with the standard quadratic algorithm. It is noteworthy that alignments with compression is similar to the probing scheme in an early greedy assembly approach 45 , used to find similar sequences.
However, rather than only rewarding matching probes, we use dynamic programming to penalize mismatches. Furthermore, our probes are much more efficient, since they are automatically selected by the de Bruijn graph approach. There is a new 'probe' only if our pipleline goes through a region where the de Bruijn graph fails to resolve. Note that our approach can span through small regions with low or even no NGS coverage.
State-of-the-art assembly pipelines usually resort to base-level error correction algorithms to correct each individual read 21, 22, 24, 26, 28 to feed into an existing assembler, which consumes a huge amount of time even for small genomes. We notice per-base accuracy may not be a major roadblock for assembly contiguity. Rather, the chimeras or structural errors are the major "hot spots" worth of major efforts. We therefore align each read with all the candidate reads. False positive anchoring contigs in the current read and chimeric reads are cleaned up. After the pre-processing, there can be minor mistakes (mostly false negatives) in the compressed reads;
however, by design our alignment algorithm tolerates errors. In our experiments, we noticed that the algorithm is accurate enough to find high quality overlaps and can be used for constructing draft genomes as assembly backbones.
Best Overlap Graph
We construct a best overlap graph 18 using the above-described alignment algorithm. In the best overlap graph, each node represents a compressed read. For each node, we need to calculate the best scored overlap on both directions and build links between these nodes to represent the relation. We calculate the overlap graph in two rounds. In round 1, we remove all the contained nodes (with respect to other nodes). For example, [Contig_a, Contig_b] is removed if [Contig_a, Contig_b, Contig_c] is present. This is done to avoid unnecessary alignments with repeating and contained nodes. In round 2, we calculate all the suffix-prefix overlaps among the remaining nodes. Graph simplification is then applied to remove tiny tips and merge bubbles in the best overlap graph. Unresolvable repeats can also lead to branches in the graph 18 . We then lay out linear regions in this best overlap graph, which means that all the nodes are unbranched, and all successive nodes are mutually best overlaps.
Consensus
We convert the reads layout back into the nucleotide sequence as our final output. Generally, we build a draft genome as the assembly backbone, and align all the related reads to the backbones.
A consensus module 28 is called to produce the final assembly. The backbone can be constructed by extending the overlapping reads. For Illumina reads, a simple strategy can be used by picking a highest quality (based on matching k-mers) sequencing read for each converted read and use alignments to get the final assembly.
Discussion
Our algorithm achieves ultra efficiency and parsimony by adaptively collecting essential information and carrying out expensive computations only in the compressed domain. Noncontained, compressed reads are aligned and threaded in the best overlap fashion to construct the overlap graph, rather than using all original reads as in existing approaches 9, 18, 19 . This strategy of exploring non-contained reads have also been used in IDBA 46 
