Abstract. Effect modification occurs when the effect of the treatment variable on an outcome varies according to the level of other covariates and often has important implications in decision making. When there are hundreds of covariates, it becomes necessary to use the observed data to select a simpler model for effect modification and then make valid statistical inference. A two stage procedure is proposed to solve this problem. First, we use Robinson's transformation to decouple the nuisance parameter from the treatment effect and propose to estimate the nuisance parameters by machine learning algorithms. Next, after plugging in the estimates of the nuisance parameters, we use the Lasso to choose a sparse model for effect modification. Compared to a full model consisting of all the covariates, the selected model is much more interpretable. Compared to the univariate subgroup analyses, the selected model greatly reduces the number of false discoveries. We show that the conditional selective inference for the selected model is asymptotically valid given the classical rate assumptions in semiparametric regression. Extensive simulation studies are performed to verify the asymptotic results and an epidemiological application is used to demonstrate our method.
Introduction
When analyzing the causal effect of an intervention, effect modification occurs when the magnitude of the causal effect varies as a function of other observed covariates. Much of the causal inference literature focuses on the statistical inference of the average causal effect in a population of interest. However, in many applications, it is also important to study how the causal effect varies in different subpopulations, a phenomenon known as effect modification, for reasons including personalizing treatments in precision medicine (Murphy, 2003 , Robins, 2004 , Zhao et al., 2012 , generalizing the causal finding to different populations (Stuart et al., 2011) , better understanding of the causal mechanism (Grobbee and Hoes, 2009 , page 96), and making inference less sensitive to unmeasured confounding bias (Hsu et al., 2013 , Ertefaie et al., 2017 .
A natural way of identifying effect modification is subgroup analysis, in which observations are stratified based on the covariates. More generally, one can study effect modification by including interaction terms between the treatment and the covariates in an outcome regression. Depending on whether the subgroups or interactions are chosen before or after any examination of the data, the statistical analysis can be prespecified or post hoc (Wang et al., 2007) . Prespecified analyses are free of selection bias and are frequently used in clinical trials and other observational studies. However, with the enormous amount of data and covariates being collected nowadays, discovering effect modification by post hoc analyses has become a common interest in several applied fields, including medicine (Ashley, 2015 , Lee et al., 2016b , Pickkers and Kox, 2017 , education (Schochet et al., 2014) , political science (Imai and Ratkovic, 2013, Grimmer et al., 2017) , economics (Angrist, 2004, Athey and Imbens, 2016) , and online experimentation (Taddy et al., 2016) . Post hoc analysis was originally treated as a multiple comparisons problem in the works of Tukey (1949) and Scheffe (1953) , where a single categorical effect modifier is considered. However, in modern applications there E-mail address: qyzhao@wharton.upenn.edu. Date: July 6, 2017. We than Jonathan Taylor and Xiaoying T. Harris for helpful discussion.
could easily be hundreds of potential effect modifiers. It is impractical to consider the subgroups exhaustively (for example, there are 2 30 > 10 9 distinct subgroups with just 30 binary covariates). In this case, it is important to select effect modifiers using the data and then make valid statistical inference.
Most of the existing literature focuses on exploratory analysis of treatment effect heterogeneity and identifying important effect modifiers. However, little attention has been given to statistical inference for the discovered interactions. A naive inference ignoring the fact that the effect modifiers are cherry-picked is generally biased, but not all applied researchers are mindful to this danger. For example, in a book on testing and interpreting interactions in social sciences, Aiken et al. (1991, page 105) recommended to drop insignificant interactions from the regression model (especially if they are not expected by the investigator) without mentioning that the subsequent statistical inference is corrupted. Such a suggestion can also be found in another highly cited book by Cohen We then use the products of these main effects collectively to test the significance of the interaction, . . . . If the interaction term turns out to be significant, then the regression coefficients from the full model including the interaction should be reported.
Empirical studies that ignore the danger of cherry-picking the interaction model can be found even in top medical journals (e.g. Sumithran et al., 2011 , Zatzick et al., 2013 . Other books such as Weisberg (2005, Section 10.3.1) and Vittinghoff et al. (2011, Section 5.3.3) warned that "significance (in the selected model by a naive inference) is overstated" and "exploratory analyses are susceptible to falsepositive findings", but no practical solution was given. A temporary fix used in practice is to test each potential interaction separately with all the main effects (e.g. Ohman et al., 2017) , but this method may find too many inconsequential covariates which are merely correlated with the actual effect modifiers.
To fill this gap, we propose a method that combines classical semiparametric regression (c. Rinaldo et al., 2016) . More specifically, we use the framework developed in Lee et al. (2016a) to make statistical inference conditioning on the selected interaction model after it is selected by the lasso (Tibshirani, 1996) or any linear selection rule. The main challenge here is the infinite-dimensional nuisance parameters in causal problems. This complicates the model selection event and consequently the statistical inference as demonstrated later in this paper.
In the rest of this Section, we shall describe the generic causal model considered in this paper and give an overview of our proposal.
Causal model and the challenge of modeling effect modification. We first describe the setting of this paper. Suppose we observe i.
where the vector X i ∈ X ⊂ R p are covariates measured before treatment, T i ∈ T is the treatment assignment, and Y i ∈ R is the observed continuous response. Let Y i (t) be the potential outcome (or counterfactual) of Y i if the treatment is set to t ∈ T . Throughout this paper we shall assume Y i = Y i (T i ) (consistency of the observed outcome) and the usual unconfoundedness and positivity assumptions in causal inference; see Section 3 for more detail. Notice that we allow our dataset to come from a randomized experiment (the distribution T i |X i = x is known) or an observational study (the distribution T i |X i = x must be estimated from the data).
We assume a nonparametric model for the potential outcomes,
Here η and ∆ are functions defined on X and E[ i (t)|X i ] = 0. Our model (1) is very general. It is in fact saturated if the treatment T i is binary, T i ∈ {0, 1}. In this case,
is commonly referred to as the conditional average treatment effect (CATE Table 1 . Tradeoff of accuracy and interpretability of different models of effect modification. In the case of high-dimensional covariates, machine learning and full linear model approximate ∆(x) more accurately but are difficult to interpret. Univariate regressions find the covariates correlated with ∆(x) but may end up with false positives that are no longer correlated with ∆(x) after conditioning on other covariates. The selected submodel approach proposed in this paper is an attractive trade-off between accuracy and interpretability. See Section 7.1 for more discussion.
covariates are linear in the treatment but possibly nonlinear in the covariates. In causal inference, ∆(x) is the parameter of interest (for example, E[∆(X)] is the average treatment effect), whereas η(x) is regarded as an infinite-dimensional nuisance parameter. We say there is effect modification if the function ∆(x) is not a constant. When the dimension of X is high, there is a fundamental tradeoff between estimation accuracy and interpretability of ∆(x). On one end, one could use extremely flexible machine learning methods to estimate ∆(x), which is important when the goal is accurate prediction (e.g. personalized treatment). However, such models are generally very difficult to interpret (see e.g. Zhao and Hastie, 2017) . For example, in random forests it is challenging to even define a good notion of variable importance (Strobl et al., 2007 ). The linear model ∆(x) ≈ α + x T β suffers from the same interpretability problem when the dimension of x is more than just a few. The j-th entry of β is how much the treatment effect changes when j-th covariate moves up 1 unit and all other covariates are held fixed, but in reality the covariates are almost always correlated. Moreover, important effect modifiers may be masked by noise covariates.
On the other end, one could run univariate regressions to test if ∆(x) is correlated with each covariate. However, this method usually discovers too many false positive covariates in the sense that they are no longer associated with ∆(x) after conditioning on the actual effect modifiers. For example, in our example in Section 6, the most probable effect modifiers are gender and age. However, univariate regressions found marital status and whether the person has arthritis, heart attack, stroke, or gout are also significant, which is likely due to their strong correlation with age.
Our proposal. In this paper, we propose to use a linear submodel to approximate the treatment effect, ∆(x) ≈ αM + x TM βM, whereM ⊆ {1, . . . , p} is selected using the data. We argue that a low-dimensional linear model often yields the desirable tradeoff of accuracy and interpretability by correctly selecting important effect modifiers, especially if the goal is to select a simple personalized treatment rule (e.g. if the covariates are costly to measure) or to discover a few effect modifiers for further investigation of the causal mechanism. As a comparison, in the example in Section 6, the method proposed in this paper selected the linear submodel of gender, age, stroke, and gout to approximate ∆(x). After adjusting for model selection, stroke and gout were not significant in the submodel. Table 1 compares the strengths and weakness of different statistical models, which is further illustrated using a real data example in Section 6. We refer the reader to Section 7.1 for further discussion on the different approaches to model effect modification.
More specifically, we propose to select a model of effect modification by the lasso (Tibshirani, 1996) , which has been shown to be a very effective variable selection procedure (Zhao and Yu, 2006 , Hastie et al., 2009 , Bühlmann and van de Geer, 2011 . To illustrate our proposal, for a moment let's assume η(x) = 0 and
We first select a small submodel by running the following lasso regression with a fixed regularization parameter λ,
Let the selected modelM ⊂ {1, . . . , p} be the non-zero entries of the solution to the above problem. 
An important consequence of this property is that it guarantees the control of false coverage rate (FCR), that is
FCR is the average proportion of non-covering confidence intervals and extends the concept of false discovery rate to estimation (Benjamini and Yekutieli, 2005) . We refer the reader to Lee et al. (2016a) and Fithian et al. (2014) for more discussion.
The main challenge to directly applying selective inference to effect modification is the presence of the nuisance parameter η(x). In this paper we propose to use the technique in Robinson (1988) to eliminate the nuisance parameter. Our proposal is a two-stage procedure. In the first stage, we introduce two nuisance parameters that can be directly estimated from the data. Denote (1) and unconfoundedness. The nonparametric model (1) can be rewritten as
We have eliminated η(x) from the model but introduced two more nuisance parameters, µ t (x) and µ y (x). However, they can be directly estimated by regression using the pooled data, preferably using some machine learning method with good prediction performance (see Section 7.2 for more discussion).
In the examples in this paper, we used the random forests (Breiman, 2001 ) as they usually have great prediction accuracy. Let the estimates beμ y (x) andμ t (y). In the second stage, we plug in these estimates in (6) and select a model for effect modification by solving
with M = {1, . . . , p} being the full model here. Let the selected modelM be the nonzero entries of β {1,...,p} (λ). The unpenalized least squares solutionβM =βM(0) in the selected modelM estimates the following (weighted) projection of ∆(x) to the submodel spanned by X ·,M ,
However, since the submodelM is random and selected using the data, we must adjust for this fact to obtain the sampling distribution ofβM. Our main theoretical contribution in this paper is to show the pivotal statistic obtained by Lee et al. (2016a) is asymptotically valid under the standard rate assumptions in semiparametric regression (e.g. Robinson, 1988) . The rest of this paper is organized as follows. Section 2 reviews the selective inference in the linear model (2) and Section 3 reviews the asymptotics of the semiparametric regression estimatorβ M (0) with fixed model M and no regularization. Section 4 presents our main results and an outline of the proof. Section 5 verifies the asymptotic results through simulations and studies the performance of the selective confidence intervals in finite sample. Readers who are not interested in the technical details can skip these Sections and directly go to Section 6, where we discuss an application of the proposed method to an epidemiological study. Section 7 concludes the paper with some further discussion.
Selective inference in linear models
We briefly review the selective inference for linear models using the lasso in Lee et al. (2016a) . Consider the case that η(x) = 0 and T i ≡ 1 so the outcome Y is generated by the saturated model(2). First we define our inferential target rigorously. For simplicity, we assume Y and every column of X are centered so their sample mean is 0. For any submodel M ⊆ {1, . . . , p}, we are interested in the parameter β * M such that X T i,M β * M is the overall best approximation to the true mean of Y i , ∆(X i ), in the sense that
We do not need to consider the intercept term because the data are centered. Let
be the pseudo-inverse of the matrix X ·,M (the submatrix of X with columns in M), so β *
We are interested in making inference for β * M whereM contains all the nonzero entries of the solution to the lasso problem (3) . In this Section, we assume the noise i is i.i.d. normal with variance σ 2 . The normality assumption can be relaxed in large samples (Tian and Taylor, 2017a) . A natural estimator of β * M is the least squares solutionβM = X † ·,M
Y that treatsM as known. However, to obtain the sampling distribution ofβM, the immediate challenge is that the submodelM is selected using the data, therefore the usual normal distribution of the least squares estimator does not hold.
To solve this problem, Lee et al. (2016a) proposed to use the conditional distributionβ M |M = M to construct a pivotal statistic for β * M . Letŝ be the sign of the solution to the lasso problem (3).
They found that the event {M = M} can be written as the union of some linear constraints on the response Y,
The constraints are given by
T , where A 0 satisfies A 0 X ·,M = 0, and
Suppose we are interested in the j-th component of β
In a nutshell, the main result of Lee et al. (2016a) states that β M j |M = M follows a truncated normal distribution. More precisely, let F (y; µ, σ 2 , l, u) denote the CDF of normal variable N(µ, σ 2 ) truncated to the interval [l, u] , that is, 
Therefore the interval [L, U ] only depends on A 1 , which corresponds to the set of constraints on the active variables.
To construct the selective confidence interval for β * M j , one can invert the pivotal statistic (11) by finding values
Then by (11) it is easy to show that the confidence interval [D 
Inference for a fixed model of effect modification
We now turn to the causal model (1) . First, we state the fundamental assumptions we need to make any statistical inference for the causal effect. 
(1C) Positivity (or Overlap) of the treatment assignment: T i |X i has a positive density with respect to a dominating measure on T . In particular, we assume Var(T i |X i ) exists and is at least 1/C for some constant C > 0 and all X i ∈ X .
Assumption (1A) connects the observed outcome with the potential outcomes and states that there is no interference between the observations. Assumption (1B) assumes that there is no unmeasured confounding variable and is crucial to identify the causal effect of T on Y . This assumption is trivially satisfied in a randomized experiment (T i ⊥ ⊥ X i ). Assumption (1C) ensures that statistical inference of the treatment effect is possible. All the assumptions are essential and commonly found in causal inference, see Rosenbaum and Rubin (1983) , Hernan and Robins (2017) .
In this Section we consider the case of a fixed model of effect modification that we want to approximate ∆(x) with x T M β M in the sense that the linear model best approximates the data generating model in (6) . Formally, the inferential target is defined in (8) . This is slightly different from the parameter in the linear model defined (9) because the outcome regression also involves the treatment variable. Similar to Section 3, we assume the response Y i −μ y (X i ) and the design (T i −μ t (X i ))X i , i = 1, . . . , n, are all centered, so we will ignore the intercept term in the theoretical analysis below.
As described in Section 1, a natural estimator of β * M is the least squares estimatorβ =β M (0) defined in (7) with the plug-in estimatesμ t (x) andμ y (y) and no regularization. The problem is: how accurate doμ t (x) andμ y (y) need to be so thatβ M (0) is consistent and asymptotically normal? One challenge of the theoretical analysis is that both the regressors and the responses in (7) involve the estimated regression functions. Our analysis hinges on the following modification of β * M :
The next Lemma shows that whenβ M is very close to the target parameter β * M when the treatment model is sufficiently accurate.
Assumption 3. The support of X is uniformly bounded, i.e. X ⊆ [−C, C] p for some constant C. The conditional treatment effect ∆(X) is also bounded by C. 
The next Theorem establishes the asymptotic distribution ofβ M .
Theorem 1. Under Assumptions 1 to 4, for a fixed model M, we have
The key step to prove this Theorem is to replace β * M byβ M because of Lemma 2. The rest of the proof is just an extension to the standard asymptotic analysis of least squares estimator in which the response is perturbed slightly.
We want to emphasize that in a randomized experiment (i.e. T ⊥ ⊥ X) or the parametric form of µ t (x) is known, µ t can be estimated very accurately by the sample ratio or a parametric regression. In this case, μ t (x) − µ t (x) = O p (n −1/2 ) and Assumptions 2 and 4 are reduced to a very weak assumption thatμ y (x) is consistent. This is easily satisfied by standard nonparametric regressions or the random forests (Scornet et al., 2015) . We refer the reader to Section 7.2 for more dicussion on the assumptions.
Selective inference for effect modificiation
As argued in Section 1, it is often desirable to use a simple model to approximately describe effect modification when the dimension of X is high. One way to do this is to solve the lasso problem (7) and let the selected modelM =M λ be the non-zero entries of the solutionβ {1,...,p} (λ). We want to make valid inference for the parameter β * M defined in (8) given the fact thatM is selected using the data.
Compared to the selective inference in linear models described in Section 2, the challenge here is that the nuisance parameters µ y (x) and µ t (x) must be estimated by the data. This means that in the regression model (6) , the response Y i − µ y (X i ) and the regressors (in the approximate linear model) (T i − µ t (X i ))X i are not observed exactly. Similar to Section 3, the estimation error μ t − µ t ∞ and μ y − µ y ∞ must be sufficiently small to make the asymptotic theory go through. Our main technical result is that with some additional assumptions on the selection event, the same rate assumptions in the fixed model case (Assumptions 2 and 4) also ensures the pivotal statistic (11) in selective inference is asymptotically valid.
The first key assumption we make is that the size of the select modelM is not too large. This assumption is important to control the number of parametric models we need to consider in the asymptotic analysis. Similar to Lemma 2, we assume the covariance matrices of the design X are uniformly positive definite, so the regressors are not collinear.
These additional assumptions ensure the modified parameterβM is not too far from the target parameter β * M when the treatment model is sufficiently accurate.
Lemma 3. Under the assumptions in Lemma 2 and additionally Assumptions 5 and 6,
T e j be the linear transformation we are interested in. In other words,βM =η
T . Next we state the extra assumptions for our main Theorem.
Assumption 7. (Truncation threshold)
The truncation thresholds L and U satisfy
Assumption 7 assumes the truncation points L and U are not too close (i.e. the conditioning event is not too small), so a small perturbation does not change the denominator of (10) a lot. Assumption 8 assumes the lasso solution does not have a small coefficient. This is true with high probability if the truth is a sparse linear model and the true nonzero coefficients are not too small; see Negahban et al. (2012) . Notice that both these assumptions can be verified empirically.
Finally we state our main Theorem. Note that we assume the noise is homoskedastic and Gaussian in this Theorem, but it is possible to relax this assumption. See Section 7.2 for more discussion about all the assumptions in this paper. 
The main challenge in proving Theorem 2 is the CDF F is a ratio (defined in Equation (10)), so one must bound the error of both the numerator and the denomiator. Also, the truncation limits L and U involve taking maximum over many constraints. Notice that our proof of Theorem 2 can be easily extended to other variable selection methods as long as the selection event {M = M} can be characterized as linear constraints of Y. In this case, Assumption 8 needs to be replaced by the condition that these linear constraints are satisfied with at least O(1/ √ n) margin. See Lemma 8 in the appendix.
Similar to the case in Section 3, the pivot in (14) has no unknown parameter and can be inverted as in (12) to obtain the confidence intervals for the coefficients β * M .
5. Simulation 5.1. Validity of selective inference for effect modification. We evaluate the method proposed in this paper with data simulated from the causal model (1). We consider a comprehensive simulation design parametrized by the following parameters
• s t : sparsity of µ t , either 0 (a randomized experiment), 5, or 25.
• • f y : function form of µ y , same options as f t .
• s ∆ : sparsity of ∆, either 5 or 25.
• f ∆ : function form of ∆, same options as f t .
• σ: standard deviation of the noise, either 0.25 or 0.5.
• noise: distribution of the noise, either σ · N(0, 1) or σ · double-exp(0, 1/ √ 2).
These give as 3072 simulation settings in total. The function forms are
In every setting, we generated n = 1000 observations and p = 25 covariates that are uniformly distributed over [0, 1] and independent. If the sparsity is 5, for example
2 and similarly for µ y (x) and ∆(x).
After the data were generated, we used random forest to estimate µ t (x) and µ y (x). We use the R package randomForest (Liaw and Wiener, 2002 ) with all the default tuning parameters except nodesize = 20. We selected effect modifiers using the lasso regression (7) 
. . , n. Finally we used the asymptotic pivot in (14) to construct selective 95%-confidence intervals for the selected submodel as implemented in the function fixedLassoInf in the R package selectiveInference (Tibshirani et al., 2017) . In each simulation setting, we ran the above procedure for 300 independent realizations. Three error metrics are reported: the false coverage rate (FCR) defined in (5), the selective type I error (STIE) defined in (4), and the false sign rate (FSR)
to examine if any significant selective confidence interval has the incorrect sign.
In Table 2 we report the simulation results when the true function forms are all linear. The size of the selected model |M| seems to depend on the intrinsic complexity of the nuisance parameter (s t , s y ) and the noise level (σ). The selective type I error and the false coverage rate were controlled at the nominal 5% level even when the noise is non-Gaussian, and no significant confidence interval with the incorrect sign was reported. Similar conclusions can be reached from Table 3 where exactly one of the true function forms is nonlinear, with the exception that in two simulation settings the false coverage rates were greater than 10%. In both cases, the true propensity score µ t (x) was generated by the FGS and the biases of the estimated propensity scoreμ t were larger than those in the other settings.
To get a broader picture of the performance of selective inference, Figure 1 plotted the false coverage rate versus the average bias ofμ t for all the 3072 simulation settings. When s t = 0 (randomized experiment), the error rates were controlled at the nominal 5% level across all settings. The problematic case is when s t > 0 (observational study) and f t is FGS, where the the random forest estimator µ t is clearly biased and the false coverage rate can be as large as 20%. Since the rate assumption for µ t (Assumption 2) is violated, there is no guarantee that the selective inference is still asymptotically valid. Table 2 . Performance of the selective confidence intervals in the simulation settings where the true µ t (x), µ y (x), and ∆(x) are linear in x. The false coverage rates (FCR) and selective type I error (STIE) are all close to the nominal 5% level. Columns in this table are: sparsity of µ t (s t ), function form of µ t (f t ), sparsity of µ y (s y ), function form of µ y (f y ), sparsity of ∆ (s ∆ ), function form of ∆ (f ∆ ), standard deviation of the noise (σ), distribution of the noise (noise), average size of selected models (|M|), average number of significant partial regression coefficients (# sig), false coverage rate (FCR), selective type I error (STIE), false sign rate (FSR), average bias of the estimated propensity score (bias(μ t )).
Necessity and sufficiency of the rate assumptions.
One of the main theoretical conclusions of this paper is that, when the design and the outcome are observed with error, the selective pivotal statistic is still asymptotically valid as long as the classical semiparametric rate assumptions Assumptions 2 and 4 are satisfied. In the next simulation, we verify the sufficiency and necessity of the crucial condition μ t − µ t ∞ · μ y − µ y ∞ = o p (n −1/2 ) in an idealized setting. In this simulation, the true design and the true outcome were generated by
where β = (1, 1, 1, 0 , . . . , 0) T ∈ R 30 . Next, the design and the outcome were perturbed by
where D 1i and D 2i are independent standard Gaussian random variables. Since the nuisance parameters µ t and µ y are always estimated with error in Section 5.1, the (1 + n −γ D 1i ) and n −γ D 2i terms were used to simulate the estimation error. We used five different values of γ in this simulation, γ = 0.15, 0.2, 0.25, 0.3, or 0.35. Then we pretended the perturbed design and outcome as the truth and used the pivot (11) to obtain selective 90%-confidence intervals, after solving a lasso regression with λ = 2E[ X ∞ ] that is commonly used in high dimensional regression (Negahban et al., 2012) . We also compared the performance of selective inference with the naive inference that ignores model selection.
In Figure 2 , we reported the average false coverage proportion in 100 realizations for each γ and sample size n. The naive inferene fails to control the false coverage rate in every setting. For selective inference, a phase transition phenomenon occurred at γ = 0.25: when γ < 0.25, the false coverage rate increases as the sample size increases; when γ > 0.25, the false coverage rate converges to the nominal 10% level as the sample size increases. This observation is consistent with the rate assumption Table 3 . Performance of the selective confidence intervals in the simulation settings where one of the true µ t (x), µ y (x), and ∆(x) is nonlinear in x. The false coverage rates (FCR) and selective type I error (STIE) are close to the nominal 5% level in almost all settings. See caption of Table 2 for meaning of the columns.
Application: Overweight and systemic inflammation
Finally we use an epidemiological study to demonstrate the method proposed in this paper. Visser et al. (1999) studied the effect of overweight on low-grade systemic inflammation as measured by serum C-reactive protein (CRP) level. Overweight was defined as the body mass index (BMI) greater than 25. Using the Third National Health and Nutrition Examination Survey (NHANES III, 1988-1994), they found that the CRP level is more likely to be elevated among overweight adults and the effect is modified by gender and age group. The CRP level in the dataset ranges fro 0.01 mg/dL to 20.00 mg/dL and roughly follows a lognormal distribution (see the supplementary file). Therefore we decided to use the log 2 (CRP) as the When s t = 0 (randomized experiment), the false coverage rate was controlled under all settings. When s t > 0 (observational data) and f t is FGS (purple cross in the figure) , the random forest estimator of µ t is biased and the false coverage rate can be larger than the nominal 5% level.
response in the regression. We used all the confounders identified in Visser et al. (1999) , including gender, age, income, race, marital status, education, vigorous work activity (yes or no), vigorous recreation activities (yes or no), ever smoked, number of cigarettes smoked in the last month, estrogen usage, and if the survey respondent had bronchitis, asthma, emphysema, thyroid problem, arthritis, heart attack, stroke, liver condition, and gout. There are in total 20 variables and some of them are categorical. Using the R function model.matrix, the design matrix X we used has 9677 rows and 27 columns. We refer the reader to the supplementary file for more summary statistics of these variables. We examined five different statistical analyses of effect modification using this dataset:
(1) Naive linear model: both η(x) and ∆(x) are modeled by linear functions of x.
(2) Full model: in the following four models, the nuisance parameters (µ y and µ t ) are estimated by the random forests (Breiman, 2001 ) (as implemented in the R package randomForest). In the full model, ∆(x) is modeled by the full linear model ∆(x) ≈ α + x T β. (3) Univariate screening: ∆(x) is modeled by univariate linear model ∆(x) ≈ α + x j β j for each j = 1, . . . , p (in the analysis we centered each column of X, so the intercept α is the same). (4) Selected model: ∆(x) ≈ αM + x TM βM whereM is selected by solving the lasso problem (7) with λ = 1.1 × E[ X ∞ ] where ∼ N(0,σ 2 I p ) as suggested by Negahban et al. (2012) . Then we used the pivotal statistic in (14) to make selective inference of βM. The noise variance σ Tables 4 to 8 , respectively. The first three methods do not select a submodel, so the coefficients of all 27 regressors are reported. Four regressors (gender, age, stroke, gout) were selected using the lasso, and the corresponding partial coefficients are reported for the last two methods. Next we discuss three observations that the reader may have already noticed when comparing these results. First, although the naive linear model (method 1) and the full model (method 2) generate very similar estimates of the ATE, the coefficients in their effect modification models are notably different (compare Table 4 with Table 5 ). For example, the estimated coefficient of gender is 0.654 using method 1 and 0.481 using method 2. In general, the full model is more credible because the nuisance parameters are more accurately estimated.
Second, the univariate screening (method 3) detected many covariates that are very likely not the actual effect modifiers. Besides gender and age themselves, all the other significant variables-marital (widowed), marital (never married), arthritis, heart attack, stroke, and gout-were strongly correlated with gender or age or both (the sample correlations are at least 0.15). When gender and age had already been in the model (the lasso solution path first picked gender and age), these variables were not selected by the lasso or not significant after adjusting for model selection. Third, stroke and gout were selected by the lasso and they were not significant using selective inference (method 4) in Table 7 ). However, they are significant by using the naive inference that ignores model selection (method 5) in Table 8 ). In general, non-selective inference (data snooping) does not generate valid p-values and confidence intervals. The example here demonstrates the practical importance of selective inference, as stroke and gout would be reported as significant otherwise.
7. Discussion 7.1. When is selective inference a good approach for effect modification? In Section 1 we have compared accuracy and interpretability of different approaches to model effect modification. The machine learning approaches usually approximate the conditional average treatment effect ∆(x) better but are difficult to interpret. The univariate regressions find significantly covariates correlated Table 5 . Results of the full model (method 2) where µ y (x) and µ t (x) are estimated by the random forests and ∆(x) are modeled by ∆(x) ≈ α + x T β. The reported coefficients are β, which is the best linear approximation of ∆(x) in the sense of (8) .
Since there are 27 regressors in total and many of them are strongly correlated, it is difficult to interpret these coefficients.
with ∆(x), but that correlation can vanish after conditioning on other covariates as illustrated in the example in Section 6.
The selective inference approach provides an appealing tradeoff between accuracy and interpretability and is a good approach for modeling effect modification when interpretability is important in the study. One example is when we are interested in learning a good policy (e.g., a rule for deciding which patients to give treatment to based on patient covariates) that is not too complex (Athey and Wager, 2017) . Such a limited complexity policy is useful for decision makers who would like to understand the policy and integrate it with their own judgment.
There are two situations in which selective inference should not be used. The first is when prediction accuracy is the only goal. This can happen if we want to learn the optimal treatment regime and are not concerned about interpretability at all. In this case, machine learning methods such as outcomeweighted learning (Zhao et al., 2012) should be used, though this black box approach also raises many policy concerns and challenges (Price, 2014 Table 6 . Results of the univariate screening (method 3) where µ y (x) and µ t (x) are estimated by the random forests and ∆(x) are then modeled by ∆(x) ≈ α + x T j β j for each j = 1, . . . , p. This simple method can be used to detect potential effect modifiers. However, all the other significant regressors are strongly correlated with gender or age, so it is very likely that they are not the actual effect modifiers.
causal effect of both the treatment and the discovered effect modifiers. Since we do not control for confounding between the effect modifiers and the outcome, selective inference nor any other method that does not control for such confounding can be used to estimate the causal effect of the effect modifiers. Nonetheless, the advocated selective inference approach is useful for post-hoc discovery of important effect modifiers which are usually informative proxies to the underlying causes (VanderWeele and Robins, 2007) . See VanderWeele (2015, Section 9.6) and the references therein for more discussion.
7.2. Assumptions in the paper. Our main theoretical result (Theorem 2) hinges on a number of assumptions. Here we discuss their implications in more detail.
Assumption 1 is fundamental to causal inference. It transforms the estimation of causal effects into a regression problem. We have used a nonparametric model (1) for the potential outcomes, which is saturated for binary treatment (the only implicit "assumption" is that the noise is additive). Table 7 . Results of the selective inference (method 4) where µ y (x) and µ t (x) are estimated by the random forests and ∆(x) are modeled by ∆(x) ≈ α + x TM βM wherê M was selected using the lasso. The selective p-values and confidence intervals were obtained using the pivotal statistic (14) , which are asymptotically valid given the assumptions in this paper. Assumptions 2 and 4 are rate assumptions of the estimated nuisance parameters. The product structure in Assumption 4 is closely related to doubly robust estimation (see e.g. Bang and Robins, 2005) . They are essential to the considered semiparametric problem and are satisfied by using, for example, kernel smoothing with optimal bandwidth when p ≤ 3. However, there is little interest for selective inference in such low dimensional problem. In general, no method can guarantee the rate assumptions are universally satisfied, an issue present in all observational studies. This is why we have recommended to use machine learning methods such as the random forests to estimate the nuisance parameters, as they usually have much better prediction accuracy than conventional parametric models. This practical advice is inspired by van der Laan and Rose (2011) and Chernozhukov et al. (2016) .
Assumption 5 restricts the model size and Assumption 6 assumes the selected design matrix is not collinear. They are indispensable in the context of semiparametric regression. Assumption 5 is also used by Tian and Taylor (2017a) to relax the Gaussianity assumption of the noise. The boundedness assumptions in Assumptions 3, 7 and 8 are technical assumptions for the asymptotic analysis. Similar assumptions can be found in Tian and Taylor (2017a) that is used to prove the asymptotics under nonGaussian error. In our experience, the inversion of the pivot (to obtain selective confidence interval) is often unstable when Assumption 7 are not satisfied.
In our main Theorem we also assumed the noise is homoskedastic and Gaussian. This simplifies the proof as we can directly use the exact selective inference Lemma 1 derived by Lee et al. (2016a) . In general, this assumption can be relaxed (see Tian and Taylor, 2017b) as we only need asymptotic validity of the pivot when µ y (x) is known (see the proof Theorem 2 in the appendix).
7.3. Future directions. There are several directions for future work of applying selective inference to causal problems. We have focused on semiparametric regression with additive noise in this paper so Robinson (1988) 's transformation can be used. In general, many causal estimands can be defined by estimating equations. It would be very interesting to develop variable selection tools in such setup and the corresponding selective inference.
The first-order conditions for β * andβ are ψ(β * , µ t ) = 0 and ψ(β,μ t ) = 0. Notice that ψ is a linear function of β, so
Since the term in the squared bracket converges to E[Var(
] which is positive definite by assumption, it suffices to prove √ nψ(β * ,μ t ) p → 0. This is true because
The first term is 0 because ψ(β
A.2. Proof of Theorem 1.
Lemma 5. Under Assumptions 1 to 4, we have
Combining Lemma 2 and Lemma 5, we obtain the asymptotic inference of β * M in Theorem 1. Next we prove Lemma 5.
Like in Appendix A.1 we suppress the subscript M for simplicity of notation. Denote µ yi = µ y (X i ), µ ti = µ t (X i ) and similarly forμ yi andμ ti . Sinceβ is the least squares solution, we havê
In the last equation, the residual terms are smaller than n −1/2 because of the rate assumptions in the Lemma.
A.4. Proof of Theorem 2. We prove this Theorem through a series of Lemmas. ·M (μ y − µ y )
The last inequality uses the rate assumptions in Assumption 4 and notice that the bound is universal for all |M| ≤ m. Proof. By the definition of U and Lemmas 3, 6 and 7,
The last inequality is due to the KKT conditions (i.e. the selection event). Therefore
Notice that the first term on the right hand side follows the standard normal distrbution. Similarly,
This means the two terms in Φ in (17) are not too extreme (the U term cannot go to −∞ and the L term cannot go to ∞). Furthermore, in Assumption 7 it is assumed that the difference of these two terms is bounded below. Equation (17) immediate follows from the fact that the normal CDF function Φ has bounded derivative and is lower bounded from 0 in any finite interval. and the same conclusion also holds for the lower truncation threshold L.
Proof. First, we prove an elementary inequality. Suppose {b k } and {b k } are two finite sequences of numbers, b k ≥ 0 and
To prove this, notice that
Next, we bound the difference between U (Y −μ y ) and U (Y − µ y ). For notational simplicity, we suppress the parameters of the selected model (M,ŝ) in U and η.
The first inequality uses Lemma 7 and the second inequality uses (18) . Using Lemma 8 and Lemma 7, it is easy to show that
