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1. INTRODUCTION 
In recent papers [I, 21, we have described the methods of structural 
and diagonal decomposition in some detail. A subsequent paper [3] discussed 
the application of these techniques to the solution of an optimal control 
problem in which the state was governed by a parabolic partial differential 
equation. In this paper we present an application of diagonal decomposition 
to the solution of an elliptic partial differential equation via a dynamic pro- 
gramming approach. This approach, developed by Angel [4], converts the 
problem of finding a solution to the differential equation into that of finding 
the function which minimizes a functional; that is to an optimal control 
problem. The partial differential equation is approximated by a difference 
equation by discretizing the two independent variables into N + 1 and L 
subintervals. While standard approaches reformulate the problem in terms 
of an algebraic system of order N(L - 1) x iV(L - l), the application of 
dynamic programming converts the problem into that of solving a difference 
equation of order N x N over L - 1 steps and involving L - 1 matrix 
inversions of order N x N. The subsequent application of the diagonal 
decomposition method reduces this latter problem to that of iteratively 
solving N scalar equations over L - 1 steps with the matrix inversions 
being replaced by divisions. The convergence of this iterative technique is 
established for a particular elliptic equation, Laplace’s equation. 
* Supported by the Atomic Energy Commission under Contract No. AT( 11-1)-l 13, 
Project #19. 
467 
!Q 1971 by Academic Press, Inc. 
40913313-1 
468 COLLINS AND ANGEL 
2. DISCRETIZATION AND CONVJBSION OF LAPLACE'S EQUATION 
TO AN OPTIMAL CONTROL PROBLEM 
In this section, we shall, following [4, 51, convert the problem of solving a 
representative linear elliptic equation, Laplace’s equation in two independent 
variables defined on a rectangular region, into an optimal control problem. 
The notation will conform to that introduced in [l, 2, 31. While we use this 
simple, yet important, example to illustrate the dynamic programming 
approach and subsequently an application of the diagonal decomposition 
technique, we wish to emphasize that the development can be extended to 
more general linear equations, nonlinear equations, and equations over 
irregular regions as well as to equations with three or more independent 
variables. 
Laplace’s equation 
a%&, w) 
a22 + 
a24z, WI = 0 
ad 3 (1) 
defined on the rectangular region S, where 
(z, w) ES iff 0 <z <z,, OA< w < w2, (2) 
and subject to the boundary conditions 
4% Wf) = g&)9 
4% 0) = g2(zh 
u(O, w) = h,(w), 
4% 9 w) = h,W, 
is the Euler equation associated with the minimization of the quadratic 
functional 
over all functions u(z, w) in L2 over S which satisfy the boundary condi- 
tions (3). Thus to solve (1) subject to (3) we attempt to find the u which 
minimizes (4). 
We begin by discretizing the interval [0, z,] in z into L subintervals of 
length A by specifying the L + 1 points zI by zI = 1. A, I= 0, L, where 
A = z,/L. Likewise we discretize the interval [0, w,] into N + 1 subintervals 
of length 6 by specifying the N + 2 points w6 by w1 = w, - 8, i = 0, N + 1, 
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where S = q/(iV + 1). This discretization focuses our attention on finding 
the solutions to (1) or (4) on the interior grid points 
GL > 4, z= l,N, I= 1,L - 1. (5) 
See Fig. 1. 
h, Iw !  
1 , I  
i : I , ,  
.  .  .  .  ,  
FIGLIRE 1. 
We define an N-dimensional vector function of 1, x(Z), in terms of its 
components as 
x,(l) = U(% , Wi), i= 1,N. 
Notice that the boundary points u(zr , w,,) and u(zr , w~+~) are excluded from 
this vector and thus x(Z) contains only the unknown interior points at z = x1 . 
At the boundary values of z, 0 and z, i we define the iv-dimensional vectors c 
and d in terms of their components 
ci = hl(wi)9 d+ = h,(wJ. (6) 
Using the above discretization, we desire now to approximate the partial 
derivations in (4) by 
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The quadratic functional (4) can then be approximated by the finite sum 
For notational convenience we suppose that N and L are such that A = 8. 
Employing the definition of the x vector in (7), we find, after some simple 
algebra that (4) can be rewritten in inner product notation as 
J&(4)) = $ [Wt Qx(W + (- 27~Vh 40) 
+ (x(Z) - x(Z - I>, x(Z) - x(Z - I>>] + p 
(8) 
where q contains terms in u which lie only on the boundary of S and where 
the N x N symmetric matrix Q is 
2 -1 0 0 *** 
2 - 1 0 2, **a i=j, 
-1, [i-j/=1, (9) 
0, otherwise, 
and the N-dimensional vector V(Z) is defined in terms of the known boundary 
conditions as 
Clearly the set of vectors x(Z) which minimize (8) also minimize 
L-l 
l(W)) = F. [<XV + l), IQ@ + 1)) + <- W + 11, x(z + 1)) 
+ +q + 1) - x(Z), x(Z + 1) - @))I, 
(10) 
(11) 
where we have eliminated the constant term p and shifted the index on the 
sum by one. 
Using the terminology of optimal control theory, J((x(Z))) is the “cost” 
functional to be-minimized by selecting the optimal set of “control” vectors 
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{x(Z)}, I = 1, L - 1. In earlier papers [l, 21, we have denoted control vectors 
by y and we have exhibited a relationship between the state and control 
vectors, a “state equation,” of the form 
x(Z + 1) = Ax(Z) + By(Z). 
Previous applications of the diagonal decomposition technique have focused 
on artificially diagonalizing the A matrix. For this application the state 
equation becomes 
where we have taken A = 0 and B = I,, the N x N identity matrix. 
Clearly (12) is already diagonalized and one might wonder where is the need 
for an application of diagonal decomposition. As we will discuss in a later 
section, it is the cost matrix Q which alone introduces an interaction between 
the components of the state vector and it is this matrix which will be arti- 
ficially diagonalized. 
Replacing x(Z + 1) in (11) by y(Z) we are confronted by the simple optimal 
control problem of finding the 
L-l 
y$$ c [(Y(Z), QYW + (- 2W + l>, Y(Z)) + <Y(Z) - 40, y(z) - .Wl, 
Id) L-2 z=o 
(13) 
where the state and control vectors are related by (12) and where the values of 
x and y are constrained by boundary conditions (6) or 
x(0) = c, y(L - 1) = X(L) = d. (14) 
3. A DYNAMIC PROGRAMMING SOLUTION 
In order to solve (2.13) subject to (2.12) and (2.14) we imbed the original 
problem within a family of similar problems with varying initial values of z, 
and varying initial state x(i) [4, 5-J. That is, we define an optimal cost function 
in terms of these variables as 
C [<y(z), QYW + <- Ml + 11, ~(0) 
+ <Y(Z) - mY(o - ml\ * 
4’72 COLLINS AND ANGEL 
Using the principle of optimality, we can derive a functional equation which 
relates the optimal costs of nearby members of this family of problems as 
fG4j>,j) = $G’r(d, Qr(j)> + <- 274i + 11, r(j)> 
+ <r(j) - 4i>9y(i> - x(i)> +f(r(iM + I>>. 
(2) 
The initial condition on (2) is, by (I), 
fW - l),L - 1) 
= (4 Qd) + <- 244, d) + (d - x(L - 1), d - x(L - I)), (3) 
where we have used (2.14) to substitute for y(L - 1). It is clear from (3) 
that f(x(L - l),L - 1) is a quadratic function of its argument x(L - l), 
and it can be shown inductively that 
f(4iM) = <x(i), R(j) dj)> + (- W), 4.0) + 8(j), j = O,L - 1, 
(4 
where R is a symmetric N x N matrix, s(j) is an N-dimensional vector and 
8(j) is a scalar. 
Substitution of (4) into the right side of (2) permits an explicit analytic 
minimization of the right side of (2) by differentiating with respect to y, 
ymin(j) = [Q + I+ Nj + I)]-' (x(j) + s(j + 1) + $i + 1)). (5) 
Using the form (4) on both sides of (2) withy,i, substituted fory, we equate 
like coefficients of x(j) and thereby derive the following difference equations 
for R and s: 
R(j) = I- [Q + I+ R( j + I)]-‘, R(L - 1) = 1, (6) 
s(i) = [I - WI W + 1) + 4-i + l)), s(L - 1) = d, (7) 
the initial conditions on (6) and (7) being easily deduced from (3). We have 
omitted the equation for 8 as this function plays no role in the choice of 
optimal control (5). Using (6) and (7) in (3), we can rewrite the optimal control 
y(j) (or the optimal choice of x( j + 1)) as 
4.i + 1) =Ki) = [I - WI 43 + 0. (8) 
We are now in a position to solve the minimization of the functional (2.13) 
which represents a solution to the original problem (2.1) on the rectangular 
grid of points (2.5). First (6) and (7) are solved simultaneously fromj = L - 1 
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to j = 0. The N x N matrix solution R(j) and the vector solution s(j) are 
stored, possibly in slow storage. In order to “reconstruct” the optimal state 
trajectory x(j), j = 1, L - 1, we first employ R(O), and the known boundary 
condition x(0) = c in (8) with j = 0 to generate x(1). The reconstruction 
continues in this fashion from j = 0 to j = L - 1. Notice that the backward 
solution of (6) requires L inversions of a general symmetric matrix of order 
N x N. It can be shown [4] that these inverses exist and that the equations 
are computationally stable. The computations necessary to solve (6), (2), and 
subsequently (8), are O(LNS). 
4. AN APPLICATION OF DIAGONAL DECOMPOSITION 
The main disadvantage of the dynamic programming approach is that we 
must perform L inversions of N x N matrices. N and L may be large if a 
fine grid of points is needed to adequately approximate the boundary condi- 
tions gl , g2 , hl , and h, and/or if we desire to improve the accuracy of the 
solution. Further, if instead of Laplace’s equation we had to apply techniques 
similar to the foregoing to a nonlinear partial differential equation, the discrete 
dynamic programming algorithm would have to employed-an infeasible 
task for N > 4. Thus we try to circumvent this obstacle-the curse of dimen- 
sionality-by employing an extension of the method of diagonal decomposi- 
tion. This technique reduces the problem of solving the N x N system (3.6) 
and the N-dimensional vector system (3.7) to that of iteratively solving N 
scalar equations. In particular the matrix inversions of (3.6) become scalar 
divisions. 
We will make full use here of the derivation of Section 3. We begin by 
artificially diagonal&ring the Q matrix by decomposing it into two matrices 
D and M where D contains the diagonal terms of Q and M contains the 
remaining components, 
Q=D+M. 
In particular, recalling (2.9), 
D = 21, 
while M is the N x N symmetric matrix 
M= 
(1) 
(2) 
‘- 1, 1 -jl = 1, I 0, otherwise. 
(3) 
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We now repeat (3.2) using this decomposition: 
fWM = y&G<r(j), Wi)> + <r(j), JQW + 6 Wj + l>, r(j)> 
+ (r(i) - G>,Y(~) - 4.i)) +fMO,i + W 
(4) 
We wish to approximate the term (y(j), My(j)) in (4). To this end we 
assume the existence of an initial guess y(O)(j), j = 0, L - 2, at the optimal 
control trajectory and expand (y(j), My(j)) about this guess, 
Ml9 M.(i)> = W”W W9.i)) + WV”)(j), r(j) - r(oYj)> 
+ (r(i) - r(“W J+Wj) - r(o)(jN>. 
(5) 
The last term in (5) is approximately zero for a sufficiently close guess at 
y(j) and we approximate (5) by dropping this term, 
Mi), Jf..(i)> = (2JW”)(j), r(j)> + 91, (6) 
where v contains only known terms and can thus be eliminated from the 
minimization in (4). Substituting (6) into (4), eliminating the 9) term, and 
rearranging, we have 
f(x( j), j) = $$<r(i), Wi)> +f<- 2fi(“V.i + lh r(j)> 
+ (y(i) - 4.&y(j) - x(j)> +fW)yi + 1>17 
(7) 
where the known vector @co) is defined as 
B(O)( j + 1) = w( j + 1) - My(O)(j) = w( j + 1) - Mx(O)( j + 1). (8) 
The results of Sec. 3 can be used to achieve a solution of functional equa- 
tion (7) by substituting D for Q and c(O)( j + 1) for v(j) in the earlier results. 
In particular the difference equations (3.7), (3.8) and (3.9) become 
R(j) = I - [V + R( j + I)]-‘, R(L - 1) = I, (9) 
s(j) = [I - R(j)] (s(j + 1) + o(j + 1) - MxcO)( j + I)), (10) 
s(L - 1) = d, 
and 
4j + 1) = r(j) = V - WI 4j) + 4ih x(0) = c. (11) 
Examining (9) we can use the diagonal initial condition to show inductively 
that R(j) is diagonal for j = 0, L - 1. Thus equation (9) is no longer of 
dimension N x IV but rather represents N decoupled equations. Further, 
since each of these N equations is of precisely the same form, only one scalar 
DIAGONAL DECOMPOSITION TECHNIQUE 475 
equation need be solved to acquire the matrix solution R(j). Note that the 
matrix inversion has been replaced by scalar division. Likewise since R(j) is 
diagonal the vector system (10) is decoupled into N independent scalar 
equations. We will later employ the fact that these N equations can be solved 
sequentially. 
Equations (9), (lo), and (11) can be solved as described previously to 
yield an improved guess at the solution x”)(j), j = 1, L - 1. This solution 
is then used to replace the initial guess X(O) in (10) and the entire procedure 
is iterated until convergence occurs. The starting solution X(O) can be acquired 
by various means; for example, the undecomposed system can be solved on a 
crude grid. It will be shown in the next section that, for this problem, con- 
vergence is assured irrespective of the closeness of the initial guess. 
We notice that since (9) does not contain any components of x(O), its solu- 
tion will not change with each iteration and thus the single scalar equation 
corresponding to (9) need only be solved once. The solution of the N x N 
matrix system and the N-dimensional vector system (3.6) and (3.7) has been 
reduced to the iterative solution of 2N scalar equations (10) and (11). The 
number of computations per iteration has been reduced to O(LN). 
5. CONVERGENCE OF THE ALGORITHM 
Employing the notation introduced in Sec. 2, we can 
equation in component form on the grid of points (2.5) as 
write Laplace’s 
(1) 
where we understand x,(Z) and ++i(Z) to mean g,(Z) and g,(Z) respectively. 
Writing this in vector-matrix form, with A = 6, we have 
x(Z - 1) - 2x(Z) + x(Z + 1) - Qx(Z) + v(Z) = 0, z= l,L - 1, (2) 
where Q and v are as previously defined. This second-order difference equa- 
tion is subject to the two-point boundary conditions 
x(0) = c, x(L) = d. (3) 
(We note in passing that (2) subject to (3) can be used as the starting point to 
derive a solution in a form very similar to that of dynamic programming [6].) 
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Performing the previously described diagonal decomposition of the Q 
matrix converts (2) to 
xv - 1) - 244 + x(Z + 1) - Dx(Z) = - u(Z) + A&p’(~). (4) 
It can be shown that the solution of (4) subject to (3) by standard techniques 
will yield a solution x”‘(Z) which is precisely that yielded by the solution of 
(4.9), (4. IO), and (4.11). Iteration of (4.10) and (4.11) is equivalent to replacing 
~(~‘(1) in (4) by S’(Z) and repeating the solution of (4), etc. Thus we can 
examine the convergence properties of the algorithm suggested in Sec. 4 by 
investigating the convergence of the iteration suggested for (4): 
#‘(Z - 1) - 2x(i)(Z) + x’i’(Z + 1) - L@‘(Z) = - v(Z) + AMi-l’(Z). (5) 
To this end we define the N-dimensional error vector e(l)(Z) as 
efi’(Z) = x(Z) - di’(Z) (6) 
where x(Z) is the solution of (2) subject to (3). Subtracting (5) from (2), we 
have 
e(“‘(Z - 1) - 2f+“‘(Z) + eu’(Z + 1) - De($)(Z) = Me+l’(Z), z= 1,L - 1, 
(7) 
with e(i-l’(L) = e(i)(L) = @-r’(O) = co’(O) = 0. The problem of solving 
this second-order difference equation can be converted to that of solving the 
N(L - 1) x N(L - 1) block tridiagonal linear algebraic system 
- 41 I 0 0 ..* 
Upon using the Kronecker product notation and solving formally, this 
becomes 
t?(i) = [- 4I @I - M @I]-1 [I @ M-j f?“-l’, (9) 
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where Zis the N(L - I)-dimensional vector composed of theL - 1 N-dimen- 
sional e(Z) vectors. Defining the N(L - 1) x N(L - 1) matrix T by 
we find that the diagonally-decomposed dynamic programming algorithm 
will converge to the solution of (2) if j/ T/I < 1, where // * // is the spectral 
norm or modulus, p(T), which is defined by 
~(0 = my41 W>I>, 
where hi denotes the i-th eigenvalue of T. It can be shown [7] that the eigen- 
values of T are 
WY 
UT) = _ 4 _ L,(M) ) I= 1,L - 1, n = l,N, 
while the eigenvalues of M are [8] 
hi(M) = 2 COS & ) i= 1,N. 
Using a simple argument we see that 
P(T) / = T- 
cos n/L 
cos 7r/(N + 1) 
< 1. 
The method is therefore convergent, and this convergence does not depend 
on the closeness of the initial guess. 
This bound on the spectral radius may seem familiar and in fact we can 
establish an intimate relationship between the technique presented in this 
paper and the conventional block iterative techniques of solution [8]. We will 
touch briefly on this subject in the concluding section. 
6. CONCLUSION, EXTENSIONS 
The application of diagonal decomposition described in the foregoing 
dramatically reduces the demands on the computational resources which are 
required to solve the problem posed in (2.1). Assuming that K iterations of 
the diagonally decomposed equations (4.10) and (4.11) are required to effect 
convergence, then the O(L * N * K) computations required for this method 
will compare favorably with the O(L * Na) computations required to solve 
(3.6), (3.7), and (3.8) for K < Na. Further, the storage requirements have 
been reduced, for instead of having to store O(L * Ns) words when solving 
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(3.6), (3.7) and (3.9), we need store only O(L . N) numbers when solving 
(4.10) and (4.11). 
6.1. More General Linear Equations 
Consider the more general partial differential equation 
(1) 
which is the Euler equation for the functional 
- 0(x, w) u2 + 2&, w) u] dz dw. (2) 
The procedure for solving (1) by solving a discretized version of (2) via a 
diagonally decomposed dynamic programming algorithm differs only trivially 
from the procedure presented earlier. In particular only the definitions of 
Q, D and w need be altered. 
6.2. Nonlinear Equations 
The reduction of dimensionality is even more apparent when the partial 
differential equation to be solved is nonlinear and thus corresponds to a 
nonquadratic cost functional. In this case the standard approach is to quasi- 
linearize the differential equation and thereby make the corresponding cost 
functional quadratic (see (2)). This approach produces a sequence of problems 
similar to those treated herein. If diagonal decomposition is applied to these 
linearized problems the result is a nested iterative technique. Another 
approach is to attempt to minimize the original non-quadratic cost functional 
directly by applying the conventional discrete dynamic programming algo- 
rithm. This approach is infeasible if N, the domain of the resulting functional 
equation is much greater than four. However, an application of diagonal 
decomposition at this juncture can often reduce this problem to the iterative 
solution of N independent functional equations with domains of dimension 
one, a problem which is easily feasible even for large N. 
6.3. Higher dimensional equations 
The concepts developed in this paper are applicable to the solution of partial 
differential equations with more than two independent variables. Some of the 
technical difficulties encountered will be explored in subsequent papers. 
6.4. Irregular Regions 
The application of the dynamic programming approach to the solution 
of Laplace’s equation over irregularly shaped regions has been explored [4]. 
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It is in fact the ease with which problems of this type can be attacked via 
dynamic programming which makes this method attractive when compared 
with other techniques such as alternating-direction-implicit. The application 
of diagonal decomposition to the dynamic programming equation does not 
modify these results. 
6.5. Connection with Gaussian Elimination 
As was noted in [9] there is a connection between the “conventional” 
dynamic programming solution of Laplace’s equation described in Section 3 
- and the solution by Gaussian elimination of the N(L - 1) x N(L 
algebraic system 
1) 
(3) 
The previously described application of diagonal decomposition “diagonal- 
ized” all of the blocks of this block-tridiagonal system, see (5.8), and thereby 
reduced all matrix computations to scalar ones. 
6.6. Connection with the Block Jacobi Method 
We note that the diagonally-decomposed dynamic programming procedure 
involves solving N independent scalar equations (4.10) back from 1 = L - 1 
to I = 0 and likewise solving another set of N independent scalar equations 
forward from I = 0 to I = L - 1. If we define the N x (L - 1) matrix of 
unknowns, U, by 
Ui.l = 4% , w,), i= l,N, E = l,L - 1, 
we see that each pair of scalar equations corresponds to a solution for a 
TOW of the U matrix while our notation, x(O), is in terms of columns of U. If, 
after diagonally decomposing, we had reformulated our equation in terms of U 
it would have been clear that our method is equivalent to applying the block 
Jacobi method. Thus it is to be expected that the modulus of the T matrix 
which characterizes our technique (Sec. 5) is the same as that of the block 
Jacobi method [8]. The dynamic programming procedure for solving for the 
480 COLLINS AND ANGEL 
rows of U via recursive equations for R(i) and s(i) is similar to that suggested 
by Cuthill and Varga [lo]. 
6.7. Acceleration of Convergence 
It is well known that the rate of convergence of a Jacobi process can be 
doubled by using new values as soon as they are available. Clearly the inde- 
pendence of the component equations of (4.10) and (4.11) permit us to solve 
the pairs of equations corresponding to component xi sequentially, i.e., the 
pair for x, follows by the pair for xa , etc. Thus we expect by using the new 
solution for x,(l) when solving for ++r(Z), to double the speed of convergence 
relative to a straightforward parallel computation. 
Additionally we can use successive overrelaxation to get a further improve- 
ment in convergence. In a subsequent paper we will show that use of suc- 
cessive overrelaxation in conjunction with our method gives a rate of con- 
vergence which exceeds that of a block overrelaxation procedure. 
6.8. Unified Approach to the Solution of Elliptic Equations 
We have shown here and elsewhere [6] that we can study approximate 
numerical solution of elliptic equations by techniques derived from the theory 
of second order difference equations. In a future paper we will develop a 
unified approach to numerical solutions from this standpoint which will 
include all the standard iterative and direct methods as well as some extensions 
of these methods. 
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