Network inference in the non-equilibrium steady state by Dettmer, Simon L. et al.
Network inference in the non-equilibrium steady state
Simon L. Dettmer1, H. Chau Nguyen2 and Johannes Berg1∗
1Institute for Theoretical Physics, University of Cologne, Zu¨lpicher Straße 77, 50937 Cologne, Germany
2Max-Planck-Institut fu¨r Physik komplexer Systeme, No¨thnitzer Str. 38, 01187 Dresden, Germany
Non-equilibrium systems lack an explicit characterisation of their steady state like the Boltzmann
distribution for equilibrium systems. This has drastic consequences for the inference of parameters
of a model when its dynamics lacks detailed balance. Such non-equilibrium systems occur naturally
in applications like neural networks or gene regulatory networks. Here, we focus on the paradigmatic
asymmetric Ising model and show that we can learn its parameters from independent samples of the
non-equilibrium steady state. We present both an exact inference algorithm and a computationally
more efficient, approximate algorithm for weak interactions based on a systematic expansion around
mean-field theory. Obtaining expressions for magnetisations, two- and three-point spin correlations,
we establish that these observables are sufficient to infer the model parameters. Further, we discuss
the symmetries characterising the different orders of the expansion around the mean field and
show how different types of dynamics can be distinguished on the basis of samples from the non-
equilibrium steady state.
PACS numbers: 02.30.Zz,02.50.Tt,89.75.-k 75.50.Lk
Inverse problems in statistical physics are motivated
by the challenges of big data in different fields, especially
high-throughput experiments in biology: Can one learn,
for instance, the synaptic connections between neurons
from observations of neural activity [1], or the regula-
tory interactions between genes from gene expression lev-
els [2]? Inverse statistical problems such as these also
include the determination of three-dimensional protein
structures [3], the inference of fitness landscapes [4], and
flocking dynamics [5]. The paradigmatic inverse statis-
tical problem is the inverse Ising problem, which seeks
to infer the parameters of a spin model – external fields
and interactions between spins – from observables like
magnetisations and spin correlations. For the equilib-
rium case, which is characterised by symmetric interac-
tions between pairs of spins and detailed balance, a wide
range of approaches have been developed on the basis
of the Boltzmann distribution [6]. Yet in many applica-
tions, like neural networks or gene regulatory networks,
interactions are generally asymmetric. For instance, a
synaptic connection from neuron A to neuron B does not
imply a reverse connection back from B to A. The result-
ing non-equilibrium steady state (NESS) lacks detailed
balance and is not described by a Boltzmann distribu-
tion. We ask if it is possible to learn the parameters of a
non-equilibrium model from independent samples of the
NESS, even though the probability with which each state
of the system occurs in the long-time limit is unknown.
Key result of this paper is the identification of observ-
ables from which the parameters of a non-equilibrium
model can be reconstructed, and a systematic procedure
to infer the model parameters based on these observables.
For concreteness, we start with the asymmetric Ising
model in discrete time under so-called Glauber dynam-
ics [7]: At a given time t, the state of a system ofN binary
spins is characterised by variables si(t) with i = 1, . . . , N .
The dynamics of spins is defined by randomly picking a
spin variable, say i, at each time step. The value of that
spin variable is then updated, with si(t + 1) = ±1 sam-
pled from the probability distribution
w(si(t+ 1)|s(t)) = exp{si(t+ 1)θi(t)}
2 cosh(θi(t))
, (1)
where the effective local field is
θi(t) = hi +
N∑
j=1
Jijsj(t) , (2)
with external fields hi and couplings between spins Jij .
This dynamics has been used as a model of neural dynam-
ics [8] and as a model of gene expression dynamics [9].
Similar to this sequential dynamics that updates one spin
after the other, one can define a dynamics with parallel
updates, where the updates (1) are carried out simulta-
neously for all spins.
For a symmetric coupling matrix without self-
couplings, the Glauber dynamics (1) converges to the
equilibrium state characterised by the Boltzmann dis-
tribution pB(s) = e
−H(s)/Z with the well-known Ising
HamiltonianH(s) = −∑i si(hi +∑j>i Jijsj). (For con-
venience we have subsumed the inverse temperature into
the couplings and fields.) For asymmetric couplings,
however, Glauber dynamics (1) converges to a non-
equilibrium steady state, which lacks detailed balance
and is hard to characterise.
In the inverse problem, the task is to infer the parame-
ters of the asymmetric Ising model, namely the couplings
Jij and external fields hi of (2). This is a comparatively
easy task when we can observe time series of consecutive
states of the system s(t), s(t+ 1), s(t+ 2), . . .. Using the
dynamical rule (1), the probability of a particular tra-
jectory
∏
t w(s(t + 1)|s(t)) can be written down explic-
itly and be maximised with respect to the couplings and
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2fields [10, 11] in polynomial time in N and the length
of the trajectory. This yields the maximum likelihood
estimate of the model parameters. An estimate of the
couplings and fields that can be computed even faster
has been derived using mean-field theory [10, 12].
However, there are situations where a time series of
the system’s dynamics is not available. An example is
genome-wide gene expression levels measured in single
cells, a process which involves the physical destruction
of cells. In such cases, only independent samples from
the non-equilibrium steady state are available. Beyond
the practical relevance, it is also a fundamental question
whether we can characterise the NESS sufficiently well
to solve the inverse problem.
Already elementary arguments show that, unlike in
the equilibrium case [6, 13], pairwise spin-correlations
are insufficient to infer the model parameters: the ma-
trix of pairwise correlations 〈sisj〉 is symmetric and has
only N(N − 1)/2 independent entries, whereas there are
N(N − 1) entries of the asymmetric coupling matrix Jij
to be determined (self-interactions Jii 6= 0 are excluded).
Thus we expect that at least three-point correlations
〈sisjsk〉 are required. On the other hand, the informa-
tion one can extract from single-time measurements in
the NESS is limited to the frequencies of the 2N different
spin configurations. Taking into account the normalisa-
tion constraint, there are thus at most 2N−1 independent
observables available to determine the N(N −1) +N pa-
rameters of couplings and external fields. This implies
that the parameters can only be inferred for N ≥ 5.
Self-consistent magnetisations and spin-correlations.
In the following, we write the magnetisations and n-point
spin-correlations self-consistently as single-time expec-
tations in the steady state involving the effective local
fields (2). Further, we employ an expansion around a
probability distribution factorising in the spins (mean-
field theory) to derive magnetisations, two-, and three-
point correlations as an explicit function of the couplings
and external fields. By inverting either of these relation-
ships we can solve the inverse problem.
We consider the magnetisationsmi ≡ 〈si〉 in the steady
state, and the fluctuations δsi ≡ (si−mi) of spins around
this mean. By averaging over the statistics (1), we ob-
tain for the magnetisations and the n-point connected
correlations Ci1,i2,...,in ≡ 〈δsi1δsi2 · · · δsin〉
mi = 〈tanh(θi)〉 ≡
∑
s
p(s|h,J) tanh(θi(s,h,J)) (3)
Ci1,...,in =
1
n
n∑
k=1
〈 n∏
j=1
j 6=k
δsij
 [tanh(θik)−mik ]
〉
, (4)
where {i1, . . . , in} ⊂ {1, . . . N} is a subset of n spins
and p(s|h,J) denotes the steady-state probability over
spin configurations s. These equations are a set of
self-consistent equations whose left-hand side gives mag-
netisations and correlations, which together specify the
probability distribution p(s|h,J) in the the NESS. The
right hand sides depend on this distribution via aver-
ages over functions of θi = hi +
∑N
j=1 Jijsj . A sim-
ilar result holds for a dynamics with parallel updates
Cpari1,...,in = 〈
∏n
k=1[tanh(θik)−mik ]〉. Given independent
samples from the steady state, the expectations in (3)
and (4) can be evaluated numerically by averaging over
the sampled configurations.
An expansion around mean-field theory. Although
the steady-state probability distribution p(s|h,J) un-
derlying the expectations is not known, it turns out
that its moments can be calculated in a system-
atic expansion around a distribution factorising in the
spins, q(s|hq) ≡ p(s|hq,Jq = 0). In equilibrium statis-
tical physics, this distribution is the well-known mean-
field ansatz. Its application to the non-equilibrium
setting has been pioneered by Kappen and Span-
jers [14]. As usual in mean-field theory, the external fields
hq = hq(h,J) := h− δh characterising the mean-field
distribution q(s|hq) are fixed by a self-consistent equa-
tion for the magnetisations m(hq,Jq = 0) = m(h,J), so
the mean-field distribution yields the same magnetisa-
tions as the original model with couplings J and fields h.
Considering external fields hq + λδh and couplings λJ ,
one can smoothly interpolate between λ = 0, describing
the factorising distribution q, to the NESS described by
λ = 1. Expanding the moments of this distribution in
a Taylor-series around the mean-field distribution λ = 0
gives
m(h,J) =
∞∑
k=0
1
k!
dkm(hq + λδh, λJ)
dλk
∣∣∣
λ=0
(5)
C(h,J) =
∞∑
k=0
1
k!
dkC(hq + λδh, λJ)
dλk
∣∣∣
λ=0
.
Using this approach, Kappen and Spanjers computed
the magnetisations and two-point correlations to second
order in λ [14]
mi = tanh
hi + N∑
j=1
Jijmj −mi
N∑
j=1
J2ij(1−m2j )
(6)
Cij = (1−m2i )(1−m2j )
(
J symij +mimj
(
J2ij + J
2
ji
)
+
N∑
k=1
k 6=i
JjkJ
sym
ik + JikJ
sym
jk
2
(1−m2k)
)
, (7)
where J sym = 12 (J + J
T ) and Jasym = 12 (J − JT ) are
the symmetric and antisymmetric parts of the coupling
matrix respectively.
3Three-point correlations and their symmetries. To in-
fer couplings and fields we turn to the connected three-
point correlations. To second order in λ we find
Cijk =
1
3 (1−m2i )(1−m2j )(1−m2k)× (8)
[−6Aijk(J sym,m)− 2Aijk(Jasym,m)] ,
where
Aijk(J ,m) = JijJkjmj + JjiJkimi + JjkJikmk . (9)
These spin correlations exhibit particular symmetries,
which affect the reconstruction of model parameters. Al-
ready the two-point correlations (7) depend, to first or-
der in J , only on the symmetric part of the coupling
matrix. However, also the three-point correlations show
a symmetry; (8) is unchanged when the coupling ma-
trix is replaced with its transpose so Jasym transforms to
−Jasym, since Aijk(J ,m) is quadratic in the couplings.
Thus jointly solving (7) and (8) for the coupling matrix
J either yields the reconstruction of the original coupling
matrix, or its transpose. This binary symmetry is lifted
only at third order in λ, see Supplemental Material.
Parameter inference. Given empirical samples from
the NESS we can now solve the inverse problem in two
ways: (i) exact inference. We jointly solve the self-
consistent equations (3) and (4) up to three-point cor-
relations for the couplings J and external fields h. (ii)
mean-field inference. We jointly solve the explicit cor-
relation expressions (7) and (8) (taken to third order in
λ) for the coupling matrix J . Subsequently solving the
magnetisation equations (6) for h completes the param-
eter reconstruction.
To test these inference schemes, we numerically sim-
ulate a system of N = 10 spins with random asym-
metric couplings. Off-diagonal entries of the matrix of
couplings are chosen independently from a Gaussian dis-
tribution with zero mean and standard deviation β/
√
N
(self-interactions are excluded: Jii ≡ 0) , and external
fields from a Gaussian distribution with zero mean and
standard deviation β. Samples of the state of the system
under Glauber dynamics (1) with sequential updates are
recorded at each update after an initial settling-in pe-
riod of 105N updates to reach the steady state. Based
on these measurements, we reconstruct the parameters
by minimising the sum of the relative squared prediction
errors of the magnetisation and two- and three-point cor-
relation equations using the Levenberg-Marquardt algo-
rithm (see Supplemental Material for details).
Figure 1 shows the reconstruction of the couplings
for different numbers of samples and coupling strengths.
Three-point correlations are small and as a result the
inference is affected by sampling noise. For the exact
inference, the reconstruction improves significantly with
the number of samples (left hand plots). For the mean-
field inference, the correlations (7)-(8) computed to finite
order in λ become inaccurate in the limit of strong cou-
plings, which can also limit the reconstruction quality.
As a result, the mean-field reconstruction performs best
for intermediate coupling strengths (right hand plots).
Also, the reconstruction error for the symmetric part of
the couplings J sym is smaller than for the antisymmetric
part Jasym, since the former is primarily determined by
the connected two-point correlations (7), which are con-
siderably larger than the three-point correlations. For
this reason, fewer samples are required for the accurate
inference of the symmetric part of the couplings. The
reconstruction of the external fields shows a similar be-
havior; see Fig. S1 in the Supplemental Material.
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FIG. 1. Couplings inferred from the NESS. We con-
sider a system of N = 10 spins with random asymmetric
couplings under Glauber dynamics (1), see text. We plot the
relative root-mean-squared reconstruction error  between the
inferred and the true couplings against the coupling strength
β for different numbers of samples M . Left: reconstruction
errors for the exact inference. Right: reconstruction errors for
the mean-field inference. The symmetric part of the couplings
J sym = (J + JT )/2 (top) generally has a lower reconstruc-
tion error than the antisymmetric part Jasym = (J − JT )/2
(bottom).
Model selection. Beyond estimating the parameters
of a particular dynamical model, an important question
is what type of dynamics produced a particular NESS. In
inference, this question is known as the model selection
problem. Here, we compare three different dynamics: (i)
Glauber dynamics with sequential updates, (ii) Glauber
dynamics with parallel updates, and (iii) equilibrium dy-
namics (sequential updates with Jasym = 0). We start
by taking independent samples from the NESS produced
by a model with sequential dynamics as described above
and calculate magnetisations and correlations. Next, we
solve the exact self-consistent equations for the magneti-
sations, two- and three-point correlations for the different
4dynamics by minimising the relative prediction error as
above. This gives the model parameters for a particular
dynamics that best reproduce the sampled correlations.
In Fig. 2 we compare the three-point correlations pre-
dicted by these best fits of the three different dynami-
cal models with the sampled correlations. Indeed, the
sequential model shows the best match with the sam-
pled data, leading to the conclusion that out of the three
alternatives, the data was indeed most likely produced
by a model with sequential Glauber dynamics. We find
analogous results for the dynamics generated by paral-
lel updates, see Fig. S2 in the Supplemental Material.
This shows that one can distinguish the different types
of dynamics based on samples from their NESS alone.
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FIG. 2. Distinguishing different dynamical models on
the basis of three-point correlations. We sample config-
urations from the NESS of Glauber dynamics with sequential
updates, see text. Next, we reconstruct the model parame-
ters from the magnetisations, two- and three-point correla-
tions, assuming the data was generated by Glauber dynam-
ics with sequential updates (circles), parallel updates (tri-
angles), or equilibrium dynamics (squares). The deviations
∆Cijk = Cijk(h,J)−Csampledijk of the three-point correlations
predicted by these three models from the corresponding cor-
relations seen in the original samples are plotted against the
sampled correlations. The relative root-mean-squared predic-
tion errors ‖∆Cijk‖2/‖Csampledijk ‖2 are 0.003, 0.06, and 0.13
for the sequential, parallel, and equilibrium dynamics respec-
tively, clearly favouring the dynamics with sequential updates.
The horizontal line is a guide to the eye representing a per-
fect fit. We used N = 10 spins, a coupling and external field
strength of β = 0.2 and M = 1010N samples.
The inverse Langevin problem. Our approach is not
limited to the asymmetric Ising problem with its binary
spins and discrete-time dynamics. Consider the dynam-
ics of continuous variables xi under a model of the form
∂txi = f(θi)− xi + ξi(t) , (10)
where the effective local field is θi(t) = hi +
∑
j Jijxj(t),
f(θ) is an arbitrary monotonic function, and ξi(t) de-
scribes δ-correlated white noise. This is a multivariate
Langevin equation; the steady state, if it exists, gener-
ally does not obey detailed balance. For the particular
choice f(θ) = tanh(θ), this Langevin equation has mag-
netisations and correlations given by (3) and (4), and
these results can be generalised easily to arbitrary choices
of f(θ). Hence these equations and their generalisations
can also be used to solve the inverse problem for the class
of non-equilibrium stochastic differential equations of the
form (10).
To conclude, we have used a self-consistent character-
isation of the non-equilibrium steady state for the in-
ference of model parameters from independent samples,
that is, without direct recourse to the dynamics of the
system. We showed that in the case of the asymmetric
Ising model, correlations beyond two-point correlation
are necessary for parameter inference, and that three-
point correlations are in fact sufficient for this task.
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MEAN FIELD EQUATIONS TO THIRD ORDER
IN λ
Here we give the results of expanding the magnetisa-
tions, two- and three-point correlations (5) to third order
in λ.
Magnetisations
Continuing the expansion (5) for the magnetisations to
third order in λ, we find
mi = tanh
(
θi +
∑N
j=1 Jijmj −miai (SM 1)
+ 23 (1− 3m2i )bi −mici
)
,
where we defined the auxiliary quantities
ai =
∑N
j=1 J
2
ij(1−m2j ) (SM 2)
bi =
∑N
j=1 J
3
ijmj(1−m2j ) (SM 3)
ci =
∑N
j,k=1
j 6=k
Jij(1−m2j )Jik(1−m2k)J symjk (SM 4)
and J symij = (Jij + Jji)/2 denotes the entry of the sym-
metric part of the coupling matrix. This result differs
from the one obtained using the Plefka expansion of the
equilibrium free energy [1], although naturally both ex-
pressions coincide for the special case of symmetric cou-
plings.
Two- and three-point correlations under sequential
dynamics
We denote the two- and three-point correlations com-
puted to second order in λ by CTAPij and C
TAP
ijk , respec-
tively. Their expressions were given in the main text.
For the third order correction to the two-point corre-
lations we obtain
Cij − CTAPij =(1−m2i )(1−m2j )× (SM 5){
1
3
J3ij(1− 3m2i )(1− 3m2j ) + 2mimjJijAji
− 1
2
Jij(1−m2i )ai +
1
2
miFij +
1
2
Eij
}
+ (i↔ j),
where we defined the auxiliary quantities
Aij =
N∑
k=1
k 6=i
J symik Jjk(1−m2k) (SM 6)
Eij =
N∑
k=1
k 6=i
Aik +Aki
2
Jjk(1−m2k) (SM 7)
Fij =
N∑
k=1
k 6=i
(J2ik + J
2
ki)Jjk(1−m2k)mk . (SM 8)
ai are defined in (SM 2).
For the third order correction to the three-point corre-
lations we find
Cijk − CTAPijk =
(1−m2i )(1−m2j )(1−m2k)
3
× (SM 9){
− J symij
[
4JkiJkjmimjmk + 4mk(J
2
kim
2
i )
]
+ 2Jkimi
[
(1− 3m2k)JkiJkj −mimj(J2ij + J2ji)
−Aij
]
− 2mk
N∑
l=1
l 6=i,j
Jkl(1−m2l )JkiJ symjl
+
N∑
l=1
l 6=i,j
Jkl
2
(
CTAPijl
(1−m2i )(1−m2j )
)}
+ permutations of (i, j, k).
DESCRIPTION OF THE PARAMETER
INFERENCE ALGORITHM
In order to reconstruct the model parameters, we con-
sider equations (3) and (4) for the magnetisations, two-
and three-point correlations, and solve for the couplings
and external fields. Our goal is to minimise the relative
squared error of the predictions which leads us to define
the cost function
E(h,J) =
‖msc(h,J)−msampled‖22
‖msampled‖22 (SM 10)
+
‖Cscij(h,J)−Csampledij ‖22
‖Csampledij ‖22
+
‖Cscijk(h,J)−Csampledijk ‖22
‖Csampledijk ‖22
,
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2and its mean-field approximation
EMF(J) =
‖CMFij (J)−Csampledij ‖22
‖Csampledij ‖22
(SM 11)
+
‖CMFijk (J)−Csampledijk ‖22
‖Csampledijk ‖22
,
where the l2-norm ‖.‖2 for the symmetric corre-
lation tensors is defined as ‖Xij‖22 =
∑
i<j X
2
ij and
‖Xijk‖22 =
∑
i<j<kX
2
ijk and the indices sc and MF de-
note the exact self-consistent equations (3) and (4),
and the explicit mean-field expressions (7),(SM 5) and
(8),(SM 9) respectively.
These cost functions are non-negative functions of the
model parameters, they are zero when the connected two-
and three-point correlations (and magnetisations for the
exact inference) exactly match the empirically measured
correlations (and magnetisations). The mean-field cost
function only depends on the coupling matrix J since
the reconstruction of the fields is independent from the
coupling inference, and is done by solving the magnetisa-
tion equation (SM 1) with the reconstructed couplings.
The cost functions (SM 10) and (SM 11) can be viewed
as formal energies to be minimised by some algorithm.
Our inference problem can now be restated as find-
ing (h∗,J∗)exact = argminh,J E(h,J) for the exact infer-
ence, or J∗MF = argminJ EMF(J), h
∗
MF = m
−1(J∗MF) for
the mean-field inference.
Since this requires solving a system of nonlinear equa-
tions, this cannot be done analytically. We use the
Levenberg-Marquardt algorithm [2, 3] as implemented in
the Python library SciPy [4] as a numerical solver. We
find that the energy landscapes exhibit many local min-
ima. For that reason it is not sufficient to use a single
starting point for the solver. Instead we use 100 random
starting points drawn from the same distribution as the
model parameters. For each of these starting points, the
Levenberg-Marquardt algorithm finds a local minimum
and of these candidates we choose the one with the low-
est energy.
RECONSTRUCTION OF THE EXTERNAL
FIELDS
For the exact inference algorithm, the external fields
are inferred simultaneously with the couplings by min-
imising the exact cost function (SM 10). Within the
mean-field inference scheme, we first reconstruct the cou-
plings from the two- and three-point correlations by min-
imising the mean-field cost function (SM 11). Subse-
quently, the external fields can be inferred by directly
solving the magnetisation equation (SM 1) for the exter-
nal fields h. Results for the coupling inference are shown
in Figure 1 in the main text. Figure S1 shows that the
reconstruction of the external fields exhibits the same be-
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FIG. S1. External fields inferred from the NESS. This
is the companion figure to Fig.1 in the main text. We plot
the relative root-mean-square reconstruction error between
the inferred and true external fields, (h) = ‖hinf − h‖2/‖h‖2,
against the coupling and external field strength β for the exact
inference (left) and the mean-field inference (right).
havior as the reconstruction of the couplings, although at
much lower errors.
DISTINGUISHING DIFFERENT DYNAMICS
FOR DATA GENERATED WITH PARALLEL
GLAUBER DYNAMICS
In the main text we showed that, for the case of sam-
ples generated by sequential Glauber dynamics, we can
correctly identify the type of dynamics that produced the
correlations. Here we show that the same holds true for
data generated with parallel Glauber dynamics, where
all spins are updated simultaneously and independently
during each timestep under the stochastic update rule
w(s(t+ 1)|s(t)) =
N∏
i=1
exp{si(t+ 1)θi(t)}
2 cosh(θi(t))
. (SM 12)
From this dynamical rule we obtain self-consistent equa-
tions for the connected correlations in the NESS,
Cpari1,...,in =
〈
n∏
l=1
[tanh(θil)−mil ]
〉
. (SM 13)
Again we compare the three scenarios (i) Glauber dy-
namics with parallel updates, (ii) Glauber dynamics with
sequential updates, and (iii) parallel equilibrium dynam-
ics (parallel updates with Jasym = 0). Magnetisations,
two- and three-point correlations were sampled from the
NESS generated by parallel Glauber dynamics (SM 12).
Subsequently, the exact self-consistent equations for the
magnetisations, two- and three-point correlations were
fitted to the data for the three different scenarios. Fig-
ure S2 shows that we can indeed correctly identify the
dynamics that produced the data.
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FIG. S2. Detecting parallel dynamics on the basis
of three-point correlations. We sample magnetisations
and correlations from the NESS of Glauber dynamics with
parallel updates (SM 12), as was done in the main text for
sequential updates (see Fig. 2). Again model parameters
are obtained under the three alternative models with paral-
lel (circles), sequential (triangles), and equilibrium dynamics
(squares). Their predictions for the three-point correlations
Cijk are compared to those observed in the original data.
Shown are the deviations ∆Cijk = Cijk(h,J) − Csampledijk
of the predicted correlations from the sampled correlations
against the sampled correlations. The relative prediction er-
rors ‖∆Cijk‖2/‖Csampledijk ‖2 are 0.10, 0.25, and 0.41 for paral-
lel, sequential, and equilibrium dynamics respectively, show-
ing that indeed parallel dynamics best describes the data. The
horizontal line is a guide to the eye representing a perfect fit.
We used a coupling and external field strength of β = 0.2 and
M = 1010N samples.
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