An optimal control law for networked control systems with a discrete-time linear timeinvariant (LTI) system as plant and networks between sensor and controller as well as between controller and actuator is proposed. This controller is designed by solving an optimization problem that is a generalization of the optimization problem used to obtain the Linear Quadratic Regulator (LQR) for deterministic discrete-time LTI systems. The networks are represented by random delays and drop outs of transmitted data packets.
Introduction
Networked control systems (NCS) where the controllers, actuators and sensors are connected via networks come with several advantages but also with new challenges compared to classical control strategies, see [1] and [2] . Two major challenges are random delays and drop-outs of transmitted data packets which are both accounted for in the proposed control law.
An optimal control law is designed for a closed control loop that consists of a discrete-time linear time-invariant (LTI) system as plant and two networks, one between sensor and controller and one between controller and actuator. While this setup looks similar to the closed control loop for "TCP like protocols" in [3] , there are several differences:
• Data can not only be randomly dropped out but can also be randomly delayed.
• The information about data packets received by the network interface of the actuator is not obtained via "TCP like protocols" but is sent to the controller together with the measured state vector. This allows the use of other protocols but requires a non-distributed plant (in the sense that data can be transferred form the network interface of the actuator to the network interface of the sensor within one time step).
• The actuating variable is always selected from the data contained in the most recent packet available at the network interface of the actuator instead of applying zero in case of data drop-out.
• The entire state vector is measured and noise is not considered. Plant and networks together can also be represented by an equivalent jump linear system using and extended state vector containing previous values of the input variable. Control laws that require this extended state vector like in [4] can not be applied to our control loop since this vector is not generally available at the controller.
Another approach to the design of control laws for similar control loops is for example taken in [5] and [6] where a linear state controller is parameterized such that stability of the closed control loop can be guaranteed. There are also approaches where plant and networks are first written as jump linear system followed by choosing parameters of a specific class of control laws such that the closed control loop is stable like in [7] (mode-independent dynamic feedback controllers) and [8] (mode-dependent linear state controllers).
Other approaches utilize buffers in order to handle random delays like for example in [9] and [10] . Such buffers induce additional delay and are not part of the proposed control law.
Problem formulation 2.1 Control loop
The closed control loop consisting of a discrete-time LTI system
with the state vector x k ∈ R n and the actuating variable u k ∈ R m as plant, the controller and two networks is shown in Figure 1 . The networks are synchronized so the delay of a received packet is known. Random delays and drop-outs are taken into account via the discrete-time stochastic processes R = (R k 0 , R k 0 +1 , ...) and D = (D k 0 , D k 0 +1 , ...) with the corresponding realizations r = (r k 0 , r k 0 +1 , ...) and d = (d k 0 , d k 0 +1 , ...). The realization r k of the random variable R k is the number of time steps that have passed since the most recent packet available at the controller at time step k has been transmitted, the realization d k of the random variable D k is the number of time steps that have passed since the most recent packet available at the network interface of the actuator at time step k has been transmitted. The most recent packet available at time step k is not necessarily the most recently received packet since packets can overtake each other.
It is assumed that the delays and the number of successive drop-outs are bounded such that r k and d k are also bounded by
The state variable x k ∈ R n is measured and sent to the controller together with d k−1 as part of the same data packet. The controller sends
to the plant, the actual actuating variable u k ∈ R m is selected at the network interface of the actuator as
If d k+p > p the data packet containingũ k has not yet been received at time step k + p and if d k+p < p a more recent packet has already been received at time step k + p so the actual actuating variable u k+p is selected from the values contained in that packet according to (6).
Information set
The information set
is available at the controller at time step k wherẽ
is the most recent value of x and
is the most recent value of d available at the controller.
Transition probabilities
Both R and D are assumed to be stationary Markov processes as described in detail in [11] . Therefore if d k−c = a with c ∈ N 0 is the most recent available value of d, the probability for d k+p = b with p ∈ N 0 only depends on d k−c . This transition probability is written as
The same applies to r but only the probabilities
are used for further calculations. The number of time steps that have passed since the most recent available packet has been sent can not increase by more than 1 each step, i.e. d k+p ≤ d k +p and r k+p ≤ r k +p. Additionally it is reasonable to assume that for each possible delay there is a non-zero probability of receiving a packet with the respective delay. Therefore
Controller design
A LQR for discrete-time LTI systems can be obtained using the backward iteration
0. This yields the optimal value for u k that minimizes the sum of the remaining cost from the previous iteration step v k+1 , the term quadratic in u k and the term quadratic in x k+1 which is directly influenced by u k via (1). This iteration law is now generalized in order to apply it to the control loop containing the networks:
• The output of the controller is not u k butũ k as defined in (4) soũ k replaces u k as optimization variable in (15).
• The stochastic processes in the control loop are taken into account by minimizing the expected value of v k+1 + f k given the information set I k as defined in (8) 
• Since the actual actuating variable u k+p is selected fromũ k if d k+p = p according to (7) , f k from (16) is generalized such that the respective terms quadratic in u k+p and x k+1+p are added if u k+p =ũ
• The generalization of (17) that is used as initial value for the iterative controller design is given by
is the most recent value of the sequence x available at the controller at time step N + 1.
Solving the optimization problem 4.1 Backward Iteration
The solution of the optimization problem is derived utilizing the extended state vectoř
usingm from (5) sǒ
It is assumed that
which is fulfilled for k = N since the initial value v N +1 from (22) can be written as
Then the backward iteration used to determineũ k given by (18) is applied which yields
as shown in (282) and (284). In order to obtain K k (r k ,d k ), the backward iteration law given by (18) as
has to be applied where the terms E 1 , E 2 and E 3 are investigated next.
Term E 1
Using (6) and (20), the term E 1 in (37) can be written as
where
since d k−1−r k =d k is the most recent value of the sequence d contained in I k . Inserting (39) in (38) and using (11) and (4) yields
since R = R T ≻ 0 and Φ (p+1+r k ) (d k , p) > 0 because of (14).
Term E 2

Prediction of the state vector
Since
due to (1) and (9), the term E 2 in (37) can be written as
where the terms E 21 , E 22 and E 23 are investigated next.
Term E 21
using (11) and (20). Therefore the term E 21 in (47) can be written as
Term E 22
With (6) and (20)
Inserting (55) in (54) and using (11) and (4) yields
which can also be written as
(58) can be written as
Inserting (60) in the term E 22 in (47) yields
(64) can be written as
Term E 23
The term E 23 in (47) can be written as
where the terms E 231 and E 232 are investigated next.
Term E 231
With (6) and (20) the term E 231 in (70) can be written as
Inserting (73) in (72) and using (11) yields
. Using (59), (75) can be written as
(76) can be written as
Term E 232 With (6) and (20) the term E 232 in (70) can be written as
Inserting (83) in (82) and using (11) yields
Using (59), (85) can be written as
(86) can be written as
Term E 231 and term E 232 Using (79) and (89), the term E 23 in (47) can be written as
so
Result
With (51), (68) and (98) the term quadratic in the state vector in in (37) can be written as 
Term E 3
The matrix K k+1 (r k+1 ,d k+1 ) in (29) can be written as
yielding
where from (24) follows thať
so the term E 3 in (37) can be written as
where the terms E 31 , E 32 and E 33 are investigated next.
Term E 31
Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 31 in (111) can be written as
where the index k − ρ ≥ k − 1 − r k as ρ ≤ r k + 1. Since d k−1−r k =d k is the most recent value of d contained in I k this yields
and since r k is the most recent value of r contained in I k
Inserting (114) and (115) in (113) and using (11) and (12) yields
Term E 32
so the term E 32 in (111) can be written as
where the terms E 321 and E 322 are investigated next.
Term E 321
Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 321 in (122) can be written as
Inserting (125) and (126) in (124) and using (11) and (12) yields
Term E 322 Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 322 in (122) can be written as
Inserting (133) and (134) in (132) and using (11) and (12) yields
using (25) and (27) witĥ
(137) can be written as
Term E 321 and term E 322 With (129) and (146), the term E 32 in (111) can be written as
Term E 33
Using (120), the term E 33 in (111) can be written as
where the terms E 331 , E 332 and E 333 are investigated next.
Term E 331
Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 331 in (153) can be written as
Inserting (156) and (157) in (155) and using (11) and (12) yields
Term E 332 Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 332 in (153) can be written as
Inserting (164) and (165) in (163) and using (11) and (12) yields
which can be written as
(170) can be written as 
Term E 333
The term E 333 in (153) can be written as
where the terms E 3331 and E 3332 are investigated next.
Term E 3331
Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 3331 in (184) can be written as
Inserting (187) and (188) in (186) and using (11) and (12) yields
using (25) and (27) with
(192) can be written as
Term E 3332 Since r k+1 ≤ r k + 1 andd k+1 = d k−r k+1 , the term E 3331 in (184) can be written as
Inserting (205) and (206) in (204) and using (11) and (12) yields
(210) can be written as
andK (11) 
(213) can be written as 
.
Term E 331 , term E 332 and term E 333 Using (160), (178) and (229), the term E 3 in (37) can be written as
Result
With (118), (151) and (234), the iteration term from the previous iteration step in (37) can be written as
Solution of the optimization problem
(104) can be written as
for anyx k ∈ R n+m+m .
(236) can be written as Sincē
where from (25) follows that
contain the same values in different order
where The optimal value ofũ k is obtained via
Therefore 
