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ABSTRACT 
A fuzzy-nets based in-process adaptive surface roughness control (FNASRC) system 
was developed in this research. The FNASRC system was able to adapt cutting parameters 
in-process and in a real time fashion to improve the surface roughness of machined parts 
when the surface roughness quality was not meeting customer requirements in the end 
milling operations. The FNASRC system was comprised of two sub-systems: (a) in-process 
surface roughness recognition (IPSRR); and (b) fuzzy-nets adaptive feed rate control 
(FNAFRC). 
Two IPSRR sub-systems with different theories were developed and evaluated in this 
study. First, a multiple linear regression based in-process surface roughness recognition 
system (MLR-IPSRR) was developed; it had approximately 90% accuracy with 30 testing 
data sets. Secondly, a fiizzy-nets based in-process surface roughness recognition (FN-IPSRR) 
sub-system was also developed and had 94% accuracy in predicting surface roughness while 
the machining process was taking place using similar testing data sets. Due to superior 
accuracy, the FN-IPSRR sub-system was implemented into the FNASRC system along with 
the FNAFRC sub-system. 
Furthermore, the FNAFRC sub-system was developed using a fuzzy nets theory to 
adapt a proper feed rate, which could produce the desired surface roughness when the 
original surface roughness could not meet customer requirements. 
Integrating the above-mentioned two sub-systems, the FNASRC system was 
developed and tested. To test the system, while the machining process was taking place, the 
FN-IPSRR system predicted the surface roughness, which was then compared to the desired 
ix 
surface roughness. If the desired surface roughness was not met, then, the FNAFRC system 
proposed a new feed rate for the machining process. Once the feed rate was changed, and the 
cutting continued, the output of the surface roughness of the new feed rate was compared 
with the desired surface roughness. A total of 25 experimental tests have been conducted and 
have been found to have a 100% success rate with this FNASRC system. This research 
provides a positive opportunity for continued smart CNC machine development in the future. 
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CHAPTER 1. INTRODUCTION 
Companies engaged in manufacturing have continuously improved their 
manufacturing systems to produce products with superior quality, lower costs, and on-time 
delivery to meet customer demands. Black (1991) defined a manufacturing system as a 
complex arrangement of physical elements (machine, tools and tooling, people, and material 
handling equipment) characterized by measurable parameters, such as defect rate, 
productivity, unit cost, etc. A good integration of these four physical elements (machine, 
tools and tooling, people, and material handling equipment) makes the manufacturing system 
highly efficient and lowers costs. Among these four physical elements, the machine, in 
particular, plays a very important role because it performs value-added functions in the 
manufacturing system. Thus, many technologies are developed to improve machines (or 
manufacturing processes) to be more efficient and precise. In particular, beginning a few 
decades ago, many machine developments focused upon reducing human labor by using 
energy from other sources. Therefore, the movement toward completely automated 
manufacturing processes has been a high priority among machine developers for several 
years. 
In the 1950s, machines with numerical control (NC) capability were developed, and 
since then, research and new development has continuously strived to make these machines 
better or smarter. In order to provide a vision for researchers to develop a new performance 
level of NC related machines. Amber and Amber (1962) proposed that 10 levels of 
automation (see Table 1.1) be tied to the human attribute (mechanized or automated) by the 
NC machine (Degarmo, Black, & Kohser, 1999). With these levels of automation and the 
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Table l.l.Yardstick of automation by Amber and Amber (Deganno, Black, & Kohser, 1999) 
Level of 
automation Human attribute replaced Example 
A(0) None: level, screw, pulley Hand tools, manual machine 
A(l) Energy: muscles replaced with power Powered machines and tools 
A(2) Dexterity: self-feeding Single-cycle: automatics 
A(3) Diligence: no feedback but repeats 
cycle 
Open-loop numerical control 
A(4) Judgment: positional feedback Closed-loop numerical 
control 
A(5) Evaluation: adaptive control Computer control 
A(6) Learning: by experience Artificial intelligence (AI) 
A(7) Reasoning: exhibits intuition Advanced AI 
A(8) Creativeness: performs design unaided Originality 
A(9) Dominance: super machine Machine is master 
development of computer technology, NC machines have been further developed to have the 
capability of A(4) and became computer numerical control (CNC) machines in the 1970s. 
The A(4) machine bas a closed-loop feedback capability. For example, if a CNC 
machine were to travel over a specific distance according to the program written by the 
programmer, then the CNC controller would feedback an error message to stop the machine. 
However, this A(4) type machine would simply stop the machine; it would not provide a 
reasonable action to cause the cutting parameters to change in the CNC program. For 
example, high feed rates make the tool highly susceptible to breakage during the process, but 
the current stage of the CNC machine does not have the capability of realizing the tool 
condition by itself; furthermore, it could not adjust the feed rate to prevent the tool breakage 
from occurring. The control capability that could evaluate the manufacturing processes, 
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feedback the current cutting condition once any uncertainty is detected, and then perform an 
adaptive action (such as reducing feed rate) to prevent defects is an A(5) level of automation, 
as shown in Table 1.1. In summary, an adaptive control system requires two major functions: 
(1) evaluation, to determine the uncertainties or errors; and (2) adaptation, to change or adjust 
cutting conditions. This is a trend in this age of CNC machine development. 
In order to develop an A(5) CNC machine that is able to prevent types of 
uncertainties, such as tool breakage, tool wearing, chattering, etc., the CNC controller first 
needs to have the capability to modify the tool or cutting conditions while the machining 
process is taking place. Many evaluation or prediction systems have been under research, 
such as an on-line tool breakage detection system (Chen, 1996,2000; Chen & Black, 1997; 
Li & Elbestawi, 1996), tool wearing monitoring systems (Choudhury & Rath, 2000; Kopac & 
Sali, 2001; Roth & Pandit, 1999: Youn & Yang, 2001), and chattering monitoring systems 
(Du, Elbestawi, & Li, 1992). In these types of systems, once the above-mentioned 
uncertainties are fully developed, the machine would most likely stop, which is an action 
easily implemented into the CNC controller. However, these prediction systems still need to 
be extensively developed before they can be implemented in real world industry. 
Besides the above-mentioned uncertainties, there is also one quality aspect that a 
CNC machine needs to be concerned with in order to be stable in metal cutting, that is 
surface roughness prediction and control on line with a real-time fashion. The evaluation of 
the prediction of surface roughness has undergone research in the past few years. The success 
rate of the prediction could reach approximately 90-95% accuracy. With the success of this 
prediction system, the adaptive control system could be further developed to ensure correct 
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surface roughness in a real time fashion. Therefore, this research attempted to develop a 
fuzzy-nets adaptive surface roughness control (FNASRC) system. 
Applications of an adaptive control system in milling operations have been studied 
(Elbestawi, Mohamed, & Liu, 1990; Koren, 1997; Lauderbaugh & Ulsoy, 1989; Matsumura, 
Sekiguchi, & Usui, 1996; Ulsoy & Koren, 1989; Watanabe, 1986). In order to develop an 
adaptive control system (ACS), a sensor technique and a decision-making algorithm need to 
be applied during machining operations. There has been a number of sensor techniques used 
in the in-process prediction of quality characteristics in machining operations. For example, 
an accelerometer sensor was used to monitor vibration of milling operations to develop an 
on-line surface roughness measuring technique in end milling operations (Jang, Choi, Kim, 
& Hsiao, 1996; Lou & Chen, 1999). An ultrasonic sensor was used to develop an in-process 
measurement of ultrasonic beams from surface roughness in milling operations (Coker & 
Shin, 1996). An acoustic emission sensor was used to monitor transient stress waves to 
estimate surface roughness in grinding (Susie & Grabec, 1995). A fuzzy-nets system was 
applied to monitor tool breakage using a dynamometer sensor (Chen & Black, 1997). In 
particular, cutting force has been used in recent adaptive control related research. Therefore, 
a dynamometer was selected as the sensing technique to determine on-line cutting force for 
this study. 
After the sensor was selected for this research, a proper decision-making mechanism 
that could use experimental data to develop an adaptive surface roughness control system 
was needed. There are many decision-making mechanisms that have been used in recent 
machine related research: fuzzy logic, neural networks, fuzzy-nets, etc. For example, Fann 
and Hsu (1992) used a frizzy logic theory to develop an adaptive control system that adjusted 
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the feed rate in order to control cutting force and be consistent in the milling processes. 
Matsumura, Sekiguchi. & Usui (1996) used a neural networks technique to predict tool wear 
and surface roughness. Chen and Black (1997) used fuzzy-nets to monitor tool breakage in-
process in end-milling operations. Among these new methodologies, fuzzy-nets (or so called 
neuro-fuzzy) systems have both reasoning and learning capabilities that can be applied in 
dynamic machining. In recent development, Mesina and Langari (2001) used a neuro-fuzzy 
system to monitor tool wear in milling operations. M addition, Lou & Chen (1997) and 
Savage & Chen (2001) applied fuzzy nets for an in-process surface roughness recognition 
system in end-milling operations. These success stories, using fuzzy nets theory in prediction 
as well as in monitoring machining processes, have suggested to the researcher such a 
technique would be appropriate in this research, hi summary, this research targeted the 
development of a fuzzy-nets adaptive surface roughness control (FNASRC) system with the 
following capabilities: 
• The ability to predict surface roughness in-process using an MLR-IPSRR or an FN-
IPSRR while the end milling process is taking place. 
• The ability to change cutting parameters to produce a high-quality product in-process 
using an adaptive feed rate control system when a defective product has been 
detected. 
Purpose of the Study 
The purpose of this research was to develop a fuzzy-nets adaptive surface roughness 
control (FNASRC) system. The FNASRC system consists of two sub-systems: an in-process 
surface roughness recognition (IPSRR) sub-system, and a fuzzy-nets adaptive feed rate 
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control (FNAFRC) sub-system. In order to develop the IPSRR system, two approaches, a 
multiple linear regression based in-process surface roughness recognition (MLR-IPSRR) 
sub-system, and a fuzzy-nets based in-process surface roughness recognition (FN-IPSRR) 
sub-system, were employed and evaluated. The sub-system with the higher accuracy was 
assigned to the FNASRC system to predict in-process surface roughness during end milling 
operations. After the IPSRR sub-system was developed, the next step was to develop the 
(FNAFRC) sub-system to adapt to the cutting parameter (feed rate) when the surface 
roughness failed to meet customer requirements. Therefore, the purpose of this study was to 
develop a FNASRC system that would include two subsystems: 
1. An IPSRR sub-system to predict the surface roughness while the end-mining 
operation is taking place. 
2. A FNAFRC sub-system to adapt to cutting conditions in order to produce a finished 
product to meet a customer's surface roughness requirements in end-milling 
operations. 
Research Questions 
Several questions needed to be resolved in order to develop the IPSRR and FNASRC 
systems: 
1. What cutting parameters should be considered as input parameters? 
2. What on-line cutting signal can effectively predict surface roughness and provide 
adaptive information? 
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3. To what extent is the IPSRR sub-system able to predict surface roughness in-process? 
In order to select the better model, two sub-systems would be developed and 
evaluated: (a) MLR-IPSRR, and (b) FN-IPSRR 
4. What characteristics comprise the model that is ultimately selected for development 
of the entire FNASRC system? 
5. What are the success rates of the FNASRC system based on the experimental tests? 
Research Procedures 
The following steps were taken to complete this research: 
1. Conduct a literature review of past research, including end-milling operations, 
surface roughness, sensor techniques, surface roughness recognition algorithms, and 
adaptive control algorithms applied in the milling operations. 
2. Conduct an experimental setup including hardware and software setups: hardware 
setup including a Fadal CNC milling machine, a dynamometer and proximity sensors, 
an amplifier, an A/D converter, and a personal computer. In addition, conduct the 
software setup, including a CNC program, an A/D converter program, a cutting force 
analytical program, an MLR-IPSRR sub-system program, an FN-IPSRR sub-system 
program, and an FNAFRC sub-system program. 
3. Develop an experimental design for an IPSRR sub-system. In this research, cutting 
parameters, spindle speed with four levels, feed rate with eight levels, and depth of 
cut with three levels were used to design the experiments. The total number of 
experimental runs is 192 for the IPSRR sub-system. 
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4. Select cutting-force signal sensor techniques. In order to analyze the cutting forces, a 
dynamometer sensor was selected to be mounted on the CNC machine table to 
generate three cutting force Fx, Fy, and Fz components. 
5. Conduct experimental runs randomly in end-milling operations. After the 
experimental runs, the surface roughness was measured manually by a stylus 
profQometer. Cutting force signals were generated by a dynamometer sensor and 
converted by an A/D converter program. Then, the cutting force analytical program 
was triggered to calculate the four force magnitudes: and F,-,r,. 
6. Develop an MLR-IPSRR and an FN-IPSRR sub-system. Stepwise regression 
technique and JMP statistical software were used to develop the MLR-IPSRR sub­
system. The FN-IPSRR sub-system was developed by an FN-IPSRR system program 
using V.B 6.0 programming language. 
7. Conduct hypothesis tests of the MLR-IPSRR and FN-IPSRR sub-system. After the 
MLR-IPSRR and FN-IPSRR sub-systems were developed, a hypothesis test was 
conducted to determine which sub-system had better accuracy; the better sub-system 
was selected as the IPSRR sub-system in the FNASRC system to predict surface 
roughness. 
8. Develop the FNAFRC sub-system. Five input variables were used: speed, feed rate, 
cutting force in the xy direction, average force in the z direction, surface roughness 
error between surface roughness generated by an IPSRR sub-system, and desired 
surface roughness. The output variable was adaptive feed rate. These input-output 
data pairs were used to generate training data sets for developing an FNAFRC sub­
system. 
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9. Evaluate the FNAFRC sub-system. In order to evaluate the FNAFRC sub-system, test 
data were collected on surface roughness. When the first stage of cutting generated 
bad surface roughness, an adaptive feed rate was applied in the second stage of 
cutting in end-milling operations. If the surface roughness generated from the second 
stage was less than the desired surface roughness, then the testing was considered a 
success. 
10. Present the findings and recommendations based on the study. 
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CHAPTER 2. LITERATURE REVIEW 
The purpose of this research was to develop an adaptive surface roughness control 
(ASRC) system in the CNC end-milling operations. The ASRC system was used to ensure in-
process surface roughness recognition and quality control in a real-time fashion. The 
following areas were reviewed to provide background information for the development of the 
proposed ASRC system: (a) surface roughness; (b) surface roughness measurement in 
machined parts; (c) sensor applications, (d) related research studies: and (e) possible 
algorithms for the current research. 
Overview of Machined Surface Roughness 
It is well known that the quality of the surface part plays a very important role in the 
performance of machined parts by milling. A good quality milled surface significantly 
improves fatigue strength, corrosion resistance, and creep life (Fuh & Wu, 1995). Surface 
roughness can be classified and defined according to the following aspects. 
A surface is a boundary that separates an object from another object or substance. A 
nominal surface is the intended surface. The shape and extent of a nominal surface are 
usually shown and dimensioned on a drawing. The nominal surface does not include intended 
surface roughness. A real surface is the actual boundary of an object. It deviates from the 
nominal surface as a result of the process rhar created the surface. The deviation also depends 
on the properties, composition, and structure of the object's maffrjpl A measured surface is a 
representation of the real surface obtained with some measuring instrument. This distinction 
is made because no measurement gives the exact real surface. Surface texture is the 
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combination of fairly short wavelength deviations of a surface from the nominal surface. 
Texture includes roughness, waviness, and lay, that is, all of the deviations that are shorter in 
wavelength (Figure 2.1.)- Roughness includes the finest (shortest wavelength) irregularities 
of a surface. Roughness generally results from a particular production process or material 
condition (PDI Webmaster, 2000). Waviness includes the more widely spaced (longer 
wavelength) deviations of a surface from its nominal shape. 
Figure 2.1. Surface texture (PDI Webmaster, 2000) 
The terms "surface finish" and "surface roughness" are used widely in industry, and 
are generally used to quantify the smoothness of a surface finish (PDI Webmaster, 2000). 
Surface roughness has been defined in terms of the concepts of surface metrology and 
terminology, such as surface texture, real surface, roughness, roughness width, roughness 
width cutoff, waviness, waviness height, waviness width, lay, flaw, and roughness sampling 
length. Surface roughness has been specified by the following parameters: 
I. Roughness average ( Ra ): This parameter is also known as the arithmetic mean 
roughness value, AA (arithmetic average) or CLA (center line average). Ra is a 
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universally recognized and common international parameter of roughness. Surface 
roughness (Ra) is specified by the following equation: 
(2-l> 
This equation represents the arithmetic mean of the departure of the roughness 
profile from the mean line; thus, minimal R* values are optimal. An example of the 
surface profile is shown in Figure 2.2. 
2. Root-mean-square (rms) roughness ( Rq ): This is the root-mean-square parameter 
(2-2) 
3. Maximum peak-to-valley roughness height ( Rv orR^ ): This is the distance between 
two lines parallel to the mean line that contacts the extreme upper and lower points on 
the profile within the roughness sampling length. 
Since Ra and R^ are the most widely used surface parameters in industry, Ra was 
selected to express the surface roughness in this research. Various techniques have been 
developed to measure surface roughness. The following section demonstrates some of the 
common techniques used in measuring surface roughness of the machined parts. 
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Cutoff Lengti 
Roughness center 
where Ra = the arithmetic average deviation from the mean line, 
H =the profile height 
L = the sampling length. 
X = the profile direction. 
Y = the ordinate of the profile curve, and 
Z = the average roughness height. 
Figure 12. Profile of surface roughness 
Measurement Techniques in Machined Parts Surface Roughness 
Generally speaking, the techniques of measuring surface roughness of machined parts 
can be classified into two categories, contact and non-contact surface roughness 
measurements technique. 
Contact measurement techniques 
An instrument used to measure surface roughness is a stylus profiler. This instrument 
uses a diamond stylus profiler to directly touch the part s surface and measure its surface 
roughness value by averaging the values in the cutoff. The stylus profiler is one of the most 
widely used instruments to measure contact surface roughness in industry and academic 
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laboratories. Among its many advantages are that it is easy and quick to use, has good 
repeatability, and is relatively inexpensive (Lou, 1997). The R» value from a profiler is 
usually employed as a basic index, which is taken and compared with other surface 
roughness measurement techniques. 
Another surface roughness measurement device is the scanning force microscope 
(SFM), which is used to study the characteristics of precise surface roughness, such as 
precision-machined surface roughness. A three-dimensional (3D) image at any rotation angle 
can indicate roughness heights. The sample is mounted on a piezoelectric scanner, which 
moves the sample in the horizontal x and y directions, and the vertical z direction under a 
stationary tip mounted on a cantilever. The tip touches the surface roughness and exerts a 
small force (Bennett, Jahanmir. Podlesny, Baiter, & Hobbs, 1995). 
hi the current study, a stylus profiler was employed to measure surface roughness of 
the parts. Although this measurement has a fairly good resolution, its main disadvantage is 
that it is generally not suitable for in-process measurement. 
Non-contact surface roughness measurement techniques 
Monitoring surface roughness is often done by manual contact inspection of part 
surfaces using stylus profilers (Yang & Jeang, 1994). However, manual contact inspection is 
time-consuming. Thus, several non-contact measurement techniques have been developed to 
reduce measurement time, such as fiber optics, ultrasonic, machine vision, etc. These can be 
applied in the surface roughness measurement of in-process machining 
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1. Fiber optics: This technique employs a fiber optic guide and lens arrangement that 
forms an interferometer cavity between the lens and surface, to measure the surface 
height variation of a reflective sample directly (Bradley, Bohlmann, & Kurada, 1998). 
An electronic control and data acquisition system converts the phase change into a 
voltage signal proportional to surface height. This technique provides good sensitivity 
for measurement on smooth surface roughness (Ra range: 0.42 - 2.89 fan ). 
2. Ultrasonic: This technique is suitable for in-process monitoring in the milling process 
(Coker & Shin, 1996). It provides the necessary fluid couplant for an ultrasonic beam 
in an immersion tank on a x-y-z table of a CNC machine. The ultrasonic sensor is 
mounted on the spindle housing, close to the point of actual machining, to provide 
surface measurement immediately after the milling process. Blessing and Eitzen 
( 1988) used ultrasonic reflectance/scattering measurements to obtain the rms (root 
mean square, Rq) value of the surface roughness. Ultrasonic wavelengths ranging 
from 50 to 300|im and the beam spot size ranging from 0.2 to 5 mm in diameter were 
used in their research. 
3. Machine vision: This technique uses a CCD camera to capture the image of the 
surface roughness, which is illuminated by a white light source at an inclined angle. 
The image is analyzed by a micro-computer through the use of software. The vision 
system can be applied in a machining process with adaptive control (Younis, 1998). 
4. Laser technique: Laser devices have been used to measure the intensity and spatial 
distribution of light reflected and diffracted from the surface roughness of the 
machined parts. The range from I to 500 micro inches R& can be measured in the laser 
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measurement. Therefore, the laser technique can be used in the very precise 
requirement of surface roughness (Tsai, 1998). 
5. Capacitance-based measurement: this technique features a probe containing a metallic 
capacitive sensor pad. The sensor is covered with an insulation film to electrically 
isolate it from the conductive or semi-conductive part surface. Capacitance is 
established and a signal is transmitted to the system's electronic circuitry, when the 
probe is pressed against the part (Tsai, 1998). 
The above-mentioned techniques could be used to measure the surface roughness of 
parts being machined. However, they are not good for in-process measurement, since the 
non-contact technique, such as machine vision, needs to be mounted on the machines. The 
coolant or chips may cover the measured surface of the machined parts during machining 
resulting in difficulty for the non-contact technique to measure surface roughness in-process. 
Therefore, in order to conduct in-process machining control, sensors need to be employed to 
generate signal data, such as vibration, cutting force, etc. Da this study, a dynamometer, is 
employed for this need based on the following literature review of the machining theory. 
End-milling Operations 
One of the most common metal removal operations used in industry is the milling 
process (Lee & Lin, 2000). The milling process can be classified into two categories called 
peripheral (or slab) milling and end (or face) milling (see Figures 2 J. and 2.4.). Peripheral 
milling is usually performed on horizontal-spindle milling machines, whereas end milling is 
done on both horizontal and vertical-spindle machines (Black, 1997). The end-milling 
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process is widely used in a variety of industries, including die, aerospace, and automotive 
industries (Altintas, 1994). 
End-milling operations have played an important role in producing quality parts with 
a desired surface roughness. The surface roughness of a machined product can affect several 
of the product's functional attributes, such as contact causing surface friction, wear, light 
reflection, heat transmission, ability to hold a lubricant, coating, and resisting fatigue (Lou & 
Chen. 1997). Therefore, surface roughness is an important quality aspect in end-milling 
products. Thousands of dollars can be saved or lost due to the quality of surface roughness of 
a manufactured product. 
4-flnted Cutter 
Depth of cot 
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Figure 2.3. Slab-milling operations (Chen, 1996) 
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Figure 2.4. End-milling operations (Chen. 1996) 
Catting Force Theory of Milling Operations 
The cutting forces (Fx. Fy. and Fz) monitored by a dynamometer were considered as 
sensor signals to evaluate the impact of the cutting force on surface roughness in end-milling 
operations. A milling operation has been defined as a basic machining process by which a 
surface is generated progressively by the removal of chips from a woricpiece fed into a rotating 
cutting tool in a direction perpendicular to the axis of the tool (Deganno, Black, & Kohser. 
1999). Milling is an intermittent cutting process where the cutting forces are applied 
periodically at tooth passing frequency. In straight end milling cutters, two fundamental 
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cutting forces act on the tool shank (see Figure 2.5) (Altinas, Sassani. & OrdubedL 1990). 
The Tangential cutting force (Ft) is proportional to the chip thickness (h), axial depth of cut 
(a), and the cutting pressure (Ks). The chip thickness h(^), at instantaneous immersion angle 
<p. is given ash(^) = St* sin( <f> ). The tangential and radial cutting forces acting on the tool 
periphery aie: 
F, = K, * S, * a * sin(0X (3.1) 
Fr = r, * F, (32) 
The resultant cutting force ( F(<t>) ) exerted on the cutter shank is: 
Fx = F. * cos® +• F, * sin<t> (3.3) 
p. = - p, sin 4> - prcos<» 
R <D ) = v F t - F : = VF : - F , (3.4) 
Rotation 
Figure 2.5. Chip thickness variation and cutting force in milling operations 
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There have been many investigations using cutting force to develop their machining 
control system or to detect machining dynamic properties, such as surface roughness, tool 
wear, tool breakage, etc. Lin, Lee and Wu (2001) developed a regression model for the 
surface roughness and cutting force in turning operations. Lee and Lin (2000) developed a 
3D predictive cutting force model for end milling of parts having sculptured surfaces. Choi 
and Yang (1999) developed an in-process surface error prediction of cutting depths in end 
milling using cutting force. Choudhurv and Rath (2000) proposed a tool wear estimation 
system using the cutting force model. Lin and Yang (1995) developed a cutting force-based 
model for tool wear monitoring in face milling. Lin and Lin ( 1996) proposed a tool wear 
monitoring system in face milling using force signals. Ko and Cho (1996) proposed an 
adaptive modeling of the milling process and application of a neural network for tool wear 
monitoring. 
Chen and Black (1997) developed a fuzzy-nets in-process system for tool breakage 
monitoring in end-milling operations using a dynamometer. Huang (1999) developed an in-
process detection of tool breakages in end-milling operations using a dynamometer. Li and 
Elbestawi (1996) proposed a tool condition monitoring in machining by fuzzy neural 
networks using a dynamometer. Zhang, Han & Chen (1995) proposed an on-line detection of 
tool breakages using telemetering and dynamometer measures of cutting forces in milling. 
Liu. Zuo, and Cheng (2000) developed a neural network based fuzzy learning controller on­
line experimental application using a dynamometer. With the above-mentioned studies using 
dynamometer in monitoring machining properties, the present researcher would like to 
conduct a literature review of applications of a dynamometer in the following section. 
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Dynamometer Used In This Research 
A sensor or transducer can be used to detect, record, or measure a physical property. 
Sensory systems can be used to monitor many areas, such as machining operations, tool 
conditions, machine conditions, and so on (Wild, 1994). Obtaining good quality in machining 
processes with minimal operator supervision depends to a large degree upon the development 
and implementation of sensing techniques. These techniques are required to monitor the 
performance of machining processes and to compensate for uncertainties of the work 
environment. 
A dynamometer is a sensory system used for the measurement of forces acting on a 
cutting tool; it is a precise instrument for optimizing productivity and a piezoelectric force 
transducer. Piezoelectricity, discovered by Pierre and Jacques Curie in 1880, means pressure 
electricity (Allocca & Stuart, 1984). As shown in Figure 2.6, if a piezoelectric material is 
squeezed along a specified direction, the piezoelectric material develop an electric charge. Of 
the numerous piezoelectric materials, quartz is by far the most suitable for measuring force 
because of its natural stability (Kistler. 1994). The piezoelectric properties of quartz are such 
that the crystals are sensitive to either pressure or shear forces. In this way, components of 
cutting force or torque are measured independently. 
The piezoelectric force measuring system differs fundamentally from other methods. 
The forces acting on the quartz elements are directly converted into proportional electrical 
signals, and the resulting displacement amounts to only a few thousandths of a millimeter. 
Consequently, quartz dynamometers are very rigid systems, which offer high natural 
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(a) longitudinal (b) transverse (c) shear 
Figure 2.6. Different effects on a piezoelectric material (Chang, 1997) 
frequency, allowing precise measurements of very rapid events (Kistler, 1995). The 
development of three-component dynamometers for commercial use began in 1965. A three-
component dynamometer consists of sensors with two shear quartz pairs (for Ft and Fv ) and 
one pressure quartz pair (for F_ ) assembled in a housing. 
A dynamometer sensor measures cutting force in various ways. Tool-holder 
dynamometers are mounted on lathes. Table type dynamometers are mounted on milling and 
drilling machines. A dynamometer also can be built into the spindle bearings to evaluate 
cutting force from the spindle motor current, voltage, and speed. The dynamometer can be 
applied practically to a machining environment because it is sensitive and stable and has a 
high natural frequency (Tlusty & Andrews. 1983). A table type dynamometer developed for 
milling and drilling has the following characteristics: platform dimensions (150 x 170mm), 
force range (Fx. Fy, and Fz : ± 5 KN), resolution (0.0IN), and natural frequency (circa 4 
KHZ). 
In addition to sensors, to identify a decision-making mechanism for the development 
of the ASRC system is important. The ASRC system is comprised of two sub-systems: in-
process surface roughness recognition (IPSRR) and adaptive feed rate control (AFRC). In 
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order to select a decision-making mechanism for the ASRC system, there is a need to conduct 
a literature review to identify an adequate mechanism for the development of the ASRC 
system. The following discussion assesses related studies that have been conducted. 
The Decision-making Mechanism for Machine Monitoring Research 
As mentioned before, the proposed adaptive surface roughness control system 
requires an integration of sensor techniques and decision-making mechanisms. In particular, 
this proposed system requires a system that predicts surface roughness and also has the 
feedback and adaptive mechanism in an in-process and real time fashion. Based on the 
above-mentioned machine theory, it is very difficult to provide a mathematical model for this 
need, although Choi & Yang (1999) proposed a mathematical model to predict cutting depths 
m end-milling. The researcher believes that this system requires some intelligent components 
in such a decision-making system. 
To provide a suitable mechanism for supporting this system development, a literature 
review of recent tool prediction systems has been conducted. Some recent research in 
prediction models in the last five years is listed in Table 2.1. The most commonly used 
prediction model is from a statistical tool, such as multiple linear regression (MLR) theory. 
This model gathered experimental data and generates a linear prediction mathematical form 
for prediction. Some researchers have employed this MLR theory for machine monitoring or 
prediction systems. (Huang & Chen. 2001; Liu. Lee. & Tamg, 2000; Lou, Chen, & Li, 1999; 
Fuh & Wu, 1995). However, this MLR-based system could not add too much of an intelligent 
mechanism into it, and it is very difficult to use in a system in which the data are most likely 
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from a non-linear environment. Therefore, further studies are focusing on a system that could 
be trained or incorporated with human expert knowledge. This involves neural networks, 
fuzzy logic, or fuzzy-nets decision-making mechanism techniques. 
In summary, most of researchers used neural networks in machining prediction 
models (Matsumura, Sekiguchi & Usui, 1996; Susie and Grabec, 1995; Tsai. Chen & Lou. 
1999). The neural network theory provides a good training scheme, which allows the system 
to be trained using experimental or system data. Another popular intelligent prediction 
system uses fuzzy logic (Kim, Cho & Kim,l994; Lee, Watkins & Steen, 2000; Sugeno & 
Yasukawa. 1993; Zakarian, 2001). Later on. researchers began integrating neural networks 
and fuzzy logic to create a system that could be trained as well as provide expert concepts 
into the system, called fuzzy-nets or neuro-fuzzy (Chen, 1996; Chen & Black, 1997; Moon & 
Na. 1996; Li & Elbestawi, 1996; Lou & Chen, 1999; Liu, Zuo, & Cheng, 2000; Chen & 
Savage. 2001). 
Similarly, the proposed adaptive control system requires an adaptive mechanism 
when a system feedback is different from that of the desired. Table 2.2 lists some recent 
research using the above-mentioned intelligent systems in developing an adaptive system for 
machining-related control systems. From the above literature, the research focuses on 
seeking a proper theory in this development of an in-process surface roughness adaptive 
control system. Therefore, the researcher of this study investigated the following possible 
algorithm to be used in this development, and attempted to identify a theory for the research. 
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Table 2.1 Past decision-making mechanism used in machining research 
Year Researcher Mechanism Application method 
2001 Chen & 
Savage 
Fuzzy-nets In-process surface roughness recognition system in 
milling operations. 
2000 Chen & Lou Fuzzv-nets Fuzzy-nets based approach to using an accelerometer for 
an in-process surface roughness prediction system. 
2000 Liu, Lee & 
Tamg 
Polynomial 
equation 
In-process prediction of comer wear in drilling operations 
2000 Liu, Zuo & 
Cheng 
Neural network Neural network based fuzzy learning controller on-line 
experimental application. 
1999 Choi& 
Yang 
Mathematical 
model 
In-process prediction of cutting depths in end milling. 
1999 Tsai. Chen 
& Lou 
Neural network In-process surface roughness recognition system using 
neural networks in milling 
1999 Lou. Chen 
& Li 
Statistical model Surface roughness prediction for CNC end milling 
L998 Chen & Lou Statistics and 
fuzzy logic 
Statistical and fuzzy-logic approaches in on-line surface 
roughness recognition systems for end-milling 
operations. 
1997 Chen & 
Black 
Fuzzy-nets Fuzzy-nets in-process system for tool breakage 
monitoring in end milling operations. 
1997 Fuh & 
Hwang 
Polynomial 
equation 
A predicted milling force model for high-speed end 
milling operation. 
1995 Fuh & Wu Statistical model Surface roughness prediction in end milling 
1995 Okafor & 
Adetona 
Neural network Prediction quality characteristics of end milling parts. 
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Table 22. Adaptive control system applied in machining operations 
Year Researcher Intelligent Mechanism Application 
2001 Mesina & Langari A neuro-fuzzy system Tool condition monitoring 
1999 Liu, Zuo, & Wang Modified genetic algorithm Milling processes 
1999 Huh & Park Fuzzy logic Power conveners 
1998 Yan&Liao Fuzzy logic Wire electrical discharge 
machining 
1997 Koren Fuzzy logic, PID. ACO, ACC. Control of machine tool 
1996 Hus&Fann Fuzzy logic control Control cutting force and change 
feed rate 
1995 Mou & Liu Mathematical model Machine tool error correction 
1995 Park & Cho Fuzzy self-learning control Hydro forming processes 
1994 Altinta Mathematical model End milling process 
1990 Elbestawi. Mathematical model Control end milling process 
Mohamed» & Liu 
1990 Altinas, SassanI & Mathematical model Control cutting force in milling 
Ordubedl operations 
1989 Lauderbaugh, & Mathematical model Force control in milling 
Ulsoy 
1989 Koren Mathematical model Control Cutting force, feed rate, 
and depth of cut: increase metal 
removing rate and productivity 
1989 Ulsoy & Koren Mathematical model Control metal removing rate to 
decrease tool wear and tool 
breakage 
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Possible Algorithms for the Current Research 
There are a variety of previously developed algorithms that could be used to monitor 
machining systems to predict surface roughness, such as the multi-linear regression modeL 
fuzzy logic control system, a neural networks system, and a fuzzy nets system. These 
algorithms are introduced in the following sections. 
Multi-linear regression model 
Many applications of regression analysis involve situations in which there is more 
than one dependent variable. A regression model containing more than one dependent 
variable is called a multi-linear regression model. Chryssolouris and Guillot (1990) used 
multiple regression analysis to model surface roughness and chip merit mark. Chen and Lou 
( 1998) used a multiple regression model to predict surface roughness in end-milling 
operations. 
In the current study, four dependent variables were used: feed rate (F), spindle speed 
(S), depth of cut (D), and cutting force (Fc). The multi-linear regression model was used to 
predict in-process surface roughness m end-milling operations. The multi-linear regression 
shown in the following equation (2.3) is from Montgomery and Runger (1999): 
+pxsF*Fa 
-ArS *Dt-AA *Q +/WT-S *4 *Fa (2-3) 
where p are coefficient of the regression modeL ^ is the surface 
roughness, Ft is the feed rate, 5, is the spindle speed, A is the depth of cut, Fa is one of the 
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above-mentioned cutting forces with the highest correlation coefficient value, and E; — N(0, 
CT2), i is the number of data sets, hi this study, i = 1,2,3, 192. 
Fuzzy logic control 
Fuzzy logic theory was first developed by Zadeh in the 1960s. Fuzzy logic uses set 
theory, in which a fuzzy set is represented by a membership function, usually denoted by the 
Greek letter |x (Jain & Silva, 1999). A particular variable value in the range of definition of 
the fuzzy set has a grade of membership, which gives a degree to which the particular value 
belongs to the set. 
The use of fuzzy logic that reflects the qualitative and inexact nature of human 
reasoning can enable expert systems to be more flexible. With fuzzy logic, the precise value 
of a variable is replaced by a linguistic description, the meaning of which is represented by a 
fuzzy set, and inference is implemented based upon this representation. 
Fuzzy sets and fuzzy logic are powerful mathematical tools for modeling uncertain 
and nonlinear systems in industry, nature, humanity, and facilitators for common-sense 
reasoning in decision-making in the absence of complete and precise information. A selection 
of fuzzy IF-THEN rules forms the key component of a fuzzy inference system that can model 
human expertise effectively in a specific application (Jang, Sun, & Mizutani, 1997). Fuzzy 
rule-based systems apply IF-THEN rules to solve many types of "real-world" problems, 
especially where a system is difficult to model or be controlled by a human operator or 
expert. 
A typical basic fuzzy control system is composed of a fuzzifier, rule base, rule bank, 
fuzzy inference engine, and a defuzzifier (see Figure 2.7). Several applications have been 
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used in industry that employ a fuzzy logic control system, such as for controlling water 
quality, automatic train operation system (Yasunobu, Miyamoto, & Ihara, 1984), elevator 
control (Fujitec, 1988), controlling a multi-fingered robot hand, analyzing the chemical 
composition of minerals, determining the optimal formation of manufacturing cells, and 
other machining operations (Pham & Pham. 1999). 
Input Fuzzifie Defuzzifi 
Data Rule Bank 
Fuzzy Inference 
Engine 
Output 
Figure 2.7. Structure of basic fuzzy controller 
Although fuzzy logic systems have been applied in several fields, they do not have 
learning capability built in the applications. That is. the fuzzy logic system cannot be trained 
to learn and recognize some behaviors or mechanisms in specific systems. For example, a 
machine system temperature above 200°C is considered dangerous and an intelligent control 
system needs to be able to recognize the danger before it occurs. Thus, neural networks have 
been developed to strengthen the learning capability in order to control the system more 
efficiently. 
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Neural networks 
A neural network is a computational model of the brain. Neural network models 
usually assume that computation is distributed over several simple units, called neurons, 
which are interconnected and operate in parallel. Hence, neural networks are also called 
parallel-distributed-processing systems or connectionist systems (Pham & Pham. 1999). The 
most widely recognized neural network is a multi-layer perception, called a feed-forward 
network in which all signals flow in a single direction, from the input to the output of the 
network. 
Implicit knowledge is built into a neural network by training. Some neural networks 
can be trained by being presented with typical input patterns and corresponding expected 
output patterns. The error between the actual and expected outputs is used to modify the 
strengths, or weights, of the connections between the neurons. This method of training is 
called supervised training. In a multi-layer perception, the back-propagation algorithm for 
supervised training is often adopted to propagate the error from the output neurons and 
compute the weight modifications for the neurons in the hidden layers. 
Neural networks can be applied as mapping devices, pattern classifiers, and in all 
areas of engineering, to address problems ranging from modeling, prediction, control, 
classification, and pattern recognition. Some recent examples of neural network applications 
are: controlling dynamic systems including robot arms (Pham & Liu, 1997); predicting the 
tensile strength of composite laminates (Teti & Caprino, 1994); controlling self-tuning 
constant cutting force (Huang & Chiou, 1997); predicting end-milling machining surface 
roughness (Tsai, Chen, and Lou,1997); and tuning proportional and integral sovo-controllers 
(Hemerly & Nascimento, 1999). 
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There are a variety of neural network systems, such as backpropagation networks 
(BPN), Kohonen networks, counterpropagation networks, and Hebbian networks. The most 
common neural network is the backpropagation network which is introduced in the following 
section. 
Backpropagation Networks (BPN) 
Neural networks consist of a group of nodes and weighted connections, usually 
organized into layers. The most common network is called backpropagation network, in 
which the input is carried through the network by a series of multiplications over the 
connections and summations at the nodes (Jain & S il va. 1999). The most common 
architecture is based on a multilayer perception, shown in Figure 2.8. 
Hidden Layer 
Input Output 
Figure 2.8. Multilayer perception (Wu, Stanley & Silva. 1999) 
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The multilayer perception node is shown in Figure 2.9. For each new input the string 
of multiplications and additions is implemented. The result is a large number of nonlinear 
equations acting as a global estimator. The connection weights are between -1 and 1. and the 
activation function is usually sigmoidal. The multilayer perception node sums the outputs of 
all connected nodes and a local bias which it feeds into the activation function and then 
passes to the next layer. Therefore, the output can be written as follows: 
<p, = I 4>(xWjj+bias) (2.4) 
Yt = Z q>jWjk (2.5) 
where <t> (X) is usually of the form <t> (X) = 1/(1+6"*) 
Bia 
nj  i ( t - I )n  
Figure 2.9. Perceptron node (Wu, Stanley, & Silva, 1999) 
Initially, a sigmoidal nonlinearity was chosen because it approximates the 
nonlinearity in human neurons. The neural networks have a learning capability and are useful 
for estimating nonlinear mapping; however, neural-network models cannot directly encode 
structured knowledge. A fuzzy system can directly encode structured knowledge but without 
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learning capability in a numerical framework (Chen, 1996). Therefore, the fuzzy neural 
network (FNN) system was combined by Chen (2000) to employ the properties of learning 
from a neural network and encoding structured knowledge from a fuzzy system. 
Fuzzy Nets (FN) systems 
Neural networks have a learning capability and are useful for estimating nonlinear 
mapping. However, neural-network models cannot directly encode structured knowledge. A 
fuzzy system can directly encode structured knowledge in a numerical framework (Chen, 
1996). A fuzzy logic system demonstrates a great potential for manufacturing applications in 
controlling complicated systems. In addition, the fuzzy control system is capable of 
estimating functions and control systems with only a partial description of the systems 
behavior. This is very difficult to construct by simply using neural-network models. 
Therefore, the neural networks and fuzzy systems are married into a so-called fuzzy-nets 
(FN) system to facilitate a simple training technique for a complicated system, such as a 
manufacturing system. 
A fuzzy-nets (FN) system can be employed to obtain a fuzzy rule bank from experts 
for the intelligent machining system in a dynamic platform. Therefore, fuzzy-nets systems 
can combine the learning capability of neural networks with the reasoning capability of fuzzy 
logic (Chen, 1997). This research employed a fuzzy-nets system to conduct the surface 
roughness recognition in end milling operations. If the surface roughness value from the 
recognition system is different from the desired surface roughness, the adaptive control 
system was applied to adjust the parameters and feedback to change the parameters in the 
CNC program. 
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Summary 
After the above literature review, the researcher has come to the conclusion that using 
a dynamometer as the primary sensor for this development of in-process surface roughness 
adaptive control system is appropriate, hi terms of decision-making mechanism, two sub­
systems are needed to complete the whole adaptive control system; they are the prediction 
sub-system and the adaptive control sub-system. Since the statistical tool is easily adapted in 
the research, the research attempts to use multiple linear regression theory in the surface 
roughness prediction sub-system. To avoid weak prediction performance, one further theory 
is also investigated, which is the fuzzy-nets approached predictions sub-system. Once these 
two systems are conducted and evaluated, the best performance of the theory was used also 
for developing the adaptive control system. Thus, the complete system was integrated, 
evaluated, and presented in this research. 
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CHAPTER 3. METHODOLOGY 
A fuzzy-nets adaptive surface roughness control (FNASRC) system in-process in 
end-milling operations was developed in this research. Two sub-systems were developed: an 
in-process surface roughness recognition (IPSRR), and a fuzzy-nets adaptive feed rate 
control (FNAFRC). The methodologies to complete the entire FNASRC system include the 
theories of the MLR model and the FN system, and adaptive control approaches for 
machining, which are introduced in this chapter. 
Theory of the MLR Model 
The multiple linear regression (MLR) model consists of two or more than two 
independent variables that may be associated with the dependent variable. Once the variables 
are selected, a procedure for determining an appropriate regression model is important. 
Figure 3.1 depicts the sequence for generating a regression model. The MLR model is shown 
on the following equation and matrix format (Chen, 1996): 
Assuming there are p-l independent variables (xt, x2, JCp.t) that may affect 
dependent variable y, the regression model will be 
>\ = Pa P\ •*•«! ~ Pz * Pi r-3 ~ 1- Pp—\ Xup-l -r £t 
e< ~ N(Q, a2), i =1.2, .n. 
(3.1) 
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Figure 3.1. Regression model building sequence 
y,= P „ • P , - p. xiz - p , x„ 
y z  *  P  a ~  P , X t l  -  P  ; X =  -  P , x a  
_ y .*P» - P i X . t ~p z x. -~0 ,x . i  
The equation also can be written as 
•  P  ~ £ i  
• P , . t X . . r - t - £ .  
y = Pa + P\X\ + Pzxz + Pixi + + P p-\Xp-\ + e (32) 
The matrix format of the multiple linear regression model is 
y—xfi+e (33) 
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where 
I# !  Ma,  
y~. — 
V si . X =i 
• Xup-i i i Pa 
~X2.fi j j P\ 
\ I " P=\ 
'  S i  
£z 
c = \ 
lX«i- ~Xn*p-1 j yS„ id 
After the multiple linear regression (MLR) model is selected, regression parameters 
need to be estimated using the least squares method to determine how the significance of a 
specific independent variable will affect the regression model. The format for determining 
the parameter equation is 
Hxx)'*? (34)  
where 
1 1 
XitXir Xm 
X :  
X, a . iX:  U/>—1 p— i Xm_ p~ i ^ 1 
Once the regression parameters are estimated and the model is established, the next 
step is to conduct residual analysis and parameter hypothesis tests. The regression equation is 
r = Ar A*"  
yrPçrPx*  ^
p p —\Xp . i  
-P  p— 
(3.5) 
(3.6) 
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The ith residual value and the sum of squared residuals are 
ei = y y i 
and 
( *v-
(3.7) 
ss£=l.er=Z\ yryi | • (3.8) 
The hypothesis for the multiple regression model is 
H o  -  0 i  = 0 ~  .......... — 0 (3 9) 
0 
Once the hypothesized model has been set up, the hypothesis underlying the model 
should be tested. The following mean square regression and mean square error values need to 
be computed to determine the F value: 
.tD-i : Xq}=ssr^Xi xj= SSR (3.10) 
MSR = SSRtp-l (3.11) 
, Xp-^ = ^^r-ï:'—• X~ P) • (3.12) 
When 
i./ec 1 3-1.n-5 I f S E  i j t p j i  '  
one rejects the Ho-
If the selected regression model is not appropriate after the hypothesis test, another 
regression model should be considered and the procedure is repeated until the appropriate 
model is found. To determine how precise a model can be employed to explain the research 
data, a fuzzy-nets recognition system is applied and compared with the MLR model. 
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Theory of FN System 
The fuzzy-nets (FN) system consists of neural networks and fuzzy logic. Neural 
networks enable the system to be capable of training (learning) the data from the machining 
processes, while the fuzzy logic technique can conduct reasoning for the training (learning) 
process and generate a rule bank for control or classification purposes (Chen. 2000). The 
fuzzy-nets system performs its functions in two major phases: structure identification, and 
parameter identification. Structure identification includes determination of the input and 
output variables, the structure of the rules, the number of rules, and the partitioning of the 
input and output variables into fuzzy sets. Parameter identification is related to the estimation 
of the membership functions of the fuzzy sets and the fuzzy relation associated with the 
fuzzy model (Chen, 2000). 
There are five layers (see Figure 3.2.) comprising the fuzzy nets system. 
Layer 1: Select an input vector I in a multi-dimensional feature space (It, i =1,2 k) 
based on the experience of machining expats and input-output pairs. 
Layer 2: Each input feature domain is separated into fuzz subsets (I = SN, 
SL--.MD—LN. LI), with each subset consisting of fuzzy rules and fuzzy 
membership functions. The membership degree of each input (#(%), i =1, 
2. k, I = SN, SI MD...LN. LI) is computed. 
Layer 3: The fuzzy rales provide the fuzzy relationships (Rj., j = I,...., m) and determine 
the reference between the input vector subsets and the fuzzy reasoning classes. 
Layer 4: This layer combines all the rules that associate the class I with the final output 
(Rt). 
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LayerL Layer 2 Layer 3 Layer 4 
Figure 3.2. The five-layered fuzzy-nets structure 
Layer 5 
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Layer 5: By applying appropriate defiizzification methods, a final decision can be made 
by either selecting the class with the largest output active value (e.g., maximum 
selector) or using the output value through the defuzzifier (e.g., centroid method). 
This new fuzzy-nets approach utilizes training capabilities to change the rule base 
when rale conflicts occur. It also can be used to fine-tune each term within a variable to 
determine the appropriate level of granularity. With these capabilities, the approach can 
generate the rale bank for classification applications, such as surface roughness recognition 
systems in machining operations. The coarse fuzzy rule base of the fuzzy-nets system (layers 
3 and 4 in Figure 3.2.) could be generated by an engineer's experience. However, the 
dynamics of the machining process are too complicated to build based on an expert's 
experience alone. Therefore, a systematic approach of obtaining the fuzzy associative 
memory (FAM) of the fiizzy-nets system is a major issue presented in this research. In 
addition, there are five steps of learning technique proposed to generate FAM rules for the 
control systems (Chen, 1994). 
Step I; Divide the input space into fuzzy regions 
The input vector, which can be used to distinguish one class from another, is chosen 
through machining experience. Assume an input feature vector as 
I = [luh, .I„IT (3.13) 
Where the vector is an n-dimensional feature space. 
Assume that the domain intervals of the input feature vector x are: 
(E iMfLEiMn.— 
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where the domain intervals indicate that the variable will most likely lie in this interval. Each 
interval is divided into 2K+1 regions, which are denoted by SN (small #N), SI (small # 
I). MD (medium). LI (large # I). . and LN (large #N). The shape of each membership 
function is triangular and the width of spread of each triangular function is the same. For 
example, the spread width of an input feature I, is defined as 
w . 1LzJL (3.14) 
The center points of each linguistic variable (SN SL MD. LI, LN) of I, are 
[ i :— i ;  -  (K -  I)  *  W(I  . ) . [ |  % *•  . i ;  -  (K -  1)  *  W(I  i : i  
respectively. 
For example, assume that the domain interval of It is defined as [10 in., 30 in.]. Then 
the width of each spread, denoted as W(It). is 5 in. Figure 3 J depicts how the domain 
interval of Ii is divided into five regions. 
mii) St S2 M Li 
Figure 3.3. An example of dividing one input variable into five regions 
43 
Step 2: Generate fuzzy rules from given data pairs 
The fuzzy-nets training procedure is based on the input and output signals collected 
from the experiment. The signal obtained from the control system generates the input feature 
vector I (equation 3.13). The output (O) indicates the output vector of the system. The 
desired input-output data pairs are: 
k(0 tIO ri I I . 1; » In * (_) .{XqIOJ 
where t denotes the number of the training data set, O denotes the output class, and po 
denotes a degree of this data set assigned by a human expert. The input-output data pairs 
define the fuzzy classification rules for the knowledge base of the fuzzy logic system as: 
If {Ii is SN.A h is SL AI„is SI}Then {Ot is SI} 
The degree of each feature of the input vector is determined in different regions. The 
function is given as: 
i - i i r r r r -  I  «  &«. !«-w<nl '  
n. = 
wTTT' U'JI (3.15) 
I . ®  E L -W ( I )  
0. otherwise 
Where L and W(I) indicate the center point and the spread width of the linguistic level L 
respectively. 
Step 3: Avoid conflicting rules 
It is highly possible that there will be conflicting rules, i.e.. rules fhat have the same 
IF part but a different THEN part. Top-down and bottom-up methodologies are proposed to 
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resolve this conflict (Chen, 2000). Top-down methodology assigns a degree to each rale. The 
degree of the rule "IF It is MD and 1% is LI, THEN O is SI," is defined as: 
d(RnIe ) = (l, )n L l  (l=) (O )p.E <316) 
Where p.E is the data pair degree assigned by the human expert. Note that MD and LI are 
linguistic values for the input vectors and the output. An example of two conflicting rules is: 
Rulel: F{It is L,, A k is MD} THEN {O is MD}; 
Rule2: F{I, is L,, ., A U is MD} THEN {O is LI}; 
The degree of each rule is: 
d{Rute T) = «.«D ( I Ô M l i Uz )  Mud (°)m£ (3-17) 
dlRtde :> = «WD ~ M L i ( ° ) t l E  (3.18) 
The following strategy is used to resolve conflicting rales. If the magnitude of the 
deviation |d(RuIel)-d(Rule2)| > do, where 0< ôo <0.05, then the rale with the maximum 
active value will survive the conflict, ôo is a user-defined value. Otherwise, the bottom-up 
procedure is required to resolve the conflict. In the bottom-up methodology, two more 
regions are added to one feature of the input vector. For example, Ii initially is set up for five 
regions. If the differential degree of Rulel and 2 is less than do, then It is extended to seven 
regions. Thus, all of the previously trained input-output data pairs must be retrained. If any 
other rules conflict, the region number of the next feature (Iz, I*, and O sequentially) is 
extended until all of the conflicting situations are resolved. 
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Step 4: Develop a combined fuzzy rule base 
The following strategy summarizes how the cells of the fuzzy rale base are filled. A 
combined fuzzy rule base is assigned rules from the experimental data pairs. If more than one 
rule in a cell indicates a conflict, the top-down and bottom-up strategies may be applied to 
resolve the problem. Since the linguistic rule is an "and" rale in this case, only one rule will 
fill a cell. For example, suppose the following linguistic rule is obtained from a data pain IF 
Ii is MD and I? is LI, THEN O is MD," for the rule base; then MD will fill the cell indicated 
in Figure 3.4. 
It 
SI S2 MD LI L2 
51 ! 1 ! 
; ; : S2 ; i 
! ! 
MD I i I 1 
, i I 
LI i 1 ! 
i : î t 
L2 i * 1 I 
i i ! 1 
Figure 3.4. One example of filling rules in the fuzzy rule bank 
Step 5: Determine a mapping based on the fuzzy rule base 
Finally, the following defuzzification strategy is used to determine the output v for 
the inputs (It, Iz, I3, In). The antecedents of the ith fuzzy rule use the product operation to 
determine the degree, ^ of the output control responding to the input. Le., 
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where Q' denotes the output regions of Rule t, and jj, £ £ denote the input regions of 
the given inputs ^ ^ ) of Rule t. For «cample, the strength of output (q ) in Rule I 
equation 3.20 gives 
Often, more than one rule could be fired for an input condition, tn this case, centroid 
defuzzification is applied to determine the output: 
where c(O') denotes the center value of region O* and m is the number of fuzzy rules in the 
combined fuzzy rule base. Note that the center of a fuzzy region is defined as the point that 
has the smallest absolute value among all the points at which the membership function for 
this region has a membership value equal to one. 
Even though the fuzzy-nets recognition system has been developed for predicting the 
surface roughness successfully, however, it does not have adaptive capability to prevent 
defects from occurring, Therefore, there is a need to adapt cutting parameters when the 
recognition surface roughness cannot meet the customer's requirement. Therefore, the fiizzy-
nets adaptive control theory will be proposed in the following section. 
</ • ) '  — A '«( / . )  - (320) 
(3.21) 
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Theory of Adaptive Control Systems 
In our daily language, to "adapt" means to change our behavior to new circumstances. 
Basically, an adaptive control regulator is used to change or modify its behavior in response 
to changes in the dynamics of the process as well as disturbances. An adaptive control system 
is inherently nonlinear (Astrom & Wittenmark, 1989); therefore, an adaptive control system 
is suitable for application in a machining control system since a machining system is a 
dynamic, nonlinear system. The current research was conducted to develop a fiizzy-nets 
adaptive surface roughness control (FNASRQ system. Adaptive control theory is introduced 
in this section. 
Astrom and Wittenmark (1989) noted that: 
Adaptive control theory has several goals. It is desirable to have tools to 
analyze a given system as well as tools for design. A typical problem is to 
design a parameter adjustment rule that is guaranteed to result in a stable 
closed loop system, (p. 15) 
As mentioned previously, the A(4) level of automation is a closed-loop system and is 
capable of system evaluation. However, the A(4) level of automation does not have adaptive 
control capability to modify behavior or change system parameters. To develop an A(5) 
automation for CNC machining, the adaptive control mechanism should be developed and 
incorporated into the current A(4) machines. Development of an A(5) level of automation 
with adaptive capability was a primary goal in the development of the FNASRC system. 
Several models can be employed to develop an adaptive control system. They can be 
categorized as one or more schemes, such as self-oscillating adaptive controller, gafn 
scheduling, model-reference control, and self-tuning regulators. In this research, the theory of 
adaptive control is focused on the use of a model-reference control (see Figure 3.5.), since 
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the model-refèrence describes how the process output ideally should respond to the command 
signal. 
Regulator parameters 
No 
Uc 
Yes 
Model 
Regulator System 
Adjustment 
mechanism 
Uc: command signal; U: control signal; 
vm: model output: v: system output 
Figure 3.5. Model-reference adaptive control system 
In the model-reference control system, there are two loops: the inner loop is 
composed of the process, and the regulator. The system parameters of the regulator are 
adjusted by the outer loop in such a way that the error (e) between the process output (y) and 
the model output (vm) becomes small (Astrom & Wittenmark. 1989). The major problem is 
to determine the adjustment mechanism so that a stable system can be obtained to bring the 
error to zero. Thus, it is important to have an effective parameter adjustment mechanism 
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In the model-reference adaptive control system, the parameter adjustment mechanism 
described in equation 3.22 could be regarded as a linear system for computing the sensitivity 
derivatives from the process inputs and outputs (Astrom & Wittenmark,1989): 
— = -ye — (3.22) 
dt 56 
Where e denotes the model error, and t refers to time. The parameter y determines the 
adaptation rate. The components of the vector £= are the sensitivity derivatives of the error 
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with respect to the adjustable parameters 8. As the parameter adjustment mechanism is 
applied to more complicated systems, such as machining systems, it is difficult to obtain the 
sensitivity derivative for the system M particular, the adjustment rule is a key of the success 
of an adaptive control system. The machining process is difficult to be defined by 
mathematical equations because it is a very dynamic system. Therefore, this researcher 
suggests the use of the above-mentioned fiizzy-nets theory to obtain the experimental data to 
compile an adequate rule base for this adaptive feed rate system The proposed fuzzy-nets 
adaptive control system is summarized in Figure 3.6, utilizing the fiizzy-nets training system 
that has been described in the previous section. 
The purpose of utilizing this fiizzy-nets adaptive control system, is to adapt the 
cutting parameter (feed rate) during the milling process if surface roughness fails to meet the 
required specifications. The development of the fiizzy-nets adaptive control system is 
discussed in Chapter 5. 
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External 
input 
ARa 
yes 
No 
Continuing Operation 
Regulator Machining Process 
Parameter adjustment 
mechanism 
(Fuzzy-nets system) 
F: feed rate 
S: spindle speed 
D: depth of cut 
Af: adaptive feed rate 
ARa: difference of recognition and desired surface roughness 
Ra™8: recognized surface roughness 
Rad: desired surface roughness 
Figure 3.6. Structure of fuzzy-nets adaptive control system 
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CHAPTER 4. DEVELOPMENT OF THE MLR AND FN SURFACE 
ROUGHNESS RECOGNITION SYSTEMS 
This research was conducted to develop a fuzzy-nets based adaptive surface 
roughness control (FNASRC) system in end-milling operations (see Figure 4.1). The 
FNASRC system is comprised of two sub-systems: (a) in-process surface roughness 
recognition (IPSRR); and (b) fuzzy-nets adaptive feed rate control (FNAFRC). In this 
chapter, the multiple linear regression (MLR) in-process surface roughness recognition 
(IPSRR) sub-system and the fiizzy-nets (FN) in-process surface roughness recognition 
(IPSRR) sub-system is developed and evaluated, and the one with a higher accuracy is 
selected as the IPSRR sub-system in the FNASRC system to predict surface roughness in-
process during end-milling operations. 
milling 
Dynamometer 
Sensor 
External 
-o-o 
~~o 
Fr-*v. Ft 
T 
Proximity Sensor 
Spindle Speed 
Feed Rate 
s 
pr* 
S » 
Depth of Cut |_ 
a— br* 
FN Adaptive Feed Rale 
Control (FNAFRC) 
System 
(R.™™6) 
yes 
(Continuing operation) 
Figure 4.1. Structure of FNASRC system 
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To complete the entire system, the following components need to be included in the 
study: experimental setup including hardware and software setups, experimental design, 
identification of independent variables, development of an MLR-IPSRR system, 
development of an FN-EPSRR system, and a hypothesis test for the MLR-IPSRR and FN-
IPSRR systems. The chapter is comprised of three sections: (1) Experimental Setup on the 
Fadal Vertical CNC Milling Machine; (2) Experimental Design for the IPSRR System; and 
(3) Development of the Sub-systems. 
Experimental Setup on the Fadal Vertical CNC Milling Machine 
A physical experimental setup for data collection and analysis is necessary to conduct 
the research. A Fadal VMC-40 vertical CNC milling machine has multiple tool-changing 
capabilities (max number of tools = 21) and 15 HP spindle horsepower. The experimental 
setup consists of the hardware and software setups. 
Hardware 
The hardware (see Figure 4_2) used in this research included the following: 
• Kistler 9257B type dynamometer sensor to provide dynamic measurement of the 
three orthogonal components of a force signal (Fx, Fy, and F%). 
• Micro Switch 922 series 3-wire DC proximity sensor to collect signals for counting 
the rotations of the spindle as the tool is cutting. 
• Amplifier to amplify the signals from the proximity and dynamometer sensors. The 
amplified signal is then sent to the AZD converter. 
• Omega CIO-DAS-I602/12 AZD converter to convert analog data from the 
dynamometer and proximity sensors into digital data. 
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Proximity 
Dynamometer 
Amplifier 
A/D Board 
Computer 
system 
Fadal 
CNC 
milling 
machine 
Figure 4.2. Experimental hardware setup 
P5 133 personal computer to collect data from the A/D converter output via the I/O 
interface. 
6061 aluminum workpieces with 1.00"x 1.00"x 1.00" dimensions to be cut in the end-
milling operation (see Figure 43). 
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1/2 
Figure 4 J. Experimental workpiece after processing 
Software 
After the hardware setup is completed, the system requires a software setup to obtain 
the data and then perform the following evaluation functions. 
• CNC program to conduct cutting operations on the workpiece in the Fadal milling 
machine (see Appendix A). 
• A/D converter program (see Appendix B) to convert data (proximity and cutting 
forces) from an analog signal to a digital value. This program is written using a C 
language computer program. An example of the data is depicted in Figure 4.4. 
Figure 4.4. Digital proximity and cutting force data 
55 
• Cutting force analytical program (Appendix Q to compute the average resultant 
cutting force of the x and y directions ( Fr_„ ), average peak resultant cutting force of 
the x and y directions (F_* ), average cutting force of the z direction (FT), and the 
average resultant cutting force of the x, y, and z directions (frIC). 
• Microsoft Excel software was used to chart the relation of proximity revolution and 
cutting forces (Fr.„, 7^, R , and Fr_„*). 
• The JMP statistical program to analyze the multiple linear regression model and the 
correlation coefficient of the cutting force to surface roughness. 
• The fuzzy-nets based in-process surface roughness recognition (FN-IPSRR) system 
was developed using Visual Basic 6.0 computer program (Appendix D). 
After the hardware and software were set up, experimental runs on the CNC end-
milling machine were conducted to collect surface roughness and cutting force data (F„ Fy, 
and Fz) using the experimental design matrix. The experimental design is demonstrated in 
the following section. 
Experimental Design for the IPSRR System 
The experimental design of this research (Table 4.1) consisted of eight levels of feed 
rate (6 ipm, 8, 10,12, 14. 16. 18.20), four levels of spindle speed (1750 rpm, 2000,2250, 
2500). and three levels of depth of cut (0.04 in. 0.06,0.08). There were two sets of data using 
two different tools. Therefore, there were a total of 192 sets of experimental data The 
measured surface roughness (Raj is shown in the ninth column of Table 4.1, where i = 
U 192. 
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Table 4.1. Experimental design and measured surface roughness (Ra,) for the MLR-
IPSRR system 
Exp. No. S F D Fr-q, Fr ~F P«* ~F r-K , 
I 
i 
3 
190 
19! 
192 
From the cutting force data (see Figure 4.4) collected from the dynamometer sensor, 
these three forces (Fx, Fy, and Fz) cannot individually represent the actual force affecting 
surface roughness. Four cutting force magnitudes ( Fr F:, and F, zyz) can be 
formed and considered as possible candidates for input parameters of the MLR-IPSRR 
system (see Table 4.1). They are defined as: 
1. Average resultant force of the x and y directions per revolution (f. „) 
By using the following equation, one could find the individual resultant force (fr ) 
from the x and y directions as shown in Figure 4.5 
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Individual resultant cutting force 
Fr_xy cutting force 
Proximity revolution 
One spindle revolution 
Figure 4.5. Individual resultant cutting force Frjcy and four peak forces in one 
revolution at cutting condition of F = 20 ipm. S = 2000rpm. D = 0.08 in 
where i is the data point in one revolution. Then, the average resultant force in one 
revolution ( F, „ ) could be given as: 
F, „ =  ^ (4.2) 
m 
where i — 1.2 m and m is the data point total in one revolution, i.e.. m = 2300. 
2. Average resultant peak force (F^ ) 
By using the data as shown in Figure 4.5. one can also identify the peak force (Fpok) 
from the average resultant forces of the x and y directions ( Fr„ ) in the cut period of 
each tooth. The average resultant peak force in each revolution ( F pat ) is expressed 
as: 
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- . (43) 
r 
where i =1,2, r and r is the number of cutting tool teeth, hi this study, r — 4. 
3. Average z direction cutting force per revolution (F_- ) 
The third type of force analyzed is the average cutting force in the z direction per 
revolution ( F, ), which is expressed as: 
_ ÊF, 
Fz =— (4.4) 
m 
where i- 1,2. m and m is the total data point in one revolution, m = 2300 in this 
research. 
4. Average resultant force of the x, y, and z directions per revolution (F, «) 
The average resultant force of the x. y, and z directions in one revolution (fr „.) is 
analyzed, with the force expressed as: 
where i is the data point in one revolution. Then, the average resultant force in one 
revolution (Fr_««) could be given as: 
IF. _ 
F* n= (4-6) 
m 
where i = 1.2.3 m and m is the data point total in one revolution, Le., m = 
2300. 
After the above-mentioned cutting forces have been formed, the correlation 
coefficient between these cutting forces and the surface roughness is examined. Equation 4.7 
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is used to compute the correlation coefficient between the surface roughness (Ra) and die 
average resultant force of the x and y directions (Fr_xy). 
ÊlÈL-itofe1...-?.-.) • (I?) 
where pna_jr _ is the correlation coefficient between the average resultant cutting 
force ( Fr.«, ) and the surface roughness. Raj is the ith surface roughness, i = 1,2 n. 
(the data set total [n] = 192), and F r _ „  is the ith average resultant cutting force of the 
x and y directions, i =1.2, .. n (the data set total [n] - 192). 
- tRa' - Î7-
Ra = — » Fr „ = — • 
Similarly, the0 _ .n _ . and 0 _ are calculated. Then, the largest value of Ra-F pmm Ra-F : Ra-F 
the correlation coefficients between the above-mentioned cutting forces and the surface 
roughness represent the most significant cutting forces, which are used to develop the MLR-
IPSRR system. 
After the experimental runs, two sets of data need to be collected: surface roughness 
and cutting force. The surface roughness of the specimen is measured off-line using a stylus 
profilometer to obtain the surface roughness value. Ra (Appendix E). Cutting forces (Fx, Fy, 
and Fz) are collected through a dynamometer sensor and calculated using the cutting force 
analytical program (Appendix C) into four different force magnitudes, , Fp«=*, and 
Fr-rc (Appendix E). 
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From the correlation coefficient analysis (Table 4.2), one notices that the feed rate (F) 
has the highest correlation coefficient value of0.7734, which represents the most significant 
parameter affecting surface roughness (Ra) in the study. The other significant parameters are 
spindle speed (S), cutting force in the xy directions ( Fr-„ ), cutting force in the z direction 
( Fz ), peak force in the xy directions ( ), and cutting force in the xyz directions ( F_œ )-
However, the correlation coefficient of depth of cut (D) was 0.11, which did not significantly 
affect surface roughness in this study. 
From Table 42, feed rate (F) and spindle speed (S) were selected as input variables 
due to their significant effects on surface roughness. Other possible input parameters were 
the cutting forces ( F,.„ and Fr-«-)- In this study, although the cutting forces 
( Fr-n,F;,Fp*u, and F,-«= ) were significant parameters that affect surface roughness (Ra), 
their correlation coefficients were Q _ = 0 43, Q _ =0.49» n _ =0.47, 
« Ha—Fr ev * 
q _ =o.47 : nevertheless, there was no significant difference among these correlation 
' Ra-F 
coefficients. There is a multicolineanty between F,-„ and F:, Neter, Wasserman, and Kutner 
( 1990) mentioned that if the variance inflation factor (VTF) value was in excess of 10, the 
multico linearity may be unduly influencing the least square estimates. The VIF value for 
Fr—n is 13-28 and for F- is 1239 in this study, however, according to the machine theory 
during operations, F—n and F- should be independent because they function in the 
perpendicular direction on the workpiece. Another viewpoint would be, on the base of 
milling operations, in addition to cutting force in the xy direction, the effect of cutting force 
in the z direction was perpendicular to the work-piece directly affecting surface roughness 
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(Ra). Therefore, Fr-xy and F- were selected as the other two input parameters to generate an 
MLR model for the IPSRR system. 
Table 4.2. Correlation coefficient between S, F, D, F,-„, Fz, Fp**, F, and Ra 
S F D F r—xv Fz F peak F r-xje Ra 
S 1.0000 0.0000 -0.0000 -02642 -0.0632 -03588 -03395 -03626 
F 0.0000 1.0000 -0.0000 03583 0.4020 0.4163 03735 0.7734 
D -0.0000 -0.0000 1.0000 0.8684 0.8698 0.8236 0.8741 0.1142 
F r-tv -0.2642 03583 0.8684 1.0000 0.9332 0.9656 0.9851 0.4283 
Fz -0.0632 0.4020 0.8698 0.9332 1.0000 0.9128 0.9412 0.4737 
F peak -0.2588 0.4163 0.8236 0.9656 0.9128 1.0000 0^836 0.4981 
F r- IB -0-2395 03735 0.8741 0.9851 0.9412 0.9836 1.0000 0.4692 
Ra -0.2626 0.7734 0.1142 0.4283 0.4737 0.4981 0.4692 1.0000 
S = spindle speed; F = feed rate: D = depth of cut 
Fr-cv = average resultant force in the xy direction 
Fr = average force in the z direction 
Fptat = average resultant peak force in the xy direction 
Fr-«= average resultant force in the xvz direction 
Development of the MLR-IPSRR System 
After the most significant forces, Fr-n and F-, are identified, they are used as input 
parameters m the multiple linear regression in-process surface roughness recognition (MLR-
IPSRR) system. Therefore, the MLR-IPSRR system was developed using four input 
parameters: spindle speed (S), feed rate (F), average resultant force in the xy direction 
( Fr.™ X and average force in the z direction ( Fz ). The output parameter of the system is 
surface roughness (Ra). The structure of the MLR-EPSRR is depicted in Figure 4.6. 
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Figure 4.6. Structure of the MLR-IPSRR system 
Proposed MLR-IPSRR system 
The four independent variables to develop the multiple linear regression in-process 
surface roughness recognition (MLR-IPSRR) system are: spindle speed (S); feed rate (F); 
average resultant force in the xy direction ( ); and average force in the z direction ( F, ). 
The dependent variable is surface roughness (Ra). The proposed MLR-IPSRR system is 
expressed as: 
R _  =  P . - 0 , F  - p . S , - p . F . - S  _  _  t 4 ' 8 )  
-P=S "F..&.S "F. -,-P^F "S -F.^P^F-S -p. ,-Pa.S. 'F. eF„ _ 
"S -F.-F. - -E.  
where p are coefficients of the regression model, Ra, is the surface 
roughness, Ft is the feed rate, S, is the spindle speed, F» is the average cutting force in the z 
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direction, F,_«* is the average resultant force of the x and y directions, and Si ~ N(0, or), i is 
the number of data sets. In this study, i = 1,2,3, 192 (see Appendix E). 
To generate the best MLR-IPSRR model, stepwise regression technique is applied, 
which enters the independent variables one at a time based on their significance in finding 
the best model. This method is based only on independent variables that are significant. 
Thus, the MLR-IPSRR system is expressed as: 
Ra ,, , = 80.314 - 0.03 s S -r 3.62 • F - 0.003 • (S - 2125) * (F - 13) (4J 
- 0.824 * F,-«y > 6.127 • p, + 0.468 • (F - 13) • (p, - 8.06) 
After the MLR-IPSRR system is generated, it is validated to determine the 
effectiveness of the model by observing statistical reports, such as a multiple linear 
regression coefficients analysis (Table 43.), ANOVA for the MLR-IPSRR system (Table 
4.4.), and ANOVA for the effect of parameters (Table 4.5.). Finally, the testing data (Table 
4.6.) are applied to evaluate the accuracy of the MLR-IPSRR system 
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Table 43. Test of multiple linear regression coefficients 
Term Estimate Standard error t Ratio Prob >111 
intercept 80314 9.466 8.48 <0.0001 
S -0.03 0.0032 -9 JO <0.0001 
F 3.62 0.1771 20.43 <0.0001 
(S-2125)*(F-I3) -0.003 0.00057 -521 <0.0001 
F,-«, -0.824 0.16191 -5.09 <0.0001 
F, 6.127 1.02518 5.98 <0.0001 
(F-I3)*(FZ-16.03) 0.468 0.06989 6.69 <0.0001 
Table 4.4. ANOVA for the MLR-IPSRR system 
Source of variation Degree of freedom Sum of squares Mean square F ratio 
Model 6 79746.717 13291.1 129.094 
Error 185 19047.027 103.0 Prob>F 
Total 191 98793.745 <0.0001 
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Table 4.5. ANOVA for the effect of parameters 
Source of variation Degree of freedom Sum of squares F Ratio Prob > F 
S 1 9289211 90.224 <0.0001 
F I 42992.512 4173777 <0.0001 
S*F I 2797.908 27.1755 <0.0001 
F r - (v I 2666.94 25.9035 <0.0001 
S*F,-„ I 5037901 0.488 0.4857 
f*f„„ I 38.1316 0369 03442 
S*F* Fr-w 3 89.8467 0288 0.8344 
F, 2 9769.181 47.443 <0.0001 
S*F, I 169441 0.164 0.6861 
F*F, I 4612.68 44.802 <0.0001 
S*F*F, 2 20.3338 0.098 0.9069 
F r - „ * F :  L 83.695 0.812 03687 
S *  F r - „ * F ;  4 150.933 0361 0.8358 
F* F , - „ * F . .  3 111.085 0356 0.7849 
The RT value of the MLR-EPSRR model is 0.8 L The parameter coefficients of the 
model are all significant (see Table 43). From Table 4.4, the MLR-EPSRR system is 
determined to be a significant model, as explained by the above-mentioned parameters. At 
the same time, four major and two interaction parameters have a significant effect on the 
surface roughness (see Table 4.5). 
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Once the MLR-IPSRR system is established, it is tested using the cutting conditions 
shown in Table 4.6. Column 7 contains the results of the predicted surface roughness 
(RaiMUl); column 6 contains the measured results of the finished parts using a Pocket Surf 
portable surface roughness gage (Rai-m); and column 8 contains the individual precision 
of each experimental run (i) evaluated based on the following equations. 
~ (4.10) 
v<t, 
=5_ (4.11) 
m 
where <t>t 34LR is the precision of the zth testing run, o1*" is the average precision of the i 
testing data, and i =1 .m. m = 30. the total of the testing runs. RatMLR is the recognition 
surface roughness from the multiple linear regression system, whereas R^-m is the actual 
surface roughness measured using a stylus profiler after the machining. 
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Table 4.6. Testing experimental data for the MLR-IPSRR system 
# of S  F F r—xy F_-
<*«M T-R-
R 
Test(z) (rpm) (ipm) (N) (N) (nin) (Hin) 
tt-cn 
(%) 
1 2050 14 66.78 7.84 65 62.63 96.35 
2 2100 15 7234 8.42 75 64.08 85.44 
3 2500 17 107.21 1727 90 97.07 92.15 
4 1800 7 54.25 5.67 46 42.55 92.51 
5 2400 16 77.38 10.07 70 64.52 92.17 
6 2350 17 58.64 634 69 55.96 81.10 
7 2300 19 62.76 7.19 68 66.84 98.29 
8 1800 15 80.86 11.17 88 87.28 99.19 
9 2450 18 53.88 725 61 65.23 93.07 
10 2050 8 51.97 635 50 46.73 93.47 
11 2250 7 51.78 10.71 49 55.92 85.89 
12 1900 13 83.49 10.94 72 68.61 95.29 
13 2350 19 62.8 8.81 71 78.88 88.90 
14 2500 19 11125 16.77 98 102.88 95.02 
15 2500 13 86.58 14.94 83 72.57 87.43 
16 2500 II 69 12.65 72 63.74 88.53 
17 2000 19 90.11 11.18 102 94.35 92.50 
18 1950 11 55.57 5.59 52 51.36 98.76 
19 2500 15 9721 163 89 84.85 95.33 
20 2000 15 73.89 10.98 83 84.49 98.21 
21 2250 19 76.58 12.47 87 105.03 7928 
22 2250 17 79.62 13.61 80 101.03 73.72 
23 2250 15 91.87 12.93 70 74.44 93.65 
24 2300 12 63.6 8.1 46 52.48 85.91 
25 2250 9 63.19 529 43 32.42 75.40 
26 2250 7 51.78 10.71 46 55.92 78.44 
27 1750 15 1182 13.73 80 76.40 95.50 
28 2000 17 80.94 1025 89 83.56 93.89 
29 1750 11 93.95 11.93 63 57.44 91.18 
30 2250 13 78.74 9.7 74 54.42 73.55 
Total average accuracy 90 
Summary 
The main conclusions drawn from this MLR-IPSRR system development are 
summarized as follows: 
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• Spindle speed (S), feed rate (F), average cutting force of the x and y directions 
(Fr-rw ), and average cutting force in the z direction ( F z )  significantly affect surface 
roughness in the end-milling operations. 
• The MLR-IPSRR system has approximately 90% accuracy in predicting surface 
roughness while the machining process is taking place. 
• Multiple linear regression based prediction systems focus more on a linear 
relationship, however, machining dynamics are based on a nonlinear system. 
Therefore, an expert system is proposed for evaluating the performance of the in-
process surface roughness recognition system. 
Training Procedures for the FN-IPSRR Sub-system 
In the previous section, the MLR-IPSRR sub-system was developed and evaluated. 
This section describes the development and demonstration of the fuzzy-nets in-process 
surface roughness recognition (FN-IPSRR) sub-system, the next step in the process. The 
structure of the proposed fuzzy-nets in-process surface roughness recognition (FN-IPSRR) 
sub-system is depicted in Figure 4.7. This proposed fuzzy-nets approach combines neural 
networks and fuzzy logic techniques. The use of neural networks enables the system to be 
capable of training (learning) the data from the machining processes, while the fuzzy logic 
technique provides reasoning for the training (learning) process and generates a rule bank for 
the prediction system. 
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Figure 4.7. Structure of the FN-IPSRR sub-system 
Similar to the MLR-IPSRR sub-system, there are four input variables and one output 
variable in the proposed FN-IPSRR sub-system. The inputs variables are: feed rate (F); 
spindle speed (S); average force of the x and y directions ( ~F r „ ); and average force of the 
z direction ( F~ - ). The output variable is surface roughness (Ra). The following section 
introduces the fuzzy rule base learning procedures for the FN-IPSRR sub-system. 
A fuzzy-nets system is a five-layer system (see Figure 4.8). The first four layers—the 
input parameters in layer I. membership functions in layer 2, and rule banks in layers 3 and 
4—are established through a five-step training procedure using experimental data. The fifth 
layer is the centroid defuzzification, which is used to generate crisp values of surface 
roughness. The training process ofcreating the FN-IPSRR system is described as follows: 
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Figure 4.8. Five-layer fuzzy-nets system (Chen, 2000) 
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Step I: Divide the input space into fuzzy regions 
The input vectors are: feed rate (F), spindle speed (S), average resultant force in the x 
and y directions (F~, „ ), and average force in the z direction ( F~_- ). The cutting forces 
-f and p are selected due to their significant effects on surface roughness in end milling 
operations [8], The ranges for each input variable are: feed rate (F) [F", F] ipm, spindle speed 
(S) [ST. S"] rpm; average resultant cutting force in the x and y directions 
( ~F tv )[ ~F~- n .T'r-r.-1 Newton (N); and average cutting force in the z direction 
(~F : ) [T~  ,~F~Z ] Newton (N), where F ~z and FI are the maximum and minimum values of 
the cutting force (p ) mall experimental data, respectively. The range of the output variable 
surface roughness (Ra), is [Ra". Ra"], where Ra" and Ra" are the maximum and minimum 
values of Ra in all experimental data, respectively. Thus, the input feature vector X and 
"domain intervals" are given as: 
The domain interval indicates which variable will most likely lie within the interval 
based on experience. Each interval is divided into 2K-1 regions, which are denoted bv SK, 
S(K-I). —MD. L(K-l). and LK. The shape of each membership function is triangular 
and the spread width (W) of each triangular function is the same. For example, the spread 
width of an input feature F.S. F-~and F,, is defined as: 
x = (F. S. F . F , ] ~ - ~ F=[F~. F]; V Se [S". S"]; V Fr.„ e[Fr~-«>.Fr-„ J; 
(4.12) 
F"-F" " T -T ' 
w<F)=
~5T? 
(4.13) 
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For example, in the feed rate the membership function with five regions (2K-rl=5. 
therefore, K=2) has the maximum value of feed rate (F1- = 21 ipm), and the minimum value 
of feed rate (F~ = 5.7 ipm). Then, the width of each spread W(F) is equal to (21-5.7)/2*K = 
15312*2 = 3.8 ipm. Therefore, the domain interval is defined as [5.7 ipm, 21 ipm]. Figure. 
4.9 depicts the domain interval of F divided into five regions. 
MD Lt 
F"=21 F (Feed rate) (ipm) 
Figure 4.9. Dividing one input variable into five regions 
Step 2: Generate fuzzy rules for the given data pairs using the fuzzy-nets training procedure 
The fuzzv-nets training procedure is based on the input and output signals collected 
from the experiment. The signal obtained from the control system generates the input feature 
vector X (Eq. (I)). The output surface roughness (Ra) indicates the output vector of the 
system. The input-output data pairs are: 
* Fio • S <u . F r — x\ IU F*n " ^ i to * ^ Ra «3 ) 
where t denotes the number of the training data set, R» denotes the output class, and hr» 
denotes a degree of this data set. which is assigned by a human expert. The following 
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example of fuzzy degree of the input variable (F;) is determined in different regions. The 
function is given as: 
I' !Rwg". F.«Uw,-w«.>lj, (4.14) 
0, otherwise j 
where c(F') and W(F') indicate the center point and the spread width of the input linguistic 
variable F1 (e.g. S2, SI, MD, LI or L2); and i is the number of regions, in which i = 2k+l. 
For example, the input-output training data set is given as: 
[S(D. F(t). Fr-zpii). F-m) .Ra(i)] = [2250 rpm, 8 ipm, SON, 6.5N, and 70 pin]. 
The fuzzy rule regions and the degrees of these input and output values are depicted in 
Figures 4.10 and 4.11. The membership values of each data set (So). F(t>. Fr-.«*», F:tt), and 
Ran) are: 
[MMD(S(,)>=0.7 and |iLI(S(l))=0.3]; [|aSI(F(I))=0.4 and HS2(F(D)=0.6]; 
QkvroC Fr-mI) )=0.8 and nu( )=0.2]; tisz( F.(I) )=03 and HMD( F:ll) >=0.7]; and 
[ps2(Ran)>=0.3 and HMD(Ra<n)=0.7]. 
Therefore, the maximum fuzzy values of each membership values for (S»), F(i). Fr-n-o). F.(l}. 
and Ra([)) are qimd(S<t))=0-7, HS2(F([)>=0.6, )=0-8, Hmd(F;(1))=0.7, and 
liMDCRunj^O-T]. 
Then, one fuzzy rule is generated as: 
IF { S(i) is MD A F(t) is S2 A Fr-x*» is MD A Fzmis MD}, THEN {Ra<i) is MD}. 
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Figure 4.10. Fuzzy regions and membership degrees of input parameters 
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Figure 4.11. Fuzzy region and membership degree of the 
output parameter, surface roughness (Ra) 
where A indicates that all the conditions of the IF statement must be met simultaneously for 
the THEN statement to be true. 
Step 3: Avoid conflicting rules 
It is possible to have two or more conflicting rules from the experiments, i.e.. rules 
that have the same IF part but a different THEN part. Top-down and bottom-up 
methodologies are proposed to resolve this conflict [I I]. The top-down methodology assigns 
a degree to each rule. The degree of rule / {IF F is MD. S is LI. Fr-« is LI. and ~F z is LI. 
THEN Ra is MD} is defined as: 
where HE is the data pair degree assigned by a human expert based on the data collection 
condition. Note that MD and LI are linguistic values for the input vectors and the output. An 
example of two conflicting rales is: 
d(Ruie , ) = M .VD ER)ALT(5 )m nif r-„) M z) M S4D " (4.15) 
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Ruiez: EF{F is MD,A S is MD,A F,-„ is MD,A F z  isLl} THEN {Ra is MD}; 
Rule/: EF{ Fis MD, A S is MD,A F r-„ is MD,A Jz is LI} THEN {Ra is Ll}; 
The degree of each rule is: 
d(Rule t\ = Atvffl {fr-xy(*« )M£ (^-16) 
D(RULE ,) = MUD (F")pwo (S )-"WD (f~«> )A»U (fr )fi tl )a£- (4-17) 
The following strategy is used to resolve conflicting rules. If the magnitude of the 
deviation |d(Rule z>d(Rule j)\ > 5, where CK 8 <0.005, then the rule with the maximum active 
value will survive the conflict. 5 is an user-defined value, which is 0.001 in this study. 
Otherwise, the bottom-up procedure will be used to resolve the conflict. In the bottom-up 
methodology, two more regions are added to expand the number of the membership 
functions of the input or output vector. For example, F (feed rate) is initially set up for 2k-H 
regions. lc=lJZ. ..n. If the differential degree of Rules i and j is less than 0.001 and k=l, then 
F (feed rate) is extended from 2k+I=3 regions to 2(k+l>H=5 regions. Thus, all of the 
previously trained input-output data pairs must be retrained. If any other rules conflict, the 
region number of the next membership function of Ra, Fr-ry, F- , and S is sequentially 
expanded or adjusts the shape of membership function until all the conflicting rules have 
been resolved in order to increase efficiency of the fuzzy rule bank. 
Step 4: Develop an MLR-assistedfuzzv-nets rule base 
The fuzzy-nets rule base is comprised of the fuzzy logic reasoning and neural 
network training process. Normally, there are several linguistic variables involved in the 
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antecedents and one variable in a consequent. A fuzzy IF-THEN rule for constructing input-
output fuzzy-nets rule base is: 
IF {(Ii isFO^dzisFi)*...* (In is F J} THEN {O is M} (4.18) 
where lt «= x, and O e Y are the linguistic variables; F, and M are linguistic values (fuzzy 
sets) of the linguistic variable /, and O in the universes of discourse X and Y, respectively. 
From step 3. the conflicting rules have been resolved, and it is highly possible to have 
empty rules that need to be filled. To fill the empty rules, a multiple linear regression (MLR) 
model is used to assist filling the vacant rules in order to build the fuzzy-nets rule base. To 
choose input variables, one selects the fuzzy region centroid point of each membership 
function for every input variable (I,) to predict an output variable (O). This predicted crisp 
value is put into the membership function of the output variable to get a linguistic value. The 
rule is built by combining input-output pairs (I, and O). This process is used to create the 
fuzzy-nets rule base in every combination of 1/ and O. where i is the number of input 
variables. 
For example, in the fuzzy rule for (MD, MD. LI. LI), the regression model is formed 
as follows: 
O = 0 0 - /?,/, - 0 zl z - >9 J / j f P t.1 i f £ 
— A> ~ P\(-1,1 \tv I ~ lALl) ~ U(Ll\ (4.19) 
where ot is predicted result from the multiple linear regression function, C ,til4D , is the 
centriod value in MD region for [l, CMMD , is the centroid value in MD region for Iz. 
CUiiiD , is the centroid value in LI region for I3, and CU{MD , is the centroid value in LI 
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region for I* (Le, 2001). Assume the fuzzy sets for the output O are LI, L2,..., Li; thus, if 
max( Ao<U)(^t )»/fO<12)(^t )> )•— Ao<Li)(^t )) — Mo{Lk)(Ok ) * WhCTC k S { 1, 2, , Ï}. 
Then one rule of this approach is defined as: 
IF {(It is MD) A(I2is MD)A (I3 is LI) A (I* is LI)} THEN {O is Lk}. 
Step 5: Determine a mapping based on the fuzzy rule base 
After the fuzzy rules are developed, the following defuzzification strategy is used to 
determine the output R, for a given input data set (F, S, and f\). The antecedents of 
the rth fuzzy rule use the minimum operation in order to determine the degree, ^ of the 
output control responding to the input, i.e., 
"Ha {Ra ' ' = """• » F iT*,)! (4-20) 
where Ra' denotes the output regions of Rule t. and .Vr „ . F"*. denotes the input 
regions of the given inputs (F, S, F r - n ,  and F : )  of Rule t . For example, the strength of 
output ( '^) in Rule I (Eq. (6)) gives: 
f4 71) V fa ( MD ) = mint #/ F i MD >. s t £. I ». p y (LIK u p" ( £ 1)1 
Oftentimes, more than one rule can be fired for a given data set input, hi this case, 
centroid defuzzification would be applied to determine the output, given as: 
Z/g, , (422) R. = 
where c(R»1) denotes the center value of region R»' and m would be the number of fuzzy rules 
in the combined fuzzy rule base, t denotes fuzzy rule number t. 
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This section explained the theory comprising the fuzzy-nets system. The following 
section presents how to develop the FN-IPSRR sub-system. 
The FN-IPSRR System Development and Testing 
Based on the above-mentioned training theory, the FN-IPSRR sub-system has been 
developed based on the following results. 
Step L Divide the input variables into fuzzy regions 
In order to establish the membership function of each parameter, the number of fuzzy 
regions and the ranges for spindle speed (S), feed rate (F), average resultant force in the xy 
direction ( F,_„ ), and average force in the z direction (F-) are determined. The original fuzzy 
region designs are presented in the Figure 4.12 and 4.13. 
Step 2 & 3. Generate fuzzy rules for the given data pairs and avoid conflicting rules 
There are 192 sets of experimental data pairs (see Appendix E) used to generate the 
rule bank. When the rule conflict, the methodology for resolving conflicts is to compare the 
degree of each conflicting rale. If the degree difference of two conflicting rules is larger than 
0.001, then the smaller degree rale will be excluded. If the degree difference of two 
conflicting rules is less than 0.001, then the membership regions of the parameters must be 
expanded. This is accomplished by first expanding the most significant parameter, followed 
by the next less significant parameter and so forth. 
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Figure 4.12. Original design of fuzzy regions for input parameters 
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Figure 4.13. Original design of fuzzy region for surface roughness 
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Conflicting resolutions occurred two times in this study. First, the fuzzy regions of 
feed rate (the most significant parameter affecting surface roughness) were expanded to 
become five regions. Second, the fuzzy regions of the average resultant cutting force ( Fr«, ) 
were expanded to become five regions. The final design for fuzzy regions for each parameter 
is shown in Figures 4.14 and 4.15. A 225 rules bank (see Table 4.7) was generated after 
conflicting rules were resolved, and the empty rules were filled by using the MLR method. 
H(S ) 
1662.5 2143.75 
S (Spindle speedXrpm) 
5.7 9.525 13.35 17 175 21 
F (Feed rateXipm) 
H(F, ) 
28.79 47 95 66.39 85.19 104 
F , - ™ (Cutting force of xv direction) (N) 
3.55 8.85 14.15 
F, (Cutting force) (N) 
Figure 4.14. Final design of the fuzzy regions for input parameters 
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Figure 4.15. Final design of the fuzzy region for surface roughness 
Step 4. Develop an MLR assisted fuzzy-nets base 
After all the data were trained and no conflicting rules were found, the total fuzzy rule 
base of 3*5*5*3 = 225 rules (three fuzzy regions for spindle speed, five fuzzy regions for 
feed rate, five fuzzy regions for average resultant force in the xy direction, and three fuzzy 
regions for average force in the z direction) was established. In this experiment, 92 rule bases 
with rule degrees in the degree column (see Table 4.7) were generated after the conflicting 
rules were resolved; therefore, there remained 225 — 92= 133 empty rules with empty cells 
needed to be regenerated. The above-mentioned multiple linear regression assisted 
methodology is applied to fill the 133 empty rule cells. The multiple linear regression 
function used is from Eq. (4.9). For example, the input of fuzzy rule is (S—SI. F=S2, 
Fr-xy = S2. Fz = S l)(see Figure 4.14), and then the centroid values of each fuzzy variable are 
c s t s i ,  =L662.5,CF(SI) =5.7.CWrn(Sz )  = 28.79, CFR<5I) = 3.55, therefore, the output of this 
fuzzy rule is O = 54J8 which belongs to the fuzzy region SI of the Ra fuzzy variable (see 
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Figure 4.15). Thus this empty rule will be (S=S1, F=S2> Fr-*y = S2, Fz = SI, and Ra = SI) 
based on the earlier MLR-IPSRR sub-system. Similarly, the rest of the 132 empty rules will 
be generated (see Table 4.7). After the conflicting rules were resolved and the vacant rules 
were filled using the MLR methodology, 225 sets of rules (see Table 4.7) were generated for 
developing the FN-IPSRR sub-system. 
5. Determine a mapping based on the fuzzy rule base 
The centroid defuzzification method shown in Eq. (4.22) was applied to defuzzify the 
fuzzy rules once the input to generate an output crisp value. There were, at most, 16 rules that 
were fired for each output crisp value. Since there are 225 fuzzy rules base, therefore, 225 
crisp values could be generated in the FN-IPSRR sub-system. 
After the fuzzy-nets-based in-process surface roughness recognition (FN-IPSRR) sub­
system was developed and is ready for testing. A total 30 experimental testing data sets were 
randomly selected to test the FN-IPSRR sub-system (see Table 4.8). These testing data sets 
are the same with the ones tested using the developed MLR-IPSRR system. Similarly, the 
performance of each testing data set is calculated based on the following equations. 
<J> FH _ | Rdf* - Ra,— (4-23) 
v<t>™ 
(4.24) 
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Table 4.7. Complete fuzzy-nets rule bank (225 rules) for the FN-IPSRR sub-system 
Rule# S F Fr-ij Ra Degree Rule# S F Fr-n Fz Ra Degree 
I I I I I 2 114 2 3 3 4 
2 I I I 2 2 0.1693 115 2 3 4 1 0J46 
3 t I I 3 3 116 2 3 4 4 0.153 
4 t I "» I I 0.1874 117 2 3 4 2 0.1967 
5 I I 2 2 2 118 2 3 5 I 
6 I t 2 3 J 119 2 3 5 3 0.1897 
: 1 i 3 I / 120 2 3 5 J 
8 t 1 3 •» 2 121 2 4 I J 
g I t 3 3 I 0.1102 122 2 4 I 4 
m t t 4 I I 123 2 4 1 S 
11 
• ' 
4 2 I 124 2 4 2 2 0.1802 
12 1 1 4 3 125 2 4 2 J 
13 I I 5 I I 126 2 4 2 2 0.1666 
14 I t 5 2 I 127 2 4 3 I 0-2243 
15 1 I 5 3 I 128 2 4 3 2 0-2271 
16 I 2 I [ 3 129 •> 4 3 5 0.2363 
17 I 2 I 3 0-3971 130 i 4 4 I 
18 t 2 I 3 4 131 4 4 3 0J88I 
19 t 2 2 1 
-
0.1169 132 •» 4 4 2 0.3368 
20 t : 2 •> J 133 2 4 5 I 
21 i 2 •» 3 4 134 2 4 5 4 0.1785 
22 l 2 3 I I 135 i 4 5 3 0-2078 
23 I 2 3 2 136 2 5 I J 
24 1 2 3 3 3 137 2 5 1 J 
25 I 2 4 I I 0-3375 138 2 5 1 J 
* 
I 2 4 2 2 139 2 5 2 2 0.1602 
27 I 2 4 3 3 140 2 5 2 2 0.2594 
28 1 2 5 I I 141 2 5 2 5 
[ 2 5 2 i 0.1841 142 2 5 3 1 02336 
30 I 2 5 3 z 143 2 5 3 3 0-2329 
31 I 3 I I 3 144 2 5 3 5 0.2302 
32 [ 3 I 2 3 0-359 145 2 5 4 / 
33 I 3 I 3 5 146 2 5 4 J 
34 1 3 2 t T 147 2 5 4 3 0,2834 
35 1 3 2 2 J 148 2 5 5 I 
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Table 4.7. (Continued) 
Rule# S F F_„ Fr Ra Degree Rule# S F F_. Fr Ra Degree 
36 I 3 2 3 5 149 2 5 5 2 5 0.1732 
37 I 3 3 I 2 0.1571 150 2 5 5 3 4 
38 I 3 3 2 3 0.4278 151 3 I I t 2 
39 1 3 3 3 I 0.1599 152 3 I 1 2 I 0-2038 
40 1 3 4 I I 0.2807 153 3 I I 3 J 
41 1 3 4 2 7 154 3 1 2 1 / 
42 1 3 4 3 4 155 3 I 2 2 7 
43 1 3 5 I I 156 3 I 2 3 7 
44 1 3 5 2 2 157 3 1 3 1 2 0.1256 
45 1 3 5 3 2 0205 158 3 I 3 2 / 
46 1 4 1 1 J 159 3 I 3 3 2 
47 1 4 1 2 S 160 3 I 4 1 I 
48 1 4 1 3 S 161 3 I 4 2 I 
49 1 4 2 [ 2 0.3126 162 3 1 4 3 1 0.1374 
50 1 4 7 0.1161 163 3 t 5 1 I 
51 I 4 2 3 7 0.3012 164 3 1 5 2 I 
; 52 I 4 3 t 2 165 3 I 5 3 I 
53 1 4 3 2 3 0.1977 166 3 2 I 1 7 
54 I 4 3 3 4 0.1733 167 3 2 I 2 1 0.4165 
55 1 4 4 1 2 0.1923 168 3 2 1 3 J 
56 I 4 4 2 i 169 2 2 1 I 0.3761 
57 I 4 4 3 5 170 3 2 2 2 
1 58 I 4 5 I I 171 3 2 2 3 3 0292 
59 t 4 5 2 5 0.1627 172 3 2 3 1 2 0.1204 
60 1 4 5 3 4 173 3 2 3 2 3 0.2551 
61 I 5 I 1 174 3 2 3 3 2 
62 1 5 I 2 5 175 3 2 4 1 I 0-2452 
63 1 5 I 3 5 176 3 2 4 2 / 
64 I 5 2 t J 177 3 2 4 3 2 
65 5 3 0.0958 178 3 2 5 1 I 
66 1 5 2 3 5 179 3 2 5 2 I 
67 I 5 3 1 J 180 3 2 5 3 I 
68 1 5 3 2 4 181 3 3 1 I 2 
69 t 5 3 3 S 182 3 3 1 2 1 0-3554 
70 1 5 4 1 z 183 3 3 1 3 4 
86 
Table 4.7. (Continued) 
Rule# S F F,-,, Fr Ra Degree Rule# S F Fi-t* Fr Ra Degree 
71 I 5 4 2 4 184 3 3 2 I I 03648 
72 I 5 4 3 4 02078 185 3 3 2 2 2 
73 I 5 5 I 186 3 3 2 3 4 
74 I 5 5 2 J 187 3 3 3 t I 
75 I 5 5 3 4 02029 188 3 3 3 2 2 0.0355 
76 2 I I I y 189 3 3 3 3 J 
77 2 L I 2 02575 190 3 3 4 t 3 0.1715 
78 y I I 3 J 191 3 3 4 2 Z 
79 I I 3 02823 192 3 3 4 3 3 0.0752 
30 2 I -» 2 193 3 3 5 I  Z 
81 z  I 2 3  194 3 3 5 7 2  02106 
82 2 t  3 I  2 0.138 195 3 3 5 3 7 02329 
83 2 I  3 2 I  02102 196 3 4 I I  7 
84 *> I  3 3 I 0.0356 197 3 4 I 2 J 
85 2 I  4 I  2 02334 198 3 4 3 S 
86 2 I  4 7 2 0.0393 199 3 4 2 t  0.4831 
87 t  4 3 Z 200 3 4 7 J 
88 2 I  5 I  Z 201 3 4 2 3 4 
89 2 I  5 2 I 202 3 4 3 t  4 02942 
90 2 1 5 3 I 203 3 4 3 2 3 0-3159 
91 2 I  t  204 3 4 3 3 0.1795 
92 2 *> I  2 I 0-3937 205 3 4 4 I Z 
93 2 2  I  3 4 206 3 4 4 2 0.0681 
94 
-
I  2 0.4469 207 3 4 4 3 4 02798 
95 2 •> 2 7  3 0.5074 208 3 4 5 I  Z 
96 2 > T 3 2 0201 209 3 4 5 2 4 0.1567 
97 2 2 3 I  Z 210 3 4 5 3 4 02449 
98 2 •> 3 2 2 0-3694 211 3 5 I  I  Z 
99 2 y 3 3 J 212 3 5 I 2 V 
100 2 2  4 I  2 0-3248 213 3 5 I 3 J 
I  to i  2 y 4 2 3 0.0563 214 3 5 2 1 Z 
102 2 y 4 3 2 0.0644 215 3 5 2 2  J 
103 2 2 5 I / 216 3 5 2 3 J 
j 104 2 2  5 7 3 0.1351 217 3 5 3 I  z 
105 2 2 5 3 2 218 3 5 3 2 4 02689 
106 2 3 I I  7 219 3 5 3 3 4 
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Table 4.7. (Continued) 
Rule# S F Fr-*, F, Ra Degree Rule# S F F,-«, F, Ra Degree 
107 2 3 I 2 2 02258 220 3 5 4 i •» 02741 
108 2 3 I 3 J 221 3 5 4 2 2 0.0152 
109 2 3 2 I I 0.2204 222 3 5 4 3 4 
110 2 3 t 2 -» 0.1512 223 3 5 5 L I 
HI : 3 i 3 4 224 3 5 5 2 2 0259 
1 1 2  2 3 3 L 4 0.2757 225 3 5 5 3 J 
1 1 3  2 3 3 2 I 02435 224 3 5 5 2 i 0259 
225 3 5 5 3 i 
Fuzzy regions for spindle speed (S) and cutting force (Fr): l=Sl. 2=MD, 3=LI 
Fuzzy regions for feed rate, cutting force ( F,-„ ). and surface roughness (Ra): 1=5%. 2=S L. 3=MD. 4=L1. 5=L2 
where is the accuracy of rth testing run as shown in column number 8 in Table 4.8: i 
=1 .m. m=30:<Dfiv is the average accuracy of the 30 testing data sets; Raf" is the surface 
roughness recognized from the FN-IPSRR sub-system; and Ra_m is the surface roughness 
measured from stylus type instrument. From in the last row in Table 4.8, the overall 
accuracy of this FN-IPSRR system is approximately 94% using these 30 testing experiments. 
Hypothesis testing of the MLR-IPSRR and FN-IPSRR sub-systems 
In this chapter, the MLR-IPSRR and FN-IPSRR sub-systems were developed to 
determine which sub-system is superior and could be applied to the FNASRC system. The 
hypothesis testing is presented as follows. 
H 0 £ <t> (425) 
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Table 4.8. Testing results of the FN-IPSRR sob-system 
#of 
Test 
(0 
S 
(rpm) 
F 
(ipm) 
F.-« 
(N) 
Ft 
(N) 
Rem 
(*iin) 
R,™ 
(Hin) 
=(1 —^)xI0®& 
R^. 
(%) 
I 2050 14 66.78 7.84 65 63.05 97 
2 2100 15 7234 8.42 75 6538 87 
3 2500 17 10721 1727 90 98.66 90 
4 1800 7 5425 5.67 46 44.93 98 
5 2400 16 7738 10.07 70 73.64 95 
6 2350 17 58.64 634 69 72.13 95 
7 2300 19 62.76 7.19 68 66.87 98 
8 1800 15 80.86 11.17 88 8432 96 
9 2450 18 53.88 725 61 68.98 87 
to 2050 8 51.97 635 50 50.44 99 
11 2250 7 51.78 10.71 49 52.04 94 
12 1900 13 83.49 10.94 72 74.81 96 
13 2350 19 62.8 8.81 71 7625 93 
14 2500 19 11125 16.77 98 95.52 97 
15 2500 13 86.58 14.94 83 64.81 78 
16 2500 II 69 12.65 72 64.98 90 
17 2000 19 90.11 11.18 102 96.53 95 
18 1950 11 5537 5.59 52 55.45 93 
19 2500 15 9721 163 89 7636 86 
20 2000 15 73.89 10.98 83 83.94 99 
21 2250 19 7638 12.47 87 88.67 98 
22 2250 17 79.62 13.61 80 7732 97 
23 2250 15 91.87 12.93 70 7331 95 
24 2300 12 63.6 8.1 46 5034 90 
25 2250 9 63.19 529 43 4332 99 
26 2250 7 51.78 10.71 46 52.04 87 
27 1750 15 1182 13.73 80 80.01 100 
28 2000 17 80.94 1025 89 87.11 98 
29 1750 II 93.95 11.93 63 64.87 97 
30 2250 13 78.74 9.7 74 72.72 98 
Total average accuracy (%) 94 
where and represent the accuracy of MLR-IPSRR and FN-EPSRR sub-systems, 
respectively. The result of the hypothesis testing indicated that the test statistics (to) are equal 
to 2.366 < 10,005.29 = 2_576, and the number of tests is n — 30; therefore, the null hypothesis 
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(Ho) cannot be rejected and the FN-IPSRR sub-system does not provide a significant 
difference within the MLR-EPSRR sub-system. 
Summary 
The results of the experimental testing indicated that the average accuracy of the FN-
IPSRR sub-system was 94%. This demonstrated the effectiveness of the fuzzy-nets in-
process surface roughness recognition (FN-IPSRR) sub-system in end-milling operations. 
Thus, the FN-IPSRR sub-system was incorporated in the development of the FNASRC 
system. The FNASRC system is developed and demonstrated in Chapter 5. 
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CHAPTER V. DEVELOPMENT AND DEMONSTRATION OF THE 
FUZZY-NETS ADAPTIVE SURFACE ROUGHNESS CONTROL 
(FNASRC) SYSTEM 
A fuzzy-nets based adaptive surface roughness control (FNASRC) system in end-
milling operations was developed in this research (see Figure 5.1). In the preceding chapter, 
the fuzzy-nets in-process surface roughness recognition (FN-IPSRR) sub-system was 
identified and selected as the IPSRR sub-system to be employed in the FNASRC system to 
predict surface roughness. The fuzzy-nets adaptive feed rate control (FNAFRC) sub-system 
is developed and evaluated in this chapter. The FNAFRC sub-system changes the cutting 
parameters when the recognition surface roughness from the FN-IPSRR system cannot meet 
the desired surface roughness. 
External 
input 
Ra' 
Dynamometer 
Sensor 
~O—£> 
Fadal 
CNC 
milling 
operations Recognition Surface 
Roughness 
(R,ra) Proximity Sensor FN-
IPSRR 
System Spindle Speed 
Feed Rate 
Deptb of Cut 
7 No 
FN Adaptive Feed Rate 
Control (FNAFRC) 
Svstem 
ARa Af yes 
(Continuing operation) 
Figure 5.1. Structure of FNASRC system 
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The following procedures were conducted to develop the fuzzv-nets adaptive feed 
rate control (FNAFRC) sub-system: (1) experimental setup on a Fadai vertical CNC milling 
machine, including hardware and software setups; (2) training procedures of the FNAFRC 
sub-system; (3) development of the FNAFRC sub-system; and (4) experimental testing of the 
FNAFRC sub-system. 
Experimental Setup on a Fadai Vertical CNC Milling Machine 
A Fadai VMC-40 vertical CNC milling machine (see Figure 4.2) was used, similar to 
the setup employed in Chapter 4. The following hardware and software comprise the 
experimental setup. 
Hardware Setup 
• One Kistler 9257B type dynamometer sensor to provide dynamic measurement of the 
three orthogonal components of a force signal (Fx, Fy, and F%). 
• One Micro Switch 922 series 3-wire DC proximity sensor to collect signals to count 
the rotations of the spindle as the tool is cutting. 
Second stage of cut with 
adap 
1/2" 
First stage of cut wit 
original feed rate 
Figure 5-2. Workpiece for adaptive control experimentation 
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• One amplifier to magnify the signals from tbe proximity and the dynamometer 
sensors. The amplified signals are sent to the A/D converter. 
• One Omega CIO-DAS-1602/12 A/D converter to convert analog data from the 
dynamometer and proximity sensors into digital data. 
• One P5 133 personal computer connected to collect data from the A/D converter 
output via an I/O interface. 
• 6061 aluminum workpieces with dimensions of 2.00"x 1,00"x 1.00" cut in two stages; 
in the first stage the first half of the area (shadowed) of the workpiece is cut using the 
original feed rate while, in the second stage, the remaining area of the workpiece is 
cut using the adaptai feed rate in end-milling operations (Figure 5.2). 
Software Setup 
The computer software included: a CNC program for two-stage cuts in end-milling 
operations, an A/D converter program, a cutting force analytical program, an FN-IPSRR sub­
system program, an FNAFRC training data program, and an FNAFRC sub-system program. 
• A basic CNC program (Appendix F) to conduct the two stages of cutting operations 
on the workpiece to test the efficiency of the adaptive feed rate on a workpieces 
surface roughness using the Fadai milling machine. 
• The A/D converter program (Appendix B) to convert data (proximity and cutting 
forces) from an analog signals to digital values (see Figure 53). 
93 
Figure 53. Proximity and cutting force digital data 
• Cutting force analytical program (Appendix C) to compute the average resultant force of 
the x and y directions ( Fr_n X average peak resultant force of the x and y directions 
(Fptmt ), average force of z direction ( F. ), and average resultant force of the x, y, and z 
directions ( Fr_n- ). 
• Microsoft Excel software program to chart the relationship between proximity revolution 
and cutting forces ( Fr_„, F^ , F., and Fr_«r ). 
• V'.B 6.0 programming language written to develop the FN-IPSRR program (Appendix 
D). 
• VS. 6.0 programming language written to tram and to test data using the FNAFRC 
program (Appendix G). 
Once the hardware and software have been setup, data can be collected in the CNC 
end-milling machine on surface roughness and cutting force (Fx, Fy, and F%) using the 
experimental design for adaptive feed rate control. The experimental design and 
methodologies are introduced in the following section. 
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The FNAFRC Sub-system 
The FN-IPSRR sub-system predicts a recognized surface roughness (R&™) with 94% 
accuracy which is presented in Chapter Four. If the FN-IPSRR system recognizes a defective 
surface roughness, that is, the recognized surface roughness value is larger than the desired 
surface roughness value (Ra^ > Rad) [Rad is the customer's desire surface roughness which 
is manually input to the system and compared with the Ra^], then there is a need to adjust 
the feed rate in order to eliminate further defects of surface roughness. Therefore, the 
proposed FNAFRC sub-system is conducted to generate an adaptive feed rate value (Af). 
Then, the adaptive feed rate (Af) is used to change the cutting condition to produce a product 
with lower surface roughness that meets customer demands. Figure 5.4 illustrates the control 
structure of the FNAFRC sub-system. The major system is developed using fuzzy-nets 
theory as applied in the FN-IPSRR sub-system. The training procedures of the FNAFRC sub­
system are presented in the next section. 
The fuzzy-nets adaptive feed rate control (FNAFRC) sub-system receives information 
from five input variables. The five input variables are: feed rate (F), spindle speed (S), 
average resultant force in the xy direction ( Fr_„ ), average force in the z direction ( F - ), and 
the difference (ARa = Ra^-Ra*) between the recognition surface roughness (Rara) and the 
desired surface roughness (Rad). The system provides an output, which is the adaptive 
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Figure 5.4. Structure of FNAFRC sub-system 
feed rate (Af). Fuzzy-nets methodology was proposed to develop this adaptive feed rate 
control system, entitled the FNAFRC sub-system. 
The following five steps describe the procedure for obtaining the rule bank in the 
FNAFRC sub-system. 
Step I: Divide the input space into fuzzy regions 
There are five input variables in the FNAFRC sub-system: feed rate (F); spindle 
speed (S): average resultant force in the xy direction ( Fr-x? ); average force in the z direction 
( Fr ); and surface roughness difference (ARa = Ra** — Ra4). 
The ranges of each input variables are sleeted as F [F". F"] ipm; S [S"", S"] rpm; 
Fr—xv [Fr-rv.F~r-a \N- Fz( f 'z . Fr ]N  : and ARa [ARa*. ARa"], where ARa" and ARa" aie the 
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maximum and minimum value of ARa in all experimental data, respectively. The range of the 
output variable, adaptive feed rate (Af ), is [Af", Af"], where Af and Af" are the maximum 
and minimiim value of Afin all experimental data, respectively. Thus, the input feature 
vector X and the "domain interval for each of the variable" are given as: 
X = [F. S, Fr-„, F;, ARa, andJflT,V FeJTT, F], V Se [ST, SI, 
V F r . „  5[FLct.7L„],V Fz e[?:,?:], v ARa e [ARa*, ARa"] 
V Af e [Af. Af] (5.1) 
The domain intervals indicate that the variable most likely lies in this interval. Each 
interval is divided into 2K-1 regions, which are denoted by Sk. S(k-1),.... MD X(k-l), 
and Lk. The shape of each membership function is triangular and the spread width (W) of 
each t r iangular  funct ion is  the  same.  The spread widths  of  input  features  F .  S .  ,  F : ,  
ARa. and Af are defined as: 
frtn = £—^—• fr<S) = S ~S • ITiF,-„t= F'~" Fr-"y W(Fz) = F:~F: 
IK ZK ZK 2K 
rm,, MLLS&- . iS2) 
For example, the maximum value of adaptive feed rate Af * is set to 14.7 ipm and 
minimum value of feed rate Af" is set to 1.9 ipm. In this case, the width of each spread W(F) 
is 3-2 ipm. Therefore, the domain interval is defined as [1.9 ipm. 14.7 ipm]. Figure 5.5 shows 
how the domain interval of Af is divided into five regions. 
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g(Af) 
14.7 Af (Adaptive Feed rate) 3.2. 1.9 
Figure 5.5. Dividing one variable into five regions 
Step 2: Generate fuzzy rules for the given data pairs 
The fuzzy-nets training procedure is based on the input and output data collected 
from the experiment. The input-output data pairs are: 
F  , , , •  S  ?  '-«ki.F - Af  i n  j ' 
where t denotes the number of the training data set. The following example describes how 
the fuzzy degree of the input variable (F) is determined in different regions. 
The function is given as: 
i -
i -
F - et F' » 
»'iFi 
c( F ' > - F 
K ' i f i  
F - ; F ci F ' ) (53) 
F *  a  F ' )  
o. otherwise 
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where c(F) and W(F) indicate the center point and the spread width of the input linguistic 
variable F. For example, if the first input training data set is given as: 
X<n = [F(i). S(I). ~f r-CTd). F r<n ARa<i). Af m ] = [SipnL 2250rpm, 60N. 9N. 25|iin. and 
4ipm], Figure 5.6 shows the fuzzy rule regions and degrees fired by this training data set. 
From Figure 5.6, the membership values of the first data set (F(t). S(d. D(t). ARa<i). and 
Af ,i,) are: 
usi(F(I)) = 0.4 and ns2(F(n) = 0.6, Hmd(S(i)) = 0.7 and pu(Sm) = 0.3, 
HMD(F r-„,i> ) = 0.8 and GLL( F = 0.2, |1MD(F „ ) = 035 and PU(F -,„ ) = 0.65, 
us2(ARa<i)) = 03 and nwoCARam) = 0.7, and gs2(Af(l)) = 03 and fiMD(Af<n) = 0.7. 
Therefore, the maximum fuzzy values for each membership values of F(i), S<i>, F r-reti), 
F.-,N. ARa<I), and Af(I) are gs2(F(n)=0.6. HMD(SO))=0-7, |^ MD(F R-NR<n )=0.8, 
"LitFan )=0-65, wvm(ARam) =0-7.andHMD(AÇn)=0-7-
Then, one fuzzy rule is: 
IF {F<i> is S2 A S(t) is MD A F,-„,t,isMDA Frlt) is LI A ARa(l) is MD}, 
THEN {AfmisMD}. 
where A indicates that the conditions of the IF statement must all be met simultaneously in 
order for the result of the THEN statement to be true. 
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Figure 5.6. Fuzzy regions in each adaptive parameter 
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Step 3: Avoid conflicting rules 
It is highly possible to have fuzzy conflicting rules, i.e., rules that have the same IF 
part but a different THEN part. Top-down and bottom-up methodologies are proposed to 
resolve this conflict (Chen, 2000). Top-down methodology assigns a degree to each rule. The 
degree of the rule i IF F is MD, S is LI, D is LI, and ARa is LI, THEN Af is MD." is 
defined as: 
d (  Rule _ i )  = fi m ( F ) / /  ^ (F ) / / £ t ( F  _ - ) / /  ) p m  ( A / )  »  ( 5 - 4 )  
where //£ is the data pair degree assigned by the human expert based on the data collection 
condition. Note that MD and LI are linguistic values for the input vectors and the output. An 
example of two conflicting rules is: 
Rule i: IF{F is MD, AS is LI.A F,-„ is MD,A F, is LI.A ARa is LI} 
THEN {Af is MD} 
Rule j: F{F is MD,A S is LI.A F,... is MD,A F, is LI.A ARa is Li} 
THEN { AfisLI}. 
The degree of each rule is: 
d{Rule _t) = uw lF) fiLt{S) Mud ) U Lt{F z) ft Lt  (ARa )ft>tD (A/) (5.5) 
d{Rute _ j) = u HO (F.-.-, ) f t  U(F ; ) ft Lt(6.Ra )^U(A/)- (5-6) 
The following strategy is used to resolve the conflicting rules. If the magnitude of the 
deviation |d(RuIe z>d(RuIey)| > Ô. where 0< 5 <0.005, the rule with the maximum active 
value survives the conflict; 5 is a user-defined value. Otherwise, the bottom-up procedure is 
used to resolve the conflict- In the bottom-up methodology, two more regions are added to 
expand the number of the membership functions of the input or output variable. For example, 
101 
Af (adaptive feed rate) is initially set up for three regions. If the degree difference of rules i 
and j is less than 5 = 0.001, then Af is expanded to five regions automatically to resolve 
conflicts. Thus, all of the previously trained input-output data pairs must be retrained. If any 
of the other rules conflict, the region numbers of the next membership functions (ARa. 
F r-«. ,i,, F .ni, F. nd S) are sequentially expanded to increase efficiency of the fuzzy rale 
bank. 
Step 4: Develop fuzzy rule base 
Once all the data have been trained and conflicting rules have been resolved, then the 
fuzzy rule base needs to be established. The following strategy shows how the cells of the 
fuzzy rule base are filled. A fuzzy rule base is assigned rules from the experimental data 
pairs. Since the linguistic rule is an "AND" rule in this case, only one rule fills a cell. For 
example, if the following linguistic rule is obtained from a data pain IF F is MD. AR& is LI. 
THEN Af is MD." for the rule base. In this case. MD fills the cell indicated in Figure 5.7. 
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Figure 5.7. An example of filling rules in the fuzzy rule bank 
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Step 5: Determine a mapping based on the fuzzy rule base 
After the fuzzy rules have been developed, the following defuzzificarion strategy is 
used to determine the output Af for a given input data set (F, S, F,-, ,f\- . and ARa). The 
antecedents of the z'th fuzzy rule use the minimum operation to determine the degree, ^ , of 
the output control responding to the input. For example: 
Kif ) = mint^(F),^(S*),^(F tJ),^.(ARa )}, (5 T> 
where y denotes the output regions of Rule t and F>, ^ p and denote the input 
regions of the given inputs (F, S. p.,and ARa) of Rule r . For example, the strength of 
output (.yv) in the Rule j equation (3.16) is given as: 
= )*nLl(S' ^b,' ). )} • (5-8) 
Oftentimes, more than one rule could be fired for a given data set input, hi this case, 
centroid defuzzification is applied to determine the output given as: 
t/V <40 (5.9) 
_y = -
..(AO 
where c( Af J) denotes the center value of region AfJ and m is the number of fuzzy rules in the 
combined fuzzy rule base. After the training procedures of the FNAFRC sub-system have 
been proposed, the development of the sub-system is conducted in the next section. 
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The Development of the Proposed FNAFRC Sub-system 
The results of the fuzzy-nets in-process surface roughness recognition (FN-IPSRR) 
sub-system were described in the previous section, hi this section, the FNAFRC sub-system 
is developed to complete the entire FNASRC system. 
Step I: Fuzzify the input parameters into fuzzy regions 
The number of fuzzy regions and the ranges are determined to establish the 
membership function of each of the parameters for spindle speed (S); feed rate (F); average 
resultant force in the xy direction ( Fr-™); average force in the z direction (F:); difference of 
recognized and desired surface roughness (ARa); and adaptive feed rate (Af). The original 
numbers of fuzzy regions are three for each parameter (S, F, Fr-xy, F:, ARa, and Af) (see 
Figure 5.8). 
Step 2. Generation of fuzzy adaptive training data set andfuzzy rule base: 
Before the fiizzy-nets training procedure is used to develop the fuzzy-nets adaptive 
feed rate control (FNAFRC) system, one should gather all the training data sets. The input 
variables for training the data sets are: feed rate (F); spindle speed (S); average resultant 
force in the xy direction ( ^ ); average force in the z direction ( F r ); and the difference 
between recognized and desired surface roughness (ARa). The output variable of the 
FNAFRC sub-system is adaptive feed rate (Af). The following explanation demonstrates how 
the experimental data obtained in previous section (Table 4.1) could be applied. 
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Figure 5.8. Input parameters in the original design of fuzzy regions 
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First, the experimental data are grouped into clusters based on the same spindle speed 
and depth of cut, such as S = 2750 and D = 0.08. Therefore, a total of 12 clusters (including 
four levels of spindle speed and three levels of depth of cut) are grouped to generate training 
data. Within each cluster, two data sets are randomly chosen with different feed rates. Fygh 
and Flo» denote the higher and lower feed rate, respectively. Each experimental run has a 
measured Ra,. where i = 192, as indicated in Table 4.1. The higher Ra, is machined by using a 
higher feed rate (Fh,gh). which is considered as the defective cut based on the original cutting 
conditions. The lower Ra, is cut by a lower feed rate (F^w), which is considered as the 
appropriate cutting feed rate to produce the given desired surface roughness. Therefore, the 
difference between these two Ra, results in a ARa training value, which is associated with the 
difference of the feed rate resulting in the Af. 
In summary, the F, S, F T z, ARa. and Af of one set training data are obtained. 
For example, there are two data sets in one cluster to be used for generating one training data 
set. 
Experiment data set #1: (F=20 ipm. S=2400 rpm, D=0.08 in, Ra, = 60 gin) 
Experiment data set #2: (F= 18 ipm, S=2400 rpm, D=0,08 in, Ra, = 50 gin) 
Since. F^ = 20 and F^w = 18. then Af = 2; similarly ARa = 60-50 = 10. With these two 
experimental data sets, one of training data is generated as: 
The input vector is (F = 20. S=2400. D=0.08. ARa= 10), 
the output vector is (Af= 2). 
Thus, this training data set is: 
[f ui.X<ti.F ir*.F rir>*AAz t t t  ,A/ j r (]= [20 .2400 .60 .9.10 .2% 
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Therefore, the fuzzy rule for this training data set is: 
(ij= [I2.Il,A(D ,MD ,52,53] 
Similarly, there are 162 sets of training data (see Appendix H), which can be 
generated for the development of this FNAFRC sub-system. 
Steps 3 & 4. Avoid conflicting rules and combinedfuzzy rules 
There were often conflicting rules after the original fuzzy rule base has been 
generated from the training data sets. Therefore, the conflicting rules must be resolved. In 
this procedure, conflicting resolutions occurred eight times. To resolve the conflicting rules, 
first the fuzzy regions of adaptive feed rate (Af = F-FACS) were expanded to become five 
regions. Second, conflicting resolutions occurring a second time in the fuzzy regions of the 
difference of the recognized and desired surface roughness (ARa =RaFN-Rad) were expanded 
to become five regions. Then, the feed rate (F), cutting force (- ), cutting force ( ), and 
spindle speed (S) were expanded sequentially. 
The final fuzzy regions of the FNAFRC sub-system for each parameter are shown m 
Figure 5.9. After the conflicting rules were resolved, 129 fuzzy rules remained (see Table 
5.1) that could be used to generate the FNAFRC sub-system. At most, 32 rules were fired 
and combined for each adaptive feed rate (Af) recognition. Step 5 explains the method used 
to defuzzify the adaptive feed rate (Af). 
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Figure 5.9. Fuzzy regions of each parameter in the FNAFRC sub-system 
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Table 5.1. Adaptive fuzzy rules bank for the FNAFRC sob-system 
Rule 
No. F S F— F. ARa * 
Rule 
No. F S F__ F. ARa Af 
I 4 5 4 4 3 i 65 •> 4 4 4 4 5 
2 4 5 4 4 3 i 66 -y 3 4 4 3 
-J 4 5 4 4 4 4 67 -> 3 4 4 3 4 
4 4 5 4 4 5 6 68 2 2 4 3 2 I 
5 4 4 4 3 1 3 69 i 5 4 3 -> I 
6 4 4 4 3 -> 5 70 *> 5 4 3 4 5 
7 4 4 4 3 3 6 71 2 5 4 3 5 6 
8 4 3 3 3 2 -> 72 2 4 3 3 2 I 
9 4 3 3 4 3 3 73 2 4 3 3 4 3 
10 4 -> 3 3 -> l 74 -> 4 3 3 4 6 
II 4 5 3 3 I 2 75 2 4 3 3 1 I 
12 4 5 3 3 3 76 2 4 3 3 3 4 
13 4 5 3 3 3 5 77 2 4 3 3 4 5 
14 4 4 3 3 t I 78 -> 3 3 3 3 4 
15 4 4 3 3 •> -> 79 n 3 3 3 1 I 
16 4 4 3 3 3 5 80 t 3 3 3 i 3 
17 4 4 3 3 1 i 81 2 2 3 2 1 I 
18 4 4 3 3 3 82 *> t 3 3 1 I 
19 4 4 3 3 3 4 83 2 4 3 -r I I 
20 4 3 3 3 2 4 84 2 4 3 -i -> 3 
21 4 -> 3 3 I I 85 2 4 i i 1 3 
ni 4 -> 3 3 -> 86 2 3 2 2 I I 
23 4 2 3 I I 87 5 5 4 -> I 
24 4 4 -> 3 88 5 5 4 4 3 
25 4 4 f -> 3 4 89 1 5 5 4 5 5 
26 4 4 i I I 90 5 5 4 7 / 
27 4 4 -Y -y 2 91 4 4 4 2 1 
28 4 4 2 3 3 92 4 4 4 3 •> 
29 4 3 •> 93 4 4 4 5 4 
30 4 3 -i -» l 94 4 4 4 6 6 
31 3 5 4 4 I I 95 4 4 4 3 I 
32 3 5 4 4 2 2 96 4 4 4 4 3 
33 3 5 4 4 3 •; 97 4 4 4 5 4 
34 3 5 4 4 4 98 I 4 4 4 6 5 
35 3 4 4 4 2 99 3 4 4 -> 2 
36 3 4 4 4 4 5 too i l 3 4 4 3 3 
37 3 4 4 4 I i 101 ! i 3 4 4 4 4 
38 3 4 4 4 3 5 i 102 i 1 2 4 3 2 I 
39 3 3 4 4 i 3 | 103 1 3 4 3 3 2 
40 3 3 4 4 3 4 | 104 I 2 4 3 I I 
41 3 -> 3 3 I I S 105 1 5 4 3 3 2 
42 3 5 3 3 2 1 ! 106 1 5 4 3 4 4 
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Table 5.1. (Continued) 
1 43 ! 3 5 3 3 3 7 107 1 5 4 3 6 7 
44 ; 3 4 3 3 2 4 108 1 4 4 3 3 I 
; 45 ! 3 4 3 3 3 6 109 I 4 4 3 4 3 
! 46 i 3 4 3 3 1 3 110 1 4 4 3 6 5 | 
! 47 I 3 4 3 3 2 5 111 1 4 4 3 1 I 
Ï 48 ! 3 3 3 3 1 3 112 1 4 4 3 2 2 j 
; 49 ! 3 2 3 3 I 2 113 1 4 4 3 4 5 Î 
50 ' 3 5 2 2 3 114 1 3 4 3 1 i ! 
1 51 1 3 5 2 2 3 6 115 I 3 4 3 3 i j 
! 52 ! 3 4 2 2 I I 116 1 3 4 3 4 3 ! 
I 53 3 4 2 2 2 5 117 I 3 3 3 3 3 ! 
I 54 : 3 3 2 2 1 2 118 I 2 3 2 I 1 i 
• 55 ; 3 3 2 2 3 119 I 2 3 3 1 l ! 
i 56 : 3 2 2 2 I I 120 1 5 2 2 2 I i 
; 57 2 5 4 4 3 1 121 I 5 2 2 3 4 ! 
58 2 5 4 4 4 3 122 I 5 2 2 4 7 
59 2 5 4 4 5 6 123 I 4 3 2 I I 
60 i 5 4 4 6 7 124 I 4 3 2 •> 4 
61 -> 4 4 4 •> 125 I 4 3 -> 3 6 
62 4 4 4 4 6 126 1 4 3 2 I 3 
63 -> 4 4 4 •> I 127 I 3 2 2 1 I 
64 2 4 4 4 3 4 128 I 2 2 2 2 2 
129 I 2 2 2 3 3 
Fuzzy regions for spindle speed (S), feed rate (F). cutting force (p ), cutting force ( p ): 
I=S2.2=S1.3=MD, 4=L1.5=L2. 
Fuzzy regions for difference of recognized and desired surface roughness (ARa) and adaptive 
feed rate (Af): 1=S3.2=52,3=SL 4=MD. 5=LI. 6=L2, 7=L3. 
Step 5. Defuzzify the fuzzy rule base to generate a crisp Af value 
Centroid defuzzification (shown m Eq. 5.9) is applied to recognize a crisp adaptive 
feed rate (Af) value in the FNAFRC sub-system. 
After the rule base is developed and the defuzzify method is implemented, the 
FNAFRC system is developed and ready to be included into the FNASRC system. 
no 
Experimental Testing of the FNASRC System 
After the fuzzy-nets in-process adaptive feed rate control (FNAFRC) sub-system is 
established, the FNAFRC sub-system is integrated with the fuzzy-nets in-process surface 
roughness recognition (SN-IPSRR) sub-system to become the fuzzy-nets adaptive surface 
roughness control (FNASRC) system. The FNASRC system is now ready for testing using 
the testing data sets shown in Table 5.2. The testing procedure is presented using the first 
sample in Table 5.2. as follows: 
1. Set up the workpiece (6061 AL) (see Figure 52). 
2. Perform a half-way cut in the end-milling operation using the cutting condition of the 
first testing data set in Table 5.2 (e.g., spindle speed = 2050 rpm, feed rate = 14 ipm). 
3. Generate the recognized surface roughness (Ra0") from the FN-IPSRR sub-system. 
4. Compare Ra^ with Rad to obtain the ARa value, then trigger the FNAFRC sub­
system to generate the adaptive feed rate (Af). 
5. Generate the adapted feed rate (FACS)[FACS = original feed rate (F) — adaptive feed 
rate (Af) =14 — 4.78 =9.22 ipm]. 
6. Perform a second half-way cut in the end-milling operation using a selected cutting 
condition (e.g.. spindle speed = 2050 rpm. feed rate = 9.22 ipm). 
7. Measure the adaptive surface roughness (RaACS) after the adaptive feed rate is 
applied. 
8. Compare RaACS and Rad. If RaACS is less than Rad, then the testing is considered 
successful, hi this example, RaACS = 36 is less fhan Rad = 40; therefore, the first 
testing was successful 
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Table 5.2. Testing experimental data for the FNASRC system 
Sample 
No S F F,-„ Fx Ram Rad ARa Af 
1 2050 14 52.13 4.52 52.21 40 12.21 
2 2350 17 56.61 6.9 72.69 40 32.69 
3 2250 7 36.25 5.51 32.11 40 -7.89 (No adapt) 
4 2300 19 53.21 8.76 74.2 40 34.2 
5 1800 15 58.12 7.18 59.27 40 19.27 
6 2450 18 57.94 6.25 72.32 40 32.32 
7 2050 8 46.43 7.24 58.89 40 18.89 
8 1900 13 46.65 4.72 51.1 40 11.1 
9 2350 19 48.46 9.53 85.51 40 45.51 
10 1800 7 45.47 12.19 32.78 40 -7.22 (No adapt) 
11 1750 17 78.71 11.42 93.59 40 53.59 
12 2000 19 59.94 9.17 74.88 40 34.88 
13 1950 11 52.04 7.6 59.52 40 19.52 
14 2000 15 44.79 7.92 64.93 40 24.93 
15 2250 19 46.57 8.06 67.61 40 27.61 
16 2250 17 49.42 11.83 76.67 40 36.67 
17 2250 15 42.69 8.71 62.14 40 22.14 
18 2300 12 49.3 4.8 41.04 40 1.04 
19 2250 11 47.56 5.3 44.14 40 4.14 
20 1750 9 45.32 6.34 58.32 40 18.32 
21 2250 9 49.3 6.56 33.24 40 -6.76 (No adapt) 
22 2250 7 36.96 3.32 31.27 40 -8.73 (No adapt) 
23 2000 17 57.67 7.01 54.84 40 14.84 
24 1750 11 50.06 6.15 58.84 40 18.84 
25 2250 13 45.76 4.17 35.36 40 -4.64 (No adapt) 
Ra** (join): Surface roughness recognized from the FN-IPSRR sub-svstem. 
Rad(nin): Surface roughness desired (assumed by researcher) by customer or design engineer. 
ARa (gin): Surface roughness difference between Ra**1 and Rad (see TableSJ). 
Af (ipm): adaptive feed rate obtained from the FNAFRC system. 
The remaining 24 tests (Table 5.2) are conducted similarly, using the previous-
mentioned testing procedures and testing results shown in Table 53. The testing results show 
that the FNASRC system performed 25 successes out of 25 tests: therefore, the researcher 
concludes that this FNASRC system can be applied effectively in the CNC end-milling 
operations. 
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Table 53. Results of experimental testing for the FNASRC system. 
Sample 
No. S F Fr-w F* ARa Af p ACS Ra*3 
Successs 
(Yes/No) 
1 2050 14 52.13 4.52 12.21 4.78 9.22 36 Yes 
2 2350 17 56.61 6.9 32.69 9.56 7.44 32 Yes 
3 2250 7 36.25 5.51 -7.89 N/A N/A 34 Yes 
4 2300 19 63.21 8.76 34.2 11.7 7.3 33 Yes 
5 1800 15 58.12 7.18 19.27 6.75 8.25 38 Yes 
6 2450 18 57.94 6.25 32.32 8.46 9.54 37 Yes 
7 2050 8 46.43 7.24 18.89 5.74 226 25 Yes 
8 1900 13 46.65 4.72 11.1 1.98 11.02 38 Yes 
9 2350 19 48.46 9.53 45.51 12.03 6.97 33 Yes 
10 1800 7 45.47 12.19 -7.22 N/A N/A 36 Yes 
11 1750 17 78.71 11.42 53.59 7.97 9.03 39 Yes 
12 2000 19 59.94 9.17 34.88 10.83 8.17 33 Yes 
13 1950 11 52.04 7.6 19.52 6.86 4.14 26 Yes 
14 2000 15 44.79 7.92 24.93 8.3 6.7 31 Yes 
15 2250 19 46.57 8.06 27.61 8.77 10.23 37 Yes 
16 2250 17 49.42 11.83 36.67 6.17 10.83 35 Yes 
17 2250 15 42.69 8.71 22.14 7.02 7.98 24 Yes 
18 2300 12 49.3 4.8 1.04 1.53 10.47 33 Yes 
19 2250 11 47.56 5.3 4.14 3.54 7.46 32 Yes 
20 1750 9 45.32 6.34 18.32 4.4 4.6 27 Yes 
21 2250 9 49.3 6.56 -6.76 N/A N/A 32 Yes 
22 2250 7 36.96 3.32 -8.73 N/A N/A 28 Yes 
23 2000 17 57.67 7.01 14.84 6.18 10.82 35 Yes 
24 1750 11 50.06 6.15 18.84 4.49 6.51 26 Yes 
25 2250 13 45.76 4.17 -4.64 N/A N/A 32 Yes 
F ACS(ipm): adapted feed rate for the second stage of adaptive control testing cut. 
RaACS(fiin): Surface roughness obtained from the FNASRC system. 
Summary 
After the FN-IPSRR and the FNAFRC sub-systems were developed, the experimental 
testing of the FNASRC system was conducted. The experimental testing results of the 
FNASRC system indicated that the fuzzy-nets in-process surface roughness recognition (FN-
IPSRR) sub-system had 94% accuracy prior to applying the adaptive feed rate, hi addition, 
the second stage of the end-milling cut indicated the ability to achieve 25 successes out of 25 
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experimental testing runs. That is, there was 100% success (shown in Table 53) after the 
adapted feed rate (FACS) was applied to meet the customer-required surface roughness (Rad = 
40 pin). 
One important observation of this result was that the adapted feed rate obtained in this 
development allowed the system to produce the desired surface roughness using the optimal 
feed rate. For example, in testing number 8, the adapted feed rate was 11.02 inches per 
minute and could produce the desired surface roughness without limiting its productivity. 
This meant that it did not need to reduce the adapted feed rate to 73 inches per minute (like 
testing data set # 4) or to even less. 
In summary, the proposed FNASRC system was considered a developmental success 
and could be incorporated in future smart CNC machine development. 
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CHAPTER 6. SUMMARY, CONCLUSIONS, AND 
RECOMMENDATIONS 
The purpose of this research was to develop a fuzzy-nets adaptive surface roughness 
control (FNASRC) system. The FNASRC system is comprised of two sub-systems: (a) an in-
process surface roughness recognition (IPSRR) sub-system; and (b) a fuzzy-nets adaptive 
feed rate control (FNAFRC) sub-system. Two approaches were developed and evaluated in 
this study to develop the IPSRR system: (a) a multiple linear regression-based in-process 
surface roughness recognition (MLR-IPSRR) sub-system: and (b) a fuzzy-nets-based in-
process surface roughness recognition (FN-IPSRR) sub-system. This chapter presents the 
summary and conclusions drawn from the study, and proposes recommendations for future 
research. 
Summary of this Study 
The major research procedures, including experimental setup, sensor signal 
identification, development of methodology, and experimental testing for IPSRR and 
FNAFRC sub-systems, are summarized in this section. The development of the two sub­
systems (in-process surface roughness recognition [IPSRR] and fuzzy-nets adaptive feed rate 
control [FNAFRC]) and the fuzzy-nets adaptive surface roughness control (FNASRC) 
system were guided by five research questions: 
I _ What cutting parameters should be considered as input parameters? 
2. What on-line cutting signal can effectively predict surface roughness and provide 
adaptive information? 
115 
3. To what extent is the IPSRR sub-system able to predict surface roughness in-process? 
In order to select the better model, two sub-systems would be developed and 
evaluated: (a) MLR -IPSRR, and (b) FN-IPSRR. 
4. What characteristics comprise the model that is ultimately selected for development 
of the entire FNASRC system? 
5. What were the success rates of the FNASRC system based on the experimental tests? 
Experimental setup 
The experimental setup in this research was comprised of two stages, hi the first stage 
the experimental setup for the in-process surface roughness recognition (IPSRR) sub-system 
was conducted, hi the second stage, the experimental setup was conducted to develop a 
fuzzy-nets adaptive surface roughness control (FNASRC) system, including an in-process 
surface roughness recognition (IPSRR) sub-system and a fuzzy-nets adaptive feed rate 
control (FNAFRC) sub-system to predict surface roughness, and also to adapt the original 
feed rate if defective products are being produced due to irregularities in surface roughness. 
Sensor signal identification 
In this research, the cutting force signals (Fx. Fy, and Fz) were detected using a 
dynamometer mounted on the milling machine table. The cutting force signals were then 
magnified by the amplifier and converted from analog to digital by an A/D converter. Then a 
personal computer was used to collect the digital signals. Finally, the force signals were 
analyzed by cutting force analytical program to generate four force magnitudes, i.e., average 
resultant force in the xy direction ( fr-n ), average force in the z direction ( Fz )„ average peak 
force in the xy direction ( and average resultant force in the xyz direction ( Fr~x,=)- The 
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four forces magnitudes were analyzed statistically to determine which ones significantly 
affect surface roughness in end-milling operations. As a result of the analysis, the cutting 
forces (Fr-t, and F:) were selected as input variables to develop the IPSRR and FNAFRC 
sub-system for the FNASRC system. 
Methodology development 
This research attempted to develop a fuzzy-nets based adaptive surface roughness 
control (FNASRC) system in end-milling operations. The two sub-systems in this FNASRC 
system were: (a) an in-process surface roughness recognition (IPSRR); and (b) a fuzzy-nets 
adaptive feed rate control (FNAFRC). The multiple linear regression (MLR) in-process 
surface roughness recognition (IPSRR) sub-system and the fuzzy-nets (FN) in-process 
surface roughness recognition (IPSRR) sub-system were developed and evaluated. The 
results indicate that the FN-CPSRR has a higher accuracy, therefore, it was selected to predict 
surface roughness in-process during end-milling operations. 
Following the identification and selection of the fuzzy-nets in-process surface 
roughness recognition (FN-IPSRR) sub-system to predict surface roughness, the fuzzy-nets 
adaptive feed rate control (FNAFRC) sub-system was further developed to be able to adapt 
cutting parameters to meet customers' requirements when defective parts are occurring 
during end-milling operations. After the development and integration of the FN-IPSRR and 
FNAFRC sub-systems into the FNASRC system, experimental testing was conducted to 
evaluate the FNASRC system to verify its effectiveness. 
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Experimental testing of the FNASRC system 
Following the development of the FNASRC system, experimental testing was 
conducted. For the FN-IPSRR sub-system, 30 experimental testing runs were conducted to 
evaluate its accuracy. The result indicated that the FN-IPSRR sub-system has 94% accuracy 
in predicting surface roughness. For the entire FNASRC system, 25 sets of experimental 
testing data were conducted to evaluate its performance. The results indicated that all 25 tests 
were successful to meet the desired surface roughness after the adaptive feed rate was 
applied. 
Conclusions 
The following conclusions were drawn based on the results of this study. 
• Statistical techniques must be applied to analyze the significance of the parameters 
before the FNASRC system can be developed. In this research, it was concluded that 
spindle speed (S), feed rate (F), average cutting force of the x and y directions 
( Fr-n )r and average cutting force of the z direction ( Fz) are significant in affecting 
surface roughness in the end-milling operations. These four input parameters were 
used to develop the MLR-IPSRR and FN-IPSRR sub-systems. 
• After the MLR-IPSRR sub-system was developed and tested, it approximated 90% 
accuracy in predicting surface roughness while the machining process is taking place. 
• In the development of the FN-IPSRR sub-system, the multiple linear regression 
(MLR) sub-system was used effectively to increase the efficiency of fuzzy rule bank 
of the FN-IPSRR sub-system after the FN-IPSRR sub-system was tested. The results 
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indicated the ability to predict surface roughness with 94% accuracy based on 
experimental testing data. 
• After the MLR-IPSRR and FN-IPSRR sub-systems were developed and tested, the 
hypothesis tests indicated that there is no significant difference statistically between 
these two sub-systems. However, the FN-IPSRR sub-system was selected to predict 
surface roughness in the FNASRC system based on a higher accuracy of 94%. 
• Following selection of the FN-IPSRR sub-system, the FNAFRC sub-system was 
developed and tested. The results indicated that the FNAFRC sub-system has the 
ability to achieve 25 successes out of 25 experimental testings. In other words, it is 
100% successful after the adapted feed rate (FaCS) is applied to meet the customer-
required surface roughness (Rad) of Rad = 40 pin. 
• Based on the testing results, the FNASRC system can be considered as a successful 
system when used in the CNC end-milling operations to increase productivity and 
reduce product defects in end-milling operations. 
Recommendations for Future Research 
A fuzzy-nets adaptive surface roughness control (FNASRC) system was successfully 
developed and applied in this research. However, further development needs to be completed 
prior to application of this system in industry. Several recommendations are suggested for 
further research: 
• The workpiece and tool used in this research were AI 6061 and four-flute high speed 
steel; however, various tools and materials are used in industry. Thus, additional 
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materials and tools are worthy of further investigation to meet requirements in various 
industrial settings. 
• Dynamometer and proximity sensors were applied to collect cutting force data and 
the number of revolutions of the machine's spindle. These sensors were mounted on a 
table and connected to the spindle with a wire in order to reduce the complexity of 
installation and ease of access. The development of a wireless connection between the 
sensors and machine would be worth further consideration for commercialized 
industrial settings. 
• The software of the FNASRC system was developed for potential application in 
industry; nevertheless, additional hardware needs to be developed, such as a computer 
chip. Computer chips in the CNC controller would enable easy application of the 
FNASRC system in industrial settings. 
• To function at the A(5) automation level, as introduced by Amber and Amber (1962) 
and elaborated by Degarmo, Black, and Kosher (1997), there is a need for additional 
evaluation and adaptation of this FNASRC system for individual machines in 
industry, as well as development of an adaptive surface roughness control system. 
There are other machining uncertainties m monitoring systems, such as tool wear, 
tool breakage, etc., which are important integrations to achieve machine A(5) level 
automation. Therefore, further research may also consider the development of an 
adaptive tool wear and tool breakage control system in milling operations. 
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APPENDIX A. CNC END-MILLING OPERATING PROGRAM 
/ / 
/ This program was used to cut the work-pieces in end milling operations / 
/ and the parameters were changed according to the experimental design 
—/ 
n10 09993 
N20 G90 G80 G40 G17 F10 
N30T5M6H28 
N40 X-l. Y-l. GO E7 S2000 Z0.5 M49 M3 
N50 G43 H28 
N60 Z-0.005 Gl F10 Y0J75 
N70 X4. Gl 
N80 ZOJ GO 
N90X-1.G0 
N100Z-0.015 FI0.G1 
N110X4.GI 
NI20 Z1.0 GO 
N130 X4. Y0J75 ZLM5G9I G28 
N140 M30 
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APPENDIX B. A/D CONVERTER PROGRAM 
(developed by Research team at ISU) 
#include "stdioJi" 
i^nclude "conio.h" 
i^nclude "dosJi" 
i^nclude "cb.h" 
i^nclude "time.h" 
sdefine number 2300 
.'* #define max 10000 */ 
typedef unsigned int WORD; / 16-bit unsigned int 
clockt begin,end; 
•'* Prototypes */ 
void ClearScreen (void); 
void GetTextCursor (int *x, int *y); 
void MoveCursor (int x, int y); 
void main () 
1 
* Variable Declarations */ 
•intJ; */ 
FILEfptr. 
char filename; 
int Row.Col; 
int Row2.Col2; 
int BoardNum = 0: 
int UDStat = 0; 
int Chan0=0; 
int Chanl=l; 
tnt Chan2=2; 
int Chan3=3; 
int GainO = BIPIOVOLTS: "proximity data channel* 
int Gain I = BIPIOVOLTS; /*X channel*/ 
int Garni = BIPIOVOLTS; /*y channel*' 
int Gain3 = BIPIOVOLTS; ,'*z channel*' 
int 1=0; 
float data[2300][4]; 
WORD DataValueO = 0; 
WORD Data Value 1 = 0; 
WORD DataVaiueZ = 0; 
WORD DataValue3 = 0; 
float EngUnits; 
float Rev Level=( float)CURRENTREVNUM; 
'* Declare UL Revision Level *' 
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UDStat = cbDeclareRevision( &Rev Level); 
/* fnitiatp. error handling 
Parameters: 
PRINTALL rail warnings and errors encountered will be printed 
STOP ALL :if any error is encountered, the program will stop */ 
cbErrHandling (PRINTALL. STOP ALL); 
* set up the screen •/ 
QearScreenO; 
printf ("Demonstration of cbAln()\n"); 
prints "Press any key to start A/D converting.^ "); 
getchar(); 
begin=cIock(); clock starts •' 
* collect the sample from the channel until a key is pressed */ 
for (I=OJ<numberI-r-^ ) 
t 
•Parameters: 
BoardNum mumber used by CB.CFG to describe this board 
Chan : input channel number 
Gain gain for the board in BoardNum 
Da ta Value rvalue collected from Chan •/ 
UDStat =cbAin (BoardNum. ChanO. GainO. &DataValueO); 
UDStat =cbToEngUmts (BoardNum. GainO. DataValueO. &EngUmts); 
data[I][0]=EngUmts; 
UDStat =cbAIn (BoardNum. Chan I. Gain I. &DataValueI); 
UDStat =cbToEngUmts (BoardNum, Garni. Data Value I. &EngUnits); 
data[I][ 1 f=EngUnxts: 
UDStat =cbAIn (BoardNum. ChanZ. GainZ. & DataVaiueZ); 
UDStat =cbToEngUnits (BoardNum. GainZ. DataVaiueZ. &EngUnits); 
data[I][2]=EngUmts; 
UDStat =cbAIn (BoardNum. ChanJ. GainJ. &DataValue3); 
UDStat =cbToEngUnits (BoardNum. Gain3. DataValueS. &EngUnits); 
data(T][3}=EngUmts: 
• for ( J=0; J<max; J— ) 
J=J-l: •/ 
end=cIock(); 
prmtfC A/D Convert is finished and the converted time is %7.4f\n seconds".(end-
begmyCLKTCK); 
for (1=0; l<number; I—) 
? 
data[I][l}=(data[I][l} -^data[I—Lj[l])/2; 
data[I][2]=(data(I][2}-rdaia[I-
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data(Tj[3]=(data{Tj[3]-Kiatap>l][3])/2; 
* for (1=0; Knumber, I-H-) 
pnntf|["%2Jf%23f%2Jf%2Jf\n".data[ri[0], 
data[I][l],datajTI[21,data(Tl[3]); •/ 
printfC \n Please keyin filename:1*); 
scanfT%s" .filename); 
ifî(fptr=fopen(fiIename,"w"))=NULL) 
t 
printfC Can't open file.\n"); 
exit(I); 
i 
* printfC^n Please keyin filename:"); 
scanf("%s" .filename); 
printffXn"); 
pnntf( filename); 
tf((fptr=fopcn("AAA"."wt"))=NULL){pnntf("error!");} •/ 
for( 1=0: I<numbenl—) 
! 
tpnntfï fptr„"%d %7.4f %7.4f %7.4f %7.4f^ i"^data[I][0],data[I][ I ], 
data[I][21,data(Tl[3]); 
j. 
tclose(fptr); 
exit(0): 
return; 
' Name: ClearScreen 
e Arguments: — 
* Returns: — 
* Clears the screen. 
«m###****#*#**#*****#*#*##*»##**##***#*******#**#*###*#*##*##**#*##*##** 
=defme BIOS_VTDEO 0x10 
void 
ClearScreen (void) 
union REGS InRegs. OuiRegs; 
InRegs JLah = 0; 
InRegsJLai = 2; 
mt86 (BIOSVTDEO. «SkInRegs. &OutRegs); 
return; 
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####*####* 
* Name: MoveCursor 
* Arguments: x.y - screen coordinates of new cursor position 
* Returns: — 
* Positions the cursor on screen. 
*********$*$**********************#**#**$#**$******###**#********#**** 
void 
MoveCursor (int x. int y) 
! 
union REGS InRegs.OutRegs; 
InRegs Jtah = 2; 
InRegs.h.dl = (char) x; 
InRegs Jkdh = (char) y; 
InRegs.h.bh = 0: 
int86 (BIOS_VIDEO. & InRegs, &OutRegs); 
return; 
I 
' Name: GetTextCursor 
* Arguments: x.y - screen coordinates of new cursor position 
* Returns: "x and *y 
* Returns the current (text) cursor position. 
void 
GetTextCursor (int *x. int *v) 
union REGS InRegs.OutRegs: 
InRegsJLah = 3; 
InRegs-h-bh - 0: 
mt86 (BIOS_VTDEO. & InRegs. &OutRegs); 
*x = OutRegs.h.dl; 
*v = OutRegs.h.dh: 
return; 
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APPENDIX C. CUTTING FORCES ANALYSIS PROGRAM 
(Developed by Mr. Bemie Huang) 
i^nclude "stdioJi" 
i^nclude "stdlib.h" 
i^nclude "dosJi" 
i^nclude "tbneiT 
sinclude "math.h" 
# define MAX(Lj) (i>j)?i:j 
^define ABS(£Xi<0)?-id 
ffdefine number 1000 /* transform 1000 data for A/D conv. */ 
int main(void) 
FILE *fptn 
char "filename; 
float data[ntimber][4],combxy[number],combxyz[number],Max[40]; 
int point[40]; 
mt yJc.pmax.per_tootkjange.Iength.peakl; 
float h_peak.avgl^ vg2^vg_xy^vg_xyz^vg_z^umf_xy^umf_xyz^umf_z,g.t; 
* input the file nam  ^•/ 
printfï" nPlease key in the filename: "); 
scanfï"%s",filename); 
if ((fptr=fopen( filename. "r")^ =NULL) 
pnntf["\n Can't open the file.vn"); 
exit(I); 
fort i=0: :<number. —1> 
Bcanflfptr. "%d %f %f %f%f\n". &L &data[i][0], &data(i][ll 
&data[i][2], &data(i][3I); 
tciose(fptr); 
tor(i=0; t<numbcr. t—) 
I 
combxy[t]=sqrt( pow(data[i][l]^ ) - pow(data[i}[2}.2)); 
combxvz[i]=sqrt( pow(data[i][I]^ I) - pow( data[i][2]^ 2)-pow(data(i][3I )^); 
data[i][3]=ABS(data[i][3]); 
tor( h_peak=combxy[501, t=S0; i<numben —-t) '* find the max. value of voltage */ 
if ( h_peak<combxy [i]) 
h_peak=combxy[t]; 
pmax=u 
j=0; 
for(i=50; i<number; .'* find the value of range and per tooth*/ 
if(data[i-l][0]<l &&data[ï][0]>l) 
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{ 
pointfj] = u 
r—; 
! 
rangc=point[2]-point[0]; 
per_tooth=(pomt[2]-point[0])/4; 
printfCRange = %d from point %d to point %d\n"jange,point[0],point[2]); 
pnntf("The total points per tooth are %d\n",per_tooth); 
prmtftThe max voltage is %7.4f\n".combxy[pmax]); 
printfï "The point of max. voltage is %d\n",pmax); 
length=pmax-per_tooth; '* find the first peak value */ 
while (length>50) 
pmax=pmax-per_tooth; 
lengtb=pmax-per_tooth: 
peak I =p max; 
* find all peak of the data */ 
* printff^ nThe value of valtage of each peak\n");" 
* prmtfCposiL pomtl point2 point3 pomt4 pointS MAX_P\n"); *' 
i=peakl; 
k=0; 
while (k<40) 
! 
g=0; 
for (i=peakl; i<pcakl*5; r—) 
g=MAX( combxy[i-2],g); 
Max[k]=g; 
• pnmft"%-6d %74f%7.4f %74f %7.4f ai,7 4f %74fn".pcakl. 
combxy[peakl -2].combxy[peak I -1 ].combxy[peakl]. 
comfaxy[peakl -1 ].combxy(peak I -21_Max[kl*50); *' 
peak I =peak 1 -per_tooth; 
k=k-l; 
». 
t=0: 
for (i=0: t<19: i—) 
t=MAX(Max[i]„t); 
* prmtftThe Max. peak force of first 5 rev.= °i>7.4fin".t*50); " 
t=0: 
for ( i=20: i<40: r—) 
t=MAX( Max[TJ,t); 
* pnnrffThe Max. peak force of second 5 rev.= %7.4f\n'*.t*5Q); *' 
* avgt=(Max(0]—Max[ I I~Max(2]-Max(3}-Max[4}-Max[51^Max{6]-'-Max[7]+Max(8]—Max(9] 
-Max[10]-rMax[lI]-r-Max[121^Max[I31—Max[t4]-rMax[I5]-rMax[161-i-Max[17]-i-Max[181-rMax[L9D/20; 
pnntffavg for test = %7.4f\n".avgl *50); *' 
avgl=0: 
for(i=0: i<20: i-—) 
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avgI=Max[i]-ravgl; 
avgl=avgl/20; 
avg2=0; 
for (i=20; i<40; r-r) 
avg2=Max[î}-ravg2; 
avg2=avg2/20; 
printft" Average peak force for first 5 rev. - %7.4f\n", avgl*50); 
printflTAverage peak, force for second 5 rev. = %7.4f\n". avg2*50); 
sumf_xv=0; 
sumf_xyz=0; 
sumf_z=0; 
for (i=point[0]; i<porai(0]-rrangee5; i—) 
! 
sumf_xy=combxy[i]-sumf_xy. 
sumf_xvz=combxyz[i}-^ sumf_xyz: 
sumf_z=data[i][3}^sumf_z; 
K 
ave_xy=sumf_xy/( range*5); 
avg_xyz=sumf_xyz/(range*5); 
avg_z=sumf_z/( range*5); 
pnntf(" average force m XYZ for 1st 5 Rev = %74f\n". avg_xyz*50); 
prmtff"\n"); 
prmtff "average force m XY for 1st 5 Rcv.= %7.4f\n". avg_xy*50); 
pnrafï"average force in Z for 1st 5 Rev.= %7.4f\n". avg_z*50); 
sumf_xy=0: 
sranf_xyz=0: 
sumf_z=0: 
for(i=point[10]; t<poini[I0]-range*5: î—I 
sumf_xy=combxy[i]-sumf_xy: 
sumf_xyz=combxyz[ij^ -sumf_xyz; 
sumf_z=data[i][3]-sumf_z: 
avg xv=sumf xv/( range'S); 
avg xvz=sumf xvz(range*5); 
avg_z^sumf_z/(range*5); 
prmtfï"average force m XYZ for 2nd 5 Rev.= %7_4f\n". avg_xvz*50): 
prmtfï" n"); 
prmtff"average force in XY for 2nd 5 Rev.= °u74f\n". ave_xy*50); 
prrnift"average force m Z for 2nd 5 Rev.= ° o7.4f ii". ave_z*50); 
exit(0); 
return 0: 
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APPENDIX D. THE FN-IPSRR SYSTEM PROGRAMS 
Part I - FN-IPSRR Training Data Generation 
Dim fflelnput( 192,5) As Double 
Private Sub cmdcalculate_Click( ) 
input variables fuzzified 
membership function and membership value calculation 
using max fuzzy rule when input parameters firing the membership function 
Open "c:\vb98\fizzyoutput-yang.txt" For Output As #2 
Dim level I. Ievel2, leveB. Ievel4, levels As Integer 
Dim rulel( 191) As Single 
Dim rule2(I9t) As Single 
Dim L J As Integer 
Forml.Show 
For 1 = 0 To 191 
speed = fileInput(L, 0) 
feed = filelnput(l. I) 
force = fiIeInput(L 2) 
zforce = fileInput(L 3) 
surface = fïlelnpui(l, 4) 
Torm 1 .ListI.Addltem (Str(fîlelnput(i. 0)) - - Str(filelnput(u I» - - Str(fiIeInput(L 2)) - -
Str<fileInput(L 3)) i- - Str(filelnput(i. 4))) 
If speed <= 1662.5 Then 
speedgrade = I 
level 1 = I 
Else If 1662.5 < speed And speed <= 1903.125 Then 
s grade I = (speed - 1662.5) / ( 1903.125 - 1662.5) 
sgrade2 = (1903.125 - speed) / ( 1903.125 - 1662.5) 
If s grade 1 < sgradeZ Then 
speedgrade = s grade 1 
level I = I 
Else 
speedgrade = sgradeZ 
level 1 =2 
End If 
Elself 1903.125 < speed And speed <= 2143.75 Then 
sgradel = (speed - 1903.125) / (2143.75 - 1903.IZ5) 
sgradeZ = (ZI43.75 - speed) / (ZI43.75 - 1903.125) 
If sgradel < sgradeZ Then 
speedgrade = sgradel 
level I = Z 
Else 
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speedgrade = sgradeZ 
level 1 = 3 
End If 
Elself2143.75 < speed And speed <= 2384375 Then 
sgradel = (speed - 2143.75) / (2384375 - 2143.75) 
sgradel = (2384375 - speed) / (2384375 - 2143.75) 
If sgradel < sgrade2 Then 
speedgrade = sgradel 
level 1 = 3 
Else 
speedgrade = sgradeZ 
level I = 4 
End If 
Elself Z384375 < speed And speed <= 2625 Then 
sgradel = (speed - 2384375) / (2625 - 2384375) 
sgradeZ = (Z6Z5 - speed) / (Z6Z5 - 2384375) 
If sgradel < sgradeZ Then 
speedgrade = sgradel 
level I = 4 
Else 
speedgrade = sgradel 
level 1 = 5 
End If 
Else 
speedgrade = I 
level 1 - 5 
End If 
If feed <= 5.7 Then 
feedgrade = I 
leveiz = I 
Elself 5.7 < teed And feed <= 9.5Z5 Then 
fgradel = (feed - 5.7) < (9-5Z5 - 5.7) 
fgradeZ = (9.525 - feed) / (9.525 - 5.7) 
If fgradel < fgradeZ Then 
feedgrade = fgradel 
leveiz = I 
Else 
feedgrade = fgradeZ 
level! = 2 
End If 
Elself 9^525 < feed And feed <= 1335 Then 
fgradel = (feed -9.525) / ( 1335 - 9.525) 
fgradeZ = ( 1335 - feed) / ( 1335 - 9.525) 
If fgradel < fgradel Then 
feedgrade = fgradel 
level! = 2 
Else 
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feedgrade = fgradel 
IeveI2 = 3 
End If 
Elself 13.35 < feed And feed <= 17.175 Then 
fgradel = (feed - 1335) / (17.175 - 1335) 
fgradeZ = ( 17.175 - feed) / (17.175 - 1335) 
If fgradel < fgradeZ Then 
feedgrade = fgradel 
levelZ = 3 
Else 
feedgrade = fgradeZ 
levelZ = 4 
End If 
Elself 17.175 < feed And feed <= ZI Then 
fgradel = (feed -17.175) / (21 - 17.175) 
fgradeZ = (21 - feed) / (21 - 17.175) 
If fgradel < fgradeZ Then 
feedgrade - fgradel 
levelZ = 4 
Else 
feedgrade = fgradeZ 
leve!2 = 5 
End If 
Else 
feedgrade = l 
levelZ = 5 
End If 
If force <= 28.79 Then 
forcegrade = 1 
level3 = I 
Elself28.79 < force And force <= 473925 Then 
forcegradeI = (force - 28.79), (47.5925 - 28.791 
forcegrade2 = (473925 - force> (47.5925 - 28.79) 
If forcegrade I < forcegrade2 Then 
forcegrade - forcegrade 1 
leveB = 1 
Else 
forcegrade = forcegrade? 
leveB = 2 
End If 
Elself47.5925 < force And force <= 66395 Then 
forcegrade 1 = (force -47.5925) / (66395 -47.5925) 
forcegrade? = (66395 - force) / (66395 -473925) 
[f forcegrade 1 < fotcegrade2 Then 
forcegrade = forcegrade 1 
leveB = 2 
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Else 
forcegrade = forcegrade! 
leveB = 3 
End If 
Elself 66 J95 < force And force <= 85.1975 Then 
forcegrade 1 = (force - 66J95) / (85.1975 - 66J95) 
forcegrade! = (85.1975 - force) / (85.1975 - 66.395) 
If forcegrade 1 < forcegrade! Then 
forcegrade = forcegrade 1 
Ievel3 = 3 
Else 
forcegrade = forcegrade! 
leveB = 4 
End If 
Elself85.1975 < force And force <= 104 Then 
forcegrade I = (force - 85.1975) / ( 104 - 85.1975) 
forcegrade! = ( 104 - force) / ( 104 - 85.1975) 
If forcegrade I < forcegrade! Then 
forcegrade = forcegrade 1 
leveB = 4 
Else 
forcegrade = forcegrade! 
leveB = 5 
End If 
Else 
forcegrade = I 
leveB = 5 
End If 
If zfbrce <= 3.55 Then 
zforcegrade = I 
level4= I 
Elself 3.55 < zfbrce And zfbrce <= 6.2 Then 
zgradel = (zfbrce - 3.55) / (6.2 - 3.55) 
zgrade! = (6.2 - zfbrce) / (6.2 - 3.55) 
If zgrade 1 < zgrade2 Then 
zforcegrade = zgradel 
level4= I 
Else 
zforcegrade = zgrade2 
level4 = 2 
End If 
Elself 6.2 < zfbrce And zfbrce <= 8.85 Then 
zgradel = (zfbrce - 6-2) / (8.85 - 6-2) 
dgrade! = (8.85 - zfbrce) / (8.85 - 6-2) 
If zgradel < zgrade! Then 
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zforcegrade = zgradel 
leveI4 = 2 
Else 
zforcegrade = zgradel 
level4 = 3 
End If 
Elself 8.85 < zforce And zforce <= 11.5 Then 
zgradel = (zforce - 8.85) / (11.5 - 8.85) 
dgrade2 = (11.5 - zforce) / ( 11-5 - 8.85) 
If zgradel < zgrade2 Then 
zforcegrade = zgradel 
level4 = 3 
Else 
zforcegrade = zgrade2 
level4 — 4 
End If 
Elself 11.5 < zforce And zforce <= 14.15 Then 
zgradel = (zforce- 11-5)/ (14.15 - 11.5) 
dgrade2 = ( 14.15 - zforce) / ( 14.15 - 11-5) 
If zgradel < zgradel Then 
zforcegrade = zgradel 
level4 = 4 
Else 
zforcegrade = zgradel 
leveI4 = 5 
End If 
Else 
zforcegrade = I 
Ievel4 = 5 
End If 
If surface <= 20 Then 
surtacegrade = I 
leveiS = I 
Elself 20 < surface And surface <= 40 Then 
surtacegrade I - (surface - 20). (40 - 20) 
surfacegrade2 = (40 - surface) / (40 - 20) 
If surfacegradel < surfacegrade2 Then 
surtacegrade = surtacegrade I 
level5 = I 
Else 
surfacegrade = surfecegrade2 
levels = 2 
End If 
Elself 40 < surface And surface <— 60 Then 
surfacegradel = (surface-40)/ (60 - 40) 
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surfacegradel = (60 - surface) / (60 - 40) 
If surfacegradel < surfacegradel Then 
surfacegradc = surfacegradel 
levels = 2 
Else 
surfacegradc = surfacegradel 
levels = 3 
End If 
Elself 60 < surface And surface <= 80 Then 
surfacegradel = (surface - 60) / (80 - 60) 
surfacegradel = (80 - surface) / (80 - 60) 
If surfacegradel < surfacegradel Then 
surfacegradc = surfacegradel 
levels = 3 
Else 
surfacegradc = surfacegradel 
levels = 4 
End If 
Elself 80 < surface And surface <= 100 Then 
surfacegradel = (surface - 80) V ( 100 - 80) 
surfacegradel = ( 100 - surface) / ( 100 - 80) 
If surfacegradel < surfacegradel Then 
surfacegradc = surfacegradel 
levels = 4 
Else 
surfacegradc = surfacegradel 
levels = 5 
End If 
Elself 100 < surface And surface <= 110 Then 
surfacegradel = (surface - 100) / ( 110 - 100) 
surfacegradel = ( 120 - surface) / ( 110 - 100) 
If surfacegradel < surfacegradel Then 
surfacegradc = surfacegradel 
levels = 5 
Else 
surfacegradc = surfacegradel 
levels = 6 
End If 
Elself 110 < surface And surface <= 140 Then 
surfacegradel = (surface - 110) / ( 140 - 110) 
surfacegradel = ( 140 - surface) / ( 140 - 110) 
If surfacegradel < surfacegradel Then 
surfacegradc — surfacegradel 
levelS = 6 
Else 
surfacegradc = surfacegradel 
levelS = 7 
End If 
Else 
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surfacegradc = I 
levelS = 7 
End If 
Fonnl .List I Addltem ( Str(level 1) - Str(level2) Str(leveI3) Str(IeveI4) S tr( levelS)) 
Form I Xistl. Addltem (Str(Round(speedgrade. 4)) Str(Round( feedgrade. 4)) — Str(Round( forcegrade. 4)) -
Str(Round( zforcegrade. 4)) - Str( Round) surfacegradc. 4») 
Forml-List3 Addltem (Str( speedgrade * feedgrade * forcegrade * zforcegrade * surfecegrade)) 
Write #2, Str(levell) - Str(IeveI2) - Str(IeveI3) Str(IeveI4) - Str( levelS) - S tr(Round( speed grade * feedgrade 
* forcegrade * zforcegrade * surfecegrade. 4)) 
Next 
End Sub 
Private Sub cmdend_Click() 
End 
End Sub 
Private Sub Form_Load() 
Dim No As Integer 
Dim var Index As Integer 
Open App.Path - input-fuzzv.txt" For Input As -I 
var Index = 0 
No = 0 
Do Until EOF(l) 
Input *1. SlelnpuKNo. var Index) 
'inputtxtt varlndex) = filelnput 
varlndex — varlndex — I 
If varlndex - 5 Then 
varlndex = 0 
No = No — I 
End If 
Loop 
End Sub 
Part II — FN-IPSRR Testing Program — developed bv Mr. Le Kao 
Dim xCol As Integer 
Dim xRow As Integer 
Private Sub Commandl_Œck() 
Dim fltlnput( 10) As Double "input variable 
Dim InputMsgl As String 
Dim fiIeP(4.13) As Double 
Dim I As Integer 
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Dim J As Integer 
Dim 6IeRuIc(2) As Double 
Dim Ra(9) As Double 
Dim Count 1 As Integer 
Dim Count! As Integer 
Commandl .Enabled = False 
Drivel Enabled = False 
Dirl .Enabled - False 
File I Enabled = False 
MSFIexGrid I -Enabled = False 
Count! = I 
For 1 = 0 To 8 Step I 
If I = 0 Then 
Ra(I) = Val(MSFlexGndI -TextMamx(MSFIexGrid 1 .Rows - l„ 0)) 
Else 
If MSFIexGrid I .Cols >1-1*3 Then 
If MSFIexGrid I ,T cxtMamx( MSFIexGnd I .Rows - 1.1 I * 3) = "" Then 
Ra(I) = VaI(MSFlexGridl.TextMatrix(MSFlexGridl .Rows -1,1* 3» 
Else 
Ra(I) = (Val(MSFIexGridl.TextMatrLx(MSFIexGridl.Rows -1.1*3-1)) + 
Val( MSFIexGnd t .Te.xtMamx(MSFIexGrid I .Rows - 1.1 * 3)) 
Val( MSFIexGnd I .TextMatnx( MSFIexGnd I -Rows -1.1*3- I))) / 3 
End If 
End If 
End If 
Next 
Open Label2.Capdon For Input As #1 
Open App.Path - "\log.txt" For Output As #3 
Do While (Not EOF(l)) 
For I = 0 To MSFIexGnd I .Rows - I Step I var number 
If (Not EOF( I)) Then 
Input #1. fltlnputd) 
InputMsgl = InputMsgl - StrtQtlnput(I)) - " 
End If 
Next I 
Last I Addltem (Str( Count!) - "Read: " - InputMsgl ) 
Write Fr3. Str(Count2) - "Read: " - InputMsgl 
Count! = Count! — I 
degree = I 
5IeRule(0) = 0 
51eRuie(I) = 0 
For 1 = 0 To MSFlexGndZ.Rows - I Step I 
degree = L 
For 1 = 0 To MSFIexGnd 1 Rows - ! Step I 
If degree >= evalMem(J, Val(Mid(Tnm( MSFlexGrid!_TextMatnx( I. 0)), JTI, I», fltInput(J)) Then 
degree = evalMemtJ. Val(Mid(Trim(MSFIexGnd2.TextMatnx(L 0)), J — 1.1)). f!tInput(J)) 
End If 
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Next J 
6IeRuIe(0) = ffleRule(0) -r degree 
fiIeRuie(l) — fileRu!e(I) + degree * Ra(Val(Trim(MSFlexGrid2.TextMatrix(I, I)))) 
If degree o 0 Then 
List 1 Addltem (MSHexGrid2.TextMamx(L 0) + " " +• Str(MSFlexGrid2.TextMatnx( 1,1)) -r • < " -
Str(degree)) 
Write #3. MSFIexGrid2.TextMatrix(L, 0) -f - - - Str(MSRexGnd2.TextMamx(L 1))-" / " - Str(degree) 
End If 
Next I 
InputMsgl = "" 
If fileRule(I) o 0 Then 
InputMsgl = Str(Round(fileRule(l) / fUeRuIe(O), 2)) 
If Text2.Text o 0 Then 
Text2.Text = (Text2.Text * Count I -r Round(Abs(fItInput(MSFlexGridI -Rows -
I) - Round(fiIeRuIe( I) / EIeRuIe(0), 2» / tlnput( MSFIexGnd I .Rows 
- I), 2)) / (CountI - I) 
Count 1 = Count — [ 
Else 
CountI = I 
Text2.Text = Round( Abs( fltlnpuU MSFIexGrid I Jlows - I) - Round(fileRule( 1 ) / 
fileRule(0), 2)) / fltlnput( MSFIexGnd I .Rows - I), 2) 
End If 
List! Addltem ("Result: " - InputMsgl - " Error " -
Str(Round(Abs(QtInput(MSFlexGrid 1 .Rows - I) - Round(fileRule( 1) / fileRuletO), 
2)) / fltlnpuU MSFIexGrid I .Rows - I), 2)) -r " : " - S tr( fltlnpul( MSFIexGrid 1 .Rows 
I) - Round(fiIeRule( I) / GleRule(0). 2))) 
Write #3. "Result: " - InputMsgl - " Error. " -
StrtRound(Abs(fltlnput(MSFIexGrid 1 .Rows - i) - Round(fileRule( 1) / fileRule(O), 
2)) / fltlnpuU MSFIexGrid I. Rows - l)r 2)) - " : " - Str< fltInput(MSFIexGridI Jlows 
- I) - Round(ffleRule( I) / QleRule(O). 2)) 
InputMsgl = "" 
End If 
Loop 
Close# I 
Close #3 
End Sub 
Private Sub Command2_CIick( ) 
End 
End Sub 
Private Sub Commands _CIick( ) 
Open Label4.Caption For Input As ti 
1 = 0 
J = 0 
Do While Not EOF(2) 
Input rr2_ Mempotnt 
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If Mempoint = -I Then 
J = J + 1 
MSFIexGrid 1 .Rows = J •+• I 
1 = 0 
Else 
MSFIexGrid 1 .TextMatrix(J. I) = Mempoint 
1 = 1- I 
End If 
Loop 
Close #2 
If MSFIexGnd I .TextMamx( J. 0) = "" Then 
MSFIexGrid 1 .Rows = J 
End If 
End Sub 
Private Sub Dirl _Change() 
Filel.Path= Dirl-Path 
End Sub 
Private Sub Dir2_Change() 
File2.Path = DirZ.Path 
End Sub 
Private Sub Drive t _Change() 
Dirl-Path = Drivel .Drive 
End Sub 
Private Sub Drive2_Change() 
Dir2-Path = DriveZJhive 
End Sub 
Private Sub Filel ClickQ 
LabeU.Capnon = File I .Path "V — Filel-FileName 
End Sub 
Private Sub File2_Click() 
LabeI4.Capnon = File2J'ath - - FiIe2.FtIeName 
End Sub 
Private Sub Form_Load() 
Dim Mempoint As Double 
Dim I As Integer. J As Integer 
MSFIexGrid2.ColWidth(0) = ( MSFIexGrid2.Width - 400) 
MSFlexGrid2.CoIWidth( I ) = (MSFIexGnd2.Width - 400) 
Drivel .Drive =- Left(App-Path. 2) 
DriveZJMve = LefKAppJ'ath. 2) 
Dirl .Path = App.Path 
Dir2-Path = App.Path 
Open App-Path -r "\memi0 I4.txt" For Input As #2 
1 = 0 
J = 0 
Do While Not EOF(2) 
Input #2, Mempoint 
If Mempoint =-I Then 
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J = J+ I 
MSFIexGrid I -Rows = J + I 
1 = 0 
Else 
MSFIexGrid 1 .TextMatrix(J. I) = Mempoint 
1 = 1-1  
End If 
Loop 
Close #2 
If MSFlexGndl .TextMamx(J. 0) = "" Then 
MSFIexGnd I .Rows = J 
End If 
End Sub 
Private Sub Label ICIickQ 
End Sub 
Private Sub Label I _LinkClose( ) 
End Sub 
Private Sub MSFIexGrid I dblClick() 
Text I. Width = MSFIexGrid I.Cell Width 
Textl .Height = MSFIexGridI .CellHeight 
Text I. Left = MSFIexGnd 1 .Left — MSFIexGnd 1 .CellLeft 
Text I. Top = MSFIexGridI.Top +- MSFIexGridl.CellTop 
Textl.Visible = True 
Textl. Text — MSFlexGndl .TextMamx( MSFIexGnd I .Row. MSFIexGridI .Col) 
xRow = MSFIexGnd 1 .Row 
xCol - MSFlexGndl.Cot 
Textl.SetFocus 
End Sub 
Private Sub Textl _KevPress( KeyAscii As Integer) 
If Key Ascii = 13 Then 
MSFIexGrid I .TextMatnxl xRow. xCol) = Textl.Text 
Textl. Visible = False 
End If 
End Sub 
Private Sub Text I _LostFocus( ) 
MSFIexGridLTextMatnx(xRow. xCol) = Textl.Text 
Textl.Visible = False 
End Sub 
Public Sub DefiizzyO 
End Sub 
Public Function evalMemt varlndex As Integer, memlndex As Integer, fitlnput As Double) As Double 
Dim Mpoim(3) As Double 
If memlndex = 0 Then 
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MpointfO) = MSFlexGridI .TexiMalnx( varlndcx, memfndex) 
Mpoint( 1) = MSFIexGrid 1 .TextMatrix( varlndcx. memlndex - I) 
Else 
Mpoint(0) = MSFIexGrid 1 .TextMatrix(v3rIndex. memfndex * 3 - I) 
Mpoim(l) = MSFIexGridI.TcxrMatnx(varlndcx, memfndex * 3) 
if MSFlcxGridI .TcxtMatnx(varIndex. memfndex * 3 - I) o "" Then 
Mpoint(2) = MSRexGrid 1 .TextMamx( varlndex. memlndex * 3 I) 
End If 
End If 
If memfndex - 0 Then 
If fltlnput <= MpointfO) Then 
evalMcm = I 
Else 
If fltlnput <= Mpoint( 1) Then 
evalMem=(MpointC 1 ) - fltlnput) / (Mpoint( I ) - MpointfO)) 
Else 
evalMcm = 0 
End If 
End If 
Else 
If MSFIexGrid I .TextMatnx( varlndcx. memfndex * 3 - I) = "" Then 
If fltlnput >= Mpointf I ) Then 
evalMcm = I 
Else 
If fltlnput < MpointfO) Then 
evalMem = 0 
Else 
evalMcm - (fltlnput - MpointfO)), (Mpointf I) - MpointfO)) 
End If 
End If 
Else 
If fltlnput <= Mpointf I ) Then 
If fltlnput < MpointfO) Then 
evalMem = 0 
Else 
evalMem = (fltlnput - MpointfO)) (Mpointf 1) - MpointfO)) 
End If 
Else 
If fltlnput <— Mpointf 2) Then 
evalMem = (Mpointf 2) - fltlnput) (Mpointf 2) - Mpointf 1)) 
Else 
evalMem = 0 
End If 
End If 
End If 
End If 
End Function 
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APPENDIX E. EXPERIMENTAL RAW DATA SET 
Spindle speed: S (rpm) 
Feed rate: F (ipm) 
Depth of cut D (in) 
Average resultant force in the xv direction: F,-«, (N) 
Average force in the z direction: F * (N) 
Average peak force in the xv direction: Fw (N) 
Average resultant force in the xyz direction: Fr—,(N) 
Surface roughness: Ra (-in) 
Exp. 
No. S F D F,-„ F. F_ F'"~ Ra 
I 2250 14 0.06 63.89 8.82 80.72 70.12 76 
i 2000 12 0.04 45.61 6.03 62.78 53-57 73 
3 2500 16 0.08 74.59 11.75 9934 85.65 81 
4 2500 6 0.04 30.91 3.93 45.57 4135 56 
5 1750 20 0.04 52.54 535 76J7 62.12 91 
6 1750 18 0.06 77.34 9.8 95.61 78.63 112 
7 2250 20 0.04 48.52 5.75 65.41 55.97 72 
8 2000 16 0.04 55.41 5.72 65.46 55.86 76 
9 2500 6 0.06 45.7 5.45 61.91 55.95 50 
to 2250 10 0.06 62.03 7.65 68.38 613 47 
II 2000 12 0.08 86.18 1129 103.4 87.09 74 
12 2000 6 0.04 45.86 3.86 50.76 46.11 63 
13 1750 8 0.06 65.59 7.69 78.87 66.17 57 
14 2500 12 0.08 75.4 10.56 91.86 76.87 59 
15 2500 14 0.04 50.58 5.83 59.08 5039 63 
16 2500 14 0.06 58.88 8.12 80.99 66.74 67 
17 2250 16 0.04 44.6 6.13 5325 44.83 60 
18 1750 16 0.08 93.04 It.89 100.54 87.98 110 
19 1750 12 0.06 64J7 8.51 75.77 65.18 66 
20 2250 6 0.08 69.6 7.4 72.96 6327 37 
21 2250 8 0.06 53 J1 6.61 56.46 53.91 30 
1750 10 0.04 52-21 524 58.42 52.61 63 
23 2000 14 0.06 6328 8.42 74.07 6428 71 
24 2500 16 0.06 61.71 5.6 72.41 62.64 63 
25 1750 20 0.06 82.02 9.41 106.82 82.7 117 
26 2000 18 0.06 72.8 10.01 81.74 69.11 82 
27 2000 6 0.08 70.51 8.7 80-57 69.97 36 
28 1750 20 0.08 98.63 12.7 126.72 100.12 131 
29 2000 14 0.08 87.7 11.66 106.07 88.84 64 
30 2000 18 0.04 57.57 5.95 66.02 57.9 62 
31 1750 14 0.06 76.62 9.16 95.09 77.47 80 
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32 2000 6 0.06 57.78 7.09 66.48 60.49 35 
33 2500 16 0.04 50.58 6.03 58.11 5029 55 
34 1750 6 0.06 61.13 6.63 68.96 61.69 33 
35 2250 16 0.08 85.78 12.05 93.44 86.65 70 
36 2250 14 0.08 83.71 11.6 95.5 83.52 61 
37 2500 14 0.08 79.47 10.8 94.46 80.4 54 
38 1750 14 0.04 55.47 53 69.55 55.96 64 
39 2250 12 0.06 66.04 9.09 77.17 66.99 52 
40 1750 6 0.08 70.93 8.06 8624 74.84 30 
41 1750 18 0.04 6029 622 69.94 60.77 72 
42 2500 20 0.08 87.41 12 J1 10532 88.71 93 
43 2250 8 0.08 72.99 9.02 82.78 73.81 33 
44 2250 12 0.04 50.06 529 5823 50.54 54 
45 2000 10 0.04 4721 5.58 533 47.76 51 
46 2250 6 0.06 56.99 7.1 64.85 5738 35 
47 2000 20 0.04 58.71 6.6 70.06 58.93 62 
48 2250 8 0.04 45.34 528 5228 45.87 42 
49 1750 6 0.04 48.54 4.76 543 48.95 37 
50 2500 6 0.08 64.03 8.52 70.98 64.83 26 
51 2500 8 0.08 69.77 9.53 80.1 70.66 25 
52 2250 18 0.08 8725 IL37 932 862 80 
53 2250 12 0.08 8126 11.04 96.11 8229 54 
54 1750 18 0.08 94.17 12.76 112.15 9528 119 
55 2000 8 0.04 46.96 5.18 51.49 47.57 32 
56 2500 18 0.04 5024 621 5824 50.83 48 
57 2500 10 0.04 46.55 4.94 55.54 47.04 35 
58 2000 10 0.06 67.05 729 8136 69.74 38 
59 1750 14 0.08 8923 1125 102.42 9026 70 
60 2500 12 0.04 46.62 526 56.57 4722 45 
61 2250 14 0.04 49.18 5.76 55.45 49.73 47 
62 2000 20 0.08 94.13 1237 112.89 9524 113 
63 2000 8 0.06 65.51 7.91 73.9 63.71 37 
64 2250 10 0.08 76.57 9.87 8732 77.48 35 
65 2000 10 0.08 82.14 9.45 94.52 82,96 36 
66 2250 20 0.06 "123 9.79 86.08 7234 77 
67 2500 10 0.06 59.73 ".96 67.71 6036 39 
68 2500 20 0.04 5129 6.67 61.79 52.02 46 
69 2500 10 0.08 •*337 10.05 87.47 T439 35 
70 1750 12 0.04 55.84 5.61 69.69 58.06 64 
71 2500 8 0.04 4428 4.61 51.51 44.62 28 
72 2000 14 0.04 53.59 525 63.58 5428 58 
73 2000 16 0.08 90.54 IL5I 110.79 91.48 76 
74 2250 20 0.08 8929 11.46 99.79 90.18 86 
75 2000 8 0.08 79.94 8.96 92.6 80.6 36 
76 2500 8 0.06 55.99 6.62 6? 79 5633 21 
77 1750 8 0.04 52.03 4.17 62.79 53.11 39 
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78 2500 18 0.06 68.78 9 78.74 6933 61 
79 2500 20 0.06 70.62 9.72 8524 71.65 77 
80 2000 20 0.06 77.08 10.07 9123 77.93 90 
81 2500 12 0.06 63.47 7.81 713 6125 38 
82 1750 12 0.08 89.67 10.69 11632 9031 51 
83 2250 6 0.04 422 4.06 4824 43.12 25 
84 2250 10 0.04 44.44 5.15 5039 44.9 31 
85 2000 12 0.06 69.78 7.67 85.49 7121 44 
86 2250 16 0.06 72.16 8.86 8333 7224 53 
87 2000 16 0.06 75.59 825 97.46 78.02 73 
88 2250 18 0.04 53.54 5.79 63.96 54.02 40 
89 1750 [6 0.06 77.61 8.74 9635 80.7 85 
90 1750 10 0.08 8631 9.69 111.83 87.05 39 
91 2500 [8 0.08 84.81 1136 97.09 84.89 56 
92 2250 [8 0.06 7237 921 8538 72.86 66 
93 1750 8 0.08 83.26 9.8 100.96 84.05 33 
94 1750 10 0.06 72.85 7.04 90.71 70.72 37 
95 1750 16 0.04 5923 5.95 7039 59.63 61 
96 2000 18 0.08 92.9 11.4 [0839 93.79 86 
97 2250 14 0.06 6928 9.52 83.02 70.61 82 
98 2000 12 0.04 44.67 6 58.76 5234 72 
99 2500 16 0.08 76.67 13.05 [05.13 86.07 84 
100 2500 6 0.04 303 3.9 4427 40.82 54 
101 1750 20 0.04 52.13 6.4 79.06 64.4 117 
102 1750 [8 0.06 77.86 10.07 93.81 78.11 107 
103 2250 20 0.04 48.63 7.14 70.12 56.01 86 
104 2000 16 0.04 5627 6.18 68.5 56.73 90 
105 2500 6 0.06 46.43 5.81 62.66 5536 61 
106 2250 10 0.06 60.64 7.64 7425 62.65 51 
107 2000 12 0.08 86.97 11.49 105.09 87.94 77 
108 2000 6 0.04 4439 3.73 48.99 44.61 57 
109 1750 8 0.06 67.13 7.14 79.12 67.73 61 
110 2500 12 0.08 76.01 [0.94 90.71 7636 57 
I I I  2500 14 0.04 49.88 5.94 60.42 51.06 73 
112 2500 14 0.06 59.72 932 82.7 6739 73 
113 2250 16 0.04 4422 6.11 58.14 4523 74 
114 1750 16 0.08 93.87 1225 96.75 87.44 104 
115 1750 12 0.06 64.87 9.07 75.94 65.72 74 
116 2250 6 0.08 6423 826 73.93 64.95 40 
117 2250 8 0.06 53.46 6.79 58.95 54.06 35 
118 [750 [0 0.04 51.92 527 58.02 5227 61 
119 2000 [4 0.06 64.19 9.93 77.48 65.17 76 
120 2500 [6 0.06 69.96 93 74.18 67.93 71 
121 1750 20 0.06 79.43 931 104.14 80.17 103 
122 2000 18 0.06 7221 [022 82.12 68.8 56 
123 2000 6 0.08 692 739 83.03 7128 42 
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124 1750 20 0.08 99.07 13.46 123-54 99.68 110 
125 2000 14 0.08 88.15 1124 106.89 8932 68 
126 2000 18 0.04 57J1 6.04 66.5 58.07 66 
127 1750 14 0.06 77.57 8.93 9628 78.43 86 
128 2000 6 0.06 59.84 6J8 69.12 5838 35 
129 2500 16 0.04 49.7 6.18 62.11 51.12 74 
130 1750 6 0.06 59.24 6.06 68.71 59.83 31 
131 2250 16 0.08 85.48 10.6 107.17 87.08 75 
132 2250 14 0.08 82.07 10.11 10338 84.81 61 
133 2500 14 0.08 78.86 1129 93.8 7933 53 
134 1750 14 0.04 55.88 6.6 7031 5631 74 
135 2250 12 0.06 62.86 7.71 77.17 63.81 49 
136 1750 6 0.08 74.02 9.09 8225 71.59 30 
137 1750 18 0.04 60 JI 5.11 73.09 61 75 
138 2500 20 0.08 88.02 1224 11125 8931 99 
139 2250 8 0.08 74.04 934 87.4 74.82 41 
140 2250 12 0.04 50.9 5.76 60.87 51.47 62 
141 2000 10 0.04 47.75 4.55 5733 48.5 54 
142 2250 6 0.06 56.91 5.9 64.75 57.56 30 
143 2000 20 0.04 5833 5.88 70.89 5923 71 
144 2250 8 0.04 4533 4.81 51.44 45.85 35 
145 1750 6 0.04 48.12 4.84 52.05 48.56 30 
146 2500 6 0.08 65.66 726 7835 66.54 27 
147 2500 8 0.08 70.73 8.07 81.87 71.64 26 
148 2250 18 0.08 85.19 11.89 104.04 8836 87 
149 2250 12 0.08 80.74 935 93.88 81.75 50 
150 1750 18 0.08 93.04 IU7 110.5 9421 93 
151 2000 8 0.04 47.09 4.84 52.86 47.58 35 
152 2500 18 0.04 50.52 5.63 6431 5123 57 
153 2500 10 0.04 48 5.03 56.76 48.54 36 
154 2000 10 0.06 69.05 825 80.03 67.63 38 
155 1750 14 0.08 92.77 10.96 10429 93.81 82 
156 2500 12 0.04 47.79 5-59 57.83 48.3 51 
157 2250 14 0.04 49.62 5.85 60.4 50.22 51 
158 2000 20 0.08 93.13 1228 107.75 94.16 93 
159 2000 8 0.06 62.99 6.93 86.88 6623 38 
160 2250 10 0.08 75.44 9.64 86.83 7628 34 
161 2000 10 0.08 82.61 10.46 97.93 83.47 45 
162 2250 20 0.06 7225 9.59 89.61 7335 84 
163 2500 10 0.06 56.45 7.06 66.89 5725 34 
164 2500 20 0.04 5139 6.18 64.11 52.16 53 
165 2500 10 0.08 73.87 8.41 88-55 74.84 46 
166 1750 12 0.04 573 5.97 6539 5635 64 
167 2500 8 0.04 44.03 4.12 51.1 4435 26 
168 2000 14 0.04 53.92 5.84 62.6 53.96 54 
169 2000 16 0.08 91.82 1131 110.91 92.8 77 
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170 2250 20 0.08 89.07 12.06 111.33 9029 93 
171 2000 8 0.08 79.99 8.87 90.63 8039 36 
172 2500 8 0.06 573 6.75 6734 5735 27 
173 1750 8 0.04 52.9 539 6128 5229 39 
174 2500 18 0.06 68.54 9.01 85.04 6939 70 
175 2500 20 0.06 69.9 8.97 84.95 70.9 73 
176 2000 20 0.06 74.67 837 91.11 7535 71 
177 2500 12 0.06 60.63 736 7937 64.12 42 
178 1750 12 0.08 9131 10.79 119.01 9235 52 
179 2250 6 0.04 42.86 4.29 47.64 42.49 23 
180 2250 10 0.04 45 J1 5.08 54.71 45.72 45 
181 2000 12 0.06 70.63 735 8035 7037 42 
182 2250 16 0.06 7137 82 87.92 72.87 65 
183 2000 16 0.06 77-48 8.68 9637 76.19 67 
184 2250 18 0.04 54.11 5.71 67.11 54.61 50 
185 [750 16 0.06 80.04 833 9631 7833 72 
186 1750 10 0.08 8834 1031 113.4 8926 41 
187 2500 18 0.08 83.82 10.06 10622 85.85 65 
188 2250 18 0.06 72.01 8.17 94.08 73.19 72 
189 1750 8 0.08 85.11 9.45 10231 85.83 37 
190 [750 10 0.06 70.26 7.94 9135 7331 42 
191 [750 [6 0.04 59.97 527 71.82 6035 68 
192 2000 [8 0.08 92.15 11.18 104.15 93.06 84 
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APPENDIX F. CNC PROGRAMS FOR ADAPTIVE CONTROL 
N10 09993 
N20 G90 G80 G40 G17 
N30 T16 M6 
N40 X-0.5 YO38 GO E7 S2050 Z03 M49 M3 
N50 Z-0.005 G1 F14 First stage cut (F14.) 
N60 X23 G1 
N70 Z03 GO 
N80 X-0.5 GO 
N90 Z-0.055 G1 
NlOO X0.8 G1 
N101 Z0.015 GO Ml Tool lift up and pose 
N102 Z-0.0I5 G1 S2050 M3 F6.45 Press STRAT for Second stage cut (F6.45) 
NI 10X23 
NI 11 Z0.5 GO 
NI20 G9I G28 ZO M5 
NI21 G91 G28X0 YO 
N130 M30 
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APPENDIX G. FNASRC SUB-SYSTEM PROGRAM 
(Developed by Mr. Le Kao) 
Dim xCol As Integer 
Dim xRow As Integer 
Private Sub Commandl_Click( ) 
Dim fltlnput( 10) As Double "input variable' 
Dim InputMsgl As String 
Dim 6IeP(4. 13) As Double 
Dim I As Integer 
Dim J As Integer 
Dim 6IeRule(2) As Double 
Dim Ra(9) As Double 
Dim Count 1 As Integer 
Dim Count! As Integer 
Command 1-Enabled = False 
Drivel Enabled = False 
Dir I.Enabled = False 
File I Enabled = False 
MSFIexGnd I .Enabled = False 
Count! = I 
For I = 0 To 8 Step 1 
If I = 0 Then 
Rati) = Val( MSFIexGnd I .TextMatnx( MSFIexGnd 1 .Rows - 1.0)) 
Else 
If MSFIexGrid I .Cols >1-1*3 Then 
If MSFIexGnd I .TextMatnxl MSFIexGnd 1. Rows -1.1-1*3) = "" Then 
Ra(D = Vai(MSFIexGnd I ,TextMamx( MSFIexGnd 1 .Rows - 1.1 * 3)) 
Else 
Ra(D = ( Val( MSFIexGnd I .TextMatnxl MSFIexGnd 1 .Rows -1.1*3-1))-
Vai(MSFlexGndl ,TextMatnx(MSFIexGndI .Rows - 1.1 * 3)) -
VallMSFIexGndl .TextMatnxl MSFIexGnd I. Rows - 1.1 * 3 - 1))) / 3 
End If 
End If 
End If 
Next 
Open LabeO.Caption For Input As si 
Open AppJ'ath - "log-txt" For Output As =3 
Do While (Not EOF( I )) 
For 1 = 0 To MSFIexGnd I .Rows - I Step I 'var number 
If (Not EOF( I )) Then 
Input si. QtlnputiI) 
InputMsgl = InputMsgl - StrtfItInput(D) — " 
End If 
Next I 
Listi-Addltem (Str(Coum2) — "Read: " — InputMsgl) 
Write #3. Str(Count2) - "Read: " - InputMsgl 
Count! = Count! — I 
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degree = I 
fileRuIe(0) = 0 
fileRuIe(l) = 0 
For 1 = 0 To MSFlexGrid2-Rows - 1 Step 1 
degree = I 
For J = 0 To MSRexGrid 1 .Rows - 2 Step I 
If degree >= evalMem(J. VaI(Mid(Trim(MSFlexGrid2.TextMatrix(L 0)), J - 1.1», fltlnputi J)) Then 
degree = evaIMem(J, VaI(Mid(Tnm(MSFlexGrid2-TextMatnx(1.0)). J - I. I)), f!tInput(J)) 
End If 
Next J 
ffleRule(0) = fflcRule(0) - degree 
fileRnle( 1) = fiIeRuie< I ) - degree * Ra( Vai(Tnm(MSFlexGrid2,TextMatnx( L 1)))) 
If degree o 0 Then 
Lxstl.Addltem (MSFlexGrid2.TextMamx(L 0) - " " - Str(MSFlexGrid2.TcxtMatnx(L I)) - " 
Str( degree)) 
Write #3. MSFIexGnd2.TextMamx(L 0) - " " - Str(MSFlexGrid2.TextMatnx(L I)) - " " - Str(degree) 
End If 
Next I 
InputMsgl = "" 
If fïleRulet I) o 0 Then 
InputMsgl = Str(Round(fiIeRule( I) / fflcRule<0), 2)) 
IfTextZ.Text o 0 Then 
Texi2.Text = (TextZ.Text * Count I - Round( Abs( fltlnput(MSFIexGnd 1 .Rows -
I) - Round(fiIeRuie( I) <•' fiIeRuie<0). 2)) / tlnput( MSFIexGnd I .Rows 
- IK 2)), (Countl - I) 
Count I = Count — I 
Else 
Countl = I 
Text2. Text = Round( Abs( fltlnputf MSFIexGnd I .Rows - I ) - Round( fiIeRnIe( I) / 
5IeRule(0). 2)) / Qtlnput( MSFIexGnd I .Rows - L). 2) 
End If 
ListLAddltem ("Result: " - InputMsgl - " Error " -
Str( Round( Abs( fltlnpui( MSFIexGnd I .Rows - I) - Round(fiIeRuIe( I) / ffleRule(0), 
2)) / fltlnput( MSFIexGndl .Rows - 1). 2» - " : " - Sw fltlnput( MSFIexGndl Sows 
I) - Round(fiIeRule(I) fiIeRule(0). 2))) 
Write =3. "Result: " - InputMsgl - " Error " -
Sert Round( Abs( fltlnput( MSFIexGnd I Rows - 1) - Round( fileRule( 1 ) / 6IeRuIe(0), 
2)), fltlnpuy MSFIexGnd I .Rows - I). 2)) - " : " - S m fltlnpul( MSFIexGnd 1 .Rows 
- I) - Round(fiIeRnIc( I) / ffleRule(0). 2)) 
InputMsgl = "** 
End If 
Loop 
Closest 
Close #3 
148 
FnH Sub 
Private Sub Command2_Click() 
End 
PnH Sub 
Private Sub Commands _Click() 
Open Labci4.Caprion For Input As #2 
1 = 0 
J = 0 
Do While Not EOF(2) 
Input #2, Mempomt 
If Mempomt = -I Then 
J = J-r I 
MSFIexGnd I .Rows = J — 1 
1 = 0 
Else 
MSFIexGndl ,TextMatnx(J. I) = Mempomt 
1 = 1- I 
End If 
Loop 
Close #2 
If MSFIexGndl.TextMatnxl J. 0) = "" Then 
MSFIexGnd I. Rows = J 
End If 
End Sub 
Private Sub Dirl_Change() 
File I .Path = Dirl.Path 
Fnrf Sub 
Private Sub Dir2_Change() 
FiIe2J,ath = Dir2.Patb 
End Sub 
Private Sub Drivel Change() 
Dirl-Path = Drivel -Drive 
End Sub 
Private Sub Dnve2 Changet ) 
Dir2.Path = Drive2-Drive 
End Sub 
Private Sub Filel_Click{) 
Label2. Caption = File I .Path — "" " - FdeLFileName 
Fnrf Sub 
Private Sub File2_Click() 
Label4.Caprion=FiIe2J>aih — "" - Fde2_FleName 
FnH Sub 
Private Sub FormLoadQ 
Dim Mempomt As Double 
Dim I As Integer. J As Integer 
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MSFlexGnd2.CoIWidtfa(0) = (MSFÎexGridZWidth - 400) / 2 
MSFlexGrid2.CoIWidtfa( 1 ) = (MSFlexGnd2. Width - 400) / 2 
Drivel-Drive = Left(App.Path. 2) 
Dnve2 .Drive = Left(App-Path, 2) 
Dirl-Path = App.Path 
Dir2.Patfa = App.Patfa 
Open App-Path •+• "\meml0l4.txt" For Input As #2 
1 = 0 
J = 0 
Do While Not EOF(2) 
Input *2, Mempomt 
If Mempomt = -I Then 
J = J  ^I 
MSFIexGridl .Rows = J — I 
1 = 0 
Else 
MSFIexGridl .TextMatnx( J. I) = Mempomt 
1 = 1- I 
End If 
Loop 
Close #2 
If MSFIexGnd 1 .TextMatnx(J. 0) = "" Then 
MSFIexGnd I .Rows = J 
End If 
End Sub 
Private Sub Label l_CIick() 
End Sub 
Private Sub Label I _LinkCIose( ) 
End Sub 
Private Sub MSFIexGrid 1 _dbIClick( ) 
Textl. Width = MSFIexGnd 1 .CellWidth 
Text I.Height = MSFIexGrid 1 .CeiiHeight 
Text I-Left = MSFIexGnd 1 .Left - MSFIexGrid I .CellLeft 
Textl.Top = MSFIexGridl.Top - MSFIexGridl.CellTop 
Textl. Visible = True 
Text I.Text = MSFIexGridl .TextMatnxl MSFIexGnd I .Row. MSFIexGridl.Col) 
xRow = MSFIexGrid I .Row 
xCol = MSFIexGndl.Col 
Text I -SetFocus 
End Sub 
Private Sub Textl _KeyPress( Key Ascii As Integer) 
[f Key Ascii = 13 Then 
MSFIexGnd I ,TextMatnx( xRow. xCol) = Text I.Text 
Textl. Visible = False 
End If 
End Sub 
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Private Sub Text 1 LostFocusQ 
MSFIexGridl .TextMatrix(xRow, xCol) = Text I.Text 
Textl .Visible = False 
End Sub 
Public Sub Defuzzy() 
End Sub 
Public Function evalMenUvarlndex As Integer, memlndex As Integer, fltlnput As Double) As Double 
Dim Mpoint(3) As Double 
If memlndex = 0 Then 
Mpoint(0) = MSFIexGridl -TextMatrtx(varlndcx, memfndex) 
Mpoint( 1) = MSFIexGridl.TextMatnx(varIndex, memfndex > I) 
Else 
Mpoint(0) = MSFIexGrid 1 .TcxtMatrix( varlndcx, memlndex *3-1) 
Mpointf I ) = MSFIexGridl .TcxtMatnx(varIndex, memfndex * 3) 
If MSFIexGrid 1 .TcxtMatrix( varlndcx, memfndex * 3 - 1) o "" Then 
Mpomt(2) = MSFIexGrid 1 .TextMatnx( varlndcx, memlndex *3+1) 
End If 
End If 
If memlndex = 0 Then 
If fltlnput <= Mpoint(0) Then 
evalMem = I 
Else 
If fltlnput <= Mpoint( I ) Then 
evalMem = (Mpoint(I) - fltlnput) / (Mpointf I) - MpointfO)) 
Else 
evalMem = 0 
End If 
End If 
Else 
If MSFIexGnd I .TextMatnxl var Index, memlndex * 3 - I) = "" Then 
If fltlnput >= Mpointf I ) Then 
evalMem = I 
Else 
If fltlnput < MpointfO) Then 
evalMem = 0 
Else 
evalMem = (fltlnput - MpointfO)) / (Mpointf I) - MpointfO)) 
End If 
End If 
Else 
If fltlnput <= Mpointf 1 ) Then 
If fltlnput < MpointfO) Then 
evalMem = 0 
Else 
evalMem = (fltlnput - MpointfO)) / (Mpointf 1 ) - MpointfO)) 
End If 
Else 
If fltlnput <= Mpointf 2) Then 
evalMem = (Mpointf 2) - fltlnput) / (Mpointf 2) - Mpointf I)) 
Else 
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evalMem = 0 
End If 
End If 
End If 
End If 
End Function 
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APPENDIX H. ADAPTIVE CONTROL TRAINING DATA SET 
The difference of recognized and desired surface roughness: ARa (pin) 
The adaptive control feed rate: Af (ipm) 
Sample No. S F Fr-w Ft ARa Af 
1 2500 20 88.02 1224 53 12 
t 2500 20 88.02 1224 63 14 
3 2500 18 83.82 10.06 6 6 
4 2500 18 83.82 10.06 19 to 
5 2500 12 75.40 10.56 13 4 
6 2500 12 75.40 1036 23 6 
2500 8 69.77 933 10 3 
8 2500 20 70.62 9.72 6 5 
9 2500 20 70.62 9.72 10 6 
10 2500 20 70.62 9.72 24 10 
11 2500 20 70.62 9.72 30 12 
12 2500 20 70.62 9.72 32 to 
13 2500 18 68.78 9.00 8 4 
14 2500 18 68.78 9.00 22 8 
15 2500 18 68.78 9.00 28 to 
16 2500 18 68.78 9.00 30 12 
17 2500 16 69.96 930 18 6 
18 2500 16 69.96 930 24 8 
19 2500 16 69.96 930 26 8 
20 2500 14 58.88 8.12 14 4 
21 2500 14 58.88 8.12 20 6 
22 2500 14 58.88 8.12 22 8 
23 2500 10 59.73 7.96 8 3 
24 2500 8 57.50 6.75 2 -> 
25 2500 18 5024 621 II 4 
26 2500 18 5024 621 22 6 
27 2500 18 5024 621 31 8 
28 2500 16 49.70 6.18 15 5 
29 2500 16 49.70 6.18 24 6 
30 2500 14 49.88 5.94 20 5 
31 2250 20 8929 11.46 16 4 
32 2250 20 8929 11.46 25 6 
33 2250 20 8929 11.46 45 12 
34 2250 20 8929 11.46 49 14 
35 2250 18 8725 1137 21 6 
36 2250 18 8725 1137 39 10 
37 2250 18 8725 1137 43 12 
38 2250 16 85.78 12.05 29 8 
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39 2250 16 85.78 12.05 33 10 
40 2250 14 83.71 11.60 20 6 
41 2250 14 83.71 11.60 24 8 
42 2250 8 74.04 9.34 4 3 
43 2250 20 7123 9.79 28 8 
44 2250 20 7123 9.79 30 10 
45 2250 20 7123 9.79 34 14 
46 2250 18 72.37 921 17 6 
47 2250 18 72.37 921 19 8 
48 2250 18 72.37 921 23 12 
49 2250 16 72.16 8.86 4 5 
50 2250 16 72.16 8.86 6 6 
51 2250 12 62.86 7.71 6 6 
52 2250 10 62.03 7.65 4 4 
53 2250 20 48.52 5.75 12 6 
54 2250 20 48.52 5.75 21 8 
55 2250 20 48.52 5.75 27 10 
56 2250 20 48.52 5.75 30 12 
57 2250 18 53.54 5.79 17 8 
58 2250 18 53.54 5.79 20 10 
59 2250 16 44.60 6.13 15 6 
60 2250 16 44.60 6.13 18 8 
61 2250 14 49.62 5.85 6 4 
62 2250 14 49.62 5.85 9 6 
63 2000 20 94.13 1237 66 12 
64 2000 20 94.13 1237 76 14 
65 2000 18 92.90 11.40 22 6 
66 2000 18 92.90 11.40 39 10 
67 2000 18 92.90 11.40 50 12 
68 2000 16 90.54 1131 29 8 
69 2000 16 90.54 1131 40 10 
70 2000 14 87.70 11.66 17 6 
71 2000 14 87.70 11.66 28 8 
72 2000 8 79.94 8.96 II 2 
73 2000 20 77.08 10.07 17 4 
74 2000 20 77.08 10.07 19 6 
75 2000 20 77.08 10.07 46 8 
76 2000 20 77.08 10.07 52 10 
77 2000 20 77.08 10.07 53 12 
78 2000 20 77.08 10.07 55 14 
79 2000 18 72.80 10.01 9 4 
80 2000 18 72.80 10.01 II 4 
81 2000 18 72.80 10.01 38 10 
82 2000 18 72.80 10.01 44 8 
83 2000 18 72.80 10.01 45 10 
84 2000 18 72.80 10.01 47 12 
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85 2000 16 75-59 825 2 2 
86 2000 16 7539 825 29 8 
87 2000 16 75-59 825 35 6 
88 2000 16 75-59 825 36 8 
89 2000 16 75.59 825 38 10 
90 2000 14 6328 8.42 27 2 
91 2000 14 63-28 8.42 33 8 
92 2000 14 6328 8.42 34 8 
93 2000 14 6328 8.42 36 8 
94 2000 12 69.78 7.67 6 3 
95 2000 12 69.78 7.67 7 4 
96 2000 12 69.78 7.67 9 4 
97 2000 10 67.05 729 1 2 
98 2000 to 67.05 729 3 3 
99 2000 8 6531 7.91 •> 2 
100 2000 18 5737 5.95 4 5 
toi 2000 18 5737 5.95 8 5 
102 2000 18 5737 535 11 6 
103 2000 16 5627 6.18 4 2 
104 2000 16 5627 6.18 7 5 
105 2000 14 53.92 5.84 3 4 
106 1750 20 98.63 12.70 12 3 
107 1750 20 98.63 12.70 21 4 
108 1750 20 98.63 12.70 49 8 
109 1750 20 98.63 12.70 65 10 
110 1750 20 98.63 12.70 83 12 
I I I  1750 20 98.63 12.70 93 14 
112 1750 18 94.17 12.76 9 2 
113 1750 18 94.17 12.76 37 6 
114 1750 18 94.17 12.76 53 8 
115 1750 18 94.17 12.76 74 10 
116 1750 18 94.17 12.76 81 12 
117 1750 16 93.04 11.89 28 6 
118 1750 16 93.04 11.89 44 8 
119 1750 16 93.04 11.89 65 8 
120 1750 16 93.04 11.89 72 10 
121 1750 14 92.77 10.96 16 4 
122 1750 14 92.77 10.96 37 6 
123 1750 14 92.77 10.96 44 8 
124 1750 to 86 JI 9.69 28 4 
125 1750 8 8326 9.80 7 2 
126 1750 20 82.02 9.41 5 3 
127 1750 20 82.02 9.41 32 4 
128 1750 20 82.02 9.41 37 6 
129 1750 20 82.02 9.41 43 8 
130 1750 20 82.02 9.41 74 12 
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131 1750 20 82,02 9.41 75 12 
132 1750 20 82.02 9.41 78 14 
133 1750 18 7734 9.80 32 4 
134 1750 18 7734 9.80 38 6 
135 1750 18 7734 9.80 69 10 
136 1750 18 7734 9.80 70 10 
137 1750 18 7734 9.80 73 12 
138 1750 16 77.61 8.74 11 4 
139 1750 16 77.61 8.74 42 6 
140 1750 16 77.61 8.74 43 8 
141 1750 16 77.61 8.74 46 8 
142 1750 14 76.62 9.16 38 6 
143 1750 14 76.62 9.16 41 8 
144 1750 12 64.87 9.07 35 6 
145 1750 to 72.85 7.04 I 2 
146 1750 10 72.85 7.04 4 2 
147 1750 8 65.59 7.69 3 2 
148 1750 20 52.54 535 27 8 
149 1750 20 52.54 535 28 8 
150 1750 20 52J4 535 47 12 
151 1750 20 52.54 535 50 14 
152 1750 18 60.51 5.11 11 6 
153 1750 18 60 J1 5.11 12 8 
154 1750 18 60.51 5.11 31 to 
155 1750 18 60.51 5.11 34 12 
156 1750 16 5937 52.7 4 4 
157 1750 16 59.97 527 5 4 
158 1750 16 5937 527 24 8 
159 1750 16 59.97 527 27 10 
160 1750 12 55.84 5.61 1 2 
161 1750 to 5X21 524 20 4 
162 1750 8 52.90 539 23 6 
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