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For many power-limited networks, such as wireless sensor networks and mobile ad hoc networks,
maximizing the network lifetime is the first concern in the related designing and maintaining ac-
tivities. We study the network lifetime from the perspective of network science. In our dynamic
network, nodes are assigned a fixed amount of energy initially and consume the energy in the de-
livery of packets. We divided the network traffic flow into four states: no, slow, fast, and absolute
congestion states. We derive the network lifetime by considering the state of the traffic flow. We
find that the network lifetime is generally opposite to traffic congestion in that the more congested
traffic, the less network lifetime. We also find the impacts of factors such as packet generation rate,
communication radius, node moving speed, etc., on network lifetime and traffic congestion.
PACS numbers: 89.75.Hc, 89.20.-a, 05.10.-a
I. INTRODUCTION
Nowadays, human life is increasingly dependent on
many information infrastructures such as the Internet,
mobile communication networks, sensor networks, ad hoc
networks, and so on. Meanwhile, these technological net-
works face challenging problems including traffic conges-
tion [1–3], cascading failures [4–7], errors and attacks [8–
11], virus spreading [12–17], etc., which have been widely
discussed in the network science community. Traffic con-
gestion is recognized as a specific state of traffic flow in
the network, where nodes cannot manage to deliver their
buffered packets and the total network load increases
with time, which is generally constant when there is no
congestion. The onset of traffic congestion is when the
network achieves the maximum network capacity, which
is quantified by the critical packet generation rate [18–
21]. If the real packet generation rate is larger than the
critical value, the network will endure traffic congestion
problem, otherwise, the network is under free flow state.
Essentially, the network capacity is mostly determined
by the network topological structures. It was found that
scale-free networks are more susceptible to traffic conges-
tion than homogenous networks [22, 23]. The reason is
that the heterogeneous node degree distribution of scale-
free networks leads to the uneven load distribution, which
makes large degree nodes carry a large amount of traffic
load and thus is easy to trigger the congestion problem.
However, many real-world complex networks especially
communication networks are scale-free networks [24]. Re-
searchers proposed various strategies [18], which are clas-
sified into the hard and soft strategies, to avoid traffic
congestion and improve the network capacity of scale-
free networks. The hard strategies are about optimizing
network topological structures by deleting some links or
nodes such as the high-degree-first (HDF) strategy [25],
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the high-betweenness-first (HBF) strategy [26], and the
variance-of-neighbor-degree-reduction (VNDR) strategy
[27], or by adding some links between nodes with long
distance or nodes around large degree nodes [28]. The
limitation of the hard strategies is that in real situation it
is costly or unpractical to modify the network topological
structures. The soft strategies are various routing pro-
tocols more applicable to real-world complex networks.
The well known shortest path protocol [29] selects the
shortest paths as the transmission routes to transmit in-
formation as fast as possible. However, the shortest paths
share a few large degree nodes, which are very suscepti-
ble to traffic congestion. The other improved routing
protocols consider not only path length, but also node
degree [22, 30, 31], node load [32–36], memory informa-
tion [37], next-nearest neighbors [38, 39], etc. Gener-
ally, the more information used in path choosing, the
better performance the protocol has, and the larger the
computational cost is. In addition, those improved pro-
tocols often have tunable control parameters to explore
the maximum transmission performance. Most recently,
several researchers studied transport processes on multi-
layer [40–43] or multiplex networks [44–46] with empha-
sis on optimizing the network capacity and transmission
efficiency.
In network science, the lifetime or survival time of a
network has not received enough attention, while it is
the biggest concern in many power-limited communica-
tion networks such as wireless sensor networks, mobile
ad hoc networks, etc [47–52]. In addition, previously
when discussing traffic dynamics, the network topologi-
cal structures are usually assumed to be static snapshots,
in which the nodes and links are fixed. However, many
power-limited communication networks have dynamical
topological structures, in which nodes are moving and
links can only maintain for a certain while. Recently,
Yang et al [53] proposed an adaptive routing strategy
on dynamic networks, but they didn’t discuss network
lifetime. In this paper, we study traffic dynamics on dy-
namic networks with limited power supply. We derive the
2network lifetime based on the level of traffic congestion.
We also study how the factors such as packet generation
rate, communication radius, node speed, etc., affect the
network lifetime and traffic congestion.
II. THE NETWORK MODEL
We generate the dynamic networks following Ref. [53].
Initially, we set a L×L square area with periodic bound-
ary conditions. At time t = 0, we add N moving nodes
into the square area. The coordinates of node i vary with
time t, which are given as below:


xi(t+ 1) = xi(t) + v cos θi(t),
yi(t+ 1) = yi(t) + v sin θi(t),
θi(t+ 1) = θi(t) + φi(t).
(1)
Where xi(t) (yi(t)) is the x-coordinate (y-coordinate) of
i at time t and v represents the moving speed, which is a
constant value for all the nodes. θi(t) denotes the direc-
tion of i at time t. φi(t) represents the change of move
direction of i at time t, which is a random value uniformly
distributed in the interval [−pi/3, pi/3] and is generated
for each node independently. xi(0) (yi(0)) is randomly se-
lected from the interval [0, L]. θi(0) is randomly selected
from the interval [−pi, pi]. Then, the distance between
two nodes i and j at time t is calculated as follows:
lij(t) =
√
[xi(t)− xj(t)]2 + [yi(t)− yj(t)]2. (2)
All nodes have the same communication radius r. Two
nodes are connected by an instantaneous link (communi-
cation channel), if their instantaneous distance is within
r. Then, the temporal neighbor set of i contains the
nodes in its current communication area.
III. THE TRAFFIC MODEL
In our traffic model, all nodes are identical, which can
create, buffer, transmit, and receive packets. Specifically,
a node generates packets with rate ρ, thus each time there
are generally Nρ packets inserted into the network. The
destination node of a packet is randomly selected among
all nodes excluding the source node. All nodes have in-
finite queues with the first-in-first-out (FIFO) rule for
buffering packets. Each time a node can deliver at most
C packets. Each node has E0 units of energy at the
beginning. The one-hop delivery of a packet will cost
∆E units of energy. If the packet’s destination node is a
neighbor of the node it currently locates, the packet will
be directly delivered to the destination node and then
be removed immediately. Otherwise, the current node
needs to deliver the packet to the appropriate neighbor
node based on the given routing strategy. Assuming that
at time t the packet is in node s, and the destination node
d is not in the communication area of s. Then, node s
will send the packet to its neighbor i with the following
probability:
Psi(t) = (
Ei(t)∑
j Ej(t)
)1−α/(
lid(t)∑
j ljd(t)
)α, α ∈ [0, 1], (3)
where Ei(t) is the residual energy of i at time t. The
sums in the equation run over the temporal neighbors of
s. α is a tunable parameter ranging from 0 to 1. When
α = 0, the probability of selecting neighbor node i is pro-
portional to i’s residual energy. When α = 1, the proba-
bility of selecting neighbor i is inversely proportional to
the distance between i and d. When 0 < α < 1, the node
distance and residual energy together determine the next
hop node. If there are no neighbor nodes currently, s will
keep its packets and deliver them later. As time goes by,
the residual energy of nodes decreases. Following Ref.
[54], we assume that the lifetime of the network is from
the beginning until the first-dying node appears.
IV. NETWORK CONGESTION
Ideally, when the delivery capacity of nodes is infinite,
there is no traffic congestion phenomenon. However, the
delivery capacity is always limited in real situation, and
the traffic congestion occurs when the network cannot
manage to deliver the continuously injected traffic. Pre-
viously, traffic flow was considered only with two states
[18–20]. When the packet generation rate ρ is no greater
than the critical value, the number of packets S(t) in
the network is generally constant after a short transition
time, and in this case, the traffic is under the so-called
free flow state. When the packet generation rate ρ is
larger than the critical value, the number of packets S(t)
will increase all through, which is taken as the traffic
congestion state.
In our dynamic network, we obtain four different traf-
fic states, which are shown in Fig. 1. When ρ is very
small, S(t) increases abruptly at the first few time steps,
and then generally keeps constant until the network dies,
which is the no congestion state, shown in Fig. 1(a).
According to Fig. 2(a), in the no congestion state, gen-
erally all nodes can deliver their buffered packets at each
time step, thus the number of congested nodes nc is 0,
but the temporal congestion of nodes is allowed, which is
why there are small fluctuations in the results of S(t) and
nc. As ρ increases and surpasses the first critical value ρs,
S(t) increases faster and faster after the transition period
until the network dies, which is the slow congestion state,
shown in Fig. 1(b). We can infer from Fig. 2(b) that
in the slow congestion state, a fraction of nodes become
congested first, and then more and more nodes become
congested, but when the network dies there are still some
nodes, which are not congested yet. Note that there are
“tilting tails” in the curves for the no and slow congestion
states as demonstrated in Fig. 1(a), Fig. 1(b), Fig.2(a),
and Fig. 2(b). The cause of the tilt-tail effect is that,
in the last several steps, the residual energy of most of
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FIG. 1. S vs. t in different traffic states: (a) no congestion
state, (b) slow congestion state, (c) fast congestion state, and
(d) absolute congestion state. The simulation parameters are
as follows: N = 1000, L = 20, r = 3, v = 0.5, α = 0.5,
τ0 = 3.275, C = 5, E0 = 1000, and ∆E = 1. The curves are
marked with different colors (see online version).
the nodes is very low, and according to our routing strat-
egy, the packets will be delivered to a few specific nodes
of relatively high residual energy, which makes the traf-
fic loads of those nodes substantially increase. When ρ
further increases and surpasses the second critical value
ρf , S(t) increases exponentially and then linearly after
a very short transition time, which is the fast conges-
tion state, as shown in Fig. 1(c). We can infer from
Fig. 2(c) that in the fast congestion state, firstly a frac-
tion of nodes become congested, and then the congestion
gradually spreads to almost all nodes, and thereafter the
number of packets increases linearly, which is different
from the slow congestion state. When ρ is larger than the
third critical value ρa, S(t) almost increases linearly from
the beginning, which is the absolute congestion state, as
shown in Fig. 1(d). We see from Fig. 2(d) that in the
absolute congestion sate, almost all nodes are congested
after the short transition time at the beginning. Note
that for the fast and absolute congestion states, there
are no tilt-tail effects because near the ending of the net-
work, all nodes are congested and the residual energy
of nodes has no significant difference. The three critical
values, ρs, ρf , and ρa, are marked in Fig. 3.
V. NETWORK LIFETIME
According to Eq. 3, nodes deliver the packets to the
neighbor nodes of high residual energy with large prob-
ability. In this case, high residual energy nodes consume
their energy faster than low residual energy nodes, which
leads to a relatively even distribution of the residual en-
ergy. We define the range of energy at time t as:
R(t) = Emax(t)− Emin(t). (4)
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FIG. 2. nc vs. t in different traffic states: (a) no congestion
state, (b) slow congestion state, (c) fast congestion state, and
(d) absolute congestion state. The simulation parameters are
as in Fig. 1. The curves are marked with different colors (see
online version).
Where Emax(t) (Emin(t)) is the maximum (minimum)
node residual energy at time t. At the time T when
the network dies, we have Emin(T ) = 0 and R(T ) =
Emax(T ). Then, the network lifetime T is calculated as
follows:
T =
Etotal(0)− Etotal(T )
D ∗∆E
, (5)
where Etotal(t) is the total units of energy at time t.
Etotal(0) = NE0. Since the residual energy is approx-
imately evenly distributed among nodes, Etotal(T ) ≈
N ∗ (Emax(T ) + Emin(T ))/2 = NR(T )/2. D is the av-
erage number of packets delivered each time step for all
the nodes.
In the no congestion state, D = Nρτ0, where τ0 is
the characteristic transmission time, that is the average
number of transmission hops from source to destination
nodes. Then, the network lifetime T for the no congestion
state is calculated as follows:
T =
Etotal(0)− Etotal(T )
D ∗∆E
=
NE0 −NR(T )/2
Nρτ0 ∗∆E
=
E0 −R(T )/2
ρτ0∆E
. (6)
In the absolute congestion state, we have S(t) > D =
N ∗C. Almost all nodes are congested at the beginning,
and every node delivers C packets at each time step, and
thus consumes the energy with the same rate. When the
network dies, the total residual energy of nodes is close to
zero, that is Etotal(T ) ≈ 0 or R(T ) ≈ 0. Note that when
ρ > C, all nodes are congested at the very beginning, and
in this case, Etotal(T ) and R(T ) are definitely 0. Then,
the network lifetime T for the absolute congestion state
is given below:
T =
Etotal(0)− Etotal(T )
D ∗∆E
≈
NE0
NC∆E
≈
E0
C∆E
. (7)
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FIG. 3. (a) ∆S, (b) T , and (c) k vs. ρ. ρs, ρf and ρa are
the critical values for slow, fast and absolute congestion states
respectively. The simulation parameters are as in Fig. 1. The
results are the average of 1000 independent runs.
For the slow and fast congestion states, there are pe-
riods of exponentially increasing S(t), when D is hard
to estimate precisely. In addition, it is not possible to
calculate the duration of the tilt-tail effects in the slow
congestion state. For all these reasons, we set a nonlinear
parameter k to measure the compositive effects of those
unpredictable factors on network lifetime T . The unified
formula of T for all the traffic states is given as follows:
T = k
E0
Ω ∗∆E
,Ω = min{ρτ0, C}. (8)
For the no congestion state, D = Nρτ0 < NC, that is
ρτ0 < C, we have k =
E0−R(T )/2
E0
→ 1. For the absolute
congestion state, D = NC < Nρτ0, that is C < ρτ0, we
have k = 1. For the slow and fast congestion states, k
depends on the nonlinear factors. For the slow congestion
state, ρτ0 < C, then Ω = ρτ0. For the fast congestion
state, Ω is dependent on ρ. When ρ < C/τ0, Ω = ρτ0,
otherwise, Ω = C.
VI. SIMULATION RESULTS
We study the impacts of factors on traffic congestion
and network lifetime through simulation. The key factors
of our model include packet generation rate ρ, commu-
nication radius r, node speed v, routing parameter α,
area size L, and network size N . For traffic congestion,
we mainly study the average change rate of number of
packets ∆S = S(t)− S(t− 1), which measures the av-
erage level of traffic congestion during the lifetime of a
network.
According to the above analytic results, packet gener-
ation rate ρ has significant influence on the traffic con-
gestion and network lifetime. We first study the impacts
of ρ by fixing the other parameters as follows: network
size N = 1000, routing parameter α = 0.5, node speed
v = 0.5, communication radius r = 3, area size L = 20,
node delivery capacity C = 5, and node’s initial units
of energy E0 = 1000, per node energy consuming rate
∆E = 1. Based on these parameters, we obtain the char-
acteristic transmission time τ0 = 3.275.
In Fig. 3(a), we see that in the no congestion state
(ρ ≤ ρs), ∆S = 0, in the absolute congestion state
(ρ ≥ ρa), ∆S approaches Nρ, and in the slow and fast
congestion states (ρs < ρ < ρa), 0 < ∆S < Nρ. In Fig.
3(b), with the increase of ρ, T first decreases greatly, and
then gradually converges to the minimum value T = 200.
The reason for the results in Fig. 3(b) is that larger
packet generation rate means larger number of packets
injected into the network, and in this case, more en-
ergy is consumed in each time step, which results in a
smaller network lifetime. When the traffic is in the abso-
lute congestion state, the energy consumed in each time
step is nearly constant, and thus the network lifetime is
a constant value, which can also be inferred from Eq. 7.
Moreover, in Fig. 3(b) the analytical and simulation re-
sults agree well with each other. In Fig. 3(c), we see
that when the traffic is in the no congestion state, k is
smaller than but very close to 1. When the traffic is in
the absolute congestion state, k is equal to 1. When the
traffic is in the slow or fast congestion state, k deviates
from 1, which demonstrates the impact of nonlinear fac-
tors. These simulation results of k are consistent with
the above analytical results.
The other factors, such as communication radius r,
node speed v, routing parameter α, etc., do not appear
in the derivation of network lifetime. However, they af-
fect the characteristic transmission time or the range of
energy when there is no traffic congestion, and thus in-
directly affect the network lifetime. Note that when the
traffic congestion is heavy, the network lifetime is almost
constant and irrelevant of these factors, which can be in-
ferred from Eq. (7). In Fig. 4, ∆S is very small, which
means that there is almost no traffic congestion. When
r is small, τ0 is relatively large, and thus T is relatively
small, which can also be inferred from Eq. (6). With the
increase of r, τ0 decreases, and T increases accordingly.
When r is large enough, τ0 = 1. In this case, every packet
is delivered from the source node to the destination node
only by one hop, and T reaches the maximum value. In
Fig. 5, when v is very small, ∆S equals to 0, which indi-
cates that there is no traffic congestion. In this case, τ0
slightly decreases with v, and R(T ) also decreases with v,
both of which lead to the increase of T . As v increases, τ0
and ∆S increase accordingly, which cause the decrease of
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FIG. 4. (a) τ0, (b) ∆S, and (c) T vs. r. The simulation
parameters are as follows: N = 1000, L = 20, v = 0.5, α =
0.5, ρ = 0.1, C = 5, E0 = 1000, and ∆E = 1. The results are
the average of 1000 independent runs.
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FIG. 5. (a) τ0, (b) ∆S, (c) T , and (d) R(T ) vs. v. The
simulation parameters are as follows: N = 1000, L = 20,
r = 3, α = 0.5, ρ = 0.1, C = 5, E0 = 1000, and ∆E = 1. The
results are the average of 1000 independent runs.
T . In Fig. 6, when α increases from zero to nonzero, τ0,
∆S and R(T ) decrease abruptly, leading to a substantial
increase of T . As α further increases, ∆S is around 0,
and τ0 is almost constant. R(T ) slightly decreases with α
and then increases, which causes that T slightly increases
with α, and then decreases.
Finally, we study how area size L and network size N
affect network lifetime. In Fig. 7, when ∆S is small
(the traffic is slightly congested), τ0 increases with L,
and thus T decreases with L. The effect of increasing L
is equivalent to decreasing r, which can also be inferred
by comparing Fig. 7 with Fig. 4. In Fig. 8, when ∆S
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FIG. 6. (a) τ0, (b) ∆S, (c) T , and (d) R(T ) vs. α. The
simulation parameters are as follows: N = 1000, L = 20,
r = 3, v = 0.01, ρ = 0.1, C = 5, E0 = 1000, and ∆E = 1.
The results are the average of 1000 independent runs.
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FIG. 7. (a) τ0, (b) ∆S, and (c) T vs. L. The simulation
parameters are as follows: N = 1000, r = 3, v = 0.5, α = 0.5,
ρ = 0.1, C = 5, E0 = 1000, and ∆E = 1. The results are the
average of 1000 independent runs.
is close to 0 (there is almost no traffic congestion), τ0
decreases with N , and thus T increases with N . More
nodes results in more paths for packets delivery, which is
why the characteristic transmission time becomes smaller
with an increasing number of nodes.
VII. CONCLUSION
For a wide range of power-limited communication net-
works, the most concern is network lifetime, which has
not received enough attention in network science. In this
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FIG. 8. (a) τ0, (b) ∆S, and (c) T vs. N . The simulation
parameters are as follows: L = 20, r = 3, v = 0.5, α = 0.5,
ρ = 0.1, C = 5, E0 = 1000, and ∆E = 1. The results are the
average of 1000 independent runs.
paper, we discuss both network lifetime and traffic con-
gestion based on the methodology of complex network
theory. In our model, all nodes move in a spatial area
and have limited communication radius, energy and de-
livery capacity, but the infinite queue for simplification
purpose. Previously, we only considered if there is traffic
congestion in a network. In this paper, we further study
the level of traffic congestion, which is divided into no,
slow, fast and absolute congestion states. Moreover, we
derive network lifetime by considering the level of traf-
fic congestion. Generally, network lifetime is opposite to
traffic congestion in that high level of network congestion
corresponds to small network lifetime. Through analytic
and simulation results, we find that when the traffic con-
gestion is slight, network lifetime is mainly determined by
packet generation rate, characteristic transmission time,
and range of energy. When the traffic congestion is heavy,
network lifetime is constant and determined by the node
delivery capacity. Also, increasing communication radius
decreases the possibility of traffic congestion, and thus
increases network lifetime. The influence of routing pa-
rameter and node speed is not monotonic in that there
are optimal routing parameter and optimal node speed
leading to maximum network lifetime.
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