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We present a tunnel spectroscopy study of the electronic spectrum of single magnetite Fe
3
O
4
nanoparticles trapped between nanometer-spaced electrodes. The Verwey transition is clearly iden-
tified in the current voltage-characteristics where we find that the transition temperature is electric
field dependent. The data show the presence of localized states at high energy, ε ∼ 0.6 eV , which
can be attributed to polaron states. At low energy, the density of states (DOS) is suppressed at the
approach of the Verwey transition. Below the Verwey transition, a gap, ∆ ∼ 300 meV , is observed
in the spectrum. In contrast, no gap is observed in the high temperature phase, implying that
electronic transport in this phase is possibly due to polaron hopping with activated mobility.
PACS numbers: 81.30.Bx, 71.30.+h, 73.21.-b,73.22.-f
In contradiction to A.H. Wilson classification1 of solids
as insulators or metals according to their band filling,
many transition metal oxides with partially filled d-bands
are insulating2. As suggested by N.F. Mott3, Coulomb
interactions and electron-lattice interactions have an es-
sential role in determining the amplitude of the insulat-
ing gap. While most of the binary metal oxides of the
type TMOx are insulating, a few of them, such as VO2,
V2O3 and Fe3O4
4, display a bad metal phase in close
proximity to the insulating phase, thus offering the op-
portunity to study electron transport in the presence of
strong Coulomb and electron-lattice interactions.
In the regime of strong spatial confinement, phe-
nomena such as quantum confinement effects or non-
equilibrium transport can be studied. While semicon-
ductors have been extensively studied in this regime, i.e.
quantum dots, only a few studies exist for correlated ma-
terials. In a recent set of works by D. Natelson group5–9
on magnetite Fe3O4, an electric-field induced resistance
switching was observed, which has been attributed to the
electric-field induced collapse of the insulating gap. Thus,
studies in the regime of strong spatial confinement may
shed light on fundamental electronic processes in those
correlated insulators and metals.
We present here a study of magnetite Fe3O4 nanopar-
ticles. Magnetite is the archetype of a strongly correlated
material4,10–12, it has the cubic reverse spinel AB2O4
structure, where tetrahedral A sites are occupied by Fe3+
cations, octahedral B sites are occupied by cations of va-
lence between Fe3+ and Fe2+.
At room temperature, the conductivity of magnetite
is weak, σ ∼ 50 S cm−1, Ref.13, much lower than
the Ioffe-Regel14 minimum of conductivity for a metal,
σmin ∼ e2/3h¯a ∼ 3000 S cm−1. Electronic transport has
been attributed to charge fluctuations between Fe3+ and
Fe2+ sites15. Upon decreasing the temperature, a first
order phase transition, where the resistivity increases by
two orders of magnitude, is observed at the Verwey tem-
perature TV ∼ 120 K16. This transition was initially
interpreted by E.J. Verwey as the consequence of the or-
dering of Fe3+ and Fe2+ in alternated (001) planes15.
Cullen and Callen17 suggested that charges are trans-
ported by band-like delocalized states for T > TV and
that a collective Coulomb gap opens for T < TV . In
contrast, Mott18,19, Chakraverty20 and Yamada21 sug-
gested that polarons, formed because of strong electron-
phonon interactions, are responsible for charge transport.
In this polaronic model, N.F. Mott22, suggested that the
Verwey transition has much similarities with the Wigner
crystallization23. At low temperature, Coulomb interac-
tions localize the polarons, while at high temperature, the
polaron crystal melts, allowing charge transport through
hopping.
For T < TV , DC conductivity, infra-red optical
conductivity24,25 and terahertz conductivity26 decrease
with temperature. DC transport follows an Arrhenius
law with an activation energy about ∼ 120 meV 13.
In the optical conductivity spectrum, a peak at mid-
infrared, ε ∼ 0.5 eV , has been interpreted as the pos-
sible signature of polarons19,27,28. This spectral fea-
ture is also visible in photoemission29,30 and STM spec-
troscopy measurements31,32. In this insulating phase,
photoemission29,30,33 and tunnel spectroscopy32 indicate
the disappearance of the DOS within an energy range
ε ∼ 100− 300 meV around the Fermi level.
For T > TV , the nature of electronic transport is
still poorly understood. DC transport also follows an
Arrhenius law with a smaller activation energy about
10 − 100 meV 13,25,26. The activated temperature de-
pendence of infra-red optical conductivity was described
within a polaronic model25, however, terahertz measure-
ments by A. Pimenov et. al.26 suggest the presence of a
Drude peak, implying band-like transport. As the con-
ductivity can be generally described as σ = neµ, where
n is the electron density and µ is the electronic mobility,
the Arrhenius law could be either due to an activated
carrier density, n = n0 exp(−∆/kBT ), as expected for a
semiconductor with a band gap ∆, or an activated mo-
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2bility, µ = µ0 exp(WP /2kBT ), as expected for polarons
of binding energy WP with respect to the Fermi energy.
In this context, detailed studies of the DOS above
TV is required to test the existence of the gap and dis-
criminate between the two models. The observation of
a gap in the DOS would indicate that electronic trans-
port is due to delocalized states, the absence of this gap
would suggest instead that electronic transport is due to
hopping of polaron excitations. While early photoemis-
sion measurements33 indicated a finite DOS at the Fermi
level, other measurements suggested the presence of a
small gap ∼ 50 meV 29,30.
With its very high resolution, tunnel spectroscopy is
ideally suited for the study of the DOS31,32,34–36. A first
scanning tunnel spectroscopy experiment on magnetite
nanoparticles31 led to the observation of a gap ∼ 0.2 eV
in the DOS for T < TV , which was found to be replaced
by a peak structure for T > TV . In another experiment
on single crystals32, a gap ∼ 0.2 eV independent of tem-
perature has been observed in the DOS.
In tunneling experiments, because the measured Differ-
ential Conductance dI/dV Curve (DCC) depends on the
DOS N(ε) and the transmission coefficient T (ε) of the
tunnel barrier, one major issue is to establish the correct
base conductance curve to which the DCC will be nor-
malized. Indeed, this normalization is required to obtain
the DOS curves from the DCC curves. This difficulty is
alleviated in superconductors36 where sharp features are
present in the DOS, however, in complex materials where
features of interest in the electronic spectrum are broad
and spread on a large energy range from 0 to ∼ 1 eV , the
interpretation of the DCCs may be impossible. For this
reason, measurements of the DCCs as function of tem-
perature is required to study the evolution of the DOS
as the Verwey transition is crossed.
To that end, we trapped single magnetite nanoparticles
between nanometer-spaced electrodes deposited on a chip
circuit. In comparison to scanning tunnel spectroscopy,
such junctions are highly stable and can be measured as
function of temperature. In comparison to planar junc-
tions, where an inert tunnel barrier is often difficult to
fabricate, the presence of small ligands at the surface of
chemically synthesized nanoparticles allows for the for-
mation of high impedance tunnel barriers, as required
for tunnel spectroscopy. On-chip spectroscopy proved to
be a reliable technique as shown by numerous experi-
ments of electronic transport across single molecules37
or the observation of single electronic levels in gold
nanoparticles35. Furthermore, non-equilibrium transport
can also be studied as a large electric field can be applied
on the nanoparticle.
Fe3O4 nanoparticles are obtained by the reaction of
iron (III) acetylacetonate in benzyl alcohol at 175◦C fol-
lowed by ligand exchange with citric acid. The citric
acid allows the electrostatic stabilization of nanoparti-
cles in water and contributes to the formation of the
tunnel barrier38. This synthesis provides populations of
nanoparticles within the size range d = 6 − 12 nm, as
FIG. 1. a) TEM image of Fe
3
O
4
nanoparticles. b) Optical
microscopy images of circuits. c) High resolution SEM image,
×800000, of a nanoparticle trapped between two electrodes.
shown by the TEM picture, Fig 1a. (Cf. also Figure
S1, S2, S3, and discussion in the supporting informa-
tion). While better nanoparticle size dispersions can be
obtained with synthesis in organic solvents, they present
the major inconvenient of employing long alkyl chains
surfactants for colloidal stability, which produce thick
insulating barrier on the nanoparticles and make them
inappropriate for the fabrication of junctions.
By ebeam lithography, we fabricate chip circuits, each
one contains 32 nanogaps, where the drain and source
electrodes are separated by a distance of about 10 nm,
Fig 1b. On this chip, we trap a single nanoparticle within
a nanogap following a method described previously39.
In this method, the chip is maintained in high vacuum,
10−6 mbar, and the nanoparticles are projected through
a fast pulsed valve. After each projection, where a small
amount of nanoparticles is deposited, the tunnel current
is measured to check for the presence of a nanoparti-
cle. The projection is repeated hundred of times until
a nanoparticle is detected, as shown Fig. S4. Repre-
sentatives high resolution SEM images of nanoparticle
devices are shown Fig. 1c and Fig. S5. Five chip circuits
have been measured from T = 300 K to T = 4.2 K,
which have similar IV curves. The projection technique
described here has significant advantages. First, because
the sample is fabricated in high vacuum and the pro-
cess is started with insulating junctions, i.e. unbridged
nanogaps, there is no doubt that the conducting channels
are formed with the magnetite nanoparticles. Second,
the setup is implemented in a glove box under argon.
Thus, after fabrication, the sample can be kept free from
oxidation indefinitely. Indeed, magnetite oxidizes into
the insulating hematite, Fe2O3, in presence of oxygen.
We found that only magnetite nanoparticles can lead to
the formation of conducting junctions. No conducting
junctions could be obtained with oxidized magnetite so-
lutions. Furthermore, a conducting junction turns into
an insulating junction when kept a few hours in oxygen
gas.
Fig. 2a shows the IV curves of a typical sample as
3FIG. 2. a) IV curves of a single nanoparticle junction. b) dV/dI as function of voltage. c) dV/dI as function of temperature
at selected drain voltages. The dashed line shows the Verwey transition temperature TV ∼ 120 K. d) Color plot of dV/dI
displaying the out-of-equilibrium phase diagram for the Verwey transition.
4a function of temperature. Taking the numerical deriva-
tive of these IV curves provides the differential resistance
R = dV/dI as a function of voltage VDrain, at differ-
ent temperatures between T ∼ 75 K and T ∼ 240 K,
Fig. 2b. From these curves, one can extract dV/dI as
function of temperature, at different voltage values be-
tween VDrain = 0 V and VDrain = 2.5 V , Fig. 2c. For
VDrain = 0 V , the resistance increases at the Verwey
temperature, TV ∼ 120 K, which is identical to the tran-
sition temperature observed in bulk magnetite. Upon
increasing VDrain, the transition temperature decreases.
A color plot of dV/dI curves as function of temperature
and voltage, Fig. 2d, provides a phase diagram for this
nanoparticle and demonstrates that the phenomena of
charge localization at the Verwey transition also occurs
in a single nanoparticle.
In this insulating phase, the Debye screening length
is larger than the nanoparticle diameter, λD > 1 µm at
T ∼ 75 K, Fig. S6, implying that a large electric field
exists in the nanoparticle. In this situation, the IV curve
represents an out-of-equilibrium transport measurement
where the Verwey transition is shifted to lower temper-
ature due to out-of-equilibrium effects. Unlike previ-
ous measurements on thin films and nanoparticles films,
where the contact resistance between the electrodes and
the magnetite was low, no switching is observed in the
IV curves5,6,9. Furthermore, no hysteresis is observed
as function of voltage, indicating the absence of heating
effects in these junctions where the tunnel current is ex-
tremely small. Finally, the IV curves are reproducible as
the temperature is cycled between low temperature and
room temperature.
In the conducting phase, the Debye screening length is
smaller than the nanoparticle diameter, 0.4 nm <∼ λD <∼
1.8 nm, Fig. S6, implying that the IV curves can be in-
terpreted as tunnel characteristics. A Fowler-Nordheim
plot, Fig. 3a, allows identifying the different tunneling
regimes.
To summarize figure 3a, three distinct regimes can be
identified, which are indicated by distinct colors. In the
green zone, at low voltage, VDrain < 1 V , and high tem-
perature, T > TV , the curve has a positive slope indi-
cating a linear tunneling regime, I ∼ V , due to a finite
DOS at the Fermi level of the nanoparticle. In the yellow
zone, at low voltage, VDrain < 1 V , and low temperature,
T < TV , the slope becomes negative in the insulating
phase. In the blue zone, at high voltage, the curve has a
negative slope indicating, in analogy with transport mea-
surements in single molecular devices40, the presence of
localized states. In single molecules, the localized states
are the HOMO and LUMO levels, in magnetite, they are
most likely polaron states of binding energy WP ∼ 0.6 eV
which have been identified in photo-emission30 and opti-
cal conductivity spectra24,25.
For a polaron of binding energy WP , resulting from the
interaction between an electron and a phonon of energy
h¯ω0, the transmission coefficient has been determined
theoretically41:
FIG. 3. a) Fowler-Nordheim plot of the IV curves shown Fig.
2a. Three regimes can be distinguished, see text. b) Transfer
function for a tunnel barrier containing a polaron state at
the energy WP ∼ 0.6 eV . The subpeaks are separated by
the phonon energy h¯ω0 ∼ 100 meV . c) Transfer function
for a tunnel barrier containing a polaron state at the energy
WP ∼ 0.6 eV and a gap ∆ = 300 meV at the Fermi level. d)
Fowler-Nordheim plot of calculated IV curves at temperatures
between T = 60 K and T = 300 K with no gap at the Fermi
level. e) Fowler-Nordheim plot of calculated IV curves at
temperatures between T = 60 K and T = 300 K with a gap
∆ = 300 meV at the Fermi level.
Tp(ε) = e
−g1[1+2nB ]
×
∞∑
`=−∞
I`(2g1
√
nB [1 + nB ])e
−`h¯ω0β/2
× Γ
2
[ε+ g1h¯ω0 + `h¯ω0]2 +
Γ2
4
(1)
where I` is a modified Bessel function, Γ represents
level broadening due to the coupling with the electrodes,
h¯ω0 is the characteristic energy scale of the phonons,
g1 describes the electron-phonon coupling and nB =
1/(exp(βh¯ω0)− 1) is the Bose distribution.
Using similar parameters as those used for the analy-
sis of photoemission data30, h¯ω0 = 0.1 eV , g1 = 3.5, and
g2 = Γ/h¯ω0 = 1, the transmission coefficient displays a
broad peak with a maximum at WP ∼ 0.6 eV , Fig. 3b, c.
This broad peak is composed of multiple sub-peaks sepa-
rated by the phonon energy h¯ω0. The sub-peaks are the
consequence of the emission and absorption of phonons
by the tunneling electron.
As the nanoparticle is connected to the electrodes by
two tunnel junctions, the full transmission coefficient of
the junction is given by :
5FIG. 4. Schematic of the junction with no applied bias (left)
and applied bias (right). The different energy scales shown
are the polaron binding energy WP , the fermi energy EF ,
the work function of the electrodes ΦElectrode and the work
function of the nanoparticle ΦNanoparticle.
T (ε) = t2b × Tp(ε) (2)
where we describe the transmission coefficient tb of the
tunnel barrier by a small constant coefficient, tb << 1,
independent of applied voltage. The value of this trans-
mission coefficient depends on details of the tunnel bar-
rier such as the distance between the electrodes and the
nanoparticle as well as the work functions, ΦNanoparticle
and ΦElectrode. The overall magnitude of the tunnel cur-
rent in a given device can be limited by the tunnel barrier,
however, the barriers themselves are not expected to in-
troduce voltage-dependent structures in the IV curves.
First, the applied voltage remains small enough with re-
spect to the work functions which are of the order of
Φ ∼ 5 eV . Second, in the analysis of the DOS curves
shown below, the data will be normalized to the high
temperature curve to remove the effects of the tunnel
barrier, which is a common practice36.
We can know calculate the I(V) characteristics with
the Landauer relation :
I(V ) =
2e
h
∫ ∞
−∞
T (ε) [fL(ε)− fR(ε)] dε (3)
where fL(ε) =
1
exp
[
ε−µL−eφL
kBT
]
+1
and fR(ε) =
1
exp
[
ε−µR−eφR
kBT
]
+1
are the Fermi level distributions for the
left electrode (L) and right electrode (R), respectively,
and V = φL− φR is the polarization voltage of the junc-
tion which is split equally between the left and right
junctions as shown Fig. 4. To describe the amplitude
of the conductance of the junction, we need to assume
that the transmission coefficient of the tunnel barrier is
tb ∼ 0.0025. The drain bias VDrain leads to a differ-
ence between the energy levels of the nanoparticle and
the electrodes given by ε = eVDrain/2. This calculation
provides the I(V) characteristics, shown Fig. 3d, which
reproduce the sign change of the slope and the position
of the minimum in the Fowler-Nordheim plot. We see
that these curves do not change with temperature. How-
ever, experimentally, upon decreasing the temperature,
the slope at low bias changes sign across the Verwey tran-
sition, Fig 3a. This evolution with temperature indicates
a modification of the DOS in the nanoparticle as a conse-
quence of charge localization at the Verwey temperature.
From the relation 3, it can be shown that the
differential conductance is proportional to the DOS,
dI/dV (V ) ∝ N(eV ), in the zero bias limit. Fig. 5a
shows the dI/dV curves at different temperatures, from
T ∼ 240 K to T ∼ 75 K. On Fig. 5b 5c and 5d the
voltage scale has been replaced by the energy scale ε =
eVDrain/2. A zoom on dI/dV , at VDrain = 0, Fig. 5b,
shows that the DOS remains finite at any temperature
T > TV but quickly decreases to zero for T < TV . From
these curves, we can estimate the magnitude of the gap
in the insulating phase, T < TV , to be of the order of
∆ ∼ 300 meV . The amplitude of which is similar to the
one obtained from photoemission measurements29,30,33
infra-red conductivity24,25 and terahertz conductivity26.
To remove the effect of the tunnel barrier in the anal-
ysis of dI/dV curves, it is usual to normalize them with
a base curve dI/dV0 measured at the highest possible
temperature36, which provides a valid representation of
the DOS when the applied bias is small compared to the
barrier height.
6FIG. 5. a) dI/dV as function of temperature, from T ∼ 240 K to T ∼ 75 K. On the panels b) c) e) and f), the voltage
scale has been replaced by the energy scale ε = eVDrain/2. b) Zooming shows that dI/dV , at VDrain = 0, remains finite for
T > TV , but decreases quickly to zero for T < TV . From these curves, the gap can be estimated to be about ∆ ∼ 300 meV in
the insulating phase. c) Normalized conductance [dI/dV (T )]/[dI/dV (T = 240 K)]. The curves have been shifted for clarity.
d) Normalized conductance at VDrain = 0 V as function of temperature. e) Arrhenius plot of the Normalized conductance
at VDrain = 0 V . The full circles are the experimental data. The continuous line is a fit that provides the activation energy
EA ∼ 75 meV . The dashed line represents the expected temperature dependence, at temperatures T < TV , of the zero bias
conductance for the activation energy EA ∼ 300 meV . This last value for the activation energy is obtained from the energy
spectra on panel b). f) Color plot of the normalized conductance shown in c). It shows the opening of the gap ∆ ∼ 300 meV at
the approach of the Verwey transition. h) dI/dV measured experimentally at T ∼ 75 K (blue curve) and calculated (dark green
curve) using the polaronic transfer function including a gap ∆ = 300 meV . i) dI/dV measured experimentally at T ∼ 240 K
(orange curve) and calculated (dark green curve) using the polaronic transfer function including a gap ∆ = 75 meV .
7dI/dVT (V )
dI/dV0
=
∫
N()
N0
∂f(− eV, T )
∂eV
d ∼
[
N()
N0
, V → 0
]
(4)
Thus, plotting N(ε) ∼ [dI/dV (T )]/[dI/dV (T =
240 K)] provides the DOS of the nanoparticle as function
of temperature, Fig. 5c. From these DOS curves, one ex-
tract the DOS at zero energy as function of temperature,
shown Fig. 5d and Fig. 5e. The Arrhenius representa-
tion, Fig. 5e, shows that at high temperature, T > TV ,
the DOS decreases with temperature following an Ar-
rhenius law with the activation energy EA ∼ 75 meV .
At the approach of the Verwey transition, Fig. 5d shows
that the DOS, measured at zero bias, decreases to a very
low value, below the noise level of the current to voltage
amplifier. In the insulating phase, for T < TV , the color
plot, Fig. 5f, shows the opening of the gap ∆ ∼ 300 meV
that we already identified in Fig. 5b and Fig. 5c.
Knowing the gap value for T < TV , it can be intro-
duced in the transfer function by multiplying Eq. 1 with
a Heaviside function H(ε − ∆) as shown Fig. 3c. Note
that the introduction of this gap does not shift the bind-
ing energy of the polaron. Fig. 3e shows the resulting
IV curves in a Fowler-Nordheim representation. They
have a negative slope at any voltage and are temperature
dependent as observed experimentally. This calculation
can also be compared with the dI/dV curves, Fig. 5h,
where one find that this transfer function qualitatively
describes the experimental data and the suppression of
conductance at zero bias.
For T > TV , if we interpret the activation energy as
the consequence of the opening of a gap of value ∆ ∼
75 meV , the DOS plotted as function of energy should
be suppressed to zero at low energy, ε < ∆, even at high
temperature T ∼ 240 K, as shown by the theoretical
calculation, Fig. 5i, where the gap ∆ ∼ 75 meV has been
introduced in the transfer function. Thermal broadening
alone would not be able to obscure the gap in the DOS
until a temperature T ∼ ∆/kB ∼ 900 K is reached.
As no gap is observed in the voltage dependence of the
dI/dV curves, this implies that no gap larger than ∆ >
10 meV exists in the high temperature phase.
Thus, this activated law, as also observed in DC trans-
port of single crystals13,26 and optical conductivity25 can-
not find its origin in the existence of a gap in the DOS.
The most likely explanation is that it originates from an
activated mobility as expected for polaron hopping. Such
a scenario was already considered for the interpretation
of DC transport13, optical conductivity measurements25
and contact resistance phenomenology7. This scenario
seems to be in contradiction with recent photoemission
measurements29,30. The elucidation of this contradiction
should await the availability of higher resolution photoe-
mission measurements.
To summarize, measurements of the temperature de-
pendence of the differential resistance of a nanogap struc-
ture bridged by a single magnetite nanoparticle demon-
strate the presence of the Verwey transition in a single
magnetite nanoparticle. At low bias, the normalized dif-
ferential conductance curves can be interpreted as DOS
spectra and provide a temperature-voltage map of the
DOS. This map suggests the opening of a gap as the tem-
perature is reduced below the Verwey transition, with a
maximum gap value of ∆ = 300 meV being reached for
temperatures below T ∼ 75 K. In the conducting phase,
T > TV , no gap exists in the DOS despite the observation
that the differential conductance at zero bias follows an
Arrhenius law with the activation energy EA ∼ 75 meV .
In a model where electronic transport is due to delocal-
ized states, the observation of an activated law would
imply the existence of an band gap with activated car-
rier density. The observation that no gap is present in
the DOS for T > TV suggests instead that electronic
transport is due to polaron hopping with activated mo-
bility. Finally, the signature of the polarons has been
identified as the upturn observed in IV curves plotted in
the Fowler-Norheim representation.
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