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Abstrakt
Tato bakalářská práce se zabývá studiem základních principů a postupů komprimačních algoritmů. Po 
identifikaci těchto základních postupů jsou vybrány algoritmy, které tyto postupy reprezentují. Pro 
zvolené algoritmy je navržena aplikace, jenž je následně implementována pro výukové potřeby s 
důrazem na vizualizaci kroků algoritmů. Vývoj aplikace zohledňuje přidávání dalších algoritmů.
Abstract
This bachelor thesis studies the basic principles and methods of compression algorithms. After 
identification of these basic methods, a few algorithms are selected to represent these methods. For 
the selected algorithms is designed an aplication, which is then implemented for education with 
emphasis on visualization of algorithms steps. Application development takes into account the 
addition of additional algorithms.
Klíčová slova
komprimační algoritly, run-lengh encoding, Huffmanovo kódování, aritmetické kódování, Lempel-
Ziv 77, Deflate, java applet
Keywords
compression algorithms, run-len encoding, Huffman coding, arithmetic coding, Lempel-Ziv 77, 
Deflate, java applet
Citace
David Kaše: Výuková aplikace kompresních algoritmů, bakalářská práce, Brno, FIT VUT v Brně, 2011
Výuková aplikace kompresních algoritmů
Prohlášení
Prohlašuji, že jsem tuto bakalářskou práci vypracoval samostatně pod vedením ing. Vlastimila 
Košaře.
Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
……………………
David Kaše
15.5.2012
Poděkování
Chtěl bych poděkovat mému vedoucímu, jímž byl Ing. Vlastimil Košař, za jeho rady a správné 
nasměrování v práci, když jsem si nebyl jist dalším postupem.
© David Kaše, 2012
Tato  práce  vznikla  jako  školní  dílo  na  Vysokém učení  technickém v Brně,  Fakultě  informačních 
technologií.  Práce je chráněna autorským zákonem a její  užití  bez udělení  oprávnění  autorem je  
nezákonné, s výjimkou zákonem definovaných případů.
Obsah
 Obsah...................................................................................................................................................1
 Seznam příkladů a obrázků..................................................................................................................2
1 Úvod...................................................................................................................................................3
2 Lehký úvod do kompresních metod...................................................................................................4
3 Vybrané algoritmy..............................................................................................................................6
3.1 Run-length encoding...................................................................................................................6
3.2 Huffmanovo kódování................................................................................................................7
3.3 Aritmetické kódování..................................................................................................................8
3.4 Lempel-Ziv 77..........................................................................................................................10
3.5 Deflate.......................................................................................................................................12
4 Návrh aplikace.................................................................................................................................15
4.1 Objekt hlavní menu...................................................................................................................15
4.2 Objekt algoritmu RLE...............................................................................................................16
4.3 Objekty algoritmu Huffmanova kódování.................................................................................16
4.4 Objekty algoritmu aritmetického kódování...............................................................................18
4.5 Objekty algoritmu LZ77...........................................................................................................19
4.6 Objekty algoritmu Deflate.........................................................................................................20
5 Implementace...................................................................................................................................22
5.1 Applet a hlavní nabídka............................................................................................................22
5.2 Třída RLE.................................................................................................................................23
5.3 Huffmanovo kódování..............................................................................................................24
5.3.1 Binární strom.....................................................................................................................25
5.4 Aritmetické kódování................................................................................................................26
5.4.1 Aritmetický interval...........................................................................................................27
5.5 LZ77 kódování..........................................................................................................................27
5.6 Deflate.......................................................................................................................................28
5.6.1 Binární stromy v Deflate....................................................................................................30
5.7 Příklady výstupů algoritmů.......................................................................................................30
6 Závěr................................................................................................................................................33
 Literatura............................................................................................................................................34
 Seznam příloh.....................................................................................................................................35
1
Seznam příkladů a obrázků
Příklad 1. Efektivnost algoritmu RLE.................................................................................................... 6
Příklad 2. Nevhodnost použití RLE........................................................................................................ 6
Příklad 3. Tvorba binárního stromu........................................................................................................ 8
Příklad 4. Aritmetické kódování........................................................................................................... 10
Příklad 5. Kodér LZ77.......................................................................................................................... 11
Příklad 6. Dekodér LZ77...................................................................................................................... 12
Obrázek 1. Návrh okna hlavní nabídky................................................................................................ 15
Obrázek 2. Návrh okna algoritmu RLE................................................................................................ 16
Obrázek 3. Návrh okna algoritmu Huffmanova kódování................................................................... 18
Obrázek 4. Návrh okna algoritmu aritmetického kódování................................................................. 19
Obrázek 5. Návrh okna algoritmu LZ77.............................................................................................. 20
Obrázek 6. Návrh okna algoritmu Deflate........................................................................................... 21
Obrázek 7. Panel hlavní nabídky.......................................................................................................... 23
Obrázek 8. Panel algoritmu RLE.......................................................................................................... 23
Obrázek 9. Panel algoritmu Huffmanova kódování............................................................................. 24
Obrázek 10. Panel algoritmu aritmetického kódování......................................................................... 26
Obrázek 11. Panel algoritmu LZ77...................................................................................................... 27
Obrázek 12. Panel algoritmu Deflate................................................................................................... 29
Obrázek 13. Příklad Huffmanova kódování ….................................................................................... 30
Obrázek 14. Příklad posledního intervalu aritmetického kódování …................................................ 31
Obrázek 15. Seznamy četností v příkladu Deflate ….......................................................................... 31
Obrázek 16. Binární stromy v příkladu Deflate ….............................................................................. 32
2
1 Úvod
Tématem této bakalářské práce je tvorba výukové aplikace kompresních algoritmů. Než ale 
začneme  tvořit  aplikaci,  musíme  se  seznámit  s  principy  a  algoritmy  komprese.  Komprimační 
algoritmy slouží k převedení vstupní abecedy do výstupní abecedy.  Nejčastěji je velikost výstupu 
menší než vstupu, ale není to pravidlem. Při špatném použití u některých algoritmů lze dosáhnout i 
opaku, jak si ukážeme.
V této práci jsou popsány některé základní pojmy z oboru komprese dat. Cílem nastudování 
těchto pojmů je získání schopnosti vybrat vhodné kompresní algoritmy, na kterých lze demonstrovat 
základní  principy  většiny  programů  určených  ke  kompresi  dat.  Na  základě  těchto  algoritmů 
vytvoříme návrh aplikace pro vizualizaci komprese vstupního řetězce zadaném uživatelem. Aplikace 
bude  určena  pro  výuku  a  usnadnění  pochopení  základních  principů  komprese  dat  na  zvolených 
algoritmech. Efektivnost a rychlost komprese tedy při návrhu a později v implementaci není prioritní 
oproti názorné vizualizaci. Reverzní algoritmy pro dekodéry nejsou součástí této práce.
Ve  druhé  kapitole  najdeme  popis  něterých  základních  pojmů  v  oboru  komprese  dat.  Třetí 
kapitola obsahuje souhrn vybraných komprimačních algoritmů a v jednotlivých podkapitolách jsou 
vysvětleny jejich principy. Následující čtvrtá kapitola popisuje objektově orientovaný návrh struktury 
a  vzhledu  aplikace  nezávislý  na  implementačním  jazyce  pro  všechny  algoritmy.  Implementace 
aplikace popsaná v páté kapitole je rozdělena do podkapitol podle jednotlivých algoritmů. Na konci 
této kapitoly jsou uvedeny příklady z aplikace. Celá práce je nakonec v poslední kapitole zhodnocena 
s návrhy na další vývoj.
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2 Lehký úvod do kompresních metod
Definice pojmů jsou převzaty z [12]. Kódování je proces vzájemně jednoznačného převedení 
množiny  symbolů  z  jedné  abecedy do  druhé  výstupní  abecedy.  Z  toho plyne,  že  pro  dva  různé 
soubory vzniknou opět dva různé soubory, jinak by byla zpětná dekomprese nemožná.
Kódování může zvyšovat i snižovat redundanci vstupu. Redundance je objem dat použitých pro 
zakódování  informace  navíc,  než je  minimálně  zapotřebí.  Snižováním,  nebo úplným odstraněním 
redundance  vstupních  dat  je  komprimujeme  na  menší  objem.  Zvýšení  redundance  se  používá 
například při tvorbě kódu pro opravu chyby. Komprese náhodných souborů není možná, neboť je zde 
redundance ve velmi malé míře, nebo vůbec není přítomna.
Abecední  redundance  zohledňuje  četnost  jednotlivých  znaků  například  v  jazyce  vstupu. 
Například písmeno E je v anglických textech zpravidla nejčastější, a proto je mu přiřazen nejkratší 
kód s proměnnou délkou kódového slova. Kontextová redundance vychází z vlastností vstupních dat. 
Například za  pímenem Q často následuje  písmeno U.  Tento typ  redundance je  velice  výrazný u 
obrazových a zvukových záznamů, protože sousední vzorky (pixely nebo zvukové vzorky) mají často 
podobnou hodnotu.
Obecná metoda komprese dat neexistuje. Kompresní algoritmus musí zkoumat vstupní data a 
snažit se vyhledat a odstranit redundanci. Kompresní metody jsou tedy datově závislé a liší se podle 
typu dat, které jsou schopny efektivně zpracovat.
Neadaptivní  metoda  komprese  je  fixní  pro  všechny  svoje  vstupy.  Tento  pevný  postup  je 
například na základě jazyka. Adaptivní kompresní metody naopak svůj vstup zkoumají a přispůsobují 
postup vstupním datům k dosažení lepšího výsledku.
Další rozdělení metod je podle počtu průchodů vstupu. V prvním průchodu lze u neadaptivních 
metod  již  vytvářet  výstup.  Některé  adaptivní  metody  při  prvním  průchodu  pouze  zkoumají 
charakteristiky vstupu a při druhém průchodu kódují vstup na základě analýzy z prvního průchodu. 
Neadaptivní  jsou  zpravidla  jednoprůchodové  a  adaptivní  můžou  být  jednoprůchodové  i 
dvojprůchodové.
Metody  ztrátové  komprese  mají  většinou  lepší  kompresní  poměr  oproti  bezeztrátovým.  V 
průběhu komprese  je však ztracena část  vstupní  informace,  takže zpětnou dekompresí  nezískáme 
původní  vstup.  Dekompresí  výstupu  bezeztrátového  algoritmu  získáme  původní  vstup.  Ztrátová 
komprese je využívána hlavně v kompresi zvuku, obrazů a videa. Je-li  ztráta malá,  člověk rozdíl 
nepozná. U textových souborů je však, až na jisté vyjímky, jakákoliv ztráta informace nepřípustná. V 
některých případech je možné vypustit například mezery nebo informace o fontu nebo formátování.
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Perceptivní  kompresí  nazýváme  případ,  kdy  ztrátový  kompresor  využívá  specifických 
vlastností daných dat. Například odstraněním dat, které člověk ve výstupu nepozná.
Pojmu  symetrická  komprese  se  využívá  v  případě,  kdy  kodér  i  dekodér  využívají  stejný 
algoritmus,  ale  pracují  v  inverzním  režimu.  Doba  kódování  i  dekódování  je  zhruba  stejná. 
Asymetrická  komprese  nastává,  když  kompresor  nebo  dekompresor  pracují  výrazně  déle. 
Asymetrická komprese se tedy používá například k archivaci, kde kompresor pracuje pomaleji, ale s 
větším kompresním poměrem.
Pro určení kompresní výkonnosti se používá několika veličin.
 Kompresní poměr je definován jako
Kompresní poměr= velikost výstupního toku
velikost vstupníhotoku
Tato veličina nám udává o kolik je výstupní tok menší než vstupní v případě poměru menšího 
než jedna. Kompresní poměr je možné vyjádřit různými způsoby. Například pojmem „bitů na bit“ 
(bpb), jenž udává počet výstupních bitů potřebných k zakódování jednoho vstupního bitu. Podobně 
jsou charakterizovány další  interpretace jako „bitů na pixel“ (bpp),  nebo „bitů na znak“ (bpc).  S 
kompresním poměrem souvisí pojem bitové režie. Jedná se o podíl objemu dat ve výstupním toku, 
které nebyly součástí vstupního toku a jsou nezbytná pro korektní dekompresi.
Kompresní faktor je převrácená hodnota kompresního poměru. Tato míra je pro většinu lidí 
snáze pochopitelná, neboť čím větší číslo, tím lepší je komprese.
Kompresní zisk je definován výrazem
Kompresní zisk=100 log e
referenční velikost
komprimovaná velikost
Jednotka  kompresního  zisku  se  nazývá  procentuální  logaritmický  poměr  a  zančí  se  o/o. 
Referenční  velikost  může  být  velikost  vstupního  toku,  nebo  velikost  komprimovaného  toku 
vytvořeného  nějakou  standartní  kompresní  metodou.  Díky  přítomnosti  logaritmu  se  mohou  dva 
kompresní zisky porovnat pomocí rozdílu hodnot.
Rychlost komprese se může měřit v počtu cyklů na byte (cpb). Je to střední počet strojových 
cyklů ke kompresi jednoho bytu. Tato míra je důležitá v případě, že komprese se provádí pomocí 
speciálních obvodů.
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3 Vybrané algoritmy
Všechny  zvolené  algoritmy  jsou  bezeztrátové.  Princip  jejich  dekomprese  lze  jednodušše 
odvodit  z  principu  kompresoru.  U  algoritmu  LZ77  je  popsán  i  princip  jeho  dekompresoru.  Ze 
zvolených algoritmů dva koprimují již při prvním průchodu, RLE a LZ77, a zbylé algoritmy jsou 
schopny  komprimace  až  po  analyzování  vstupu  prvním  průchodem.  Metody  používané  v 
komprimovacích programech často vycházejí z některého z těchto algoritmů.
Pro vybrané algoritmy je vytvořena prezentace  nacházející se na přiloženém CD v této práci.
3.1 Run-length encoding
Run-length encoding, dále jen RLE, je nejjednodušší metoda ze zvolených, která komprimuje 
vsupní data již při prvním průchodu. Principem této metody, podle [1], je zkrazovat délky po sobě 
jdoucích stených znaků na dvojici délka, znak. 
Příklad vstupních dat kodéru RLE:
WWWWWWWWWWWWBWWWWWWWWWWWWBBBWWWWWWWWWWWWWWWWWWWWWWWWBWWWWW
Výstup kodéru RLE:
12W1B12W3B24W1B9W
Příklad 1. Efektivnost algoritmu RLE
Z  příkladu  1  je  vidět,  že  i  takto  jednoduchý  algoritmus  může  být  velice  efektivní.  Jeho 
efektivnost avšak silně závisí na charakteru vstupních dat. Jelikož se kódují i samostané znaky na 
dvojce s délkou jedna, většina klasických textů by měla kompresní poměr velice špatný, často by 
výstup byl dokonce větší než vstup, jako je tomu ukázáno v příkladu 2. 
Příklad vstupních dat kodéru RLE:
Toto je vzor klasického textu.
Výstup kodéru RLE:
1T1o1t1o1 1j1e1 1v1z1o1r1 1k1l1a1s1i1c1k1é1h1o1 1t1e1x1t1u1.
Příklad 2. Nevhodnost použití RLE
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RLE dosahuje dobrých výsledků spíše s  obrázky nebo obecně binárními  daty.  Zde je totiž 
mnohem menší pravděpodobnost, že dva po sobě jdoucí pixely budou mít odlišnou hodnotu. Navíc 
kodér  i  dekodér  RLE  jsou  velice  jednoduše  implementovatelné  a  bezeztrátové.  RLE  je  tedy 
jednoduchým a dobrým  komprimovacím algoritmem pro nepříliš se měnící data.
3.2 Huffmanovo kódování
Algoritmus  byl  představen  v  [4].   Komprese  podle  Huffmanova  kódování  je  založená  na 
skládání výstupu z řetězců různých délek. K určení tvaru výstupního řetězce pro libovolný znak je 
použita binární stromová struktura, někdy též nazývaná Huffmanův strom. Délka výstupní kódové 
značky je dána podle četnosti výskytu vstupního znaku stylem, čím výšší četnost, tím kratší značka. 
Ve variantě Huffmanova kódování s fixními tabulkami, je použit statický strom, například pro určitý 
jazyk. Efektivnost takto zakódovaného textu je dobrá, neboť pro častěji vyskytující se znaky v daném 
jazyce jsou použity kratší řetězce. Kompresní poměr však často není nejlepší, protože použitý strom 
je  optimalizován  pro  daný  jazyk,  ale  ne  pro  konkrétní  vstup.  Nejlepšího  kompresního  poměru 
dostáváme při dvojím průchodu vstupního řetězce, kde při prvním průchodu analyzujeme vstup a z 
výsledné  analýzy sestavíme  strom ideální  pro  daný vstup.  Tvorba  takového binárního  stromu je 
ukázána  v  příkladu  3.  Takto  je  algoritmus  popsán  v  [2].  Je  ovšem nutné  nový strom přiložit  k 
zakódovanému  výstupu  pro  dekompresor.  Z  principu  je  vidět,  že  kodér  i  dekodér  jsou  značně 
složitější než u předcházejícího algoritmu.
• 4 různé symboly a četnosti 
s1(0,08), s2(0,7), s3(0,1), s4(0,12)
1) Zdrojové znaky se uspořádají postupně podle pravděpodobnosti výskytu p (s2, s4, s3, s1).
2) Sečteme poslední dvě pravděpodobnosti (s3 + s1 = 0,18) a výsledek zařadíme podle velikosti 
mezi ostatní pravděpodobnosti – redukce (s2, s13, s4).
3) Znovu sečteme poslední dvě pravděpodobnosti (s13 + s4 = 0,3) a výsledek zařadíme podle 
velikosti (s2, s134).
4) Sčítání pravděpodobností provádíme tak dlouho, až dojdeme k součtu 1 (s2 + s134).
5) Posledním dvěma znakům přiřadíme kódové znaky 1 (s2, znak s vyšší pravděpodobností) a 0 
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pro (s134).
6) Zpětným postupem přiřazujeme jednotlivým sčítancům vždy kódové znaky 1 a 0, dokud 
nepřiřadíme kódové znaky všem zdrojovým znakům.
7) Výsledný kód znaku je sestaven ze znaků 1 a 0 podle toho, jak se daný znak seskupoval s 
ostatními znaky.
• Výsledný strom určující tvar binárních řetězců
s1 = 010, s3 = 011, s2 = 1, s4 = 00
Příklad 3. Tvorba binárního stromu
Varianta  Huffmanova  kódování  s  fixními  tabulkami  je  tedy  vhodná  pro  vstup,  u  kterého 
existuje jistá pravidelnost a předvídavost, jako je tomu například u zdrojových kódů programu, kde 
vstupem  můžou  být  například  i  celá  klíčová  slova  daného  jazyka.  Dvouprůchodová  forma 
Huffmanova kódování vykazuje mnohem lepší výsledky u obecného vstupu, neboť je vytvořen strom 
optimalizovaný pro aktuální  vstup.  V této práci  je  zvolena metoda se  dvěma průchody pro svou 
obecnost a výukovou hodnotu tvorby stromu. V případě, že vytváříme strom a zároveň kódujeme 
vstup už při prvním průchodu, mluvíme o Adaptivním Huffmanově kódování, které prochází vstupní 
data pouze jednou, jak je psáno v [3].
3.3 Aritmetické kódování
Algoritmus publikován v [6], tato kapitola vychází z [5]. Aritmetické kódování je založeno na 
principu dělení intervalu <0,1) a nekonečného počtu různých číslic v tomto intervalu. Celý vstup je 
tedy převeden na číslo n, pro které platí 0 ≤ n < 1. Vstup je kódován postupně po znacích podle jejich 
četnosti. Je tedy nutné vstup procházet dvakrát. Při prvním průchodu se sestavuje statistický model. V 
druhém průchodu se  rozdělí  interval  v  poměru  podle  statistického modelu  a  podinterval  náležící 
aktuálnímu vstupnímu znaku se stane novým intervalem pro další znak vstupu. Počáteční interval je 
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<0,1).  Po  zakódování  posledního  znaku  vstupu  je  nutné  z  aktuálního  intervalu  vybrat  číslo  s 
nejmenším počtem číslic. Průběh algoritmu komprese je uvedena v příkladu 4. Dekodér pro úspěšné 
dekódování potřebuje zakódované číslo vstupu, statistický model, kterým se vstup zakódoval, a počet 
znaků vstupu, v případě, že ve statistickém modelu není zahrnut znak pro konec vstupu.
Algoritmus aritmetického kódování je velice jednoduchý, ale náročný na implementaci. Pro 
jednotlivé kroky kodéru i dekodéru viz níže. Jelikož algoritmus často počítá s dlouhými desetinnými 
čísly, klasické datové typy pro reálná čísla nemusí svojí přesnotí vyhovovat. V takovém případě je 
možné sáhnout po externí knihovně, která zvládá počty s dostatečně dlouhými čísly.
Algoritmus kodéru
1) Aktuální  interval  (na  počátku  <0,1)  )  rozdělíme  na  podintervaly  v  poměru  podle 
pravděpodobnostního modelu.
2) Podinterval odpovídající aktuálnímu symbolu se stane aktuálním intervalem.
3) Pokud není konec tak skoč na 1), jinak pokračuj
4) Z aktuálního intervalu vyber číslo s nejmenším počtem číslic, které je výsledkem komprese
Algoritmus dekodéru
1) Aktuální  interval  (na  počátku  <0,1)  )  rozdělen  na  podintervaly  v  poměru  podle 
pravděpodobnostního modelu.
2) Podinterval, do kterého spadá zakódované reálné číslo, reprezentuje dekódovaný symbol a 
tento interval se stává aktuálním.
3) Skoč  na  1  pokud  není  zaznamenán  symbol  konce  kódovaných  dat  nebo  pokud  počet 
dekódovaných symbolů je menší než předem známý počet zakódovaných symbolů.
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• 4 symboly
– s1(0,6), s2(0,2), s3(0,1), s4(0,1)
• Statistický model pravděpodobností 
Symbol Podíl intervalu
s1 0,6
s2 0,2
s3 0,1
s4 0,1
• Symbol s4 reprezentuje konec dat
• Zakódování posloupnosti (s1, s3, s4) 
• Zakódovaná posloupnost muže být 0.534, 0.535, 0.536, 0.537, 0.538, nebo 0.539
• Při použití dvojkové soustavy vzroste efektivita
Příklad 4. Aritmetické kódování
3.4 Lempel-Ziv 77
Lempel-Ziv 77, dále jen LZ77, je bezeztrátový kompresní algoritmus publikovaný Abrahamem 
Lempelem a Jacobem Zivem v roce 1977 v [9]. Obsah této kapitoly založen na [8]. LZ77 se řadí mezi 
slovníkové algoritmy.  Vstupní  řetězec komprimuje  při  jediném průchodu.  Algoritmus  zpracovává 
vstup tak, že „vidí“ určitý počet již zpracovaných znaků a několik znaků ještě nezpracovaných. Takto 
jsou vytvořena dvě okna se kterými algoritmus pracuje. Okno obsahující již zpracované znaky se 
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nazývá vyhledávací buffer a okno obsahující ještě nezpracované znaky se nazývá předvídací buffer. 
Jak se postupně zpracovávají znaky, tak se do výstupu zapisují značky daného formátu. 
Formát výstupní značky:
( offset, délka, následující znak )
Offset ve značce udává vzdálenost k začátku vzoru ve vyhledávacím bufferu. Délka udává 
velikost shody a následující znak je znak těsně za shodou v předpovědním bufferu. Shoda se hledá 
postupně. Nejdříve se vezme pouze první znak z předpovědního bufferu a hledá se ve vyhledávacím 
bufferu. V případě nalezení se vezme další znak z předpovědního bufferu a opět se hledá shoda ve 
vyhledávacím bufferu. Shoda může zasahovat i do předpovědního bufferu. Tento postup se opakuje 
dokud nedojde předovědní buffer nebo dokud hledání shody selže. Když se shoda nenajde, nebo když 
dojde předpovědní buffer, vrací se o krok zpět a vytvoří se značka, která se zapíše do výstupního 
řetězce. Po zapsání značky se oba buffery posunou ve vstupu o délku shody plus jedna (připočten i 
následující znak)  a proběhne nový cyklus porovnávání. Pokud již při prvním porovnávání nebyla 
nalezena shoda, je offset a délka rovna nule. Tvorba značek je znázorněna v příkladu 5 a dekódování 
několika značek v příkladu 6.
i k a c c b a d a c c b a c c b a c c g i k m c a b
Zápis značky ( 6, 2, c)
i k a c c b a d a c c b a c c b a c c g i k m c a b
Zápis značky ( 4, 5, g)
i k a c c b a d a c c b a c c b a c c g i k m c a b
Zápis značky ( 0, 0, i)
Příklad 5. Kodér LZ77
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i k a c c b a d a c c 
Dekódování značky ( 6, 2, c)
i k a c c b a d a c c b a c 
Dekódování značky ( 4, 5, g)
i k a c c b a d a c c b a c c b a c c g 
Dekódování značky ( 0, 0, i)
i k a c c b a d a c c b a c c b a c c g i 
Příklad 6. Dekodér LZ77
Efektivita závisí  na tom,  jak často a jak dlouhé se opakují  řetězce.  Celková efektivita také 
závisí  na  vhodně  zvolené  velikosti  obou  oken.  Čím  větší  okno,  tím  větší  objem  dat  musí  být 
rezervován pro offset  nebo délku.  LZ77 je  slovníkovým algoritmem,  protože vyhledávací  buffer 
slouží jako slovník. LZ77 je vhodné použít tam, kde se očekává časté opakování různých řetězců. 
Kodér i dekodér jsou relativně jednoduché na implementaci.
3.5 Deflate
Deflate je rozšířená kompresní metoda, kterou původně používal mimo jiné i známý software 
Zip a Gzip. Algoritmus navrhl Philip Katz jako část formátu souborů Zip, implementovaného v jeho 
software PKZIP. Formát  ZIP i  metoda Deflate jsou veřejná doména,  což umožnilo implementace 
různých nástrojů na mnoha platformách. Specifikace algoritmu Deflate byla přepsána do RFC [11]. 
Kapitola vychází  z [10].
Metoda  je  založená  na  variantě  LZ77,  kombinované  s  Huffmanovým  kódem.  Modifikace 
algoritmu LZ77 spočívá v jiném formátu značky. Původní formát značky je trojice
( offset, délka, následující znak )
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Třetí položka je nezbytná v případech, kdy se nenajde shoda s žádným řetězcem, ale je součástí 
každé značky, což snižuje výkonnost algoritmu LZ77. Modifikace, použitá v Deflate odstraňuje třetí 
položku následujícího symbolu ve značce. Do komprimovaného toku se tak zapisuje značka
(délka, offset)
V  případě,  že  se  nenalezne  shoda,  tak  se  do  komprimovaného  toku  zapíše  místo  značky 
nekomprimovaný znak beze shody. Výsledný komprimovaný tok se skládá z tří entit:
• literály - znaky beze shody
• offsety - v literatuře Deflate se obvykle nazývají vzdálenostmi
• délky
Pro tyto entity Deflate zapíše do komprimovaného toku Huffmanovy kódy, přičemž je využito 
více  tabulek pro  kódové  značky.  První  tabulka  obsahuje  kódy pro  literály a  délky shody,  neboť 
literály jsou byty, a proto leží v intervalu [0,255], a délky shody jsou v Deflate obvykle omezeny do 
258. Vzdálenosti mají vlastní tabulku kódových značek, protože  Deflate dovoluje vyhledávací buffer 
až do 32 KB. 
Při určení dvojice (délka, vzdálenost), kodér prohledá tabulku kódů literálů/délek, pro nalezení 
kódu délky. Tento kód (v literatuře se používá výrazu „edoc“) se nahradí Huffmanovým kódem, který 
se zapíše do komprimovaného toku. Kodér dále prohledá tabulku vzdáleností pro kód vzdálenosti a 
zapíšeho do komprimovaného toku. Dekodér pozná kdy očekávat kód vzdálenosti, neboť je vždy za 
kódem délky. 
Varianta LZ77 v Deflate se pokouší odkládat shodu tímto způsobem. Pokud najde shodu o 
délce například 3, zapamatuje si současný stav a vyjme první znak z předvídacího bufferu  a zkouší 
najít delší shodu než v předchozím případě, tedy větší než 3. Pokud se podaří najít delší shodu, tak 
uložený znak z předvídacího bufferu vyšle jako znak beze shody a pokračuje v kompresi.  Je zde 
přítomný tříhodnotový parametr určující přístup k sekundárnímu vyhledávání. V „normálním“ režimu 
je zadána parametrem délka,  kde při  shodě větší,  než tento parametr  se sekunndární  vyhledávání 
vynechává. V režimu „vysoké komprese“ kodér vykonává sekundární vyhledávání vždy, což zvyšuje 
kompresi,  ale  i  čas  strávený  vyhledáváním.  V  režimu  „rychlé  komprese“  se  sekundární  shoda 
neprovádí.
Deflate komprimuje vstup po blocích, kde každý blok je komprimován odděleně. Bloky mohou 
mít  různé délky.  Jednotlivé  parametry bloku jsou uvedeny v prefixu délky patnácti  bitů  a  volné 
paměti  pro  dekodér  (s  vyjímkou  bloků  v  režimu  1,  které  jsou  omezeny  na  65535  bytů 
nekomprimovaných dat). Deflate nabízí tři režimy koprese.
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1. Bez  komprese.  Tento  režim  se  využívá  u  souborů  nebo  částech  souboru  kde  jsou 
nekomprimovatelné  (náhodné  nebo  již  komprimované,  tj  s  malým  předpokládaným 
koeficientem komprese)  data, nebo pro segmentaci souboru. V tomto režimu nejsou využity 
žádné tabulky. Délka bloku v tomto režimu je omezena na 65535 bytů.
2. Komprese s fixními kódovými tabulkami. V kodéru i dekodéru jsou již implementovány 
dvě kódové tabulky, které se využijí pro komprimaci a dekomprimaci bloku v tomto režimu. 
Přítomnost  tabulek urychluje  kompresi  i  dekompresi  a není  potřeba tabulky zapisovat  do 
komprimovaného  toku.  Pokud  se  vstupní  data  statisticky  liší  od  dat  použitých  k  tvorbě 
tabulek, tak se účinnost komprese snižuje.
3. Komprese s individuálními kódovacími tabulkami.  Tyto tabulky jsou tvořeny přímo na 
určitá data. Blok v tomto režimu obsahuje tabulku Huffmanových kódů pro komprimaci obou 
tabulek,  komprimované  tabulky  literálů/délek  a  vzdáleností,  které  následuje  vlastní 
komprimovaná data.
Další podrobnosti algoritmu Deflate nebudou zde rozebírány, neboť nejsou dále v této práci 
využity.
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4 Návrh aplikace
Úkolem je vytvořit aplikaci, která musí co nejlépe demonstrovat princip a vypomoct při učení 
zvolených  algoritmů.  Je  tedy  vhodné  při  zobrazení  funkce  algoritmu  uživateli  neukazovat  příliš 
mnoho  zbytečných informací,  aby jimi  nebyl  příliš  rozptýlen od jádra  algoritmu.  Jelikož účelem 
aplikace je pomoct při výuce, není tedy uzpůsobena na běžné užívání jako kompresní program, ale 
pouze jako pomocný prostředek při  pochopení principu zvolených algoritmů. Návrh je dělán jako 
objektově orientovaný pro snadné udržení  přehlednosti  zdrojového kódu.  Každý algoritmus  bude 
představovat jeden objekt (budou zde ale i pomocné objekty). Hlavní menu pro výběr algoritmu bude 
objekt, ve kterém se bude uchovávat reference na objekt zvoleného algoritmu.
4.1 Objekt hlavní menu
Objekt hlavního menu reprezentuje okno s výběrem možných algoritmů s rozložením podle 
obrázku 1. Okno musí být dostatečně velké, aby mohl být zobrazen jakýkoliv zvolený algoritmus. Je 
zde  také  potřeba  zajistit  správné  odebírání  zobrazeného  objektu  zvoleného  algoritmu  a  korektní 
načtení nového objektu stejného nebo jiného algoritmu.
Obrázek 1. Návrh okna hlavní nabídky
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4.2 Objekt algoritmu RLE
Objekt  algoritmu  RLE  (Run-length  encoding)  musí  obsahovat  pole  pro  vstup  a  výstup  s 
popisky. Díky jednoduchému principu algoritmu a jeho kódování za běhu, zde stačí zobrazovat právě 
přečtený symbol a současný počet opakování. Při změně symbolu se zapisuje výsledná dvojce počtu 
opakování a symbolu do výstupního pole. Rozložení komponent je znázorněno v obrázku 2.
Algoritmus  budeme  řídit  dvěmi  tlačítky.  První  bude  reprezentovat  spuštění  algoritmu  bez 
zastavení  a  druhé  tlačítko  bude  sloužit  ke  krokování  algoritmu.  Při  krokování  se  po  každém 
přečteném symbolu  algoritmus  zastaví  a čeká na další  stisk tlačítka pro krokování.  Pokud se při 
krokování  stiskne tlačítko pro normální  běh algoritmu,  je dosavadní  průběh komprese  zahozen a 
algoritmus běží od začátku vstupu. Toto chování je tolerováno z výukových důvodů, kde je aplikace 
určena  pro  pochopení  principu.  Lze  tedy předpokládat  vstupy nepříliš  velké  délky,  kde  uživatel 
nepostřehne prodlevu při znovukomprimaci vstupu. 
Není potřeba vytvářet žádné další podpůrné objekty.
Obrázek 2. Návrh okna RLE algoritmu
4.3 Objekty algoritmu Huffmanova kódování
Hlavní  objekt  algoritmu  Huffmanova  kódování  musí  obsahovat  pole  pro  vstup  a  výstup  s 
popisky.   Dále je nezbytná oblast pro výpis modelu četností  a zobrazení právě čteného symbolu. 
Bude  nutné  rezervovat  další  dostatečně  velkou  oblast  pro  zobrazení  Huffmanova  stromu.  Jako 
poslední  je  nutno  brát  v  úvahu umístění  dvou kontrolních  tlačítek  pro  ovládání  běhu algoritmu. 
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Rozložení  jednotlivých  komponent  je  znázorněno  na  obrázku  3.  Hlavní  objekt  má  funkci  řízení 
algoritmu za pomoci podpůrných objektů. Následuje popis jednotlivých podpůrných objektů.
Pro model četností je vhodné zavést objekt reprezentující symbol a jeho počet výskytů. Během 
čtení vstupních symbolů se zobrazuje aktuální symbol. Při procházení vstupu se pro prečtený symbol 
vytvoří instance, která se uloží do vhodné datové struktury, nebo při přečtení symbolu, který se již 
vyskytoval minimálně jednou ve vstupu, se nevytváří nový objekt, ale zvýší se hodnota počtu výskytů 
v již existujícím objektu. Během prvního čtení vstupu se zároveň po každém přečteném symbolu 
zobrazí  datová  struktura  pro  objeky symbolů  do  oblasti  pro  výpis  modelu  četnosti  ve  vhodném 
formátu, seřazena od nejčetnějšího po nejméně četný symbol pro snadnou orientaci při dalším kroku.
Po  analýze  vstupu  a  zjištění  počtu  výskytů  jednotlivých  symbolů  je  potřeba  vytvořit 
Huffmanův storm, ze kterého poté zjistíme jednotlivé řetězce pro symboly.  Zde je vhodné vytvořit 
několik nových typů objektů.
Jako první je potřeba vytvořit objekt reprezentující uzel stromu. Tento objekt obsahuje symbol 
a počet výskytů tohoto symbolu. Neobsahuje však reference na své podstromy.
Pro reprezentaci struktury Huffmanova stromu jsou použity pro přehlednost dva objekty. První 
objekt reprezentuje strukturu stromu a obsahuje reference na objekt uzlu (popsán výše) a reference na 
své dva podstromy. Dále zde bude referece na druhý objekt pro reprezentaci Huffmanova stromu, 
který se stará o vhodně vypadající vykreslení.
Posledním  podpůrným objektem  pro  algoritmus  Huffmanova  kódování  je  objekt  obalující 
předchozí podpůrné objekty a uchovávající statistický model vytvořený dříve. Dále doplňuje funkce 
pro korektní stavbu stromu a zajišťuje vygenerování kódových řetězců, které uloží do vhodné datové 
struktury.
Algoritmus  se  bude řídit  dvěma tlačítky,  kde jedním tlačítkem lze  krokovat  čtení  vstupu s 
tvorbou statistického modelu, Huffmanova stromu, generování kódových značek a následný proces 
zakódování vstupu. Druhé tlačítko spustí algoritmus Huffmanova kódování bez přerušení. Stejně jako 
u RLE zde není potřeba pro automatický běh algoritmu pokračovat v přechozím rozkrokovaném běhu 
ze stejných důvodů jako u předchozího algoritmu.
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Obrázek 3. Návrh okna algoritmu Huffmanova kódování
4.4 Objekty algoritmu aritmetického kódování
Hlavní  objekt  algoritmu aritmetického kódování  musí  obsahovat  pole pro vstup a výstup s 
popisky.  Je  zde  také  nutné  zařadit  zobrazení  právě  čteného  symbolu  a  místo  pro  zobrazení 
statistického modelu  vstupních  dat.  Jako poslední  musíme  rezervovat  místo  zobrazení  aktuálního 
intervalu. Samotné rozložení komponent bude podle obrázku 4.
Statistický model se vytvoří obdobně jako u Huffmanova kódování. Pomocí objektu pro znak a 
jeho počet výskytů se pro nový symbol vytvoří nová instance a pro symbol, který se již minimálně 
jednou ve vstupu objevil se zvýší počet výskytů v příslušném objektu. Objekty symbolů jsou uloženy 
ve vhodné struktuře pro snadný přístup. Při prvním čtení vstupu se po každém přečteném symbolu 
zobrazí aktualizovaná a vhodně stylizovaná struktura uchovávající statistický model.
Po analyzování vstupu a vytvoření statistického modelu se zobrazí počáteční interval rozdělený 
podle počtu výskytů jednotlivých symbolů. Pro zobrazení intervalu bude použit nový typ objektu. 
Jeho  účelem je  zobrazení  intervalu  a  jeho  rozdělení  na  podintervaly.  Obsahuje  taktéž  funkci  na 
zakódování vstupního symbolu a tudíž výpočet nového intervalu. Dále zde bude přítomna funkce na 
nalezení nejkratšího reálného čísla z aktuálního intervalu.
V tomto objektu je nezbytně nutné zajistit dostatečnou přesnost reálných čísel, jelikož základní 
datové typy nejspíše nebudou svojí přesností vyhovovat.
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Ovládání  algoritmu  bude  uskutečněno  dvěma  tlačítky.  Jedno  tlačítko  bude  pro  krokování 
algoritmu při vytváření statistického modelu a následného zakódování. Druhé tlačítko bude sloužit 
pro spuštění algoritmu na vstupní řetězec bez přerušení.
Obrázek 4. Návrh okna algoritmu aritmetického kódování.
4.5 Objekty algoritmu LZ77
Hlavní objekt algoritmu LZ77 (Lempel-Ziv 77) obsahuje pole pro vstup a výstup s popisky. 
Dále zde bude prostor pro kopii vstupního řetězce, ve které budou začátky a konce vyhledávacího a 
předvídacího  posuvného  okna  vhodným způsobem vyznačeny.  Pro  usnadnění  sledování  principu 
algoritmu zde ještě budou zvlášť zobrazeny obsahy jednotlivých bufferů (vyhledávací a předvídací) 
spolu  s  aktuální  shodou  a  její  délkou.  Rozložení  vizualizačních  komponent  je  znázorněno  v 
obrázku 5. Délky vyhledávacího a předvídacího bufferu mohou být neměnné a vhodně zvolené pro 
obecná data. K pochopení principu algoritmu není nutné měnit jejich délky.
Zakódované značky je vhodné uchovávat jako nový objekt reprezentující danou n-tici. Tyto 
objekty  jsou  seskupeny  v  hlavním objektu  v  příslušné  struktuře.  Objekt  reprezentující  kódovou 
značku obsahuje offset, délku a následující symbol.
Algoritmus je ovládán dvojicí tlačítek, kde jedno tlačítko spustí algoritmus na zadaný vstup bez 
přerušení. Druhé tlačítko krokuje algoritmus po znacích a jednotlivých vyhledáváních se zvyšující se 
shodou. 
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Obrázek 5. Návrh okna algoritmu LZ77
4.6 Objekty algoritmu Deflate
Deflate  je  ze  zvolených  algoritmu  nejsložitější  a  není  jednoduchý  na  pochopení.  V  této 
výukové aplikaci bude tedy jeho zjednodušená varianta. Z režimů vyhledávání bude použit  pouze 
režim „rychlé komprese.“  Ostatní dva režimy jsou jen lehké úpravy zvoleného režimu. V „normální“ 
i ve „vysoké kompresi“ je použito za určitých podmínek sekundárního vyhledávání, které je identické 
s primárním, ale s ignorací prvního znaku, jak je popsáno v kapitole 2.5.
Je zbytečné ukazovat režim komprese „bez koprese,“  neboť nemá žádnou výukovou hodnotu. 
Princip režimu s přednastavenými tabulkami je výhodný pro svoji rychlost komprese, která ale ve 
výukové aplikaci není směrodatná, jelikož účelem je usnadnit pochopení principu algoritmu. Použit je 
tedy režim komprese bloku s tvorbou individuálních huffmanových kódů vycházejících z analýzy 
vstupních dat.
Posledním zjednodušením je vynechání  tzv. „edoců.“ Jedná se o chytré  kódování  literálů a 
délek  dalším  huffmanovým  kódem.  Důvodem  je  zlepšení  vizualizace,  jak  jsou  ve  výstupním 
komprimovaném toku řazeny literály, délky a vzdálenosti.
Hlavní  objekt  Deflate  bude  mít  na  starotsti  zobrazení  a  běh  algoritmu,  jak  krokově,  tak  i 
dávkově. Mezi jednotlivé komponenty zobrazující běh algoritmu patří pole pro vstup a výstup. Dále 
zobrazení obou bufferů při aplikaci modifikované verze LZ77 společně s jeho výstupem. Dvě tabulky 
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budou sloužit pro zobrazení statistik ze vstupu „komprimovaného“ v prvním kroku.  Dvě „okna“ pro 
vizualizaci tvorby příslušných binárních stromů. Rozmístění jednotlivých komponent je zobrazeno v 
obrázku 6. Jako poslední komponenta bude zabudovaný informační řádek. Tento řádek je nezbytný, 
protože algoritmus je rozdělen do několika na sebe navazujících fázích. Jednotlivé fáze bude možné 
provádět pořád dokola, avšak postup k další fázi je podmíněn stavu dokončení předchozí fáze. Tento 
řádek  bude  umístěn  mezi  modifikovaný  vstup  bez  duplicit  a  tlačítka  pro  generování  stromů. 
Jednotlivé fáze  je  možné uskutečnit  najednou dávkově a všechny kromě generování  statistických 
údajů bude možné krokovat.
Režie kolem binárních stromů je obstarávána dalším objektem, který  má na starosti tvorbu 
stromů jak pro literály a délky, tak také pro vzdálenosti. U stromu pro literály a délky je nutné tyto 
dvě  entity  rozlišit,  jelikož  může  nastat  situace,  kde  bude  například  znak  2  jednou jako  literál  a 
podruhé jako délka. Vizuálně tedy budou délky odlišeny tím, že před délku bude vložen znak *. 
Pro statistické účeli je vytvořen objekt pro symbol vzdálenosti. Tento objekt uchovává řetězec 
reprezentujícjící textovou formu dané vzdálenosti a počet výskytů. 
Pro literály a délky bude další objekt, téměř stejný jako pro vzdálenosti. Bude však uchovávat 
navíc informaci o tom jestli se jedná o délku, nebo ne.
Obrázek 6. Návrh okna algoritmu Deflate
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5 Implementace
Po  zvolení  vhodných  algoritmů,  návržení  struktury  a  účelu  objektů  je  na  řadě  volba 
implementačního  jazyka.  Kritétia  pro  volbu  jazyka  byla  jednoduchá  přenositelnost  a  dostupnost 
aplikace,  možnost  objektového  programování  a  moje  vlastní  zkušenosti  s  daným  jazykem.  Ve 
výsledku jsem vybral jazyk Java, který splňuje všechny kritéria. Jedná se o čistě objektový jazyk s 
vysokou přenositelností. Aplikace tedy bude dostupná jako Java applet na webových stránkách. Tato 
volba ale přináší i jistá omezení. Například applet musí mít vhodnou velikost zobrazovacího okna, 
které se bude dobře zobrazovat i na menších monitorech notebooků. Tato velikost bude pro všechna 
„podokna“  algoritmů  stejná.  Pro  implementaci  bylo  zvoleno  vývojové  prostředí  Netbeans  IDE 
konkrétní verze 6.8 (Build 200912041610).
5.1 Applet a hlavní nabídka
Applet v jazyce Java nemá metodu main, jako každý jiný program. Namísto toho je zde hlavní 
třída  MyApplet rozšiřující  javax.swing.JApplet.   Základní  chování  appletu  je  již  definované  v 
rodičovské třídě  JApplet. Chování appletu tak definujeme překrytím jednotlivých metod. V našem 
případě překryjeme  metodu  init(),  která  definuje  chování  při  prvním načtení  stránky.  Další  často 
překrývané metody jsou start(), stop() a destroy(). Metoda start() se vykoná při opětovném spuštění 
appletu  po zastevení  metodou  stop().  Prohlížeč  zavolá  metodu  stop(),  například při  minimalizaci 
okna. Metoda destroy() je zavolána bezprostředně při ukončení appletu.  Tyto metody jsou defaultně 
prázdné, takže jejich překrytím prázdnými metodami se nic nestane, nicméně je důležité znát jejich 
význam při tvorbě appletu. V našem případě využijeme pouze metodu init(). Při inicializaci se volá 
pouze jedna metoda  createGUI(),  která vytvoří  nový objekt třídy  MyTopJPanel() a nastaví obsah 
appletu metodou setContentPane(Container contentPane) na tento nový objekt.
Třída  MyTopJPanel je  potomkem  třídy  javax.swing.JPanel a  definuje  základní  rozložení 
komponent appletu jako jsou jednotlivá tlačítka pro výběr algoritmu a rozdělení appletu do tří sekcí 
podle obrázku 7.
Jednotlivé  sekce  jsou  objekty  třídy  javax.swing.JPanel.  Pravá  sekce  slouží  pro  zobrazení 
činnosti jednotlivých algoritmů. Při stisku tlačítka se současný objekt pro zobrazení algoritmu zruší a 
vytvoří se nový podle zvoleného algoritmu.
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Obrázek 7. Panel hlavní nabídky
5.2 Třída RLE
Třída  RLE je  potomkem třídy  javax.swing.JPanel a  obsahuje  čtyři  metody.  První  metoda 
initComponents() byla vygenerována vývojovým prostředím na základě vytvoření grafické podoby v 
obrázku 8.
Obrázek 8. Panel algoritmu RLE
Ovládacími prvky jsou zde dvě tlačítka.  Každé tlačítko je navázáno na jednu metodu,  kde 
Krok kodéru spouští metodu stepRun() a Zakódovat volá metodu run().
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Stiskem tlačítka  Krok  kodéru,  nebo-li  jedno  zavolání  metody  stepRun(),  provedeme  právě 
jeden krok v algoritmu. Pokud algoritmus při minulém kroku dokončil komprimaci vstupu, nový stisk 
tlačítka způsobí inicializaci algoritmu a první krok algoritmu komprese RLE na aktuálním vstupu. Za 
jeden krok je považováno přečtení jednoho znaku ze vtupu a jeho analýza. Aktuálně přečtený symbol 
je uveden napravo od nápisu „Přečtený symbol.“ U nápisu „Výstupní symbol“ je uvedena dvojice 
čísla a symbolu, která se zapíše do výstupu, pokud je následující symbol odlišný. Během krokování 
lze měnit vstupní řetězec, avšak změna se v algoritmu projeví, až u nového běhu.
Stistkem tlačítka Zakódovat, nebo-li zavolání metody  run(),  provedeme celý algoritmus nad 
aktuálním vstupem.  Během činnosti algoritmu se u nápisů „Prečtený symbol“ a „Výstupní symbol“ 
nic nevypisuje.
Poslední metodou třídy RLE je metoda  init(). Jedná se o inicializaci proměnných použtých v 
metodách  run()  a  stepRun().   Boolovská  proměnná  stepInit určuje,  jestli  se  při  volání  metody 
stepRun() provede inicializace potřebných proměnných pro nový běh algoritmu.
5.3 Huffmanovo kódování
Třída  Huffman je  potomkem  třídy  javax.swing.JPanel a  řídí  chod  algoritmu  Huffmanova 
kódování. V konstruktoru třídy je volána metoda  initComponents(), jenž byla postupně generována 
při vytváření formuláře podle obrázku 9.
Obrázek 9. Panel algoritmu Huffmanova kódování
Formulář mimo jiné obsahuje pole pro vstupní i výstupní řetězce. U popisku „Přečtený znak“ je 
zobrazen poslední přečtený znak, který byl přidán do statistických údajů v oblasti pro seznam znaků. 
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Binární strom pro konstrukci kódových značek huffmanova kódování je vykreslen v oblasti napravo. 
Řízení algoritmu je uskutečněno dvěma tlačítky pro krokování a provedení algoritmu.
Jednorázové spuštění algoritmu tlačítkem Zakódovat zavolá metodu  run(), která zapouzdřuje 
jednotlivé metody pro fáze algoritmu. Prvním krokem algoritmu je inicializace metodou init(). Jedná 
se o inicializaci proměnných do výchozího stavu pro korektní chod a zobrazení algoritmu.
Po inicializaci nastupuje metoda inputLoad() pro načtení vstupu a jeho analýzu. Pro analýzu je 
použit kontejner TreeSet<Symbol>, kde Symbol je třída obsahující dvě proměnné pro literál a počet 
jeho výskytů.  Kontejner  TreeSet jsme použili  pro jeho vlastnost  porovnávání  jednotlivých entit  a 
jejich následné řazení. Po přečtení všech symbolů ze vstupního řetězce a jejich statistické analýze je 
zavolána metoda dataPrint() pro vypsání získaných symbolů a jejich četností do pole Seznam znaků. 
Další  fází  algoritmu  je  vytvoření  binárního  stromu  na  základě  statistiky  vstupu.  Metoda 
treeDraw() vytvoří  nový  objekt  třídy  HuffmanTree,  popsaná  níže,  a  zobrazí  jej  v  pravé  části 
formuláře.  Po  nahrání  dat  do  nového  objektu  se  vykreslí  binární  strom  a  je  zavolána  metoda 
getEncodes() objektu HuffmanTree pro získání kódových značek všech symbolů.
Tyto nově získané kódové značky se metodou  dataPrintEnc() připíšou k symbolům a jejich 
počtu  výskytů  do  pole  Seznam  znaků.  Poslední  metodou  pro  běh  algoritmu  bez  přerušení  je 
encodeInput() pro  zakódování  znaků  podle  kódových  značek  získaných  z  binárního  stromu  ze 
vstupního řetězce do pole pro výstup.
Tlačítkem Krok kodéru  je  volána  metoda  stepRun() pro  uskutečnění  právě  jednoho kroku 
algoritmu.  Jednotlivé  fáze  jsou  implementovány  v  návěštích  instrukce  switch.  Po  dokončení 
krokování jedné fáze se plynule přechází ke krokování další  fáze. Při  dokončení poslední fáze je 
stiskem tlačítka Krok kodéru jsou znovu inicializovány komponenty pro běh a zobrazení algoritmu a 
načten aktuální vstupní řetězec pro nový běh.
5.3.1 Binární strom
Třída  HuffmanTree,  jako  potomek  třídy  javax.swing.JPanel slouží  k  zobrazení  binárního 
stromu vytvořeného z dodaných dat. Samotná data jsou uchována v kontejneru TreeSet<Symbol>.
Vytvoření stromu je uskutečněno voláním metody getEncodes() pro získání kódových značek. 
Tvorba binárního stromu je provedena metodou buildTree(). Strom je tvořen objekty třídy Tree, které 
reprezentují  jednotlivé uzly stromu.  Obsah uzlu stromu je instance třídy  Node obsahující údaje o 
znaku  a  počtu  výskytů.  Korektní  vykreslení  binárního  stromu  je  zajištěno  třídou  TreeDraw.   V 
každém uzlu je uchována instance třídy TreeDraw pro celý podstrom.
Získání kódových značek je realizováno předáváním prefixů při rekurzivním průchodu stromu 
metodou generateEncodes(Tree node, String prefix). 
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5.4 Aritmetické kódování
Třída Arithmetic je potomkem třídy javax.swing.JPanel a společně s třídou ArithmeticInterval 
vykonává  algortimus  aritmetického  kódování.  Režie  kolem algoritmu  je  implementována  v  třídě 
Arithmetic a  třídě  ArithmeticInterval jsou  přenechány  všechny  náležitosti  týkající  výpočtu  a 
vykreslení aritmetického intervalu.
Konstruktor třídy  Arithmetic obsahuje pouze volání metody  initComponents()  pro vytvoření 
vzhledu.  Obsah  této  metody  je  vygenerován  vývojovým  prostředím  podle  grafického  sestrojení 
formuláře, viz obrázek 10. Rozložení komponent  je  stejné,  jako u předešlého algoritmu. Jediným 
rozdílem je panel pro zobrazení intervalu, který je tvořen třídou ArithmeticInterval.
Obrázek 10. Panel algoritmu Aritmetického kódování
Tlačítko Zakódovat spouští algoritmus na aktuální vtupní data metodou  run().  Tato metoda 
zapouzdřuje jednotlivé metody pro fáze algoritmu. První metodou je  init() sloužící pro inicializaci 
proměnných a grafických komponent k novému běhu algoritmu. Další metoda inputLoad() analyzuje 
vstupní řetězec stejným způsobem jako u předešlého algoritmu. Pro uchování záznamů o znacích a 
jejich  počtu  výskytů  je  použit  kontejner  TreeSet<Symbol>.  Po  dokončení  statistické  analýzy  je 
volána metoda encode() k postupnému odesílání znaků objektu třídy ArithmeticInterval na vytvoření 
nového intervalu podle dat z analýzy. Když jsou všechny znaky odeslány na zpracování, je zavolána 
metoda  objektu  třídy  ArithmeticInterval pro  získání  nejkratšího  čísla  v  aktuálním  intervalu 
getEncode().
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Při stisku tlačítka Krok kodéru je proveden právě jeden krok algoritmu. V případě posledního 
kroku algoritmu je  dalším krokem inicializace proměnných a grafických komponent  pro aktuální 
vstup.  Jednotlivé fáze algoritmu jsou implementovány jako návěští instrukce switch.
5.4.1 Aritmetický interval
Třída  ArithmeticInterval řídí  výpočet  a  grafickou  vizualizaci  matematického  intervalu 
rozděleného podle poměrů získaných z analýzy vstupních dat. Pro výpočet a přesnost desetinných 
čísel je použita externí knihovna Apfloat, [7].  
První interval vždy začíná od nuly a končí v jedničce. Počáteční interval se dále rozdělí na 
podintervaly pro  jednotlivé  symboly  o  velikosti  přímo  úměrnou  jejich  počtu  výskytů.   Metodou 
setData(SortedSet<Symbol> data) lze tyto statistiky načíst  a provést inicializaci proměnných.  Pro 
zakódování  symbolu  slouží  metoda  encodeChar(char  character),  která  aktualizuje  interval  na 
příslušný podinterval a nový interval rozdělí na nové podintervaly podle statistik. Přesnost výpočtu 
hranic intervalu a podintervalů je nastavena na tisíc číslic pro dostatečnou přesnost. Po zakódování 
všech znaků ze vstupu je potřeba získat výstup  voláním metody getEncode(), jenž nalezne nejkratší 
číslo v aktuálním intervalu.
5.5 LZ77 kódování
Třída  LZ77 je  potomkem třídy  javax.swing.JPanel obstarávající  zobrazení  a  běh algoritmu 
LZ77.  Metoda  initComponent() v  konstruktoru  je  vygenerována  na  základě  sestavení  grafické 
předlohy ve vývojovém prostředí podle vzoru Obrázek 11.
Obrázek 11. Panel algoritmu LZ77
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V poli pod nápisem „Algoritmus“ se zobrazuje aktuální pozice vyhledávacího a předpovědního 
okna  ve  vstupním  řetězci.  Obsahy  těchto  oken  jsou  dále  vypsány  pod  příslušnými  nápisy 
„Vyhledávací okno“ a „Předpovědní okno.“ Aktuální parametry shody  jsou vypsány vedle nápisů 
„Délka shody“ a „Řetězec shody.“
Tlačítkem Zakódovat  voláme metodu  run() zařizující  inicializaci  metodou  init() a  následné 
zakódování metodou  encode(). Metoda  init() inicializuje proměnné a vizualizační komponenty pro 
nový běh algoritmu. Metoda  encode() provede transformaci  vstupu algoritmem LZ77 na výstupní 
sérii  n-tic.  Jednotlivé  n-tice jsou reprezentovány třídou  Tuple,  jenž obsahje  proměnné  pro offset, 
délku a následující symbol.
Tlačítkem Krok kodéru provádíme krokování běhu algoritmu LZ77.  Algoritmus je rozdělen na 
tři  opakující  se  podfáze  (implementováno  pomocí  instrukce  switch).  V  první  fázi  se  aktualizují 
informační  prvky.  Hranice  vyhledávacího  a  předpovědního  v  poli  Algoritmus  jsou  zobrazena 
znakem |. V druhé fázi se hledá nejdelší shoda předpovědního okna ve vyhledávacím okně. Poslední 
třetí fáze vytvoří novou n-tici, kterou zapíšeme do výstupního řetězce, a aktualizujeme vyhledávací a 
předpovědní  okno.  Při  stisku  tlačítka  po  provedení  posledního  kroku  algoritmu  inicializujeme 
proměnné a ostatní informační komponenty pro nový běh algoritmu na aktuálních vstupních datech.
5.6 Deflate
Třída  Deflate,  jako  potomek  třídy  javax.swing.JPanel,  určuje  rozložení  komponent  pro 
vizualizaci  algoritmu a řídí  běh algoritmu.  Metoda  initComponent() v konstruktoru,  stejně jako u 
ostatních  algoritmů,  je  vygenerovaná  vývojovým prostředím  na  základě  grafické  reprezentace  v 
obrázku 12.
Algoritmus se skáldá z několika fází. V první fázi vygenerujeme řetězec bez duplicit pomocí 
upravené  verze  algoritmu  LZ77.  Tlačítky  Generovat  nebo  Krokovat  vedle  nápisu  „Řetězec  bez 
duplicit,“ lze najednou nebo postupně vytvořit tento řetěz s omezeným výskytem duplicit. Metodou 
pro  vygenerování  řetězce  je  encodeLZ().  Krokování  generování  algoritmu  tlačítkem Krokovat  je 
voláním metody stepEncodeLZ().
Dalším  krokem  algoritmu  Deflate  je  statistická  analýza  redukovaného  řetězce  metodou 
makeLists()  provedená  stisknutím  tlačítka  Generovat  seznamy. V  redukovaném  vstupu  je  nutné 
rozlišovat literály od značek a dané značky také zanalyzovat. Vzdálenosti řadíme do zvláštní tabulky 
od délek a literálů.  Do kontejnerů řadíme instance třídy SymbolCharMatchLen pro délky a literály, 
resp.  instance  třídy  SymbolDistance pro  vzdálenosti,  metodami  addSymbolChars(String  symbol,  
boolean isMatchLen) pro délky a literály, resp.  addSymbolDistance(String symbol)  pro vzdálenosti. 
Zobrazení seznamů uskutečníme až zavoláním metody printLists(). 
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Když máme seznamy se statistickými údaji, můžeme přistoupit k vytvoření binárních stromů. 
Tlačítkem Generovat stromy předáme seznamy metodou setChars(SortedSet chars) seznam s literály 
a  délkami  a  metodou  setDistances(SortedSet  distances) seznam  se  vzdálenostmi  objektům  třídy 
DeflateTree. Krokování u generování stormů (tlačítko Krok. gen. stromů) je realizováno opakovaným 
předáváním  seznamů,  do  kterých  postupně  přidáváme  symboly.  Jako  první  krokujeme  tvorbu 
binárního stromu literálů a délek,  následně krokujeme tvorbu stromu pro vzdálenosti.  Po předání 
kompletních  seznamů  literálů/délek  a  vzdáleností  necháme  vygenerovat  kódové  značky  z  obou 
stromů pro další krok.
Poslední fází algoritmu je převedení redukovaného vstupu do kódových značek z binárních 
stromů. Tlačítko Zakódovat řetězec převede celý redukovaný řetězec do kódových značek najednou. 
Tlačítkem Krok.  zakód.  řetězec  lze  krokovat  zakódování  řetězce  po  jednom symbolu/značce  do 
výstupu z kódových značek.
Každá fáze musí být dokončena, aby mohla začít další fáze. Informace o dokončení fáze se 
objeví  uprostřed  formuláře  mezi  polem  pro  redukovaný  řetězec  a  tlačítky  Generovat  stromy  a 
Krok. gen. stromů. V případě nedokončení fáze a stiskutí tlačítka u další fáze se v této oblasti objeví 
upozornění o chybě.
Obrázek 12. Panel algoritmu Deflate
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5.6.1 Binární stromy v Deflate
Třída DeflateTree obstarává režii kolem binárních stromů pro literály/délky nebo vzdálenosti. 
Využívá se zde třídy Tree, použité v kapitole Huffmanova kódování, pro reprezentaci obou stromů. 
Obsah objektu pro vzdálenosti SymbolDistance převádíme do objektu třídy Node. Literály a délky v 
objektu třídy  SymbolCharMatchLen taktéž převádíme do třídy Node s tím, že před znak délky pro 
odlišení  od literálu vkládáme znak *.   S takto vytvořenými  stromy poté pracujeme stejně jako v 
kapitole 4.3.1.
5.7 Příklady výstupů algoritmů
Pro ukázku algoritmu RLE použijeme vstup podobný z Příklad 1.
Vstup: WWWWWWWWWWWWBWWWWWBBB
Výstup: 9W3W1B5W3B
Hned na začátku je vidět omezení maximální shody pro udržení počtu a znaku na dva znaky. 
Velikost shody je tedy vždy mezi 1 a 9.
Huffmanovo kódování si ukážeme na vstupním řetězci.
Vstup: AASDAAASAAF
Seznam četností a výsledný Huffmanův strom je uveden v Obrázku 13.
Obrázek 13. Příklad Huffmanova kódování
Výstupní řetězec je tedy ve tvaru
Výstup: 11010001110111001
Vstup pro aritmetické kódování bude stejný jako v předešlém příkladě.
Vstup: AASDAAASAAF
Seznam četností a poslední rozdělení intervalu je ukázáno na Obrázku 14.
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Obrázek 14. Příklad posledního intervalu aritmetického kódování
Výstup ve tvaru nejkratšího čísla z intervalu je tedy desetinné číslo 0.31916.
Pro algoritmus LZ77 použijeme stejného vstupu jako u algoritmu RLE.
Vstup: WWWWWWWWWWWWBWWWWWBBB
Výstup: [<0,0,W>,<1,7,W>,<9,3,B>,<6,6,B>,<0,0,B>]
První  značky z  výstupu nám ukazují  vliv  omezení  předpovědního bufferu na 7 znaků.  Ve 
výstupu  lze  vidět  všechny  tři  typy  značek,  jenž  odkazují  pouze  do  vyhledávacího  bufferu, 
vyhledávacího i předpovědního a pro nenalezení shody pouze do přepovědního pro první znak.
Vstupní řetězec z prvního příkladu použijeme jako vstup pro Deflate.
Vstup: WWWWWWWWWWWWBWWWWWBBB
Mezivýsledný řetězec bez duplicit bude:
W<7,1><4,8>B<2,1>
Jednotlivé seznamy četnosti znaků, délek a vzdáleností jsou na Obrázku 15 a k nim vytvořené 
binární stromy jsou uvedeny na obrázku 16.
Obrázek 15. Seznamy četností v příkladu Deflate
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Obrázek 16. Binární stromy v příkladu Deflate
Výstupní řetězec algoritmu zakódován pomocí kódových značek, získaných z binárních stromů 
, je následující:
Výstup: 01111110100110001001
Původní vstupní řetězec, který se skládal ze 21 znaků, jsme takto zkomprimovali na velikost 
20-ti bitů.
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6 Závěr
Po získání přehledu o komprimačních algoritmech jsme vybrali čtyři  algoritmy představující 
základní způsoby komprimace dat. Těmito algoritmy byli  run-lengh encoding (RLE), Huffmanovo 
kódování, aritmetické kódování a  Lempel-Ziv 77 (LZ77). Jako pátý algoritmus byl vybrán Deflate, 
jenž předvádí možný způsob kombinace předešlých algoritmů. Nastudováním algoritmů jsme mohli 
vytvořit návrh aplikace a úpravy algoritmu Deflate pro dobrou vizualizaci. Navržená aplikace byla 
implementavána jazykem Java do formy appletu.
Applet je navržen způsobem zohledňující jednoduché přidávání dalších algoritmů. Pro nový 
algoritmus  je  potřeba  přidat  tlačítko  v  oblasti  menu  pro  volbu  a  vytvořit  třídu  (potomek  třídy 
javax.swing.JPanel) vizualizující a řídící běh algoritmu.
Dalším možným rozšířením je  implementace  dekodérů  jednotlivých  algoritmů.  Dekodér  je 
možné přidat do aplikace jako „nový algoritmus“ nebo u jednoduchých algoritmů, jako například run-
lengh  encoding, je možné funkci dekodéru přidat do stávajících tříd.
V aplikaci může být v budoucnu zlepšena informovanost  o činnosti  algoritmu vypisováním 
aktuální činnosti textovou formou.
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Seznam příloh
Příloha 1. Obsah CD
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Příloha 1. Obsah CD
• src - Adresář se zdrojovými soubory aplikace
• dist - Adresář obsahující výstupní soubory *.jar aplikace
• technicka zprava.odt - Zdrojový soubor této technické zprávy
• technickazprava.pdf - Tato zpráva ve formátu PDF
• KomprimacniAlgoritmy.pdf - Prezentace vybraných algoritmů
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