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AN IMPLICIT ALGORITHM FOR FINDING A FIXED
POINT OF A Q-NONEXPANSIVE MAPPING IN LOCALLY
CONVEX SPACES
EBRAHIM SOORI
Abstract. Suppose that Q is a family of seminorms on a locally convex
space E which determines the topology of E. We introduce an implicit
method for finding an element of the set of fixed points of aQ-nonexpansive
mapping. Then we prove the convergence of the proposed implicit scheme
to a fixed point of the Q-nonexpansive mapping in τQ. For this purpose,
some new concepts are devised in locally convex spaces.
1. Introduction
Let C be a nonempty closed and convex subset of a Banach space E and
E∗ be the dual space of E. Let 〈., .〉 denote the pairing between E and E∗.
The normalized duality mapping J : E → E∗ is defined by
J(x) = {f ∈ E∗ : 〈x, f〉 = ‖x‖2 = ‖f‖2}
for all x ∈ E. In this investigation we study duality mappings for locally
convex spaces that will be denoted by Jq for a seminorm q.
Suppose that Q is a family of seminorms on a locally convex space E which
determines the topology of E that will be denoted by τQ. Let C be a nonempty
closed and convex subset of E. A mapping T of C into itself is called Q-
nonexpansive if q(Tx − Ty) ≤ q(x − y), for all x, y ∈ C and q ∈ Q, and a
mapping f is a Q-contraction on E if q(f(x) − f(y)) ≤ βq(x − y), for all
x, y ∈ E such that 0 ≤ β < 1.
In this paper we introduce the following general implicit algorithm for find-
ing an element of the set of fixed points of a Q-nonexpansive mapping. On
the other hand, our goal is to prove that there exists a sunny Q-nonexpansive
retraction P of C onto Fix(T) and x ∈ C such that the following sequence
{zn} converges to Px in τQ.
zn = ǫnfzn + (1− ǫn)Tzn (n ∈ I),
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where f is a Q-contraction and T is a Q-nonexpansive mapping. To receive
to the aim, some new concepts in locally convex spaces will be devised. For
example, some new results of Hahn Banach theorem and Banach contraction
principle will be generalized to locally convex spaces.
2. preliminaries
Suppose that Q is a family of seminorms on a locally convex space E which
determines the topology of E that will be denoted by τQ. Let D be a subset
of B where B is a subset of a locally convex space E and let P be a retraction
of B onto D, that is, Px = x for each x ∈ D. Then P is said to be sunny, if
for each x ∈ B and t ≥ 0 with Px+ t(x−Px) ∈ B, P (Px+ t(x−Px)) = Px.
A subset D of B is said to be a sunny Q-nonexpansive retract of B if there
exists a sunny Q-nonexpansive retraction P of B onto D. We know that for
a Banach space if E is smooth and P is a retraction of B onto D, then P is
sunny and nonexpansive if and only if for each x ∈ B and z ∈ D,
〈x− Px, J(z − Px)〉 ≤ 0. (2.1)
For more details, see [6]. In this paper, we prove inequality (2.1) for locally
convex spaces.
Suppose that Q is a family of seminorms on a locally convex space X which
determines the topology of X. Recall the following definitions:
(1) The locally convex topology τQ is separated if and only if the family
of seminorms Q possesses the following property: for each x ∈ X\{0}
there exists q ∈ Q such that q(x) 6= 0 or equivalently⋂
q∈Q
{x ∈ X : q(x) = 0} = {0} ( see [3]),
(2) let E be a locally convex topological vector space over R or C. If
U ⊂ E, then the polar of U , denoted by U◦, is the set
{f ∈ E∗ : |f(x)| ≤ 1,∀x ∈ U}.
3. Some results of hahn banach theorem
Suppose that Q is a family of seminorms on a locally convex space X which
determines the topology of X and q ∈ Q is a seminorm. Let Y be a subset
of X, we put q∗Y (f) = sup{|f(y)| : y ∈ Y, q(y) ≤ 1} and q
∗(f) = sup{|f(x)| :
x ∈ X, q(x) ≤ 1}, for every linear functional f on X. Observe that, for each
x ∈ X that q(x) 6= 0 and f ∈ X∗, then |〈x, f〉| ≤ q(x)q∗(f). We will make use
of the following Theorems.
Theorem 3.1. Suppose that Q is a family of seminorms on a real locally
convex space X which determines the topology of X and q ∈ Q is a continuous
seminorm and Y is a vector subspace of X such that Y ∩ {x ∈ X : q(x) =
AN IMPLICIT ALGORITHM FOR A Q-NONEXPANSIVE MAPPING 3
0} = {0}. Let f be a real linear functional on Y such that q∗Y (f) <∞. Then
there exists a continuous linear functional h on X that extends f such that
q∗Y (f) = q
∗(h).
Proof. If we define p : X → R by p(x) = q∗Y (f)q(x) for each x ∈ X, then we
have p is a seminorm on X such that f(x) ≤ p(x), for each x ∈ Y . Because,
if x = 0, clearly f(x) = 0 and 0 ≤ p(x). On the other hand, if x ∈ Y and
x 6= 0 then from our assumption, q(x) 6= 0 and q( x
q(x)) = 1. Therefore, we have
f( x
q(x)) ≤ q
∗
Y (f), then f(x) ≤ q
∗
Y (f)q(x) = p(x). Since q is continuous, p is also
a continuous seminorm, therefore by the Hahn-Banach theorem (Theorem 3.9
in [5]), there exists a linear continuous extension h of f to X that h(x) ≤ p(x)
for each x ∈ X. Hence, since X is a vector space, we have
|h(x)| ≤ q∗Y (f)q(x), (x ∈ X) (3.1)
and hence, q∗(h) ≤ q∗Y (f). Moreover, since q
∗
Y (f) = sup{|f(x)| : x ∈ Y, q(x) ≤
1} ≤ sup{|h(x)| : q(x) ≤ 1} = q∗(h), we have q∗Y (f) = q
∗(h). 
Theorem 3.2. Suppose that Q is a family of seminorms on a real locally
convex space X which determines the topology of X and q ∈ Q a nonzero
continuous seminorm. Let x0 be a point in X. Then there exists a continuous
linear functional on X such that q∗(f) = 1 and f(x0) = q(x0).
Proof. Let Y := {y ∈ X : q(y) = 0}. We consider two cases:
Case 1. Let x0 ∈ Y . Since q is continuous, Y is a closed subset of X.
Indeed, if x ∈ Y and xα ∈ Y is a net such that xα → x. Then we have
q(x) = lim q(xα) = 0, hence x ∈ Y , then Y is a closed. Let y0 be a point
in X \ Y . There exists some r > 0 such that q(y − y0) > r for all y ∈ Y .
Suppose that Z = {y + αy0 : α ∈ R, y ∈ Y }, the vector subspace generated
by Y and y0. Then we define h : Z → R by h(y + αy0) = α. Obviously, h is
linear and we have also r|h(y + αy0)| = r|α| < |α|q(α
−1y + y0) = q(y + αy0)
for all y ∈ Y and α ∈ R. Therefore h is a linear functional on Z that q∗Z(h)
dose not exceed r−1. Putting p = r−1q, we have p is a continuous seminorm
such that h(z) ≤ p(z) for each z ∈ Z, therefore by the Hahn-Banach theorem
(Theorem 3.9 in [5]), there exists a linear continuous extension L of h to X
that L(x) ≤ p(x) for each x ∈ X. We have also L(x0) = h(x0) = q(x0) = 0.
Now, since q∗Z(h) 6= 0, we have also q
∗(L) 6= 0, we can define f := L
q∗(L) .
Hence, f is a linear continuous functional on Z that f(x0) = q(x0) = 0 and
also q∗(f) = 1.
Case 2. Let x0 /∈ Y . Let Z := {αx0 : α ∈ R} that is the vector subspace
generated by x0. If we define h(αx0) = αq(x0) then h is a linear functional
on Z that h(x0) = q(x0) and also q
∗
Z(h) = 1. Since Z ∩ Y = {0}, from
Theorem 3.1, there exists a continuous linear extension f of h to X such that
q∗(f) = q∗Z(h) = 1. Obviously, f(x0) = q(x0).
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
Now we are ready to define our q-duality mapping:
Suppose that Q is a family of seminorms on a real locally convex space X
which determines the topology of X, q ∈ Q is a continuous seminorm and X∗
is the dual space of X. A multivalued mapping Jq : X → 2
X∗ defined by
Jqx = {j ∈ X
∗ : 〈x, j〉 = q(x)2 = q∗(j)2},
is called q-duality mapping. Obviously, Jq(−x) = −Jq(x). Jqx 6= ∅. Indeed,
let x ∈ X, if q(x) = 0, j = 0 is in Jqx, and in other words, if q(x) 6= 0, from
Theorem 3.2, there exists a linear functional f ∈ X∗ such that q∗(f) = 1 and
〈x, f〉 = q(x). Putting j := q(x)f , we have
〈x, j〉 = 〈x, q(x)f〉 = q(x)〈x, f〉 = q(x)2,
and we have also,
q∗(j) = sup{|j(y)| : y ∈ X, q(y) ≤ 1} = sup{|q(x)f(y)| : y ∈ X, q(y) ≤ 1}
=q(x) sup{|f(y)| : y ∈ X, q(y) ≤ 1} = q(x)q∗(f) = q(x).
4. Main result
Lemma 4.1. Suppose that Q is a family of seminorms on a Hausdorff and
complete locally convex space E which determines the topology of E. Let
φq : E → (−∞,∞] be a bounded below lower semicontinuous function for
each q ∈ Q. Suppose that {xn} is a sequence in E such that q(xn − xn+1) ≤
φq(xn)− φq(xn+1) for all n ∈ N0 = N ∪ {0} and q ∈ Q. Then {xn} converges
to a point v ∈ E and for each q ∈ Q,
q(xn − v) ≤ φq(xn)− φq(v)
for all n ∈ N0.
Proof. Since q(xn − xn+1) ≤ φq(xn) − φq(xn+1), for each n ∈ N0 and q ∈ Q,
then we have {φq(xn)} is a decreasing sequence for each q ∈ Q. Moreover, for
m ∈ N0,
m∑
n=0
q(xn − xn+1) = q(x0 − x1) + q(x1 − x2) + . . .+ q(xm − xm+1)
≤ φq(x0)− φq(xm+1)
≤ φq(x0)− inf
n∈N0
φq(xn).
Letting m→∞, we have
∞∑
n=0
q(xn − xn+1) <∞,
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for each q ∈ Q, then lim
n
q(xn − xn+1) = 0 for each q ∈ Q. This implies that
{xn} is a left Cauchy sequence in E. Because E is Hausdorff and complete,
there exists a unique v ∈ E such that lim
n→∞
xn = v. Let m,n ∈ N0 with m > n.
Then for each q ∈ Q
q(xn − xm) ≤
m−1∑
i=n
q(xi − xi+1)
≤ φq(xn)− φq(xm).
Letting m → ∞, since φq is lower semicontinuous for each q ∈ Q and from
Theorem 1.4 in [3] each q ∈ Q is continuous, then for each q ∈ Q, we conclude
that
q(xn − v) ≤ φq(xn)− lim
m→∞
φq(xm) ≤ φq(xn)− φq(v)
for all n ∈ N0. 
Now we state an extension of Banach Contraction Principle to locally convex
spaces and we called it Banach Q-Contraction Principle.
Theorem 4.2. (Banach Q-Contraction Principle) Suppose that Q is a fam-
ily of seminorms on a separated and complete locally convex space E which
determines the topology of E and T : E → E a Q-contraction mapping with
Lipschitz constant k ∈ (0, 1). Then we have the following:
(a) There exists a unique fixed point v ∈ E.
(b) For arbitrary x0 ∈ E, the Picard iteration process defined by
xn+1 = T (xn), n ∈ N0,
converges to v.
(c) q(xn − v) ≤ (1− k)
−1knq(x0 − x1) for all n ∈ N0 and q ∈ Q.
Proof. (a) For each q ∈ Q, let φq : E → R
+ be a functions defined by
φq(x) = (1− k)
−1q(x− Tx),
for each x ∈ E. From Theorem 1.4 in [3], since each q is continuous, φq is also
a continuous function. From the fact that T is a Q-contraction mapping, for
each q ∈ Q we have
q(Tx− T 2x) ≤ kq(x− Tx), x ∈ E, (4.1)
which conclude that
q(x− Tx)− kq(x− Tx) ≤ q(x− Tx)− q(Tx− T 2x).
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Hence
q(x− Tx) ≤
1
1− k
[q(x− Tx)− q(Tx− T 2x)]
≤
1
1− k
[q(x− Tx)− q(Tx− T 2x)],
for each q ∈ Q, therefore
q(x− Tx) ≤ φq(x)− φq(Tx). (4.2)
Consider an arbitrary element x in X and define the sequence xn in E by
xn = T
nx, n ∈ N. From (4.2), we have
q(xn − xn+1) ≤ φq(xn)− φq(xn+1), n ∈ N,
for each q ∈ Q and since E is Hausdorff, it follows from Lemma 4.1 that there
exists an element v ∈ E such that
lim
n→∞
xn = v,
and
q(xn − v) ≤ φq(xn), n ∈ N0, (4.3)
for each q ∈ Q. Since for example, from page 3 in [3], T is continuous and
xn+1 = Txn, it follows that v = Tv. Suppose that z is another fixed point
for T . If for each q ∈ Q we have q(v − z) = 0, then from the fact that E
is separated, we have v = z. On the other hands, let 0 < q(v − z) for some
q ∈ Q, then we have
0 < q(v − z) = q(Tv − Tz) ≤ kq(v − z) < q(v − z),
that is a contradiction. Hence T has unique fixed point v ∈ E.
(b) This assertion follows from part (a).
(c) From (4.1) we have that φq(xn) ≤ k
nφq(x0) for each q ∈ Q. This implies
from (4.3) that q(xn − v) ≤ k
nφq(x0) for each q ∈ Q. 
Lemma 4.3. Let E be a locally convex space. Then for x, y ∈ E with q(x) 6= 0,
the following are equivalent:
(a) q(x) ≤ q(x+ ty) for all t > 0 that q(x+ ty) 6= 0 and q ∈ Q.
(b) There exists jq ∈ Jqx such that 〈y, jq〉 ≥ 0 for each q ∈ Q.
Proof. (a) ⇒ (b). For t > 0, let ft ∈ Jq(x+ ty) and define gt =
ft
q∗(ft)
. Hence
q∗(gt) = 1. Since gt ∈ q
∗(ft)
−1Jq(x+ ty) and q
∗(gt) = 1, we have
q(x) ≤ q(x+ ty) = q∗(ft)
−1〈x+ ty, ft〉
= 〈x+ ty, gt〉 = 〈x, gt〉+ t〈y, gt〉
≤ q(x) + t〈y, gt〉. (4.4)
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By Theorem 3.26 in [5], the Banach-Alaoglu theorem(which states that the
polar U◦ is weak∗ly-compact for every neighborhood of zero in E). Putting
U = {x ∈ E : q(x) ≤ 1}, we have {gt} ⊂ U
◦ hence, the net {gt} has a limit
point g ∈ E∗ such that q∗(g) ≤ 1 and from (4.4) we have that 〈x, g〉 ≥ q(x)
and 〈y, g〉 ≥ 0. Observe that
q(x) ≤ 〈x, g〉 ≤ q(x)q∗(g) ≤ q(x),
which gives that 〈x, g〉 = q(x) and q∗(g) = 1. Set jq = gq(x), then jq ∈ Jqx
and 〈y, jq〉 ≥ 0.
(b) ⇒ (a). Suppose for x, y ∈ X with q(x) 6= 0 and q ∈ Q, there exists
jq ∈ Jqx such that 〈y, jq〉 ≥ 0. Hence for t > 0 that q(x+ ty) 6= 0,
q(x)2 = 〈x, jq〉 ≤ 〈x, jq〉+ 〈ty, jq〉 = 〈x+ ty, jq〉 ≤ q(x+ ty)q(x),
which implies that q(x) ≤ q(x+ ty).
Theorem 4.4. Let C be a nonempty convex subset of a separated locally
convex space X and D a nonempty subset of C. Let Jq : E → E
∗ be single
valued for every q ∈ Q. Let (C−C)∩{x, q(x) = 0} = {0}. If P is a retraction
of C onto D such that for each q ∈ Q,
〈x− Px, Jq(y − Px)〉 ≤ 0, (x ∈ C, y ∈ D), (4.5)
then P is sunny Q-nonexpansive. Conversely, if P is sunny Q-nonexpansive
and (D −D) ∩ {x, q(x) = 0} = {0}, then (4.5) holds.
Proof. First we show P is sunny: For x ∈ C, put xt := Px + t(x − Px) for
each t > 0. Since C is convex, we conclude that xt ∈ C for each t ∈ (0, 1].
Hence, from (4.5), we have
〈x− Px, Jq(Px− Pxt)〉 ≥ 0 and 〈xt − Pxt, Jq(Pxt − Px)〉 ≥ 0. (4.6)
Because xt − Px = t(x− Px) and 〈t(x− Px), Jq(Px− Pxt)〉 ≥ 0, we have
〈xt − Px, Jq(Px− Pxt)〉 ≥ 0. (4.7)
Combining (4.6) and (4.7), we have
q(Px− Pxt)
2 = 〈Px− xt + xt − Pxt, Jq(Px− Pxt)〉
= −〈xt − Px, Jq(Px− Pxt)〉+ 〈xt − Pxt, Jq(Px− Pxt)〉 ≤ 0.
Then q(Px − Pxt) = 0. Thus from the fact that E is separated, Px = Pxt.
Therefore, P is sunny.
Now, we show that P is Q-nonexpansive: For x, z ∈ C, we have from (4.5)
that 〈x − Px, Jq(Px − Pz)〉 ≥ 0 and 〈z − Pz, Jq(Pz − Px)〉 ≥ 0, for each
q ∈ Q. Hence 〈x − z − (Px − Pz), Jq(Px − Pz)〉 ≥ 0. Hence, we conclude
that 〈x − z, Jq(Px − Pz)〉 ≥ q(Px − Pz)
2 for each q ∈ Q. Therefore, since
(C − C) ∩ {x, q(x) = 0} = {0}, it follows that P is Q-nonexpansive.
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Conversely, suppose that P is the sunny Q-nonexpansive retraction and
x ∈ C. Then Px ∈ D and there exists a point z ∈ D such that Px = z.
Putting M := {z+ t(x− z) : t ≥ 0} we conclude M is a nonempty convex set.
Since P is sunny, i.e., Pv = z, for each v ∈M we have
q(y − z) = q(Py − Pv)
≤ q(y − v) = q(y − z + t(z − x))
for all y ∈ D. Hence, from Lemma 4.3, we have
〈x− Px, Jq(y − Px)〉 ≤ 0, (x ∈ C, y ∈ D).

To prove Theorem 4.9, we need to prove the following tree corollaries of
Theorem 6.5.3 in [6].
Corollary 4.5. Suppose that Q is a family of seminorms on a locally convex
space E which determines the topology of E. Let K be a convex subset of E.
Let x ∈ E and x0 ∈ K such that (E − {x}) ∩ {y ∈ E : q(y) = 0} = {0}, for
each q ∈ Q. Then the following are equivalent, for each q ∈ Q:
(1) q(x0 − x) = inf{q(x− y) : y ∈ K};
(2) there exists an L ∈ E∗ such that q∗(L) = 1 and
inf{L(y − x) : y ∈ K} = q(x0 − x);
(3) there exists an L ∈ E∗ such that q∗(L) = 1 and
inf{L(y) : y ∈ K} = L(x0),
and
L(x0 − x) = q(x0 − x).
Proof. By Theorem 6.5.3 in [6], the corollary holds. We just need to show
q∗(L) = 1 and L is continuous in the assertion (1)⇒ (2). We know that, for
each ǫ > 0 there exists a point y0 ∈ K such that
q(y0 − x) ≤ q(x0 − x) + ǫ ≤ L(y0 − x),
then by our assumption, we have
1 ≤ L(
y0 − x
q(y0 − x)
) ≤ q∗(L) ≤ 1,
hence q∗(L) = 1. To show the continuity of L, let xα be a net in E such that
xα → z0, then
〈xα − z0, L〉 ≤ q(xα − z0),
then L is continuous. 
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Corollary 4.6. Suppose that Q is a family of seminorms on a real locally
convex space E which determines the topology of E. Let K be a convex subset
of E. Let x ∈ E and x0 ∈ K such that (E − {x}) ∩ {y ∈ E : q(y) = 0} = {0},
for each q ∈ Q. Then the following are equivalent:
(1) q(x0 − x) = inf{q(x− y) : y ∈ K}, for each q ∈ Q;
(2) there exists an f ∈ Jq(x− x0) such that
〈x0 − y, f〉 ≥ 0,
for every y ∈ K for each q ∈ Q.
Proof. (1)⇒ (2): Let q(x0− x) = inf{q(x− y) : y ∈ K}, for each q ∈ Q. Then
from theorem 4.5, there exists an L ∈ E∗ such that q∗(L) = 1 and
inf{L(y − x) : y ∈ K} = q(x0 − x).
Set f = −q(x0 − x)L. Therefore, since q(x0 − x) ≤ L(x0 − x) ≤ q(x0 − x), we
have
f(x− x0) = −q(x0 − x)L(x− x0) = q
2(x0 − x) = q
∗2(f).
Then f ∈ Jq(x− x0). Hence, we have, for every y ∈ K,
f(x0 − y) = f(x0 − x+ x− y) = −q
2(x0 − x)− q(x0 − x)L(x− y)
= −q2(x0 − x) + q(x0 − x)L(y − x)
≥ −q2(x0 − x) + q
2(x0 − x) = 0.
(2)⇒ (1): If q(x0 − x) = 0 then (1) holds. Hence, assume that q(x0 − x) 6= 0.
Therefore, we have
q2(x0 − x) = 〈x− x0, f〉 = 〈x− y + y − x0, f〉
≤ q(x− y)q∗(f) + 〈y − x0, f〉 ≤ q(x− y)q
∗(f) = q(x− y)q(x0 − x),
hence we have
q(x0 − x) ≤ q(x− y),
for all y ∈ K. Then, we have q(x0 − x) = inf{q(x − y) : y ∈ K}, for each
q ∈ Q. 
Corollary 4.7. Suppose that Q is a family of seminorms on a locally convex
space E which determines the topology of E. Suppose that C is a nonempty
closed convex subset of E. Let C0 ⊆ C and P be a sunny Q-nonexpansive
retraction of C onto C0. Let Jq be single valued duality mapping for each
q ∈ Q. Then for any x ∈ C and y ∈ C0,
〈x− Px, Jq(y − Px)〉 ≤ 0.
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Proof. Suppose x ∈ C and y ∈ C0. Set xt = Px+t(x−Px) for each 0 ≤ t ≤ 1.
Then we have xt ∈ C and q(y−Px) = q(Py−Pxt) ≤ q(y−xt) for each q ∈ Q.
By Corollary 4.6 we have
〈Px− xt, Jq(y − Px)〉 ≤ 0,
hence,
〈x− Px, Jq(y − Px)〉 ≤ 0.

Theorem 4.8. Let E be a locally convex space and Jq : E → E
∗ a single-
valued duality mapping. Then Jq is continuous from τQ to weak
∗ topology.
Proof. We show that if xα → x in τQ then Jqxα → Jqx in the weak
∗ topology.
First, assume that q(x) = 0, then Jqx = 0. We need to show that Jqxα → 0
in the weak∗ topology. But, we have q(xα) = q
∗(Jqxα), and since from Theo-
rem 1.4 in [3] each q ∈ Q is continuous, we have 0 = lim
α
q(xα) = lim
α
q∗(Jqxα),
hence, lim
α
q∗(Jqxα) = 0, therefore, lim
α
〈y, Jqxα〉 = 0, for every y ∈ E that
q(y) ≤ 1. Then for every y ∈ E, lim
α
〈y, Jqxα〉 = 0. Indeed, if q(y) > 1,
then q( y
q(y)) ≤ 1, therefore limα
〈
y
q(y)
, Jqxα〉 = 0, then for every y ∈ E,
lim
α
〈y, Jqxα〉 = 0. Hence Jqxα → 0 in the weak
∗ topology.
Second, assume that q(x) 6= 0. Set f qα := Jqxα. Then
〈xα, f
q
α〉 = q(xα)q
∗(f qα), q(xα) = q
∗(f qα).
Because (xα) is convergent in τQ, (xα) is bounded with respect to τQ, then
we can conclude that f qα is bounded in E∗. Indeed, since q∗(f
q
α) = q(xα)
and we know from Definition 1.1 in [4] that E∗ is a l.c.s that the seminorms
{py : y ∈ E} which py(x
∗) = |〈y, x∗〉|, define the weak∗ topology on it, hence,
py(f
q
α) = |〈y, f
q
α〉| ≤ q(y)q
∗(f qα) = q(y)q(xα) (4.8)
when q(y) 6= 0, and in other words, when q(y) = 0, from the definition of Jqxα
and q∗(f qα) we have that
|〈y, f qα〉| ≤ q
∗(f qα) = q(xα) (4.9)
hence, from (4.8) and (4.9) and from the boundedness concept in locally convex
spaces, page 3 in [3], and since (xα) is bounded then (f
q
α)α is bounded in E
∗
for each q ∈ Q. From (4.8) and (4.9), we can select an upper bound Mq,y 6= 0
related to each q ∈ Q and y ∈ E for (f qα)α in the weak
∗ topology. Putting
Uq = {z ∈ E : q(z) < 1}, we have (
1
Mq,y
f qα)α ⊂ U
◦
q for each q ∈ Q and y ∈ E
where U◦q is the polar of Uq. Then from Theorem 3.26 (Banach-Alaoglu) in [5],
there exists a subnet ( 1
Mq,y
f qαβ )β of (
1
Mq,y
fα)α such that
1
Mq,y
f qαβ → f ∈ U
◦
q in
the weak∗ topology.
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We know that the function q∗ on E∗ is lower semicontinuous in weak∗
topology. Indeed, if gβ ∈ {f ∈ E
∗ : q∗(f) ≤ α} such that gβ → g in the
weak∗ topology, then equivalently, from Definition 1.1 in [4] and page 3 in [3],
py(gβ − g) → 0 for each y ∈ E, hence |〈y, gβ − g〉| → 0, therefore, 〈y, gβ〉 →
〈y, g〉, hence q∗(g) ≤ α i.e, g ∈ {f ∈ E∗ : q∗(f) ≤ α} then from Proposition
2.5.2 in [1], q∗ is lower semicontinuous in the weak∗ topology on E∗. Therefore,
we have
q∗(f) ≤ lim inf
β
q∗(
1
Mq,y
f qαβ) =
1
Mq,y
lim inf
β
q(xαβ ) =
1
Mq,y
q(x). (4.10)
Because 〈x,Mq,yf − f
q
αβ〉 → 0 and 〈x− xαβ , f
q
αβ 〉 → 0, indeed from pages 125
and 126 [4], the weak topology on a l.c.s is coarser than the original topology,
hence, from the fact that xα → x in the original topology, therefore xα → x
in the weak topology. Now, we have
|〈x,Mq,yf〉 − q(xαβ )
2| = |〈x,Mq,yf〉 − 〈xαβ , f
q
αβ
〉|
≤ |〈x,Mq,yf − f
q
αβ
〉|+ |〈x− xαβ , f
q
αβ
〉| → 0,
and since from Theorem 1.4 in [3] each q ∈ Q is continuous, we have
〈x,Mq,yf〉 = q(x)
2.
Since q(x) 6= 0, we have
q(x)2 = 〈x,Mq,yf〉 ≤ q
∗(Mq,yf)q(x).
Thus, using (4.10), we have 〈x,Mq,yf〉 = q(x)
2, q(x) = q∗(Mq,yf). Therefore,
Mq,yf = Jqx.

In the next theorem, we prove an existence theorem of a sunnyQ-nonexpansive
retract.
Theorem 4.9. Suppose that Q is a family of seminorms on a real separated
and complete locally convex space E which determines the topology of E.
Let (C − C) ∩ {x, q(x) = 0} = {0}, for each q ∈ Q. Suppose that C is a
nonempty closed convex and bounded subset of E such that every sequence in
C has a convergent subsequence. Let T be a Q-nonexpansive mapping such
that Fix(T) 6= ∅. Let Jq : E → E
∗ be single valued for every q ∈ Q. Then
Fix(T) is a sunny Q-nonexpansive retract of C and the sunny Q-nonexpansive
retraction of C onto Fix(T) is unique.
Proof. By theorem 4.2 as in the proof of step 1 in Theorem 4.11 that we will
prove, we put a sequence {zn} in C as follows:
zn =
1
n
x+ (1−
1
n
)Tzn (n ∈ N), (4.11)
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where, x ∈ C is fixed. Then we have
lim
n→∞
q(zn − Tzn) = 0. (4.12)
for each q ∈ Q. Because, from the fact that C is bounded and T is Q-
nonexpansive, we have
lim
n
q(Tzn − zn) = lim
n
q(Tzn −
1
n
x− (1−
1
n
)Tzn)
= lim
n
1
n
q(x− Tzn) = 0,
for each q ∈ Q.
Next, we show that the sequence {zn} converges to an element of Fix(T).
In the other words, we show that the limit set of {zn} (denoted by S{zn}) is
a subset of Fix(T). For each z ∈ Fix(T), n ∈ N and q ∈ Q, we have
〈zn − x, Jq(zn − z)〉 ≤ 0.
Indeed, we have for each z ∈ Fix(T),
〈zn − x, Jq(zn − z)〉 =〈
1
n
x+ (1−
1
n
)Tzn − x, Jq(zn − z)〉
=(n − 1)〈Tzn − zn, Jq(zn − z)〉
=(n − 1)〈Tzn − Tz, Jq(zn − z)〉
+ (n− 1)〈z − zn, Jq(zn − z)〉
≤(n − 1)(q(Tzn − Tz)q(zn − z)− q(zn − z)
2)
≤(n − 1)(q(zn − z)
2 − q(zn − z)
2) = 0.
Furthermore, we have, for each q ∈ Q, lim
n
q(Tzn − zn) = 0. Because from the
fact that C is bounded and T is Q-nonexpansive, we have that {x − Tzn} is
bounded then
lim
n
q(Tzn − zn) = lim
n
q(Tzn −
1
n
x− (1−
1
n
)Tzn)
= lim
n
1
n
q(x− Tzn) = 0 (4.13)
for each q ∈ Q. From our assumption, {zn} has a subsequence converges to a
point in C. Let {zni} and {znj} be subsequences of {zn} such that {zni} and
{znj} converge to y and z, respectively. Therefore, y, z ∈ Fix(T). Because
from (4.13), for each q ∈ Q, we have
q(y − Ty) ≤ q(y − zni) + q(zni − Tzni) + q(Tzni − Ty)
≤ 2q(y − zni) + q(zni − Tzni).
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Taking limit, since E is separated, we have y ∈ Fix(T) and similarly z ∈
Fix(T). Further, we have
〈y − x, Jq(y − z)〉 = lim
i→∞
〈zni − x, Jq(zni − z)〉 ≤ 0. (4.14)
Indeed, from the fact that Jq is single valued and since from Theorem 4.8, Jq
is continuous from τQ to weak
∗ topology, we have
|〈zni − x , Jq(zni − z)〉 − 〈y − x , Jq(y − z)〉|
=|〈zni − x , Jq(zni − z)〉 − 〈y − x , Jq(zni − z)〉
+ 〈y − x , Jq(zni − z)〉 − 〈y − x , Jq(y − z)〉|
≤|〈zni − y , Jq(zni − z)〉|+ |〈y − x , Jq(zni − z)− Jq(y − z)〉|
≤q(zni − y)q((zni − z)) + |〈y − x, Jq(zni − z)− Jq(y − z)〉|
≤q(zni − y)Mq + |〈y − x , Jq(zni − z)− Jq(y − z)〉|,
where Mq is an upper bound for {zni − z}i∈N for each q ∈ Q. Hence, for each
q ∈ Q, we have
〈y − x, Jq(y − z)〉 = lim
i→∞
〈zni − x, Jq(zni − z)〉 ≤ 0.
Similarly 〈z− x, Jq(z− y)〉 ≤ 0 and therefore y = z. Indeed, since Jq(y− z) =
−Jq(y − z) we have
q(y − z)2 = 〈y − z, Jq(y − z)〉 = 〈y − x, Jq(y − z)〉 + 〈x− z, Jq(y − z)〉
=〈y − x, Jq(y − z)〉 + 〈z − x, Jq(z − y)〉 ≤ 0,
then q(y− z) = 0, for each q ∈ Q, and since E is separated, y = z. Thus, {zn}
converges to an element of Fix(T).
Therefore, a mapping P of C into itself can be defined by Px = lim
n
zn.
Then we have, for each z ∈ Fix(T),
〈x− Px , Jq(z − Px)〉 = lim
n→∞
〈zn − x , Jq(zn − z)〉 ≤ 0. (4.15)
It follows from Theorem 4.4 that P is a sunny Q-nonexpansive retraction of C
onto Fix(T). Suppose R is another sunny Q-nonexpansive retraction of C onto
Fix(T). Then, from Corollary 4.7, we have, for each x ∈ C and z ∈ Fix(T),
〈x−Rx, Jq(z −Rx)〉 ≤ 0. (4.16)
Putting z = Rx in (4.15) and z = Px in (4.16), we have 〈x − Px, Jq(Rx −
Px)〉 ≤ 0 and 〈x−Rx, Jq(Px−Rx)〉 ≤ 0 and hence 〈Rx−Px, Jq(Rx−Px)〉 ≤ 0.
Then we have q2(Rx− Px) ≤ 0 for each q ∈ Q and since E is separated, this
implies Rx = Px. This completes the proof. 
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Proposition 4.10. Suppose that Q is a family of seminorms on a separated
locally convex space E which determines the topology of E. Then
q(x)2 − q(y)2 ≥ 2〈x− y, j〉
for all x, y ∈ E and j ∈ Jqy such that q(y) 6= 0.
Proof. Let j ∈ Jqx, x ∈ E. Then
q(y)2 − q(x)2 − 2〈y − x, j〉
= q(x)2 + q(y)2 − 2〈y, j〉
≥ q(x)2 + q(y)2 − 2q(x)q(y)
≥ (q(x)− q(y))2 ≥ 0.

Theorem 4.11. Suppose that Q is a family of seminorms on a real sepa-
rated and complete locally convex space E which determines the topology of
E and C be a nonempty closed convex and bounded subset of E such that
every sequence in C has a convergent subsequence. Suppose that T is a Q-
nonexpansive mapping from C into itself such that Fix(T) 6= ∅. Assume that
Jq is single valued for each q ∈ Q. Let (C − C) ∩ {x, q(x) = 0} = {0} for
each q ∈ Q. Suppose that f is an Q-contraction on C. Let ǫn be a sequence
in (0, 1) such that lim
n
ǫn = 0. Then there exists a unique x ∈ C and sunny
Q-nonexpansive retraction P of C onto Fix(T) such that the following net
{zn} generated by
zn = ǫnfzn + (1− ǫn)Tzn (n ∈ I), (4.17)
converges to Px.
Proof. Since f is a Q-contraction, there exists 0 ≤ β < 1 such that q(f(x) −
f(y)) ≤ βq(x− y) for each x, y ∈ E and q ∈ Q. We divide the proof into five
steps.
Step 1. The existence of zn which satisfies (4.17).
Proof. This follows immediately from the fact that for every n ∈ I, the
mapping Nn given by
Nnx := ǫnfx+ (1− ǫn)Tx (x ∈ C),
is a Q-contraction. To see this, put
βn = (1 + ǫn(β − 1)), then 0 ≤ βn < 1 (n ∈ N). Then we have,
q(Nnx−Nny) ≤ǫnq(fx− fy) + (1− ǫn) q(Tx− Ty)
≤ǫnβq(x− y) + (1− ǫn)q(x− y)
=(1 + ǫn(β − 1))q(x− y) = βnq(x− y).
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Therefore, by Theorem 4.2, there exists a unique point zn ∈ C such that
Nnzn = zn.
Step 2. lim
n
q(Tzn − zn) = 0 for each q ∈ Q.
Proof. Since C is bounded, we have that {fzn − Tzn} is bounded then
lim
n
q(Tzn − zn) = lim
n
q(Tzn − ǫnfzn − (1− ǫn)Tzn)
= lim
n
ǫnq(fzn − Tzn) = 0
for each q ∈ Q.
Step 3. S{zn} ⊂ Fix(T), where S{zn} denotes the set of τQ-limit points of
subsequences of {zn}.
Proof. Let z ∈ S{zn}, and let {znk} be a subsequence of {zn} such that
znk → z. For each q ∈ Q, we have
q(Tz − z) ≤q(Tz − Tznk) + q(Tznk − znk) + q(znk − z)
≤2q(znk − z) + q(Tznk − znk),
then by Step 2,
q(Tz − z) ≤ 2 lim
k
q(znk − z) + lim
j
q(Tznk − znk) = 0,
for each q ∈ Q, hence q(Tz − z) = 0 for each q ∈ Q and since E is separated
we have z ∈ Fix(T).
Step 4. There exists a unique sunny Q-nonexpansive retraction P of C onto
Fix(T) and x ∈ C such that
K := lim sup
n
〈x− Px, Jq(zn − Px))〉 ≤ 0. (4.18)
Proof. We know from Theorem 4.8 that Jq is continuous from τQ to weak
∗
topology, then by Theorem 4.9 there exists a unique sunny Q-nonexpansive
retraction P of C onto Fix(T). Theorem 4.2 guarantees that fP has a unique
fixed point x ∈ C. We show that
K := lim sup
n
〈x− Px, Jq(zn − Px)〉 ≤ 0.
Note that, from the definition of K and our assumption that every sequence
in C has a convergent subsequence, we can select a subsequence {znk} of {zn}
with the following properties:
(i) lim
k
〈x− Px , Jq(znk − Px)〉 = K,
(ii) {znk} converges to a point z;
by Step 3, we have z ∈ Fix(T). From Theorem 4.4 and since Jq is continuous,
we have
K = lim
j
〈x− Px, Jq(znk − Px)〉 = 〈x− Px, Jq(z − Px)〉 ≤ 0.
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Since fPx = x, we have (f − I)Px = x − Px. Now, from Proposition 4.10
and our assumption we have, for each n ∈ I,
ǫn(β − 1)q(zn − Px)
2
≥
[
ǫnβq(zn − Px) + (1− ǫn)q(zn − Px)
]2
− q(zn − Px)
2
≥
[
ǫnq(fzn − f(Px)) + (1− ǫn)q(Tzn − Px)
]2
− q(zn − Px)
2
≥2
〈
ǫn
(
fzn − f(Px)
)
+ (1− ǫn)(Tzn − Px)− (zn − Px) , Jq(zn − Px)
〉
=− 2ǫn〈(f − I)Px , Jq(zn − Px)〉
=− 2ǫn〈x− Px , Jq(zn − Px)〉,
hence,
q(zn − Px)
2 ≤
2
1− β
〈x− Px , Jq(zn − Px)〉. (4.19)
for each q ∈ Q.
Step 5. {zn} converges to Px in τQ.
Proof. Indeed, from (4.18), (4.19) and that Px ∈ Fix(T), we conclude
lim sup
n
q(zn − Px)
2 ≤
2
1− β
lim sup
n
〈x− Px , Jq(zn − Px)〉 ≤ 0,
for each q ∈ Q. That is zn → Px in τQ. 
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