Abstract. Moser's shadow problem asks to estimate the shadow function s b (n), which is the largest number such that for each bounded convex polyhedron P with n vertices in 3-space there is some direction v (depending on P ) such that, when illuminated by parallel light rays from infinity in direction v, the polyhedron casts a shadow having at least s b (n) vertices. A general version of the problem allows unbounded polyhedra as well, and has associated shadow function su(n). This paper presents correct order of magnitude asymptotic bounds on these functions. The bounded case has answer s b (n) = Θ log(n)/(log(log(n)) , a result following from 1989 work of Chazelle, Edelsbrunner and Guibas. The unbounded polyhedra case is shown to have the different asymptotic growth rate su(n) = Θ 1 .
Introduction
This paper treats a problem raised in 1966 in an influential list of problems 1 in combinatorial geometry made by Leo Moser [19, Problem 35] , later reprinted in 1991 [20] . Problem 1.1. Estimate the largest s = s(n) such that every convex polyhedron of n vertices has an orthogonal projection onto the plane with s(n) vertices on the 'outside'. This problem has been called Moser's shadow problem ( [7, p. 140] , [9, Problem B10]). A nearly equivalent problem was formulated in a 1968 paper of Geoffrey C. Shephard [22, Problem VIII] . Problem 1.2. Find a function s(v) such that every convex polyhedron with v vertices possesses a projection which is an n-gon with n ≥ s(v).
Moser's shadow problem can be formulated in two variants, depending on whether or not unbounded polyhedra are allowed. Moser's original problem statement does not explicitly specify whether polyhedra are required to be bounded; whereas Shephard's version of the problem [21, 22] restricts to bounded polyhedra since he treats polyhedra that are the convex hull of a finite set of points. 1 In Problems 1.1 and 1.2 below we have changed the original notation f to s.
To distinguish the bounded case from the general (unbounded) case we let s b (n) denote the minimal value over bounded polyhedra with n vertices, and s u (n) denote the minimal value allowing unbounded polyhedra with n vertices as well. We call Moser's shadow problem the problem of determining the growth rate of s b (n), and we consider in analogy Moser's unbounded shadow problem, which concerns the growth rate of s u (n). A priori we have s u (n) ≤ s b (n).
A closely related problem was studied in 1989 by Chazelle, Edelsbrunner and Guibas [7] , who considered a variant that allows more freedom in the location of the light source from which the shadow is cast. The silhouette span problem consists in finding the maximal number s * b (n) such that for each 3-polytope with n vertices there is a point from which the silhouette cast has at least s * b (n) vertices. In [7] it is proven that its growth rate is s * b (n) = Θ(log(n)/log(log(n))). This is done in terms of the cross-section span problem, which they show to be equivalent via polarity, and is actually another of the problems in Shephard's list [22, Problem VI] . The problem is then solved by using a 2-dimensional reduction. Of course, their solution for the silhouette span problem directly provides an upper bound for the (bounded) shadow number s b (n), as one can simulate orthogonal projections with silhouettes from light sources that are sufficiently far away. As it turns out, their paper also contains all the ingredients to prove a lower bound for s b (n). Indeed, elsewhere in the paper the proof of one of their results (Lemma 5.1 of [7] ) implies by duality a matching lower bound for Moser's shadow problem in the bounded polyhedron case. However, this lemma is stated in a polar dual form for an unnamed function c * d (n) and [7] does not point out its consequences for the shadow problem, see Section 1.1 below for more details.
Our first contribution is to put on the record a solution to Moser's shadow problem in the bounded polyhedron case and settle its status as solved. In Section 3 we present a complete self-contained proof (based in ideas from [7] ). Theorem 1.3. (Chazelle-Edelsbrunner-Guibas [7] ) The bounded n-vertex shadow number s b (n) for 3-dimensional polytopes satisfies s b (n) = Θ log n log log n .
The unbounded version of the shadow problem seems of interest because polyhedra defined as intersections of half-spaces naturally arise in linear programming, and certain linear programming algorithms have an interpretation in terms of shadows. These algorithms are variants of the shadow vertex simplex algorithm, introduced in Gass and Saaty [14] and later studied by Borgwardt [4, 3, 5, 6 ], Spielman and Teng [23] and Kelman and Spielman [16] , in connection with average-case analysis of linear programming problems. Unbounded convex polyhedra cast shadows which are unbounded polygons, and their shadows in some directions may fill the entire plane.
The second main result of this paper resolves the shadow problem in the unbounded case, as follows. Theorem 1.4. The unbounded n-vertex shadow number s u (n) for 3-dimensional polyhedra satisfies s u (n) = Θ(1). In fact s u (n) ≤ 5.
The unbounded polyhedron version of the silhouette span problem remains open.
1.1. The approach of Chazelle, Edelsbrunner and Guibas. The approach of Chazelle et al. [7] to the silhouette span problem exploited the polarity operation, which is a duality operation that interchanges points and hyperplanes and preserves incidences (see [18, Section 5 .1] for a brief introduction). It also associates a polar polytope P • to each polytope P containing the origin in its interior.
For each point p ∈ R 3 P , its associated plane H p is a plane that intersects P and does not contain the origin. It is not hard to see that the number of vertices of the silhouette of P seen from p coincides with that of the intersection H p ∩ P • . In fact, up to projective transformation, these two polygons are polar to each other. Hence, finding the silhouette span of P is equivalent to finding the largest intersection of P • with a plane. This is referred to as the cross-section span problem in [7] .
Polarity is actually a projective operation, and shadows from orthogonal projections correspond to silhouettes from points at infinity. The polar of a point at infinity is a plane through the origin. Hence, the shadow number of P coincides with the maximal size of a section of P • with a plane containing the origin. Although in [7] the authors only claim results for the silhouette span problem and the cross-section span problem, their lower bound proof only uses hyperplanes through the origin [7, Lemma 5.1] . Therefore, their lower bound of order Ω(log(n)/log(log(n))) is also valid for Moser's shadow problem. Since the upper bound for the silhouette span is also an upper bound for the shadow number, Theorem 1.3 follows from the results in [7] .
In Section 3 we present a complete proof of this result.
1.2. Related work. After Moser's original formulation in 1966, the problem was restated several times [9, 19, 20, 22] . Croft, Falconer and Guy [9, Problem B10] report that Moser conjectured s b (n) = O(log(n)) and sketch the construction of a polytope whose shadow number is of this order of magnitude. Shephard [22, Problem VIII] did not conjecture a value for s b (n). However, in the dual formulation terms of sections [22, Problem VI] , he proposed a lower bound for the silhouette span problem of the form n α for some constant 0 < α < 1. The silhouette span problem for 3-polytopes was solved by Chazelle, Edelsbrunner and Guibas in [7] , which provides an upper bound for the shadow number s b (n) ≤ s * b (n) = Θ(log(n)/log(log(n))). As we already mentioned, their proofs had also an implicit lower bound. Their paper also contains other related results, concerning the combinatorial and computational complexity of diverse stabbing problems in dimensions two and three.
The shadow number of a random 3-polytope obtained by a Poisson point process on the sphere has recently been shown to be of order Θ( √ n) [15] . Shadow problems can be also generalized to higher dimensions by considering k-dimensional shadows/silhouettes of d-dimensional polytopes. In particular, 2-dimensional projections of d-dimensional polyhedra have been studied in connection with linear programming algorithms. The shadow vertex simplex algorithm is a parametric version of the simplex algorithm in linear programming introduced by Gass and Saaty [14] in 1955. The analysis of this algorithm leads to the study of 2-dimensional shadows of ddimensional polyhedra. Several kinds of shadow problems can be considered: worst-case, average-case and minimax case.
The worst case behavior of the shadow vertex method is related to polyhedra having large shadows, which leads to the problem of maximizing shadow numbers. This problem has been solved. For dimension d = 3 it is easily seen that for all n ≥ 4 there are polyhedra having all vertices visible in a shadow: one may take a suitable oblique cone over a base that is an (n − 1)-gon. Amenta and Ziegler [2] and Gärtner, Helbling, Ota and Takahashi [12] (see also [13] ) present constructions of bad examples of 2-dimensional shadows in higher dimensions.
Another class of shadow problems concerns the average size of 2-dimensional shadows taken with respect to some measure on the set of directions. Such problems arose from the average case analysis of the shadow vertex algorithm. In the 1980's Borgwardt [3, 4, 5, 6 ] developed a polynomial time average case analysis of the variant of the simplex method for linear programming that uses the shadow vertex pivot rule. The shadow vertex simplex algorithm later provided the fundamental example used in Spielman and Teng's [23] theory of smoothed analysis of algorithms. Their analysis requires obtaining some control on the (average) size of shadows, as a function of the numbers of variables and constraints in the linear program. Further developments of smoothed analysis are given in Despande and Spielman [11] and Kelner and Spielman [16] .
To our knowledge, all the minimax shadow problems in dimensions d ≥ 4 remain open; and so do the analogue silhouette span questions. Arguments similar to those in Section 2 translate problems on the size of kdimensional projections of d-dimensional polyhedra, into problems of intersecting d-polyhedra with k-dimensional subspaces. Tóth [25] has studied line stabbing numbers of convex subdivisions in all dimensions, extending the analysis of Chazelle et al. [7] . While his lower bounds induce lower bounds for 2-dimensional shadow numbers of d-polyhedra, his examples for the upper bounds are not face-to-face, and hence do not arise from convex polytopes. Problem 1.5. Estimate the growth rate of the maximal number s(n, d, k) (resp. s * (n, d, k)) such that every d-polytope/polyhedron with n vertices has a k-dimensional shadow (resp. silhouette) with s(n, d, k) (resp. s * (n, d, k)) vertices?
1.3. Plan of the Paper. Section 2 introduces the setup and relates Moser's bounded and unbounded shadow problems to stabbing problems for spherical and Euclidean polyhedral subdivisions. These reductions are used in the subsequent sections. Section 3 contains a full proof for Theorem 1.3, Moser's shadow problem for bounded polytopes; while the general case is treated in Section 4, with a proof of Theorem 1.4.
Shadows, great circles and stabbing lines
We follow the terminology for convex polytopes in Ziegler [26, pp.4-5] , and define a polyhedron in R d to be a finite intersection of closed half-spaces, which may be unbounded, and a polytope in R d to be the convex hull of a finite set of points; that is, a bounded polyhedron. Faces of dimensions 0, 1 and d−1 of a d-dimensional polyhedron are called vertices, edges, and facets, respectively. We say that a polyhedron is pointed if it does not contain a full line. This paper exclusively considers the 3-dimensional case R 3 .
Definition 2.1. The shadow number s(P ) of a (possibly unbounded) polyhedron P in R 3 is the maximum number of vertices of one of its shadows; where the shadow in direction v is the orthogonal projection of P onto the subspace perpendicular to v.
The n-vertex unbounded shadow number and the n-vertex bounded shadow number are respectively defined as: s u (n) := min{s(P ) : P is a 3-polyhedron with n vertices}; s b (n) := min{s(P ) : P is a bounded 3-polyhedron with n vertices}.
Note that s u (n) should be simply referred to as the n-vertex (general) shadow number, because it contemplates bounded and unbounded polyhedra, but we chose this notation to highlight the contrast with the bounded case. Of course,
Remark 2.2. We measure the size of a polyhedron P in terms of its number of vertices, as in Moser's version of the problem. One can measure the combinatorial size of polyhedra in terms of vertices v(P ), edges e(P ) or faces f (P ), or some combination of all three terms. However, notice that for bounded polyhedra, these three complexity measures are related within a linear factor (cf. [17, Prop. 6.3.3] ). Hence, the bounded shadow number and silhouette span have the same asymptotic behavior regardless of using the number of edges, faces, or vertices as a measure of the size.
However, for unbounded polyhedra, there is no lower bound relating v(P ) to e(P ); there can be one vertex and arbitrarily many edges. Nevertheless, the construction in the proof of Theorem 1.4 still yields examples for all sufficiently large numbers of vertices, edges, or faces establishing the constant upper bound s u (n) ≤ 5 regardless of the measures we use.
Remark 2.3. Some additional remarks concerning the effect of Euclidean and projective transformations:
(1) The shadow number is a Euclidean invariant of 3-polyhedra, i.e. two congruent polyhedra have equal shadow numbers. In addition, two normally equivalent 3-polyhedra, i.e. which have the same combinatorial type and identical normal directions to each corresponding face, have identical shadow numbers (but they are not necessarily congruent). (2) The shadow number of a polytope is not a projective invariant, i.e.
one can exhibit examples of polytopes that are equivalent under a projective transformation in the sense of [26, Appendix 2.6] which have different shadow numbers. (3) The notion of silhouette span of a polytope is a sort of projective analogue of its shadow number. That is, this notion is invariant under the subset of projective transformations whose hyperplane at infinity does not intersect the polyhedron.
Reduction via spherical image to great circle span problems.
In this section, we reduce the shadow problem in both the bounded and unbounded cases to (special cases of) a dual problem about convex geodesic subdivisions on the standard sphere
We define a (convex) spherical polyhedron as a finite intersection of closed hemispheres in S d−1 . We use the term spherical polygons to denote twodimensional spherical polyhedra. Their boundary is formed by segments of great circles, called edges.
A spherical polyhedral subdivision (or subdivision for short) of U is a finite set of convex spherical d-polyhedra (called regions), whose union is U and such that the intersection of any two is a common face.
Although we could have relaxed the definition of subdivision without imposing the condition of being face-to-face (as in [7] ), we will be mainly concerned with spherical polyhedral subdivisions of S 2 arising from polyhedra, which are always face-to-face, and this condition simplifies the exposition.
Let P ⊂ R d be a polyhedron. Recall that a hyperplane H is called supporting for a face F of P if H∩P = F and P is completely contained in the closed halfspace opposite to its outward unit normal. The spherical image σ(F ) ⊂ S d−1 of F is the subset of S d−1 consisting of all outward unit normal directions to its supporting hyperplanes. The union of all these cells is the spherical image σ(P ) ⊂ S d−1 of P . If P is bounded then σ(P ) = S d−1 , while if P is pointed but unbounded then σ(P ) is a convex spherical polyhedron contained in some hemisphere of S d−1 (compare Alexandrov [1, Section 1.5, esp. Theorem 3]). If P is not pointed, then σ(P ) is completely contained in an equator of S d−1 orthogonal to its linearity space.
The spherical polyhedral subdivision of σ(P ) induced by the spherical images of the faces of P is the spherical image subdivision D σ (P ) of P . It is the intersection of the normal fan of P with the unit sphere (see [26, Section 7] ). In particular, normally equivalent polyhedra have the same spherical image subdivision, cf. Remark 2.3(1). However, in general polyhedra having the same combinatorial type will have different spherical images.
Hence, the spherical image subdivision of a (pointed) 3-polyhedron P is either S 2 or a convex spherical polygon; and the spherical images of its facets, edges, and vertices are respectively points, segments of a great circles, and spherical polygons.
Remark 2.5. Spherical image subdivisions D σ (P ) of bounded 3-polyhedra are spherical polyhedral subdivisions of S 2 . However, the reciprocal does not hold. Indeed, the spherical image subdivision of a polytope is always a regular subdivision of a vector configuration and there are subdivisions of vector configurations that are not regular. See Sections 9.5 and 2.5 of de Loera et al. [10] and also Connelly and Henderson [8] .
Our interest on spherical subdivisions is motivated by the fact that it is possible to read the shadow number of a polytope from its spherical image subdivision. Definition 2.6. Let U be either S 2 or a convex spherical polygon, and let D be a spherical polyhedral subdivision of U . For each great circle C in S 2 , the intersection C ∩ D induces a spherical subdivision of C ∩ U . The great circle span c(D) of D is the maximal number of regions of a subdivision C ∩ D obtained this way.
Although one is tempted to define c(D) simply as the maximal number of regions whose interiors are intersected by a great circle, it is important to also have into account the cases where a great circle goes along an edge. Otherwise the following theorem would not hold in some degenerate cases (cf. Remark 2.11).
Lemma 2.7. Let P be a pointed polyhedron in R 3 , and let D σ (P ) be its induced spherical image subdivision of U = σ(P ). Then the shadow number of P coincides with the great circle span of D σ (P ):
Proof. For v ∈ S 2 , let C v ⊂ S 2 denote the great circle perpendicular to v, and π v the orthogonal projection along v. We will show that the number of vertices of π v (P ) coincides with the number of regions of D σ (P ) ∩ C v . This follows essentially from [26, Lemma 7 .11], which shows that the spherical image subdivision of π v (P ) coincides with D σ (P ) ∩ C v . Therefore, the maximal number of vertices of a projection coincides with the maximal number of arcs of the subdivision induced on a great circle.
Indeed, the arcs of D σ (π v (P )) correspond to the sets of outer normal vectors of supporting hyperplanes for each of the vertices of π v (P ) (P ) ). This argument is reversible. Each segment of great circle of C v ∩ D σ (P ) arises from the intersection of C v with the spherical image of a face F . The supporting hyperplanes corresponding to these intersection points are orthogonal to v, which implies that they are the pre-images of supporting hyperplanes for π v (F ) on π v (P ).
2.2.
Reduction by central projection to stabbing number problem. We relate great circle span problems on spherical polyhedral subdivisions of S 2 to a family of line span (stabbing number) problems on Euclidean polyhedral subdivisions of R 2 using central projection.
Definition 2.8. Let P be either R d or a d-polyhedron. A polyhedral subdivision (or subdivision for short) of P is a finite set of d-polyhedra (called regions), whose union is P and such that the intersection of any two is a common face. Definition 2.9. Let P be either R 2 or a convex polygon, and let E be a polyhedral subdivision of P . The line span or stabbing number l(E) of E is the maximal number of segments of the restriction of E to a line. 
This map yields the following relationship between great circle spans and line spans, cf. [7, Lemma 5.1]. We omit its proof, which is direct by noting that the central projection of (the restrictions to S 2 − of) great circles and convex spherical polygons are respectively lines and Euclidean polygons (when not empty). 
Remark 2.11. The only subtlety lies in the condition that the equator should not contain any edge for (2.2). This condition is necessary only for the degenerate case when the support of D coincides with the closed lower hemisphere S 2 − = S 2 ∩ {x 3 ≤ 0}. For the remaining cases, the great circle span is easily shown to be attained by great circles in general position (not passing through any vertex). This is not the case for S 2 − , where the equator might be the single great circle achieving the maximal circle span. For example, consider its subdivision whose vertices are the south pole and 2n equispaced points on the equator, and whose cells are the triangles joining segments in the equator with the south pole. Its great circle span is 2n, whereas any great circle other than the equator intersects at most n + 1 regions. This example corresponds to the spherical image subdivision arising from the Cartesian product of a regular 2n-gon with a semi-line. Only the projection along the semi-line provides a shadow with 2n vertices.
Moser's (bounded) shadow problem
This section is devoted to providing a complete self-contained proof for Moser's shadow problem for bounded polytopes. In place of polarity, as in the proof sketched in Section 1.1, we use the spherical image map that combines the two first steps in the approach of [7] . The proof is divided in two separate parts. We present first a lower bound on the shadow number, whose proof is based in the results in [7] . The upper bound also follows from stronger results in [7] . Since their proof is hard and technical, we present a simplified direct proof for the weaker result we need.
3.1. The lower bound. The solution to the bounded version of Moser's shadow problem uses a lower bound result for minimal line span (i.e. a minimax stabbing number) proved by Chazelle, Edelsbrunner and Guibas [7, Lemma 3.2] . The proof uses an iterated topological sweep and captures a crucial tradeoff explaining why log(n)/log(log(n)) is a lower bound for the minimal line span. For completeness and the reader's convenience, we reproduce (a paraphrased version of) their proof. (log(2n) ) .
Proof. Consider a plane subdivision E with n regions. We say that a line stabs a region if it intersects its interior. Choose a coordinate system such that no pair of vertices of E share the same y-coordinate. We will show that, for each integer k > 1, if there is no non-horizontal line stabbing more than k regions of E, then there is a horizontal line which stabs at least log 3k (2n) regions of E. Taking k = log(2n) log log(2n) , this shows that for every subdivision there is a line stabbing at least min   log(2n) log(log(2n)) , log(2n) log 3 log(2n) log(log(2n))   many regions of E. Notice that, for sufficiently large n, log(2n) log 3 log(2n) log(log(2n)) > log(2n) log(log(2n)) .
Since each region stabbed by a line contributes a region of ∩ E, this implies the announced bound on the line span. To prove our claim, assume that no non-horizontal line stabs more than k regions of E. We start with an axis-parallel rectangle K 0 that intersects all the n =: n 0 regions of E. In our inductive proof, K i will be a horizontal stripe bounded on the left and right by convex polygonal paths, that we call L i and R i , and above and below by horizontal segments (in some degenerate cases these might collapse in a point) with the property that there is a nonhorizontal segment i that connects a topmost point in the upper edge and a bottommost point in the lower edge that lies entirely inside the strip. In K 0 , L 0 and R 0 are just the left and right edges of the rectangle, and any vertical line between the two can play the role of 0 . For each i, let V i be the set of the regions stabbed by i (by hypothesis, at most k). We now subdivide the complement of V i in K i into horizontal stripes: Through the topmost and bottommost vertex of each region in V i , draw the longest horizontal segment that does not intersect a region in V i . This decomposes the complement of V i in K i into equivalence classes depending on the first regions in V i (or L i or R i ) that are hit when moving horizontally to the left and to the right. Note that by construction these stripes are bounded at each side by a convex polygonal path (a part of the boundary of one of the regions in V i , or L i or R i ). In each case, there is a segment lying entirely inside the region that connects a topmost point and a bottommost point. This follows from the existence of a separating line between the two convex polygonal paths 2 . This subdivision of K i \ V i has at most 3k regions. They can be counted by sweeping a horizontal line from the bottom: At the beginning it intersects two regions, each time it encounters a bottom vertex it enters (at most) two new regions, and one new region each time it encounters a top vertex. Since there are at most k regions in V i , one of the horizontal strips intersects at least n i+1 = n i −k 3k regions of E. Call it K i+1 and set i+1 to be any of the segments that joins the upper and lower edges. Notice that
Hence, whenever i < log 3k (2n), we have n i > 0. Notice how, by construction, every horizontal line stabbing a region in V i also stabs a region in V i−1 . Therefore, a horizontal line that stabs a region in V log 3k (2n)−1 stabs at least log 3k (2n) distinct regions of E. The theorem follows.
Remark 3.2. The convexity hypothesis in this result is essential; the conclusion fails to hold otherwise. A construction given in Section 4 shows that there exist (non-convex) polygonal subdivisions of the plane with an arbitrarily large number of bounded regions but a uniformly bounded line span. They have all bounded regions convex, and one non-convex unbounded region.
Theorem 3.3. The bounded n-vertex shadow number s b (n) for 3-dimensional polytopes satisfies
.
Proof. Let P be a bounded polytope in R 3 with n vertices, and let D = D σ (P ) be its induced spherical image subdivision of S 2 , which has n regions. By rotating P (and hence also the subdivision D) by a suitable rotation θ ∈ SO(3) if needed, we may assume that the lower hemisphere S 2 − intersects at least n/2 regions of D, and, hence, that the central projection E = γ(D − ) of D − = S 2 − ∩ D has at least n/2 regions. By Theorem 3.1, the line span of E is at least l(E) = Ω log(n) log(log(n)) .
And combining Lemmas 2.7 and 2.10 we have that
which proves our claim.
The upper bound. Note that the upper bound
follows directly from the upper bound for the silhouette span problem. In [7, Lemma 5 .15] Chazelle et al. construct (the polar dual of a) polytope with n vertices whose silhouette from each point of view has size at most O(log(n)/ log(log(n))). Since shadows can be regarded as a special kind of silhouettes, and this upper bound matches the lower bound in Theorem 3.3, this finishes a proof for Theorem 1.3.
However, the construction in [7, Section 5.2] providing this upper bound for the silhouette span problem needs several pages and is very involved, requiring some quite technical steps. Since we want to present a complete proof of Moser's Shadow problem, and constructing examples for the shadow number is actually simpler, in this section we sketch an alternative construction to prove the upper bound.
Theorem 3.4. The bounded n-vertex shadow number s b (n) for 3-dimensional polytopes satisfies
For the proof, we need to introduce some concepts and constructions. We will only work with Euclidean polygonal subdivisions for which we can certify that they are the gnomonic projections of a spherical subdivision proceeding from a 3-dimensional polytope. We will say that a Euclidean subdivision E with n regions is liftable if there is a polytope P with n vertices such that the central projection of the restriction of its spherical image subdivision to the lower hemisphere coincides with E, i.e. E = γ(D σ (P ) ∩ S 2 − ). We will repeatedly use three operations. The first pair are classical, based on Steinitz's ∆−Y operations, and corresponding to the polytope operations of stacking and truncating; the third is a combination of both.
Definition 3.5. Let E be polyhedral subdivision of R 2 .
(1) Let v be a degree-3 vertex with neighbors v 1 , v 2 , v 3 . Truncating v consists in choosing a point v i in the interior of each of the edges The whole construction consists in successively applying these operations in such a way that at each iteration the new cells are so small that their intersection pattern with lines can be controlled.
We call a set of planar points in general position if no three are collinear.
Lemma 3.7. Let S be a subset of the vertices of a subdivision of R 2 that are in general position. Then the vertices of S can be truncated in such a way that no line intersects three of the newly created regions.
Proof (sketch). From the general position assumption there is some δ > 0 such that any line through two points in S stays at distance at least δ from any third point. Hence, there exists an ε > 0 such that any line that goes through two points, each at distance at most ε from a different point of S, stays at distance at least ε from the remaining points of S. The claim follows from the fact that the truncating regions can be arbitrarily small around the truncated points.
Lemma 3.8. Let T be a triangular region of a Euclidean subdivision, a line through one of its vertices v, and ε > 0 a real. Then T can be unzipped towards v in such a way that for every line that intersects at least three regions of the spine, the angle between and is at most ε. This can be done even when one forces the new vertices to be in general position with respect to a given point configuration.
Proof (sketch). Start by stacking with a point v on . Notice that the truncations can be made with very thin triangles, in such a way that the spine is sufficiently close to the edge (v, v ) in Hausdorff distance. If the pieces have a long enough diameter with respect to the distance of the spine to the edge, then any vector whose endpoints belong two non-consecutive pieces of the spine will form a very small angle with (v, v ). In particular, the line spanned by these points can be forced to be arbitrarily close to the line .
The last claim follows from the freedom in the choice of the truncation points (the starting line might have to be perturbed before starting if the configuration has points on it).
We are ready for the proof of Theorem 3.4. A sketch of this construction is depicted in Figure 3 Proof of Theorem 3.4. The starting point of our construction is a regular simplex, inscribed on the unit sphere with one vertex at the south pole (0, 0, −1). We consider the polyhedral subdivision E 0 obtained by centrally projecting its spherical image subdivision. It consists of a bounded triangular region T 0 and three unbounded regions. We say that these 4 regions are at level 0. Note that E 0 is a liftable subdivision.
The triangle T 0 will be unzipped at length t − 3, for some t ≥ 5 that will be defined later, in such a way that all the points are in general position. Then we will truncate t of the 2t − 5 newly created vertices on the spine, in such a way that that no line intersects two of the newly created regions, using Lemma 3.7. The new regions are at level 1 and T 0 is their predecessor.
For i from 1 to k (k will also be defined later), we will repeat this operation on all the triangles at level i (there are t for each triangle at level i − 1). This is done as follows. We process the triangles at level i one by one. First we select a line through one of its vertices whose direction forms an angle of at least 2ε with all the lines chosen until now (in this and previous levels). This can be done by choosing a set of well-separated candidate directions beforehand, one for each region that will have to be unzipped, and setting ε accordingly. We apply then Lemma 3.8 to unzip this triangle at length t − 3 in such a way that any line through two of its non-consecutive spine regions must form an angle of at most ε with its line (and hence cannot intersect two non-consecutive spine regions of one of the previous spines); while keeping all new vertices in general position.
Except for the last iteration i = k, once this is done we choose t among the new spine vertices in each triangle, and we truncate them in such a way that that no line intersects two of these newly created regions, using Lemma 3.7. These new triangular regions are at level i + 1 and their predecessor is the triangle at level i that contained them.
Observe that, when unzipping, we replace each triangle at level i by t new regions at level i + 1 (t − 3 of which are spine regions and 3 non-spine regions). And then we create t triangles at level i + 1 by truncating the spine vertices (when i < k). This way, the number of regions at level i is 3 for i = 0 and t i for 1 ≤ i ≤ k. That is, the total number of regions is
and therefore k ≤ log t (n).
We compute now the maximal number of regions that can be intersected by a line. By construction, if a line intersects more than 2 regions of a spine, then it cannot intersect more than two regions from any other spine. Hence, except for maybe one spine where it can go through at most t − 3 = O(t) regions, it intersects at most 2 regions from the remaining spines. We count these O(t) separately and continue counting as if no line could intersect more than 2 regions of any spine.
Hence, for a triangle at level i, a line can intersect at most 3 non-spine regions and 2 spine regions at level i + 1. Thus, for each triangle, there are at most 5 regions that have it as predecessor that intersect any given line. For each level i ≥ 1, no line can intersect more than two triangles at level i (because we used Lemma 3.7). Since there are k levels ≥ 1, this amounts for at most 10 · k regions intersected by any single line. And there are at most 3 regions at level 0. These are O(k) regions that can be intersected in addition to the at most O(t) regions in a single spine. Hence, a line crosses at most O(t + k) = O(t + log t (n)) regions.
Taking t = log(n) log(log(n)) gives that at most O log(n) log(log(n)) regions are intersected by any line. Note that any large enough value of n can be attained by this construction just by taking t = log(log(n)) , k = log t (n) , and adjusting the length at which the triangles are unzipped at the last iteration. Since all the operations were liftable by Lemma 3.6, we can lift this subdivision to the spherical subdivision corresponding to a polytope P with n vertices. Since there are only three regions of D σ (P ) intersecting the upper hemisphere, the great circle span of D σ (P ) and that of its intersection with the lower hemisphere differ at most by three (see Lemma 2.10). Therefore, by Lemma 2.7, the shadow number of P is at most s(P ) = O log(n) log(log(n)) .
Shadow Number for Unbounded Convex Polyhedra
To obtain an upper bound on shadow number for unbounded polyhedra, we directly construct a sequence of unbounded polyhedra P n , having n vertices and 2n faces, whose shadow number is s(P n ) = 5, which establishes Theorem 1.4.
It proceeds by first constructing a convex polyhedral subdivision E n of a regular (n − 1)-gon in R 2 with line span 5. We then use the inverse map of the gnomonic projection to pull this back to a certain spherical polyhedral subdivision D n , which automatically has great circle span c(D n ) = 5. Finally, we establish that D n = D σ (P n ) for an unbounded polyhedron P n , which then by Lemma 2.7 has shadow number 5.
To begin the construction, for each integer n ≥ 4, construct two homothetic regular (n − 1)-gons with center at the origin in R 2 , such that the corresponding edges of the two regular polygons are parallel. We draw a line segment connecting two corresponding vertices from the two polygons (see Figure 4 .1).
We call the larger regular polygon Q n , the region between the two polygons the ring region, and the interior of the smaller polygon the interior region. This subdivision of Q n contains (n − 1) congruent ring regions and 1 interior region. We may scale the distance between two parallel edges of the homothetic (n − 1)-gons so small so that any straight line in the plane intersects at most 4 ring regions. Hence, the line span of the subdivision E n defined by this construction is at most 5; in fact the bound 5 is attained for all n ≥ 6. Next, identify R 2 with the plane H = {z = −1} in R 3 used in gnomonic projection, and locate the common centroid of the two (n − 1)-gons at (0, 0, −1). Under the inverse of gnomonic projection, the resulting subdivision of the larger regular polygon defines a subdivision, that we call D n = γ −1 (E n ), of a spherical regular (n − 1)-gon that is strictly contained in the lower hemisphere of S 2 . The following statement is a direct consequence of Lemma 2.10.
Lemma 4.1. For n ≥ 6, the polyhedral subdivision D n has great circle span c(D n ) = 5.
To finish the proof of Theorem 1.4, it only remains to show that D n is the spherical image subdivision D σ (P n ) induced by an unbounded convex polyhedron P n having n vertices. Theorem 4.2. For each n ≥ 6, there is an unbounded convex polyhedron with n vertices P n such that D σ (P n ) = D n . In particular, its shadow number s(P n ) is 5.
Proof. For each vertex v of D n , we denote H v to be the plane through v tangent to S 2 , and H − v to be the corresponding closed half-space that contains the sphere. We let
It is clear that the planes H v are not redundant and support facets of P n , because they are all tangent to the sphere. Their spherical images are the corresponding vertices of D n . Hence, to show that P n gives the desired spherical image, it suffices to show that P n has the right vertex-facet incidence relations. That is, that for each region F of D n , there is a vertex p F of P n such that for each vertex v of D n , p F ∈ H v if and only if v is in the closure of F .
Let v 1 , ...v n−1 and w 1 , ...w n−1 be the vertices of the interior and exterior region of D n , respectively, with v i connected to w i . Denote the south pole as s and let l be the line through s and the center of the sphere 0. By construction, the H v i 's only differ by a rotation along l, and analogously for the H w i 's. It suffices hence to check the incidences of the inner region and a ring region. 
Claim 1.
There is a vertex of P n incident to every H v i and no H w j .
Let u be the intersection of l and H v 1 , then by symmetry it is clear that
Moreover, this point lies in the interior of each H − w i (see Figure 4. 2), and hence u is a vertex of P n .
Claim 2. The tangent planes through vertices of a ring region intersect at a single vertex of P n that does not belong to any of the remaining tangent planes. This shows that D σ (P n ) = D n . Notice that there are n regions in the subdivision D n (n − 1 ring regions plus 1 interior region), which correspond to n vertices in P n . Combining Lemmas 2.7 and 4.1, we conclude that s(P n ) = c(D σ (P n )) = c(D n ) = 5, as asserted.
Remark 4.3. In connection with Remark 2.2, notice that the examples P n used in the construction of Theorem 4.2 work for the edge and facet numbers size measures as well. These P n have n vertices, n faces, and 2n − 1 edges, and so establish boundedness of the shadow function with respect to any of these measures of size of the polyhedron going to +∞.
