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Preface
Despite the apparent idealization and separation from many mundane aspects of life, basic
research is not completely free of the inﬂuence of fashion and politics. Telecommunication,
with its aspiration to high practical relevance, may be more prone to such inﬂuences than
some other areas. Most of us remember the times when it was diﬃcult to work on anything
not directly related to ATM networks, which were expected to supersede all other networking
concepts. Those days are gone. And a good riddance, too. The square blocks would not ﬁt
the round holes no matter how hard we tried. Ultimately, the reality has sealed the fate of
that, one has to admit, highly destructive and costly trend.
For some time, it would seem that wireless ad hoc networking was a similarly misguided
fashion. The volume of research in this area driven by the popular arguments about the
alleged multitude of critical applications, remained for too long in a blatant contrast with
its poor materialization in the real world. If all those problems had been addressed and
solved so many times over, then why couldn’t we see those devices in action? Where was
the fulﬁllment of the promise of ubiquity. Where were the low cost, the ease of deployment,
the reliability, the interoperability, the security, the long battery life, and so on?
Fortunately, we seem now to be reaching a turning point: the situation begins to change.
Vendors are starting to oﬀer wireless sensor networks for environmental monitoring and
security applications. Several academic and industrial projects demonstrate working solutions
in the areas of medical monitoring, location tracking, advanced sensing – all of them based
on some ﬂavors of ad hoc networking. While many unsettled issues are still being researched
and many good solutions still have to be found, we can conﬁdently say that ad hoc networking
is coming of age and gaining ground as a practicable concept.
Why has it taken so long? In our opinion, it was necessary to realize that a wireless network
is not quite the same thing as a wired system with the wires removed and replaced by
wireless channels. Most of the early wireless protocols basically focused on emulating wires
over wireless, the common assumption being that one of the prerequisites for successful
networking was a way to turn the inherently broadcast and messy wireless medium into
a collection of disjoint and reliable point-to-point links. Another destructive legacy concept
was the abominable layering of protocols and application software. That was much harder to
get rid of than one could imagine. Even having ﬁnally realized that all those layers get in the
way of small, cheap, simple, reliable, and durable (e.g., in terms of power consumption and
battery life), many people continued to see in the wireless networks some “deep structures”
and “planes” turning their “solutions” into monstrosities not completely unlike the abominable
ATM switches.
Not surprisingly, the workable solutions that we have witnessed recently do not look like
monsters at all. They employ simple protocols fully embracing the unkempt nature of the
wireless medium, and their software is organized in a holistic manner, whereby the functional
interconnection of the diﬀerent modules does not follow a ﬁxed pattern of layers or planes.
They do not insist on providing exact solutions to complex problems within the framework of
a small node with a limited set of resources. Instead, the distributed processing carried out
by the network is organized in a way that factors in the unavoidable limitations of its cheap
and inherently unreliable members. Such a wireless network is not an emulated replica of
a wired system. It follows diﬀerent rules and behaves in a diﬀerent way. It is what we would
call a true ad hoc network.
One of the papers included in the present issue, Percolation Driven Flooding for Energy
Efficient Routing in Dense Sensor Networks, by Gergely Vakulya and Gyula Simon, deals
with ﬂooding lying at the heart of the network’s routing scheme. This is a good exempliﬁ-
cation of the paradigm shift that we have in mind. Normally, ﬂooding would carry negative
connotations. Aren’t we supposed to avoid it at all cost? Doesn’t it waste bandwidth? Can-
not we do better by lying those illusory semi-reliable point-to-point links in our wireless
network? Well, the answer is that a form of ﬂooding is bound to happen in a wireless setup
no matter how much we try to send packets along those imagined paths. If so, then why
not turn it into a feature contributing to the eﬀectiveness and reliability of the complete
scheme.
In the same spirit, another paper, Multiobjective Design of Wireless Ad Hoc Networks: Se-
curity, Real-Time and Lifetime, by Zdravko Karakehayov, discusses the holistic character
of design in wireless ad hoc network, focusing on the tradeoﬀs that must be all addressed
globally in any practicable solution. The conclusion is quite illuminating: while hierarchical
solutions need not be banned (their usefulness as complexity reducers and facilitators of
understanding is unquestionable), the ways of arriving at them need not isolate the heavily
interacting components of the whole design.
Yet another contribution, A Method of Mobile Base Station Placement for High Altitude
Platform Based Network with Geographical Clustering of Mobile Ground Nodes, by Ha Yoon
Song, addresses the inherent complexity of designing high-bandwidth wireless networks with
nontrivial mobility. While not strictly related to ad hoc networking, the ﬂexible clustering
scheme for aerial networks presented by Ha Yoon Song demonstrates how to cope with
the fuzziness of neighborhoods (and the illusory links) in a high reliability public wireless
system. It is useful as an illustration of how the concept of neighborhood has been abused and
trivialized in many abstract studies of wireless networks, where many nonchalant assumptions
about unrealistically good isolation of neighborhoods have often resulted in practically void
performance claims.
The next paper, A Framework for Detection of Selfishness in Multihop Mobile Ad Hoc Net-
works, by Jerzy Konorski and Rafał Orlikowski, describes the need for a fully-distributed
fairness enforcement mechanism for wireless ad hoc networks where nodes may exhibit a non-
cooperative forwarding behavior. The paper describes a new framework, dubbed DST-SDF,
building on Dempster-Shafer theory, with the mathematical background and simulation
analysis.
The issue of ensuring service quality (QoS) in radio networks remains important, and, to
this end, the contribution Modulo N Backoff Scheme for Effective QoS Differentiation and In-
creased Bandwidth Utilization in IEEE 802.11 Networks, by Tomasz Janczak, Jerzy Konorski,
Józef Woźniak and Krzysztof Pawlikowski, deals with improvements in the operational strate-
gies of WiFi networks. The paper presents a new modulo N channel access scheme for
wireless local area networks. The solution derives from the distributed coordination function
(DCF) of the IEEE 802.11 standard, which was further extended into the enhanced distribu-
tion channel access (EDCA) scheme by the 802.11e draft speciﬁcation. The main innovation
concerns improvement of the binary exponential backoﬀ scheme used for collision avoidance
in 802.11 networks. The most appealing feature of the new modulo N backoﬀ scheme is that
it outperforms the original 802.11 solution in terms of the channel utilization ratio under any
traﬃc conditions. Furthermore, the modulo N proposal can be naturally augmented with QoS
diﬀerentiation mechanisms, like the 802.11e extensions. The prioritized modulo N scheme
achieves better throughput-delay characteristics for multimedia traﬃc when compared with
the original 802.11e proposal. At the same time, the new solution retains backward compat-
ibility and includes all the features that have made IEEE 802.11 networks extremely popular
nowadays.
This paper devoted to wireless networking: Empirical Season’s Fadings in Radio Commu-
nication at 6 GHz Band, written by Jan Bogucki and Ewa Wielowieyska, covers the more
“traditional” matter of radio propagation, speciﬁcally the unavailability of line-of-sight radio
links due to multipath propagation. Multipath fading in the atmosphere is not a permanent
phenomenon, being strongly dependent on weather and its seasonal variations. The paper
presents investigation results of received radio signal fading in radio links and their seasonal
distributions, collected over a period of 5 years.
Atmospheric propagation issues are even more important in open-space optical communi-
cation systems. This is the subject of the next paper, Laser Beam Attenuation Determined
by the Method of Available Optical Power in Turbulent Atmosphere, by Lucie Dordova´ and
Otakar Wilfert, which focusses on the atmospheric turbulence eﬀects and presents a new
method for determining optical signal attenuation caused by turbulence. This new method
of calculating the power budget of an optical link is based on optical intensity distribution in
a laser beam after the beam has passed through a turbulent atmosphere. Results obtained with
this method are compared to those produced by the Rytov approximation, which is nowa-
days the most frequently used method for determining turbulence-related attenuation. The
paper presents results for the typical communication wavelengths of 850 nm and 1550 nm,
as well as 633 nm.
Development of improved communication systems – optical or otherwise – requires the
use of advanced components. An example is presented in The Design of 4× 4 Multimode
Interference Coupler Based Microring Resonators on an SOI Platform, by Trung-Thanh Le
and Laurence W. Cahill, where the authors propose a novel microring resonator based on
4× 4 multimode interference (MMI) couplers. The device acts as two separate microring
resonators within a single structure. The transfer matrix method and the three-dimensional
beam propagation method (3D-BPM) are used to verify the working principle of the device.
The device is then designed in silicon using insulator (SOI) technology. This device may
be a very promising building block for optical switches, ﬁlters, add-drop multiplexers, delay
lines and modulators.
Regardless of the transmission technology used, eﬃcient operation of a digital network re-
quires more and more intensive data processing, with extensive computing functionality
becoming critical for network performance. This matter is dealt with in the paper titled
Linux Scheduler Improvement for Time Demanding Network Applications, Running on Com-
munication Platform Systems, by Marcin Hasse and Krzysztof Nowicki. Communication
platform systems such as advanced telecommunication computing architecture (ATCA) stan-
dard blades located in a standardized chassis, provide high-level communication services
between system peripherals. Each ATCA blade brings dedicated functionality to the system,
but can as well exist as a stand-alone host responsible for servicing a set of tasks. According
to the platform’s philosophy these parts of the system can be quite independent from other
solutions provided by competitors. Every case of system design poses its speciﬁc problems.
One of the most diﬃcult ones is system integration with a set of components running on
diﬀerent operating system levels. This paper discusses a possible way of augmenting the
Linux scheduler as to make it possible for a user-space application to become a critical part
of a hard real-time system, e.g., handling a high-bandwidth network service.
Finally, we must not forget that valuable and sensitive information transmitted over a network
or stored and processed in a computer system must be adequately protected. A common and
eﬀective tool used for this purpose is cryptography. Steady advances made in interception
and decryption techniques need to be matched and countered by ongoing improvements in
cryptosystems. This important matter is covered by the last two papers published in this
issue. The ﬁrst of them, Simple Dynamic Threshold Decryption Based on CRT and RSA,
by Bartosz Nakielski and Jacek Pomykała, describes a simple threshold decryption system
based on the RSA cryptosystem. This model avoids the application of the Shamir secret
sharing protocol and is based only on the Chinese reminder theorem. The ﬂexibility in the
threshold level is attained due to the suitable preparation of the input data. The second part
of the article describes a modiﬁcation of the basic model, which admits the sender’s impact
on the choice of the real receiver’s group.
The last contribution, Generating Pseudorandom S-Boxes – a Method of Improving the Se-
curity of Cryptosystems Based on Block Ciphers, by Piotr Mroczkowski, presents a gen-
eral framework for improving the security of the cryptosystem based on the symmetric
block cipher. The main idea explores the possibility of exchanging the substitution boxes
(called S-boxes) in the encryption/decryption algorithm.
Paweł Gburzyński
Józef Woźniak
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Paper Percolation Driven Flooding
for Energy Efficient Routing in Dense
Sensor Networks
Gergely Vakulya and Gyula Simon
Abstract—Simple flooding algorithms are widely used in
ad hoc sensor networks either for information dissemination
or as building blocks of more sophisticated routing protocols.
In this paper a percolation driven probabilistic flooding algo-
rithm is proposed, which provides large message delivery ratio
with small number of sent messages, compared to traditional
flooding. To control the number of sent messages the pro-
posed algorithm uses locally available information only, thus
induces negligible overhead on network traffic. The perfor-
mance of the algorithm is analyzed and the theoretical results
are verified through simulation examples.
Keywords— flood routing, percolation, sensor network.
1. Introduction
Energy efficiency is a key question in wireless sensor net-
works made of large number of inexpensive nodes with
limited energy reserves and restrained processing and com-
munication capabilities. Such networks have been used in
a wide range of applications with various goals, using dif-
ferent platforms and technology [1]–[4]. Independently of
the nature of the application, however, certain middleware
services are always present, one of them being routing.
Limited resources on the sensor nodes require that routing
protocols be simple, energy-conserving and robust.
Depending on the actual deployment scenario and avail-
able hardware, several ad hoc routing algorithms have been
proposed. Location aware routing schemes, e.g., greedy
perimeter stateless routing [5], location aided routing [6],
distance routing effect algorithm [7] use position informa-
tion of the nodes obtained from global positioning sys-
tem (GPS) or other localization services. Other data cen-
tric schemes do not use location information, e.g., di-
rected diffusion [8], ad hoc on demand distance vector rout-
ing (AODV) [9], dynamic source routing [10], temporarily
ordered routing [11], or zone routing [12], just to name
a few. To allow sensor networks better cope with scaling,
hierarchical protocols were designed, e.g., low energy adap-
tive clustering hierarchy (LEACH) [13] and threshold sensi-
tive energy efficient sensor network protocol (TEEN) [14].
The simplest routing protocol is flooding [15], which is
a useful simple (but inefficient) protocol in itself, and also
is a building block for several more sophisticated algo-
rithms, e.g., directed flood routing [16], controlled flood
routing [17], tiny ad hoc routing [18], or AODV [9], which
is used in Zigbee’s routing protocol [19].
The basic flooding protocol is the following:
1. Start. When a source node intends to send a message
to all other nodes in the network, it broadcasts the
message to its neighbors.
2. Relay. When a node receives a message for the first
time, it rebroadcasts the same message to its neigh-
bors. All other copies of the same message, received
later, will be discarded by the recipient node.
Flooding naturally can be used in its basic form for network-
wide dissemination of information. In this context the im-
portant performance criteria of the algorithm are delivery
ratio, latency, and the energy efficiency. Flooding is also
used for route discovery [9]. Route discovery protocols
find a route from a source node to a destination node in
two phases. First the network is flooded by a discovery
request message originated from the source, and then a re-
ply message is sent back from the destination to the source
node. In this way the network learns the path from the
source to the destination and this route will be used in the
subsequent communication sessions. In this context the
quality – primarily the length – of the discovered route is
an important performance criterion as well.
Apart from its simplicity the main advantage of the flood
routing protocol lies in its robustness: the implicit redun-
dancy built in the algorithm provides resistance against
high degree of message loss and node failures as well. The
drawback of the algorithm is the large number of packets
transmitted in the network, referred to as broadcast storm:
whether it is necessary or not, each node will retransmit
each message. In a dense network the unnecessarily high
number of messages can cause frequent collisions (and thus
performance degradation) and it wastes network energy as
well [20].
To reduce the number of routing messages, probabilistic
variations of the flood routing were proposed. The main
idea behind these algorithms is that a node randomly de-
cides whether to forward a message or not. Several variants
of random flood algorithms were proposed. According to
the simplest protocol, a node will rebroadcast a message af-
ter its first reception with probability p and discards it with
probability 1− p (clearly, p = 1 results in basic flooding).
Test results verify what intuition suggests: higher p val-
ues provide higher network coverage than small p values.
Moreover, in sufficiently large and sufficiently dense ran-
dom networks there is an interesting bimodal behavior of
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the algorithm: if p > pc, where the critical probability pc
depends on the network topology, the message reaches
practically all nodes in the network, otherwise only a small
portion of the network receives the message. Thus the op-
timal choice clearly would be p = pc. Modified algorithms
try to further increase the performance by various modifi-
cations; e.g., premature message death can be avoided by
varying p as a function of hop-distance from the source:
nodes close to the source rebroadcast messages with higher
probability, while distant nodes use smaller p. A compre-
hensive study on random flooding algorithms can be found
in [15]. The common problem with these algorithms is
that the design parameters (probabilities) depend on ac-
tual network layout, no automatic or adaptive solution is
known. Especially in a network with varying node density
the probabilistic algorithms tuned to work reliably will be
suboptimal.
More sophisticated adaptive schemes can successfully han-
dle networks with varying properties as well. Location
based algorithms use node positions to optimize retrans-
missions [21], graph-based algorithms utilize connectivity
information up to 2-hop neighbors to construct a domi-
nating set in a distributed way [22]. Other heuristic rules,
e.g., message counters and neighbor coverage schemes were
also proposed [20]. These schemes can adapt automatically
to changing topology at the price of higher complexity.
Sensor networks are often modeled by the Poisson-Boolean
model. In this model nodes are scattered on the plane by
a Poisson point process with constant density λ , and each
node has a fixed communication radius r (disc model). Two
nodes can communicate with each other if their distance is
less than r. The Poisson point process applies reasonably
well to controlled, but still random deployments. The sim-
plistic disc model, however, is far from reality, where com-
munication range is not circularly symmetric, but rather
has an anisotropic shape. Speaking of connectivity, how-
ever, the disc model has an important property: it can
be considered the worst case model, since other transmis-
sion models provide easier percolation under similar cir-
cumstances [23].
Percolation theory [24] has important impact on wireless
communication networks. Results in continuum percola-
tion theory show that if the density of transmitting stations
(or alternatively, their communication power) in a Poisson-
Boolean network is greater than a critical value λc then
an unbounded connected component is formed with prob-
ability one (the network percolates) [23], [25]. On the
other hand, if λ < λc then all connected components are fi-
nite with probability one. Thus percolation is an important
property of a network if long distance multi-hop commu-
nication is required.
In this paper a new percolation inspired solution will be
proposed based on probabilistic flood routing algorithms.
The new algorithm adaptively sets the rebroadcast proba-
bility based on the network topology, using locally avail-
able neighborhood information only. The proposed algo-
rithm provides high performance with a low number of
messages and can adapt its behavior dynamically to the
network properties. The proposed algorithm is only
marginally more complex than the basic flood routing thus
it can be successfully used in applications with limited re-
sources as well.
The rest of the paper is organized as follows. In Section 2
related works will be summarized. In Section 3 the pro-
posed algorithm will be introduced. An important property
of the algorithm will be proven based on percolation theory:
every message broadcast in the network will reach infinite
number of nodes almost surely. In practice this property
ensures that the message reaches almost all of the nodes in
a finite-sized network. The performance evaluation of the
algorithm through simulation can be found in Section 4.
Conclusions are drawn in Section 5.
2. Related Work
Results of percolation theory have been applied to wire-
less networks, forming the theory of continuum perco-
lation [26]. More realistic network models, i.e., unreli-
able communication links and anisotropic radiation patterns
were studied in [23]. An important result of [23] shows that
the debatable disc model actually provides a conservative
estimate of the network connectivity: percolation in net-
works with disc communication shapes is more difficult
than in networks with any other convex communication
shape with the same surface (“discs are hardest” conjec-
ture). This property justifies the usage of the disc model
when connectivity issues are studied.
Results from percolation theory have been infiltrating var-
ious recent sensor networking algorithms. As a practical
application of this phenomenon, the distributed minimum-
link-degree rule was proposed to counterbalance local spa-
tial inhomogeneities in ad hoc networks [25]. To provide
network wide connectivity, the transmission powers of the
nodes are tuned so that each node has at least a minimum
number of neighbors.
In [27] a distributed energy saving mechanism is used by
switching the nodes in the network on and off, while pro-
viding percolation in the network. The simple rule for the
algorithm is to keep the active time ratio of the nodes larger
than λ/λc. This algorithm does not scale well since each
node in the network has to know the global parameter λ .
The idea was further elaborated in [28], where a practically
useable distributed algorithm was proposed for the control
of the active time ratio. In this algorithm only the local den-
sity, namely the number of neighbors is used. For a node
with degree k the active ratio ηk is defined as follows:
ηk =


φ
k k > φ
1 k ≤ φ
,
where φ is a density independent design parameter. A sim-
ilar idea will be used in the proposed flooding algorithm.
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3. Percolation Driven Flooding
The idea behind the percolation driven flood routing is the
following: use probabilistic flooding and set the retransmis-
sion probability adaptively at every node so that with high
probability the message reaches almost all of the nodes in
the network.
The algorithm is the following:
1. The source node broadcasts the message with prob-
ability one.
2. After the first reception of a message node n rebroad-
casts it with probability pn, and discards it with prob-
ability 1− pn. Copies of the same message received
multiple times are discarded with probability one.
Probability pn is defined as
pn =


Kmin
Kn
Kn > Kmin
1 otherwise
, (1)
where: Kn is the degree of node n (i.e., the number
of neighbors of node n), and the Kmin design param-
eter is the required minimum number of neighbors.
Two nodes are neighbors if they can hear each other
(i.e., a symmetric link exists between them).
The algorithm requires neighbor discovery to determine the
number of neighbors. Each node can gather this local in-
formation by transmitting and receiving hello messages. In
practical situations parameter Kmin is chosen around 7, as
will be justified by the simulation examples.
Theorem 1: If in the infinite random network, generated
by a Poisson-Boolean process with density λ and commu-
nication radius r, there exists design parameter Kmin < ∞
independent of λ , such that when node n with degree Kn
transmits a message with probability according to Eq. (1),
then each message reaches infinite number of nodes with
probability one.
Proof : Let us denote the graph representing the network
by G(λ ,r,1) where λ is the density, r is the communication
radius, and the third parameter is a probabilistic value used
in the generator process (used and discussed later) and is
simply set to one at the moment. Using scaling, we define
another process with density λ ′ = λ r2 and communication
radius 1. This process yields the same graph G(λ ′,1,1).
Now let us use the following Theorem 2 [28].
Theorem 2: Given G(λ ′,1,1) with λ ′ > λ ′c, there exists
2 < ϕ < ∞, independent of λ , such that when each node
with degree k is active with probability:
p(k) =
{ ϕ
k k > ϕ
1 k ≤ ϕ
,
then G(λ ′,1, p(.)) is percolated. The proof of Theorem 2
can be found in [28].
If in the network we decide before a particular message is
broadcasted which nodes will retransmit the message (when
they receive it) by activating/deactivating nodes with prob-
ability (1) we get G(λ ′,1, p(.)). In this way we construct
a virtual network for each message and we can apply The-
orem 2 to it. Thus there exist Kmin = ϕ < ∞ so that G per-
colates. From this it follows that the message will reach
infinite number of nodes [24]. 
In real-world finite-size networks Theorem 1 means that
with an appropriate choice of Kmin each message reaches
practically all nodes in the network. Further properties
of the algorithm will be analyzed through simulation
examples.
4. Performance Evaluation
In this section the performance of the algorithm will be
evaluated through simulation results. First the performance
metrics and the network/communication models will be in-
troduced, followed by the simulation environment and the
simulation scenarios. Finally, the results of the simulations
will be presented to illustrate the behavior of the proposed
algorithm.
4.1. Performance Metrics
The main performance criteria of broadcast algorithms are
the message delivery ratio and the number of sent messages.
If the number of nodes in the network is N and the number
of nodes receiving the message is Nrec then the coverage
ratio is defined as Cr = NrecN .
Clearly, Cr close to 1 is required for a good quality of
service.
Another quality metric is the total number of sent pack-
ets M while a message is propagated in the network. Triv-
ially, for basic flood routing M = N, if Cr = 1. We expect
lower number of messages and still high delivery ratio for
a good performance algorithm. For easier comparison, we
will use the normalized number of messages defined as
Mnorm =
M
N
.
If flooding is used for route discovery, an important perfor-
mance metric is the length L of the discovered route.
Other possible metrics are message delay/latency, length of
flood period, and number of collisions. The actual low level
details, e.g., implementation, hardware and media access
control (MAC) layer properties are not investigated in detail
in this paper, but their effect is examined through high level
parameters they have impact on, i.e., Cr, Mnorm, and L will
be studied.
4.2. Network Model
To model random deployment of nodes or possibly mobile
networks, in the simulations nodes are placed at random,
according to a uniform distribution on a two-dimensional
area. Finite communication distances are represented by
the disc model, where a communication link is assumed
to exist between two nodes if they are less than the com-
munication radius apart. According to the results published
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in [24], this – otherwise rather simple and idealistic – model
can be considered a worst case model.
Our communication channel model does not deal with
specific details of the physical layer or the MAC layer;
rather we use a probabilistic model: a message can reach
a neighbor within the communication radius with proba-
bility prec < 1. This high-level model represents message
losses due to collision, fading, or other disturbances as well.
The model does not distinguish between individual phe-
nomena but rather incorporates the different sources in one
parameter, thus some aspects of reality (e.g., inter-message
dependencies) are neglected, but the model is faithful
enough to provide useful and easy means for testing.
4.3. Simulation Environment
To perform high-speed simulation, a simulator was written
in C to validate the efficiency of the proposed algorithm.
The program places nodes randomly according to the dif-
ferent test scenarios considered. The number of nodes N,
the communication radius r, and Kmin are input parameters.
In each simulation, a new placement is generated, and
a source node starts transmission. The simulator returns the
size of connected component containing the source node,
the number of nodes receiving the packet, and the total
number of messages. Optionally, the software can visual-
ize the topology of the network, the active data paths, and
the nodes’ reception status.
4.4. Test Scenarios
In the test we used 3 different scenarios to model sensor
network setups. The first scenario is a random uniform
distribution (with constant density), while in the second
Fig. 1. Uniform random distribution scenario with 3000 nodes.
The average number of neighbors is 25. Thin and thick lines
show examples for the message paths between nodes A and B,
discovered by flood and percolation driven flood, respectively.
Fig. 2. The 3-density scenario. The average numbers of neigh-
bors in the regions from left to right are 20, 40, and 80. Thin
and thick lines show examples for the message paths between
nodes A and B, discovered by flood and percolation driven flood,
respectively.
Fig. 3. The circular scenario with 3000 nodes. The average
number of neighbors is 100 in the centre and 2 at the perimeter.
Thin and thick lines show examples for the message paths between
nodes A and B, discovered by flood and percolation driven flood,
respectively.
scenario we used three regions; in each region nodes were
placed with uniform random distribution, but with different
densities. In the third scenario the densitiy is increasing
towards the centre, thus there is continuous change and
extreme deviation in local density. Typical examples for
the test networks can be seen in Figs. 1, 2 and 3.
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4.5. Test Results
To test coverage ratio Cr and the number of messages M
we placed 3000 nodes in a square-shaped area, as shown
in Fig. 1.
We varied the communication radius to provide different
network densities: the average number of neighbors K was
set to 10, 30, and 100. The Kmin value varied from 1 to 20
in 0.25 steps. We run the simulation 100 times for each
communication radius, Kmin, and prec values, thus each
point in the subsequent graphs is the average of 100 exper-
iments.
Fig. 4. Coverage versus Kmin for different network densities
in the uniform distribution scenario (constant network density),
prec = 1.
Figure 4 presents coverage versus Kmin, while prec was set
to constant 1 (error-free communication). The graphs for
different network densities are similar: when Kmin is low
(Kmin < 3 ), the message delivery ratio is very low. If Kmin
is increased, the coverage is increasing very quickly, the
critical value being around Kmin ≈ 4.5. Coverage reaches
90% at Kmin ≈ 5. If Kmin > 7, practically all nodes in
the network receive the message. Figure 4 illustrates that
percolation driven flood can indeed be used in networks
with different densities: Kmin is independent of the actual
network density.
In Fig. 5 the normalized number of sent messages Mnorm is
shown versus Kmin, for the previous experiments. In case
of the conventional flood routing Mnorm = 1, because all
nodes relay the received message. As Fig. 4 illustrates,
Kmin > 7 gives almost perfect delivery ratio. Around this
value Kmin ≈ 7 the total number of messages is greatly
decreased, as presented in Fig. 5. Depending on the node
density, in the tests the total number of messages were
reduced by 30..95%, higher reduction rates belonging to
higher densities.
Clearly, in networks, where the average node degree K is
only slightly higher than Kmin the number of messages
can be decreased only moderately, while in dense net-
works a much lower number of messages is enough to pro-
vide good delivery ratio, as shown in Fig. 5. According
Fig. 5. Total number of messages versus Kmin for different net-
work densities in the uniform distribution scenario (constant net-
work density), prec = 1.
to Figs. 4 and 5, in dense networks the percolation driven
flood algorithm can effectively reduce the number of mes-
sage while maintaining good coverage.
Figure 6 illustrates the effect of unreliable communica-
tion links. In the experiment constant density (K = 30)
was used, while the prec reception probability was varied
between 0.3 and 1. The figure shows that the algorithm
Fig. 6. Coverage versus Kmin for different prec in the uniform
distribution scenario (constant network density), K = 30.
can provide high coverage even in the presence of bad
quality communication links, but as intuitively expected,
higher Kmin is necessary as the communication channel
degrades.
Figure 7 presents the associated number of messages for
the unreliable communication experiment.
Percolation driven flood routing algorithm is capable of
handling varying network densities. To test this property
we used the scenario illustrated in Fig. 2, where three
areas with different densities are present. Clearly, a con-
stant retransmission probability would either be suboptimal
(set to provide sufficient coverage in the less dense area
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as well) or would not provide good coverage in the sparse
regions of the network.
Fig. 7. Number of total messages versus Kmin for different prec
in the uniform distribution scenario (constant network density),
K = 30.
Fig. 8. Coverage versus Kmin for different network densities in
the varying network density scenario, prec = 1.
Figure 8 illustrates the effectiveness of the percolation
driven flood algorithm, showing the coverage versus Kmin
when the densities of regions from left to right were set
to [10, 20, 40], [30, 60, 120], and [100, 200, 400]; and
prec = 1. The behavior is quite similar to that of the first
scenario (constant density): percolation happens around
the same Kmin ≈ 5, and practically full coverage can be
provided if Kmin > 7.
The associated total numbers of messages are shown in
Fig. 9, where the gain with respect to the basic flooding
algorithm is apparent.
In Fig. 10 the number of coverage versus Kmin is illustrated
in the circular scenario. In the experiments the number of
neighbors varied between [120..4], [220..20] and [525..50],
respectively. The figure clearly presents the excellent per-
formance of the algorithm even if there are extreme differ-
ences in the number of neighbors of each node. The ideal
value for Kmin is around 7, in this case the algorithm gives
Fig. 9. Number of total messages versus Kmin for different net-
work densities in the varying network density scenario, prec = 1.
Fig. 10. Coverage versus Kmin for different network densities in
the circular scenario, prec = 1.
at least 95% delivery ratio. In case of Kmin = 8 practically
full coverage is provided.
In Fig. 11 the normalized number of messages is shown for
the three different density intervals. In case of Kmin = 8,
Fig. 11. Number of total messages versus Kmin for different
network densities in the circular scenario, prec = 1.
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Fig. 12. Distribution of the hop counts in the uniform distribution
network for different Kmin values, prec = 1.
the algorithm gives a gain of 55–95%, with respect to the
original flooding.
The length L of the discovered route is important when
flooding is used for route discovery. To test the properties
of percolation driven flooding in this respect we measured
hop distances discovered by flooding and percolation driven
flooding, for different Kmin values. In the tests the uni-
form distribution (constant density) scenario was used with
K = 35 and prec = 1. The source node was placed to the
center of the field and hop distances to all other nodes were
measured. The histogram created from averaging 100 in-
dependent experiments is illustrated in Fig. 12.
The distribution is linear for small hop distances. The ex-
planation is shown in Fig. 13 for the ideal case: messages
are propagated in belt-shaped increments. The areas of the
subsequent belts increase linearly, thus the number of nodes
in each belt is linearly increasing. If the node density is
smaller, the number of nodes in each belt is smaller, thus
the slope of the histogram will be smaller. According to
Fig. 12, smaller Kmin also causes decrease in the slope:
e.g., for Kmin = 9, the slope is 40% smaller than in the
basic flooding case. This means that the detected route is
40% longer than that of the basic flooding.
The declining part at higher hop distances is due to the
finite size of the network: the messages reach the network
Fig. 13. Ideal propagation of a message in a dense network.
Fig. 14. Distribution of the hop counts in the uniform distribution
network for different prec values, Kmin = 9.
perimeter and eventually die. The tail of the distribution
presents the maximum hop distance from the source, which
is in the square setup ideally
√
2 times the hop distance
measured at the maximum of the histogram.
The effect of unreliable links is shown in Fig. 14. The
histogram shows the average of 100 experiments conducted
in the uniform test scenario with K = 35, and prec = 0.4..1.
As intuitively expected, unreliable links cause smaller
slope, i.e., higher hop distances. For example, link quality
prec = 0.7 results in the increase of hop distance by 18%,
while for the rather unreliable link quality prec = 0.4 the
increase was as high as 63%.
As simulation examples show, percolation driven flooding
results in considerably higher hop distances than basic flood
routing when small Kmin parameters are used. Naturally,
low link quality also causes larger hop distances. This
effect may be an undesired side effect in route discovery
protocols, thus in these applications basic flooding may be
more advantageous.
5. Conclusions
A percolation driven flood routing algorithm was pro-
posed, which uses only locally available neighborhood
information to reduce broadcast storm. The algorithm is
able to massively reduce the number of messages in the
network and maintaining high delivery ratio at the same
time. Theoretical results prove the usefulness of the algo-
rithm: it is able to provide high coverage, if the network
density is high enough.
Simulation tests were performed to validate the perfor-
mance of the algorithm. The proposed algorithm reduced
the total number of messages in the network by 30–95%,
depending on the network density, while the coverage was
almost 100%, with appropriate choice of Kmin (Kmin > 7).
The percolation driven flood algorithm is adaptive to chang-
ing node density thus provides high coverage with low num-
ber of messages in all scenarios. The algorithm is robust
in the presence of unreliable links as well.
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According to test result, the percolation driven flood rout-
ing algorithm results considerably (even 50%) longer hop
distances when used for route discovery purposes.
The overhead of the algorithm is very low since only the
number of neighbors must be known by each node. This in-
formation can be gained by simple neighborhood discovery
protocols, e.g., sending and receiving hello messages.
For route discovery purposes the application of the tradi-
tional flooding is more advantageous, if the side effect of
the longer routes is undesirable. On the other hand, the
proposed algorithm is a superior and robust alternative to
traditional flooding algorithm in dense networks for mes-
sage dissemination purposes.
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Paper Multiobjective Design
of Wireless Ad Hoc Networks: Security,
Real-Time and Lifetime
Zdravko Karakehayov
Abstract—This paper deals with the tradeoffs between secu-
rity, real-time and lifetime performance. Due to the multihop
nature of communication wireless ad hoc networks are very
vulnerable to attacks. Malicious nodes included in a routing
path may misbehave and organize attacks such as black holes.
Scaling the number of hops for a packet delivery we trade
off energy efficiency against security and real-time commu-
nication. To study the multihop communication we propose
a hierarchical communication model. The REWARD (receive,
watch, redirect) algorithm for secure routing is employed as
a main example for corrective actions. Symmetrical routing
is a distinguish feature of protocols such as REWARD and we
outline the threshold of conflict between power-efficient parti-
tioning of communication links and symmetrical routing.
Keywords— ad hoc networks, low-power routing, multihop com-
munication, secure routing.
1. Introduction
Ad hoc networks have a wide spectrum of military and
commercial applications. Ad hoc networks are employed
in situations where installing an infrastructure is too expen-
sive, too vulnerable or the network is transient. The inter-
action between the nodes is based on wireless communica-
tion. Packets are forwarded in a multihop manner. Nodes
have a limited radio footprint and when a node receives
a packet it applies a routing algorithm to select a neighbor
for forwarding.
There is a class ad hoc networks, sensor networks, where
the requirements for lifetime and size of the nodes are
driven to extremes. A wireless sensor network consists of
a large number of nodes that may be randomly and densely
deployed. Sensor nodes are capable of sensing many types
of information such as temperature, light, humidity and ra-
diation. Sensor networks must collect data in an area of in-
terest for months or years. Since the energy is a scarce and
usually non-renewable resource, the network’s functional-
ity must be viewed from a low-power perspective. Sensor
network nodes execute three major tasks: sensing, compu-
tation and communication.
Communication energy dominates the overall energy bud-
get. The greater than linear relationship between trans-
mit energy and distance promises to reduce the energy
cost when the radio link is partitioned. Nodes calculate
the distance and tune their transmit power accordingly.
Consequently, it would be beneﬁcial to use several hops
to reach a node within the transmission radius instead of
a direct link. Along with available locations of the nodes,
a multihop optimization requires an appropriate power
model. For some applications it is not necessary nodes
to have real coordinates. Instead, nodes may have virtual
coordinates: hop-distances to other nodes.
Moreover, some applications require the network to inﬂu-
ence the environment via actuators. Synchronization be-
tween input and output demands real-time traﬃc. Real-
time forwarding of packets under multihop communication
scheme is a serious challenge. When we factor in secu-
rity, the outlook becomes even more grim. Packets travel
over several nodes and malicious attacks are easy to orga-
nize. To detect malicious inﬂuence and wage corrective
actions the nodes must spend extra energy. Consequently,
the multihop nature of ad hoc networks, while beneﬁcial
for energy reduction, brings the packets delivery time up.
The dynamic nature of the network and the power-eﬃcient
partitioning of communication links in particular, often
result in unpredictable traﬃc timing parameters. Enemy
nodes included in a routing path may misbehave and any
attempt to make the network less vulnerable requires extra
energy and aﬀects the lifetime, thus closing the loop.
2. Related Work
Diﬀerent medium access control (MAC) protocols are dis-
cussed in [1]–[6]. Energy eﬃciency is the primary goal
of the research. While a power saving technique, termed
Span [1], dynamically splits the nodes into sleeping nodes
and forwarding nodes, S-MAC, a MAC protocol [2], es-
tablishes a low duty cycle operation in all nodes. Ex-
tremely opportunistic routing (ExOR) is a routing method
developed to reduce the total number of transmissions tak-
ing into account the actual packet propagation [3]. Data
transmission algebra (DTA) has been developed to gen-
erate complex transmission schedules based on collision-
free concurrent data transmissions [5]. In related research
we proposed ALS-MAC, a medium access control proto-
col where contention-based advertising slots are mapped to
scheduled-based transmission slots [6]. The energy model
employed in this paper has been adopted from [7], [8]. De-
spite there being a plethora of sensing and MAC papers,
comparatively little has been published on the compan-
ion task of actuation and real-time requirements. Sensor-
actuator networks are discussed in [9], [10]. The problem
of obtaining virtual coordinates is addressed in [11].
13
Zdravko Karakehayov
Diﬀerent aspects of node architectures and capabilities can
be found in [12]–[17]. The power reduction methods dis-
cussed in [15]–[17] are not conﬁned to computation energy
of network nodes. They can be applied, also, in other cases
where voltage-scalable or speed-scalable central process-
ing units (CPUs) follow the current requirements and save
energy. Another approach to reduce the power consump-
tion is to remove hardware used for localization, such as
global positioning system (GPS), and utilize receive signal
strength (RSS). The resulting accuracy and impact factors
are investigated in [14].
Methods for energy eﬃcient multihop communication are
discussed in [18]–[22]. A detailed investigation for simple
settings is available in [19]. In related research we studied
multihop optimization for non-regular topologies [6], [10].
An Aloha type access control mechanism for large, mul-
tihop, wireless networks is deﬁned in [21]. The protocol
optimizes the product of the number of simultaneously suc-
cessful transmissions per unit of space, spatial reuse, by the
average range of each transmission.
A review of routing protocols for wireless ad hoc networks
is available in [23]. The problem of radio irregularity is
discussed in [24]. Later in Section 5, we compare distances
with the communication range. Due to radio irregularity
some neighbors located within the transmission disk may
be inaccessible while some remote nodes, outside the disk,
will be capable to communicate. Since quite a few proces-
sor architectures vie for attention in the realm of sensor net-
works, target-aware modeling of routing algorithms helps
to evaluate important timing properties [25]. Security of
wireless sensor networks is in focus in [26]–[31]. Two pa-
pers, [22] and [30], emphasize the fact that multiobjective
design is needed. Listening to neighbor transmissions to
detect black hole attacks is discussed in [32]–[36].
3. Communication Model
The communication model describes a packet forwarding
from a source to a destination. The destination is within the
communication range of the source. The communication
model C, has three components: a set of the locations of
nodes L, a medium access control model M, and an energy
model E:
C = {L, M, E} . (1)
3.1. Medium Access Control Model
Medium access control mechanism has a signiﬁcant im-
pact on the energy eﬃciency [2], [4], [6]. Currently avail-
able MAC protocols for wireless sensor networks can
be broken down into two major types: contention-based
and scheduled-based. While under contention-based proto-
cols nodes compete among each other for channel access,
scheduled-based schemes rely on prearranged collision-free
links between nodes. There are diﬀerent methods to assign
collision-free links to each node. Links may be assigned
as time slots, frequency bands, or spread spectrum codes.
However, size and cost constrains may not permit allocat-
ing complex radio subsystems for the node architecture.
Logically, time-division multiple access (TDMA) schedul-
ing is the most common scheme for the domain of wireless
sensor networks. The limited communication range of net-
work nodes provides an extra opportunity for collision-free
interaction, space division access [5], [6], [21].
3.1.1. Assume Scheduled Links
In order to save energy nodes should stay in a sleeping
mode as long as possible. Ideally, nodes should have pre-
arranged collision-free links and wake up only to exchange
packets. This MAC approach can be termed assume sched-
uled links (ASL). The ASL model has two parameters:
a packet length in bits p and a bit rate B:
M = {ASL, p, B} . (2)
While ASL is a theoretical concept, it helps to outline the
ﬂoor of the energy required for communication.
3.1.2. Beacon Advertise Transmit
Beacon advertise transmit (BAT) model is a widespread
MAC mechanism [4]. Beacons are employed to synchro-
nize internode communications. A beacon period TB in-
cludes two major sections. The period begins with a traﬃc
indication window TA. During TA all nodes are listening
and pending packets are advertised. The nodes addressed
till the end of TA send acknowledgements and receive data
packets. Data transmissions are followed by acknowledge-
ment frames to conﬁrm successful reception. Figure 1 il-
lustrates a beacon period.
Fig. 1. Beacon period.
The BAT model has ﬁve parameters: TA, TB, a data packet
length in bits p, a control packet length in bits q, and a bit
rate B:
M = {BAT, TA, TB, p, q, B} . (3)
3.2. Energy Model
The energy used to send a bit over a distance d via radio
communication may be written as
E = adn + b , (4)
where a is a proportionality constant [7], [8]. The radio
parameter n is a path loss exponent that describes the rate
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at which the transmitted power decays with increasing dis-
tance. Typically, n is between 2 and 4. The b constant is
associated with speciﬁc receivers, CPUs and computational
algorithms. Thus the model emerges as
E = {a,n,b,PR} , (5)
where PR is the power consumption of a turned on re-
ceiver.
4. Real-Time Behavior
Using the BAT model and counting the beacon periods
nodes are in position to calculate the packets delivery time.
While this completely applies for destination nodes, in-
termediate nodes can use the actual packet propagation
time and virtual coordinates to foresee the overall delivery
time.
In the large, energy versus real-time tradeoﬀs can be re-
solved via diﬀerent values assigned for the beacon period.
In the small, at each hop nodes decide whether to include
an extra intermediate node for power eﬃciency or to for-
ward the packet as fast as possible. The local decision is
based on the actual propagation of the packet measured in
number of beacon periods and the remaining number of
hops.
5. Lifetime
An ad hoc network lifetime can be measured by the time
when the ﬁrst node runs out of energy, or a network
can be declared dead when a certain fraction of nodes
die. Alternatively, the system lifetime can be measured
by application-speciﬁc parameters, such as the time un-
til the system can no longer provide acceptable quality of
service. Clearly, the higher the energy eﬃciency is, the
longer the network will survive. The energy eﬃciency can
be optimized at three levels.
5.1. Node Architecture
A typical node is built around a low-power microcon-
troller [12], [13], [15]. Wireless transceivers create phys-
ical links between nodes. Hardware provides the following
low-power mechanisms. The receiver and transmitter can
be individually enabled and disabled. The transmit power
can be adjusted gradually. For many applications nodes are
capable of determining their coordinates. Voltage-scalable
systems may apply dynamic voltage or clock frequency
scaling to reduce the power consumption.
5.2. Multihop Routing Service
Once the routing protocol has provided the next relay an-
other neighbor can be considered to partition the link. The
number of hops is increased to save energy. As an ad-
ditional beneﬁt, the reduced transmit power allows better
spatial reuse.
Figure 2 shows how an intermediate node can be used to
break down the link between a source S and a destina-
tion D into two hops.
Fig. 2. Routing via an intermediate node.
Theorem 1: Let C = {L{ASL, p,B},{a,4,b,PR}} be the
communication model of a wireless ad hoc network. If
the distance between the source S and the destination D is
d ≥
(
(8b + (p/B)PR)/7a
) 1
4 and the distance between
an intermediate node and the halfway point between S
and D is r ≤ (−0.75d2 + 0.25(9d4 − a−1(8b − 7ad4 +
(p/B)PR))
1
2 )
1
2 , the two-hop communication requires
less energy than the direct link.
Proof : We must prove when the following inequality holds
ad41 + b + ad42 + b + 2(p/B)PR≤ ad4 + b +(p/B)PR . (6)
Taking into account that
d1 = (d2/4−dr cosα + r2)
1
2 , (7)
d2 = (d2/4 + dr cosα + r2)
1
2 . (8)
We get
16ar4 + 8ad2(1 + 2cos2 α)r2 + 8b−7ad4 +(p/B)PR ≤ 0 .
(9)
The inequality has solutions if and only if d ≥
(
(8b +
(p/B)PR)/7a
) 1
4 . Since the threshold value for the distance r
will vary with α , we take the worst case, cosα = 1.
Using the quadratic formula
r ≤ (−0.75d2+0.25(9d4−a−1(8b−7ad4 +(p/B)PR))
1
2 )
1
2 .
(10)

Figure 3 shows plots for the radius r compared with
half of the distance. This example assumes two bit rates,
1 Mbit/s and 0.5 Mbit/s, a = 0.2 fJ/m4, b = 1 nJ, PR =
10 mW and p = 128 bit.
Theorem 2: Let C = {L{BAT,TA,TB, p,q,B},{a,4,b,PR}}
be the communication model of a wireless ad hoc network.
Let the average number of neighbors listening to a beacon
transmission be D. If the distance between the source S
and the destination D:
d ≥
(
(b(3q + p)+ PRB−1(q + p)
+PRDTA)a−1(3.5625q + 0.875p)−1
) 1
4 (11)
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Fig. 3. Radius r scales with the distance for two bit rates.
and the distance between the intermediate node and the
halfway point between S and D
r ≤ (−0.25d2(10.5q + 3p + 0.5qd)(3q+ p+qd)−1
+0.5a−1(3q+p+qd)−1(0.25a2d2(10.5q+3p+0.5qd)2
−2a(3q + p + qd)(−ad4(3.5625q + 0.875p)
+b(3q + p)+ PRB−1(q + p)+ PRDTA))
1
2 )
1
2 (12)
the two-hop communication requires less energy than the
direct link.

The radius r for a given distance d indicates application-
speciﬁc opportunities for power-eﬃcient partitioning of
Fig. 4. Radius r scales with the distance for two MAC models.
communication links. Figure 4 compares ASL and BAT
MAC models for a bit rate of 512 kbit/s.
5.3. Routing Algorithms
Routing algorithms can be based on two major ap-
proaches: topology-based and position-based routing [23].
The topology-based algorithms can be further split into
table-driven and demand-driven. The main idea behind the
table-driven routing protocols is to create a clear picture of
all available routes from each node to every other node in
the network. In contrast to the table-driven protocols, the
demand-driven algorithms create routes via route discovery
procedures only when a necessity arises.
Position-based routing algorithms utilize the physical po-
sitions of the participating nodes [19], [21], [23]. Po-
sition-based or geographic routing does not require each
node to have the locations of all other nodes. Each node
keeps track of the coordinates of its neighbors and their
neighbors. A greedy routing algorithm based on geographic
distance selects the closest to the destination neighbor for
the next hop [19].
Assume that the nodes of a wireless ad hoc network are
members of the following set N = {N1,N2,N3, . . . ,Nn(N)}.
The nodes are placed in a rectangular region of X by Y .
The distance between node i and node j is d(i, j). The
distance between node k and the halfway point between
node i and node j is d(k, mi, j).
Routing algorithms are employed to determine the next hop
of Ni, N+1i . The distance between Ni and its next hop N
+1
i
is d(i,+1). Likewise, the distance between Nk and the
halfway point between Ni and N+1i is d(k,mi,+1). A state-
ment power (d(i, j)) in the pseudocode listing adjusts the
transmit power according to the distance d(i, j). A state-
ment send (Ni → N j) indicates a packet forwarding from
node i toward node j.
Algorithm 1 describes the procedure to determine the
set NRi , which includes the one-hop neighbours of Ni.
The R denotes the communication range.
Algorithm 1: NRi ← OneHop(Ni)
NRi = /01
for 1≤ j ≤ n(N), j 6= i do2
if d(i, j)≤ R3
NRi = NRi ∪N j4
end if5
end for6
Algorithm 2 applies the greedy routing algorithm to ﬁnd
the next relay of Ni.
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Algorithm 2: N+1i ← NextHop(Ni, ND, NRi )
if ND ∈ NRi1
return ND2
end if3
s = (X2 +Y 2)
1
24
for 1≤ j ≤ n(N), j 6= i do5
if N j ∈ NRi and d( j,D) < s6
N+1i = N j, s = d( j,D)7
end if8
end for9
The multihop service can be integrated into the routing
algorithm.
Algorithm 3 applies Theorem 1 or 2 to partition the com-
munication link until suitable intermediate nodes are found.
The procedure results in one forwarding.
Algorithm 3: MultiHop(Ni, N+1i )
do1
MULTI = 02
d = d(i, +1)3
s = (X2 +Y2) 124
for 1≤ j ≤ n(N), j 6= i do5
if d( j, mi,+1)≤MIN(r,s)6
s = d( j, mi,+1), N+1i = N j, MULTI = 17
end if8
end for9
while MULTI10
power
(
d(i, +1)
)
11
send (Ni → N+1i )12
Algorithm 4 describes the successive approximation rout-
ing. The interaction between the routing procedure and the
low-power forwarding is implemented via successive ap-
proximations. As soon as the routing algorithm determines
the next hop, multihop optimization is applied to select
Algorithm 4: Send (NS, ND)
Ni = NS1
do2
NextHop (Ni, ND, NRi )3
MultiHop (Ni, N+1i )4
while Ni 6= ND5
an intermediate node. As soon as the packet is sent to
the intermediate node, the routing algorithm is executed
again. The multihop service algorithm itself is a succes-
sive approximation procedure as well.
In a two-hop distance approach, each node maintains a ta-
ble of all immediate neighbors as well as each neighbor’s
neighbors. The number of hops taken into account deter-
mines the vulnerability of the routing in case of topology
holes. However, considering more hops will require longer
execution times. Figure 5 shows how the transition from
Fig. 5. Execution time to select the next relay.
a single hop to two hops brings the execution time up. The
code has been written in C and compiled for two CPUs:
8051 and Atmel AVR [25].
6. Security
The network functional partitioning into sensing, computa-
tion and communication can be used to deal with possible
avenues of attacks. First, a misbehaving node may pro-
vide false sensor readings. In general, this kind of attack
is not eﬀective. Collected data is aggregated and a small
number of malicious nodes can not change the proﬁle of
the physical event. However, a false alarm, an input has
reached a threshold, will wake up several nodes and attack
the batteries. Another attack related to the environment is
a wrong location. Sensing is useful only in the context of
where the data has been measured.
In contrast to sensing, a well placed enemy may success-
fully attack via wrong calculations. Aggregation is im-
portant for power eﬃciency and nodes that aggregate data
packets are in a good position to attack.
Communication is what makes ad hoc networks most vul-
nerable and the multihop forwarding of packets unrolls am-
ple possibilities for attackers. Once a malicious node has
been included on the routing path, it will be in position
to change the content of the packets. Along with data,
packets may convey code. Mobile agent-based sensor net-
works distribute the computation into the participating leaf
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nodes [28], [29]. Since agents may visit a long path of
nodes, a single modiﬁed packet can force several nodes
to execute enemy code. Another axis along which pack-
ets can be aﬀected relates to timing. A scheduling attack
would change the number of past beacon periods a packet
carries. Another form of a scheduling attack is delayed
packets. An extreme type of this attack, termed black hole,
is observed when a malicious node consumes packets. In
a special case of black hole, an attacker could create a gray
hole, in which it selectively drops some packets but not oth-
ers. For example, the malicious node may forward control
packets but not data packets.
7. REWARD Algorithm
The REWARD (receive, watch, redirect) is a routing
method that provides a scalable security service for geo-
graphic ad hoc routing [33]–[35].
7.1. Black Holes Data Base
The algorithm creates a distributed data base for detected
black hole and scheduling attacks. The data base keeps
records for suspicious nodes and areas. The REWARD se-
curity service provides alternative paths for the geographic
routing in an attempt to avoid misbehaving nodes and
regions of detected attacks. The algorithm utilizes two
types of broadcast messages, MISS (material for intersec-
tion of suspisious sets) and SAMBA (suspicious area, mark
a black-hole attack), to recruit security servers. Security
servers are nodes that keep records of the distributed data
base and modify the geographic forwarding of packets to
bypass insecure nodes and regions.
Assume that a demand-driven protocol performs a route
discovery procedure. When the destination receives the
query, it sends its location back and waits for a packet.
If the packet does not arrive within a speciﬁed period of
time, the destination node broadcasts a MISS message. The
destination copies the list of all involved nodes from the
query to the MISS message. Since the reason for not re-
ceiving the packet is most likely a black hole attack, all
nodes listed in the MISS message are under suspicion.
Nodes collect MISS messages and intersect them to detect
misbehaving participants in the routes. The detected mali-
cious nodes are excluded from the routing if other paths are
available.
Fig. 6. Transmissions must be received by two nodes.
Radio is inherently a broadcast medium and nodes can de-
tect black hole attacks if they listen to neighbor transmis-
sions [32]. Figure 6 shows an example. Each node tunes
the transmit power to reach both immediate neighbors,
N+1i and N
−1
i . We call this type of forwarding symmet-
rical. The nodes transmit packets and watch if the packets
are forwarded properly. If a malicious node does not act
as expected, the previous node in the path will broadcast
a SAMBA message.
Fig. 7. REWARD against two black holes.
Figure 7 presents an example routing with the assumption
that two malicious nodes would attempt a black hole attack.
In this case the algorithm requires the nodes to listen for
two retransmissions. Figure 8 indicates the exact positions
of two black holes in the path. The ﬁrst malicious node
forwards the packet using the required transmit power to
deceive two nodes backward. The second malicious node
drops the packet, however the attack is detected by the last
node before the black holes. The missing transmission is
shown by a dot line in Fig. 8. An extra black hole in the
path would mask the attack.
Fig. 8. REWARD detects the second black hole.
In order to determine the eﬀectiveness of REWARD we
used ANTS (ad hoc networks traﬃc simulator) [34], [35].
We assume that all nodes are stationary throughout the
simulation. Figure 9 illustrates simulation results of the
throughput, 100 packets routing for eight example de-
ployments. Each deployment has a density of 100 nodes
randomly located in a square kilometer. The maximum
communication range of the nodes is 100 m. Also,
the simulation results are obtained at 10% misbehaving
nodes. MISS servers are recruited in a rectangular region.
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The source and destination locations deﬁne the diagonal of
the rectangle.
Fig. 9. The fraction of packets received for eight examples.
Fig. 10. Detected malicious nodes against false detection.
Figure 10 shows the fraction of malicious nodes detected
against false detection. False detection is associated with
nodes excluded from the network as malicious when in
fact they are not. For the current simulation, nodes that
are listed in two or more MISS messages are marked as
malicious.
7.2. Energy Overhead
We distinguish between two types of security energy over-
head. Static overhead is the additional energy required to
watch for attacks. Dynamic overhead is the extra amount
of energy spent to detect compromised nodes and mitigate
routing misbehavior. While the dynamic overhead will vary
from application to application, the static overhead is a con-
stant and an inevitable item in the energy budget.
Since secure routing protocols such as REWARD require
symmetrical forwarding, the power eﬃciency is declined.
Figure 11 presents symmetrical routing for an example de-
ployment. Three cases must be considered according to the
distances:
d(i,−1)≤
(
d(i,+1)
)
/2− r . (13)
There is no security overhead in this case:(
d(i,+1)
)
/2− r < d(i,−1)≤ (d(i,+1))/2 + r . (14)
Fig. 11. Symmetrical routing.
Again, there is no single-hop security overhead. Opportu-
nities for partitioning of the link remain if neighbors are
located within the shaded area (Fig. 11):
d(i,−1) >
(
d(i,+1)
)
/2 + r . (15)
Symmetrical routing may not increase the energy, how-
ever, partitioning of the link is not power eﬃcient in
this case.
Algorithm 5 provides multihop optimization for symmetri-
cal routing.
Algorithm 5: MultiHopSym (Ni,N+1i )
s = (X2 +Y 2)
1
21
if d(i,−1) >
(
d(i,+1)
)
/2 + r2
power
(
MAX(d(i,+1),d(i,−1))
)
3
send (Ni → N+1i )4
return5
end if6
if d(i,−1)≤
(
d(i,+1)
)
/2− r7
for 1≤ j ≤ n(N), j 6= i do8
if d( j,mi,+1)≤MIN(r,s)9
s = d( j,mi,+1), N+1i = N j10
end if11
end for12
power
(
d(i,+1)
)
13
send (Ni → N+1i )14
return15
end if16
for 1≤ j ≤ n(N), j 6= i do17
if d( j,mi,+1)≤MIN(r,s) and d(i, j)≥ d(i,−1)18
s = d( j,mi,+1), N+1i = N j19
end if20
end for21
power
(
d(i,+1)
)
22
send (Ni → N+1i )23
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Theorems 3 and 4 are companion proofs of Theorems 1
and 2, respectively, for symmetrical routing.
Theorem 3: Let C = {L{ASL, p, B},{a, 4, b, PR}} be the
communication model of a wireless ad hoc network which
applies symmetrical routing. If the distance
d(i,+1)≥
(
(8b +(p/B)PR)/7a
) 1
4 , (16)
the distance
d(i,−1) ≤
(
d(i,+1)
)
/2−(−0.75(d(i,+1))2
+0.25(9(d(i,+1))4−a−1(8b−7a(d(i,+1))4
+(p/B)PR))
1
2 )
1
2 (17)
and the distance between an intermediate node and the
halfway point between S and D:
r ≤ (−0.75(d(i,+1))2 + 0.25(9(d(i,+1))4
−a−1(8b−7a(d(i,+1))4 +(p/B)PR))
1
2 )
1
2 (18)
the two-hop communication requires less energy than the
direct link.
Proof : From Theorem 1 the shortest distance between S
and a power eﬃcient intermediate node would be(
d(i,+1)
)
/2−(−0.75(d(i,+1))2 +0.25(9(d(i,+1))4
−a−1(8b−7a(d(i,+1))4 +(p/B)PR)) 12 ) 12 . (19)
Since, this distance is greater or equal to the distance
d(i,−1), the symmetrical routing does not aﬀect the power
eﬃcient partitioning of the link. Any intermediate node
closer to the halfway point between S and D than
(−0.75(d(i,+1))2 +0.25(9(d(i,+1))4
−a−1(8b−7a(d(i,+1))4 +(p/B)PR))
1
2 )
1
2 . (20)
will decrease the energy. 
Theorem 4: Let C = {L{BAT,TA,TB, p,q,B},{a,4,b,PR}}
be the communication model of a wireless ad hoc network
which applies symmetrical routing. If the distance
d(i,+1) ≥
(
(b(3q + p)+ PRB−1(q + p)
+PRDTA)a−1(3.5625q+0.875p)−1
) 1
4 , (21)
the distance
d(i,−1)≤ (d(i,+1))/2−(−0.25(d(i,+1))2(10.5q+3p
+0.5qd(i,+1))(3q+p +qd(i,+1))−1+0.5a−1(3q
+p+qd(i,+1))−1(0.25a2(d(i,+1))2(10.5q
+3p + 0.5q(d(i,+1))2−2a(3q + p
+qd(i,+1))(−a(d(i,+1))4(3.5625q+0.875p)
+b(3q+p)+PRB−1(q+p)+PRDTA))
1
2 )
1
2 (22)
and the distance between an intermediate node and the
halfway point between S and D:
r ≤ (−0.25(d(i,+1))2(10.5q + 3p + 0.5qd(i,+1))(3q
+p + qd(i,+1))−1 + 0.5a−1(3q + p
+qd(i,+1))−1(0.25a2(d(i,+1))2(10.5q + 3p
+0.5q(d(i,+1))2−2a(3q + p
+qd(i,+1))(−a(d(i,+1))4(3.5625q + 0.875p)
+b(3q + p)+ PRB−1(q + p)+ PRDTA))
1
2 )
1
2 (23)
the two-hop communication requires less energy than the
direct link.

8. Conclusion
This paper manifests wireless ad hoc networks need mul-
tiobjective design. The multihop communication approach
brings tradeoﬀs between security, real-time and lifetime.
We proposed a hierarchical communication model and em-
ployed it to compare how two MAC models are capable of
partitioning the communication link for non-regular topolo-
gies. The proofs can be used to organize look-up tables in
the nodes memory and streamline the selection of the best
next relay. We evaluated the static energy overhead associ-
ated with algorithms for secure routing, such as REWARD,
which will help to reassess the lifetime of the network.
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Paper A Method of Mobile Base Station
Placement for High Altitude Platform Based
Network with Geographical Clustering
of Mobile Ground Nodes
Ha Yoon Song
Abstract—High altitude platforms (HAPs) such as unmanned
aerial vehicles (UAVs) which can be deployed as stratospheric
infrastructures enable a sort of new configurations of wireless
networks. Ground nodes must be clustered in multiple sets
and one dedicated UAV is assigned to each set and act as an
mobile base station (MBS). For the intra-set nodes, UAVs must
communicate each other in order to establish network links
among intra-set nodes. Here we find a geographical cluster-
ing problem of networking nodes and a placement problem
of MBSs. The clustering technique of mobile ground nodes
can identify the geographical location of MBSs as well as the
coverage of MBSs. In this paper we proposed a clustering
mechanism to build such a configuration and the effectiveness
of this solution is demonstrated by simulation. For a selected
region with a relatively big island, we modeled mobile ground
nodes and showed the result of dynamic placement of MBSs
by our clustering algorithm. The final results will be shown
graphically with the mobility of ground nodes as well as the
placement of MBSs.
Keywords— clustering geographical, clustering of mobile
ground nodes, HAP based network, high altitude platforms,
MBS placement, mobile base stations.
1. Introduction
The recent development of unmanned aerial vehicles (UAV)
leads to interests in high altitude platforms (HAPs) as mo-
bile base stations (MBSs) of wireless wide area networks.
UAVs usually carry wireless network equipments and re-
quire less management and thus have been regarded as one
of the best method to deploy wireless network over wide
area without typical ground network equipments. This
new sort of network configuration requires a lot of un-
solved research topics from the physical layer to transporta-
tion layer as well as the ideal configuration of network.
Many researches have been concentrated on the commu-
nication between stratospheric UAVs and mobile ground
nodes. These topics include establishments of communica-
tion links among UAVs as well.
The goal of HAP based network is to cover as wide area as
possible with deployment of multiple UAVs, i.e., ultimate
goal of HAP network is to deploy as many MBSs to cover
dedicated area in order to construct a network structure. In
this configuration, UAVs can act as mobile base stations
for the network. This sort of network configuration raises
a new configuration problem of UAVs and mobile ground
nodes.
Here we suggest an idea. Mobile ground nodes consist
a number of clusters in order to be served by MBSs and
each MBS covers a dedicated cluster of mobile ground
nodes. MBSs cooperate each other in order to support com-
munication of mobile ground nodes in the whole area. The
HAP based wireless network usually regarded as a viable
solution for the networks with minimal ground infrastruc-
tures or countries under development and so on.
In this paper, we will show a method to deploy MBSs for
a dedicated area with possible number of MBSs and to
cover dedicated area efficiently. By adopting a clustering
mechanism for mobile ground nodes, we can solve a place-
ment problem of MBSs as well as the coverage of each
MBS. For an island area we set mobility model and sim-
ulated the dynamic clustering of mobile ground nodes and
find proper locations for MBSs and coverage.
This paper is structured as follows. In Section 2 we will
discuss research basis for this paper. In Section 3 we will
see the basic configuration concept of HAP based network
assumed in this paper. In the following Section 4 we will
explain our clustering algorithm for mobile ground nodes
and MBS placement. Then we will show simulation ex-
periment and results in Section 5. The final Section 6 will
conclude this paper and will discuss the future research
direction.
2. Related Works
The basis of this research is usually categorized into two
basic parts. The first one is HAP based networks. The
second one is clustering algorithms. We will discuss about
this two topics simply.
2.1. HAP Based Network
The HAP based network is one of the most recent research
topics while there have been a long idea about stratospheric
platforms as a media of networking. With the develop-
ment of network technologies as well as aerial industries,
HAP can be actual one and the idea of HAP based net-
work spawns into real world. Nowadays, most of countries
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research on this topic. Some of them regard this sort of
network as national project while others act as an individual
company bases. The Republic of Korea researches on this
topic as a national project as shown in [1] with the fruitful
research at Electronics and Telecommunication Research
Institute (ETRI).
For EU nations or EU companies, there are projects such
as HeliNet and CAPANINA. England was one of the early
starter in this topic and most of EU nations are partici-
pated in those projects [2]. Japan has the similar situa-
tion. Japanese Aerospace Exploration Agency [3] has an
ongoing effort with HAP based network, named as SkyNet
project. Also in the US, projects such as Sky Station, High
Altitude Long Operation, SkyTower, Staratellite, Weather
Balloon HAPs are undergoing ones [4].
The characteristics of this project are that they are still as-
suming a single HAP platform and are mostly concentrated
on communication links establishment.
For example, World Radiocommunication Conference
(WRC) of ITU started the first specification of frequency
allocation for HAP network since the year 1997 and several
bandwidth frequencies are allotted for specific nations [5].
The most recent decision made by WRC 2007 can be found
in [6].
There have been several researches on the communication
link establishment between mobile ground nodes and HAP
base station [7], [8]. Also a protocol standard such as
802.16 can be a possible candidate for HAP networks [9].
For the inter-HAP links, there also have been researches
such as [10].
Apart from these researches, this paper assumes an envi-
ronment of multiple heterogeneous HAPs. We regard each
HAP as a MBS of mobile ground nodes and tried to cluster
mobile ground nodes in order to solve the placement prob-
lem of MBS. As far as we know, no such topic has been
dealt until the first submission of this paper. The most sim-
ilar one is in [11] but it is on a positioning control for HAP
station.
2.2. Clustering Algorithms
In a field of data mining, there have been researches re-
garding clustering of data in a large database [12], and
multiprocessor versions can be found in [13]. They are
usually concentrated on the patterns of related data while
we need a geographical clustering based on the ground node
coordinates. Thus we screened out several candidates and
tried combinations of those clustering algorithms.
The most prominent candidates of clustering algorithms
are K-mean, BIRCH, EM, PROCLUS, and SUBCLUS
drawn from [12]. The K-mean is one of the most popu-
lar algorithm in the clustering world. Since we are dealing
with mobile ground nodes, we cannot identify the exact
coordinates but we only assume the probability of node
coordination. In this aspect, we concentrated on expec-
tation maximization (EM) with a probability of node co-
ordinates.
Considering the limitations of number of nodes in a clus-
ter, that is actually a bandwidth limitation of wireless
routers equipped on HAP MBS, we need to split a cluster
or merge clusters in order to balance the number of nodes
in a cluster. The BIRCH and their successors can cope
with such a requirement, thus we choose it as a possible
candidate.
Even though EM and BIRCH are nice candidates for our
application, these two cannot deal ideal initial clustering
and the results are usually not a geographical one. Thus
we need a multiphase clustering algorithm. Usually initial
clusters can be drawn by K-mean algorithm and then the
core cluster algorithm such as BIRCH or EM can work. For
geographical consistency, a postprocessing of merging or
splitting must be done. Two algorithms of SUBCLUS and
PROCLUS are typical examples of multiphase clustering
algorithms that attracts our interest.
However, apart from this existing algorithms, we will study
the most appropriate clustering algorithms for HAP MBS
placement. In this paper, we will show a basic result based
on K-mean algorithm [14].
3. Basic Concept of HAP Based
Network Configuration
The concept of HAP networking is similar to that of satel-
lite communication. Characteristics such as broadness,
simultaneousness, flexible configuration, and broadband-
widthness of HAP based network are similar to that of satel-
lite network, however, on-time supplements, ease of man-
agement, short communication distance, low power mini
handset, low round trip time are typical characteristics of
HAP network that cannot be found in satellite network.
The key point here is low communication delay and flex-
ible network configuration. In this paper, we spotted on
flexible network configuration and will start the discussion
from the basic configuration of HAP network. Figure 1
shows a basic configuration of HAP based network. HAP
usually resides on stratospheric area, about 21 km altitude
with very low speed of winds as reported by NASA, USA.
Even though Fig. 1 presents only one HAP device, however
there could be a lot of plans for multiple HAPs. Figure 2
shows the configuration of HAP based network with mul-
tiple HAPs deployed on more wide area.
This configuration with multiple HAPs will cause a in-
terplatform link study and reapplication of traditional fre-
quency reuse problem. It has been assumed that a radio
or a optical communication for interplatform link and it is
another research area. Several research regarding optical
links, including the CAPANINA projects, issued results re-
garding optical communication links for inter-HAP links as
well as downlinks [15], [16], [17]. One of the interesting
aporoach includes downlinks of satellite as well [18].
Also a routing problem can be arisen while there are a lot of
prepared routing protocol such as OLSR, TBRPF, DSDV,
CGSR, WR, AODV, DSR, LMR, TORA, ABR, SSR,
and ZRP.
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Fig. 1. Basic configuration of HAP based network: singular HAP case. Explanations: IP PBX – Internet protocol private branch
exchange, ISDN – integrated services digital network, PDA – personal digital assistant, PSTN – public switched telephone network,
VoIP – voice over Internet protocol, WLAN – wireless local area network.
Fig. 2. Basic configuration of HAP based network: multiple HAP case.
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Fig. 3. Geographical simulation results mapped on Cheju Island and neighboring seas.
Therefore we will concentrate on the multiple HAPs net-
work. The first problem of this multiple HAPs network is
a clustering of mobile ground nodes and finds an optimal
location for multiple HAPs as a clusterhead or mobile MBS.
We expect the final result looks like in Fig. 3 where we can
see 50 MBSs work as clusterhead and the coverage of each
MBS are defined by the population density.
For the environment of this multiple HAPs network, we
have similar problems in wireless network listed below:
– uncertainty of mobile ground node coordinates;
– link error rate, lower than satellite network;
– network topology variance, frequent;
– network security.
We can consider parameters below for network configura-
tion:
– total number of mobile ground node, network size N;
– network connectivity;
– topological rate of change;
– link capacity;
– fraction of unidirectional links;
– mobility of ground nodes;
– fraction and frequency of sleeping nodes.
4. Clustering of Ground Nodes
for MBS Placement
For multiple HAP network, mobile ground nodes are clus-
tered into several clusters, and each HAP acts as MBS of
a cluster or is regarded as clusterhead. Since the number of
nodes in a cluster is a major parameter, another parameter
of cluster coverage is a dependent variable. Each HAP has
capability to adjust its coverage individually by adjusting
its angle of elevation. These parameters can vary dynam-
ically according to the mobility of ground nodes. We can
assume the following scenarios of dynamic clustering.
• Initial clustering. The very first stage of network
configuration. Almost a static clustering.
• Service oriented reclustering. New influx of mobile
ground nodes to a specific cluster cause a overloaded
router on a HAP and thus requires a reclustering.
Maybe a new UAV can be added.
• Geographical reclustering. The mobility of ground
nodes can cause more area to be covered by HAP
based network. This situation causes reclustering.
• Airship backup reclustering. Failure of one or
more UAV can cause a reclustering situation.
• Shrinking clustering. Decrement of the number of
mobile ground nodes will cause a non-mandatory
reclustering.
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From the scenarios above, we assume a geographical
reclustering situation in this paper. However, all of the
above scenarios require reclustering algorithm according
to the geographical network coverage or mobile ground
node distribution. In order to provide such an algorithm,
we can assume the following requirements for network
parameters.
1. An UAV as a HAP can equip MBS facilities.
2. An UAV can identify number of ground nodes served.
3. An UAV can identify the location of mobile ground
nodes.
4. An UAV can identify the location of itself.
5. An UAV can vary the geographical network coverage
by adjusting the angle of elevation.
6. An UAV can communicate with ground base stations.
These assumptions can be realized with the help of aero en-
gineering, electro engineering, antenna technology or other
related modern technology. Under these assumptions, the
following lists requirements for clustering algorithms of
mobile ground nodes.
1. The sum of bandwidth requirement from mobile
ground nodes in a cluster is equal to or smaller than
the total bandwidth of an MBS for the cluster.
2. Each UAV can move in a limited speed. Thus the
reclustering must consider the speed of UAVs.
3. Cluster algorithm requires realtimeness for continu-
ous network service.
Here we can show a simple clustering algorithm based on
K-mean clustering algorithm.
Algorithm 1: Clustering and MBS placement
Require: B : Router bandwidth capacity on a HAP
S : Total sum of required bandwidth by nodes in a clus-
ter
C : A set of coordinates of mobile ground nodes
A : Total area size to be covered by network
M : Maximum area can be covered by a HAP
Ensure: L : List of clusters
P : List of cluster centroids
2:
SpB = S/B //bandwidth requirement
4:
ApM = A/M //geographical requirement
6:
Calculate the number of cluster K = min(SpB,ApM)
8:
L = result of K-mean clustering algorithm with input C
10:
P = calculated centroid of each cluster.
The exact location of each MBS for a cluster is a centroid
of the each cluster. The centroid of a cluster is median
value of geographical coordinates of mobile ground nodes
in the cluster. Instead of mean value, we use median value
in order to guarantee the efficiency of MBS coverage. Thus
we can use this algorithm for MBS placement.
Even though we use K-mean algorithm, this algorithm can
be replaced any of proper clustering algorithm. We experi-
enced several clustering algorithms produce inclusive clus-
ters. To resolve such problem, we need postprocessing of
clusters that merges inclusive clusters to including cluster.
We regard this problem as a future topic and will discuss
basically in the conclusions and future research section.
The time complexity of Algorithm 1 is O(T N2), where N is
total number of mobile ground nodes and T is number
of reclustering. Simply speaking, K-mean clustering takes
time of O(N2) for N data entries and the reclustering hap-
pens, and the total count of reclustering is T . Whenever
the constraints of HAP network clustering are violated,
a reclustering is done by K-mean algorithm.
5. Simulation of HAP MBS Placement
We do simulation experiment based on assumptions and
algorithms for HAP based network. Our aim is to show
simulation results geographically in order to identify clus-
tering result and HAP placement result graphically. The
simulation is done first by NS-2 (network simulator 2) with
mobility models for nodes. With the NS-2 trail output, we
parse them in order to identify node mobility in time and
the parsed results are used by clustering algorithms. Finally
a clustering results are visualized.
5.1. Simulation Environments and Parameters
For the geographical environment for network simulation,
we choose Cheju Island of the Republic of Korea and its
neighboring seas. 1000 nodes are distributed according to
population distribution on Cheju Island and several marine
vehicles were also assumed. The reason why we choose
this area is as follows.
• Two cities have denser population than other area.
• The other area has lower population.
• There is high mobility to or from two cities to other
area.
• Almost all sort of mobility can be included. There
are various type of mobility including human walk,
ground vehicle, horse rider, and marine vehicle.
• There are frequent mobility between Cheju Island and
its two neighboring small islands which have lower
population.
• Lots of travelers show very high mobility.
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Fig. 4. Node mobility snapshot.
In addition we wanted to look at the phenomena that non-
island areas are connected from island area by HAP MBS.
The simulation parameters are as follows:
– 28,246 km2 coverage area;
– total number of mobile ground node is 1000;
– number of initial clusters is 50;
– number of average nodes in a cluster is 20;
– random waypoint (RW) mobility model;
– speed of mobility is 4∼7 km/s;
– node population is proportional to actual population
density;
– simulation time up to 60 min;
– maximum 465 km for inter-hap links;
– maximum 150 km for cluster radius as specified by
ITU [19].
Figure 4 shows a cumulated snapshot of mobile nodes tra-
jectory for these simulation experiments.
5.2. Simulation Results and Analysis
With this simulation parameters, simulation results are
shown geographically in selected Figs. 5–13.
Each figures stands for the result of simulation from 15 to
55 min after the start of simulation. In each figure, the ra-
dius of a cluster is magnified by the factor of 1.4 for visibil-
ity reason. The dots are mobile ground nodes while crosses
are centroids of clusters and thus locations of HAP MBSs.
Two cities with high population show a lot of clusters with
small coverage. This is due to the restriction of network
bandwidth provided by on HAP MBS. In order to guaran-
tee minimum bandwidth for individual nodes, the maximum
number of nodes per cluster is restricted since HAP MBS
has limited bandwidth as a wireless router. The neighbor-
ing seas are covered by relatively larger clusters and smaller
number of HAP MBS. The maximum number of nodes in
a cluster is up to 47 while the minimum number is 2 for
a cluster. The largest cluster has radius of 154 km in marine
area while the smallest cluster has 6.5 km in city area. Note
that 154 km of cluster radius slightly exceeds a maximum
radius of HAP MBS coverage specified by ITU.
Even though some nodes look like multiple participant
in a cluster, they are actually a member of specific single
clusters. This sort of overlapping can be overcome by
frequency allocation and reuse [20]. Some clusters with
dedicated MBSs look like an orphan. However, the pre-
sumably orphan MBSs are within 930 km of other con-
nected HAP MBS, i.e., orphans are within the range of
inter-hap links.
Some postprocessing algorithms required in order to merge
or to split clusters with abnormal number of nodes. Clus-
ters with larger number of nodes must be split and clusters
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Fig. 5. Placement and coverage of MBSs after 15 min.
Fig. 6. Placement and coverage of MBSs after 20 min.
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Fig. 7. Placement and coverage of MBSs after 25 min.
Fig. 8. Placement and coverage of MBSs after 30 min.
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Fig. 9. Placement and coverage of MBSs after 35 min.
Fig. 10. Placement and coverage of MBSs after 40 min.
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Fig. 11. Placement and coverage of MBSs after 45 min.
Fig. 12. Placement and coverage of MBSs after 50 min.
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Fig. 13. Placement and coverage of MBSs after 55 min.
with smaller number of nodes must be merged. The ulti-
mate goal of postprocessing is to assign adequate number of
nodes equally likely to clusters. We experienced the over-
loaded clusterhead (MBS) is usually a problem for network
configuration. We will provide a simple postprocessing al-
gorithm in Section 6.
We experienced less than 1 s for each clustering with usual
Pentium based personal computers. We believe this guar-
antees realtimeness of our clustering algorithm.
6. Conclusion and Future Research
In this paper, we present a HAP MBS placement solution
over multiple HAP based wireless network. Considering
the number of ground nodes and area coverage, mobile
ground nodes are clustered in order to prepare placement
location. As a result, each HAP based MBS can be placed
at geographically suitable location in order to serve as a BS
of a cluster. We experiment these scenarios by simulation
and the results are visualized in a specific area of Cheju
Island.
However, we can find several problems regarding the clus-
tering results.
First, we must suppress of mobility of MBSs for stable net-
work service. Even if we assumed mobility of HAP MBSs,
high mobility of existing MBSs would cause instable net-
work service.
Second, other than K-mean algorithm, more sophisticated
algorithm must be introduced. We are now focusing on
EM and BIRCH [12], [13] as a core algorithm for HAP
MBS placement. For uncertain coordinates of highly mo-
bile nodes we can adjust probabilities for such nodes to be
members of a specific cluster with the speed of mobile node
or so. Then this probability set will be directly applied to
EM based clustering.
Third, the number of nodes per cluster must be distributed
evenly for stable network bandwidth allocation. Since there
are no clustering algorithms that calibrate the number of
elements per cluster, a new clustering algorithm must be
introduced. And we sometimes observe inclusive clusters
and semi-inclusive (highly overlapped) clusters in simula-
tion results. BIRCH has the abilities of splitting or merging
clusters by use of CF tree. These capabilities can be a use-
ful method to assign evenly distributed number of nodes to
clusters.
These combination of clustering algorithms ultimately leads
to a multiphase clustering algorithm. We are now consid-
ering the following process.
1. Preprocessing with static clustering algorithms such
as K-mean.
2. Main clustering with dynamic clustering algorithms
such as EM.
3. Postprocessing for split and merge of clusters with
algorithms such as BIRCH.
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We believe the outmost clustering algorithm would be
BIRCH since it requires another clustering algorithm for
core clustering features.
For postprocessing as mentioned in Section 4, we have the
following idea. We can merge a cluster into outer cluster
when the cluster is inclusive under the condition:
|C1 −C3|+ R3 < R1 and N1 + N3 < N
where Ci is a coordinate for cluster i, Ri is a radius for
cluster i, and Ni is number of nodes in a cluster i.
The first term stands for cluster C3 is totally inclusive in
cluster C1 and the second term restricts merge if the total
number of nodes in two clusters exceeds a desired number
of nodes N in a cluster.
Similarly we can merge semi-inclusive clusters where most
part of a cluster, e.g., 75%, is covered by another cluster.
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Paper A Framework for Detection
of Selfishness in Multihop Mobile
Ad Hoc Networks
Jerzy Konorski and Rafał Orlikowski
Abstract—The paper discusses the need for a fully-distributed
selfishness detection mechanism dedicated for multihop wire-
less ad hoc networks which nodes may exhibit selfish forward-
ing behavior. The main contribution of this paper is an in-
troduction to a novel approach for detecting and coping with
the selfish nodes. Paper describes a new framework based
on Dempster-Shafer theory-based selfishness detection frame-
work (DST-SDF) with some mathematical background and
simulation analysis.
Keywords—reputation system, selfish behavior, wireless ad hoc
network.
1. Introduction
Mobile ad hoc networks (MANETs) and ad hoc wireless
sensor networks (WSNs) are collections of mobile nodes
that exchange packets over a wireless transmission medium.
There may be pairs of nodes out of each other’s recep-
tion range, for which the only way of exchanging data is
via in-range nodes acting as packet forwarders, i.e., agree-
ing to relay packets on behalf of other nodes. However,
packet forwarding costs extra energy and bandwidth, each
being a scarce resource in wireless ad hoc devices. Ra-
tional nodes try to save energy and bandwidth as much as
possible, and the most obvious way of doing it is by re-
fusing to relay packets. Such non-cooperative behavior is
usually called selfish. Without a mechanism preventing it,
MANETs and/or ad hoc WSNs become unreliable. Selﬁsh-
ness is to be distinguished from malicious behavior, a type
of non-cooperative behavior that brings no tangible beneﬁt
to the perpetrators.
Prevention, detection and/or mitigation of selﬁshness,
as well as enforcement of cooperative behavior among
MANET or WSN nodes have recently received consider-
able attention. Currently there are a large number of solu-
tions addressing these goals. A promising class of solutions
are reputation-based systems, where the cooperation goals
are achieved by way of determination and sharing reputa-
tion values among all the network nodes or within groups
thereof.
In this work we propose a new approach for detection of
non-cooperative (selﬁsh) behavior in the wireless mobile
ad hoc networks. The solution is a framework which can
be used by the reputation-based systems to detect selﬁsh-
ness. It can replace standard, very often faulty selﬁsh-
ness detection mechanisms (e.g., based on the well-known
watchdog mechanism). Because our framework is based
on Dempster-Shafer theory (DST) [1]–[4] we call it
Dempster-Shafer theory-based selﬁshness detection frame-
work (DST-SDF).
The rest of the paper is organized as follows: Section 2 dis-
cusses related work and outlines some of the well-known
methods of selﬁshness evaluation. Section 3 describes the
general concept of our approach, Section 4 contains a brief
introduction to Dempster-Shafer theory and the methods of
evidence combinations with uncertain information. Sec-
tion 5 describes DST-SDF in more detail. Sample perfor-
mance evaluation results are reported in Section 6. Finally,
Section 7 states conclusions and outlines future work.
2. Related Work
Enforcement of cooperative behavior in MANETs has been
the subject of a number of works. Basically, two types of
solutions dealing with non-cooperative (malicious as well
as selﬁsh) nodes are being proposed. The ﬁst type are
schemes based on virtual currency, e.g., Nuglets [5] or
Sprite [6], that use a form of micropayments to build in-
centives for cooperation. These are usually quite complex
and hard to implement in real networks, typically require
tamper-proof hardware in each node or a trusted third party
to ensure transaction security.
More promising type of solutions are reputation-based
schemes. The most popular ones include coopera-
tion of nodes fairness in dynamic ad hoc networks
(CONFIDANT) [7], collaborative reputation mechanism
(CORE) [8], secure and objective reputation-based in-
centive scheme (SORI) [9], observation-based coopera-
tion enforcement in ad hoc networks (OCEAN) [10] and
reputation-based mechanism for isolating selﬁsh nodes in
ad hoc networks [11], locally aware reputation system
(LARS) [12].
The concepts of all of the above reputation-based systems
are very similar. The key functional aspects they all share
are as follows. Each network node:
– gathers information about the other nodes’ behavior;
– calculates reputation values associated with each
other node based on direct behavioral information
and possibly additional indirect information (in the
form of recommendations) received from third-party
nodes;
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– shares evaluated reputation values or direct behav-
ioral information with all the other nodes (in the case
of global reputation systems) or within the immediate
neighborhood (in the case local reputation systems);
– tries to enforce cooperative behavior of the other
ones by introducing diﬀerent kinds of punishment
(e.g., isolation of non-cooperative nodes from the
network);
– excludes nodes it considers non-cooperative from
paths used by the packets it forwards taking advan-
tage of standard route selection processes.
Currently existing reputation systems have a number of
drawbacks, which our solution aims at overcoming, and
which can be summarized as follows:
• Lack of reliable non-cooperative behavior detec-
tion mechanisms. Gathering information about the
other nodes’ behavior involves additional external
mechanisms. All of the above mentioned reputation-
based solutions (besides the one described in [11])
use the watchdog mechanism for this purpose. There-
fore each network node is obliged to promiscuously
overhear transmissions by its neighbors to determine
their cooperative or non-cooperative behavior. It is
commonly recognized that watchdog is a faulty tool
by nature. Obviously there are other approaches of
non-cooperative behavior detection like in [11], but
there are persistent problems with distinguishing real
from apparent non-cooperative behavior.
• Lack of robustness against false indirect behav-
ioral information. Current reputation-based systems
cannot eﬀectively cope with indirect behavioral infor-
mation (recommendations) dictated by ill will, such
as denial of service (DoS) attacks or collusion.
• Ineffective distribution of indirect behavioral in-
formation. Known reputation-based systems intro-
duce signiﬁcant communication overhead related to
the distribution of recommendation messages.
3. Solution Overview
The DST-SDF is dedicated for MANETs based on standard
routing like dynamic source routing (DSR) [13]. The main
concept relies on end-to-end packet acknowledgments in the
following way: every time a source node sends a packet to
a destination node, it waits for a certain predeﬁned time for
an acknowledgement of the packet. If one arrives within
the predeﬁned time, the source node has reason to claim
that all nodes on the path are cooperative (none is selﬁsh).
Otherwise if there are no other indications of faultiness on
the path (e.g., RERR messages), the source node knows
that there are selﬁsh nodes on the path. Whenever an ac-
knowledgment does or does not arrive in time, a special
recommendation message is sent out to inform the other
nodes about the detected situation (selﬁsh or cooperative
behavior on the path, respectively). Every node in the net-
work is equipped with a dedicated component executing
a DST-based algorithm that uses received recommendation
messages to evaluate the selﬁshness of each node. The
resulting values can be used as routing metrics while se-
lecting packets’ routes in the near future. A more detailed
description of the proposed solution is presented further in
Section 5.
The DST-SDF diﬀers from the existing ones in the follow-
ing main respects:
• There is no need to overhear immediate neigh-
bor nodes’ transmissions to detect their cooperative
or non-cooperative behavior – no additional tools
(e.g., watchdogs) to cover this functionality are
needed.
• Communication overhead is signiﬁcantly reduced
through an economy of scale – no recommendation
message pertains to a single node; rather, each one
pertains to a set of nodes, namely a path.
• Determination of nodes’ selﬁshness is based on con-
sistent evidence received both directly (as derived
from the successive packet acknowledgments or lack
thereof) and indirectly via recommendation mes-
sages.
• DST is used to determine selﬁshness.
Further we describe our approach in more detail, but
before we do, we give some introduction to DST and the
methods it uses to combine pieces of uncertain informa-
tion into new information, and give some arguments for
employing the theory as the basis of DST-SDF.
4. Overview of Dempster-Shafer Theory
The Dempster-Shafer theory, developed by A. P. Dempster
and G. Shafer in the 1960s and 1970s [1]–[4], oﬀers an al-
ternative to classical probability as a formal representation
of uncertainty. It is in fact a mathematical theory of evi-
dence based on the so-called belief functions and plausible
reasoning, and may be used to combine separate and inde-
pendent pieces of evidence to quantify the belief in a given
statement, further reﬂected as an evidence value. DST is
a potentially valuable tool for the evaluation of risk and
reliability in engineering applications when it is not pos-
sible to obtain precise measurements from experiments, or
when knowledge is independently elicited from a number
of experts. Instead of giving a thorough exposition of the
mathematical basics of the theory, we only focus on those
of its aspects used in our DST-SDF approach.
Statements in DST are related to some universal set Θ
and take the form of claims that a particular element x of
Θ belongs to a set X ⊆ Θ. Belief in a statement derives
from a DST primitive called basic probability assignment.
It is a function mapping the powerset of Θ onto the inter-
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val [0, 1] : m : 2Θ → [0, 1], with the normalization constraint
satisﬁed over the entire powerset. That is, with each X ⊆Θ
(i.e., X ∈ 2Θ) is associated a real number m(X) between
0 and 1 that measures the amount of trust we put in the
claim that x ∈ X , and there is no reason to believe that
x ∈ X ′ for any X ′ ⊂ X (i.e., no evidence supports a stronger
statement), with m(∅) = 0, and
∑
X∈2Θ
m(X) = 1 . (1)
Belief, or evidence value, associated with X is then de-
ﬁned as
ev(X) = ∑
X ′∈2Θ|X ′⊆X
m(X ′) , (2)
i.e., is the arithmetic sum of basic probability assignments
to statements at least as strong as the one in question.
As an example, consider a network node that can be des-
ignated as SELFISH or NONSELFISH. Thus we have
the universal set Θ = {SELFISH, NONSELFISH}. As-
suming that there is enough information to claim that the
node is SELFISH with probability 0.1 and NONSELFISH
with probability 0.9, we can write down the following basic
probability assignment:
m(X) =
{
0.1, X = {SELFISH},
0.9, X = {NONSELFISH} . (3)
This resembles classical probability distribution over Θ and
results in the distribution of evidence values identical with
Eq. (3). However, one might just as well assign a basic
probability of 0.9 to not knowing at all whether the node
is SELFISH or NONSELFISH. In that case we get
m(X) =
{
0.1, X = {SELFISH},
0.9, X = {SELFISH, NONSELFISH} , (4)
and the resulting distribution of evidence values becomes
ev({SELFISH})= 0.1 and ev({NONSELFISH})= 0 (note
that they need not sum up to 1).
A useful feature of DST is the formalism to express
the basic probability assignment associated with a subset
of Θ through other basic probability assignments asso-
ciated with subsets of Θ; this enables, e.g., combina-
tion of (possibly conﬂicting) pieces of evidence obtained
from multiple sources into a new piece of evidence in
the course of knowledge updating. Although several evi-
dence combination rules exist, dealing in diﬀerent ways
with conﬂicting evidence, hereafter we stick to a simple one
known as Dempster’s combination rule. Given two pieces
of evidence in the form of basic probability assignments
m1 and m2 over 2Θ, the resulting basic probability assign-
ment for a set X ⊆ Θ is deﬁned as
m(X) = (m1⊕m2)(X) =
∑
Y,Z∈2Θ|Y∩Z=X
m1(Y )m2(Z)
1−C , (5)
where the factor C represents the total basic probability
mass associated with conﬂicting evidence and is given by
C = ∑
Y,Z∈2Θ|Y∩Z=∅
m1(Y )m2(Z) . (6)
Coming back to our example, let m1 be as in Eq. (4) and
m2(X)=


0, X = {SELFISH},
0.5, X = {NONSELFISH},
0.5, X = {SELFISH, NONSELFISH} ,
(7)
then
(m1⊕m2)({SELFISH})
=
m1({SELFISH})m2({SELFISH, NONSELFISH})
1−m1({SELFISH})m2({NONSELFISH})
=
0.1 ·0.5
1−0.1 ·0.5 ≈ 0.053 . (8)
The main reasons to advocate DST in our framework are
as follows:
• It is able to cope with two kinds of uncertainty that
can be expected in a mobile ad hoc environment:
aleatory uncertainty, resulting from the fact that net-
work nodes can behave in a random way (e.g., per-
form selective or random packet dropping) and epis-
temic uncertainty, resulting from the lack of knowl-
edge about the behavior of other nodes (recall that
there is no direct transmission overhearing mecha-
nism to control nodes’ behavior, such as a watch-
dog, hence, when detecting possible non-cooperative
behavior one has to rely on incomplete informa-
tion based on evidence originating from diﬀerent
sources).
• There are many sources of information on which to
base the evaluation of selﬁshness; as a consequence,
there inevitably arise ambiguities and conﬂicting in-
formation (possibly, but not necessarily due to false
recommendations).
5. The DST-SDF Details
5.1. Assumptions and Implementation
Each time a source node S wishes to send a packet to
a destination node D, a path selection process according
to DSR is performed to determine an appropriate path pS,D
from S to D for the packets. Let us assume that the se-
lected path pS,D consists of the set NS,D of intermediate
nodes, whose cardinality (i.e., the length of pS,D) is LS,D.
As regards routing, the only restriction we place on our
solution is that a source node should know beforehand the
identities of all the intermediate nodes on the path being
selected for any packet (note that on-demand distance vec-
tor routing (AODV)-like protocols are therefore unsuitable
as they do not reveal intermediate nodes to a source node).
Although DST-SDF can cope both with single-path and
multipath routing protocols, to simplify the description we
further assume that MANET nodes only employ a single-
path routing protocol like DSR.
Every network node implements a dedicated component
(Fig. 1) responsible for maintaining information about
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the other nodes’ behavior. We call it the evidence man-
ager component (EMC). Its only task is to detect selﬁsh
nodes based on provided input information of two types:
– direct, i.e., nodes’ own observations (arrival/lack of
arrival of packets’ acknowledgements);
– indirect, i.e., information spread all over the network
in the form of recommendation messages.
The output data of EMC can then be fed into the rout-
ing protocol’s path selection mechanism in a standard way
typical of traditional reputation-based systems.
Fig. 1. Node’s internal dataﬂow diagram.
Inside the EMC, behavioral data for each node are con-
verted to and maintained as evidence values. Current evi-
dence values evaluated by EMC for all the nodes are stored
in an evidence storage component (ESC). When a node
becomes operational (i.e., joins the network) and before it
receives input information (direct or indirect) for the ﬁrst
time, an arbitrary initial basic probability assignment is cre-
ated. Throughout the node’s operational lifetime within the
network, it is updated according to subsequent input events
(i.e., reception of direct or indirect behavioral information
regarding other nodes).
5.2. Direct Information
At the outset, every network node maintains an initial basic
probability assignment regarding all the other nodes:
init mi j(X) =
{
0.5, X = {SELFISH},
0.5, X = {NONSELFISH} , (9)
where init mi j denotes the initial basic probability as-
signment at node i regarding node j’s status (SELFISH,
NONSELFISH, or not known to be SELFISH or NON-
SELFISH). These initial assignments simply tell node i
to consider node j SELFISH and NONSELFISH with
the same uncertainty, by setting the probabilities of these
two designations to 0.5 (node i has no information about
node j). As described earlier, every time a source node S
sends a packet to a destination node D, it waits for an ac-
knowledgment of the packet. If it arrives in time, node S
is certain that all nodes along the selected path pS,D have
behaved cooperatively (there is no selﬁsh node in NS,D).
When the source node S receives in time an acknowl-
edgement for a packet sent over pS,D, it creates the fol-
lowing new basic probability assignments regarding each
node j ∈ NS,D:
init mS j(X) =
{
0, X = {SELFISH},
1, X = {NONSELFISH} , (10)
and updates according to Eq. (5) its basic probability as-
signment:
curr mS j := init mS j ⊕new mS j , (11)
where curr mS j is the current basic probability assignment
at node S regarding node j, and ⊕ denotes Dempster’s
evidence combination operator as in Eq. (5).
If no acknowledgment for the packet arrives within the pre-
deﬁned time, the source station S can only claim that there
are selﬁsh nodes in NS,D. Node S does not know exactly
which one of the nodes in NS,D is SELFISH, it does not
even know how many SELFISH nodes there are, it is just
certain that there is at least one such node. While one can
imagine making any kind of assumptions as to the con-
jectured number of SELFISH nodes in NS,D, our approach
relies on the following simplest assumption: if no acknowl-
edgement for a packet sent over pS,D has arrived in time,
only one SELFISH node is conjectured to be in NS,D. It
is probably appropriate to stress, in view of this somewhat
arbitrary and simplifying assumption, that our approach is
expected to provide eﬃcient detection of selﬁshness in the
ﬁrst place, generality and conceptual elegance being sec-
ondary considerations.
The next simpliﬁcation of ours is taking the classical
Bayesian approach whereby some probabilities can be as-
signed to a concrete node being SELFISH, and ﬁnally re-
stricting our attention to uniform probabilities. That is,
given there is exactly one SELFISH node in NS,D, and
because the source node S has no knowledge as to ex-
actly which node it is, it assumes that all nodes in NS,D
are SELFISH with the same probability P = 1/LS,D (recall
that L is the length of pS,D). The following new basic
probability assignments are then created at node S regard-
ing each node j ∈ NS,D:
new mS j(X)=
{
P, X ={SELFISH},
1−P, X ={SELFISH,NONSELFISH} .
(12)
Node S next updates its initial or (if it already exists) current
basic probability assignments regarding each node j ∈NS,D,
i.e., according to Eq. (11) or to
curr mS j := curr mS j ⊕new mS j . (13)
5.3. Indirect Information
Whenever a packet’s source node receives an acknowledg-
ment for a packet sent over pS,D or observes the prede-
ﬁned time for acknowledgment arrival expired, it spreads
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a recommendation message all over the network. The
message lists the set NS,D and contains an indication of
the respective path’s behavior status that can assume one
of two values: SELFISH (if the acknowledgment has ar-
rived) or NONSELFISH (otherwise). An important point
to note is that unlike in traditional reputation-based systems,
only packets’ source nodes ever spread out recommenda-
tion messages. When a given node i receives from another
node a recommendation message, it builds basic proba-
bility assignments regarding all the nodes listed therein,
i.e., j ∈ NS,D, based on the path behavior indication. If the
path behavior indication is NONSELFISH then
new mi j(X)=
{
u, X ={NONSELFISH},
1−u, X ={SELFISH,NONSELFISH} ,
(14)
whereas if the path behavior indication is SELFISH then
new mi j(X)
=
{
uP, X ={NONSELFISH},
1−(1−u)P, X ={SELFISH,NONSELFISH} .
(15)
The factor u ∈ [0, 1] present in Eqs. (14) and (15) ac-
counts for the possibility that the recommendation mes-
sages can be faked or modiﬁed by malicious intermediate
nodes; it is needed in order to represent uncertainty cre-
ated by recommendation messages and weigh their inﬂu-
ence upon current basic probability assignments. In other
words, u is the value reﬂecting how much trust a recipi-
ent of the recommendation message puts in it. The value
of u can be diﬀerent for each recommendation message
(e.g., depending on its source node). Node i next updates
its initial init m or current curr m (if it already exists)
basic probability assignments regarding all nodes in NS,D
analogously with Eqs. (11) or (13).
Not exactly according to Eq. (2), but in the spirit of DST,
we assume that node j is considered by node i as:
– selﬁsh, if curr mi j({SELFISH})≥ T ,
– nonselﬁsh, if curr mi j({NONSELFISH})≥ T ,
– undeﬁned, if curr mi j({SELFISH}) < T
and curr mi j({NONSELFISH}) < T ,
where T ∈ (0.5, 1] is a selﬁshness threshold. It is very
important to come up with an appropriate T value. Too low
a value contributes to false accusations, whereas too high
one lengthens the time needed to detect selﬁsh nodes and
in the worst case can prevent DST-SDF from determining
nodes’ selﬁshness at all.
6. Simulation
In this section we investigate via simulation the robust-
ness and eﬃciency of the proposed DST-SDF for detec-
tion of node selﬁshness in a mobile ad hoc network. We
try to address the questions how long it takes to detect
all selﬁsh nodes and what is the communication overhead
introduced by DST-SDF. The proposed mechanism is im-
plemented and evaluated using the J-Sim tool [14] in a sim-
ulation environment composed of IEEE 802.11-based ad
hoc networks. The simulated scenario features 100 nodes
arranged on a grid with each node pair’s reception range
conﬁned to one hop. To demonstrate the robustness of
our reputation system, we let 10% of the network nodes
behave selﬁshly, i.e., refuse to forward packets. T is set
to 0.8 and u to 0.9. The DST-SDF eﬃciency is presented
in Fig. 2. Four test scenarios are analyzed with packets’
paths of uniform lengths L.
Fig. 2. Eﬃciency of selﬁshness detection.
The simulations show that in order to detect all selﬁsh
nodes only around 300 packets in total are needed to be
sent by all the network nodes. The selﬁshness detection
process can be divided into two phases. The ﬁrst one cov-
ers the time up to about 90% of detected selﬁsh nodes
and the second one the remaining percentage. Clearly,
the shorter the paths, the higher is the probability P that
a given node along the path whose behavior indication is
SELFISH has behaved selﬁshly. In Eqs. (12) and (15), the
evidence built is stronger than in the case of longer paths
where the probability of selﬁsh behavior is spread among
more nodes. DST-SDF needs less strong evidence (less
certainty) to take a decision in the case of shorter paths.
Conversely, the longer paths, the more uncertain informa-
tion (weaker evidence) DST-SDF is getting and in order to
evaluate selﬁshness it needs more time than it does in the
case of stronger evidence. Nevertheless, the time to detect
90% selﬁsh nodes in our simulation environment turns out
to be largely independent of the path length. This appar-
ent anomaly is due to the particular path selection process
implemented. Our simulation environment only features
end-to-end connections between node pairs at a constant
distance L from each other (L = 1, 5, 8, or 10). Hence,
the shorter the path, the lower the probability that it passes
through a selﬁsh node, and the more paths exist that only
pass through cooperative nodes; consequently, more time
is required to detect all the selﬁsh nodes. At the level
of 90% detected selﬁsh nodes, this eﬀect upon the selﬁsh-
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ness detection time happens to almost precisely compensate
for the diﬀerences in P.
One of the most outstanding issues in all existing indirect
reputation-based systems is the communication overhead
they induce. It also aﬀects DST-SDF as a result of the
dissemination of recommendation messages. Since the en-
visaged future DST-SDF implementation may use acknowl-
edgement mechanisms inherent in higher layers of the open
system interconnection (OSI) reference model, e.g., TCP,
one can argue that ultimately, packets’ acknowledgements
should not be regarded as extra communication overhead.
The total communication overhead induced by DST-SDF
in comparison with a generic theoretical reputation-based
solution (TRBS) that uses indirect behavioral information
is presented in Fig. 3 as a function of the average path
length L. The overhead is expressed as the percentage of
the total number of data packets needed to be sent in order
to discover all the selﬁsh nodes.
Fig. 3. Recommendation messages overhead.
It is easy to notice that longer paths result in a very distinct
advantage of ours over existing reputation systems with re-
spect to the communication overhead. DST-SDF commu-
nication overhead stays steady at the 100% level for diﬀer-
ent L values, meaning that the number of recommendation
messages is equal to the total packets sent. The diﬀerence
between DST-SDF and TRBS stems from the way recom-
mendation messages are generated. In DST-SDF, they can
only originate from packets’ source nodes, while in TRBS
every node (including intermediate nodes on packets’ paths)
can originate recommendation messages. In a watchdog-
based TRBS, each time the watchdog detects a particular
(cooperative or selﬁsh) behavior of an immediate neighbor,
a recommendation message is originated. Moreover, a rec-
ommendation message, whether containing direct or indi-
rect reputation information, typically pertains to just one
node. In DST-SDF, a recommendation message pertains to
the whole path, typically containing more than one node,
and is sent only by the source node according to whether an
acknowledgement for a packet has been received within the
predeﬁned time (positive recommendation) or not (negative
recommendation).
7. Conclusion and Future Work
This paper investigates and presents some aspects of de-
tecting and evaluating selﬁsh node behavior in multihop
mobile ad hoc networks. A novel approach to selﬁshness
detection called DST-SDF has been proposed. Prelimi-
nary simulations show that DST-SDF does allow to detect
fairly quickly all selﬁsh nodes in the network at the cost of
deﬁnitely lower communication overhead compared to tra-
ditional reputation-based systems based on the watchdog
mechanism.
Nevertheless, there are still a number of impediments to be
overcome. In particular, more work needs to be done on:
– robustness against malicious or colluding nodes
(i.e., coping with false accusations or fake positive
recommendations);
– reliability and security of recommendation message
distribution (e.g., assigning proper weights to recom-
mendations);
– proper conﬁguration of DST-SDF (e.g., of the T pa-
rameter) to ensure higher eﬃciency;
– the possibility of combining DST-SDF with protocols
like the anonymous packet forwarding and congestion
control mechanism proposed in a previous paper [15].
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Paper Modulo N Backoﬀ Scheme
for Eﬀective QoS Diﬀerentiation
and Increased Bandwidth Utilization
in IEEE 802.11 Networks
Tomasz Janczak, Jerzy Konorski, Józef Woźniak, and Krzysztof Pawlikowski
Abstract—The paper presents a new modulo N channel ac-
cess scheme for wireless local area networks (WLANs). The
novel solution derives from the distributed coordination func-
tion (DCF) of the IEEE 802.11 standard, further elaborated as
enhanced distribution channel access (EDCA) by the 802.11e
draft speciﬁcation. The main innovation concerns improve-
ment of the binary exponential backoﬀ scheme used for col-
lision avoidance in 802.11 networks. The most appealing fea-
ture of the new modulo N backoﬀ scheme is that it outper-
forms the original 802.11 solution in terms of channel uti-
lization ratio under any traﬃc conditions. Furthermore, the
modulo N proposal can be naturally augmented with QoS
diﬀerentiation mechanisms like 802.11e extensions. The pri-
oritized modulo N scheme achieves better throughput-delay
characteristics for multimedia traﬃc when compared with the
original 802.11e proposal. At the same time, the new solu-
tion retains backward compatibility and includes all features
which have made IEEE 802.11 networks extremely popular
nowadays.
Keywords—channel access, MAC, performance analysis, ran-
dom backoff, WLAN.
1. Introduction
Wireless local area networks (WLANs) have rapidly gained
market acceptance over the last few years. The reasons are
both growing demand for cable-free communications, as
well as advances in portable computers and technology.
Although the early WLAN solutions were merely intended
as cordless replacement for Ethernet networks, it has now
become evident that they must oﬀer wider functionality,
and in particular support multimedia traﬃc.
A signiﬁcant milestone was marked by the development
of the 2nd generation public wireless networks. With the
emergence of 3rd generation mobile networks, broadband
wireless access becomes possible. The 3rd generation sys-
tems, such as universal mobile telecommunications sys-
tem (UMTS), provide enough bandwidth to support both
the existing multimedia applications like speech and up-
coming ones, like video-conferencing. One also observes
an increased role of wirelesses networks in providing high-
speed Internet access. Wireless LANs are often envisioned
as a key element of 4th generation solutions for busy spots
such as airports or commerce centers. In addition, the
more and more popular vision of wireless homes opens
up even more market opportunities for WLAN appliances.
Capability of transferring high-volume multimedia streams
becomes a primary goal in the design of a new generation
of WLANs.
Growing demand for multimedia traﬃc calls for eﬃcient
bandwidth management over the scarce wireless medium.
Due to the scarcity of radio resources, WLAN solutions
must cope with stringent bandwidth limits, unlike their
ﬁxed counterparts. New channel access algorithms are
needed to govern radio resource sharing in a way that
meets multimedia application requirements while achieving
high wireless medium utilization. As the speed of wireless
transmission increases, the latter becomes a hot issue. At
present, the medium access control (MAC)-layer protocol
overhead in IEEE 802.11 networks becomes so huge that
it can consume as much as 50% of available bandwidth or
more [1].
This paper presents a new wireless channel access scheme,
built on the basis of the IEEE 802.11 [2] and IEEE 802.11e
solutions [3]. The novel proposal, called modulo N backoﬀ,
aims at increasing the overall utilization of a radio channel,
while ensuring ﬁrm quality of service (QoS) guarantees.
The novel proposal signiﬁcantly outperforms 802.11e as far
as the overall channel utilization ratio is concerned. De-
pending on traﬃc conditions, the modulo N backoﬀ scheme
increases the overall channel utilization ratio from 5%
to 30% as compared with 802.11e enhanced distribution
channel access (EDCA). The bandwidth gain depends on
the number of active stations in each access cycle and the
average packet size. The most appealing feature of mod-
ulo N is that under no conditions does it perform worse than
its 802.11 predecessor. Furthermore, the prioritized variant
of the modulo N scheme enables very eﬀective QoS diﬀer-
entiation, more ﬂexible than the original EDCA proposal
from 802.11e.
The paper is organized as follows: Section 2 outlines the
original channel access scheme in 802.11 networks. Sec-
tion 3 introduces the concept of modulo N backoﬀ scheme.
In Section 4, optimal parameters of modulo N operation
are sought. Section 5 augments the pure modulo N scheme
with QoS diﬀerentiation mechanisms. Section 6 concludes
the paper.
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2. The IEEE 802.11 Backoﬀ Scheme
The IEEE 802.11 standard covers the two lowest layers of
the open system interconnection (OSI) model, namely the
physical (PHY) and the data link layer. This paper focuses
on the MAC sublayer of the latter, as it governs channel
access.
The IEEE 802.11e draft [3] speciﬁcation deﬁnes two op-
erating modes for the 802.11 MAC protocol: EDCA and
hybrid coordination function (HCF) controlled channel ac-
cess (HCCA). EDCA is the basic and mandatory opera-
tional mode. It implements a fully distributed channel ac-
cess algorithm and directly derives from the IEEE 802.11
distributed coordination function (DCF) [2]. Like its
DCF predecessor, EDCA employs the carrier sense multi-
ple access (CSMA) scheme that diﬀers from classical Eth-
ernet in that collision avoidance (CA) replaces collision
detection.
The DCF/EDCA collision avoidance relies on the truncated
binary exponential backoﬀ (BEB) strategy, originally em-
ployed in IEEE 802.3/Ethernet networks. When an Eth-
ernet station has a frame to transmit, it ﬁrst senses the
channel carrier. Once a station detects any foreign trans-
mission, it defers until the transmission ends and then, af-
ter a ﬁxed-duration interframe space, sends its own DATA
frame. A collision occurs if two or more stations simul-
taneously resume transmission after deferring. Ethernet
networks allow easy detection of collisions by observing
changes in the signal voltage. When a transmitting station
detects a collision, it delays the next transmission attempt
by an integer number of slot times. The number of backoﬀ
slots is drawn from a uniform distribution from a contention
window < 0, 2n − 1 >, where n represents the number of
the current retransmission attempt. The contention window
is doubled (hence binary exponentiation) upon each con-
secutive collision, up to the predeﬁned maximum window
size (hence truncated BEB).
The 802.11 wireless stations implement the Ethernet
backoﬀ scheme with a modiﬁcation enforced by the wire-
less nature of the medium. Since Ethernet-like collision
detection is not possible there, IEEE 802.11 stations use
a nonzero contention window from the very ﬁrst trans-
mission attempt. The contention window spans the in-
terval < 0, 2cmin+n − 1 >, where cmin > 0 accounts for
the necessary collision avoidance in the ﬁrst transmission
attempt.
Once an IEEE 802.11 station senses the channel idle
during DCF interframe space (DIFS) interval after pre-
vious access cycle, it defers its own DATA frame trans-
mission for a random number of k backoﬀ slots to mini-
Fig. 1. Linear backoﬀ for collision avoidance in 802.11 networks.
mize the probability of collisions with other senders. This
scheme features a linear relationship between the ran-
dom value k (backoﬀ counter) and the number of backoﬀ
slots (Fig. 1).
Though very simple and robust, the linear backoﬀ scheme
becomes a source of signiﬁcant protocol overhead in wire-
less networks. In the IEEE 802.11a, 802.11b and 802.11g
standards, the initial contention window (CWmin = 2cmin −1)
has 15 slots. For example, it takes 104 µs to trans-
mit a 512-byte packet with all MAC and PHY headers in
an 802.11a [4] network operating at a 54 Mbit/s data rate.
A comparable period of time is “wasted” for a single DIFS
interval (34 µs) along with 7.5 backoﬀ slots (each 9 µs
long) corresponding to an average backoﬀ time for a chan-
nel access cycle with just a single active station.
A straightforward solution aimed at reducing backoﬀ-
related overhead would be to minimize the duration of
DIFS and backoﬀ slots. Unfortunately, these time constants
cannot be decreased at will, since they are determined by
the propagation delay and receiver/transmitter switchover
time.
Another option is to minimize the number of backoﬀ slots.
This can be achieved by:
– adapting the contention window range and/or size to
current traﬃc conditions, or
– changing the way the backoﬀ counter value is en-
coded and communicated to other stations.
While the former approach has been extensively studied
(see, e.g., [5], [6]), there is little work concerning back-
oﬀ coding schemes. This paper ﬁlls this gap by describ-
ing a new backoﬀ coding scheme, called modulo N. It
is speciﬁcally intended for radio environments such as
IEEE 802.11 networks, where it can signiﬁcantly reduce
backoﬀ overhead.
3. Modulo N Backoﬀ Scheme
An optimal backoﬀ algorithm should have the following
properties:
– low best-case backoﬀ length to take advantage of
light-load traﬃc conditions;
– small average backoﬀ length for typical multi-station
channel access scenarios;
– robustness in the sense of keeping a moderate frame
collision rate under heavy-load traﬃc conditions.
The modulo N scheme satisﬁes all the above requirements.
It features the best case close to DCF/enhanced DCF
(EDCF), but at the same time signiﬁcantly improves the
worst case. It also achieves a reduced average backoﬀ
overhead.
A wireless node supporting the modulo N scheme follows
the BEB strategy in order to reduce the risk of DATA frame
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collisions, like it does under DCF. However, it employs
a diﬀerent backoﬀ coding to inform other stations about
the backoﬀ counter value it has selected at random. Fig-
ure 2 illustrates the principle of modulo N operation. When
a station has a DATA frame ready for transmission and
senses the medium busy, it selects a random backoﬀ counter
value k. This value is next divided modulo N into an integer
part k/N and a remainder part k%N , so that
k = k/N ·N + k%N .
After the previous channel access cycle is ﬁnished (e.g., af-
ter DIFS, like in IEEE 802.11), a station senses the medium
for the duration of k/N slots. If it remains idle, a station
broadcasts a one-slot busy signal. Next, it waits for k%N
idle slots before it ﬁnally commences a DATA frame trans-
mission. If the station detects any foreign signal during the
idle slots, it is inhibited from transmission, i.e., gives up
and waits until the next access cycle. This may only hap-
pen if another station has won the contention by selecting
a shorter backoﬀ. Like in the original DCF, the inhibited
station decrements its backoﬀ counter by the number of
elapsed slots.
Fig. 2. Modulo N backoﬀ encoding.
In the original IEEE 802.11 standard, the number of back-
oﬀ slots is always equal to the backoﬀ counter value. In
contrast, in the modulo N scheme, the required number of
backoﬀ slots for a given backoﬀ counter value k can be
expressed as k/N +k%N + 1.
Fig. 3. Example network operation with modulo 4 backoﬀ.
Figure 3 depicts an example network operation with four
wireless stations using the modulo 4 backoﬀ scheme
(a semiformal speciﬁcation of the proposed channel access
algorithm can be found later, cf. Fig. 10). There are three
types of backoﬀ slots distinguished in Fig. 3:
– white boxes indicate idle slots (a station is listening);
– black boxes represent busy signal slots;
– gray boxes signify slots that would carry busy sig-
nals had a station not been inhibited by a foreign
transmission.
The numbers shown on the diagram represent the value of
a backoﬀ counter:
– the numbers to the left of the slot boxes correspond
to backoﬀ counter values at the beginning of a new
channel access cycle (i.e., after DIFS);
– the upper numbers inside the boxes represent current
of backoﬀ counter values at the end of a slot;
– the lower numbers inside the boxes represent theo-
retical of backoﬀ counter values had a station not
been inhibited by a foreign transmission; note that
the upper and lower numbers are equal in a winning
station.
Station 2 has the lowest starting backoﬀ counter and it wins
the ﬁrst access cycle. This station starts with a one-slot
busy signal, since its initial backoﬀ counter 3 divided mod-
ulo 4 gives k/N = 0. All the other stations start with listen-
ing slots, and they are inhibited by the busy signal. In next
three slots all stations proceed according to the original
DCF algorithm. They decrement their backoﬀ counters by
one in every slot before station 2 ﬁnally commences trans-
mission. The transmission phase includes also acknowl-
edge (ACK) and interframe spaces. Such a transmission
phase is considered a slot in DCF/EDCA, and the remain-
ing stations decrement their backoﬀ counters at the end of
the transmission phase.
The second access cycle starts with an immediate busy sig-
nal from station 1. Again, the busy signal inhibits stations 3
and 4, which still have their backoﬀ counters higher than 4.
Note that no station decrements its backoﬀ counter during
the busy signal slot, hence station 1 listens for one more of
the k%N slots before it zeroes its backoﬀ counter.
Both stations 3 and 4 begin the third access cycle with
one of the k/N listening slots. As they do not detect any
transmission during this slot, they both decrease their back-
oﬀ counters by N (here, N = 4). Next, they both have the
backoﬀ counter lower than N so they announce transition to
the k%N slots by sending a one-slot busy signal. Station 3
has k%N = 0 (backoﬀ value 4 modulo 4 gives a remainder
of 0), and it starts data transmission immediately after the
busy signal slot. Station 4 listens for one of the k%N slots
and detects signal from station 3. This inhibits station 4
from commencing its own transmission.
Station 4 enters the last access cycle with the backoﬀ
counter equal to 0. Even in such a case a station has to send
the busy signal. If station 4 did not send the busy signal
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ﬁrst, its transmission could collide with a busy signal from
any other station that has a backoﬀ counter less than 4.
By examining the lower numbers inside the boxes, one can
compare modulo 4 with the original DCF/EDCA backoﬀ
scheme. For example, station 1 would need only 3 slots
to announce the backoﬀ counter value of 5, and station 4
would need 6 slots to announce value of 11. On the other
hand station 2 needs 4 slots with backoﬀ counter 3, and
station 4 tranmits a one-slot busy signal even if its backoﬀ
counter is equal to zero. The next section provides more
detailed analysis of the modulo N scheme and its compar-
ison with DCF/EDCA schemes.
4. Optimal Modulo N Parameters
The modulo N scheme can be subject to numerous param-
eterizations. The value N itself is an apparent parameter to
manipulate. As N increases, the maximum backoﬀ length
decreases, but the impact upon the average backoﬀ is not
obvious given that a large N leaves little room for colli-
sion avoidance based on the integer parts of the backoﬀ
counter values, especially when multiple stations compete
in successive access cycles.
Figure 4 compares modulo 4 and DCF backoﬀ schemes
assuming default IEEE 802.11a settings: slot time = 9 µs,
DIFS = 34 µs, CWmin = 15, CWmax = 1023, and 54 Mbit/s
data rate. The simulation results are provided for an ideal
radio channel with all the stations within each other’s range
(no hidden terminals), and DATA frame errors occur only
due to collisions, transmission errors being negligible.
Fig. 4. Modulo 4|26 throughput gain over legacy EDCA.
The curves represent simulation runs for various numbers
of active stations under saturation conditions (i.e., each
station always has a DATA frame ready for transmission).
Let Sx denote the saturation throughput for a backoﬀ
scheme x. The percentage gain shown on the y-axis is
deﬁned as
gain =
Smod N−SDCF
SDCF
.
From Fig. 4 it follows that the modulo 4 scheme outper-
forms DCF if fewer than four stations contend for channel
access at one time. The highest gain is achieved in the case
where only one station is active in each access cycle. This
can be easily explained: with one contending station and
CWmin = 15, an average DCF backoﬀ is 7.5 slots whereas
an average modulo 4 backoﬀ is only 4 slots.
Under extremely heavy load, with more than 20 active sta-
tions in each access cycle, an average DCF backoﬀ becomes
less than one slot, which is the lower bound for modulo N.
Therefore, DCF performs better than pure modulo N under
extreme traﬃc conditions.
An appealing feature of modulo N is that the maximum
backoﬀ window is bounded by (CWmax/N)+ N, which is
a signiﬁcant improvement over CWmax in EDCA. Assum-
ing N = 4, the maximum backoﬀ time is 260 slots in mod-
ulo 4 as compared with 1023 slots in EDCA. It makes
sense, therefore, to manipulate other protocol parameters.
In IEEE 802.11 networks, the contention window ranges
between CWmin and CWmax, which are interrelated as fol-
lows:
CWmax = (cinc)cmax · (CWmin + 1)−1 ,
where the IEEE 802.11a defaults are: CWmin = 15, cinc = 2,
cmax = 6, andCWmax = 1023. Thus, in order to get the max-
imum backoﬀ duration of 1023 slots, one could conﬁgure
a modulo 4 scheme with cinc = cmax = 4. Hereafter this
combination will be denoted modulo N|ccmaxinc .
As illustrated in Figs. 5, 6, and 7, higher N/cinc values
generally lead to better channel utilization. Unfortunately,
a serious drawback of modulo 5|55 is the maximum con-
tention window CWmax, reaching 16 ·56, or 250 000. Con-
sidering that the backoﬀ length is 5 times shorter, it is
still 50 000 backoﬀ slots in the worst case. Even though
Fig. 5. Modulo 3|36 throughput gain over legacy EDCA.
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Fig. 6. Modulo 4|46 throughput gain over EDCA.
Fig. 7. Modulo 5|55 throughput gain over EDCA.
the probability of reaching this limit is very small, such
long-tailed distributions should be avoided in real networks.
Yet similar performance results can be achieved under mod-
ulo 5|54, where the maximum backoﬀ length is limited to
2000 slots, comparable with that under DCF. This limit
can be reduced even more under modulo 4|44, which en-
sures maximum backoﬀ length of 1024 slots, very much
like under DCF.
Modulo 4|44 seems a reasonable conﬁguration choice, bear-
ing in mind that predictable network operation is more valu-
able than ﬁne-tuning the protocol parameters under very
heavy load (with over 10 stations competing in each access
cycle).
From Fig. 8 it can be seen that modulo 4|44 conﬁgura-
tion outperforms EDCA for all traﬃc scenarios. The expla-
nation is that modulo 4 allows broadening the contention
window beyond the CWmax limit deﬁned for 802.11a, while
retaining the maximum backoﬀ duration of 1023 slots.
Clearly, the increased CW range results in fewer colli-
sions; as a consequence, better channel utilization can be
achieved.
Fig. 8. Modulo 4|44 throughput gain over EDCA.
The lowest gain is achieved in a scenario when two sta-
tions are active in each access cycle. This nicely tones in
with existing research reports, which indicate that default
DCF/EDCA parameters are optimal for two-station scenar-
ios [5]. Notably, even in such a case modulo N performs
better than the original DCF/EDCA.
5. Proritized Modulo N Backoﬀ
The pure modulo N scheme does not allow for prioritization
of traﬃc streams. Nevertheless, the scheme can be easily
augmented with QoS diﬀerentiation as illustrated in Fig. 9.
Fig. 9. Prioritized modulo N backoﬀ encoding concept.
Like in IEEE 802.11e EDCA, the basic idea is to replace the
DIFS interval with the arbitration interframe space (AIFS)
intervals deﬁned on a per-class basis, as well as to use
per-class contention window ranges.
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Fig. 10. Prioritized modulo N channel access algorithm.
Figure 10 gives a ﬂowchart description of the prioritized
modulo N channel access scheme. Like in EDCA, a sta-
tion decrements its backoﬀ counter both at the end of an
idle slot as well as during a foreign transmission period
(i.e., a DATA frame exchange sequence started by an-
other station). Unlike in EDCA, however, decrementing
should take place at the beginning of a foreign transmis-
sion period (i.e., one slot after transmission starts), and not
when AIFS expires as described in the IEEE 802.11e draft.
Furthermore, DATA frame transmission should be com-
menced immediately after the backoﬀ counter reaches 0
(in IEEE 802.11e, a station starts transmission one slot
later). In that sense, the prioritized modulo N resembles
more IEEE 802.11e draft version 4.2 than the more recent
version 8.0. Nonetheless, both approaches are functionally
equivalent and one described below facilitates a simple im-
plementation of the modulo N scheme.
Fig. 11. Example network operation with prioritized modulo N
backoﬀ.
Figure 11 shows an example network scenario with four
wireless stations using the prioritized modulo 4 and an
original EDCA backoﬀ. White and black boxes indicate
idle and busy slots, respectively. The numbers to the left
of the slot boxes show backoﬀ counters at the beginning
of an access cycle. Those inside the boxes correspond to
the current (end of slot for modulo N and start of slot for
EDCA) backoﬀ values.
The prioritized modulo N provides more stringent AIFS-
based QoS diﬀerentiation as compared with original EDCA.
The reason is that in modulo N a one-slot diﬀerence in
AIFS intervals corresponds to an N-slot diﬀerence in back-
oﬀ counters. Consider high-priority stations (AIFSN = 2)
and low-priority stations (AIFSN = 3) depicted in Fig. 11.
In the very ﬁrst DATA frame exchange, a high-priority
station 2 decrements its backoﬀ counter by 5, while low-
priority stations 3 and 4 decrement their backoﬀ counters
just by one. In the original EDCA, the low-priority stations
would decrement their backoﬀ counters by 4, which indeed
is not much less than 5 in a high-priority station.
In general, a high-priority EDCA station is unaﬀected by
low-priority stations only if its backoﬀ counter is already
equal to 0 when AIFS expires. In contrast, transmission
from a high-priority modulo N station does not depend on
the presence of low-priority stations for all backoﬀ coun-
ters less than N. Consider for instance the second DATA
frame exchange in Fig. 11. The high-priority station 2 has
a backoﬀ counter equal to 3, which is enough to prevent
low-priority stations from transmission in this access cy-
cle (even though they had lower backoﬀ counters initially).
Similar behavior is not possible in the original EDCA. Con-
sider again the second DATA frame exchange under EDCA.
We see that a high-priority station (backoﬀ = 3) loses in
competition with a low-priority station (backoﬀ = 1).
6. Conclusions
The paper describes the new modulo N backoﬀ scheme.
Both a semiformal description of the new channel access
scheme and simulation results that compare the new scheme
with existing ones like IEEE 803.11 DCF and EDCA, have
been presented.
The description of modulo N reveals that its complexity is
comparable with legacy schemes. At the same time, the
obtained performance results show that the new scheme
increases the overall channel utilization between 5% and
30% as compared with IEEE 802.11 DCF.
Furthermore, the paper describes the prioritized variant of
the modulo N scheme. This variant enables very eﬀective
QoS diﬀerentiation, which is also more ﬂexible than the
original EDCA scheme of IEEE 802.11e.
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Paper Empirical Season’s Fadings
in Radio Communication at 6 GHz Band
Jan Bogucki and Ewa Wielowieyska
Abstract—This paper covers unavailability of line-of-sight ra-
dio links due to multipath propagation. Multipath fading in
the atmosphere is not permanent phenomenon. The five year
investigation results of the received radio signal fading in the
radio links and their season empirical distributions are pre-
sented.
Keywords— line-of-sight radio links, multipath, propagation.
1. Introduction
The use of digital microwave radio-link systems is widely
recognized as ﬂexible, reliable and economical means of
providing point-to-point communication [1], [2], [3]. These
radio systems, when used with appropriate multiplex equip-
ment, can carry from a few up to a large number of voice,
video and data transmissions. They can also be arranged
to carry additional wide-band for high-speed data, Internet,
multimedia wireless or high-quality audio and high deﬁni-
tion TV channels.
Comparative cost studies usually prove the radio microwave
systems to be the most economical means for providing
communication transmission where there are no existing
cable lines to be expanded. For temporary facilities and
other applications where installation time is severely limited
the advantages of the radio technique are obvious.
Many ﬁxed broadband wireless radio links are designed
to be available essentially all the time. “Available” means
that bit error rate (BER) or frame error rate (FER) is at
or below given threshold level. Conversely, “outage” is the
time when the link is not available; for example, BER/FER
value is above the quality threshold level. In the ﬁx-link,
service availability of 99.99% for the worst month is usu-
ally a target that means an outage of only 53 minutes
a year.
Nearly all radio systems are the subject to regulation by the
government of the country, where the system is to be lo-
cated. In general, each country allocates speciﬁc sub-bands
of frequencies for speciﬁc services or users. Within Poland
the Oﬃce of Electronic Communications (UKE) is the con-
trolling authority for all the radio-communication systems
except those operating in the frequency bands where sim-
pliﬁed or no frequency coordination procedures are ap-
plied [4].
In Poland the 6 GHz band is meant for high-capacity long
distance radio links. The radio signal of this frequency
range is susceptible to some kinds of fading due to the
changes in atmosphere.
One kind of fading essential in this band is multipath prop-
agation fading [5].
This paper presents the problems of unavailability of
line-of-sight radio links due to multipath propagation
phenomena. In the National Institute of Telecommunica-
tions (NIT) the radio links have been used to investigate
the propagation fading in the 6 GHz sub-band. The ﬁve
year investigation results of the received radio signal fad-
ing in the radio links mentioned above and their season
empirical distributions are presented below [6]–[9].
2. The Multipath Fading
The beam of microwave energy is not a single ray, but
wavefront extending in considerable space along the cen-
ter line. Since the refraction index for normal atmospheric
conditions is lower at the top of wavefront and higher at
the bottom, and since the wave velocity is inversely propor-
tional to refraction index, the upper portion of wavefront
will travel slightly faster, with result that the top of the
wavefront is tiled. Since the direction of beam travel is
always perpendicular to wavefront, the beam itself will be
tilted downward. The degree of the tilt is actually very
slight on percentage basis, but is suﬃcient to cause sig-
niﬁcant variation of the fading phenomena. It is normal
propagation situation.
But sometimes at certain atmospheric situations there can
be even “greater’ than normal negative N gradient, or other
in which N gradient becomes less negative and even pos-
itive. In the latter situation lower part of wavefront will
travel faster, and the beam will be bent upward, reducing
apparent clearance.
Most of time the vertical proﬁle of these gradients in the
lower atmosphere are essentially linear. These linear varia-
tions aﬀect clearance and are also important, when the path
is reﬂective, but they do not produce atmospheric multipath
situations.
However, when gradients are nonlinear, it is possible for
multiple paths, in addition to direct path, to exist within the
atmosphere itself, independently of any reﬂecting surface
on ground. These situations in atmosphere occur when
stratiﬁed layers with diﬀerent gradients lie on top of one
another. Such conditions strongly depend on seasons of the
year.
The incidence of multipath fading varies not only as func-
tion of path length and frequency, but also as function of
climate and terrain conditions.
The treatment of multipath fading is based largely on ex-
perience.
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3. The Index of Refraction
for the Troposphere
The index of refraction for the troposphere air is very close
to that of vacuum. Due to that, radio refractivity is used
instead of index of refraction:
N = (n−1) ·10−6 , (1)
where: n – index of refraction, N – radio refractivity.
The N term would be zero in free space and value on order
of 300 at the earth surface. An empirical formula for N is:
N =
77.6
T
(
p + 4810 eH
T
)
, (2)
where: T – temperature [K], p – total air pressure [hPa],
eH – water vapour pressure [hPa].
Water vapour pressure corresponds to relative humidity
of air:
eH = H
6.1121exp
( 17.502 t
t + 240.97
)
100 , (3)
where: H – relative humidity of air [%], t – tempera-
ture [◦C].
Since p, e, and T all are functions of height, consequently
N is also function of height. For normal atmosphere, stan-
dard – well mixed, the variation of N(h) with height is:
dN(h)
dh =−40
[
1
km
]
, (4)
N(h) = 315 · e−0.136h , (5)
where: h – height above earth surface [km].
Multipath propagation occurs when there is more than one
ray reaching the receiver. It is the main cause of fading in
6 GHz band. Multipath can only happen when dNdh varies
with height.
4. The Measurement System
There were six radio links at 6 GHz band with the length
from 36.6 km to 69.8 km [6]. Sites of four radio links
were located near Warsaw and two of the longest paths
were situated farther north of Warsaw – see Fig. 1. Self-
operating measuring position was set-up to cooperate with
radio link receivers. The measurements were carried out
during ordinary operation radio links. Received signals
were sampled each 0.2 s during high attenuation and
5 min in the other time. The system measured only result
of multipath, not the reason.
Layers of the atmosphere with diﬀerent gradients of re-
fractivity may cause detrimental eﬀects to received signal.
The radio wave rays, that normally would have been lost
in the troposphere may be refracted towards receiving an-
tenna, where they are added to wanted signal. The phase
and amplitude relationships between multipath signals
determine resulting input signal at receiver. The example
of input level as a function of time during the fading event
is shown in Fig. 2.
Fig. 1. The locations of experimental links.
Fig. 2. An example of multipath fading of 6 GHz terrestrial path.
5. The Measurement Results
The occurrence of multipath mainly depends on weather
conditions such as temperature, wind, humidity, air pres-
sure, and these weather phenomena can be described only
Fig. 3. The measured monthly 4th year distributions of attenua-
tion at 6 GHz.
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Fig. 4. The measured seasons distribution for: (a) summer (June, July, and August); (b) autumn (September, October, and November);
(c) winter (December, January, and February); (d) spring (March, April, and May).
statistically. Therefore the changes of path loss, which are
very important in the design of the radio-link system, can
also be described only statistically.
The results of the measurement investigations allowed to
determine among other things season’s behavior of radio
channel at 6 GHz band. In point-to-point link immersed in
time varying propagation medium the received signal power
varies with time even when transmitter power remains con-
stant. Measuring the probability fades of particular mag-
nitude occur with, will lead directly to the probability of
outage and hence the link availability probability.
Received signal samples were used for computation of
monthly and annual fading distributions as well as distribu-
tions for the worst months and then season’s fading distribu-
tions were obtained. The important problem of “zero” level
during multipath eﬀects was solved assuming that monthly
50% level is “zero” level for multipath fading [10].
Monthly distributions of attenuation for each path are the
basis for cross-sectional statistical analysis.
Figure 3 shows the distribution of attenuation for 12 months
obtained from a one year measurements on the 41.3 km
path.
It illustrates how attenuation varies with months. For ex-
ample, attenuation reaches 22 dB in July and August, and
only a few decibels in January and February, for 0.01% of
time.
Changing of season’s attenuation distributions will be
shown on the basis of measurements results from radio
link at 5885.04 GHz and 41.3 km path length.
Figure 4 shows season’s distribution of attenuation due to
multipath obtained from ﬁve years of measurements on the
41.3 km path.
The attenuation changes a lot during a year. Summer season
average at 0.01% of time is 26 dB and only 14 dB for
season’s autumn average.
Our studies indicate that there were many diﬀerences be-
tween season’s average attenuation obtained from 5 years
and season’s average attenuation in individual year. For ex-
ample, maximum attenuation diﬀerence is 12 dB on autumn
at 0.01%, 7 dB on summer at 0.1%, 7.4 dB on winter at
0.01% and 8.5 dB on spring at 0.01%. There are statistics,
empirical results.
Figure 5 compares average season, annual and the worst
month distributions obtained from 5 year measurements. It
shows that average autumn season attenuation is similar to
average spring season. Maximum attenuation diﬀerence is
0.8 dB at 0.01% and 0.65 dB at 0.1%.
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Fig. 5. The average season, annual and worth month distributions
for 5 years.
Fig. 6. The deviations of attenuation for average months in the
year from appropriate average season for 1, 0.1, and 0.01%.
Fig. 7. The deviations of attenuation for average months in the
year from average annual attenuation for 1, 0.1, 0.01%.
The order of calculation to obtain the input data for Fig. 6:
– 12 distributions of average month attenuation for the
period of 5 years;
– 4 distributions of average season attenuation for the
period of 5 years;
– the diﬀerence between average month attenuation and
appropriate average season attenuation for 1, 0.1,
0.01%.
The result of these calculations seems not to be obvious.
It can be explained that in summer average value is high,
but there are less unpredicted events. The smallest devi-
ations for 0.01% are for summer (maximum 2.9 dB), and
are bigger in autumn (3.1 dB), in winter (–3.2 dB), and are
the biggest in spring (–5.5 dB).
The data for Fig. 7 were obtained in an analogous way
to these for Fig. 6; the average month distributions were
compared with average annual distribution.
The comparison between Figs. 6 and 7 indicate that aver-
age season distributions were more accurate than average
annual distribution, particularly in summer. The diﬀerence
between average month and average annual attenuation is
12.1 dB in July while deviation of average month from
average season’s attenuation never exceeded ±5.5 dB.
6. Conclusion
The knowledge of fading statistics is extremely important
for the design of wireless systems. Microwave radio links
can be properly and precisely engineered to overcome po-
tentially detrimental propagation eﬀects. One of charac-
teristics that must be taken into consideration is multipath
attenuation.
The gathered empirical data at 6 GHz of seasonal statis-
tical distributions broaden our knowledge about the signal
changes with weather variations. This knowledge can im-
prove our interpretation of the phenomena that appear in
installed modern radio systems.
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Paper Laser Beam Attenuation
Determined by the Method of Available
Optical Power in Turbulent Atmosphere
Lucie Dordova´ and Otakar Wilfert
Abstract—This work is focused on the atmospheric turbulence
effect and a new method for determining optical signal atten-
uation caused by turbulence is presented here. A new method
of power budget of optical links comes from optical intensity
distribution in a laser beam after the beam passed through
turbulent atmosphere. Results given by this method are com-
pared with Rytov approximation which is nowadays the most
frequently used method for determining turbulent attenua-
tion. Results for communication wavelength of 850 nm and
1550 nm are presented as well as the results for a wavelength
of 633 nm.
Keywords— method of available power, optical wireless link,
Rytov approximation, turbulent atmosphere.
1. Introduction
Nowadays the information is a valuable element in indus-
try, science, education, medical sphere, banking system or
in common household. Requirements for transmission rate
increase every day. It is necessary to ensure not only high
bit rate, but high quality signal as well. In the past metal-
lic cables were adequate but with increasing demands on
transmitted volume of information new communication sys-
tems were developed and existing communication systems
were modified. Currently optical links occur as the best
solution for high speed communication links with high re-
liability [1].
Several years ago optical fiber links became very popular
and wide spread in the telecommunication industry. This
technology is placed in the backbones networks as well as
in local area networks (LANs). One of few disadvantages
Fig. 1. Optical wireless link with laser diode, photodetec-
tor, cover window, interferential filter, transmitting and receiving
lenses.
of optical fibers is cable laying, because it is necessary
to build cable infrastructure. When quick installation de-
manded optical wireless links (OWL) are suitable. Scheme
of optical wireless link is depicted in Fig. 1.
As a transmitter laser diode or light emitting diode is used.
The second one is placed in optical links with limited short
range (up to about 100 m) or in indoor communication sys-
tems. Laser diodes are applied in optical links with longer
range (more than 100 m, up to 10 km). Laser beam di-
vergence is set by transmitting lens. Typical values of di-
vergence in free space optics (FSO) are 3–8 mrad. Cover
windows are installed to avoid debasement of transmitter
and receiver optical components. In receiving optical head
receiving lens (most frequently Fresnel lens) is placed to
focus laser beam on the active area of photodetector. Pho-
todetector PIN is commonly used, but in special application
avalanche photodiode is placed. Interferential filter serves
to transmit useful wavelength only.
We consider link budget as stationary parameter in optical
wireless link as well as transmission rate, bit error rate or
link range. Atmospheric transmission media characteristics
have statistical nature. The most significant statistical ef-
fects in free space optics are atmospheric attenuation caused
by molecules and aerosols and of course atmospheric tur-
bulences. Importance of the turbulence phenomena will be
specified in this paper later.
2. Horizontal and Vertical Optical
Wireless Links
Nowadays we differentiate between horizontal and vertical
optical wireless links. Model of the horizontal links is
shown in Fig. 2.
These links occur in most cases in the urban centers, so typ-
ical phenomena influence their operation. Smog, dust, fog,
snow or rain are typical events affecting horizontal OWL
in towns as well as laser the beam interruption caused by
flying birds. Turbulent atmosphere hampers optical beam
in the whole path length.
Vertical OWLs are still under development. Communica-
tion proceeds between the ground station and the high al-
titude platform (HAP), which can be placed a few tens of
kilometers over the ground level (Fig. 3) [2]. In this case
optical beam path is about tens of kilometers long, so it is
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Fig. 2. Model of the horizontal optical wireless links.
Fig. 3. Model of the vertical optical wireless links.
necessary to design precision tracking system for the signal
detection, laser beam divergence should be set in the order
of microradians.
3. Atmospheric Turbulence Theory
Atmospheric turbulence, generated by a temperature dif-
ferential between the Earth’s surface and the atmosphere,
causes effects on optical waves which have been of great
interest to scientists for many years. During daytime, the
Earth is hotter than the air, causing the air nearest the
ground to be hotter than that above. This negative tem-
perature gradient causes light rays parallel to the earth to
bend upwards. If the negative temperature gradient is suf-
ficiently strong, it can result in an inverted image known as
a mirage. Temperature gradients are positive during night-
time hours, resulting in downward bending of light rays.
In addition, atmospheric turbulence disrupts the coherence
of laser radiation and optical wave. Wave front distor-
tions in the optical wave induced by atmospheric turbulence
result in a broadening of the beam, random variations of
the position of the beam centroid called beam wander, and
redistribution of the beam energy within a cross section of
the beam leading to irradiance fluctuations [3].
Atmospheric temperature variations and wind speed fluctu-
ations create local unstable air masses, causing them even-
tually to break up into turbulent eddies or cells of many
different scale sizes. These inhomogeneities range in size
from a microscale to a macroscale, and hence, in effect
form a continuum of decreasing “eddy” size [3].
Fig. 4. Turbulent cells through the whole optical path.
Turbulent cells can occur in the whole path length (Fig. 4)
or just in the few sections (Fig. 5). Variance in the re-
fraction index is characteristic for atmospheric transmis-
sion media with atmospheric turbulences. Refraction in-
Fig. 5. Turbulent cells in some section of optical path.
dex value depends on the local temperature, atmospheric
pressure or particle density at specific location. Statistical
character of refraction index is measured as refraction index
structure function Dn [4]:
Dn =
〈[
n(A, t)−n(B, t)
]2〉
, (1)
where n(A, t) and n(B, t) are refractive indexes in the
points A, B and in time t. Refraction index structure pa-
rameter is in the relation with the distance r between
points A and B according to Kolmogorov model [4]:
Dn =
{
C2n · r2/3 l0 ≪ r ≪ L0
C2n · l−4/30 r2 r ≪ l0
, (2)
where C2n is refractive index structure parameter [m−2/3],
l0 presents inner scale of the turbulent cell [m] and L0 signi-
fies turbulent cell outer scale [m]. There exists relationship
between C2n and volume of atmospheric turbulences, which
is shown in Table 1.
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It is clear that volume of atmospheric turbulences increases
with the rising refractive index structure parameter.
Table 1
Refractive index structure parameter influence
on the atmosphere
C2n [m−2/3]
Atmospheric
turbulences
10−16 Weak
10−15 Mean
10−14 Strong
10−13 Very strong
Atmospheric turbulences approves also by the variance of
optical intensity in detected signal. Relative variation of
optical intensity σ2Ir can be expressed as [1]
σ2Ir =
〈I2〉− 〈I〉2
〈I〉2 =
〈I2〉
〈I〉2 −1 , (3)
when I is optical intensity of the received signal and 〈 〉 sig-
nifies mean value.
When σ2Ir ≪ 1, then we can use Rytov approximation which
ties relative variation of optical intensity and refractive in-
dex structure parameter [5]:
σ2Ir = K ·C2n · k7/6 ·L11/6 , (4)
where K represents constant for plane wave 1.23 or 0.5
for spherical wave, k is wave number and L means distance
between transmitter and receiver. This relation is valid only
for homogenous distribution of atmospheric turbulences.
Optical signal attenuation is caused not only by scattering
and absorption on particles, molecules and hydrometeors
but also by turbulent atmosphere. Rytov relationship deals
with this attenuation due to relation [6]:
αt = 2 ·
√
23.17 · k7/6 ·C2n ·L11/6 . (5)
Optical signal attenuation and atmospheric turbulences are
stronger during sunny days.
4. Available Optical Power
All theories work with the idea that atmospheric turbu-
lences are homogenous and don’t take into account laser
beam geometric profile. Designed theory of available
Fig. 6. Gaussian beam distribution.
power looks at optical intensity distribution and there is
not necessary to regard homogenous refractive index struc-
ture parameter through the laser beam path. We count with
mean C2n in the optical path of the laser beam. We also
consider Gaussian beam only in this work (Fig. 6).
In case of turbulent atmospheric transmission media there
occurs optical intensity level fluctuation through the laser
beam profile as shown in Fig. 7.
Fig. 7. Affected laser beam by turbulent atmosphere.
It is evident, that turbulent atmosphere debases optical sig-
nal properties, and optical intensity level is unstable in the
time. This fluctuation has its limits for concrete refractive
index structure parameter. We specified turbulent envelope
(see Fig. 8) as limits for optical intensity fluctuation.
Fig. 8. Turbulent envelope and available power function of Gaus-
sian laser beam.
Available power function f (x) is defined as lower limit of
turbulent envelope. We suppose decreasing available power
function with increasing volume of turbulences. According
to Fig. 8 we determine area of available power SAP by
following relation:
SAP =
∫
x
f (x)dx . (6)
Upper limit of SAP is defined as available power function
f (x) and as lower limit we consider x-axis (zero). In fact
laser beam is 3 dimensional (x, y, I(x, y)) so we set up the
volume of available power, for short available power by
relation:
VAP =
∫
x
∫
y
f (x, y)dxdy . (7)
In non-turbulent area we suppose that available power
function is identical to Gaussian optical intensity distri-
bution so we express available power as
VAP0 =
∫
x
∫
y
f0(x, y)dxdy. (8)
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Fig. 9. Comparison results obtained by new method of available power with results given by Rytov approximation for: (a) λ = 633 nm,
L = 50 m; (b) λ = 633 nm, L = 250 m; (c) λ = 850 nm, L = 50 m; (d) λ = 850 nm, L = 250 m; (e) λ = 1550 nm, L = 50 m;
(f) λ = 1550 nm, L = 250 m.
In case of very high turbulences we consider that available
power function is equal to x, y plane so available power is
VAPmax =
∫
x
∫
y
fmax(x, y)dxdy = 0 . (9)
To simplify the situation we introduce relative available
power VAPr by equation:
VAPr =
VAP
VAP0
, (10)
where we divide general available power by “non-turbulent”
available power. It is evident that relative available power
for non-turbulent atmosphere is evaluated by number 1,
which goes from the following relation:
VAP0r =
VAP0
VAP0
= 1 (11)
and the value of relative available power is equal to 0 for
very high volume of turbulences
VAPmax r =
VAPmax
VAP0
= 0 . (12)
Volume of atmospheric turbulences can be evaluated by the
parameter of VAP,r from interval < 0;1 >. Finally, we want
to express atmospheric turbulence attenuation by method of
available area. The next equation is adequate to quantify
wanted magnitude:
αAP = 10 · logVAPr . (13)
We are able to determine turbulence attenuation when the
laser beam profile is available at the receiver side.
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5. Results
We compared results obtained by new method of avail-
able power with the results given by Rytov approximation.
Available power represents the worst case of turbulent at-
mospheric attenuation. Characteristics (Fig. 9 ) show that
results for available power and Rytov approximation don’t
vary much for C2n values smaller than 10−14. The results
became different for very strong turbulences. According
to the method of available power we can’t calculate optical
signal attenuation for wavelength 633 nm and L = 250 m as
well as for 850 nm and L = 250 m, because relative avail-
able powers have value 0, so attenuation is theoretically
infinite. This means that there isn’t guaranteed detection of
the optical signal for this link parameter. Method of avail-
able power also says that turbulence attenuation is smaller
for higher wavelength.
6. Conclusion
A new method of available power is presented in the paper.
This method arises from a laser beam optical intensity pro-
file, which is original in atmospheric turbulence phenom-
ena study. On the basis of this method it will be possible
to design an appropriate laser beam shape to maximally
eliminate negative effect of turbulent atmosphere. For the
present, basic theoretical analysis and initiative experiments
with Gaussian beam have been provided. According to ob-
tained results, the method of available power is the per-
spective method for determining optical signal attenuation
which is due to turbulence in the atmosphere.
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Paper The Design of 4×4 Multimode
Interference Coupler Based Microring
Resonators on an SOI Platform
Trung-Thanh Le and Laurence W. Cahill
Abstract—This paper would like to propose a novel micror-
ing resonator based on 4×4 multimode interference (MMI)
couplers. The device acts as two separate microring res-
onators just in one structure. The transfer matrix method and
the three dimensional beam propagation method (3D-BPM)
are used to verify the working principle of the device. The
device is then designed on silicon on insulator (SOI) technol-
ogy. This device may be a very promising building block for
optical switches, filters, add-drop multiplexers, delay lines and
modulators.
Keywords— integrated optics, multimode interference couplers,
optical logic gates.
1. Introduction
Microring resonators have been used as a basic building
block for optical signal processing applications such as op-
tical switches, filters, modulators, and add-drop multiplex-
ers [1]. Almost all of the reported works on microring
resonator structures have used directional couplers as the
coupling element [2]. In order to meet a variety of require-
ments for high-speed signal processing, the coupling coef-
ficient needs to be adjusted arbitrarily and the directional
couplers can meet this requirement. However, for appli-
cations requiring high quality factor Q of the resonators,
i.e., for high speed operation, the separations between two
waveguides in the directional coupler must be very small.
As a result, high loss due to conversion loss of modes is
occurred as shown in [3] recently. Moreover, the direc-
tional coupler has a large size and small fabrication toler-
ance. Therefore, multimode interference (MMI) couplers
are used in such structures instead of directional couplers
due to their advantages of compactness, ease of fabrication,
large fabrication tolerance and ease of cascaded integra-
tion [4].
A microring resonator based on a 2 × 2 MMI coupler was
demonstrated on silicon on insulator (SOI) channel waveg-
uides for the first time in [2]. However, the coupling ratios
of the conventional MMI couplers are very limited and
there are only four available coupling ratios 0:100, 50:50,
85:15, and 72:28 if using only one conventional MMI
coupler [5]. Therefore, it is highly desired to implement
the couplers with variable coupling ratios. To do so, the
common approach is to use Mach-Zehnder interferome-
ter (MZI) structures, in which phase shifters are added to
the MZI arms to control the phase of the propagation sig-
nals as shown in [6], [7].
In this paper, a novel microring resonator based on
4×4 MMI couplers is given for the first time. The most
interesting characteristic of the proposed device is that the
device acts as two separate microring resonators based
on 2 × 2 MMI couplers. The coupling ratios can be varied
by using two separate phase shifters for the two microring
resonators. In order to verify the working principle of the
device, the transfer matrix and beam propagation method
are used. The device is designed on an SOI platform.
2. Microring Resonators Based on
4 × 4 MMI Couplers
A microring resonator based on 4 × 4 MMI couplers
(MMI-MZI structure) is shown in Fig. 1. The two
4×4 MMI couplers have the same width WMMI and length
LMMI = 3Lpi2 , where Lpi =
pi
β0−β1 is the beat length of the
MMI coupler. In order to make tunable devices, two phase
shifters ∆ϕ1 and ∆ϕ2 based on the thermo-optic effect are
used in the two arms. Alternatively, passive phase shifters
could be used to provide a desired (fixed) power splitting
ratio.
In order to analyze the device, the transfer matrix of the
identical MMI couplers needs to be derived first and then
the total transfer matrix of the device can be determined.
The 4× 4 MMI coupler can be described by a transfer
matrix [8]:
M4×4 =


m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
m41 m42 m43 m44

 , (1)
where mi j (i, j = 1, . . . , 4) are complex coefficients calcu-
lated by using the modal propagation method. At the length
L = 3Lpi4 , the phases of the equal output signals at the output
waveguides can be calculated from
φi j = φ0 + pi + pi16( j− i)(8− j + i), for i+ j even
and φi j = φ0 + pi16(i+ j−1)(8− j− i+1), for i+ j odd.
Here, input ports i (i = 1, . . . ,4) are numbered from down to
up and the output ports j ( j = 1, . . . ,4) are numbered from
up to down in the MMI coupler and φ0 = −β0LMMI− pi2 is
a phase constant factor that is associated with the MMI ge-
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Fig. 1. The structure of a microring resonator based on
4×4 MMI couplers.
ometry and therefore can be neglected in the following
analyses.
The 4×4 MMI coupler at a length of L1 = 3Lpi4 is described
by the following transfer matrix:
M4×4 =
1
2


−1 −e j 3pi4 e j 3pi4 −1
−e j 3pi4 −1 −1 e j 3pi4
e j
3pi
4 −1 −1 −e j 3pi4
−1 e j 3pi4 −e j 3pi4 −1

 . (2)
If the length is doubled to LMMI = 2L1 = 3Lpi2 , a new
4×4 MMI coupler is formed and its transfer matrix is
Mnew =(M4×4)2 =
1
2


1− j 0 0 1+ j
0 1− j 1+ j 0
0 1+ j 1− j 0
1+ j 0 0 1− j

 . (3)
This matrix can be considered as consisting of two sep-
arate submatrices which describe two 2×2 the 3 dB MMI
couplers, both having the transfer matrix:
M2 =
1
2
[
1− j 1 + j
1 + j 1− j
]
=
1√
2
e− j
pi
4
[
1 j
j 1
]
. (4)
If two 4×4 MMI couplers are connected in the MZI struc-
ture of Fig. 1, then the relations between the complex am-
plitudes at the input ports and output ports can be expressed
in terms of the transfer matrices of the 3 dB MMI couplers
and the phase shifters as follows:[
b1
b2
]
= e j
∆ϕ1
2
[
τ1 κ1
κ∗1 −τ∗1
][
a1
a2
]
, (5)
where τ1 = sin(
∆ϕ1
2
) and κ1 = cos(
∆ϕ1
2
), (6)
[
B1
B2
]
= e j
∆ϕ2
2
[
τ2 κ2
κ∗2 −τ∗2
][
A1
A2
]
, (7)
where τ2 = sin(
∆ϕ2
2
) and κ2 = cos(
∆ϕ2
2
). (8)
Therefore, the whole device can be viewed as consisting
of two independent microresonators having different power
coupling ratios as shown in Fig. 2. This means that two
independent switches and filters can be made by using this
structure.
Fig. 2. Two separate microresonators created from the
4×4 MMI structure: (a) microresonator using input ports 1 and 4,
and (b) microresonator using input ports 2 and 3.
Fig. 3. Two separate add-drop multiplexers based on microres-
onators using 4×4 MMI-MZI structures.
Another useful structure for implementing add-drop multi-
plexing functions is shown in Fig. 3, where the microres-
onator is coupled to a second MMI-MZI structure. The
coupling ratios can be controlled by the phase shifters.
Similarly, two independent add-drop filters can be obtained
from this structure.
3. Simulation Results and Discussions
In this section, in order to verify the working principle
of the devices, the three dimensional beam propagation
method (3D-BPM) [9], [10] is used to optimize the de-
signs for MMI devices. It is well known that the finite dif-
ference time-domain (FDTD) method is a general method
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to solve Maxwell’s partial differential equations numeri-
cally in the time domain. Simulation results for devices on
the SOI channel waveguide using the 3D-FDTD method
can achieve a very high accuracy. However, due to the lim-
itation of computer resources and memory requirements,
it is difficult to apply the 3D-FDTD method to the mod-
eling of large devices on the SOI channel waveguide.
Meanwhile, the 3D-BPM was shown to be a quite suitable
method [11], [12] that has sufficient accuracy for simulating
devices based on SOI channel waveguides [13], [14].
The waveguide structure used in the designs is shown
in Fig. 4. Here, SiO2 (n = 1.46) is used as the upper
cladding material. An upper cladding region is needed for
devices using the thermo-optic effect in order to reduce loss
due to metal electrodes. Also, the upper cladding region is
used to avoid the influence of moisture and environmental
temperature.
Fig. 4. Waveguide structure used in the simulations.
The parameters used in the designs are as follows: the
waveguide has a standard silicon thickness of hco = 220 nm
and access waveguide widths are Wa = 0.48 µm for sin-
gle mode operation. The refractive index of the silicon
core is nSi = 3.45. It is assumed that the designs are for
the TE (transverse electric) polarization at a central opti-
cal wavelength λ = 1550 nm. The width of the MMI is
WMMI = 6 µm. The access waveguide is tapered to a width
of Wt p = 800 nm to improve device performance.
The 3D-BPM simulations for a 4× 4 MMI coupler hav-
ing a length of L1 = 3Lpi4 are shown in Fig. 5a for a signal
presented at input port 1 and Fig. 5b for a signal at input
port 2. The optimized length of the MMI coupler calcu-
lated by using 3D-BPM is L1 = 71.70 µm. The excess
loss calculated is 0.35 dB for both cases.
If two 4 × 4 MMI couplers with the same length of
LMMI = 3Lpi4 are cascaded together, then a 4×4 MMI cou-
pler having a length of LMMI = 3Lpi2 is formed. The transfer
matrix of this new 4×4 MMI coupler is given by Eq. (4).
The 3D-BPM will now be used to verify this prediction.
The 3D-BPM simulations for this 4× 4 MMI coupler are
shown in Fig. 6. The 3D-BPM simulations show that the
power splitting ratios for each MMI coupler used in these
microresonators are 0.42/0.43. The optimized length of
Fig. 5. The 3D-BPM simulations for a 4× 4 MMI coupler at
length L1 = 3Lpi4 with input signal at (a) port 1 and (b) port 2.
Fig. 6. The 3D-BPM simulations for a 4× 4 MMI structures
with the signal at (a) input port 1 and (b) input port 2.
each MMI coupler is found to be LMMI = 141.7 µm. For
both cases, the excess losses are 0.7 dB and the imbalances
are 0.1 dB.
By connecting the above MMI structures (each MMI with
length of LMMI = 3Lpi2 ) together as shown in Fig. 1, double-
microresonators can be achieved. Phase shifters can be
introduced in the linking arms of the MZI structure in or-
der to vary the coupling coefficients of the couplers. For
example, if phase shifts of ∆ϕ1 = ∆ϕ2 = 0 are introduced
at the linking arms of the MZI, then the 3D-BPM simu-
lation (Fig. 7a) shows that the normalized output powers
(for signal at input port 1) at output ports 1, 2, 3 and 4
are 0, 0, 0 and 0.8, respectively. The computed excess loss
is 0.96 dB.
If phase shifts ∆ϕ1 = pi2 and ∆ϕ2 = 0 are introduced at the
linking arms, the 3D-BPM simulation for the signal at input
port 1 is shown in Fig. 7b. The normalized output powers
at output ports 1, 2, 3 and 4 calculated to be 0.41, 0, 0
and 0.39, respectively. The excess loss is 0.9 dB and the
imbalance is 0.2 dB in this case.
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Fig. 7. The 3D-BPM simulations of cascaded MMI couplers
used for the microresonator structure when the signal is at input
port 1 with (a) phase shifts ∆ϕ1 = ∆ϕ2 = 0 and (b) ∆ϕ1 = pi2 and
∆ϕ2 = 0.
The quality factor (Q) of a single microresonator based on
a 2×2 MMI coupler is given by [2]
Q≈ pingLR
√
ατ
λ (1−ατ) . (9)
Here, ng, LR, and λ are the group index, length of the
racetrack waveguide and wavelength, respectively. τ is
the transmission coefficient of the coupler. In order to
achieve a high Q microresonator, the coupling coefficient
|κ |=
√
α2− τ2 needs to be small. Note that the bend ra-
dius also has a strong effect on the Q-factor. However, if
the bend radius increases, then the transmission loss will in-
crease, while the bend loss does not significantly decrease.
Here α2 is the power loss factor introduced by MMI cou-
plers and racetrack waveguides (including both bend loss
and transmission loss). By varying the phase shifts at the
linking arms, the power coupling ratios can be tuned.
The complete device presented in this paper is equivalent
to two separate 2× 2 MMI-based microresonators. Each
microresonator may have different transmission character-
istics such as different quality (Q), different free spectral
range (FSR), finesse (F) and different bandwidth (BW).
In the following examples, the Q-factors of the microring
resonators will be determined. Consider a 4× 4 micror-
ing resonator with following parameters: bend radii of the
first microring resonator and second microring resonator
(see Fig. 1) are R1 = 5 µm and R2 = 20 µm. If the 3 dB
MMI couplers with the same length of (LMMI = 141.7 µm
(Fig. 6) are used in the structure, then the calculated power
transmission coefficients are |τ1|2 = 0.42 and |τ2|2 = 0.42.
The estimated Q-factor for the first microring resonator
is Q1 ≈ 1000 and for the second microring resonator
is Q2 = 1650.
If two 4× 4 MMI couplers having the same length of
LMMI = 141.7 µm are connected together in order to pro-
duce 2×2 tunable MMI couplers (Fig. 7), then power trans-
mission ratios of the two MMI couplers |τ1|2 and |τ2|2
can be varied by adjusting the phase shifts ∆ϕ1 and ∆ϕ2
in the linking arms, respectively. For example, if phase
shifts ∆ϕ1 = 0.9pi and ∆ϕ2 = 0.5pi , then the 3D-BPM
shows that the normalized output powers at output ports
1, 2, 3 and 4 are 0.7, 0, 0 and 0.1, respectively. The
calculated power transmission coefficients are |τ1|2 = 0.7
and |τ2|2 = 0.41. Therefore, the estimated Q-factors are
Q1 ≈ 4300 for the first microring resonator with bend
radius R1 = 5 µm and Q2 ≈ 2500 for the first microring
resonator with bend radius R2 = 20 µm.
It is interesting to note that provided that the phase shifters
operate with sufficient speed, functions of switching, mod-
ulating and add-drop multiplexing can be achieved in both
microresonators.
4. Conclusions
In this paper, we have presented a novel microring res-
onator structure based on 4× 4 MMI couplers. This de-
vice acts as two separate microring resonators. The design
of the device on the SOI platform has been presented by
using the transfer matrix method and the working princi-
ple is verified using the 3D BPM method. If the phase
shifters operate fast enough, then the device may be a very
promising building block for optical switches, optical mod-
ulators, and optical add-drop multiplexers.
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Paper Linux Scheduler Improvement
for Time Demanding Network Applications,
Running on Communication
Platform Systems
Marcin Hasse and Krzysztof Nowicki
Abstract—Communication platform systems as, e.g., ad-
vanced telecommunication computing architecture (ATCA)
standard blades located in standardized chassis, provides
high level communication services between system peripher-
als. Each ATCA blade brings dedicated functionality to the
system but can as well exist as separated host responsible for
servicing set of task. According to platform philosophy these
parts of system can be quite independent against another so-
lutions provided by competitors. Each system design can be
different and can face with many computer systems design
problems. One of the most difficult design problems to solve
is system integration with a set of components running on
different operating system levels. This paper presents Linux
scheduler improvement possibility to make user space applica-
tion classified as time demanding (required to be serviced by
CPU in given amount of time) running in user space together
with complicated kernel software structure in the system.
Keywords— communication platform systems, Linux, operating
system, scheduler.
1. Introduction
Today’s communication trends are consolidated to follow
platform strategy. This strategy is to provide standard
base solutions to be re-used over wide range of prod-
ucts. Advanced telecommunication computing architec-
ture (ATCA) [1], [2] is a very good example which is
successfully matching platform objectives. The communi-
cation architecture between subsystems, the major issue in
platform implementation, seems to be prepared to man-
age restricted subsystems requirements. Standard base chas-
sis with intelligent platform management interface (IPMI)
and Ethernet communication makes a very friendly base
for a big range of network products like switches and
gateways as well as for computer base products like sin-
gle board computers (SBC). Well organized communica-
tion between subsystems and advanced management op-
portunities makes ATCA platform very interesting solution
for telecommunication market, especially because these
systems are following restricted energy consumption and
thermal norms.
From the other perspective, systems prepared to match
ATCA standard have a big challenge to follow restricted
norms and propose good enough performance for end users.
The law formed by Herb Grosh in 1965 [3] indicating that
computer performance increases as the square of the cost.
Regarding to this law SBC with more RAM memory and
with bigger HDD would have a better performance, but
ATCA system performance can not be limited only to reg-
ular PC speciﬁc costs. They need to be considered as well
energy and thermal system assumptions which makes the
cost more signiﬁcant. This is causing that ATCA systems
are designed with limited system resources mostly accord-
ing only to design demands.
Platform strategy gives opportunity to application designers
to choice ATCA hardware base on system demands. For
example Ethernet line card hardware (based on network
processor or other multicore processor) would be a good
choice for IPsec gateway application.
Only one disadvantage of customize hardware to match
ATCA platform standards is that blades (as line cards) can
not easily be extended to additional system resources as
RAM or ﬂash memory. Application designers are respon-
sible for achieving software goals with available resources
starts from operating system and ends on speciﬁc applica-
tion (as IPsec IKE [4], [5] for IPsec gateway example).
Linux is a most popular platform choice for ATCA blades
used in network core: as gateways, routers, etc. It would
be as well most reasonable choice for IPsec gateway Eth-
ernet line card example. There are several Linux operat-
ing systems available with embedded system support and
with ATCA blades board support packages (BSP) as Mon-
tavista [6] or WindRiver [7]. Additional advantage of Linux
OS is its open source nature and developers have access
even to kernel sources. This is big opportunity to have more
inﬂuence on system performance while developer can place
program in the kernel level. Regarding Linux GPL [8] li-
cence programs in kernel space suppose to be published
as open source. This restriction creates a barrier for Linux
commercial application providers – which are mostly of-
fered as a user space programs. For example additional
IPsec gateway functionalities as virtual router redundancy
protocol (VRRP) [9] or simple network management pro-
tocol (SNMP) [10] can be taken from independent supplier
as a user space application.
This paper indicates problems with limited system re-
sources operated by Linux OS and common problems with
user and kernel space applications working together in net-
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work and real time environment. In Section 2 there will
be Linux scheduler analyzed in order to present issue with
time demand user space application working together with
real time tasks in kernel level. Proposed scheduler improve-
ment to make Linux more ﬂexible if there are time de-
manding user space applications is described in Section 3.
Measurement of improvement results plus comparison with
standard scheduler, are described in Section 4.
2. Linux Scheduler against User Space
Time Demanding Processes
In the Linux operating system there can be determined two
kinds of threads [11]. First would be CPU bound, which
spends a lot of time using central processing unit (CPU)
and making computation. The second would be I/O bound
most time waiting for a I/O operation to complete. Sched-
uler in Linux is designed to deal with both types of threads
in the fair way, but there is no well known method to de-
termine if thread should be classiﬁed as I/O bound or CPU
bound. The reason why scheduler should tread I/O bound
threads with bigger priority is slow nature of I/O. There is
understandable requirement to service human input as fast
as possible – most people simply do not like wait especially
when they wanted to have something done by a computer.
It takes a long time for service I/O so it is good if that kind
of requests can be serviced as fast as possible.
Linux scheduler goals as eﬃciency and interactivity makes
this mechanism more friendly for servers (most common
usage of Linux these days) and for desktop (where Linux
would like to be more important than today). Unfortu-
nately, if something is more matching servers and desktops
then it is probably less matching core network systems as,
e.g., gateways.
In order to evaluate scheduler role in the system it would be
eﬃcient to determinate scheduler performance. Introduc-
tion this metric should allow checking if scheduler works
properly for given set of margin conditions (diﬀerent than
for normal server or desktop usage conditions). In most
cases performance determines the time required to ﬁnish
the task. For process scheduler performance it would be
time in which task (CPU or I/O) will be successfully ser-
viced. In the other words performance P (for the process
with priority X), would be a process wait time until it will
be serviced by CPU Tw and CPU execution slice time Ts
with assumption that task could not be ﬁnished in Q CPU
slices:
P(PX) =
Q
∑
n=1
[
Tw(PX)+ Ts
]
.
Waiting queue Tw time is dependent on several additional
systems conditions as number of tasks N waiting for CPU
and their priorities time slice TsX :
Tw(PX) =
X
∑
n=1
(N ·TsX) .
While there will be several the same priority tasks, e.g., S)
for scheduler it will service them in request order:
P(PX) =
Q
∑
n=1
{ X
∑
k=1
(
N ·STsX
)
+ Ts
}
.
Priorities in Linux kernel 2.6 scheduler can be set between
0 and 139, where priorities between 0–99 determine kernel
threads and 100–139 determine user threads. This thread
priority is playing signiﬁcant role when scheduler in ker-
nel 2.6 assigns tasks into two queues: active and expired.
Waked up thread is placed in active queue base on its prior-
ity. This means that when there are threads in systems with
much diﬀerent priorities, thread with bigger priority might
be assigned again to active queue instead of expired queue.
As long as there are threads in active queue as long threads
from expiry queue will not get CPU time for execution.
This might make situation while waked up threads stream
can delay amount of time execution of tasks from expired
queue. In the worst scenario this is possible even with only
several CPU bound threads making situation in which low
priority threads will be delayed more than several seconds.
In gateway example presented in Section 1 there is market
driven possibility in which signiﬁcant system applications
are implemented to be executed in user space. As long as
application providers are interested to not general public
licence (GPL) it can not be implemented in kernel level.
It is easy to imagine that set of user space applications
can be executed in the system together with multiple ker-
nel level tasks waked up quite often. Kernel priorities will
take precedence over user space and will be serviced in
active queue. In the same time expire queue threads will
be still on hold.
The ATCA solutions on the market these days can give
lots of communication opportunities to be used in profes-
sional systems. There is no communication connected is-
sues any more. Separated parts of platform can exchange
information base on standard backplane solutions oﬀered
by many suppliers. ATCA blades providers are proposing
as well many systems working with energy save oriented
CPUs like, e.g., ARM. For networking, these low perfor-
mance cores are used to provide management opportunity
for other CPUs like, e.g., network processors. Unfortu-
nately, systems with good communication abilities might
have some week points in low performance management
core areas. If system design assumes existence of many
Linux kernel space threads (often waked up) together with
critical for system user space applications, so less priority
threads might wait to be serviced even several seconds.
2.1. Time Demanding User Space Processes
Common practice made by ATCA system providers is sys-
tem integration on the application level. As long as stable
kernel with support is oﬀered by companies like WindRiver
or Montavista, as long management software can be oﬀered
by many other suppliers. Only in networking there exist
many areas in which 3th party applications can be used.
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For example SNMP stack or Internet key exchange (IKE)
support can be purchased from protocol specialized sup-
pliers and integrated together with blade interfaces. There
is a big advantage for that kind of solution, especially for
companies specialized in restricted areas like, e.g., signal-
ing. Thanks to integration possibilities these companies
can provide ﬁnal systems to the market even without spe-
cialized knowledge in all system functionalities. All they
need to provide is integration of solutions with support
from application suppliers.
In the group of networking applications to be used with
integration model there are some “time demanding” ex-
amples. Advanced telecommunication systems used in core
networking are often designed to provide redundancy op-
portunities. For example in the case of gateway failure
the system is prepared to switch over to backup gate-
way. This redundancy can be serviced by VRRP protocol
(see Fig. 1).
Fig. 1. Redundancy for network core nodes.
The VRRP protocol assumes continuous communication
between active and backup gateway. In the case of commu-
nication lost for speciﬁed period of time, failover between
gateways supposes to occur. In this VRRP example sys-
tem is classiﬁed as unhealthy (dead), when packet exchange
between gateways will not occur in given time.
One of the possible failover conditions would be user space
VRRP application thread stocked in the expiry scheduler
queue waiting until continuously waked up kernel threads
will ﬁnally ﬁnish their jobs.
2.2. Critical Scenario Analyses
Linux scheduler is dealing with one run queue for each
CPU in the system. Each run queue contains set of two
priority arrays. All tasks begin in active priority array,
and when they are executed on CPU there are moved to
expired priority array and new time slice is calculated.
Time slice describes time which given task will be able to
spend on CPU before another task will be given a chance.
A change between active and expiry priority array will take
place when there will be no tasks in the ﬁrst active array.
Linux 2.6 scheduler is designed to schedule always all the
tasks with the biggest priority (see Fig. 2). If there are
couples of tasks with the same priority then they will be
scheduled with round robin algorithm.
Fig. 2. Scheduler priority queue model for single CPU system.
In the Linux there can be user deﬁned static values as-
signed to the priorities (nice from 20 to –19 by default 0).
System is not intended to change static values to respect
user input. To provide a diﬀerence between service I/O
bound and CPU bound tasks scheduler uses dynamic pri-
orities (0–139), which can award a bonus or depreciate
task about 5 priority levels. Dynamic prioritization uses
heuristic based on tracking how much time a task is sleep-
ing against how long they are using CPU. Time TS AV is
never intended to be bigger than Tmax and a bonus to big-
ger priority is given to tasks with bigger TS AV . Priority can
dynamically be changed based on average time TS AV of
CPU waiting on CPU (I/O bound). When task is waked up
after TS to be executed on CPU then
∀
TS AV <Tmax
TS AV = TS AV + TS .
When task ﬁnishes using CPU after TCPU then
∀
TS AV <Tmax
TS AV = TS AV −TCPU .
Scheduler will not perform any heuristic priority changes
for real time tasks (see Fig. 2 – priorities 0–100). Real time
tasks are always executed with the current priority. For the
rest of tasks bonus B (maximum Bmax) will be calculated
in the following way:
B = NT J
(
TS AV Bmax
Tmax
)
,
where NT J − NS TO JIFFIES (see macro deﬁned in
sched.c [12]) depends on CPU frequency f [Hz],
NT J(T ) =
T
1000 000 000
f [Hz]
.
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When TS AV is high (I/O bound) then B might be 10 – task
priority P will be increased about 5 and when TS AV is zero
then B as well will be 0 – task priority P will be decreased
about 5 levels.
Priority is an essential metric for scheduler to calculate
time slice. The lowest dynamic priority process will get the
biggest time slice TCPU (for given Pmax – maximal priority
and Pmax U – maximal user priority):
TCPU = max
(
TCPU DEF
(Pmax−P)
Pmax U
2
,TCPU min
)
,
TCPU DEF =
100 f [Hz]
1000 ,
TCPU min = max
(
5 f [Hz]
1000 ,1
)
.
Figure 3 presents a set of possible waiting for CPU times for
15 tasks with diﬀerent priorities (CPU 800 MHz). Lower
priorities tasks will receive less CPU time than task with
bigger priorities. This chart presents data for single active
queue without changing to expiry queue.
Fig. 3. Scheduler active queue tasks possible waiting for CPU
time.
If system administrator assign the biggest possible nice pri-
ority to user space VRRP it is easy to prove that if there
is many waked up processes in the active queue, then user
space process will not be able to get CPU even after several
milliseconds. It should be enough to set many processes in
the kernel with high priorities. Delay in servicing VRRP
process might be too big relative to its time demanding
behavior. If network node will not send frame notiﬁcation
that he is alive there might be failover procedure started.
Task with higher priority will be given with longer CPU
time than task with lower priority. The CPU time slice will
even be longer on machines with higher CPU frequency
(see Fig. 4).
Fig. 4. Time slice estimation for diﬀerent priorities on diﬀer-
ent CPUs.
To marginalize possibility of this situation there always can
be said, that Linux kernel application supposes to be de-
signed to avoid having important user space process stocked
in the queue. In most cases it would be possible to work
with design to make sure that database structures serviced
in the kernel would have enough pointer references to avoid
checking ﬁeld by ﬁeld. Unfortunately, close to this as-
sumption exist many other possibilities (especially valid
for ATCA) like, e.g., not enough memory to implement
good enough data structures to avoid checking ﬁelds in the
loop. Another common in the market reason is changing
application assumptions when implementation is ﬁnished,
that it is easier to ﬁnd another solution to solve user space
process stock issue than expensive redesign.
This set of explanations was accumulated in this section
to assure about reasonability of researches presented in the
next sections. Analyses of scheduler changes possibilities
should always become ﬁrst, before system designer decides
to change base functionality of system kernel. Kernel level
changes would make whole system less stable – unless vali-
dation in the ﬁeld conﬁrms that kernel patch works properly.
On the basis of the following research results it should be
much easier to decide if application should be redesigned
or rather scheduler should be improved.
3. Scheduler Improvement for User
Space Time Demanding Applications
Linux with its open source (OS) nature is giving this useful
opportunity to provide changes even in the most critical
parts of a code. This is allowed to change application as
well as patch the kernel. Scheduler, as one of the most
critical part of kernel, is already able to deal with user
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processes base on heuristic method described in previous
section.
To change a user space priority, there is average TS AV
process sleeping time metric introduced in Linux ker-
nel 2.6. This metric is working good to determine I/O bound
threads. To have time demanding user space application
running with bigger priority there is a diﬀerent heuristic
metric needed.
Scheduler metric to classify time demanding applica-
tions. To create a functional metric for user space process
(which can be classiﬁed as time demanding) there needs
to be such process characteristic introduced. Base on this
characteristic the new metric can be introduced to classify
task priority to be changed.
Time demanding user space process:
– is awaked periodically for a speciﬁed amount of time;
– in most cases required to deal with I/O peripherals;
– its awake time can be diﬀerent – depends on process
functionality.
Usage of I/O peripherals can match many other proces-
ses, not necessarily time demanding and is not a good char-
acteristic for metric. Much more useful seems to be peri-
odic activity of time demanding applications. If scheduler
could classify that application requests CPU access every
deﬁned amount of time (diﬀerent for diﬀerent processes),
it can reassign bigger priority to application process.
In order to be more ﬂexible in scheduler changes it would
be good to use variables already implemented in the kernel.
To classify task as time demanding the average waiting for
CPU time TS AV can not be easily used. For user space task
this time depends on many conditions in kernel. For exam-
ple TS AV can be completely diﬀerent while kernel threads
are requested to make big amount of calculations. Base on
priorities kernel threads will be given with CPU time slice
before user processes (see Fig. 3).
Opposite possibility to detect time demanding tasks would
be eliminate these, which are not matching characteristic.
Scheduler on the beginning could give the same big prior-
ity to all the processes to make sure that all time slices will
be the same. To notify Linux scheduler that process/task
should get a CPU (normally based on I/O) there is kernel
variable need resched = 1 used. If time demanding appli-
cation would force need resched = 1 periodically then TS AV
should be enough to make task classiﬁcation. There would
be of course impact on whole system if scheduler would
classify all tasks with the same priority at least for exe-
cuting active, backup and again active queue. It should
be enough to establish which process should be classiﬁed
as time demanding. Unfortunately, this assumption could
work when all of the processes would start the same time –
which is bad assumption in the regular OS example.
Additional opportunity would be usage of average of TS AV
to eliminate sporadic activity of bigger priority tasks activ-
ity. Scheduler could be easily changed in order to save in
additional data structure K times TS AV when given PID is
executed on CPU:
∀
schedule(),PID
TAV (K) = TS AV .
Arithmetic average could easily be calculated on the basis
of the data collected in created table:
TAAV =
K
∑
N=1
TAV (N)
K
.
This method could be successful as long as K would be
estimated correctly and K average time calculation would
be repeated couple of times. Additionally two average val-
ues would never be the same and there the range of error
would need to be considered here as well:
1 estimation : TAAV (1)
2 estimation : TAAV (1)−X < TAAV (2) < TAAV (1)+ X
. . . . . .
n estimation : TAAV (1)−X < TAAV (n) < TAAV (1)+ X .
If it would be enough to classify that task matches time
demanding characteristic after n = 2 estimation, however
probability that there is no mistake after n = 3 estimation
would be much bigger.
Scheduler could be designed to increase process priority
about A when 2 estimation = TRUE and about B when
3 estimation = TRUE (B > A).
4. Scheduler Improvement Measurement
Results
Heuristic method in scheduler in kernel 2.6 assumes prior-
ity change about ±5. It is not too much, especially when
several active kernel space tasks exist in active and ex-
pired queues. Figures 5 and 6 present changes in waiting
for CPU time for 15 user space tasks with priorities from
100 to 114 and 100, 103, . . ., 140.
Scheduler changes could provide more preemption than
±5 change. Preemption patch [13] makes all tasks in-
Fig. 5. Users space priority change – impact on waiting for CPU
time – priorities 100–114.
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Fig. 6. Users space priority change – impact on waiting for CPU
time – priorities 100, 103,. . ., 140.
cluding kernel soft-real-time available for priority change.
For time demanding application executed in user space
it would be more accurate to make opposite preemption
and allow to change from user to kernel priority (from
SCHED NORMAL to SCHED RR).
Fig. 7. Users space priority change – impact on waiting for CPU
time and time slices – signiﬁcant change –50.
Figure 7 presents total waiting for CPU and time slice val-
ues for priority change –50 (users pace moved to kernel).
Scheduler metric efficiency experiment. Time demanding
processes classiﬁcation metric bases on the average TS AV
calculated after K measurement of TS AV . Average value is
more valuable when it is calculated on the basis of more
measurements. For scheduler it is not acceptable to make
too many schedule() after priority change is done. For
VRRP example if value K is determined incorrectly then
scheduler could keep calculating which process should
have priority changes while failover occurs. In the de-
scribed metric method there is introduced value X which
determines acceptable range to classify process request
for CPU as periodic. Metric success basically depends on
correct X value, which should be not too big (to not clas-
sify accidental tasks) and not too small (to catch periodic
nature even if there is major change in the queue for bigger
priorities).
Table 1
Time TAAV for diﬀerent number of measurements
K User1(120) User2(130) User3(134) User4(135)
1 1352 1384 1400 1409.6
2 1420 1452 1468 1477.6
3 1431.466667 1463.46667 1479.46667 1489.06667
4 1431.6 1463.6 1479.6 1489.2
5 1420.48 1452.48 1468.48 1478.08
6 1416 1448 1464 1473.6
7 1406.857143 1438.85714 1454.85714 1464.45714
8 1405.4 1437.4 1453.4 1463
9 1398.577778 1432.35556 1447.64444 1457.06667
10 1399.52 1431.52 1447.52 1457.12
Table 1 and Fig. 8 describe possible average TS AV cal-
culated for diﬀerent K. This example consider only active
queue with 10 kernel space tasks (priority 0–99) and 4 user
space tasks (priority 100–139). Every schedule() CPU is
given to the next process from active queue for a time slice
calculated on the basis of priority. For every one from
10 experiments user space tasks in active queue have the
same priorities while kernel can change to simulate diﬀer-
ence of kernel tasks in a given amount of time.
Fig. 8. Average TAVV for user spaces processes and trend lines.
Measurement of K = 10 active queue can provide informa-
tion about average error described in Table 2.
For this example X = 80 µs would be valuable for time de-
manding process metric and would classify processes much
better than X = 40.
Scheduler should be as well resistant to an average calcu-
lation errors. For that it can elect a process to increase
Table 2
Diﬀerence between average measurement for K = 10
User TAAV (1) max TAAV min TAAV
X =
max-min
x =
(max-min)/2
User1(120) 1352 1431.6 1352 79.6 39.8
User2(130) 1384 1463.6 1384 79.6 39.8
User3(134) 1400 1479.6 1400 79.6 39.8
User4(135) 1409.6 1489.2 1409.6 79.6 39.8
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X //average error range
C //allowed priority change for scheduler
PID //process ID
K //estimation
PRIO //process priority
TAVV[PID][K]
If schedule()
K=K+1
TAVV[PID][K] = TAVV
//save average waiting time
If (K==3)
PRIO[PID]=PRIO[PID]+C
//change priority
Reschedule()
end
If (K==5)
PRIO[PID]=PRIO[PID]+C*2
//change priority
Reschedule()
end
If (TAVV[PID][K] − TAVV[PID][K-1] > X)
K=0
//decline no time demanding processes
end
Reschedule()
end
Fig. 9. Scheduler estimation example pseudo code.
priority base on two values of K. Detailed algorithm is
described in pseudo code on Fig. 9.
5. Summary
Time demanding user space application issue can be solved
as many other computer science problems. To determinate
if the cost of the solution is good enough to use it in the
end user system a couple of numbers needs to be calculated
together. Most important parts of the ﬁnal grate would be
the programming cost, improvement eﬀect on real system,
system stability after change.
Goal of this paper was to prove that such improvement in
the kernel scheduler is possible and this or another idea
can make time demanding user space application working
more eﬀective. According to measurement and calculation
presented in previous section, Linux kernel scheduler can
put more attention to the time demanding system activities.
This can be done without breaking more important sys-
tem rules. The scale of improvement depends on priority
change level, which can be performed when process/task
will be classiﬁed as time demanding. Presented solution
shows as well that metric can depend on a set of addi-
tional parameters as classiﬁcation range border or number
of estimations. This leaves open door for system design-
ers and developers and improvement, the base on several
improvements can be parameterized for a dedicated sys-
tem (e.g., ATCA SBC with a set of application running or
ATCA line card with management application on it).
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Paper Simple Dynamic Threshold
Decryption Based on CRT and RSA
Bartosz Nakielski and Jacek Pomykała
Abstract—In the paper we present a simple threshold decryp-
tion system based on the RSA cryptosystem. Our model avoids
the application of the Shamir secret sharing protocol and is
based only on the Chinese reminder theorem. The flexibility
in the threshold level is attained due to the suitable prepara-
tion of the input data. The second part of the article describes
a modification of the basic model, which admits the sender’s
impact on the choice of the real receiver’s group.
Keywords—CRT, RSA, threshold decryption.
1. Introduction
Threshold cryptography is one of the most important di-
rections in modern cryptology. The basic idea is the divi-
sion of the private key (used to decrypt or sign the mes-
sages) into shares, such that at least the given number of
them (called the threshold level) is necessary to its recon-
struction. This allows to distribute the trust or responsiblity
over the group members who are involved in the decryp-
tion or signing process, respectively. On the other hand, the
distributed data or services allow to increase their availabil-
ity, reliability or security.
The potential draw-back of the threshold cryptosystems
(particularly in the encryption systems) is the lack of ﬂexi-
bility in the threshold level aspect. However in many appli-
cations the messages have diﬀerent “priorities” or impor-
tance. In this connection we should require that some data
should have higher threshold level than the others. In the
classical approach this implies the necessity of generation
of several polynomial threshold sharing protocols each re-
sponsible for the diﬀerent threshold level. Recently there
were some attempts to partially solve this problem (see,
e.g., [1], [2], [3]) in the digital signature context.
As concerns the threshold decryption systems, very inter-
esting solution was presented by H. Ghodosi, J. Pieprzyk,
R. Safavi-Naini [4]. They apply the RSA (Rivest, Shamir,
Adleman) cryptosystem [5] together with the Chinese re-
minder theorem (CRT) and the Shamir secret sharing pro-
tocol [6] to obtain the ﬂexibility of the threshold level in
dynamic group decryption process.
The Shamir protocol allowed the sender to share the “ses-
sion key” among the members of the corresponding de-
cryption group. In [7] the application of the above model
for the databases systems was presented.
In this paper we were able to avoid the application of
Shamir protocol completely, while still keeping the pos-
sibility to vary the threshold level together with the en-
crypted messages. In view of the additional “formatting”
conditions concerning the encrypted data, our model is
based only on the RSA cryptosystem and Chinese remain-
der theorem.
2. Mathematical Background
2.1. Chinese Reminder Theorem
Given the pairwise coprime positive integers n1, n2, . . . , nk
and any integers a1, a2, . . . , ak one can compute the inte-
ger a satisfying the following conditions:
a ≡ ai mod ni (for i = 1,2, . . . ,k).
It can be obtained explicitly from the formula below:
a =
( k
∑
i=1
aiziyi
)
mod n ,
where:
n =
k
∏
i=1
ni ,
z j =
n
n j
=
j−1
∏
i=1
ni ×
k
∏
i= j+1
ni ,
y j = z−1j mod n j .
2.2. RSA Cryptosystem
The RSA cryptosystem may be applied for the data encryp-
tion process as well as to the digital signatures. It’s security
is based on the factorization problem (for positive integers),
which is believed to be computationally hard.
Parameters of RSA encryption scheme
Public key – (e,N) and private key d,
N = p ·q (p,q are prime numbers),
ϕ(N) = (p−1) · (q−1),
e – a number coprime to ϕ(N),
d – a number satisfyig the condition:
e ·d ≡ 1 mod ϕ(N).
To encrypt the message m we compute the cryptogram c =
me mod N. To decrypt the ciphertext c we compute the
value m = cd mod N.
More information concerning the RSA cryptosystems may
be found in [5] and [8].
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2.3. Dynamic threshold decryption
The idea of the threshold decryption cryptosystem is based
on the splitting of the decryption key into several parts
called the shares, which are applied for the reconstruction of
the plaintext from the given ciphertext. The shares attached
to the group members result in the fact that the decryption
process has to be done collectively.
The typical threshold decryption systems use Lagrange in-
terpolation formula to reconstruct the secret (being the
free coeﬃcient of the corresponding polynomial) from the
shares being its values in positive integers. The degree
of the polynomial deﬁnes the minimal number of shares
needed to reconstruct the secret value. Thus the change of
the threshold level causes the requirement of a new random
polynomial to be generated and the corresponding shares to
be distributed among the decryption group members. This
makes the traditional approach to such systems completely
impractical especially when the dynamic groups are con-
sidered. The solution proposed in [4] makes the sender
responsible for the corresponding polynomial choice and
pointing out the group of receivers of a given message, by
means of some kind of “session keys”. As a result the
ﬂexibility of the threshold level (depending on the mes-
sage) is admissible. Moreover the impact of the sender on
the choice of the “decryption” group is achieved. The more
general dynamic decryption group model admitting the dis-
tribution of the same shares among the distinct members
(c.f. [9], [10]) or hierarchical model (c.f. [11]) could be
also considered within the similiar framework.
In this paper we present the simple threshold decryption
protocol which avoids the application of the Shamir secret
sharing protocol, still keeping the ﬂexibility of the corre-
sponding threshold level in the decryption process. It was
possible due to the suitable preparation (representation) of
the data, according to the assumed threshold level, before
its encryption by the public keys of the decryption group
members. In the decryption phase we use the correspond-
ing private keys and the shares of the plaintext to recon-
struct the original message.
3. Model
3.1. Notation
Let G = {P1, ...,Pn} be the group of users equipped with
RSA keys (di,(ei,Ni)), respectively.
Let us assume that the RSA moduli Ni are localized in the
intervals:
(∗) Ni ∈ (2i−1N0,2iN0) for i = 1,2, ...,n
and K be a ﬁxed number (security parameter) satisfying the
inequality:
(∗∗) 2log2 log2 N0 < K <
log2 N0
10 .
The communication among the group G goes through
the group message board (GMB), where all the decrypted
fragments of the message are published. The access to
the GMB requires RSA keys so only the members of G
can read and write in GMB.
According to the application of CRT we denote:
N =
n
∏
i=1
Ni,
N j = NN j =
j−1
∏
i=1
Ni ·
n
∏
i= j+1
Ni,
Yj = (N j)−1mod N .
3.2. Data Preparation
Let ⌊x⌋ stand for the largest integer not exceeding x, while
⌈x⌉ stand for the smallest integer not less then x. We deﬁne:
l1 = l1(t) = ⌊log2
n
∏
i=n−t+2
Ni⌋ ,
l2 = l2(t) = ⌊log2
t
∏
i=1
Ni⌋ .
Assume for the moment that l1 + 4K < l2 (see Lemma 1).
By the CRT any message M of the length contained in the
interval (l1 + K, l1 + 4K) ⊂ (l1, l2) is represented uniquely
by the values of the residue classes: Mi j mod Ni j for j =
1,2, ...t.
If M has the length k greater or equal to l1 + 4K we can
divide it on the suitable messages of length l1 + K and
at most one message of length less than l1 + K. For the
message M of length k < l1 +K we shall apply the message
padding procedure (desribed, e.g., in [8] in the framework
of hash functions). Namely we require M to be represented
by Mt according to the following steps:
1. Select a random number l ∈ (l1 + 3K, l1 + 4K).
2. Add l − k−⌈log2 (l1 + K)⌉ random bits to the mes-
sage M (at the left side).
3. Add ⌈log2(l1 + K)⌉ bits (at the right – hand side)
denoting the length of the original message M (this
part will contain a few zeros, since the length of M
requires only ⌈log2 k⌉ bits).
After the pading phase the message Mt is built of three
parts:
Random
Message M Bits denoting
bits the length of M
l− k−⌈log2(l1 + K)⌉ k ⌈log2(l1 + K)⌉
Lemma 1. Let n ≥ 3, 1 ≤ t ≤ n and N0 > max(2n2 ,2500).
Assume that the RSA moduli satisfy the condition (∗) (see
Subsection 3.1) and let K satisfying (∗∗) be ﬁxed.
Then l1 +4K < l2 and Mt contains at least K random bits.
Proof. By (∗) and (∗∗) we obtain that l2 − l1 ≥ log2 N0 −
(t −1)(n− t + 1) = log2 N0 − n
2−1
4 ≥ log2 N0 − n
2
4 .
Therefore by the lower bound for N0 and the upper bound
for K we obtain that l1 + 4K < l2. Moreover, by the lower
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bound (∗∗) for K the number of random bits in Mt is at
least l − k− log2(l1 + K) > l1 + 3K− (l1 + K)−K > K as
required. 
From the above we see that each fragment of M of length
l1 +K has the K-bit margin against the possible decryption
of the message by any group of at most t−1 members of G.
On the other hand, the fragment of M of length < l1 + K
has, after the padding procedure, the corresponding margin
of size K according to minimum K random bits in Mt .
Finally, let us also remark that the length of Mt is chosen
randomly in the interval of length K.
4. Encryption and Decryption
Algorithms
4.1. Encryption
To send the encrypted message M to the group G the fol-
lowing steps are performed by the sender:
1. Select the threshold level t (t ≤ n).
2. Create the Mt from M according to the description
in Subsection 3.2.
3. Using the public keys belonging to group members
compute
ci ≡ Meit mod Ni for i = 1,2, ...,n.
4. With the aid of CRT compute C such that C ≡
ci mod Ni for i = 1,2, ...,n.
5. Send the cryptogram (C,t) to the group G.
Remark 1. For the sake of complexity the values of Ni
and Yi (see Subsection 2.1) used in the Step 4 above should
be precomputed and published for the users in advance.
4.2. Decryption
Decryption of the given ciphertext runs as follows:
1. Group members who decide to decrypt the message
compute
mi = Cdi mod Ni and publish the triple ((C,t),mi) on
the GMB.
2. When t triples occur on GMB any member can com-
bine the fragments and reconstruct the plaintext Mt
(and then the original message M).
4.3. Modification
In the above model all the users have the same rights in the
decryption process. However by the slight modiﬁcation in
the protocol the sender can have an impact on the choice
of the members (say from some set B ⊂ G) participating
in the decryption process. The modiﬁed protocol runs as
follows:
1. Select the threshold level t (t ≤ |B|).
2. Create the Mt from M following the procedure de-
scribed in Subsection 3.2.
3. Using the public keys belonging to group members
compute
ci ≡ Meit mod Ni for i ∈ B,
4. With the aid of CRT compute C such that C ≡
ci mod Ni for i ∈ B.
5. Send the cryptogram (C,t) to the group B.
If the message is declared only for users of B (and nobody
else should read it) they should distribute the correspond-
ing values among the group B (instead of publishing them
in GMB).
5. Conclusion
In the paper we presented a threshold decryption protocol
for the dynamic group based on the RSA cryptosystem and
CRT, with the full ﬂexibility of the threshold level. Our
model avoids the application of the classical Shamir secret
sharing protocol.
Instead we use some kind of formatting data technique
which allows to replace Shamir protocol by the CRT
method. The required ingredient was the application of
the well known padding methodology in our context. The
slight modiﬁcation of the principal model admits the im-
pact of the sender for the choice of the real receiver’s
group. The presented model can be extended for the more
general framework of the threshold decryption systems
(c.f. [10], [11]).
Appendix – an Example
In order to simplify the description we present the suitable
example omitting the data preparation phase in the protocol.
1. Let G = {P1,P2,P3}.
2. Values of the private and public keys belonging to
the members of G :
e1 = 17 d1 = 1289 N1 = 23 ·167 = 3841
e2 = 11 d2 = 3459 N2 = 59 ·83 = 4897
e3 = 13 d3 = 4501 N3 = 47 ·107 = 5029
3. The user S encrypts and sends the message M =
452009, with the threshold level t = 2 for the
group G.
4. Encryption:
c1 = 45200917 mod 3841 = 2053
c2 = 45200911 mod 4897 = 2197
c3 = 45200913 mod 5029 = 3845
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Parameters of the CRT:
N1 = 4897 ·5029 = 24627013
N2 = 3841 ·5029 = 19316389
N3 = 3841 ·4897 = 18809377
(N1)−1 mod N1 = 24627013−1 mod 3841 = 174
(N2)−1 mod N2 = 19316389−1 mod 4897 = 1973
(N3)−1 mod N3 = 18809377−1 mod 5029 = 2775
C = (2053 ·24627013 ·174+2197 ·19316389 ·1973
+3845 ·18809377 ·2775)mod 94592356933
= 79682507303
5. The user S sends the ciphertext (79682507303,2) to
the group G.
6. Users P1 and P2 decrypt the message:
m1=Cd1 mod N1=796825073031289mod 3841=2612
m2=Cd2 mod N2=796825073033459mod 4897=1485
Mt = 2612 ·4897 · (4897−1mod 3841)
+ 1485 ·3841 · (3841−1mod 4897)
= (2612 ·4897 ·3139
+ 1485 ·3841 ·895)mod 18809377
= 452009
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Abstract—The paper presents a general framework for im-
proving the security of the cryptosystem based on the sym-
metric block cipher. The main idea is based on possibil-
ity of chancing substitution boxes (called S-boxes) in encryp-
tion/decryption algorithm. In order to make it possible, it is
necessary to generate identical boxes by an encryption and
decryption party. This is the main reason, why deterministic
methods of generating substitution boxes based on the pseu-
dorandom sequences will be presented.
Keywords— block cipher, cryptosystem, permutation box
(P-box), (pseudo)random bit generator, substitution box (S-box).
1. Introduction
The conﬁdentiality of the information, transmitted via con-
temporary telecommunications systems, is ensured by cryp-
tographic devices. In such devices a cryptosystem is imple-
mented, which provides conﬁdentiality using cryptographic
ciphers. The cryptosystem (Fig. 1) is deﬁned as a quintuple
(PT, CT, K, Ek, Dk), where: PT - plaintext, CT – cipher-
text, K – key, EK – encryption algorithm, DK – decryption
algorithm, such that:
CT = EK(PT) ,
PT = DK(CT) = DK(EK(PT)) .
Fig. 1. Cryptosystem.
As an encryption/decryption algorithm the block cipher
can be used. A lot of modern block ciphers are built
using Shannon’s concept [1], which uses two basic trans-
formations: confusion and diﬀusion. Such product cipher
uses S-boxes that provide confusions and P-boxes that pro-
vide diﬀusions and spread out the output bits to diﬀerent
S-boxes of the next round. Simple substitution and trans-
position transformations individually do not provide a very
high level of security. However, by combining these trans-
formations it is possible to obtain strong product cipher,
which guarantees resistance against linear and diﬀerential
cryptanalysis. The strength of such cipher mainly comes
from the property of S-boxes. It is well known that weak-
nesses of substitution boxes may be compensated for by the
increased number of rounds. Another way to improve secu-
rity of such cryptosystem is possibility of changing S-boxes
in the product cipher.
The S-box S : Zn2 → Zm2 is a nonlinear transformation witch
transforms the n-binary sequence to the m-binary sequence.
They can be constant (generated at the stage of speciﬁca-
tion and used during the lifetime of algorithm, e.g., Data
Encryption Standard, Advanced Encryption Standard) or
variable (generated before a session on the basis of data,
which are available to the encryption/decryption party and
used during the session). The idea of improving the se-
curity of cryptosystem based on the replacement S-boxes
in the encryption/decryption algorithm by new generated
S-boxes. This causes, that for the same plaintext and main
key, we obtain diﬀerent ciphertext. We can say that we have
another block cipher. The changing of S-boxes prevents
from receiving enough information to execute the eﬀective
cryptanalytical attack.
So the main question is how to change S-boxes without
delivering them to the cryptographic devices. The answer
is really simple. The encryption/decryption party has to
generate identical substitution boxes, which will be used
in the encryption/decryption process. Therefore determin-
istic methods of generating S-boxes using pseudorandom
sequences are proposed. The encryption and decryption
party has to have the same parameters of the generation
process, for example, the seed and the algebraic module,
so that it can generate identical sequences. Using these se-
quences and presented in Section 2 methods, it is possible
to generate identical S-boxes, which can be change in the
block cipher.
S-boxes, which can be applied in the block cipher, should
fulﬁll the cryptographical criterion like balancedness, non-
linearity, strict avalanche criterion. The article proposes two
algorithms of generation good cryptographically S-boxes
using pseudorandom sequences. The generated S-boxes
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will be checked towards their nonlinearity (called nl) and
distance to strict avalanche criterion (called dSAC).
2. The S-Box Generation Method Using
Binary Sequence
The analysis of opportunities of replacement substitution
boxes in block ciphers was preceded by analysis of gen-
eration them using binary sequence. With this view two
constructions are proposed which allow generating truth
table of the S-box S : Zn2 → Zm2 from binary sequence [2].
Construction 1
Let Z = (z0, z1, z2, . . . , zr−1), zi ∈ Z2, be a binary se-
quence. Using this sequence we construct m-binary vec-
tors: z0 = (z0, . . . , zm−1), z1 = (zm, . . . ,z2m−1), . . . ,zk =
(zkm, . . . ,z(k+1)m−1), zi ∈ Zm2 . The ﬁrst nonzero vector
zl = (zlm, . . . , z(l+1)m−1) is the ﬁrst row in the generated
truth table. The next vectors zl+1, zl+2, . . . are checked if
they are diﬀerent from the vectors in the truth table. In the
case of the positive veriﬁcation such a vector is the next
row in truth table, otherwise the vector is omitted and the
next vector is checked. The process is continued until the
truth table is full.
Algorithm 1: Algorithm of S-box S : Zn2 → Zm2 generation
using Construction 1
Input: Z = (z0, z1, z2, . . . , zr−1),
zi ∈ Z2 – the binary sequence,
Output: Sb = [s0, s1, . . . , s2n−1] – the S-box table.
l := 0;
repeat
Sb[0] := 0;
for j := 0 to m−1 do
Sb[0] := Sb[0]+ zl ·2 j;
l := l + 1;
until Sb[0] 6= 0;
for i = 1 to 2n−1 do
repeat
Sb[i] := 0;
for j := 0 to m−1 do
Sb[i] := Sb[i]+ zl ·2 j;
l := l + 1;
if (Sb[i] ∈ {s0 . . .si−1}) then spr := 1,
otherwise spr := 0;
until spr = 0;
Construction 2
Let: Z0 = (z00, z
0
1, . . . , z
0
r−1), z
0
i ∈ Z2,
Z1 = (z10, z11, . . . , z1r−1), z1i ∈ Z2, . . . ,
Zm−1 = (zm−10 , z
m−1
1 , . . . , z
m−1
r−1 ), z
m−1
i ∈ Z2,
be m random sequences.
Using them we construct m-binary vectors in the following
way: z0 = (z
0
0, z
1
0, . . . , z
m−1
0 ), z1 = (z
0
1, z
1
1, . . . , z
m−1
1 ), . . . ,
zk = (z
0
k , z
1
k , . . . , z
m−1
k ), zi ∈ Zm2 . The ﬁrst nonzero vector
zl = (z
0
l , z
1
l , . . . , z
m−1
l ) is the ﬁrst row in the generated truth
table. The next vectors zl+1, zl+2, . . . are checked if they
are diﬀerent from the vectors in the truth table. In the case
of the positive veriﬁcation such vector is the next row in
the truth table, otherwise the vector is omitted and the next
vector is checked. The process is continued until the truth
table is full.
Algorithm 2: Algorithm of S-box S : Zn2 → Zm2 generation
using Construction 2
Input: Z0 = (z00, z
0
1, . . . , z
0
r−1),
Z1 = (z10, z
1
1, . . . , z
1
r−1), . . . ,
Zm−1 = (zm−10 , z
m−1
1 , . . . , z
m−1
r−1 ),
z ji ∈ Z2 – binary sequences,
Output: Sb = [s0, s1, . . . , s2n−1] – the S-box table.
l := 0;
repeat
Sb[0] := 0;
for j := 0 to m−1 do
Sb[0] := Sb[0]+ z jl ·2 j;
l := l + 1;
until Sb[0] 6= 0;
for i = 1 to 2n−1 do
repeat
Sb[i] := 0;
for j := 0 to m−1 do
Sb[i] := Sb[i]+ z jl ·2 j;
l := l + 1;
if (Sb[i] ∈ {s0 . . . si−1}) then spr := 1,
otherwise spr := 0;
until spr = 0;
The presented above methods were implemented. Gener-
ated S-boxes were veriﬁed towards their nonlinearity end
strict avalanche criterion.
3. Generation S-Boxes Using Random
Binary Sequence
The random numbers play a crucial part in cryptography.
They are used in many cryptographical applications and
devices and may be generated exclusively by hardware bi-
nary sequence generator, for example SGCL-1 [3], which
was designed in Military Communication Institute. Us-
ing this generator and proposed method 1000000 S-boxes
S : Z82 → Z82 were generated. They were tested towards their
nonlinearity and strict avalanche criterion. The number of
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S-boxes depending on nonlinearity and distance to SAC was
shown in Tables 1 and 2, and was illustrated in Figs. 2–5.
Table 1
The results of the nonlinearity test of S-boxes generated
using random binary sequence
S-box nl(S) Construction 1 Construction 2
S : Z82 → Z82
70 0 1
72 1 0
74 1 0
76 4 3
78 25 25
80 153 175
82 699 666
84 2849 2874
86 11420 11380
88 41955 41527
90 132211 131664
92 313810 314461
94 385570 386342
96 109767 109350
98 1535 1532
Table 2
The results of the distance to SAC test of S-boxes
generated using random binary sequence
S-box dSAC(S) Construction 1 Construction 2
S : Z82 → Z82
32 6359 6303
36 228686 228574
40 459965 460667
44 227993 227715
48 61804 61624
52 12644 12608
56 2190 2144
60 307 318
64 44 41
68 6 5
72 1 1
76 1 0
Fig. 2. The number of S-boxes generated using random binary
sequence depending on the nonlinearity.
Fig. 3. The number of S-boxes generated using random binary
sequence depending on the distance to SAC.
The maximum value of the nonlinearity is 98 and it is
achieved in 0.1535% (Construction 1) and 0.1532% (Con-
struction 2) generated S-boxes. The nonlinearity, which ac-
complishes the maximum number of S-boxes is equal 94
and it is achieved in 38.5570% (Construction 1) and
38.6342 (Construction 2) S-boxes.
Fig. 4. The percent estimation of the number of S-boxes gener-
ated using random binary sequence depending on the nonlinearity
(Construction 1). The value in parentheses speciﬁes the nonlin-
earity of S-boxes.
The minimum value of the dSAC is 32 and it is achieved
in 0.6359% (Construction 1) and 0.6303% (Construction 2)
generated S-boxes. The dSAC, which accomplishes the
maximum number of S-boxes is equal 40 and it is achieved
in 45.9965% (Construction 1) and 46.0667 (Construction 2)
S-boxes.
If we assume that “good” S-box should have nonlinearity at
the level of 90 and dSAC at more than 48 then the proba-
bility, that generated S-box will satisfy above-mentioned
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Fig. 5. The percent estimation of the number of S-boxes gener-
ated using random binary sequence depending on the nonlinearity
(Construction 2). The value in parentheses speciﬁes the nonlin-
earity of S-boxes.
assumptions, is very high and is equal 0.9286 for both
constructions.
4. Generation S-Boxes Using
Pseudorandom Bit Sequence
The pseudorandom numbers play an important part in
cryptography, too. They are used in many cryptograph-
ical applications and devices and may be generated by
pseudorandom generators, for example, Legendre’s gener-
ator [4], [5], BBS generator [4], inverse generator [4] and
so on. The pseudorandom sequence generators are com-
posed as linear or nonlinear. In cryptography nonlinear
pseudorandom generators are used because of character-
istics like:
– deterministic method of generating sequences – this
feature allows to generate the same sequence by in-
dependent computation party;
– improvement of quality generated sequences;
– nonlinearity of the generated sequence – very im-
portant feature, as S-boxes should have high nonlin-
earity, so they should be generated using nonlinear
sequences.
The Legendre’s generator is deﬁned in the following way.
Let p be an odd prime number then Xn−1 if n jest quadratic
residue modulo p and Xn = 0 otherwise, where n takes
following natural value. The Legendre’s sequences satisfy
Golomb’s postulates [6].
Using Legendre’s generator and proposed constructions
1000000 S-boxes S : Z82 → Z82 were generated. They were
tested towards their nonlinearity and strict avalanche cri-
terion. The number of S-boxes depending on nonlinearity
and distance to SAC was showed in Tables 3 and 4, and
illustrated in Figs. 6–9.
Table 3
The results of the nonlinearity test of S-boxes generated
using pseudorandom Legendre’s sequence
S-box nl(S) Construction 1 Construction 2
S : Z82 → Z82
74 2 0
76 6 3
78 28 39
80 156 143
82 666 643
84 2816 2942
86 11295 11430
88 41727 41761
90 131692 132081
92 314333 314254
94 385979 384790
96 109769 110420
98 1531 1494
Table 4
The results of the distance to SAC test of S-boxes
generated using pseudorandom Legendre’s sequence
S-box dSAC(S) Construction 1 Construction 2
S : Z82 → Z82
28 1 1
32 6254 6169
36 229105 228828
40 459813 460664
44 228003 228002
48 61710 61344
52 12628 12547
56 2095 2079
60 341 315
64 42 48
68 8 3
Fig. 6. The number of S-boxes generated using pseudorandom
Legendre’s sequence depending on the nonlinearity.
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The maximum value of the nonlinearity is 98 and it is
achieved in 0.1531% (Construction 1) and 0.1494% (Con-
struction 2) generated S-boxes. The nonlinearity, which
accomplishes the maximum number of S-boxes is equal 94
and achieves it 38.5979% (Construction 1) and 38.4790
(Construction 2) S-boxes.
Fig. 7. The number of S-boxes generated using pseudorandom
Legendre’s sequence depending on the distance to SAC.
The minimum value of the distance to the strict avalanche
criterion is 28 and it is achieved in 0.0001% (both con-
structions) generated S-boxes. The dSAC, which accom-
plishes the maximum number of S-boxes is equal 40 and
it is achieved in 45.9813% (Construction 1) and 46.0664
(Construction 2) S-boxes.
Fig. 8. The percent estimation of the number of S-boxes gener-
ated using pseudorandom Legendre’s sequence depending on the
nonlinearity (Construction 1). The value in parentheses speciﬁes
the nonlinearity of S-boxes.
If we assume that “good” S-box should have nonlinearity
at least the level of 90 and dSAC at more than 48 then the
probability, that generated S-box will satisfy above-men-
Fig. 9. The percent estimation of the number of S-boxes gener-
ated using pseudorandom Legendre’s sequence depending on the
nonlinearity (Construction 2). The value in parentheses speciﬁes
the nonlinearity of S-boxes.
tioned assumptions, is very high and is equal 0.9290 (Con-
struction 1) and 0.9289 (Construction 2).
5. The Method of Improving the
Security of the Cryptosystem Based
on the Block Cipher
The idea of improving the security of cryptosystem based
on block cipher depends on replacement of substitution
boxes in the encryption/decryption algorithm. So that, it
would be possible, the encryption and decryption party
have to generate identical S-boxes for the cryptographic
session. These possibilities are given by the method of
generating S-boxes from pseudorandom sequences, because
the encryption/decryption party can generate identical bits
streams and as a result thanks to proposed method – iden-
tical S-boxes. With this view we can apply the following
method based on the Diﬃe-Hellman protocol [6] to arrange
the seed:
1) the encryption/decryption party has to have identical
numbers g, m;
2) the encryption party chooses a number: 1 < x < m−1
and calculates: X = gx mod m;
3) the decryption party chooses a number: 1 < y < m−1
and calculates: Y = gy mod m;
4) the encryption/decryption party exchanges numbers
X and Y ;
5) the encryption/decryption party calculates the seed:
sencr = Y x mod m ;
sdecr = X y mod m ,
s = sencr = sdecr = gxy mod m .
78
Generating Pseudorandom S-Boxes – a Method of Improving the Security of Cryptosystems Based on Block Ciphers
The encryption/decryption party using the seed s and
module m generates Legendre’s sequence and then sub-
stitution boxes. The generated S-boxes should characterize
high nonlinearity (at least nlmin) and low dSAC (at most
dSACmax), so the algorithm of generation of such S-boxes
is as follow.
Algorithm 3: Algorithm of S-box table generation
Input: nlmin – the minimal value of the nonlinearity of
the generated S-boxes;
dSACmax – the maximal value of the dSAC of the
generated S-boxes;
Output: T SB = [SB0,SB1, . . . ,SBr−1] – the table of
S-boxes.
for i := 0 to r−1 do
repeat
SBi := SbGen;
// SbGen – a S-box generation algorithm
using Constr. 1 or Constr. 2;
nl := Licz Nl(SBi);
// Licz Nl – a nonlinearity of the S-box
calculation algorithm;
dsac := Licz dSAC(SBi);
// Licz dSAC – an dSAC of the S-box
calculation algorithm;
until (nl ≥ nlmin and sac≤ dSACmax);
The exchanging of the S-boxes in block ciphers causes that
a diﬀerent block cipher is applied in the cryptosystem. This
makes impossible to collect suﬃcient amount of informa-
tion to carry back the cryptanalytical attack and in conse-
quence raises the security of cryptosystem.
6. Conclusions
The sequences generated by the Legendre’s generator sat-
isfy statistical tests described in Federal Information Pro-
cessing Standards Publications (FIPS 140-1), have statisti-
cal characteristic like random sequences and are strongly
nonlinear. For this reason they carry out experiments of
making substitution boxes using the proposed method and
Legendre’s sequences. The researches of nonlinearity and
dSAC of generated S-boxes show that, giving the max-
imum nonlinearity and minimum dSAC up, it is possi-
ble to generate “good” S-boxes. It gives the possibility
of making S-boxes used in block ciphers and makes them
replaceable. This treatment secures cryptosystems against
many cryptographical attacks, especially diﬀerential and
algebraic cryptanalysis.
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