With the popularity of hybrid pixel array detectors, hundreds of diffraction data sets are collected at a biological macromolecular crystallography (MX) beamline every day. Therefore, the manual processing and recording procedure will be a very time-consuming and error-prone task. Aquarium is an automatic data processing and experiment information management system designed for synchrotron radiation source MX beamlines. It is composed of a data processing module, a daemon module and a web site module. Before experiments, the sample information can be registered into a database. The daemon module will submit data processing jobs to a high-performance cluster as soon as the data set collection is completed. The data processing module will automatically process data sets from data reduction to model building if the anomalous signal is available. The web site module can be used to monitor and inspect the data processing results.
Introduction
With the popularity of hybrid pixel array detectors such as Pilatus (Henrich et al., 2009) and Eiger (Johnson et al., 2014; Casanas et al., 2016) , the efficiency of data collection has been improved remarkably at biological macromolecular crystallography beamlines. Furthermore, combining the hybrid pixel array detector with the fine '-slicing data collection method (Mueller et al., 2012; Casanas et al., 2016) , the amount of data increases dramatically. To some extent, it is relatively inefficient and error prone to process all diffraction data manually. Moreover, it is hard to check data quality and present data processing results one by one if hundreds of data sets are collected in one day.
To overcome the challenges presented by the vast amount of data, high-performance parallel computing and automatic processing pipelines are the best methods available. Even so, automatic processing still produces massive quantities of data, which are hard to monitor and manage manually. Therefore, several automatic processing and experiment information management systems based at beamlines have been developed, such as ISPyB (Delageniè re et al., 2011; Fisher et al., 2015) and adp (Wojdyla et al., 2018) .
BluIce (McPhillips et al., 2002) is used as the beamlinecontrol system at the Shanghai Synchrotron Radiation Facility (SSRF) biological macromolecular crystallography (MX) beamline for data collection. Combined with WebIce (Gonzá lez et al., 2008), it can screen, score and collect crystal diffraction data. Aquarium is a high-throughput automatic MX data processing and experiment information management system that has been recently developed at the MX beamline of SSRF. Once data have been collected, the data sets will be auto-processed synchronously. If anomalous scattering signal is available, Aquarium will process data sets from data reduction to model building automatically. Moreover, Aquarium integrates the function of experiment information management. Before the data collection, the sample information can be imported through the Aquarium web site, and after data processing, all of the processed results will be deposited into a database and manipulated via the Aquarium web site.
Implementation
Aquarium consists of three modules.
(i) The web site module is used by users to input the sample information and to inspect the processed results of the collected data.
(ii) The data processing module is used for data reduction, anomalous scattering signal detection, anomalous scatterer searching, phase determination and peptide-chain tracing.
(iii) The daemon module is used to communicate with the data collection program, launching the data processing program and depositing the processed results into the database.
Data processing module
The data processing module Porpoise integrates CCP4 (Collaborative Computational Project, Number 4, 1994; Winn et al., 2011) , XDS (Kabsch, 2010) , DIALS (Winter et al., 2018) and SHELX packages (Usó n & Sheldrick, 2018), and is designed to automatically process data sets from data reduction to model building when the protein sequence is provided (or to the main-chain building, if the protein sequence information is not available). Porpoise consists of two components: porpoise_dr used for data reduction and porpoise_sad used for single-wavelength anomalous diffraction (SAD) structure determination. Porpoise is designed for fast feedback of the data processing results, which is necessary when users are collecting data at a beamline. Therefore, all Porpoise modules can make full use of a high-performance cluster (HPC) for large-scale parallel computing. As a result, Porpoise can complete data reduction, SAD phasing and model building for a data set which contains thousands of raw images within 5-10 min with appropriate computing resources.
The porpoise_dr component integrates two different diffraction data indexing and integration programs, XDS and DIALS [ Fig. 1(a) ]. After indexing, the data set is integrated in the space group P1 using the first 30 of raw images. The possible Laue groups are determined by POINTLESS (Evans, 2011) . Then all the raw images are integrated and merged by using the Laue group with highest probability. After the second-pass integration, the unreasonable diffraction spots can be ruled out by XSCALE. Then, POINTLESS is re-run to determine the space group. Finally, the data are reindexed using the most probable space group and scaled using AIMLESS (Evans, 2011; Evans & Murshudov, 2013) . Intensities are also converted to structure factors using CTRUN-CATE (Evans, 2011) . The resolution is determined on the basis of CC 1/2 (Karplus & Diederichs, 2012) , hI/i and completeness. In the highest-resolution shell, CC 1/2 should be greater than 0.3, hI/i should be greater than 2 and completeness should be greater than 85%. When XDS is selected as the indexing and integration program, porpoise_dr will run spot finding and integration on the multi-nodes. If a Portable Batch System (PBS) or IBM Platform LSF computing environment is detected, porpoise_dr will run on the allocated computing nodes.
The porpoise_sad component adopts a modular design and integrates CCP4 and SHELX software packages, including anomalous scattering signal detection, anomalous scatterer searching, phase determination, solvent modification and model building [Fig. 1(b) ]. JavaScript Object Notation (JSON) files are used to communicate between these modules. Prior to searching for anomalous scatterers, porpoise_sad will check whether the high-resolution limit of the data (better than 4.5 Å ) and the anomalous scattering signal (anomalous signalto-noise >1.3 in a resolution shell better than 6 Å ) meet the requirements, and whether the diffraction data are twinned or not. When these basic requirements are satisfied, the subsequent calculation will be carried out.
The porpoise_sad component is greatly inspired by fast_ep (Winter & McAuley, 2011) and its calculation strategy is similar to the parameter-space screening which is used in SCA2Structure (Liu et al., 2005) . To maximize automation, porpoise_sad requires only two parameters, the wavelength and the anomalous scatterer element. The sequence information is optional; porpoise_sad will build the model with its corresponding side chain if the amino acid sequence is provided, or only the main chain if the sequence is unavailable. When porpoise_sad is run as a part of the auto-processing pipeline at SSRF, the wavelength can be provided by the daemon module and the anomalous scatterer elements can be selected on the basis of the wavelength if the absorption edge is used for data collection or if the element name is provided by the user. Therefore, Aquarium is able to virtually determine the structure from data reduction to main-chain building without any prior information from users. The porpoise_sad component tries six different numbers (2, 4, 8, 16, 32 and 64) of anomalous scatterers in one asymmetric unit. When there are various possibilities of systematic absences in the space-group determination, porpoise_sad will try all possible space groups. For example, there are eight possible space groups of P222 symmetry (P222, P2 1 22, P22 1 2, P222 1 , P2 1 2 1 2, P2 1 22 1 , P22 1 2 1 and P2 1 2 1 2 1 ), and six different anomalous scatterer numbers need to be calculated under each space group. Therefore, for P222 symmetry, it needs to search for the anomalous scatterers 48 times. After the anomalous scatters are found, porpoise_ sad will determine chirality by using SHELXE. PARROT (Cowtan, 2010) . The solvent fractions are tried from 25 to 75% in 5% intervals. After all solvent modifications are finished, the best result is selected to build the model. Before model building, PARROT is called to find non-crystallographic symmetry (NCS), if NCS exists, Buccaneer (Cowtan, 2006 ) is used to build the model with the NCS information automatically. By implementing multi-process management and computing job allocation, porpoise_sad is able to find anomalous scatters and to achieve density modification on multi-nodes.
A selenium derivatized crystal is used as a test example for Porpoise. The data set contains 1200 frames of raw images. The space group is P4 1 22 and the unit-cell constants are a = 42.67, b = 42.67, c = 136.02 Å . There are 123 residues in an asymmetric unit, six of which are methionine. A total of eight nodes were used, each node having two Intel Xeon E5-2640 V4 CPUs and 64 GB memory. It takes only 198 s to complete data reduction, SAD phasing and main-chain building. Detailed information on the data processing and computing resources is provided in Tables S1 and S2 of the supporting information.
Daemon module
The daemon module is named SEAL (Fig. 2) . As the Lightweight Directory Access Protocol (LDAP) is deployed on the SSRF MX beamline, all users manage their data in their own directories and cannot access other users' data. This protocol ensures the privacy of data, especially for industrial users. Because of these security policies, the SEAL module not only implements a data broker to communicate with the data collection software BluIce, but also implements impersonation, which can launch the data processing pipeline as the user's own account to complete the data processing. The workflow of Porpoise. (a) The porpoise_dr pipeline is a data reduction pipeline, integrating the XDS, DIALS and CCP4 software packages. The raw diffraction data can be indexed, integrated, merged and scaled automatically, and the space group can also be determined. The resolution is determined on the basis of CC 1/2 , hI/i and completeness. In the highest-resolution shell, CC 1/2 should be greater than 0.3, hI/i should be greater than 2 and completeness should be greater than 85%. (b) The porpoise_sad pipeline is a SAD phasing pipeline, integrating CCP4 and SHELX packages. It only requires the experimental wavelength and the anomalous scatterer element; systematic absence, the number of anomalous scatterers and solvent fraction can be determined automatically. After phasing is solved, the structure model can be built.
For data reduction, besides Aquarium's porpoise_dr, SEAL also supports xia2 (Grosse-Kunstleve et al., 2002) and autoPROC (Vonrhein et al., 2011) . Currently, at the SSRF MX beamline, after one data set is collected, five different pipelines are launched concurrently on the HPC using a different combination of pipelines and integration programs (XDS or DIALS). Different data reduction pipelines have different index and integration strategies. Usually, the results of different pipelines are similar for most data sets. But for some difficult data sets, the results of different pipelines may be different. Some will succeed, some will fail. Users can choose the best output from the five pipelines for the next step of processing, such as molecular replacement or SAD. This strategy ensures the reliability of the results. After the data reduction, SEAL decides whether to launch porpoise_sad or not, based on anomalous scattering signals. For a well summarized output of data reduction, SEAL scores the data reduction results by using the number of unique reflections, the completeness, the number of molecules per asymmetric unit, I/ and the volume of the unit cell. The scoring function is identical to that adopted in XChemExplorer (Krojer et al., 2017) . SEAL sorts and clearly marks the best data reduction results for all data sets, so that users can select the best results for downstream processing.
During data reduction, SEAL will run DISTL (Zhang et al., 2006) to analyze the raw diffraction images. It will provide the high-resolution limit, the number of good spots and the total spots throughout all images in the data set. This allows users to easily understand the distribution of diffraction data quality in the entire data set.
For SAD phasing and model building, SEAL will launch porpoise_sad and complete input command parameters, including the experimental wavelength and the anomalous scatterer element. The wavelength can be read from the image header directly. The anomalous scatterer element can be provided by users or selected on the basis of the wavelength if the absorption edge is used for data collection.
Finally, SEAL will deposit all data processing results into a PostgreSQL database (https://www.postgresql.org).
Web site module
2.3.1. Overview of design. The web site module, SealWeb, was developed by using the popular web development frameworks Angular (https://angular.io) and Node.js-Koa2 (https://nodejs.org and https://koajs.com; Fig. 3 ). As mobile devices become popular, more and more beamline users would like to use their smart phones and tablets to browse the internet. In response to this trend, responsive web design is adopted in the user interface of SealWeb. Responsive web design can automatically adjust the page layout to accommodate different screen sizes (Gardner, 2011) . Therefore, Bootstrap (https://getbootstrap.com), a popular responsive web design framework, was used to construct the graphical user interface of SealWeb. User login is controlled through LDAP mechanisms. Data are retrieved asynchronously/nonblocking via JSON, which is simple to process on the client side and is a very light-weight task with regards to the bandwidth requirements. A large number of the rendering jobs are offloaded to the client side, thus making the interface quickly responsive. SealWeb is designed to work on all modern browsers including Chrome, Firefox and Safari.
Data collection and data information management.
Experiment information management is the core function unit of SealWeb. The data information is organized on the basis of each independent experiment session, which is referred to as a visit. The data collection page provides a general overview of current or past visit records, which lists all data sets in chronological order. The page displays, for each data collection, the parameters of the data collection and a summary of the data processing results, including the space group, unit-cell constants, high-resolution limit, R meas etc. Moreover, there is an auto-refresh option for the current data collection user (Fig. S1 of the supporting information) .
2.3.3. The detailed information of a data set. When users access a visit, they will find the data arranged in chronological order. When a data set is opened, the basic information of the data set, including wavelength, starting omega angle, angle range, delta angle and so on, is displayed. At the same time, a snapshot of the crystal will be displayed, along with a The overall workflow of the Aquarium data processing framework. diffraction image and a summary plot of the distribution of crystal quality versus diffraction angle. To help users to quickly judge the quality of the processing results from each pipeline, SealWeb applies thumb icons to represent the quality of the data. The more thumbs-up, the better the quality of the data (Table S3 ). In addition, users can filter data in a visit according to the collection time and data names, and can also sort data sets based on space group, unit-cell constants, R meas , high-resolution limit and the built residue number (Fig. S2) .
2.3.4. Integrated model and map viewer. In addition to displaying results from the porpoise_sad pipeline, it is also possible to view the resulting maps and models by using the built-in NGL viewer (Rose & Hildebrand, 2015) . This program is written purely in JavaScript and also makes use of WebGL. It only needs to send atomic coordinates and electron density maps to the client side. The NGL viewer can render the 3D structure view on the client side. Once the models and maps are loaded, users can rotate and zoom in/out 3D views on the client side, and additional data transmission is not needed (Fig. 4) . The structure can be represented as a cartoon, ball and stick, or tube. The atoms can be colored by the second structure, chain or element. Electron density maps can be shown or hidden. Mouse operation and hotkeys are similar to Coot (Emsley et al., 2010) .
Discussion
For nearly ten years, the SSRF MX beamline has been providing data collection services for academic and industrial users with a wide range of functionalities and beam characteristics. The demand from academic and industrial users for highly reliable high-throughput experimental environments is an important driving force for the development and improvement of much of the functionality of the SSRF MX beamline. The Aquarium system is a new development at the SSRF and has been widely welcomed by the MX user community, especially for industrial and academic users with a large number of samples. The first version of Aquarium was deployed in SSRF BL17U1 on 8 December 2016 and has been improving continuously. At the time of writing (September 2018), over 15 000 data sets have been processed. Currently, Aquarium runs on a small HPC with the Linux system provided by the beamline. There are eight computing nodes, each with two Intel Xeon 2640-V4 CPUs and 64 GB memory. The storage contains 27 TB flash memory and 48 TB hard disk drive. We are planning to move Aquarium to the SSRF Phase II Computing Center in 2019 to provide more computing power and storage space. The new computing center has 48 computing nodes (each with two Intel Xeon Gold 6140 CPUs and 128 GB memory), 108 TB flash memory and 7.68 PB hard disk drive.
Although the interface of SealWeb was written using Bootstrap, SealWeb can be automatically typeset for cell phones and tablets. The display effect is not as good as it would be for an application that has been designed specifically for a mobile device. Therefore, it is meaningful to develop a mobile device application. SealWeb adopts a restful API based network architecture. This architecture is very flexible and can be easily extended to mobile applications. The Node.js back end can be generic for web site and mobile apps. The front end can be View of the 3D structure represented as a ball and stick model. The electron density map is shown at the 1 level. Carbon atoms are gray, nitrogen atoms are blue, oxygen atoms are red, selenium atoms are yellow. Some atoms (in black) are not shown completely because of the depth cue limit.
Figure 3
The overall architecture of SealWeb. SealWeb adopts the standard Restful API architecture. The front end will integrate data and web page templates, and render them to users. This can minimize server load and obtain high concurrency. The back end is used for account certification and communication with the database. Between the front end and the back end, the user executes login/ logout and database operations (create, read, update and delete) by using standard HTTP. moved to the Ionic framework (https://ionicframework.com), which is a mobile app framework constructed on the Angular framework. Additionally, more input parameters (such as space group and unit-cell constants) and molecular replacement phasing can be added to Aquarium. The time for molecular replacement phasing depends heavily on the homology of the model and the number of molecules in the asymmetric unit. A small number of difficult molecular replacement data sets may occupy too many computing nodes. Therefore, according to the computing power of a high-performance cluster, an appropriate wall time should be set when running molecular replacement phasing. In such a case, whether the molecular replacement phasing job is successful or not, it will be terminated after a reasonable time.
In the ongoing Phase II project of SSRF, a P2 biosafety beamline and a membrane protein beamline are under construction. This requires in situ collection of crystal diffraction data and merging data from multiple crystals. Therefore, the next developments will focus on the features to manage in situ sample registration and multiple-crystal data collection, such as crystallization plate registration and pipelines for automatic data integration and solving structure from multiple crystals.
