Kernel methods provide a principled approach for detecting nonlinear relations using well-understood linear algorithms. In exploratory data analyses, when the underlying structure of the data's probability space is unclear, the choice of kernel is often arbitrary. Here, we present a novel rank-based kernel, Semblance, on a probability feature space. The advantage of Semblance lies in its distribution-free formulation and its ability to detect niche features by placing greater emphasis on similarity between observation pairs that fall at the tail ends of a distribution, as opposed to those that fall towards the mean. We prove that Semblance is a valid Mercer kernel and can be applied to any data modality. We further demonstrate its consistent and powerful performance against conventional methods. Lastly, we illustrate its applicability in cell-type classification using single-cell RNA sequencing (via kernel tdistributed stochastic neighbor embedding) as well as in image reconstruction (via kernel principal component analysis).
, and thus should be domain-specific. For instance, if the inputs are elements of a vector space such as , the linear kernel is a natural choice to determine the inner product. Similarly, a Graph kernel might be useful if the end use is to classify graphs, whereas a Hash kernel might be better for structured data and estimation on strings (6) . Still further, the Radial Basis Function (RBF) "Gaussian" kernel might be the optimal choice if the task at hand requires smoothing and consideration of only the magnitude of the relative distance between elements (7) .
Yet, in the initial, exploratory stage of data analysis, where kernel methods are usually applied, the choice of kernel is often arbitrary. At this stage, the underlying structure of the data's probability space is unclear and there is little prior knowledge to guide kernel selection. Data distributions are often not elliptical, and continuous and discrete features are commonly intermixed. Motivated by such settings, we develop a kernel that adapts to the empirical data distribution. Our construction builds on the intuition that in a high dimensional feature space, not all features are equally informative, and furthermore not all values of a given feature should be treated equally. Under independence, it is much more improbable for two objects to agree on a rare feature value than on a common feature value, and thus, two objects agreeing on many rare features suggests that they may belong to a common niche group. Similarly, for a continuous-valued feature, physical proximity in terms of absolute distance is much harder to achieve at the tails of the distribution as compared to at its center. Our kernel (henceforth called 'Semblance') rewards proximity between objects in the tail of the empirical distribution. By construction, Semblance is nonparametric and invariant to univariate transformations of the features, and therefore is robust.
We first describe the construction of the Semblance kernel and prove that it is a valid Mercer kernel, that is, it can serve as a covariance function determined by a probability distribution over a function class (8) . Then, through simulated and real data examples, we explore the types of patterns we can expect to identify using Semblance. Through two applications, one from single-cell biology and another from image analysis, we demonstrate the wide applicability of the Semblance kernel.
Constructing the Rank-based Semblance Kernel
Suppose we begin with , the data matrix with n rows and G columns. Let each row correspond to an object, and each column correspond to a feature measured for each object. For ease of notation we let and be two objects, i.e., two rows in the matrix:
Now consider a given feature g. Let be its underlying probability distribution, and, as denoted above, the observed values for this feature in objects X and Y are xg and yg, respectively. In practice we don't know , but if we did, we could ask how likely are we, if we were to redraw one of the two values (xg, yg), to get as close as or closer to the other as the current observed value, while preserving the order between the two. Let Z be the redraw, then this could be expressed as the probability:
(1.1)
The above probability is a measure of dissimilarity between any two values of feature g, see Figure 1 . A subtle but key detail is that the probability includes the endpoints xg, yg, and therefore pg (xg, xg) = {xg} > 0. This way of measuring dissimilarity is desirable because it is aware of the R n N nxG
P probability measure that generated the data. For example, as illustrated in Figure 1 , in the binary setting, it is much more rare for two observations to both be equal to 0 if 0 has low probability, and thus the "reward" for xg = yg = 0 depends on the probability mass at 0. Similarly, in the continuous setting, the reward for proximity between xg and yg depends on where the pair falls on the distribution: For the same linear distance between xg and yg, the dissimilarity is higher at the center of the distribution than at the tails.
In practice, is not known, but with a large enough sample size the empirical distribution serves as a good approximation, leading to the plug-in empirical estimate , obtained by substituting for in (1.1). This is reminiscent of empirical Bayes methods, where information is borrowed across all observed values to inform our dissimilarity evaluation between any given pair. We define:
the empirical probability of falling strictly outside the interval [xg, yg] . Suppose feature g is continuous, where each observed value is unique, and let rX, rY be the ranks of xg, yg among all observed values of this feature across the n objects. Then it follows that:
For discrete features, kg(X, Y) can also be derived from the ranks, but is a little more complicated due to ties. Computation of kg(X, Y) in general is easy and fast. An example algorithm is provided in Methods.
We now define the Semblance function K(X, Y) as simply the mean of kg(X, Y) across g:
Thus, when applied to the data matrix N, this function outputs a symmetric n x n matrix whose rows and columns are maximized at the diagonal.
Results

Semblance is a valid Mercer kernel
Since K(X,Y) is just the mean of kg(X, Y) across g, we start by considering , the matrix derived only from observations of feature g. First assume that the objects have been permuted such that are monotone nondecreasing.
Define:
suppressing the notational dependence of ai and bi on g, for simplicity. Based on (1.1), for i ≤ j, (1.4)
By our monotone nondecreasing assumption, and . Thus, Kg has the decomposition:
Remark: The matrices M and N have a symmetric and analogous structure. The left-upper hook comprising the first row and column of M has all entries a1, the second hook has all entries a2 and so on, until the n th hook which is simply the entry an. Similarly, the right-lower hook of N comprising the last row and column has all entries bn, all the way up to the solo entry b1 in the first row and column.
Proposition 1: M is a nonnegative-definite (NND) matrix
The Proof is by induction. For the base case, consider the 2 x 2 matrix:
By construction , therefore , and hence is NND. The induction hypothesis is that all m x m matrices, , with the structure:
(1.5) are NND. Now, to prove that the same is true for m x m matrices, we can write such matrices in the form:
(1.6)
where U represents the vector and is a matrix that satisfies the induction hypothesis. Using the Schur complement condition for the nonnegative definiteness of a symmetric matrix (9), we show that is NND:
This resultant matrix is of a form that satisfies (1.5) and thus, by the induction hypothesis, is NND. Therefore the matrix (1.6) is also NND.
Since, by construction, N mirrors the properties of M, we have by Proposition 1 that N is also an NND matrix. To facilitate our discussion of technical details, we review two theoretic facts about NND matrices: (i) the sum of NND matrices is NND, and (ii) permuting the observations of an NND matrix preserves the NND structure. Corresponding proofs for these are provided in Supplementary Methods.
Based on these facts, together with Proposition 1, the kernel matrix K (sum of all Kg's) is NND. The matrix K computed on any data matrix by the Semblance function defined in (1.2) is NND, and thus Semblance is a valid Mercer kernel. As a result, the Representer theorem allows effective implementation of nonlinear mappings through inner products represented by our kernel function (1, 8) .
Semblance is conceptually different from other rank-based similarity measures
Existing rank-based similarity measures Spearman's Rho (r) and Kendall's Tau (t) are commonly used in data analysis. By construction, Semblance is fundamentally different from these existing measures in two ways: First, while the r and t are based on ranks computed by ordering the values within each object (the rows of matrix N), Semblance is based on ranks computed by ordering the values within each feature (the columns of matrix N). Thus, the Semblance kernel can be expected to produce values that differ substantially from these two measures. Second, Semblance treats ties differently from existing rank-based methods, such that ties shared by many objects diminish the similarity between those objects. Thus, even though our algorithm for computing Semblance is based
on the computation of ranks, it is better understood through the lens of empirical Bayes, where the empirical distribution is used to inform our evaluation of similarity between values.
Simulations allow us to compare the effectiveness of similarity/distance measures under simplified but interpretable settings. We used simulations to compare Semblance against Euclidean distance, Pearson correlation, and Spearman correlation. We simulated from a two group model, where multivariate objects either came from group 1, with probability q < 0.5, or from group 2, with probability 1−q. Let each object contain m features, drawn independently, with a proportion p Î (0, 1) of the features being informative. The informative features have distribution PI,1 in group 1 and PI,2 in group 2. The rest of the features are non-informative, and have the same distribution PNI across both groups. We consider both continuous and discrete distributions for the features. In the continuous case, the features are generated from:
(1.7)
In the discrete case, the features are generated from:
(1.8)
Of course, whether a feature is informative or not, and whether an object is from group 1 or group 2, is not used when computing the similarity/distance matrix.
As shown in Figure 2A , in each simulation run, we generated n objects with the first n1 = qn coming from group 1 and the next n2 = (1 − q)n coming from group 2. Our goal is to detect the existence of the minority group 1 and assign objects to the appropriate group. Similarities (Semblance, Pearson, Spearman) and distances (Euclidean) are computed on this data, each producing an n x n matrix, which we will call S. Let: then is the mean similarity/distance between objects in group 1, is the mean similarity/distance between objects in group 2, and is the mean similarity/distance across groups.
To quantify the signal in S, we let , where se1, se2 are standard errors of the differences in the numerators. Hence, large positive values of T1, T2 mean that downstream algorithms based on S will be able to separate the two groups well. Figure 2B shows the T1 and T2 values for an example set of simulations where n=m=100, the proportion of informative genes is 10%, the rare subpopulation proportion is 10%, and every feature is normal following (1.7) with µ = 2 and s1, s2 varying from 0.1 to 1. Heatmaps in the top row show the values of T1 and those in the bottom row show the values of T2 for each of the four similarity/distance measures. We see that Semblance improves upon Euclidean distance, Pearson, and Spearman, attaining large values for T1 and T2 across a broad range of parameters, especially when s2 is small. This is expected, since Semblance is based on ranks and not absolute values, and thus performs better when informative features and non-informative features are not on the same scale. Figure 2C shows another set of simulations, with the same n, m, p values as Figure 2B , but under the model (1.8) with r2 = 0.5, r1 varying from 0.01 to 0.2 and q varying from 0.05 to 0.5. We see that in this case, there is no signal in T2 for all of the measures except Semblance, and in fact, both Pearson and Spearman correlation fail to separate the two groups for much of the parameter range. In contrast, Semblance gives large values for both T1 and T2 for a large portion of the explored parameter region. P NI = N (0,1), P I ,1 = N (µσ 2 ,σ 1 ), P I ,1 = N (0,σ 2 ). P NI = P I ,2 = Bernoulli(r 0 ), P I ,1 = Bernoulli(r 1 ).
T 1 = (S 11 − S 12 ) / se 1 ,T 2 = (S 22 − S 12 ) / se 2 We explored varying combinations of p, q, s1 and s2 in the normal setting, and p, q, r0 and r1 in the Bernoulli setting. Summarizing these systematic experiments in representative heatmaps ( Fig. 3) , we found that Semblance has robust performance across different distributions and distribution parameters (s1, s2 , r1, r2) as long as the proportion of informative features is not too small. Semblance is better than the other metrics especially in differentiating small tight subpopulations, i.e., niche groups. Semblance retains less information and should not be used when informative features are extremely rare (p®0) but the separation between clusters is extremely large (p®0, µ® ¥).
Semblance kernel-tSNE identifies a niche retinal horizontal cell population
In the setting of single-cell RNA sequencing (scRNA-seq), the data is in the form of a matrix with each row representing a cell, and each column representing a gene. For cell c and gene g, Ncg is a count matrix measuring a gene's RNA expression level in the given cell. A first step in the analysis of such data is often visualization via a t-distributed Stochastic Neighbor Embedding (tSNE)-type dimension reduction. Most studies arbitrarily use the Euclidean distance or RBF in this step, although methods based on more sophisticated kernel choices that rely on strong prior assumptions have been proposed (10) . Starting from the low-dimension embedding, a primary goal in many single-cell studies is to classify cells into distinct cell-types and identify previously unknown cell subpopulations. This is a challenging analysis due to many factors: (1) Expression levels are not comparable across genes, lowly expressed cell type markers may be swamped by highly expressed housekeeping genes; (2) gene expression at the single cell level is often bursty and thus cannot be approximated by the normal distribution; (3) one is often interested in detecting rare niche subpopulations for which current methods have low power. These considerations motivate the use of the Semblance kernel to compute a cell-to-cell similarity metric, which can be used as input to tSNE, kPCA, and other kernel-based algorithms. Most methods used for cell-type identification based on scRNA-seq limit their consideration to highly variable genes, thereby using only a subset of the features. Instead, Semblance can be computed over all features, ensuring that information from all informative genes is retained.
Consider Retinal Horizontal Cell (RHC), a unique cell-type that recently came to limelight due to its notable morphological plasticity, and its role as the possible precursor for retinoblastoma (11) . RHCs have a special level of complexity wherein they can undergo migration, mitosis and differentiation at late developmental stages. They are traditionally divided into H1 axon-bearing and H2-H4 axon-less subtypes, although the latter are largely absent in the rod-dominated retina of most mammals (12) . The axon-bearing and axon-less RHC subtypes are generated during retinal development from progenitors that are susceptible to a transition in metabolic activity. For example, Follistatin, an anabolic agent that alters protein synthesis and the inherent metabolic architecture in tissues, increases RHC proliferation (13) . RHC subtypes also exhibit temporally distinguishable periods of migration, likely affected by their cellular metabolic state. These distinctive features are controlled by a niche set of genes, and thus RHCs provide a nonpareil setting to test Semblance. We employed our kernel on an scRNA-seq dataset of 516 Lhx1 + RHCs from a healthy C57BL/6J mouse, and sought to answer the question: how similar are RHCs to each other? When we use Euclidean distance for tSNE analysis, only one RHC cluster could be identified (Fig. 4A) , as opposed to two subsets of RHCs identified using kernel-tSNE ( Fig. 4B ). Furthermore, when we mapped the two clusters obtained using Semblance back to the Euclidean distance-based tSNE projection, we found that Semblance led to a better visual separation between the two clusters, which were otherwise harder to distinguish from each other (Fig. S1 ).
We then sought further biological interpretation of these results and discovered that the cells in the second, smaller cluster − comprising 10% of the total RHC population − identified by Semblance exhibit differential expression of genes and pathways that affect cellular metabolism (Fig. 4C ). We explicated our results by testing for enriched Gene Ontology (GO) functional categories using REVIGO (14) , and uncovered a niche RHC population that has unique metabolic response properties (Fig. 4D) . To corroborate our results as biologically relevant and not data artifact, we replicated this analysis on an independent RHC dataset (15) , and encouragingly, validated our results (Fig. S2) . Although the second dataset was generated using a completely different technology, Semblance identified two RHC populations wherein the smaller RHC population exhibited phenotypic patterns in accordance with the results from our data (Fig. S3 ).
Semblance kernel PCA is efficient at image reconstruction and compression
Kernel PCA (kPCA), the nonlinear version of PCA, exploits the structure of high-dimensional features, and can be used for data denoising, compression and reconstruction. This task, however, is nontrivial because the kPCA output resides in some high dimensional feature space, and does not necessarily have pre-images in the input space (16) . kPCA, particularly using the Gaussian kernel defined by , has been used extensively to improve active shape models (ASMs), reconstruct pre-images and recreate compressed shapes due to its ability to recognize more nuanced features in real-world pictures (17) . Nonlinear demunging and data recreation based on kPCA rests on the principle that using a small set of some f kPCA features provides an f−dimensional reparametrization of the data that better captures its inherent complexity (18) . Since Semblance is rankbased and emphasizes rare or niche subgroups in data, that led us to surmise that it would be effective as a nonlinear image denoising and reconstruction method. We discovered that Semblance kPCA can indeed be used to reconstruct real-world images with remarkably good performance ( Fig. 5A and B) . Upon adding uniform noise to an image, we found that Semblance kPCA is particularly useful for image de-noising and compares favorably against linear PCA and Gaussian kPCA ( Fig. 5C and D) .
We further evaluated the performance of kPCA on pictures obtained from The Yale Face Database (http://cvc.cs.yale.edu/cvc/projects/yalefaces/yalefaces.html) and the Bioconductor package EBImage (19) , and found that Semblance can give a good re-encoding of the data when it lies along a nonlinear manifold, as is often the case with images. In each experiment, we computed the projections of the given image data onto the first f components and then sought to reconstruct the image as precisely as possible. We found that Semblance kPCA performed better than linear PCA and Gaussian kPCA when using a comparable number of components (Fig. S4 ). This encouraging observation is supported by the theoretical foundation of our kernel. Linear PCA encapsulates the coarse data structure as well as the noise. In contrast, Gaussian kPCA, similar to a k-nearest neighbor method, apprehends the connection between data points that are close to each other in the original feature space (20) . On the other hand, Semblance is able to capture more meaningful patterns in an input space for images that better represent a prototype of the desired image.
Discussion
Here, we present a novel rank-based semblance kernel on probability spaces that can be applied to any data domain. Semblance operates in a high-dimensional, implicit feature space with low computational cost. We have shown that Semblance is a valid Mercer kernel and can be used with existing learning algorithms. From a computational point-of-view, Semblance enables the extraction of features of the data's empirical distribution at low computational cost. The use of feature ranks on a probability space ensures that Semblance is robust to outliers and statistically stable, thus making it a
widely applicable algorithm for pattern analysis. Our kernel method has attractive unbiasedness and power compared to existing, commonly-used similarity measures, as shown through simulations and real-data examples. Moreover, Semblance will also find tremendous utility in "multiple kernel learning" approaches wherein multiple kernels are often combined to learn from a heterogeneous data source.
Materials and Methods
Algorithm to implement the Semblance kernel
R package implementation
Semblance is an open-source R package available on CRAN (https://cran.rproject.org/web/packages/Semblance/), and is compatible with existing kernel method libraries such as kernlab (21) . In our R package, we implemented the kernel method in the ranksem function, which takes an input Nng matrix (of g feature measurements for n objects), and returns an n x n similarity matrix.
Single-cell RNA sequencing data
Ten-week old wild type C57BL/6J male mouse was purchased from Jackson Laboratory (Bar Harbor, ME, USA). The mouse was sacrificed with cervical dislocation under anesthesia, and an eyeball was immediately removed and placed in cold phosphate buffered saline (PBS). The mouse retina was carefully removed under a dissecting microscope, and the retina tissue was dissociated straightaway using the Papain dissociation system (Worthington, Lakewood, NJ, USA) following the manufacturer's instructions. Briefly, the mouse retina was incubated at 37°C for 30 min in Earle's Balanced Salt Solution (EBSS) with DNase followed by tissue trituration with a 10 ml pipette. Cell pellet was collected after centrifugation at 300g for 5 minutes, and then re-suspended in DNase dilute albumin-inhibitor solution. The cell suspension was carefully layered on top of the albumin-inhibitor solution, and then centrifuged at 70g for 6 minute. Next, the cell pellet was washed and re-suspended in 1 : 1 DMEM/F12 + 10% FBS. All centrifugation steps were performed at room temperature. The final cell suspension was filtered with 40 µm cell strainer (Falon, Corning, NY, USA) to remove large clump and debris. All experimental procedures approved by the University of Pennsylvania Animal Care and Use Committee.
To assess cell viability, cells were stained with 0.4% trypan blue (Mediatech, Inc., Manassas, VA, USA) and counted using a hemocytometer. Retinal Horizontal Cells (RHCs) were identified by means of Lhx1 + and Prox1 + expression. scRNA-seq was carried out on the viable cells using Chromium 10x Genomics as per the manufacturer's recommendations. These data were then normalized using the R Package Seurat (https://cran.r-project.org/web/packages/Seurat/index.html). The raw and normalized expression values are publicly available through the NCBI Gene Expression Omnibus (GEO), Accession # GSE115889. Fig. 1. Illustration of what pg(xg, yg) corresponds to in the case of a discrete distribution or a continuous distribution. X and Y are two objects with four features measured. Semblance computes an empirical distribution from the data for each feature, and uses the information of where the observations fall on that distribution to determine how similar they are to each other. Specifically, it emphasizes relationships that are less likely to occur by chance and that lie at the tail ends of a probability distribution. For example, X and Y are equal to 0 for both the first and second feature, but these two features contribute different values to the kernel: "0" is more rare for the second feature, and thus p2 (0, 0) is smaller than p1 (0, 0) and the second feature contributes a higher value in the Semblance kernel. Similarly, even though the difference between X and Y is 1 for both features 3 and 4, feature 4, where the values fall in the tail, has lower pg(xg, yg) and thus contributes a higher value in the Semblance kernel than feature 3. (D) , respectively. The recovered image output using linear PCA, Guaissan kPCA and Semblance kPCA is displayed. Comparing the same number of features (and even 2.5x as many features for Gaussian kPCA), Semblance performs favorably.
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Proofs concerning nonnegative definite matrices
Lemma 1: The sum of NND matrices is NND. Proof: Let and be two NND matrices, such that :
and Using the distributive law of matrix multiplication:
Lemma 2: Permuting the observations of an NND matrix preserves the NND structure. Proof: Let π be the permutation matrix such that it has exactly one entry in each row and in each column equal to 1, and all other entries are 0. For any permutation matrix, π -1 = π T and thus:
For any given NND matrix, K, is also NND. Clearly, is also symmetric as:
Furthermore, every NND matrix can be factored as K=A T A, where A is the Cholesky factor of K. The Cholesky factorization of NND matrices is numerically stable -a principal permutation of the rows and columns does not numerically destabilize the factorization (22) . This leads to the result that symmetrically permuting the rows and columns of an NND matrix yields another NND matrix.
K g (1)
K g ( 2) ∀z ∈! n z T K g (1) z z T K g (2) z > 0 ⇒ z T K g (1) z + z T K g (2) z > 0 0 < z T K g (1) z + z T K g (2) z = z T K g (1) + K g (2) ( ) z ⇒ z T K g (1) + K g (2) ( ) z > 0∴ K g (1) + K g (2) ( ) ≻ 0.
ππ T = π T π = I π Kπ T π Kπ T w T (π Kπ T )w = (π T w) T K(π T w) ∀w ≠ 0 since K is NND Fig. S1 . Our rank-based Semblance kernel leads to a better visual separation between two distinct RHC clusters, which were harder to distinguish from each other otherwise, based on Euclidean Distance.
Supplementary figures
Fig. S2.
We tested Semblance on an independent scRNA-seq dataset with 710 retinal horizontal cells (RHCs) (15) , and compared its performance against the conventionally used, Euclidean distance-based analysis. Consistent with our data, Semblance k-tSNE found two distinct RHC clusters, which were otherwise difficult to visually separate.
Fig. S3
. When we performed Gene Ontology (GO) enrichment analysis on the second, smaller cluster of RHCs identified by Semblance in the Mascoko et al. data set, we found that, similar to our dataset, stimuli response was a segregating feature of the rare RHC population. Biological Process enrichment analysis suggested that response to abiotic stimuli as well as external stimuli (A) was different between the two RHC sub-groups. This is consistent with the results from our data where the rare RHC subtype was also found to have a difference in stimulus response (B) based its gene expression signature. The axes have no intrinsic meaning; REVIGO uses multidimensional scaling to reduce the dimensionality of a matrix of the GO terms' pairwise semantic similarities. 1 in (B-C) show the results on the original images, whereas subpanels 2 display the results on corrupted images with added uniform noise.
