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We develop a Fluctuating Immersed Boundary (FIB) method for performing Brownian dynamics
simulations of confined particle suspensions. Unlike traditional methods which employ analytical
Green’s functions for Stokes flow in the confined geometry, the FIB method uses a fluctuating
finite-volume Stokes solver to generate the action of the response functions “on the fly”. Impor-
tantly, we demonstrate that both the deterministic terms necessary to capture the hydrodynamic
interactions among the suspended particles, as well as the stochastic terms necessary to generate
the hydrodynamically-correlated Brownian motion, can be generated by solving the steady Stokes
equations numerically only once per time step. This is accomplished by including a stochastic con-
tribution to the stress tensor in the fluid equations consistent with fluctuating hydrodynamics. We
develop novel temporal integrators that account for the multiplicative nature of the noise in the
equations of Brownian dynamics and the strong dependence of the mobility on the configuration
for confined systems. Notably, we propose a random finite difference approach to approximating
the stochastic drift proportional to the divergence of the configuration-dependent mobility matrix.
Through comparisons with analytical and existing computational results, we numerically demon-
strate the ability of the FIB method to accurately capture both the static (equilibrium) and dynamic
properties of interacting particles in flow.
I. INTRODUCTION
Stochastic fluctuations in fluids arise from the fact
that fluids are composed of molecules whose positions
and velocities are random. One can capture thermal
fluctuations using direct particle level calculations. But
even coarse-grained particle methods [1–3] are compu-
tationally expensive because the dynamics of individual
particles is much faster than hydrodynamic time scales.
Alternatively, thermal fluctuations can be included in
the Navier-Stokes equations through stochastic forcing
terms, as proposed by Landau and Lifshitz [4]. The basic
idea of fluctuating hydrodynamics [5] is to add a stochas-
tic stress tensor to the usual viscous stress tensor [6]. This
has been shown to be a very good model of fluids down
to essentially molecular scales [3, 7–11].
The presence of suspended particles is a common fea-
ture of complex fluids. At small scales, the motion of
immersed particles is driven by thermal fluctuations, giv-
ing rise to Brownian motion strongly affected by hydro-
dynamic effects. Fluctuating hydrodynamics has been
shown to be a useful tool in modeling the dynamics of col-
loidal particles and polymer chains suspended in a fluid
[12–23]. By coupling a fluctuating fluid solver with im-
mersed particles one can model the Brownian dynamics
from the short time scales, at which sound waves play
a role [21], to longer times, at which the velocity corre-
lations decay in a power-law manner due to viscous dis-
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sipation. At the same time, the dynamics of interest in
many problems is the diffusive (Brownian) dynamics of
the immersed structures, which happens at much longer
times due to the very small Reynolds numbers, or more
precisely, the very large Schmidt numbers present in typ-
ical applications.
In the limit of zero Reynolds number, or more pre-
cisely, infinite Schmidt number, the methods of Brown-
ian [24–30] and Stokesian dynamics [31, 32] have dom-
inated in chemical engineering, and related techniques
have been used in biochemical engineering [33–36]. In
this work we focus on Brownian dynamics, which can be
seen as a simplified version of Stokesian dynamics that
does not include second-order multipole terms (rotlets
and stresslets) or lubrication effects in the hydrodynamic
interactions among the immersed particles. A key com-
mon feature of this class of methods is that they simulate
the overdamped (diffusive) dynamics of the particles by
using Green’s functions for steady Stokes flow to capture
the effect of the fluid. While this sort of implicit solvent
approach works very well in many situations, it has sev-
eral notable technical difficulties: achieving near linear
scaling for many-particle systems is technically challeng-
ing [28, 30, 31], handling non-trivial boundary conditions
(bounded systems) is complicated [29] and has to be done
on a case-by-case basis [14, 27, 32, 37, 38], and including
Brownian motion requires additional specialized treat-
ment [24, 25]. Notably, combining all components to-
gether and performing Brownian or Stokesian dynamics
in complex geometry with accurate hydrodynamics, ther-
mal fluctuations, and near-linear scaling requires a rather
sophisticated set of tools. This is evidenced by the fact
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2that existing Stokesian dynamics simulations of Brown-
ian suspensions in even the simplest confined geometry, a
slit channel, have relied on several uncontrolled approxi-
mations [39], even though all of the expressions and tools
have, in principle, been developed [37, 40].
At first sight, it may appear that there is a conceptual
gap between methods based on fluctuating hydrodynam-
ics and those based on Green’s functions. The fluid iner-
tia, or, more precisely, the momentum diffusion is inher-
ently part of the fluctuating hydrodynamics formulation
of Brownian motion [41–44], while it does not appear in
the equations of Brownian or Stokesian dynamics. For
example, particles suspended in a fluctuating fluid with
inertial memory exhibit a well-known power-law decay of
the velocity auto-correlation function (VACF) [43], which
is not present in Brownian dynamics (BD) because BD is
meant to describe longer time scales, at which the VACF
looks like a Dirac delta function. In order to access the
diffusive scaling, methods based on fluctuating hydrody-
namics, such as Lattice-Boltzmann (LB) techniques [16],
must ensure that the Schmidt number Sc is sufficiently
large [45], though in practice Sc is always limited by
computational efficiency considerations. Extensive test-
ing has confirmed that with proper care a match can
be achieved between results obtained using LB and BD
methods [14, 15, 46].
Nevertheless, there remains a gap in the range of acces-
sible Reynolds/Schmidt numbers between the two classes
of methods. We close this gap in this work by designing
a Fluctuating Immersed Boundary (FIB) method that
solves the overdamped (inertia-less) equations of Brown-
ian dynamics using an explicit solvent representation of
the fluid hydrodynamics. Importantly, the FIB method
includes confinement in nontrivial geometries and Brow-
nian motion consistently and with a controlled accuracy,
and has linear complexity in the number of immersed par-
ticles. The key observation underlying the FIB method
is that analytical Green’s functions can be replaced by
a steady Stokes solver with a stochastic stress tensor, as
dictated by fluctuating hydrodynamics. Specifically, the
action of the required response functions (on both deter-
ministic and stochastic terms) is computed “on the fly”
rather than pre-computed analytically. The fluid solver
can be used to handle nontrivial boundary conditions,
including cases where the concentration of chemical re-
actants affects the fluid flow via osmo-phoretic effects
[47, 48]. The stochastic increments required to simulate
the Brownian motion are generated by the fluctuating
Stokes solver with no additional effort, in arbitrary do-
mains with a combination of standard periodic, no-slip
or slip boundaries [49]. Because in confined systems the
mobility strongly depends on the positions of the par-
ticles relative to the boundaries, we pay special atten-
tion to correctly capturing the well-known stochastic drift
term proportional to the divergence of the configuration-
dependent mobility matrix. In particular, we develop a
random finite difference approach that is related, but dis-
tinct from, the traditional Fixman midpoint method.
Rather closely related to our proposal is the work
on the Stochastic Immersed Boundary Method (SIBM)
and its generalization the Stochastic Eulerian Lagrangian
Method (SELM) developed by Atzberger and collabora-
tors [17, 50], as well as the work of Maxey and collab-
orators on the Force Coupling Method (FCM) [51–53].
In work independent from ours, Keaveny has recently
included thermal fluctuations in the fluctuating FCM
method [20], and also accounted for stresslet and rotlet
terms (which are not included in our FIB method). While
inertia can be included easily in both SELM and FCM, as
it can be in the Inertial Coupling Method (ICM) [19] very
closely-related to the FIB method, both methods can also
be used in the steady Stokes limit [20]. At the level of the
mathematical (continuum) formulation the SELM, fluc-
tuating FCM and FIB methods are very similar, though
the numerical techniques used to discretize and solve the
equations of motion are rather distinct, leading to sev-
eral crucial differences between the work presented here
and existing work. Specifically, we develop novel tem-
poral integrators that efficiently account for the depen-
dence of the mobility on configuration, which is crucial
in confined geometries. Crucially, we do not assume spe-
cific forms of the boundary conditions when solving the
fluid (steady or unsteady) Stokes equations, and, in par-
ticular, we do not rely on periodic boundary conditions
and using a Fourier basis (and the associated FFTs) to
diagonalize the Stokes operator [20, 50]. Furthermore,
we do not use Gaussian kernels as in the FCM, rather,
we employ the compact-support kernels Peskin specifi-
cally constructed for immersed-boundary discretizations
that employ a finite-difference-type discretization of the
fluid equations [54]. Note also that we handle domain
boundaries (for both deterministic and stochastic terms)
directly in the finite-volume fluctuating Stokes solver, un-
like recent extensions to BD [29] that handle complex
boundaries by discretizing the boundary using immersed-
boundary techniques. Independently of our work, an ex-
tension to SELM to nonperiodic domains, but using a
finite-element rather than a finite-volume Stokes solver,
has recently been developed [55]. We will defer a more
detailed comparison with this related but distinct work
until the concluding section, after we present the techni-
cal details of the FIB method.
This paper is organized as follows. In the remainder
of this section we summarize the well-known and widely-
used method of Brownian dynamics, to the extent neces-
sary for subsequent comparison with our FIB method. In
Section II we discuss the equations of motion solved in the
FIB method at the continuum level, and explain the re-
lation to the equations of Brownian dynamics. Then, we
explain how we discretize those equations in both space
(Section III) and time (Section IV). In Section V we per-
form a series of validation tests confirming the accuracy
and robustness of the FIB method on a variety of tests of
increasing complexity. Several technical derivations are
detailed in the Appendix.
3A. Brownian Dynamics
The equations of Brownian Dynamics (BD) model
the diffusive dynamics of the positions q (t) =
{q1 (t) , . . . , qN (t)} of a collection of N particles via the
Ito system of stochastic differential equations,
dq
dt
= MF +
√
2kBTM 12 W˜(t) + kBT (∂q ·M) , (1)
where M(q)  0 is the symmetric positive semidefi-
nite (SPD) mobility matrix, relating the applied forces,
F (q) = −∂U(q)/∂q with U(q) a conservative potential,
to the resulting (deterministic) velocity. For notational
brevity we will often omit the explicit dependence on the
configuration q or time t. The stochastic forcing W˜(t)
denotes a vector of independent white noise process, for-
mally time derivatives of independent Wiener processes.
The “square root” of the mobility M 12 is a matrix (not
necessarily square) which satisfies the fluctuation dissi-
pation balance condition
M 12
(
M 12
)?
= M. (2)
We use a superscript star throughout to denote the ad-
joint of a linear operator for a suitably-weighted in-
ner product (conjugate transpose for matrices for the
standard inner product). Throughout this paper we
will rewrite the equations of motion (1) to eliminate
the final “thermal”, “stochastic” or “spurious” drift term
kBT (∂q ·M) by using the kinetic interpretation of the
stochastic integral [56], denoted in this paper by the
stochastic product symbol ,
dq (t)
dt
= M(q)F (q) +
√
2kBTM 12 (q)  W˜(t). (3)
Condition (2) insures that the dynamics (3) is time-
reversible with respect to the Gibbs-Boltzmann distribu-
tion
Peq(q) = Z
−1 exp (−U(q)/kBT ) , (4)
where Z is a normalization constant. This may be seen by
examining the Fokker-Planck equation for the evolution
of the probability distribution for observing the state q
at time t corresponding to (1) or (3),
∂P
∂t
=
∂
∂q
·
{
M
[
∂U
∂q
P + (kBT )
∂P
∂q
]}
, (5)
and noting that the term in square brackets vanishes
when P = Peq.
Developing schemes to simulate Brownian dynamics
has several challenges. One such challenge is evaluating,
or more precisely, applying the mobility matrix, which
contains all of the information about hydrodynamic inter-
actions between the particles. This can be non-trivial to
achieve analytically even in relatively simple geometries,
and the mobility is generally approximated via a multi-
pole expansion or infinite series of images. Special care
must be taken to insure that the truncation of these infi-
nite series result in a positive-semidefinite matrix [32, 37].
Even if an efficient application of the action of the mo-
bility matrix is available, one still must also be able to
generate the action of M 12 , typically approximated by
Chebyshev polynomials as originally proposed by Fix-
man [57]. Finally, the thermal drift term kBT ∂q ·(M(q))
must be calculated or approximated in some way. This
amounts to consistently discretizing the kinetic interpre-
tation of the stochastic integral, which is traditionally-
accomplished by using the Fixman midpoint algorithm
[56]. Note however that the Fixman method (and in gen-
eral the use of the kinetic stochastic integral) requires
handling the inverse of the mobilty matrix, which can
add substantial complication and cost [20].
B. Mobility Matrix
For two well-separated spherical particles i and j, we
can approximate the pairwise mobility, which determines
the velocity on particle i resulting from a force on particle
j, with [15, 32]
Mij = Mji =
η−1
(
I +
a2
6
∇2r
)(
I +
a2
6
∇2r′
)
K(r, r′)
∣∣r=qj
r′=qi
,(6)
where a is the radius of the particles. Here K is the
Green’s function for the steady Stokes problem with unit
viscosity, with the appropriate boundary conditions such
as no-slip on the boundaries of the domain. The differen-
tial operator I +
(
a2/6
)∇2 is called the Faxen operator
[15] and leads to the well-known Faxen correction to the
Stokes drag law. Note that the form of (6) guarantees
that an SPD mobility matrix is obtained by construc-
tion.
1. Unconfined systems
For a three dimensional unbounded domain with fluid
at rest at infinity, K(r, r′) = K(r − r′) is isotropic and
given by the Oseen tensor,
K(r) = O(r) =
1
8pir
(
I +
r ⊗ r
r2
)
.
For many particles in an unbounded domain, applying (6)
to the Oseen tensor yields the far-field expression of the
Rotne-Prager-Yamakawa (RPY) tensor [58], commonly
used in Brownian dynamics simulations. A correction
needs to be introduced when particles are close to each
other in order to produce a mobility which is positive
4definite [58],
Mij = 1
6piηa
{
C1(rij)I + C2(rij)
rij⊗rij
r2ij
, rij > 2a
C3(rij)I + C4(rij)
rij⊗rij
r2ij
, rij ≤ 2a
(7)
where rij = qi−qj is the vector connecting the particles,
and rij is its length, and
C1(rij) =
3a
4rij
+
a3
2r3ij
C2(rij) =
3a
4rij
− 3a
3
2r3ij
C3(rij) = 1− 9rij
32a
C4(rij) =
3rij
32a
.
The diagonal blocks of the mobility matrix, i.e., the
self-mobility can be obtained by setting rij = 0 (giving
C3(0) = 1 and C4(0) = 0) to obtain Mii = (6piηa)−1 I,
which matches the Stokes solution for the drag for flow
around a sphere. It is important physically that Mij =
Mii when rij = 0 since two perfectly overlapping par-
ticles must behave as if there is only a single particle at
that location.
For a single particle in an unbounded domain it is ob-
vious that Mii is constant and thus has vanishing di-
vergence. For the RPY mobility it can be shown that
∂q ·(M(q)) = 0 even for multi-particle systems (this is in
fact a rather generic consequence of the incompressibility
of the flow [59]). Note, however, that when stresslet terms
are included the mobility becomes a complicated function
of configuration (see Appendix B) and the stochastic drift
term must be accounted for [20].
2. Confined systems
In the presence of boundaries, the Green’s function
may be decomposed as
K(r, r′) = O(r − r′) +Kw(r, r′), (8)
whereKw is the Green’s function for a disturbance veloc-
ity field enforcing the no-slip condition at the walls. One
can approximate the pairwise far-field mobility by using
(6) and applying the Faxen operators to O and Kw sep-
arately [32]. For the diagonal blocks, we have to consider
the self-mobility in an unbounded domain separately, and
only use (6) with K replaced by Kw in order to account
for the disturbance velocity from the boundary condi-
tions [32] (equivalently, to account for the hydrodynamic
interactions with the image particles),
Mii = 1
6piηa
I
+ η−1
(
I +
a2
6
∇2r
)(
I +
a2
6
∇2r′
)
Kw(r, r′)
∣∣r=qi
r′=qi
.
Note that this approach requires knowing the Green’s
function for the particular geometry in question. For a
single no-slip wall Kw was obtained by Blake [60], but
for a slit channel with two no-slip walls there is no man-
ageable analytical form [37].
It is important to note that even for a single parti-
cle near a boundary the mobility strongly depends on
the position of the particle relative to the boundary and
therefore the thermal drift kBT ∂q ·Mmust be accounted
for [37].
II. FLUCTUATING IMMERSED BOUNDARY
METHOD
In this section we present the continuum formulation of
the equations of motion as employed in the FIB method.
At the same time, we use operator notation that gen-
eralizes to spatially-discretized equations, by simply re-
placing the continuum integro-differential operators with
sums and differences (matrices), see the discussion of
Atzbeger [17] for more details. This makes the majority
of this section directly transferable to the semi-discrete
setting presented in Section III. The operator notation
we employ also enables us to treat in a unified way dif-
ferent boundary conditions without requiring a specific
basis for the solution of the Stokes equations.
We consider n spherical neutrally-buoyant particles
of radius a in d dimensions, having spatial positions
q = {q1, . . . , qN} with qi = (q(1)i , . . . , q(d)n ). These parti-
cles are immersed in an incompressible fluid of constant
density ρ, temperature T , and viscosity η, and described
by the fluctuating time dependent Stokes equations for
the fluid velocity v(r, t),
ρ∂tv +∇pi = η∇2v + f +
√
2ηkBT ∇ ·Z (9)
∇ · v = 0,
along with appropriate boundary conditions. Here
f (r, t) is a force density applied to the fluid, kB is Boltz-
mann’s constant, and Z(r, t) is a random Gaussian ten-
sor field whose components are white in space and time
with mean zero [5],
〈Zij(r, t)Zkl(r′, t′)〉 = (δikδjl + δilδjk) δ(t− t′)δ(r − r′).
(10)
The coupling between the fluid and particles employed
here is used in a large number of other methods and re-
lated prior work. In particular, the same basic equations
are employed in SIBM [50, 61] and SELM [17]. In the
deterministic setting, Maxey and collaborators have de-
veloped in extensive detail the use of smooth envelope or
kernel function to represent particles in flow in the con-
text of the Force Coupling Method (FCM) [51, 52, 62].
Recently, Keaveny has included fluctuations in the de-
scription in a manner fully consistent with our presenta-
tion [20]. Similar representations of particles have also
been used with the Lattice Boltzmann method [16, 63].
Both Atzberger [61] and Keaveny [20] have already noted
the relation to Brownian and Stokesian dynamics. Nev-
ertheless, for completeness and clarity and the benefit of
5the reader, here we present a unified view of these some-
what disjoint works and point out some less-appreciated
but important features.
A. Fluid-Particle Interaction
In the FIB method, the shape of the particle and its
effective interaction with the fluid is captured through a
smooth kernel function δa (r) that integrates to unity and
whose support is localized in a region of size a. This ker-
nel is used to mediate two crucial operations. First, it is
used to transfer (spread) the force exerted on the particle
to the fluid. Second, it is used to impose a minimally-
resolved form of the no-slip constraint stating that the
velocity of the particle equals the local velocity of the
fluid. Following Refs. [19, 21, 64, 65] we term this diffuse
(rather than “point”) particle a blob for lack of better ter-
minology (in polymer modeling the term bead is used for
the same concept [16]).
In order to couple the fluid velocity field to the motion
of immersed particles, we introduce composite local aver-
aging J (q) and spreading S(q) operators. The operator
J (q) takes a continuous velocity field v (r) and com-
putes its local average at the position of each particle,
while S(q) takes the forces F = {F 1, . . . ,FN} applied
on the particles and computes a smooth force density
field,
(J (q)v (r))i =
ˆ
δa(qi − r)v(r)dr (11)
(S(q)F ) (r) =
∑
i
δa(qi − r)F i. (12)
Note that J is dimensionless, and S has units of inverse
volume. The blobs are assumed to move with the locally-
averaged fluid velocity,
dq (t)
dt
= J (q)v (r, t) , (13)
which is a minimally-resolved representation of the no-
slip constraint [19, 64]. Furthermore, the applied forces
F affect the motion of the fluid through the addition of
a continuous force density to the fluid equation (9),
f = S(q)F + f th, (14)
where f th is a thermal or stochastic forcing that we dis-
cuss shortly. It is crucial for energy conservation and
fluctuation-dissipation balance that the coupling opera-
tors are adjoints of one another [17, 19, 52], J = S?, as
follows from∑
i
(J v)i·ui =
ˆ
v·(Su) dr =
ˆ ∑
i
δa (qi − r) (v · ui) dr
(15)
In this work we focus on suspensions of spherical parti-
cles (blobs), for which the kernel function δa (r) ≡ δa (r)
should be taken to be a spherically-symmetric function
of width ∼ a. In our computational algorithm we employ
the compact-support kernels of Peskin [54], which are of
the tensor product form δa (r) =
∏d
α=1 δa (rα) and are
specifically designed to work well in the discrete context,
as discussed further in Section III. Note that a Gaussian
kernel, as used in FCM [51, 52], has the special prop-
erty that it is of the tensor product form while also being
isotropic. It should be noted, however, that much more
general forms of the local interpolation and spreading op-
erators are possible [17]; this has been successfully used
to generalize FCM to non-spherical particles [53] and can
also be used to further extend our FIB method. The local
averaging and spreading operators have to be modified
near physical boundaries, specifically, when the support
of the kernel δa overlaps with a boundary. A proposal for
how to do that has been developed by Yeo and Maxey
[62], and we have found it to be superior to an alterna-
tive proposal developed in the context of the immersed
boundary method in Ref. [66]. In practice a a repulsive
potential is imposed between the boundaries and the par-
ticles, which may be sufficient to keep the kernels from
overlapping the walls.
In order to ensure that the system of equations
(9,13,14) obeys fluctuation-dissipation (i.e., that the dy-
namics is time reversible with respect to an appropriate
Gibbs-Boltzmann distribution), the thermal forcing
f th = (kBT ) ∂q · S (16)
should be included in the fluid equations, as derived by
Atzberger [17] and also discussed from a different per-
spective in Appendix B in Ref. [19] and Ref. [21]. Here
we use the convention that the contraction in the di-
vergence of an operator is on the second index, f thi =
kBT ∂jSij , consistent with Ref. [17] but not with Ref.
[19]; to avoid confusion we will write things out in indi-
cial notation when necessary[99]. For a translationally-
invariant (e.g., periodic) system and kernel, this term can
be omitted. Namely, from the definition (12) it follows
that f th = − (kBT ) ∇r
∑
i δ (qi − r), and the solution
of the incompressible velocity equations is not affected
by the addition of a gradient of a scalar. This is not
strictly true in the discrete setting (see Section V C 1) and
may not generalize to confined (i.e., not translationally-
invariant) systems for particles in the vicinity of bound-
aries. The term (16) is therefore, in general, required in
order to obtain discrete fluctuation-dissipation balance
and is included in our temporal integrator.
B. Overdamped Limit
Equations (9), (13), and (14) together constitute a
physically-realistic description which obeys fluctuation-
dissipation balance [17], including in the presence of ad-
ditional particle inertia [19, 67]. Here we are interested
in the inertia-less or overdamped limit, where the mo-
mentum of the fluid may be eliminated as a fast variable.
6More precisely, we assume that the Schmidt number is
very large, Sc = η/ (ρχ) 1, where χ ≈ kBT/ (6piηa) is
a typical value of the diffusion coefficient of the particles
[45].
Following the notation developed in [68], here we use
Z (r, t) to denote an infinite-dimensional standard white-
noise field, use W (t) to denote a finite dimensional col-
lection of standard white noise processes that represents
a spatial discretization of Z (r, t), and use W to denote
a collection of standard (mean zero and unit variance)
Gaussian variates that appears when W (t) is discretized
in time. For notational clarity, and to emphasize that we
also consider spatially-discretized operators in the follow-
ing calculations, we introduce symbols for the various dif-
ferential operators: D for the divergence, G = −D? for
the gradient, L for the vector Laplacian, and D˜ for the di-
vergence operator acting on the stochastic tensor. In the
infinite-dimensional (continuum) setting these are differ-
ential operators, while in the finite dimensional (discrete)
setting they are matrices that approximate the corre-
sponding differential operators (for example, using finite
differences), taking into account the boundary conditions
[69]. Note that the operator D˜ does not have to be a con-
sistent representation of the tensor divergence, rather, all
that matters is that the covariance of the stochastic fluid
forcing D˜W obey the fluctuation-dissipation property
L = −D˜ 〈WW?〉 D˜? [55, 69]. For notational simplicity,
here we assume that the components of W are indepen-
dent, 〈WW?〉 = I, with the understanding that some
modifications of either the covariance of W , or, equiva-
lently, the operator D˜, may be necessary near boundaries
to preserve fluctuation-dissipation balance for confined
systems [69].
To obtain the asymptotic dynamics in the limit Sc →
∞ heuristically, we delete the inertial term ρ∂tv in (9)
to obtain the (potentially discretized) fluctuating steady
Stokes equations for the velocity v and the pressure pi,
Gpi − ηLv = g = SF +
√
2kBTη D˜W (17)
Dv = 0,
with appropriate boundary conditions. For periodic sys-
tems we additionally constrain the average velocity 〈v〉 =
0 to eliminate the non-trivial nullspace. In the follow-
ing we will denote with L−1 the (continuum or discrete)
Stokes solution operator for the system (17) with unit
viscosity, v = η−1L−1g. Note that L−1  0 is SPD be-
cause the Stokes problem (17) is symmetric by virtue of
the adjoint relation G = −D? and the Laplacian opera-
tor L is symmetric negative semi-definite.
In the overdamped regime, the (fast) fluid velocity
evolves instantaneously to its steady state and may be
viewed as a random function of the particles’ positions,
which are the relevant (slow) variables. Heuristically, one
expects that the Brownian dynamics of the particles is
described by dq/dt = v = η−1JL−1g. A rigorous adi-
abatic mode elimination procedure [70, 71] informs us
that the correct interpretation of the noise term in this
equation is the kinetic one, leading to the overdamped
Langevin equation
dq (t)
dt
= J (q)L−1
[
1
η
S(q)F (q) +
√
2kBT
η
D˜ W(t)
]
.
(18)
This is the rigorous asymptotic limit of (9,13,14) as
Sc → ∞ [72] and it is the equation of motion in the
FIB method.
C. Relation to Brownian Dynamics
A key observation is that (18) is a specific instance of
the equation of Brownian dynamics (3), with the identi-
fication
M = η−1JL−1S and M 12 = η− 12JL−1D˜. (19)
To demonstrate that this choice satisfies the fluctuation
dissipation balance condition (2), note the adjoint rela-
tions J = S? and L = −D˜D˜?. It is important to point
out that the spatially-discretized operators we employ
obey these properties even in the presence of nontrivial
boundary conditions [69]. Observe also that
−L−1LL−1 = L−1 (20)
as seen from their action on an arbitrary vector g,
−L−1LL−1g = −L−1ηLv =
L−1 (−Gpi + g ) = L−1g,
where we used the fact that L−1G = 0 since adding a
gradient forcing to the Stokes equations does not affect
the velocity. This gives
M 12
(
M 12
)?
= η−1JL−1
(
D˜D˜
?
)
L−1S =
−η−1J (L−1LL−1)S = η−1JL−1S = M. (21)
Also note that the mobility (19) is guaranteed to be
positive-semidefinite by virtue of (2).
More explicitly, (19) gives a pairwise mobility[100] that
only depends on the position of the pair of particles under
consideration [61],
Mij = η−1
ˆ
δa(qi − r)K(r, r′)δa(qj − r′) drdr′ (22)
where we recall that K is the Green’s function for the
Stokes problem with unit viscosity and the specified
boundary conditions. Note that in our approach the
self-mobility Mii is also given by the same formula (22)
with i = j and does not need to be treated separately.
In fact, the self-mobility of a particle in an unbounded
three-dimensional domain defines the effective hydrody-
namic radius a of a blob,
Mii = Mself = 1
6piηa
I =
η−1
ˆ
δa(qi − r)O(r − r′)δa(qi − r′) drdr′.
7The value of a will therefore depend on the specific kernel
used, as discussed further in section III A. In two dimen-
sions, the self-mobility Mself = µI of a disk of radius a
in a periodic domain (equivalently, a periodic array of in-
finite cylinders) grows logarithmically with the length of
the square periodic cell L as µ = (4piη)
−1
ln (L/3.708a)
[73]. The same scaling with the system size holds for a
blob and can be used to define an effective hydrodynamic
radius for a two-dimensional blob [45]. Note that in two
dimensions the mobility diverges for an infinite domain,
in agreement with Stokes’s paradox.
Maxey [52] observed that (22) consistently includes the
Faxen correction to the mobility of two well-separated
particles. Let J (qi) denote the local averaging opera-
tor for a particle i, J (qi)v ≡ (J (q)v)i. For a smooth
velocity field, we can perform a second order Taylor ex-
pansion of the velocity field,
J (qi)v (r) =
ˆ
δa(qi − r)v(r)dr
≈
[
I +
(ˆ
x2
2
δa (x) dx
)
∇2
]
v (r)
∣∣
r=qi
=
(
I +
a2F
6
∇2
)
v (r)
∣∣
r=qi
,
where we assumed a spherical blob, δa (r) ≡ δa (r). This
shows that we can approximate the local averaging oper-
ator by a differential operator that is identical in form
to the Faxen operator appearing in (6), if we define
the “Faxen” radius of the blob aF ≡
(
3
´
x2δa(x) dx
)1/2
through the second moment of the kernel function. In
general, aF 6= a, but for a suitable choice of the kernel
one can accomplish aF ≈ a and thus accurately obtain
the Faxen correction for a rigid sphere (for example, for a
Gaussian a/aF =
√
3/pi [52]). Interestingly, it has been
shown that the leading-order Faxen corrections to the
linear and angular velocities of an ellipsoidal particle can
also be captured remarkably accurately (to within 5%)
by using a stretched and rotated Gaussian for the kernel
function [53].
The calculations above show that the mobility tensor
for a pair of blobs (22) is a good approximation to (6)
for well-separated blobs and thus correctly captures the
mobility up to the Rotne-Prager level even in the pres-
ence of confinement. This can also be seen from (22) by
noting that when the two particles are well separated,
K is a smooth function, and is well approximated by a
Taylor series, giving
Mij ≈ η−1
(
I +
a2F
6
∇2r
)(
I +
a2F
6
∇2r′
)
K(r−r′)∣∣r=qj
r′=qi
,
which matches the expression (6) for well-separated rigid
spheres. At smaller distances the mobility is mollified
(regularized) in a natural way without requiring any spe-
cial handling of the case rij < 2a as in the traditional
RPY tensor (7). Furthermore, a positive definite mobil-
ity tensor is obtained by construction. Most importantly,
the same continues to hold in the presence of confine-
ment (nontrivial boundary conditions). The boundary
conditions are taken into account by the fluid solver when
computing the action of the Green’s function (8), while
the regularization and the Faxen corrections are handled
via the local averaging and spreading operators. This
inherent self-consistency of the formulation is inherited
from the underlying fluctuating hydrodynamics formula-
tion (9,13,14) [19].
D. Thermal Drift
One key difference between the inertial formulation
(9,13,14) and the overdamped limit (18) is the fact that
the noise in (18) is multiplicative and therefore the
stochastic interpretation matters and affects the tempo-
ral discretization. Methods for integrating (3) have been
developed in the Brownian Dynamics literature, however,
here we propose a more efficient approach which we term
Random Finite Difference (RFD). We believe this ap-
proach will find uses in Brownian Dynamics simulations
as well as related methods for fluctuating hydrodynamics
[20, 55]. We therefore explain it here in the more general
setting of solving (3), of which (18) is a special instance.
A detailed description of predictor-corrector schemes to
solve (18) is given in Section IV.
Of course, one can use the Ito equation (1) with in-
tegrators based on the Euler-Maruyama scheme. This,
however, requires computing the stochastic drift term
kBT (∂q ·M), which is difficult in general. First, we
summarize the well-known Fixman midpoint approach
to approximating ∂q ·M (q), and use it to construct an
RFD approach that works better in the context of our
explicit fluid method. Below we use the superscript to
denote the time step level at which quantities are eval-
uated, for example, Mn ≡M (qn) denotes the mobil-
itity evaluated at the beginning of time step n, while
Mn+ 12 ≡M
(
qn+
1
2
)
denotes a midpoint approximation
of the mobility during time step n.
1. Fixman’s Method
The Fixman midpoint scheme used to capture the ther-
mal drift [24, 25] can be seen as corresponding to a direct
discretization of the kinetic stochastic integral [56],
qn+
1
2 = qn +
∆t
2
MnF n
+
√
∆t kBT
2
(Mn) 12 W n
qn+1 = qn + ∆tMn+ 12F n+ 12
+
√
2∆t kBTMn+ 12 (Mn)−
1
2 W n, (23)
8where W n is a vector of i.i.d. standard Gaussian vari-
ables and
(Mn)− 12
(
(Mn)− 12
)?
= (Mn)−1 .
While the Fixman method is quite elegant and has been
widely used with notable success, it requires handling the
inverse of the mobility matrix, which would add signifi-
cant complication to our method [20].
In order to show that (23) is consistent with (3) one
has to show that the first and second moments of the in-
crement qn+1−qn are O (∆t) with coefficients matching
the drift and diffusion terms in the Ito equation (18), and
higher moments should be of higher order in ∆t. The
only nontrivial component is the stochastic drift term
kBT ∂q ·M (q). In order to compact the notation, hence-
forth we will index matrices and vectors without regard
for the physical particles represented. For example, we
will write qi to represent the scalar that is the ith entry
of the length nd vector of positions q, disregarding which
particle this entry describes. We will likewise consider
the mobility M as a matrix of scalars Mij . This al-
lows us to use Einstein summation notation and indicial
algebra. We can show that the Fixman algorithm (23)
generates the correct stochastic drift term from
lim
∆t→0
1
∆t
〈
Mij
(
qnp +
√
∆t kBT
2
(Mnpr) 12 Wnr
)
×
√
2∆t kBT
(Mnjk)− 12 Wnk
〉
= kBT ∂jMij (qn) , (24)
where the average is over realizations ofW and the short-
hand ∂j denotes a partial derivative with respect to the
j-th component of q.
2. Random Finite Difference
The equivalence (24) only relies on the covariance
structure of W n, and there is no reason that we must
use an increment that is related in any way to the noise
term in (3). More generally, we can obtain a divergence
of the mobility in expectation from the general relation,
lim
→0
1

〈M (q + ∆q) ∆p−M (q) ∆p〉 = ∂q ·M(q),
(25)
where ∆q and ∆p are Gaussian variates with mean
zero and covariance
〈
∆qi∆pj
〉
= δij . In particular,
the choice ∆q = ∆p is much simpler to use than the
Fixman method choice ∆q ∼ (Mn) 12 W n and ∆p ∼
(Mn)− 12 W n. Here  is a small discretization parameter
that can be taken to be related to ∆t as in the Fixman
method, but this is not necessary. One can more ap-
propriately think of (25) as a “random finite difference”
(RFD) with  representing the small spacing for the finite
difference, to be taken as small as possible while avoid-
ing numerical roundoff problems. The advantage of the
“random” over a traditional finite difference is that only
a small number of evaluations of the mobility per time
step is required. Note that the subtraction of M (q) ∆p
in (25) is necessary in order to control the variance of the
RFD estimate. One can use a centered difference to im-
prove the truncation error and obtain the correct thermal
drift via the RFD
1
δ
〈(
Mij
(
qnk +
δ
2
W˜k
)
W˜j −Mij
(
qnk −
δ
2
W˜k
)
W˜j
)〉
= ∂jMij (qn) +O(δ2), (26)
where W˜ is a vector of dn i.i.d. standard Gaussian ran-
dom variables and δ is a small parameter.
While expression (26) could be used to approximate
the drift term and may be a useful alternative to the
Fixman scheme in related methods such as the fluctuat-
ing FCM [20], using an RFD of the form (26) requires
at least one more Stokes solve per time step in order to
evaluate the action of M (q + ∆q). It is, however, pos-
sible to avoid the second Stokes solve by splitting the
divergence of the mobility into two pieces,
η ∂q·M = ∂q·
(JL−1S) = (∂qJ) : (L−1S)+JL−1 (∂q · S) ,
where colon denotes a double contraction, see (32).
We approximate the first term involving the gradient
∂qJ using a standard two-stage Runge-Kutta (predictor-
corrector) approach, and use an RFD to approximate
∂q · S, as explained in detail in Section IV.
III. SPATIAL DISCRETIZATION
In this section we describe our spatial discretization
of (18), which is constructed from components described
in extensive detail in prior work by some of us; here we
only briefly summarize the key points. The finite-volume
solver used here to solve the fluctuating Stokes equations
in confined domains is taken from Ref. [69], while the
discretization of the fluid-particle interaction operators
is based on the immersed-boundary method [54] and is
described in extensive detail in Ref. [19]. The key novel
component here is the use of a steady Stokes fluid solver
to generate a fluctuating velocity, as also done in Refs.
[20, 23, 55] using different techniques.
We discretize the fluid equation (9) using a standard
staggered “marker and cell” (MAC) grid with uniform
mesh width h in a rectangular domain with an arbitrary
combination of periodic, no-slip, or free-slip boundaries.
The differential operators D, G, and L are discretized
on the staggered grid using standard second order cen-
tered differences. The stochastic stress tensor Z (r, t) is
discretized as ∆V −
1
2W (t), where the additional factor
of ∆V −
1
2 comes from the fact that Z is white in space
[68]. Adjustments to the stochastic increments are made
near boundaries to preserve the fluctuation-dissipation
relation −D˜D˜T = L (more precisely, to ensure that
L = −D˜
〈
WWT
〉
D˜
T
) [69].
9A. Discrete Local Averaging and Spreading
The discrete operator (matrix) J averages veloci-
ties on the staggered mesh by discretizing the integral´
δa(qi − r)v(r)dr using a simple quadrature
(J v)αi =
∑
k
δa (qi − rαk ) vαk∆V,
where the sum is taken over faces k of the grid, and ∆V
is the volume of a grid cell. Here α indexes coordinate
directions (x, y, z) as a superscript, rαk is the center of
the grid face k in the direction α, and vαk ≡ v(α) (rk) is
the staggered velocity field. Likewise, S spreads forces to
the staggered grid, and its expression remains identical
to (11), but is evaluated only at faces of the staggered
grid normal to the component of force being spread,
(SF )αk =
∑
i
Fαi δa (qi − rαk ) ,
where now the sum is over the particles. Near no-slip
physical boundaries, the discrete delta function is modi-
fied following the image-monopole construction proposed
by Yeo and Maxey, see (2.17) in Ref. [62]; this is found
to be superior to the modification proposed in Ref. [66].
For a uniform grid, the matrices representing the dis-
crete local averaging and spreading operators are scaled
transposes of each other, J T = ∆V S. Note that these
discrete operators are adjoints like their continuum coun-
terparts, J = S?, but in an inner product that includes
an appropriate weighting [17] because the integral over
the domain in (15) is replaced by a sum over grid points
k, ∑
i
(J v)i · F i =
∑
k,α
vαk (SF )αk ∆V
=
∑
i,k,α
δa (qi − rαk ) vαkFαi ∆V. (27)
Note that this adjoint relation is strictly preserved even
in the presence of no-slip boundaries.
In the majority of the simulations we use the four-point
kernel of Peskin [54] to discretize the kernel δa, although
in some cases we employ the three-point discrete ker-
nel function of Roma and Peskin [64, 74]. The effective
hydrodynamic radius a for a given discrete kernel func-
tion can be obtained from the self-mobility of a blob in a
periodic domain. For large periodic domains in three di-
mensions we numerically estimate the effective hydrody-
namic (rigid sphere) radius to be a = (0.91± 0.01)h for
the three-point kernel [19, 64], and a = (1.255± 0.005)h
for the four-point kernel [65]. In two dimensions, the
effective (rigid disk) hydrodynamic radii are estimated
to be a = (0.72± 0.01)h for the three point and a =
(1.04± 0.005)h for the four point kernel [45]. Note that
the spatial discretization we use is not perfectly trans-
lationally invariant and there is a small variation of a
(quoted above as an error bar) as the particle moves rel-
ative to the underlying fixed fluid grid [19, 65]. By using
the Peskin four-point kernel instead of the three-point
discrete kernel function the translational invariance of
the spatial discretization can be improved, however, at
a potentially significant increase in computational cost,
particularly in three dimensions.
It is important to note that, perhaps unexpectedly,
these Peskin kernels give close agreement between the
hydrodynamic and the Faxen radii of the blob. For ex-
ample, in three dimensions, the three-point kernel gives
aF ≈ 0.93h (this number is again not exactly constant
due to the imperfect translational invariance), as com-
pared to a ≈ 0.91h. Using the four-point kernel gives an
even better agreement, with a ≈ aF ≈ 1.25h. In par-
ticular, it is important to choose a kernel with a nonzero
second moment in order to capture the Faxen corrections
in a physically-realistic manner; this eliminates the Pe-
skin six-point kernel [54] from consideration.
B. Stokes Solver
In the FIB method we obtain the fluid velocity v =
η−1L−1g by numerically solving the discrete steady
Stokes equation
Gpi − ηLv = g = SF +
√
2kBTη
∆V
D˜W (28)
Dv = 0
using a preconditioned Krylov iterative solver [49]. Note
that we can explicitly write L−1 using the Schur comple-
ment of (28),
−L−1 = L−1 −L−1G (DL−1G)−1DL−1. (29)
In the continuum setting, and also in the discrete setting
with periodic boundary conditions, the various operators
commute and one can simplify L−1 = −PL−1, where
P = I −G(DG)−1D is the L2 projection operator onto
the subspace of (discretely) divergence free vector fields.
In general, however, for many spatial discretizations, in-
cluding the one we use, the operators do not commute
and one must keep the full form (29) [68, 69].
C. Discrete Fluctuation Dissipation Balance
The spatially-discretized equation of motion for the
particles has the same form as the continuum (18), and
is an instance of (3) with the identification
M = η−1JL−1S (30)
M 12 = (η∆V )− 12 JL−1D˜.
Note that the key relation (20) continues to hold,
−L−1LL−1 = L−1, which follows directly from (29).
10
This can be used to show that (2) is satisfied
M 12
(
M 12
)T
(31)
= − (η∆V )−1
[
JL−1
(
D˜D˜
T
)
L−1 (∆V S)
]
= −η−1J (L−1LL−1)S = η−1JL−1S = M,
where we made use of J T = ∆V S. Note that these
relations are independent of the boundary conditions and
thus (31) holds in confined systems.
IV. TEMPORAL DISCRETIZATION
In this section we introduce our approach for temporal
integration of the spatially-discretized equations of mo-
tion. A significant challenge is accurately capturing the
thermal drift present in the Ito interpretation, ∂q ·M (q),
without which the system would not obey fluctuation-
dissipation balance. This requires consistently discretiz-
ing the kinetic integral, which can be done in multiple
dimensions using a Fixman predictor corrector scheme
[56]. The Fixman scheme, however, requires applying
the action of the inverse of the mobility (or, equivalently,
the action of the square root of the inverse of the mo-
bility), which is a complicating and a potentially expen-
sive step [20]. Note that in certain cases, notably, for
translationally-invariant situations such as periodic sys-
tems, the divergence of mobility vanishes and one can use
a simple Euler-Maruyama integrator, as done in the work
of Atzberger and collaborators [17]. This is not applica-
ble to confined systems, however, and here we employ the
Random Finite Difference (RFD) approach introduced in
Section II D 2.
Below we use the superscript n to denote the current
time step and quantities evaluated at the beginning of the
current time step, and superscript n+ 1 for the updated
quantities at the end of the time step. Quantities esti-
mated at the midpoint of the time step are denoted with
superscript n+ 12 . For example,Mn+
1
2 ≡M
(
qn+
1
2
)
de-
notes a midpoint approximation of the mobility. We de-
velop two temporal integrators, a first-order simple mid-
point method that requires only a single Stokes solve per
time step, and an improved midpoint midpoint scheme
that achieves second-order accuracy in the additive-noise
(linearized) case at the cost of requiring two Stokes solves
per time step. Which scheme allows for better tradeoff
between accuracy and efficiency will depend on the spe-
cific problem at hand, and in particular, on the time step
limitations imposed by stability considerations.
A. Simple midpoint scheme
A direct application of the RFD approach to integrat-
ing (18) would require evaluating the action of the mobil-
ity at two different configurations and thus at least two
Stokes solves per time step. In order to avoid using a sep-
arate Stokes solver just to obtain the thermal drift term,
we take an alternative approach and split the thermal
drift into two pieces,
η ∂jMij (q) = ∂j
(Jik(q)L−1kl Slj(q)) =
(∂jJik(q))L−1kl Slj(q) + Jik(q)L−1kl (∂jSlj(q)) ,(32)
where we use the implied summation convention. The
two pieces can be handled separately, and only require
the derivatives of J and S. We approximate the term
∂jJik(q) using a predictor-corrector approach in the
spirit of Runge-Kutta algorithms such as the Euler-Heun
temporal integrator for Stratonovich equations [75]. We
use an RFD of the form (25) with ∆q ∼ ∆p to calculate
the term ∂jSlj(q).
Our basic temporal integrator for the spatially-
discretized equations (18) consists of first solving the
steady Stokes equations with a random forcing,
−ηLv +Gpi = SnF n +
√
2ηkBT
∆t∆V
D˜W n (33)
+
kBT
δ
[
S
(
qn +
δ
2
W˜
n
)
− S
(
qn − δ
2
W˜
n
)]
W˜
n
,
and then advecting the particles with the computed ve-
locity field using a midpoint predictor-corrector scheme,
qn+
1
2 = qn +
∆t
2
J nv (34)
qn+1 = qn + ∆tJ n+ 12v. (35)
Here W n is a random vector of i.i.d. standard Gaussian
random numbers that represent stochastic fluxes of mo-
mentum, with W n/
√
∆t, loosely speaking, being a tem-
poral discretization of W(t). The auxiliary displacement
W˜
n
is a vector of nd i.i.d. standard Gaussian variates.
The parameter δ should be as small as possible while
still resolving to numerical roundoff the length scale over
which S varies; we use δ ≈ 10−6h, where h is the grid
spacing.
The first-order midpoint temporal integrator (33)-(35)
has the advantage that we can recreate the stochastic
drift ∂q ·M by performing only two additional spreading
operations and one local averaging operation per time
step, in addition to the required Stokes solve. We use a
midpoint corrector step (35) because in the absence of
the RFD term it gives the correct diffusion coefficient for
freely-diffusing single particles, regardless of the time step
size. Namely, for any choice of ∆t, the second moment
of the stochastic increment of the particle positions is
in agreement with the Einstein formula for the diffusion
coefficient,
Var
(
qn+1 − qn) = 2∆t kBTη−1 (J n+ 12L−1Sn+ 12)
= 2∆t kBTMn+ 12 , (36)
up to correction terms coming from the RFD term in the
second line of (33). In section V B, we confirm that this
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property continues to hold to very high accuracy when
the RFD is included, even for relatively large ∆t. Note
that a trapezoidal scheme that replaces the term J n+ 12v
in (35) with
(J n +J n+1)v/2 does not have the prop-
erty (36) and only gives the correct diffusion coefficient
for small ∆t.
The predictor corrector steps (34)-(35) reproduce the
first term on the right hand side of (32). The added
stochastic force in the Stokes solve generates the thermal
forcing (16), which appears in the second term on the
right hand side of (32), in expectation to order δ2,
kBT
δ
〈
Slj
(
qn +
δ
2
W˜
n
)
W˜nj − Slj
(
qn − δ
2
W˜
n
)
W˜nj
〉
= kBT (∂kSlj (qn))
〈
W˜nk W˜
n
j
〉
+O
(
δ2
)
= kBT ∂jSlj (qn) +O
(
δ2
)
. (37)
In Appendix A we demonstrate that the simple midpoint
scheme (33)-(35) is a first-order weak integrator for the
equations of Brownian dynamics (18).
B. Improved midpoint scheme
It is possible to obtain second order accuracy in the
additive-noise (linearized) approximation by using an ad-
ditional Stokes solve in the corrector stage, as summa-
rized by
−ηLv +Gpi = SnF n +
√
4ηkBT
∆t∆V
D˜W n,1
Dv = 0
qn+
1
2 = qn +
∆t
2
J nv (predictor)
−ηLv˜ +Gp˜i = Sn+ 12F n+ 12 +
√
ηkBT
∆t∆V
D˜
(
W n,1 +W n,2
)
+
kBT
δ
[
S
(
qn +
δ
2
W˜
n
)
− S
(
qn − δ
2
W˜
n
)]
W˜
n
Dv˜ = 0
qn+1 = qn + ∆tJ n+ 12 v˜ (corrector). (38)
Here the independent random variables W n,1 and W n,2
represent the two independent Wiener increments over
each half of the time step, as explained in more detail in
Ref. [68]. Note that by using a midpoint corrector step
we ensure that the property (36) continues to hold. Here
we only include an RFD term in the corrector step and
use the initial position of the particle in the RFD term.
One can also use qn+
1
2 instead of qn but this gains no
additional accuracy.
Note that the scheme (38) is still only first order weakly
accurate (see Appendix A) because the noise in (18) is
multiplicative. Achieving second-order weak accuracy in
the nonlinear case requires more sophisticated stochas-
tic Runge-Kutta schemes [76]. However, we will demon-
strate in Sec. V D that the improved midpoint scheme
can sometimes give results which are significantly more
accurate because the scheme (38) can be shown to be
second order weakly accurate for the linearized (additive-
noise) equations of Brownian dynamics [68]. The im-
proved midpoint scheme may also give improved stability
in certain cases, as we observe numerically in Section V E.
Note, however, that both midpoint schemes are explicit
and are thus subject to stability limits on ∆t, dictated
by the stiffness of the applied forces F (q).
V. RESULTS
In this section we test the performance of the FIB by
simulating a number of scenarios of increasing complex-
ity. We start by confirming that our spatial discretiza-
tion gives a mobility in agreement with known results
for a single particle in a slit channel. We then confirm
that our temporal integrators preserve the correct Gibbs-
Boltzmann distribution for both single and multiparti-
cle systems. After also verifying that the FIB method
correctly reproduces the dynamical correlations between
particles in the presence of shear flow and hydrodynamic
interactions, we compare our method to standard Brow-
nian Dynamics on the nonequilibrium dynamics of a col-
loidal cluster. Unless otherwise mentioned, the tests were
conducted using the simple midpoint temporal integrator
(33)-(35).
We have implemented the FIB algorithm in the open
source code IBAMR [77], a parallel implementation of
the immersed boundary method. The state-of-the-art
multigrid-based iterative Stokes solvers [49] implemented
in IBAMR enable us to efficiently solve the steady Stokes
equations for any combination of periodic, no-slip or
free-slip boundaries on the side of a rectangular do-
main, including in the presence of thermal fluctuations
[69]. Although IBAMR supports adaptive mesh refine-
ment (AMR) for deterministic time-dependent problems,
at present only uniform grids are supported for steady-
state flows with fluctuations. Unless otherwise specified,
the simulations reported here were performed using the
IBAMR implementation of the FIB method.
For periodic domains, no iterative solvers are neces-
sary for uniform grids since the discrete Fourier trans-
form diagonalizes the discrete Stokes equations and the
Fast Fourier Transform (FFT) can be used to solve the
steady Stokes equations very efficiently. This was used
by some of us to solve the inertial fluid-particle equa-
tions efficiently on Graphical Processing Units (GPUs),
as implemented in the open-source fluam CUDA code
[19]. Implementing the FIB method in fluam amounted
to simply changing the temporal integration scheme (for
both the fluid and the particle dynamics) to the mid-
point scheme (33)-(35), while reusing the core numerical
implementation. Note that we only use FFTs as a lin-
ear solver for the discrete Stokes equations, similar to
what is done in SIBM [50]. This means that the IBAMR
and fluam codes give the same results for periodic sys-
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tems to within solver tolerances. For periodic systems
at zero Reynolds number flow a much higher (spectral)
spatial accuracy can be accomplished by using a Fourier
representation of the velocity and pressure, as done by
Keaveny [20]. In fact, with proper care in choosing the
number of Fourier modes kept and the help of the non-
uniform FFT algorithm [78] one can construct a spatial
discretization where the truncation error is at the level
of roundoff tolerance [59]. In the presence of simple con-
finement such as a slit channel with only two walls, a
Fourier representation can be used in the directions par-
allel to the channel walls, along with a different basis
for the direction perpendicular to the walls. Here we do
not explore such specialized geometries and use a finite-
volume Stokes solver to handle more general combina-
tions of boundary conditions.
While the different tests performed have different rele-
vant timescales, there is an important common timescale
of diffusion given by the typical time it takes a free par-
ticle to diffuse a distance h, where h is the grid spac-
ing. The typical value of the diffusion coefficient of a
single spherical particle in a translationally-invariant sys-
tem can be obtained from the mobility µ via the Stokes-
Einstein relation, χself = kBTMself = kBTµI = χI,
and leads to χ ≈ kBT/(6piηa) in three dimensions, and
χ ≈ kBT (4piη)−1 ln (L/3.708a) in two dimensions [45],
where we recall that a is the effective hydrodynamic ra-
dius of a blob and L is the length of the periodic domain.
In three dimensions there are well-known finite size cor-
rections to the mobility that are taken into account in
the calculations below [16, 19, 65, 73]. Based on the esti-
mated diffusion coefficient we can define a dimensionless
time step size through the diffusive Courant number
β =
2χ
h2
∆t.
This dimensionless number should be kept small (e.g.,
β . 0.25) in order to prevent a particle from jumping
more than one grid cell during a single time step. Note
that this time step limitation is much weaker than the
corresponding limitation in methods that resolve the in-
ertial dynamics, such as the Inertial Coupling method
[19]. Resolving the time scale of the momentum diffusion
requires keeping βν = 2ν∆t/h
2 = Scβ small, which re-
quires a time step on the order of Sc ∼ 103− 104 smaller
than the FIB method. Note, however, that in applica-
tions the time step may further be limited by other fac-
tors such as the presence of stiff inter-particle potentials,
as we discuss further in Section V E.
A. Mobility in a Slit Channel
The mobility of a single particle in a slit channel is
affected by the presence of the two walls. We estimate
this effect by placing a particle at multiple points across
a 128hx128hx32h channel with planar no-slip walls at
z = 0 and z = 32h, and periodic boundaries along the
x and y directions. For each position of the blob, a unit
force is applied either parallel and perpendicular to the
wall, the Stokes system (17) without the stochastic mo-
mentum flux is solved, and the resulting particle velocity
is calculated, giving the parallel µ‖ and perpendicular µ⊥
mobilities. The results of these calculations are reported
in Fig. 1.
Unlike the case of a single no-slip boundary [32], writ-
ing down an analytical solution for slit channels is com-
plex and requires numerically-evaluating the coefficients
in certain series expansions [37]. For the parallel com-
ponent of the mobility, Faxen has obtained exact series
expansions for the mobility at the half and quarter chan-
nel locations,
µ‖
(
H =
L
2
)
=
1
6piηa
[
1− 1.004 a
H
+ 0.418
a3
H3
+0.21
a4
H4
− 0.169 a
5
H5
+ . . .
]
µ‖
(
H =
L
4
)
=
1
6piηa
[
1− 0.6526 a
H
+ 0.1475
a3
H3
−0.131 a
4
H4
− 0.0644 a
5
H5
+ . . .
]
where H denotes the distance from the blob to the near-
est wall, and L is the distance between the walls. Here
we neglect the corrections coming from the use of peri-
odic boundary conditions in the x and y directions. As
seen in Fig. 1, the exact results of Faxen are in excellent
agreement with the numerical mobilities.
For other positions of the blob, we employ two different
approximations. Both of these make use the Modified Co-
herent Superposition Assumption (MCSA) approxima-
tion to the unwieldy full expression for the mobility [37].
This approach considers an infinite sum of reflections of
the single-wall solutions in another wall [79]. In Fig. 1
we show two MCSA approximations which we evaluated
using (c.f. Eq. (9) in Ref. [79])
µ(2)
µ0
=
{
1 +
∞∑
n=0
(−1)n
[
µ0
µ(1)(nL+H)
− 1
]
+
+
∞∑
n=1
(−1)n
[
µ0
µ(1) ((n+ 1)L−H) − 1
]}−1
(39)
where µ(2) is either the parallel µ
(2)
‖ or the perpendicular
µ
(2)
⊥ mobility in the slit channel, µ0 is the mobility in an
unbounded domain, and µ(1) is the parallel or perpendic-
ular single-wall mobility. Note that µ(2) ≈ µ(1) when the
distance between the walls is very large, L H  a, as
it must. Both of the the MCSA approximations are for
an infinite slit geometry, whereas we use periodic bound-
ary conditions in the directions parallel to the walls; we
expect this has a small effect on the value of the mobility
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Figure 1: Mobility (relative to unbounded flow) of a blob of
hydrodynamic radius a in a slit channel of thickness ∼ 25.5a
in the directions parallel (blue lines and symbols) and perpen-
dicular (green lines) to the confining no-slip walls as a function
of the distance H to the wall (expressed here in terms of the
blob hydrodynamic radius a), in three dimensions. Note that
small oscillations appear due to numerical grid artifacts. For
the parallel mobility, simulation is in excellent agreement with
two exact results obtained by Faxen (symbols), and over the
range of distances where the blob does not overlap the wall,
the results are in good agreement with the MCSA approxi-
mation for a blob in a channel (dashed lines, see eq. (40)).
Also shown is the MCSA approximation for a hard sphere in
a channel (dotted lines, see eq. (41, 42)) [79].
calculated due to hydrodynamic screening, as evidenced
by the match with the exact results by Faxen.
We compare our numerical mobility to two different
evaluations of (39), based on two different approximation
for the single-wall mobility µ(1). The first is given by
Swan and Brady [32],
µ
(1)
⊥ (H)
µ0
= 1− 9a
8H
+
a3
2H3
− a
5
8H5
(40)
µ
(1)
‖ (H)
µ0
= 1− 9a
16H
+
2a3
16H3
− a
5
16H5
,
as a generalization of the Rotne-Prager tensor using
Blake’s image construction for a single wall [60]. As such,
we expect this result to be accurate for blob particles near
a single wall, and we see good agreement in Fig. 1. We
also use a second expression for µ(1) which more closely
approximates a hard sphere. For this approximation, the
perpendicular mobility is given by a semi-empirical ratio-
nal relation approximation to an exact series of Brenner
[80],
µ
(1)
⊥ (H)
µ0
=
6
(
H
a
)2
+ 2
(
H
a
)
6
(
H
a
)2
+ 9
(
H
a
)
+ 2
. (41)
The hard sphere approximation to the parallel single wall
mobility is given by a combination of a near-wall expres-
sion derived using lubrication theory and a truncated ex-
pansion in powers of a/H which is more accurate further
from the wall. The near-wall calculation involves a com-
plicated expression which we do not reproduce here (see
[81]), and it is used when H − a ≤ 0.05a. When the
blob is further from the wall, we calculate the single wall
parallel mobility from the exact power series expansion
truncated to fifth order [82],
µ
(1)
‖ (H)
µ0
=1− 9a
16H
+
1a3
8H3
− 45a
4
256H4
− a
5
16H5
. (42)
Both MCSA (39) approximations are seen to be in very
good agreement with our numerical results away from the
wall in Fig. 1. Near the wall, the fact that we use a min-
imally resolved “blob” model becomes relevant, and the
numerical results agree more with (40) than with (41,42).
The approximations (40) and especially (41,42) are in-
tended to work only for H > a. In particular, the Swan-
Brady Rotne-Prager-Blake tensor only ensures an SPD
mobility when the blobs do not overlap the wall or each
other. By contrast, our numerical calculation does not
diverge when the blob overlaps the wall, giving instead
a mobility that smoothly decays to zero as the centroid
of the blob approaches the wall, and is SPD for all blob
configurations as long as all blob centroids are inside the
channel. Close to the wall our numerical results are ex-
pected to be in close agreement with the Rotne-Prager-
Yamakawa-Blake tensor [83], which is, unfortunately, not
available in closed form.
B. Diffusion Coefficient
As explained in Section IV A, we chose the midpoint
form of the predictor corrector (34,35), because this gives
an accurate diffusion coefficient even for large time step
size ∆t. Here we confirm this by numerically estimating
the time-dependent diffusion coefficient of a single freely-
diffusing particle in a two dimensional periodic domain
χ(s) =
1
2ds
〈
‖q(t+ s)− q(t)‖2
〉
for a range of time step sizes. For comparison, we also
try a simple trapezoidal predictor-corrector scheme that
replaces (34,35) with
q?,n+1 = qn + ∆tJ nv
qn+1 = qn +
∆t
2
(J n +J ?,n+1)v. (43)
This scheme is also a first-order weakly accurate integra-
tor, but does not satisfy the property (36).
Figure 2 shows that the midpoint predictor correc-
tor (34,35) gives a diffusion coefficient that agrees with
the theoretical result χ(s) = kBTµ independent of s to
within statistical error for time step sizes as large as
β = ∆t/τ = 2χ∆t/h2 = 1.43, where τ is the natural
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Figure 2: Normalized diffusion coefficient for multiple time
step sizes using the midpoint (34,35) or the trapezoidal (43)
predictor-corrector schemes.
diffusive time scale for this test. By contrast, the trape-
zoidal scheme (43) introduces a measurable truncation
error already for β & 0.2. Both schemes include an RFD
term to approximate the (small) drift term present due
to the discretization showing that the RFD term does
not ruin the accuracy of the diffusion coefficient for the
midpoint scheme.
C. Thermodynamic Equilibrium
One of the most important requirements on any scheme
that couples fluctuating hydrodynamics to immersed par-
ticles is to reproduce the Gibbs-Boltzmann distribution
(4) at thermodynamic equilibrium, independent of any
dynamical parameters such as viscosity. In prior work
[19], we confirmed that when fluid and particle inertia
are consistently included in the formulation, the numer-
ical method reproduces the correct equilibrium distribu-
tion for both the particle positions and the appropriate
Maxwell-Boltzmann distribution for the particle veloci-
ties. In the overdamped limit considered here there are
no velocity degrees of freedom, but the method should
still reproduce the correct Gibbs-Boltzmann distribution
(4) for sufficiently small time steps. In this section we
consider several scenarios and verify that the FIB method
correctly reproduces the theoretical equilibrium distribu-
tion. As we demonstrate next, in the case of a non-
constant mobility this necessitates the proper inclusion
of the stochastic drift terms using the specialized tempo-
ral integration techniques we developed in Section IV.
1. Free Diffusion
In the continuum setting, for a single particle in a pe-
riodic system translational invariance implies that the
mobility does not depend on the position of the parti-
cle, and therefore ∂q ·M = 0. However, upon spatial
discretization, translational invariance is broken by the
presence of a fixed Eulerian grid on which the fluid equa-
tion is solved. Even though the Peskin kernels give excel-
lent translational invariance of the mobility, there is still
a fraction to a few percent (depending on the kernel)
variation in the mobility as the particle position shifts
relative to the underlying grid. Here we show that our
midpoint temporal integrators correct for this and en-
sure a uniform equilibrium distribution for the position
of freely-diffusing particles.
In this test, 3000 particles are allowed to diffuse freely
in a periodic two-dimensional domain of size 16h × 16h.
Because the particles do not exert forces on each other,
each of the particles is statistically identical to an iso-
lated particle diffusing in the same domain (even though
the particles are not independent because of the hydro-
dynamic interactions [72]), and at equilibrium their posi-
tions should be independent and uniformly distributed in
the periodic domain. A small time step size correspond-
ing to β ≈ 0.01 is used to approach the limit ∆t → 0.
The three-point Peskin kernel is used in order to maxi-
mize the lack of translational invariance.
For testing purposes, we dropped the RFD and cor-
rector stages in the simple midpoint scheme (33)-(35) to
obtain the Euler-Maruyama integrator,
− ηLv +Gpi = SnF n +
√
2kBT
∆t∆V
D˜W n
Dv = 0
qn+1 = qn + ∆tJ nv. (44)
Note that this temporal integrator is inconsistent with
the kinetic interpretation of the noise term, i.e., it is not
consistent with the Fokker-Planck equation (5); it is bi-
ased even in the limit ∆t→ 0.
The Euler-Maruyama method was compared with our
midpoint scheme (33)-(35) by computing an empirical
histogram for the equilibrium distribution of the position
of a particle inside a cell (due to translational invariance
of the periodic grid the distribution is the same in all
grid cells). The results in Fig. 3 show small but clear
artifacts in the equilibrium distribution when using the
Euler-Maruyama (44) scheme, specifically, the particle is
more likely to be found near the corners of the grid cell
instead of the center of the grid cell. By contrast, our
consistent integrator (33)-(35) give a uniform distribution
for the position of the particle for sufficiently small time
step sizes; the same is true for the improved integrator
(38), not shown.
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Figure 3: (Left panel) Normalized equilibrium probability distribution for finding a free particle at a particular position inside
a grid cell when using the Euler-Maruyama scheme (44). A slightly nonuniform distribution is observed, in disagreement with
the correct uniform Gibbs-Boltzmann distribution. This error does not vanish in the limit ∆t → 0. (Right panel) Using the
midpoint scheme (33)-(35) preserves the correct distribution. The small residual artifacts disappear in the limit ∆t→ 0. The
same color scale (with variation in the range 0.985− 1.015) is used for both panels.
2. Diffusion in a slit channel
One key strength of the FIB method is the ability to
handle non-periodic boundary conditions. In this test
particles are placed in a two-dimensional channel and al-
lowed to diffuse freely. When a particle comes within a
cutoff range w from one of the two no-slip walls, it is
repelled with a harmonic potential with spring stiffness
k,
U(H) =
k
2
(H − w)2 if H ≤ w and zero otherwise,
(45)
where H is the distance of the particle from the wall.
The total potential for the equilibrium distribution is the
sum of the top and bottom wall potentials. A long equi-
librium run is performed in order to compute an empir-
ical histogram for the marginal equilibrium distribution
P (H) for finding a particle at a given distance H from
the nearest wall (note that all particles are statistically
identical). We perform the simulations in two dimensions
in order to maximize the statistical accuracy. The values
of the simulation parameters are given in Table I. Note
that here we employ a relative large time step size in
order to test the robustness of our temporal integrators.
As illustrated in Fig. 4, the results of the midpoint
algorithm (33) with 100 particles compares favorably
to the correct Gibbs-Boltzmann distribution P (H) =
Z−1 exp (−U(H)/kBT ). We also test the biased Euler-
Maruyama scheme (44) for a single particle. This scheme
does not reproduce the thermal drift term from Eq. (18),
and thus yields an unphysical result where particles are
more likely to be found near the boundaries (see also
discussion in Section III.C in Ref. [37]).
Number of particles 100 (midpoint) or 1 (Euler)
wall “spring” constant k 6
(
kBT/h
2
)
wall potential range w 2h
dimensionless time step size β 0.023
domain width Lx 8h
domain height Ly 16h
Table I: Parameters used for the slit channel simulation results
shown in Fig. 4.
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Figure 4: Probability distribution of the distance H to one of
the walls for a freely-diffusing single blob (Euler-Maruyama
scheme (44)), as well as many non-interacting (midpoint
scheme (33)) blobs, in a two dimensional slit channel. The
correct (unbiased) (4) and the biased (47) Gibbs-Bolzmann
distribution are shown for comparison.
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In fact, the equilibrium distribution preserved by the
biased scheme (44) in the limit ∆t→ 0 can be calculated
analytically for a single particle. For one particle in a slit
channel, the x and y components of (1) decouple, and
the only interesting dynamics occurs in the direction per-
pendicular to the channel walls. The Euler-Maruyama
scheme (46) is consistent with the Ito equation
dH
dt
= −µ⊥(H)U ′(H) +
√
2kBTµ⊥(H)W2 (t) . (46)
By adding and subtracting kBTµ
′
⊥(H) we can convert
this into the kinetic stochastic interpretation,
dH
dt
= −µ⊥(H) U˜ ′(H) +
√
2kBTµ⊥(H)W2 (t)
+kBT µ
′
⊥(H)
= − µ⊥(H) U˜ ′(H) +
√
2kBTµ⊥(H) W2 (t) ,
where the biased potential is
U˜(H) = U(H) + kBT ln(µ⊥(H)).
This shows that the Euler-Maruyama scheme (46) pre-
serves the biased Gibbs-Boltzmann distribution corre-
sponding to the biased potential U˜(H),
PE(H) = Z˜
−1 exp
(
− U˜(H)
kBT
)
. (47)
The biased distribution PE(H) is shown in Fig. 4
with µ⊥ calculated numerically (see Fig. 1). The bi-
ased distribution indeed matches the simulation results
from the Euler-Maruyama scheme, confirming that the
correct equilibrium distribution is not preserved without
the RFD term and predictor-corrector steps. At the same
time, we see that the temporal integrator (33)-(35) pre-
serves the correct thermodynamic equilibrium distribu-
tion even in the presence of confinement.
3. Colloidal suspension
In this section we verify that our FIB algorithm gives
the correct equilibrium distribution P (q) for a multi-
particle system by computing the radial (pair) distribu-
tion function (RDF) g(r) for a periodic collection of N
colloidal particles interacting with a pairwise repulsive
truncated Lennard-Jones (LJ) potential V (r),
U (q) =
N∑
i,j=1
V
(∥∥qi − qj∥∥) ,
as described in more detail in Section 4.1 in Ref. [19].
The parameters used for these simulations are given in
Table II, and the GPU-based code fluam with the three
point kernel is used for these simulations [19]. In the left
panel of Fig. 5 we compare g(r) between a simulation
grid spacing ∆x 1
grid size 323
shear viscosity η 1
time step size ∆t Variable
temperature kBT 10
−3
LJ strength  10−3
LJ / hydro diameter σ 2
number of particles N 1000 (dilute) or 3300 (dense)
Table II: Parameters used in the colloidal suspension equilib-
rium simulations shown in Fig. 5.
where the particles are immersed in an incompressible
viscous solvent, and a standard computation of the equi-
librium RDF using a Monte Carlo algorithm to sample
the equilibrium distribution (4). We test the FIB algo-
rithm at two different densities, a dilute suspension corre-
sponding to a packing fraction based on the LJ diameter
of φ ≈ 0.13, and a dense suspension (close to the freezing
point) at packing fraction φ ≈ 0.42. Note that while the
minimally-resolved model here cannot accurately model
the dynamics (hydrodynamic interactions) at high pack-
ing fractions [31, 51], we do obtain the correct equilib-
rium properties because our formulation and numerical
scheme obey discrete fluctuation-dissipation balance for
any interaction potential and any viscosity.
As seen in Fig. 5, we obtain excellent agreement with
the Monte Carlo calculations even for time steps close to
the stability limit. The Brownian time scale here is[101]
τB =
a2
χ
=
6pia3η
kBT
≈ 2 · 104,
and the time step size is primarily limited (to ∆t . 100,
corresponding to β = 0.005, for the dilute suspension,
and ∆t . 50 for the denser suspension) by stability re-
quirements relating to the presence of the stiff LJ repul-
sion between the particles. Note that the time step size
in these simulations is substantially larger than those re-
quired in the Inertial Coupling scheme developed by some
of us in Ref. [19] (there, a time step of ∆t = 1 was used).
D. Particles in Shear Flow
In this section we verify the the FIB method correctly
models the dynamics of hydrodynamically-interacting
Brownian particles by computing time correlation func-
tions of the positions of particles in shear flow. Parti-
cles are anchored with a harmonic spring to their initial
locations and subjected to shear flow, as can be experi-
mentally realized by using optical tweezers to apply the
potential [84]. Brammert, Holzer, and Zimmerman have
performed theoretical analysis of this system [85, 86] and
provide explicit expressions used to test the accuracy
of our scheme. The numerical results presented below
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Figure 5: Radial pair correlation function g(r) for a suspen-
sion of particles interacting with repulsive Lennard-Jones po-
tentials at packing fractions φ ≈ 0.13 (dilute) and φ ≈ 0.42
(dense). Results from two different time step sizes are com-
pared to Monte Carlo (MC) simulations.
demonstrate the ability of our midpoint schemes to cor-
rectly reproduce the effect of hydrodynamic interactions
between distinct immersed particles.
Note that it is not possible to have an unbounded sys-
tem in a finite-volume approach; a finite system is nec-
essary and it is most convenient to use a large but finite
periodic system [102]. In these tests, we add a back-
ground shear flow with velocity u to the periodic fluctu-
ating component v calculated by the steady Stokes solver;
this mimics common practice in Brownian dynamics sim-
ulations of polymer chains in flow [26]. We will define y
as the direction of shear, and x as the direction of flow.
The background flow is of the form u (x, y) = (γ˙y, 0, 0)
for some constant γ˙. Note that the total flow u+ v is a
solution to the Stokes equations with the same forces that
generated v, but with boundary conditions modified to
match the added background flow. The resulting velocity
of the particle is then J (q)v+J (q)u. With a spherically
symmetric kernel and the constant-shear flow u, we have
J (q)u = u(q). To implement the addition of the back-
ground flow, we calculate J v without any modification
for the shear flow, and then separately add u(q). The
temporal scheme is then the same as (33)-(35) but with
J nv replaced by J nv + u (qn) and likewise J n+ 12v is
replaced by J n+ 12v+u
(
qn+
1
2
)
. Note that here q is the
position of the particle not on the periodic torus but in an
unbounded domain obtained by periodically replicating
the fixed unit cell. In our tests the particles are localized
to a single unit cell and do not interact with periodic im-
age particles; in more general situations such as sheared
suspensions more complicated approaches (reminiscent of
Lees-Edwards boundary conditions commonly employed
in molecular dynamics) are necessary to account for the
domain width, L 64h
hydrodynamic radius, a 1.04h
spring constant, k 1
(
kBT/h
2
)
time step size ∆t
τ
0.22, 0.11, 0.02
diffusive CFL number β 0.45, 0.22, 0.05
Weissenberg number 1.0
Table III: Parameters for the simulation of a single particle in
shear flow.
domain width, L 32h
well separation, b 5h
hydrodynamic radius, a 1.25h
spring constant, k 10
(
kBT/h
2
)
time step size ∆t
τ
0.3, 0.08
diffusive CFL numberβ 0.06, 0.015
Weissenberg number 1.0
Table IV: Parameters for the simulation of two particles in
shear flow.
lack of periodicity in shear flow [87]. Alternatively, one
can use periodic flows of the form ux ∼ sin ky with k
sufficiently small (i.e., periodic box sufficiently large) to
approach the limit k → 0.
1. A Single Particle
In this simulation, a single particle is placed in a
background shear flow and is attached to an anchor lo-
cation, q0, by a harmonic spring with potential U =
(k/2) ‖q − q0‖2. The strength of the shear flow relative
to the harmonic force is measured with the dimension-
less Weissenberg number, Wi = γ˙τ , where τ = (µk)
−1
is the timescale of the particle’s relaxation to its anchor
location due to the harmonic spring. Theoretical results
are given for three dimensions in Ref. [85], but the anal-
ysis also holds in two dimensions with the appropriate
diffusion coefficient. We perform the single-particle tests
in two dimensions and the two-particle tests in three di-
mensions.
The simulation parameters are given in Table III.
The strength of the spring is such that the equilibrium
Gaussian distribution for ‖q − q0‖ has a standard de-
viation of h (one grid cell). We define the fluctuation
x˜ = x− 〈x〉, where 〈x〉 is the average position, and sim-
ilarly for y. The time correlations Cxx(t) = 〈x˜(t)x˜(0)〉,
Cyy(t) = 〈y˜(t)y˜(0)〉 , and Cxy(t) = 〈x˜(t)y˜(0)〉 are then
calculated and compared to the known theoretical results
[85],
Cˆxx(t) :=
kBT
k
[
1 +
Wi2
2
(
1 +
|t|
τ
)]
e−|t|/τ
Cˆxy(t) :=
kBT
k
Wi
2
(
1 + 2
t
τ
H(t)
)
e−t/τ ,
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Figure 6: Normalized time correlation functions for a single particle in a harmonic potential in the presence of shear flow. As
the time step size is reduced, the numerical results converge to the theoretical expressions, substantially faster for the improved
midpoint algorithm. Error bars of two standard deviations are drawn, and are generally on the order of symbol size. (Left
panel) Autocorrelation of the displacement of the particle in the direction of flow, 〈x˜(t)x˜(0)〉. (Right panel) Cross correlation
of the displacements in flow and shear directions, 〈x˜(t)y˜(0)〉.
where H(t) is the Heaviside function. The time correla-
tions in the direction of shear, Cyy(t), are not influenced
by the background flow and are omitted. It can be seen
in Fig. 6 that the simulation results converge to the cor-
rect time correlations as the time step size is reduced,
which confirms that the FIB method’s accurately cap-
tures the dynamics of an immersed particle subject to
external forcing and flow.
Significantly more accurate time correlation functions
can be obtained by using the improved midpoint scheme
(38). Because the equations of motion of a single blob
in shear flow are additive-noise equations, the improved
midpoint scheme is second-order accurate. This is con-
firmed in Fig. 6 where we see that the second-order
scheme is able to obtain the same accuracy as the first-
order scheme with a time step that is an order of magni-
tude larger.
2. Two Particles
In the previous section, we tested the ability of our al-
gorithm to reproduce the dynamics of a single particle.
We now test the ability of our approach also correctly
capture the hydrodynamic interactions between parti-
cles. We extend the previous simulation to include two
particles, each in its own harmonic potential with min-
ima separated by vector of length b in the direction of
flow, U(q) = (k/2) ‖q − qmin‖2, where qmin are the posi-
tions of the minima of the two harmonic wells. The shear
flow used is the same as in the previous section. In this
simulation we study the correlations between the motion
of particle 1 and particle 2 (cross-correlations), as well
as correlations of particle 1 with itself (self-correlations).
The self-correlations are different from the single-particle
case due to the disturbances in the fluid caused by the
presence of the second particle.
Theoretical results are calculated in Ref. [86] for an
infinite domain by linearizing the equations around the
equilibrium location of the particles q¯ (which is in general
different from qmin) and forming equations of motion for
the fluctuations q˜ = q− q¯ under the assumption that q˜ is
small. This leads to a simple Ornstein-Uhlenbeck process
[86]
dq˜
dt
= Aq˜ − kM(q¯)q˜ +Bq˜ +M 12 (q¯)W (t) , (48)
where A is the shear rate tensor, A12 = A45 =
γ˙ and all other entries are zero, and Bij =
∂jM ik(q¯)
(
q
(k)
min − q¯(k)
)
. Because we have chosen to
have the shear flow in the direction that separates the
wells, we have that q¯ = qmin if we choose q¯
(2)
1 = q¯
(2)
2 = 0,
and therefore B = 0 and no derivatives of the mobility
are required. Since we employ periodic boundary condi-
tions for the velocity in our simulations, we approximate
M(q¯) using a periodic correction to the Rotne-Prager-
Yamakawa tensor calculated with an Ewald sum [88] and
evaluated at position q¯.
The simulation was run using a periodic three dimen-
sional domain, and the temperature was set such that
the standard deviation of the particles’ displacements
was
√
10h, keeping the particles near the potential min-
ima and thus giving better agreement with the linearized
theoretical calculations. The simulation parameters are
given in Table IV. The numerical time correlation func-
tions shown in Figs. 7, 8 and 9 are in good agreement
with the theoretical results for the moderate time step
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Figure 7: Time correlation functions for two particles bound by harmonic potentials in the presence of shear flow. (Left panel)
Autocorrelation of the displacement of one of the particles in the direction of flow, 〈x˜1(t)x˜1(0)〉. (Right panel) Correlation of
the displacements of the two particles in the direction of flow, 〈x˜1(t)x˜2(0)〉.
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Figure 8: (Left panel) Autocorrelation of the displacement of one of the particles in the direction of shear 〈y˜1(t)y˜1(0)〉. (Right
panel) Correlation of the displacements of the two particles in the direction of the shear, 〈y˜1(t)y˜2(0)〉.
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Figure 9: Cross correlation of the displacements of the two particles in the shear and flow directions, 〈y˜2(t)x˜1(0)〉 (left panel)
and 〈x˜1(t)y˜2(0)〉 = 〈y˜2(−t)x˜1(0)〉 (right panel).
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size. The error is improved as the time step size is de-
creased to better resolve the relevant timescale. Note
that the improved midpoint scheme (38) gives better
agreement with theoretical results, as it is second-order
accurate for this example because the equations of mo-
tion are essentially linear. Note that a visible mismatch
with the theoretical curve is seen for the cross-correlation
〈y˜1(t)y˜2(0)〉 in the right panel of Fig. 8; since the two
midpoint schemes are in agreement with each other this
mismatch comes from the approximations made in the
theory.
E. Colloidal Gelation
In this section, we confirm that the FIB method cor-
rectly reproduces the dynamical effect of multi-particle
hydrodynamic interactions for a collection of colloidal
particles interacting via excluded-volume (non-bonded)
interactions with an attractive tail. It has been demon-
strated that hydrodynamic interactions play a significant
role in the process of colloidal gelation [89]. Here we use
the FIB method to study a model test example of col-
loidal cluster dynamics, and compare the FIB results to
those of traditional Brownian Dynamics (with hydrody-
namic interactions).
As a simple test problem illustrating the effect of hy-
drodynamics on gelation, a 13-particle colloidal cluster
collapse example has been constructed in Ref. [89]. The
physical system consists of 13 blobs initially placed at the
vertices of an icosahedron (see Fig. 4 in Ref. [89]), and
then released to relax toward the thermodynamically-
preferred collapsed (bound) cluster of 13 spheres. In
the absence of hydrodynamic interactions the collapse
is rapid. In the presence of hydrodynamic interactions,
however, the cluster undergoes a slow rearrangement pro-
cess through multiple elongated configurations (see Fig.
4 in Ref. [89]) before it collapses. This results in a dra-
matic slowing down of the collapse when hydrodynamics
is accounted for.
The collapse of the cluster can be monitored via the
radius of gyration of the cluster Rg(t). An ensemble av-
erage 〈Rg(t)〉 over 64 trajectories obtained using the FIB
method is shown in Fig. 10. In the first set of simu-
lations, we employ periodic boundary conditions with a
grid of 323 cells and use the GPU-based code fluam with
the three-point Peskin kernel [19] and the simple mid-
point integrator. The second set of simulations were per-
formed using IBAMR on a periodic grid of 643 cells with
the four-point kernel and the improved midpoint integra-
tor. We use the Asakura-Oosawa depletion force with a
repulsive Lennard-Jones interaction, following Ref. [89].
Important parameters of our simulations are summarized
in Table V.
It is important to note that the time step size used
for these simulations is much smaller than the Brownian
time scale τB = a
2/χ ≈ 50. This is because the time step
size here is severely limited by stability considerations.
grid spacing ∆x 3.27
grid size 323
shear viscosity η 1
time step size ∆t 0.05 (simple) or 0.1 (improved)
temperature kBT 12.3
LJ strength  10
LJ / hydro diameter σ 6.4
number of particles N 13
Table V: Parameters used in the colloidal cluster collapse sim-
ulations shown in the right panel of Fig. 5. These are chosen
to match those in Ref. [89] as closely as possible.
The stiff hard-core repulsion between the particles and
the fact that the particles are close to each other due to
the attractive tail combine to make the simple midpoint
scheme unstable for ∆t > 0.05 (determined empirically).
The improved midpoint scheme shows slightly improved
stability and we have successfully used it for ∆t = 0.1,
however, the cost per time step is approximately doubled
so this improvement is not substantial. Achieving larger
time step sizes and avoiding exploding (unstable) trajec-
tories requires specialized temporal integration methods
such as Metropolization[103] [90]. Note that in a small
fraction of the trajectories (we only observed two such
trajectories) the cluster dissolves instead of collapsing.
This could be the signature of a rare event but it could
also be an artifact of numerical instabilities arising from
the stiff interparticle potentials; lacking better statistics
we have excluded these trajectories from the averages.
In Ref. [89], the authors compare their method to BD
without hydrodynamic interactions (HI) (i.e., employ a
mobility that it a diagonal matrix), but do not compare
to BD with hydrodynamic interactions. In the right panel
of Fig. 10 we compare the results from the FIB method
to BD with and without HI. We included hydrodynam-
ics using the free-space Rotne-Prager-Yamakawa (RPY)
mobility (7), and employed a simple Euler-Maruyama in-
tegrator with time step size ∆t = 0.05 instead of the
Fixman method since the divergence of the free-space
RPY mobility vanishes identically. The results in Fig. 10
demonstrate that both BD-with HI and the FIB method
reproduce the slowing down (relative to BD without HI)
in the cluster collapse and agree with each other. While
inclusion of higher-order effects such as stresslets and lu-
brication , may lead to some quantitative differences, our
results are already in good agreement with those in Fig.
4 in Ref. [89] and indicate that the primary effect comes
from the far-field hydrodynamic interactions.
VI. CONCLUSIONS
We have developed a method for performing Brownian
Dynamics (BD) with hydrodynamic interactions in con-
fined geometries such as slit or square channels or cham-
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Figure 10: Relaxation of the radius of gyration of a col-
loidal cluster of 13 spheres toward equilibrium, as obtained
by averaging 64 independent simulations. The FIB method
is compared to traditional Brownian Dynamics (BD) with
and without hydrodynamic interactions (HI). For compari-
son, FIB simulations were performed both using the fluam
code with the three-point kernel and a domain of 323 grid
cells, as well as using the IBAMR code with the four-point
kernel and 643 grid cells.
bers. Unlike traditional methods for BD, our FIB method
does not rely on analytical Green’s functions, and only
requires the numerical solution of a single steady Stokes
system per time step to capture both the deterministic,
stochastic, and thermal drift contributions to the over-
damped dynamics of the hydrodynamically-coupled par-
ticles. The FIB method is particularly appealing when
dealing with more complex boundary conditions such as
confined flows in non-trivial channel geometries, since an-
alytical solutions are quite involved and ensuring a posi-
tive semi-definite mobility is nontrivial, even in the pres-
ence of only a single no-slip planar wall [15, 32]. Com-
puting analytical solutions in cases where there are os-
mophoretic flows at the boundaries, as in active suspen-
sions of particles [48], is essentially impossible because
the boundary condition itself comes from the solution of
another nontrivial reaction-diffusion problem. The only
alternative would be to use relatively-expensive and com-
plex boundary integral methods [91–93], none of which,
to our knowledge, include the effects of thermal fluctua-
tions.
Following the completion of this work we learned about
a related recent extension of the SELM approach to use
a (P1-MINI) finite-element Stokes solver to generate the
hydrodynamic response [55], very similar to the approach
we independently took in this work. Note, however, that
our temporal integrators are different from the Euler-
Maruyama scheme used in Ref. [55], which requires cal-
culating the divergence of the mobility by other means
(We remark that the issue of computing the divergence
of the mobility does not appear to be addressed directly
in Ref. [55].). In terms of spatial discretizations, the key
relation −L−1LL−1 = L−1 is used in both works to gen-
erate the correct stochastic increments by simply solving
the saddle-point steady Stokes problem. A key differ-
ence, however, is that on the structured MAC grid used
in this work the generation of a stochastic stress tensor
with covariance ∼ −L is straightforward [69], where as
accomplishing the same for unstructured FEM grids ap-
pears to require an iterative stochastic multigrid method
[55]. Furthermore, the P1-MINI discretization is only
first-order spatially accurate and requires more degrees
of freedom (DOF) per cell, where as the structured stag-
gered (MAC) grid (which can be thought of as a partic-
ular FEM discretization) achieves second-order spatial
accuracy with only a single velocity DOF per grid face
and a single pressure DOF per cell center. This makes
the methods developed here particularly attractive, due
to their simplicity and efficiency, in simple confined ge-
ometries such as channels or chambers. At the same
time, unstructured FEM discretizations have a notable
advantage for complex geometries. Additionally, achiev-
ing variable spatial resolution is natural on unstructured
grids [55] but requires (block structured) adaptive mesh
refinement (AMR) techniques [77] on structured grids.
Adaptive resolution is very important at low densities of
suspended particles to avoid using a fine spatial grid to
resolve long-ranged hydrodynamics; this is in fact a key
advantage of using Green’s functions instead of numeri-
cal solvers. In future work we will consider solving the
fluctuating Stokes equations on block-structured refined
staggered grids.
The FIB method presented here and related methods
[20, 55] are only a first step toward the ultimate goal of
performing Brownian (i.e., overdamped) dynamics for a
collection of rigid and flexible bodies in flow in the pres-
ence of complex boundaries. Achieving that goal may
ultimately require a combination of techniques, such as
multipole series, immersed boundary [94] and immersed
finite-element [18], or boundary integral representations
for the suspended structures, together with cut cell (em-
bedded boundary) or finite-element methods [55] for rep-
resenting the complex geometry. What our work makes
evident is that thermal fluctuations are most easily and
consistently included by using fluctuating hydrodynamics
combined with appropriate multiscale temporal integra-
tors. This illustrates the power of a bottom-up approach
in which one starts with the fundamental formulation
of the fluid dynamics of suspensions [41–43] and then
coarse-grains in space and time to reach larger length
scales and longer time scales, instead of starting at the
top from a formulation of the equations of motion that
contains difficult-to-calculate objects such as multi-body
mobility or resistance tensors that hide all of the coarse-
grained information inside them.
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Appendix
Appendix A: Weak Temporal Accuracy
In this Appendix we show that the algorithms outlined
in Section IV are first order weakly accurate temporal in-
tegrators for the system (18). It suffices to show that the
first three moments of the numerical one-step increment
in time match to first order the moments of the exact
increment [95]. Without loss of generality, we consider
the case η = 1 for this analysis. The RFD term (37)
introduces an error proportional to δ2. This is a spa-
tial truncation error and will be ignored in the context of
temporal accuracy. Note that in practice, δ will be a very
small fixed value that introduces a negligible truncation
error to the approximation of the thermal drift.
For the continuous equation, we have, to first order,
∆qα ≡ qα((n+ 1)∆t)− qα(n∆t) (A1)
= ∆t(J nαµL−1µν Snνβ)Fnβ
+
√
2kBT
ˆ t
t′
J nαµL−1µν D˜νβdWβ
+ ∆t kBT∂γ · (J nαµL−1µν Snνγ) +O
(
∆t
3
2
)
,
where J , S and F are evaluated at the beginning of the
time step. The first moment of the true increment is
E[∆qα] ≡ ∆tJ nαµL−1µν SnνβFnβ +O
(
∆t2
)
+ ∆t kBT
[
J nαµL−1µν ∂γ(Snνγ) + ∂γ(J nαµ)L−1µν Snνγ
]
.
1. First Order Midpoint Scheme
Looking at the discrete increment to first order, we get,
∆¯qα ≡ qn+1α − qnα = ∆tJ nαµL−1µν SnνβFnβ
+ ∆tJ nαµL−1µν
kBT
δ
[Sνβ(qn + δ
2
W˜
n
)W˜nβ − Sνβ(qn −
δ
2
W˜
n
)W˜nβ ]
+ (∆t)
1
2
(
kBT
2∆V
) 1
2
∂γ(J nαµ)(qn+
1
2
γ − qnγ )L−1µν D˜νβWnβ
+
√
2kBT∆t
∆V
JαµL−1µν D˜νβWnβ +O
(
∆t
3
2
)
.
Inserting the expression for the predictor increment
qn+
1
2 − qn, simplifying and ignoring terms of order ∆t2,
along with terms of order ∆t
3
2 with zero expectation, and
terms of order δ2, we obtain
∆¯qα = ∆tJ nαµL−1µν SnνβFnβ
+ ∆t kBT J nαµL−1µν ∂γ(Snνβ)W˜nγ W˜nβ
+
∆t kBT
∆V
∂γ(J nαµ)
(
JγL−1ζ D˜ζηWnη
)
L−1µν D˜νβWnβ
+
√
2kBT∆t
∆V
JαµL−1µν D˜νβWnβ +O
(
∆t
3
2
)
.
The first moment of this increment is obtained by us-
ing the adjoint relation Jγ = Sγ∆V , as well as
L−1ζ D˜ζηL−1µν D˜νβ
〈
WnηW
n
β
〉
= L−1ζ D˜ζηD˜νηL−1µν = L−1µ by
virtue of (20),
E[∆¯qα] = ∆tJ nαµL−1µν SnνβFnβ +O
(
∆t2
)
+ ∆t kBT
[
J nαµL−1µν ∂γ(Snνγ) + ∂γ(J nαµ)L−1µ Snγ
]
,
which matches the O (∆t) terms in the continuous incre-
ment (A1).
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The second moment of the discrete increment,
E[∆¯qα∆¯
q
η] = 2∆t kBT JαµL−1µν Sνη +O(∆t2),
also matches the continuous second moment to second
order. Finally the third moments are both O(∆t2), be-
cause the order ∆t
3
2 terms are mean zero.
2. Improved Midpoint Scheme
We show here that the scheme given by Eq. (38) is
also first order weakly accurate. The discrete increment
for this scheme to first order is
∆¯qα ≡ qn+1α − qnα = ∆tJ nαµL−1µν
[
SnνβFnβ +
√
kBT
∆V∆t
D˜νβ
(
Wn,1β +W
n,2
β
)]
+
√
∆t kBT
∆V
∂η
(J nαµ) (qn+ 12η − qnη)L−1µν D˜νβ (Wn,1β +Wn,2β )
+
∆t kBT
δ
J nαµL−1µν
[
Sνβ(qn + δ
2
W˜
n
)W˜nβ − Sνβ(qn −
δ
2
W˜
n
)W˜nβ
]
+O
(
∆t
3
2
)
.
Inserting the expression for the predictor increment and
removing terms that are either O(∆t2), O(∆t
3
2 ) with
mean zero, or O(δ2), we get,
∆¯qα = ∆tJ nαµL−1µν SnνβFnβ
+
∆t kBT
∆V
∂η
(J nαµ) (J nηκL−1κρ D˜ρζWn,1ζ )L−1µν D˜νβ (Wn,1β +Wn,2β )
+ ∆t kBT J nαµL−1µν ∂β(Snνβ)
+
√
∆t kBt
∆V
J nαµL−1µν D˜νβ
(
Wn,1β +W
n,2
β
)
+O
(
∆t
3
2
)
.
The second and third terms on the right hand side of this
expression give us the thermal drift. The first moment
is identical to that of the simple scheme to O (∆t), as
is the second moment. The third moments of both the
discrete and continuous terms are already each O(∆t2).
Note that for the special case of additive noise, such as
for example the linearized equation (48), the improved
midpoint scheme can be shown to match the first five
moments of the true increment to O
(
∆t2
)
, and is thus
weakly second-order accurate (see Appendix A1 in Ref.
[68]).
Appendix B: Including Stresslet Terms
As summarized in Section II C and discussed at length
in the work of Maxey and collaborators [51, 52, 62], the
simple coupling between the fluid and the particles used
here correctly reproduces the hydrodynamic interactions
between particles only up to the Rotne-Prager level (in-
cluding in the presence of boundaries). This is because
only the monopole term (Stokeslet) is included in the
fluid-particle force, along with the Faxen correction for
the resulting particle velocity. As a consequence the
present approach can only accurately resolve the fluid
flow at distances larger than the typical size of the parti-
cles. For traditional applications of Brownian Dynamics
such as polymeric fluids [26, 27, 29, 96] this is probably
sufficient, since polymer chains are themselves described
at a coarse-grained level and in reality they are not made
of a collection of rigid spheres linked with spheres or rods.
For colloidal suspensions, however, at higher packing den-
sities one must include higher-order multipole terms in
order to more accurately capture the hydrodynamics,
as done in the method of Stokesian Dynamics [31] and
the improved Force Coupling Method (FCM) [51]. This
amounts to including the anti-symmetric component of
the dipole (rotlet) and the symmetric components of the
dipole (stresslet) force terms. Note that here we do not
discuss lubrication forces.
It is not difficult to extend our approach to also include
the rotlet contributions, as has been done by Keaveny
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[20] in the fluctuating FCM method. Firstly, particle
rotational degrees of freedom would need to be added
to the blob description, along with an angular velocity
ωi for each blob. We would need to impose an addi-
tional rotational no-slip constraint, requiring that the
particle rotate with the locally-averaged angular velocity
of the fluid, ω = J (∇× v) /2, and distribute (spread)
the torque τ applied on the particles as a torque den-
sity fτ = ∇ × (Sτ ) /2 in the fluid momentum equa-
tion. This type of approach has already been employed
in deterministic immersed-boundary methods to model
suspensions of neutrally-buoyant semi-rigid rods [97, 98].
The FIB method and the discrete fluctuation-dissipation
results we presented continue to apply since inclusion of
rotation simply amounts to augmenting the local averag-
ing and spreading operators. The main difficulties are in
developing a translationally-invariant and accurate dis-
cretization for the curl operator and its adjoint therot
operator, including in the presence of boundaries.
Inclusion of the stresslet contributions, on the other
hand, is not trivial as it requires including an additional
rigidity constraint on the locally-averaged deformation
tensor, as proposed by Maxey and collaborators in the
context of the deterministic FCM [51] and extended to
account for thermal fluctuations by Keaveny [20]. In this
appendix we present the continuum formulation includ-
ing stresslets, and demonstrate that the random incre-
ments can easily be generated by including the random
stress in the Stokes equations. This has already been ob-
served and proven by Keaveny in the Appendices of Ref.
[20]; here we present a simple proof using compact opera-
tor notation [17]. Importantly, we do not rely on periodic
boundary conditions and Fourier transform techniques,
thus demonstrating that the power of the fluctuating hy-
drodynamics approach to modeling Brownian motion in
confined suspensions.
We will omit rotlet contributions here by focusing on
the case when there are no torques applied on the parti-
cles and assuming that the particles are spherical, so that
their orientation does not affect the external or inter-
particle forces. We can account for the rigidity of the
particle by including a constraint that the locally the
rate of strain of the fluid velocity vanish inside the par-
ticle, approximated here in a spirit similar to the no-slip
constraint (13) [51],ˆ
δb (qi − r)
[
∇v (r, t) +∇Tv (r, t)
]
dr ≡ (Kv)i = 0.
(B1)
Here K (q) is linear integro-differential operator that
locally-averages the strain rate. In principle a different
kernel δb 6= δa can be used here in order to better approx-
imate the behavior of a rigid sphere [51]. In the discrete
setting one would have to construct a discrete operator
(matrix) K that gives good translational invariance; this
is a nontrivial task that amounts to constructing an im-
mersed boundary representation of force dipoles similar
to that for monopoles constructed by Peskin [54]. Enforc-
ing the constraint (B1) requires including Lagrange mul-
tipliers (stresslets) Λi in the velocity equation (9) [51],
∇ · v = 0 and
ρ∂tv +∇pi = η∇2v +
√
2ηkBT ∇ ·Z + f th (B2)
+
∑
i
F iδa (qi − r) +
∑
i
Λi∇δb (qi − r) ,
where the unknown stresslets Λi are symmetric traceless
d× d tensors that need to be solved for.
Putting the pieces together and using compact com-
posite operator notation we can write the equations of
motion including stresslet terms in a form that applies
either to the continuum or the spatially-discretized equa-
tions,
ρ∂tv = ηLv +D
?pi +K?Λ + f (B3)
Dv = 0
Kv = 0
where Λ = {Λ1, . . . ,ΛN} are unknown stresslets and
f = J ?F +
√
ηkBT D˜W + f th. (B4)
The (translational) dynamics of the particles continues to
be described by the no-slip condition dq/dt = J v. It is
evident from the form of (B3) that the rigidity constraint
Kv = 0 is in principle no different from the divergence-
free constraint, except for the fact that K (q) depends on
the configuration of the particles just like J (q) does. In
fact, as observed by Keaveny [20] and also used in Stoke-
sian Dynamics, the inclusion of stresslets simply amounts
to redefining the mobility matrix, and the overdamped
limiting dynamics for the positions of the particles is still
given by (3). Equation (3) in fact applies much more
generally and is not specific to multipole expansions.
The form of the modified mobility matrix can be ob-
tained by deleting the inertial term ρ∂tv and solving the
augmented steady Stokes system (B3) using a Schur com-
plement approach, to obtain
v =
[
L−1 −L−1K? (KL−1K?)−1KL−1]f = Nf ,
where L−1 is the (discrete) inverse Stokes operator given
by (29) (note the identical structure ofL−1 andN ). This
gives the mobility matrix
M = JNJ ? = JNS.
Just as without stresslets, by solving the steady Stokes
equation with the random forcing (B4) one can compute
both MF and the stochastic increments. That, is the
square root of the mobility matrix can be taken to be
M 12 = JN D˜, as evident from the identity
JN
(
D˜D˜
?
)
N ?J ? = JNS = M,
which is the generalization of (31) to account for
stresslets.
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This shows that, in principle, it is relatively straight-
forward to incorporate both boundary conditions and
stresslets into the FIB algorithm and thus do Stokesian
dynamics without Green’s functions. In practice, there
are significant challenges to surmount to accomplish this
goal. The main difficulty is that solving the system (B3)
efficiently in the presence of nontrivial boundary condi-
tions is hard and requires the development of novel pre-
conditioners. For periodic domains one can use Fourier
transform techniques to diagonalize the Stokes operator,
as used by Keaveny [20], but in general one cannot easily
decouple the computation of the stresslets from solving
the Stokes system. Furthermore, a nontrivial general-
ization of the temporal algorithms developed here is re-
quired to obtain the correct thermal drift term which
comes from the fact that N (q) depends on the configu-
ration because K (q) does.
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