Gaseous detonations are supersonic combustion waves propagating through a reactive mixture or a pure compound. They consist of an inert shock followed by a reacting flow ignited by the post-shock conditions. Detonations have been extensively studied since their discovery 135 years ago. In ordinary conditions, the shock-reaction complex of a planar detonation is unstable to longitudinal and transverse disturbances. Experiments of the late 1950s have established that the spatiotemporal structure of unstable detonation fronts differ notably from the dissipative structures of other systems out of equilibrium such as flames, crystal growth or Rayleigh-Benard convection, etc. The problem is here of a nonlinear hyperbolic nature. Molecular transports are negligible in the reacting gas. The Euler reactive equations have to be solved with boundary conditions given by the shock wave. One striking observation is the formation of Machstems with triple point configuration propagating transverse to the shock front at nearly the sound speed, yielding the so called ''diamond'' or ''fish scale'' pattern that are observed by markings left on soot-coated foils at the walls. The cell size, which is much larger than the detonation thickness, has been empirically correlated to the critical conditions of detonation initiation "or quenching…. Such critical conditions are of great importance in practical applications, specially in nuclear reactor safety. In astrophysics, the cellular structures of detonations may have an impact on the spectra of type I supernovae. Until recently, physical insights were elusive and there was no convincing explanation of these phenomena that are still tackled in practical applications by empirical correlations. Understanding of the dynamics of overdriven detonations has been significantly enhanced by the theoretical analyses of the last 10 years, based on asymptotic solutions of the nonlinear hyperbolic problem, in the double limit of a small difference of the specific heats "Newtonian limit… and a large propagation Mach number. The nature of the planar oscillatory instability of the shock-reaction complex has been identified as resulting from the sensitivity of the heat-release kinetic to the temperature. This phenomenon has been described by a model integral equation. A purely hydrodynamic "multidimensional… instability develops even in the absence of thermal sensitivity by coupling the longitudinal dynamics of the shockreaction complex with transverse perturbations to the leading shock. A weakly nonlinear analysis describing cusps of the shock front "propagating in the transverse direction… then leads to a description of the ''diamond'' pattern. On the other hand the critical conditions for initiation and quenching have been obtained as turning points of the quasi-steady nonlinear solutions of curved detonation fronts. These theoretical results yield predictions that are quantitatively in good agreement with experiments and direct numerical simulations. Based on these results, the relations between all these phenomena may then be systematically investigated. A review of these analyses is presented below, including the new physical insights that they have provided.
measured their propagation velocity in 1873. The discovery was reported in the journal Nature ͑issue of October 1873͒ in the following terms '' . . . the detonation of gun-cotton travels more rapidly than any other known medium, with the exception of light and electricity.'' 1 A short time later, detonation waves were observed in gaseous mixtures in 1882 by Berthelot and Vieille 2 who also measured the propagation velocity. The first computation of the propagation velocity of the so-called Chapman-Jouguet ͑CJ͒ regime, defined as the marginal speed compatible with conservation of mass, momentum and total energy, was first carried out, as early as 1890, by a young Russian scientist, Mikhel'son, in his Ph.D. thesis of Moscow University. This theoretical result does not require a knowledge neither of the detonation structure nor of the chemical kinetic, it involves only computation of the chemical thermodynamic equilibrium in the burned gases. As early as August 1900, Vieille 3 was the first to report that a supersonic velocity of propagation is possible only if the exothermic reaction proceeds downstream a leading inert shock wave, considered as an hydrodynamic discontinuity ͑with Rankine-Hugoniot jump conditions͒, see Fig. 1 . The existence of shock waves was predicted forty years before, in the form of singularities in the solutions of the Euler equations, by the famous mathematician Bernhard Riemann in his theoretical study of nonlinear acoustics ͑1860͒. The first observations of shock waves are reported few time later in the experiments by Ernst Mach. These examples illustrate two basic ways for the scientific knowledge to develop: New phenomena are discovered by experiments and explained by theoretical analyses afterwards ͑Michelson's experiment in 1880, and Einstein theory of special relativity in 1906͒, and/or theoretical analyses validated by experimental studies that are carried out afterward ͑Einstein's general relativity 1916͒. The first computation of the so called ZeldovichNeumann-Döring ͑ZND͒ detonation structure of a planar wave solution traveling at constant speed was carried out in 1940, 40 years after Vieille's description! This illustrates the time scale that it may take for understanding and describing in mathematical terms a phenomenon after its discovery. Unsteady and multidimensional characters of the propagation regimes were observed even earlier, in 1926 ͑spinning detonations͒, while more systematic experimental investigations of pulsating and cellular detonations were developed since the late 1950s, see the classical monograph of Shchelkin and Troshin. 4 
State of the art and challenging problems
It is now well established that unsteady and multidimensional phenomena with eventual chaotic aspects, are involved in the propagation regimes observed in experiments, exhibiting invariably cellular structures, with formation of Mach stems traveling transverse to the front at approximately the sound speed in the burned gas, see Figs. 2 and 3. As for flames, planar detonations propagating at constant velocity are unstable in ordinary conditions. Many efforts, including the pioneering stability analysis of Erpenbeck 5 in 1964 and the spectacular advances in numerical simulations since the early 1980s, have been devoted to describe these phenomena. It is only during the last decade that physical insights have been significantly improved.
The main experimental result, that is well established since the 1970s and unexplained until recently, is that the order of magnitude of the characteristic length-scales involved in the unsteady phenomena is typically larger than the detonation thickness, l t Ϸl i ϩl e , involving the inductionzone length l i and the exothermal reaction-zone length l e . These length-scales are related to the chemical time scales through the gas particle velocity, see next section. For example, the cell size of cellular detonations is larger than l t in ordinary conditions, by a factor ranging from 10 for H 2 -air mixture to 50 for C 2 H 4 -air mixture, 6 the factor becoming of order unity only in very particular conditions, near H 2 -lean-limit where l t increases strongly. Other examples are the critical tube diameter and the critical radius involved in direct initiation, that are larger than l t by two orders of magnitude at least. Simple dimensional analyses cannot explain such a discrepancy, nonlinear coupling between gasdynamics and chemical kinetics are involved in the selection of the length-scales controlling the dynamics. What are there? How sensitive are the results to details of the chemical-kinetic? In other words, what are the relevant parameters and how many are there?
It was known qualitatively from a long time that, generally speaking, the thermal sensitivity of the reaction rate is an essential ingredient. More detailed quantitative answers have been recently provided by analytical studies coupled with well-conceived numerical simulations of simplified configurations. As for all complex systems, a systematic reduction of the complexity is a key point for studying combustion waves. More precisely, understanding is provided by the study of simplified models involving a minimum number of parameters to represent with a good accuracy a maximum number of experimental data. Another key point is that, in many cases, the main qualitative features and accurate quantitative predictions may be picked up at the leading order of a perturbation analysis in some limiting values of the parameters. The most famous example in combustion is the pioneering asymptotic analysis of Zeldovich and FrankKamenestkii ͑1938͒ for planar flames in the limit of a large activation-energy. This was followed 45 years later by a fairly complete description of the dynamics of curved and/or wrinkled fronts of laminar flames, carried out by extending the method to multidimension cases in which chemical kinetics, molecular diffusion and hydrodynamics ͑due to gas expansion͒ are coupled. [7] [8] [9] Advances in detonation theory have been obtained during the last decade by following a similar approach, including pulsating and cellular detonations, critical conditions for initiation, dynamical quenching and transition from deflagration to detonation in confined channels. Among the problems that are well documented by experiments, 6, 10 but are still immature, at least from a theoretical point of view, is the transition from deflagration to detonation ͑DDT͒. Promising numerical and theoretical analysis have been carried out recently for DDT in closed tubes, in the same vein as the 30 year old outstanding experimental observations on the topic. 10 The unconfined case which is of great importance in many situations, from safety of nuclear reactors to supernovae explosions in astrophysics, is still widely open. All these results are review in the present paper. The topic of hydraulic resistance and multiplicity of detonation regimes recently reviewed by Sivashinsky 9 is not considered here.
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STRUCTURE OF PLANAR DETONATIONS
Gaseous detonations are supersonic combustion-waves that may be either piston-supported or self-sustained. According to the Vieille-ZND structure shown in Fig. 1 , a planar detonation consists of an inert shock, followed by a reacting gas flow. The ignition of the reaction downstream the leading shock is produced by the temperature increase due to the compression by the shock wave. The reacting flow is subsonic relative to the shock, and the local Mach number M (M р1) increases with the distance from the leading shock due to the heat-release by the chemical reaction. For pistonsupported detonations ͑overdriven regimes͒, the supersonic velocity of propagation decreases with the subsonic piston velocity. Below a minimum velocity of the piston, the wave propagates in a self-sustained manner at the ChapmanJouguet ͑CJ͒ velocity. The flows becomes sonic at the end of the reaction zone of a CJ wave, while it remains subsonic for a piston-supported detonation. For ordinary CJ detonations propagating in gaseous mixtures, the propagation velocity varies between 1500 and 3500 m/s, with a propagation Mach number M o between 4.5 and 9, and the detonation thickness l t which increases when decreasing M o is typically between few 10
Ϫ2 mm and few 10 Ϫ1 mm. 
Sensitivity to temperature
The phenomenon at the root of the Vieille-ZND structure is similar to the one in the ZFK study of flames. It lies on the sensitivity to the temperature of the overall reaction rate, resulting from an activation energy E which is large compare to the thermal energy, Eӷk B T, a key point to keep a cold mixture far from the composition at chemical equilibrium
where 1/ r and 1/ coll denote the reaction rate and the elastic collision rate, respectively, and B is a nondimensional parameter of order unity, depending weakly on temperature and pressure. Typical value of the Arrhenius factor Be ϪE/k B T for temperature about 1000 K is 10 Ϫ4 . Equation ͑1͒ means that many elastic collisions occur between two consecutive reactive collisions. While the strong shock is a few mean free paths thick, the chemistry associated with the large activation energy causes the reaction region to be much larger, of macroscopic size, typically 10 Ϫ1 mm. The very subsonic nature of flame propagation is also a consequence of Eq. ͑1͒. The chemical reaction rate being balanced by thermal conduction, dimensional arguments lead to the following order of magnitude for the flame velocity, U o ϷͱD/ r , where, according to the elementary transport theory in gases, the diffusion coefficient is evaluated in terms of the speed of sound a as DϷa 2 coll . According to Eq. ͑1͒, a balance of molecular diffusion and chemical reaction leads to a transcendentally small Mach number of flame propagation,
On the other hand, the molecular diffusion is negligible in the flow of compressed gas downstream to the leading shock of an ordinary detonations. The Mach number of the subsonic flow is typically 0.2-0.3, which is too large for the molecular transport to be nonnegligible, 1ϾM ӷͱe ϪE/k B T Ϸ10 Ϫ3 Ϫ10 Ϫ2 . Except across the inner structure of the leading ͑inert͒ shock wave, molecular transports of mass and energy are negligible, and the flow of compressed gas is governed by the reactive Euler equations. The distributions of heat release rate, species concentration, density and temperature are then governed by a balance between convection and chemical kinetics, the velocity of gas particles spreading the chemical evolution in time along the normal distance to the front. The growth rate of entropy production downstream to the leading shock wave results mainly from the rate of the irreversible reaction.
The complex chemistry involved in combustion of gaseous mixtures cannot be fully represented by a simple law as in Eq. ͑1͒. In flame theory, Eq. ͑1͒ is used with r denoting the characteristic time for the overall exothermal reaction, while in detonations it is more appropriate to consider Eq. ͑1͒ as an expression for the time-delay of the induction period, i , with T denoting the temperature of the fresh mixture at the Neumann state, TϭT N , in the compressed gas just downstream to the inert shock. More precisely, the distribution of heat-release rate characterizing the inner structure of a detonation exhibits an induction period downstream the leading shock, where the heat-release is negligible, ended by a run-away where the heat-release rate increases abruptly, followed by a relaxation period where the temperature increases, see Fig. 4 . However, in ordinary detonations, away from the detonability limit, the chemistry, despite its complexity, introduces one single basic time scale. This is due to the fact that the characteristic time of heat-release, e , elapsing from the run-away ͑at the end of the induction process͒ to the end of the exothermic reaction, is typically of the same order of magnitude as the induction time, i which varies between 10 Ϫ4 and 10 Ϫ6 s. The duration of the run-away being much shorter than i and e , the transit time for a fluid particle to cross the entire detonation structure is t Ϸ i ϩ e . The flow being subsonic, the acoustic waves introduce time scales shorter than t .
According to Eq. ͑1͒, i is decreasing ͑increasing͒ of order unity with increasing ͑decreasing͒ slightly T N . The order of magnitude of the induction-zone length l i is given by the relation l i Ϸu N i where u N is the gas velocity relative to the shock at the Neumann spike. According to Eq. ͑1͒, the induction length increases of order unity with decreasing slightly the propagation velocity, i.e., with decreasing T N by a small amount, (
where ␤ is a large number ͑Zeldovich number͒, typically between 5 and 10, measuring the thermal sensitivity, and subscript o denotes a reference state. This description is valid, except near the detonability limit where the inductionzone length increases even more strongly, see below.
Detonability limit
Beside the effects of confinement ͑heat and/or momentum losses at the wall͒, the detonability limit is related to the chemical-kinetic, and more precisely to the existence of a well known transition in the combustion regime defined by a cross over temperature T*, about 1000-1200 K for most hydrocarbons or hydrogen-air mixtures, at which the rate of chemical heat-release presents a sharp transition. Below T* the rate becomes smaller, by many orders of magnitude, and may be neglected in first approximation. The chemicalkinetic developing in detonation waves may be well represented by a three-step chain-branching model, including a very temperature-sensitive chain-initiation reaction, a temperature-sensitive chain-branching reaction and a temperature-independent chain-termination, 11 see Fig. 5 . The model is an extension of a two-step chain-branching model, used extensively in the past, 12 the extension being obtained by adding an initiation step. In this model, T* is defined by the temperature at which the rate of the chain-termination reaction equals the chain-branching rate, ϭ1, as for the so called ''second explosion limit,'' see classical textbooks. In the absence of molecular diffusion, the chain-initiation step is essential in detonations to initiate the production of radicals by the chain-branching reaction. The induction-zone length l i diverges when approaching the detonability limits like l r /(1Ϫ) where р1 is the ratio of recombination reaction rate to the chain-branching reaction rate. 13 No detonation supported by the three-step model can exist with a Neumann temperature below the cross over temperature, T N ϽT*.
PULSATING DETONATIONS
The study of one-dimensional nonlinear oscillations of the shock-reaction complex, called pulsating detonations, is a preliminary step in studying the cellular structures and other unsteady phenomena of gaseous detonations. Onedimensional pulsating detonations were first observed during the 1960s in experiments and also in direct numerical simulations.
14 Such numerical studies, see Fig. 6 , as well as those of Erpenbeck 5 ͑1964͒ for the linear spectrum, including the neighborhood of the bifurcation, have been extended more recently by different authors. [15] [16] [17] The physical explanation of the oscillatory instability was enlightened in 1996 by a nonlinear analytical study of overdriven regimes, 18 in the distinguished limit of a large Mach number of propagation, M o 2 ӷ1 and a Newtonian limit, (␥Ϫ1)Ӷ1 (␥ ϵC p /C v is the ratio of specific heats͒, yielding a very small Mach number of the flow at the Neumann state,
The instability results from a loop involving acoustic and entropy waves. Such waves carry the flow perturbations emitted from the unsteady inert shock downstream across the shocked gases, producing modifications to the heat-release rate. The resulting pressure variations are sent upstream, back to the leading shock, by sound waves. In the above mentioned limit, to leading order, the flow behind the leading shock is quasi-isobaric, and the perturbation scheme brings in effects of post-shock pressurewave propagation at first order. 18 For strongly overdriven regimes, the low Mach number approximation is valid throughout the detonation structure, up to the end of the exothermal reaction.
Quasi-isobaric mass conservation and integral equation
The approximation of low Mach number leads to a clear distinction between the effects of compressibility ͑acoustics͒ ϪE br /k B T ; Chain-termination: R→ PϩQ, k ter ϭ1, where k i , k br , and k ter are the constants of reaction. The chain-termination rate is used to define the unit of time. F represents a reactant ͑fuel or oxidizer͒, R a radical and P a product. The cross over temperature is defined by k br (T*)ϭ1. Hydrogen-air combustion corresponds to k B T No ӶE br ϽE i . Sufficiently away from the detonability limit, T N ϾT*, one has k i (T N ) Ӷ1Ӷk br (T N ), and the mass-weighted induction-zone length is approximately given in non dimensional form by i Ϸk br
, which is typically of order unity for the constants of reactions of H2-O2 ͑Refs. 11 and 13͒. This shows that the induction delay is of same order as the chaintermination time, and that the parameter characterizing the thermal sensitivity of the induction-zone length in Eq. ͑2͒ is ␤ϷE br /k B T No . For a fixed value of i , the stiffness of the run-away increases by increasing k br (T N ), denoted by k BN on the figures.
and the quasi-isobaric expansion of the reacting gas. Two simplifications appear, the pressure effects are negligibly small in the balance of internal energy, and the time delays introduced in the loop by the sound waves being much shorter than the one introduced by the entropy wave, they may be neglected to leading order. According to mass conservation, the unsteady mass flux across the oscillatory leading shock must be balanced by the space integral from the shock to the end of the exothermal reaction of the substantial time derivative of the instantaneous density distribution. At the leading order of the quasi-isobaric approximation, this last quantity is the instantaneous distribution of heat-release rate, written in nondimensional form as w (,), where is the reduced time and Ϸ( No l io ) Ϫ1 ͐ 0 x dx is the reduced mass weighted distance from the shock ͑related to the transit time, Ϸ͐ 0 x dx/u). According to the species and temperature equations written in the same approximation, this distribution w (,) is simply related to the steady state distribution of planar overdriven waves propagating at a constant velocity ͑constant 
where Q is the heat-release per unit mass. In the left-hand side of Eq. ͑3͒, the linear Rankine-Hugoniot relation at the leading shock has been used, for expressing u N () in term of T N (). A more general equation, limited only by the small Mach number approximation, might have been obtained without using the linear approximation in the left-hand side of Eq. ͑3͒. This approximation however is sufficient to pick up the essential ͑linear and nonlinear͒ phenomena, because, according to Eq. ͑2͒, small variations of T N induce strong variations of w o (,T N ) in the right hand side of Eq. ͑3͒.
Oscillatory instability
The distinguished limit to be used is exhibited by introducing the thermal sensitivity in the form, w o (,T N ) FIG. 6 . Evolution of the shock pressure ͑Neumann spike͒, normalized by the initial pressure, obtained by direct numerical simulation of a plane piston-supported detonation for a onestep Arrhenius law and different values of the degree of overdrive, f ϭ(D/D CJ ) 2 . The time scale is here the half reaction time. The shock temperature T N decreases and the pulsating instability increases with decreasing f ͑increasing Q/C p T N ). The first picture corresponds to the instability threshold. A route to chaos by period doubling is observed in the next four pictures. Finally, a large increase of the period of slow propagation, representative of a dynamical self-quenching of strongly unstable waves, is observed in the last picture. Quite similar behavior is observed by the solution of Eq. ͑4͒ when decreasing the parameter b. Picture reproduced from Clavin and He ͑Ref. 18͒ ͑1996͒. (1) and ␤ӷ1. The large parameter ␤ measures the intensity of the thermal sensitivity, and the attention is limited to small variations of the Neumann temperature ͑⌰ of order unity͒. The spatial distributions ͑,⌰͒ and Ј() characterize the unperturbed onedimensional ͑1D͒ waves, and are fully governed by the chemical kinetics. Equation ͑3͒ is then written as
where b is a parameter of order unity in the double limit ␤ large and (␥Ϫ1) small. The oscillatory instability is exhibited by the linear approximation of Eq. ͑4͒, and the linear spectrum is obtained as the roots of Eq. ͑5͒ below, after setting ⌰()ϭe , with ϭsϩi, s denoting the linear growth rate ͑damping rate for sϽ0) and the frequency
For a given distribution Ј(), the solutions to Eqs. ͑4͒ and ͑5͒ exhibit a Poincaré -Andronov ͑Stuart-Hopf͒ bifurcation when b is decreased, leading to a limit cycle and to a chaotic behavior when b is further decreased, as also observed in direct numerical simulations, 16 -18 see Fig. 6 . This shows that the pulsating instability of overdriven detonations is promoted by increasing the heat release and/or the thermal sensitivity, and/or by decreasing T No , which means by approaching the CJ regime. Solutions to Eq. ͑5͒ show a discrete spectrum of eigenvalues , with a bifurcation occurring, for a given distribution Ј(), at a critical value bϭb c for which all the roots have a negative real parts (sϽ0) except a single one with sϭ0. The shock-reaction complex is linearly stable for bϾb c , and the instability develops when bϽb c . The shape of the distribution Ј() influences also strongly the stability. Stiffer is Ј(), larger is the critical value b c , and more unstable is the detonation. The dependence on the chemical-kinetic parameters controlling the distribution ͑,⌰͒ has been investigated with the three-step model. 13 For fixed values of the parameter b and of the heat-release time e , the instability increases with the induction delay i . 13 The finite time of heat-release, e 0, is an essential ingredient in the dynamic of pulsating detonations. The limit of the square-wave model, defined by a vanishing ratio of the time of heat-release to the induction-time, e / i →0, is singular, Ј()→␦Ј(Ϫ i ) where i is the nondimensional mass-weighted induction-zone length ͑or nondimensional induction time͒. In this singular limit, the dynamics presents a pathological behavior ͑singularities after a finite time͒; the first equation in ͑5͒ takes the form of a difference-differential equation of the advanced type, ‫ץ/)(⌰ץ‬ϭb⌰(ϩ i ), and the second equation describes an infinite spectrum of discrete unstable modes having growth rate increasing unboundedly with increasing frequency.
A general conclusion of these results obtained within the framework of a quasi-isobaric approximation, is that the pulsating instability is not thermoacoustic, as thought before.
Dynamical quenching
In ordinary conditions when the function Ј() is sufficiently smooth, the oscillatory frequency at the bifurcation is, according to Eqs. ͑5͒, of the same order of magnitude as the inverse of the transit time for a fluid particle to cross the detonation structure 1/ t that is of order 1/ i . Near the detonability limit, the period of oscillations increases with i , and the pulsating solutions of Eq. ͑3͒ present the so-called ''dynamical quenching.'' 16, 18, 19 This phenomenon may be described as follows. During a deceleration period in the nonlinear oscillation, T N () decreases sufficiently to approach the cross-over temperature T*, the induction time i increases so much that a very long period of slow propagation occurs. The slightest disturbances may then quench the slow propagation regime by dropping T N () below T*. A somehow similar situation, with a very long slow propagation period is also described by the solutions to Eqs. ͑3͒ and ͑4͒ far away from the detonability limit, for strongly unstable situations when the thermal sensitivity and/or the heat release become large. 13 More surprisingly, this behavior is also observed with a simple one-step reaction model and a rate governed by an Arrhenius law 18 ͑no cross-over temperature͒, see Fig. 6 . All these phenomena have been also observed in direct numerical simulations using the one-step or the threestep reaction model.
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Effects of compressibility
Equations ͑3͒ and ͑4͒ are limited by the low Mach number approximation, valid throughout the detonation structure for strongly overdriven regimes in the Newtonian limit. The basic instability mechanism is captured by a quasi-isobaric post-shock approximation and the effects of compressibility have been included at the first order of a perturbation analysis. 18 The analysis shows that the sound waves have a stabilizing effect through a velocity coupling, indicating clearly that the oscillatory instability is just the opposite of an acoustic instability. The effects of compressibility also induce an increase in the delay due to the finite transit time of the sound wave propagating upstream ͑back to the leading shock͒.
The corrections introduced by the effects of compressibility may become quantitatively non-negligible near the CJ condition, but they do not change the qualitative description as now explained. Ordinary detonations have a subsonic induction region with a small Mach number, typically between 0.2 and 0.3, so that the subsonic approximation fails only in the part of the inner structure where the heat-release rate is no longer so strongly sensitive to temperature. Moreover, the induction delay i ͑transit time of a fluid particle to cross the induction region͒ being of the same order of magnitude as e ͑transit time of a fluid particle to cross the region of heatrelease͒, the time delay introduced by the entropy wave is thus the longest one. Compressibility having a minor effect upon w (,), oscillatory instabilities are well captured by Eqs. ͑3͒-͑5͒ resulting from the propagation of the entropy wave. This is no longer true in the particular case, of a CJ wave with a small heat release, so that the flow is near sonic everywhere, which in a sense is the opposite of the quasiisobaric post-shock conditions used in Eqs. ͑3͒-͑5͒. The analytical study of the linear stability of this limiting case yields an integral equation of the same type as Eqs. ͑5͒, but where the time delay is now controlled by the sound waves propagating upstream. 20 An integral equation has been constructed by interpolation between the results obtained for the two extreme situations, strongly overdriven regimes and near CJ conditions with a small heat-release. 20 
CELLULAR DETONATIONS
Basic mechanisms
The cellular structures of gaseous detonations have been extensively investigated since half a century by experimental studies that are now well documented. 6 Following the pioneering work of Erpenbeck, 5 numerical analysis of the linear spectrum and of the stability limits 21 have been carried out during the last decade, as well as direct numerical simulations 22, 23 and nonlinear studies. 24, 25 Despite these advances, physical insights have remained elusive until recently. The multidimensional linear instability mechanism that leads to cellular detonations has been enlightened for overdriven regimes by an asymptotic analysis 26 in the same limit as above, (␥Ϫ1)Ӷ1 and M N 2 Ӷ1. The oscillatory instability of the inner structure of a wrinkled detonation front then appears to be related to two phenomena:
• the longitudinal oscillations of the shock-reaction complex with a frequency of the order of the inverse of the transit time, Ϸ1/ t , as in pulsating detonations, • the underlying neutral oscillatory modes of the leading inert shock, governed by a wave equation for disturbances propagating in the transverse direction with the speed of sound in the compressed gas, a, yielding frequencies proportional to the transverse wave number, kϭ2/ ͑ is the wavelength͒, Ϸak, as first described in the Russian literature 27,28 of the 1950s.
Equating the two frequencies leads to the relation Ϸ2a t , yielding, when using the speed of sound at the Neumann state aϷa N , a ratio of the wavelength of unstable disturbances to the induction-zone length (l i Ϸu N t ) of the order of the inverse of the Mach number at the Neumann state, /l i Ϸ2/M N , a number ranging from 13 to 20 for ordinary detonations.
Hydrodynamic instability
Further physical insights into the asymptotic analysis describing the branches of the dispersion relation, s(k) and (k), may be summarized as follows: 26 • As for the Darrieus-Landau hydrodynamic instability of flames, the isobaric expansion of gas is responsible for the instability of detonations. The gas compressibility has a stabilizing influence. A negative feedback is produced by the sound waves triggered in the burned gases through a velocity coupling. The sound waves have a smaller amplitude than the entropy-vorticity wave by a factor M N 2 , and the damping is small. This damping, however, is essential in multidimensional geometry to damp out the disturbances with wavelengths smaller than the detonation thickness, рl. Neglecting sound waves would lead to unstable disturbances with a positive growth rate going to zero with the wavelength but remaining positive at very small wavelength. The order of magnitude of the wavelength of the most amplified disturbances are of the order of magnitude described just above, /lϷ2/M N . There is a finite range of unstable wavelengths whose upper bound increases when approaching the one-dimensional oscillatory instability threshold, by increasing either the induction-zone length or the sensitivity of the chemicalkinetic to temperature.
• The deflection of the streamlines across the wrinkled shock perturbs the heat-release rate distribution and excites longitudinal pulsations, even in the absence of pulsating instability of the planar wave, when there is no thermal sensitivity of the chemical-kinetic (␤ϭ0). This pure ''hydrodynamic instability'' of the inner structure of a detonation is due to the quasi-isobaric change of density. Its strength increases with the heat-release and is also reinforced by the sensitivity of the heat-release rate to temperature. When the heat-release is sufficiently small the hydrodynamic instability may be counterbalanced by the effects of compressibility, leading to the existence of stability limits. The ''hydrodynamic instability'' is specific to the multidimensional geometry: A detonation which is stable to one-dimensional disturbances may be unstable to multidimensional disturbances.
Stability limits and weakly nonlinear analysis
The striking observation in experiments of cellular detonations is the formation of Mach stems traveling transverse to the front, see Figs. 2 and 3. The theoretical study of such cellular structures requires a nonlinear analysis. A systematic approach of this nonlinear and hyperbolic problem has been carried out by a weakly nonlinear and asymptotic analysis in the neighborhood of the instability threshold. 29 In order to describe quasi-singularities, representative of Mach-stems coexisting with large cells, a wide range of weakly unstable wavelengths is taken into account into the nonlinear analysis, leading to a partial-differential amplitude equation for the shock front. 29 Generally speaking, such weakly nonlinear analyses consist in a systematic reduction of the complexity, by retaining only the leading-order nonlinear terms near threshold. Does the same reduction continue to be meaningful under real conditions of strongly unstable situations? No answer can be given with certainty, but, in general, understanding of strong instabilities may be enhanced by investigating their onset.
A detailed study of the stability limits ͑instability threshold͒ determined by the competition of quasi-isobaric heatrelease and sound waves, is a preliminary step in the weakly nonlinear analysis. This was carried out for overdriven detonations in the same limit as for pulsating detonations, (␥ Ϫ1)Ӷ1 and M N 2 Ӷ1. 30 For a given chemical-kinetic, the multidimensional bifurcation occurs when the ratio of the heat-release to the enthalpy, Q/C p T N , is increased above a critical value which is as small as the two parameters (␥ Ϫ1) and M N 2 . The neighborhood of the instability threshold has been described in a distinguished limit taking these three small parameters to be of same order of magnitude. 30 The reduced heat-release Q/RT N where Rϵ(C p ϪC V ) is the constant of perfect gas, is a bifurcation parameter of order unity in the analysis, ͑ ␥Ϫ1͒Ӷ1 and Q/C p T N ϭO͑␥Ϫ1 ͒⇒Q/RT N ϭO͑1 ͒, and its critical value depends on the parameter b and on the two distributions characterizing the heat release rate and its variation in planar solutions, ͑͒ and Ј(), see the precedent section. A particular attention was paid to the destabilizing effect of an increase of either the ratio i / e or the stiffness of the run-away of reaction rate at the end of the induction period.
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Discussion of the results
Ordinary detonations are strongly unstable with a moderate degree of overdrive, and are in principle outside the domain of validity of the analysis. However, by considering a large density jump across the leading shock occurring at large overdrive, an essential feature in the dynamics of real detonations is taken into account, namely a large deflection of the streamlines. A comparison with numerical analyses of the stability limits shows that the results of the asymptotic analysis are accurate at large overdrive, and less accurate but still meaningful near CJ conditions where the critical value of the reduced heat-release Q/RT N reaches values larger than unity. In addition to the explanations given earlier, the relevance of the results is also explained by the fact that Q/RT N is a quantity considered as of order unity in the asymptotic analysis, 30 contrary to stability analyses based on a simple perturbation method where Q/RT N is considered as a small parameter. 31 The difference of origin of the leading-order nonlinear terms in the analyses of pulsating and cellular detonations is worth mentioning. In the weakly nonlinear analysis of cellular detonations they come from a pressure effect associated with the Reynolds stress of the entropy-vorticity waves, 29, 30 while in the 1D pulsating detonations they are of a purely chemical-kinetic nature, 18 see Eq. ͑4͒. For cellular detonations, the end result of the analysis is a differential-integral equation for the evolution of the shock front, quadratic in amplitude of the front wrinkling, and exhibiting formation of cusps, representative of Mach-stems, due to a nonlinear term similar to one describing the wave breaking in the Burgers equation. 29 The solution to this equation is a time-dependent pattern quite similar the so-called ''diamond'' or ''fish scale'' patterns observed in experiments, 4, 6 see Figs. 7 and 8. The weakly nonlinear solution exhibits also a nonlinear pattern selection in favor of unstable wavelengths larger than the most unstable one, see Fig. 7 , by a factor about 2 or larger in large boxes, yielding a cell size that are 15 to 50 times larger than the inductionzone length, as observed in experiments. 6 A nonlinear selection toward the upper bound of unstable wavelengths may be important from an applied point of view. In current detonation literature the cellular structure length-scale is reported to increase when approaching the detonability limits. This is easily explained by the theoretical analysis presented here by noticing that, as mentioned before, the induction length increases. The first consequence is to increase the basic lengthscale. The second one is to reinforce the pulsating instability and thus to increase the upper bound of unstable wavelengths. From a fundamental point of view, an interesting ͑unusual͒ self-sustained mean streaming motion of the diamond pattern of a gaseous detonation, not reported before in the detonation literature, is exhibited as a by-product of the weakly nonlinear analysis, see Fig. 8 . A self-contained review paper with all the details of the analysis is available. 32 In conclusion the existence of a transonic region at the end of the exothermal reaction in the CJ waves, source of technical difficulties in theoretical studies, does not seem to play an essential role in the formation and dynamic of the nonlinear patterns of pulsating or cellular detonations, that have been well described by analytical studies of overdriven regimes. On the other hand the transonic region is wellknown to be a key point for the long-time selection of the self-propagating CJ regime. Such problems are discussed in the following sections.
DIRECT INITIATION
A detonation may be initiated by an energy source of a sufficiently large intensity. Let E o denote the quantity of energy which is deposited. When the deposition time is small compared to the acoustic time scale a ͑for the sound to cross the size of the region of deposition, a Ϸr o /a), the flow takes the self-similar form of a Taylor-Sedov inert blast wave initiated by an ideal point source. This approximation is accurate at intermediate distances, namely for radius larger than the size of the region where the energy is initially deposited, but smaller than a typical radius for which the chemical heat-release is of the same order of magnitude as the energy initially deposited, r o ӶrӶR(E o ), with in spherical geometry R(E o )ϰ(E o / o Q) 1/3 , Q denoting the heatrelease per unit mass. The strength of the blast wave is an increasing function of E o . At later times, when radius of the leading shock increases to approach values of order of R(E o ), the chemical heat-release can no longer be neglected, the blast wave triggers first a strongly overdriven detonation, and different subsequent regimes are identified from experiments. 6 Below a critical energy, E o ϽE c , the strongly overdriven detonation decays rapidly, and the reaction front finally separates from the leading shock, see Fig. 9 . At last, a premixed flame trails behind the inert shock and no detonation is initiated in the cold mixture. For E o ϾE c , the overdriven detonation relaxes to an expanding CJ detonation. The onset of the CJ wave occurs at a radius of order R(E o ). No CJ detonation can be observed with a front radius smaller than a critical radius defined as R c ϵR(E o ϭE c ).
Well documented experiments 6, 33 show that, contrarily to early predictions, 34 R c is not of the same order of magnitude as the largest intrinsic length scale in the problem, namely the total reaction length of the planar CJ wave, l CJo , but is larger by two or three orders of magnitude, R c /l CJo Ϸ10
2
Ϫ10
3 . Motivated by apparent similarities in length scales, an empirical correlation relating R c to the cell size has been proposed in the past. 6 A more recent theoretical analysis 35 has suggested a different physical insight. Before discussing this point, it is worth recalling the selection mechanism of the CJ wave in planar geometry, viewed as a marginal regime ͑minimum speed of propagation͒. In overdriven detonations, the flow is subsonic relative to the shock, throughout the detonation structure, up to the end of the reaction. The leading edge of the rarefaction waves ͑generated by the boundary conditions in the burned gases͒ propagates upstream throughout the reacting gas at the speed of sound ͑relative to the gas͒, and catches the leading shock, weakening its intensity and decreasing the propagation velocity down to the CJ value, while the Mach number of the flow velocity at the end of the reaction is increasing toward unity. The CJ regime is self-propagating because the flow at the end of the reaction becomes just sonic ͑relative to the leading shock͒ and then screens the inner structure of the detonation from further disturbances propagating upstream in the burned gases.
The turning point of quasi-steady curved solutions
The problem of direct initiation is thus fully unsteady, even in the ideal configuration of spherical geometry with a point source, and even when the formation of cellular structures of the detonation front is disregarded. A quasi-steady state approximation for curved detonation fronts, however, is worth investigating, essentially because, as we will see now, quasi-steady curved solutions present a turning point corresponding to a ͑static͒ critical radius below which no marginal waves ͑generalized CJ solution͒ exist. 35, 36 The analysis may be summarized as follows. The CJ regime is defined by the condition of burned gas velocity equal to the sound speed. In planar geometry this steady state solution corresponds to a marginal regime of traveling-waves with a velocity of propagation D CJo which is the lower bound compatible with conservation of mass, momentum and total energy ͑no solution exist for DϽD CJo ). When considering a coordinate normal to the front, curvature of the front ͑or divergence of the flow͒ introduces source terms in the conservation equations. It was known from a long time ago that these terms change the nature of the marginal solution; the transonic point becomes a saddle point in the phase space that appears before the end of the reaction. 37 We will denote D CJ ϩ (R) the velocity of this marginal solution for a curved detonation of radius R. For a given R, the flow of curved detonations having a larger propagation velocity, DϾD CJ ϩ , is subsonic, up to the end of the reaction, as for the overdriven regimes of the planar case. It was shown more recently that the topology of the spectrum of propagation velocities is modified by curvature effects. 35, 36 For a given R, another marginal solution with a smaller propagation velocity appears, D CJ Ϫ (R)рD CJ ϩ (R), such that quasi-steady curved detonations with radius R and a subsonic flow up to the end of the reaction do also exist for any propagation velocity smaller than
Critical conditions
The difference (D CJ ϩ ϪD CJ Ϫ ) decreases when decreasing the radius of the detonation and goes to zero at a radius, different from zero. A turning point of marginal solutions D CJ Ϯ (R) thus appears in the D-R phase plane, see Fig. 9 . For radius smaller than the radius of the turning point, there is no marginal solution at all, and curved solutions do exist for any propagation velocity with a flow which is subsonic up to the end of the reaction. In this case rarefaction waves in the burned gases may slow down the detonation wave without limit. According to the selection mechanism by the rarefaction waves, only the upper branch D CJ ϩ of the C-shaped curve of quasi-steady marginal solutions may attract the reactive blast wave in the D-R plan and the attractor is expected to act from above, DϾD CJ ϩ . According to this quasi-static picture, a successful ignition is predicted to occur for deposited energies large enough for the blast wave trajectories in the D-R coordinates to reach the critical radius with a velocity larger than the one at the turning point. This is why it has been suggested 35 to identify the radius of the turning point with the ͑dynamical͒ critical radius, R c , observed in the experiments on direct initiation of detonations. This leads to predict an order of magnitude of the critical energy in spherical geometry in the form, E c ϰ o QR c 3 . The unsteady effects associated with the intrinsic dynamic leading to pulsating detonations in unstable situations, are discussed below.
Let us first compute the radius of the turning point, showing that it is much larger than the induction-zone length of the planar CJ wave l iCJo and explain why. This is basically a consequence of the thermal sensitivity of the reaction-rate and more precisely of the nonlinear variation of the induction-zone length with temperature, see Eq. ͑2͒. For curved detonations represented by the branches of marginal solutions we have
where subscript CJo denotes here the planar CJ wave. Equation ͑6͒ suggests that the critical conditions may be expected to correspond to a Neumann temperature close to the planar CJ wave, (T N ϪT N CJo )/T N CJo ϭO(1/␤). Contrary to dynamical properties, static quantities may be correctly evaluated by an analysis based on the square-wave model in which all of the heat release occurs instantaneously after a temperaturedependent induction-zone described by Eq. ͑6͒. In such an approximation, two simplifications occur:
͑a͒ the marginal solutions of curved fronts are still defined by a sonic velocity in the burned gas; ͑b͒ the additional terms ͑due to spherical geometry͒ in the equations ͑for conservation of mass, momentum and total energy͒ relating the conditions in the burned gas to the initial fresh mixture, are simply proportional to l i /R and are easily computed.
The modifications to the propagation velocity and to the Neumann temperature being proportional to l i /R, (T N ϪT N CJo )/T N CJo ϰϪl i /R, the nonlinear equation for the marginal solutions of curved fronts takes, according to Eq. ͑6͒, the form
When all the constants are taken into account, the equation obtained within the framework of the square-wave model in the limit ␤ӷ1 is
where the unknown ⌰ is a quantity of order unity which represents the ''generalized'' marginal solution for curved fronts, ⌰ϵ␤(T N CJo ϪT N )/T N CJo Ͼ0, the positive sign corresponding to a curved detonation propagating outwards. Equation ͑7͒ describes a turning point of weakly curved detonations, l iCJo /RϭO(1/␤), corresponding to the following critical radius R c and propagation velocity D c : expressing that a large thermal sensitivity of the reaction rate (␤ӷ1) is responsible for a critical radius larger than the induction length, see Fig. 9 . Moreover the numerical coefficient, in principle of order unity in the asymptotic limit ␤ ӷ1, turns out to be also large, typically between 50 and 100, due to a numerical factor coming from 4ϫ2 je/(␥Ϫ1) where 2/(␥Ϫ1) results from the Rankine-Hugoniot conditions and jϭ3 in spherical geometry and. Thus, except for the factor 4, the large numerical factor on the right-hand side of the first Eq. ͑8͒ is not related to the specificity of the square-wave model, making the results in Eqs. ͑8͒ robust. The predicted orders of magnitude for the critical radius and for the critical energy, E c ϰ o QR c 3 which is, according to Eq. ͑8͒, much larger by many orders of magnitude than o Ql iCJo 3 , are in good agreement with direct numerical simulations in spherical geometry using a one-step Arrhenius approximation and a self-similar blast wave solution of TaylorSedov as initial condition. 35 The numerical simulations show clearly that the upper branch D CJ ϩ of the C-shaped curve of marginal solutions acts effectively as an attractor of the D-R trajectories of the leading shock, see Fig. 9 . They show also that unsteady effects reminiscent of 1D pulsating detonations may be involved in the precise definition of the critical energy but without changing the orders of magnitude of R c , 35, 38 except for very large values of the parameter ␤(␥ Ϫ1)Q/C p T N , for which the planar detonation is strongly unstable, see the section on pulsating detonations. The less unstable is the detonation the more accurate are the predicted values obtained from the turning point. The main unsteady behavior observed in the direct numerical simulation near the critical conditions is that the detonation velocity and the Neumann temperature may first decrease below the planar CJ values to increase after a time delay, in a way similar to the planar pulsating detonations, see Figs. 6 and 9. In planar geometry, these purely unsteady effects are responsible for the existence of a critical energy and of a critical distance which plays a similar role as the critical radius in spherical geometry. 38, 39 The critical distance in planar geometry, however, is smaller at least by an order of magnitude than the critical radius in spherical geometry, indicating that the nonlinear geometrical effects of curvature are dominant here for determining the critical conditions of direct initiation. 35, 38 This is also true for a complex chemistry as shown by numerical simulations for hydrogen-oxygen mixtures diluted in argon. 38 The conclusion is less clear in conditions near the detonability limit of the planar wave, when T N CJo becomes close to the cross-over temperature T*, (T N CJo ϪT*)/T* ϭO(1/␤). Dynamical quenching may now play a nonnegligible role as confirmed by the numerical results using the three-step chemical-kinetic model. 39, 40 Sufficiently far from the detonability limit, the value of D at which T N ϭT* is well below D c , and corresponds to a point on the lower branch D CJ Ϫ . In such conditions, the cross-over temperature does not play an essential role, and the critical conditions are accurately represented by the turning point, provide that the instability is not too strong. 40 In conclusion, except for strongly unstable detonations close to the detonability limit, nonlinear quasi-steady curvature effects are the leading order mechanisms controlling the critical radius and the critical energy for direct initiation of detonation in spherical geometry. The critical radius is large compare to the induction-zone length for a reason different from the cell size, as pointed out by the comparison of the two theoretical results. Regarding experiments, definitive conclusions can hardly be addressed in the absence of theoretical analyses and/or direct numerical simulations, taking fully into account the multidimensional instability of spherical detonations.
DEFLAGRATION-DETONATION TRANSITION "DDT…
Due to unsteady flows and hydrodynamic instabilities, a flame is invariably turbulent in any large-scale combustion event. Experiments have shown that a fast turbulent deflagration may undergo a transition toward a detonation under favorable conditions. 6, 10 Such conditions for initiation of a detonation are severe for the following reasons: ͑i͒ the turbulent flame velocity in a tube, which is required to generate a sufficiently strong precursor shock for auto-ignition in the shocked gas, T N уT*, is high, about 100 ms Ϫ1 ; ͑ii͒ the shock pressure of a CJ detonation is also high, typically twice times larger the maximum pressure of a constant volume explosion.
Subtle dynamical effects are involved in DDT. One striking observation of the late 1960s and early 1970s by Oppenheim and his colleagues 10 in their outstanding experimental investigations of the onset of a detonation for flames propagation in tubes, is the occurrence of localized explosions ͑called hot spots or explosion centers͒, downstream the precursor shock wave, near the tube wall in the boundary layer, and in the vicinity of the flame brush usually. Recently, a similar phenomenon has been reproduced by a 2D numerical simulation 41 of a laminar flame with a temperature ratio of 5, a laminar flame speed governed by a one-step Arrhenius law, with a propagation Mach number ͑relative to the fresh mixture͒ of 0.045. The flame propagates in a small close tube with adiabatic walls and a channel width not larger than 10 times the flame thickness. This result shows that turbulent flows and fast turbulent flames are not crucial for understanding the basic physics of DDT. 41 The key mechanism is the gradient of temperature ͑gradient of induction delay͒ that triggers thermal explosion and transition as discussed below. Sivashinsky and his co-authors 9, 41 emphasize the role of the adiabatic pre-compression induced by the hydraulic resistance exerted by the walls. Another possibility is the temperature gradient in the shocked mixture near the tube wall induced by the viscous dissipation in the boundary layer.
Spontaneous ignition and spontaneous quenching
Auto-ignition by a proper gradient of the induction delay is known to produce strong blast waves and spontaneous initiations of a detonation through a synchronization of the compression wave and the chemical heat-release. 42, 43 This is illustrated by the following simplified example in planar geometry. When neglecting both the flow velocity and the gra-dient of sound speed for simplicity, the Poisson equation for the pressure in a reactive medium is written as
A constant gradient of induction time, d i /dx, produces an unsteady distribution of heat release rate that may be roughly approximated by a traveling wave of induction front in the form ϭ⍀͓xϪ t(d i /dx) Ϫ1 ͔. The feedback upon the rate of chemical heat-release following ignition has been ignored for simplicity. For the very specific condition of a speed of the ignition front equal to the sound speed, (d i /dx) Ϫ1 ϭa, Eq. ͑9͒ presents a secular solution describing a simple wave for the pressure pulse propagating in the same direction as the induction front with an amplitude growing linearly with time like (t/ e ) o Q⍀(xϪat), so that the CJ pressure is quickly reached. For an initial condition corresponding to a bell shaped profile of temperature, T o (x), with its maximum at the origin, T max ϭT o (xϭ0), numerical simulations of the conservation equations for a reacting gas in planar geometry shows that, after a time delay i (T max ), a constant volume explosion proceeds in a thin slab centered at the origin. [42] [43] [44] Each neighboring slab reacting after a time delay increasing with decreasing the temperature, i (T)Ͼ i (T max ), the size of the pocket of constant volume explosion increases at a speed which is first higher than the speed of sound, (d i /dx) Ϫ1 Ͼa, and decreases with the initial temperature as the inverse of the temperature gradient, (1/ i )(d i /dx) ϭϪ␤ (1/T o ) ϫ(dT o /dx), see Eq. ͑2͒. This is true until the induction front reaches the point where the condition (d i /dx) Ϫ1 ϭa is satisfied where, according to Eq. ͑9͒, a run-away of the pressure occurs. The pressure reaching very quickly the value of the Neumann pressure of the CJ detonation, a CJ wave is spontaneously initiated at this point. 42, 43 The CJ wave, however, propagates subsequently in a nonhomogeneous region of fresh mixture with a gradient of temperature, ͉dT o /dx͉ 0. It was also shown that the same temperature gradient that has caused the spontaneous initiation at high temperature, may quench the detonation at a lower temperature. 44 This spontaneous quenching mechanism is easily described in planar geometry by assuming that the induction zone evolves in a quasi-steady state approximation. The variations of the induction-zone length results from the variations of the Neumann temperature, according to Eq. ͑2͒. The quasi-steady approximation is valid when the planar detonation is stable and when the characteristic time of evolution is longer than the transit time across the detonation structure, namely when the characteristic length-scale of temperature variation is longer than the induction zone length, (l i /T o ) ͉ dT o /dx ͉Ӷ1. The reaction-zone then moves relatively to the leading shock with a velocity equal to the time derivative of the induction-zone length. This produces a difference of mass flux across the two zones of density variations, namely the heat-release-zone and the leading shock. Assuming a sonic condition at the end of the reaction, quasisteady conservation of mass, momentum and energy across each of these zones, leads to a nonlinear equation for the Neumann temperature ͑or the propagation velocity of the leading shock͒, similar to Eq. ͑7͒, but where R on the right hand side is replaced by the characteristic length of variation of the temperature, 1/R → (1/T o ) ͉ dT o /dx ͉. The turning point here describes the critical condition for spontaneous quenching. 44 It occurs for a temperature gradient with a characteristic length scale which is much larger than the induction zone-length by a factor of the order of ␤ measuring the temperature sensitivity of the induction delay. Such a quenching has been observed in 1D direct numerical simulations 44 under different conditions, including pulsating detonations for which the quasi-steady approximation is not valid.
This shows how subtle and delicate are the conditions for a spontaneous initiation of a detonation at high temperature and for a subsequent transmission in the colder medium. This may explain why the experiments on transition from detonation to deflagration in tubes often appear as non easily reproducible, small disturbances or fluctuations of the temperature gradients in the shocked gas modifying the conditions for both spontaneous ignition and quenching.
CONCLUSION AND PERSPECTIVES
The strongly nonlinear dynamics of detonation fronts have been successfully described by two types of perturbation methods:
͑1͒ The oscillatory instabilities and the cellular structures of detonations with triple-points represented by cusps traveling in the transverse direction at the speed of sound have been described by a weakly nonlinear analysis of unstable overdriven regimes in the Newtonian limit. A quasi-isobaric coupling of the reaction-zone with the leading shock has been identified as the basic instability mechanism responsible for the unsteady patterns. The effects of compressibility are found to be stabilizing. The sonic point in the structure of CJ waves does not appear to be essential in these fully unsteady phenomena which are governed by the time-scale of the entropy-vorticity wave, namely the transit time of a gas particle across the planar detonation structure. The cell size predicted by the analysis is larger than the detonation thickness by a factor proportional 2/M N ͑between 13 and 20 in ordinary conditions͒ times a number about 2 or larger, resulting from a nonlinear selection mechanism. This factor further increases with increasing the induction-zone length when approaching the chemical-kinetic detonability limit.
͑2͒ On the other hand, the critical conditions for direct initiation in spherical geometry, or for spontaneous initiation and quenching have been obtained as turning points of quasisteady solutions in the limit of an induction-zone length strongly sensitive to variations of shock velocity (␤ӷ1). The critical radius obtained in the limit ␤ӷ1, see Eq. ͑8͒, is larger than the induction-zone length by a large factor proportional to 8 je␤/(␥Ϫ1), showing that the thermal sensitivity is here an essential mechanism.
Further developments in detonation theory may arise by coupling these two types of analyses for including the fully unsteady and multidimensional effects in the description of critical conditions. This requires to take into account the transonic region in the intrinsic dynamics of the self propagating CJ waves. Such a program is in process and analytical results are expected in a near future, at least for small heat release. Well-conceived numerical studies are always very useful to complete these analytical studies.
