We have taken random image noise into consideration in the contrast-togradient (CG) method for the evaluation of image resolution R in scanning electron microscopy (SEM). When looking at the local fine pattern in the SEM micrograph containing much random noise, viewers gradually expand the region of interest (ROI) to improve the signal-to-noise ratio (SNR) and to recognize the pattern. We employed this approach in the CG algorithm to evaluate potential resolution R pot , which is defined as the minimal/most accurate CG resolution calculated in the ROI expanding process. The image noise or SNR also is evaluated by the parameter ∆R / R, where ∆R is a standard deviation of R. The R pot values depending on SNR are useful for comparison among images containing different random noise.
Introduction
Applications of scanning electron microscopes (SEMs) have been growing in the field of device metrology, device defect analysis and other microscopic observations. However, standard evaluation methods of SEM image resolution have not been established yet. To establish such methods of image resolution, two main subjects need to be considered: (i) random noise due to the small number of signal electrons per pixel and (ii) standard samples to test the evaluation methods. It is difficult to fabricate standard samples having guaranteed structures at a nanometer scale. A SEM image is the result of sample and electron probe interaction, and is expressed approximately as a convolution of geometry functions describing the sample and the primary electron beam, respectively (Appendix 1). The convolution (in the spatial domain) of two functions is equal to the product (in the frequency domain) of the Fourier transform of these two functions. Then, if the sample geometry is known, the probe profile (or size) is mathematically determinable from the image. Even if the sample geometry is not known but is invariable during the SEM observation, the SEM can be set so as to achieve the best possible resolution.
In previous works [1, 2] , we have proposed a contrast-togradient (CG) method to evaluate the image resolution without requiring personal expertise. Here, the image resolution is defined as a weighted harmonic mean of the local resolution, which is proportional to the quotient of the threshold contrast divided by the local gradient. Although the CG method has been applied successfully to various pattern images, such as highly directional or isotropic and quasi-periodic or nonperiodic features, unlike the conventional fast Fourier transform (FFT) method, the effect of random image noise has not been employed clearly in the CG algorithm.
When the images contain much random noise, the region of interest (ROI) size is gradually expanded to improve the signal-to-noise ratio (SNR) at the cost of image resolution, to recognize or perceive local features visually in the ROI. In the present study, we employ this process, i.e. the gradual expansion of ROI size, to evaluate a potential resolution R pot , which is defined as the minimal and/or most accurate CG resolution calculated in the ROI expansion process. The present target is focused on evaluation of the image resolution and not the probe size in SEM. Interpretations of resolution measured by other methods using correlation and FFT techniques also are discussed.
Algorithm of the CG model

Basic algorithm of the CG model
Regarding a micrograph as a range (or depth) image of a three-dimensional object viewed from a certain direction, we calculate the geometrical features (e.g. the gradient and the curvature) at any local point on the object's surface using the range analysis method [3] (see Appendix 3) . In the basic CG algorithm, the following three kinds of resolutions are calculated using the geometrical features [2] .
Local resolution
A local resolution is defined at each pixel position P(i, j) as a distance at which we recognize the object's surface by the threshold contrast ∆C
where g i, j is the local depth gradient having directional information θ. Considering both the local surface (or the ROI over n × n pixels; n = 3) centered at each point P and the quadratic surface z(x, y) best fitted analytically to the ROI, we calculate the g values using the first partial derivatives (i.e. ∂z / ∂x and ∂z / ∂y).
Directional resolution
A directional resolution is defined as a weighted harmonic mean of the local resolutions in the image
where
Here, w i, j is the weighted function taken as |g i, j | only when R p / 2 is smaller than the minimum principal radius of the curvature, otherwise it is taken as 0. The parameter k max is the number of directional segments (e.g. 8, 12 and 36, depending on the resolution of the azimuth angle) and is normally set to 36.
CG resolution
The image characterizing resolution (or the CG resolution) is defined as a root mean square of R k
where k sum is the total number of calculated terms of R k 2 in the parentheses (k sum ≤ k max ) and is discussed later. In the present study, ∆C is assumed to be proportional to (E{z} max, av -E{z} min, av ) as
where E{z} max, av and E{z} min, av are the averages of the maximum and minimum values from the first to q-th maximum and minimum values, respectively, of the pixel intensity z expected from the quadratic function. Here, q is temporally taken as the number corresponding to 0.1% of the total pixels and k c is the contrast threshold nominally taken as 0.1 (= 10%). No saturation and no cut-off of the image brightness are required to make the R values independent of the brightnessand-contrast adjustment on the SEM. There is no difference in R between the reversed image in the black-and-white contrast and the original one.
∆R / R representing the image noise
Using a standard deviation σ p of the local signal, which represents the local intensity noise, we approximately represent a standard deviation of g p as (Appendix 3)
As to R and g, the following relations are satisfied as
Similarly to eqs (2) and (3), ∆g k and ∆g cg are calculated from
and
respectively. For 1 / r-reduced images introduced in the next section, we express the resolution as R r (≡ R cg, r ) (in pixels), where r is the reduction factor of positive integers, i.e. 1, 2, 3, …. (Here, the image of r = 1 is the original (unreduced) image.) To compare the resolution among different reductions, we convert the calculated values of R r and ∆R r / R r to those under the original magnification (at r = 1) using the relations
The parameter ∆R / R is used to evaluate the image noise.
Denoising using image reduction
When looking into local features at specified positions in an image containing much random noise, the ROI size is carefully
expanded step by step to improve the SNR, until these local features are recognized with some accuracy; this is done at the cost of image resolution. This approach is employed in the CG algorithm to evaluate a potential resolution R pot defined as the minimal and/or most accurate resolution, which is calculated in the process of the ROI size expansion discussed later. Here, the pixel intensity is assumed to be a sum of signal and random noise intensities.
In the present algorithm we do not actually expand the ROI size (i.e. 3 × 3), instead we make 1 / r-reduced images, or we effectively expand the ROI size to 3r × 3r. Each pixel intensity of the 1 / r-reduced image is taken as a simple correspondence of r × r pixel intensities of the original image (r = 1). Then, statistics suggest that the random noise is reduced to one r-th.
By calculating the values of R r and ∆R r / R r at each step of increasing r, we can draw the curves of R and ∆R / R vs r. Figure  1 shows the sequential steps of the image reduction using the test image containing random noise, where the reduced images and their local 3 × 3 images at specified positions are shown only at the steps of r = 1, 3 and 5. The progressive effect of the denoising with increasing r can be confirmed visually.
On the image reduced by 1 / r, the sampling frequency (or the Nyquist frequency equal to one-half of the sampling frequency) is also reduced to 1 / r. This means that high frequency components of the sample pattern are gradually dumped out with the increase of r if the sample pattern contains the corresponding components. Then, the image reduction generally causes an increase in both the values of R and ∆R / R. Not all the curves of R and ∆R / R vs r have a minimal, depending on the noise quantity and the pattern features. For the candidate of R pot , the first priority is given to the minimal R value when the curve of R vs r has a minimal; the second priority is given to the R value at ∆R / R = minimal when the curve of ∆R / R vs r has a minimal; and the third, to the minimum R value when neither of the curves has the minimal. The minimal of R or ∆R / R is found by fitting a quadratic curve with three calculated points near the minimal in the log-log graphs, as shown later, where the r value (= r pot ) to provide R pot is not limited to integers.
Algorithm evaluation using PCgenerated patterns
CG resolution for noise-free images
First, to confirm a linear relationship between the CG resolution and the beam size in the noise-free images, let us consider combinations of three personal computer (PC)-made samples having simple analytical secondary electron (SE) response functions P(x, y), i.e. point, circular dot (100 pixels in diameter) and step functions, and the Gaussian beams J(x, y) with various beam diameters d. The noise-free scanning images made by convoluting P(x, y) with J(x, y) are shown in Fig. 2 . The directional CG resolutions are analytically obtained for only the point and step response samples as R r, point ≈ 0.213d and R ±x, step ≈ 0.301d, respectively (see Appendix 2) . Figure 3 shows the curves of their calculated directional resolutions R direct vs d. All the curves show a good linearity with d in the large region of d > 3 pixels, except for the R r, point (k max = 36) curve which has a larger region of d > 8 pixels.
Next, we discuss origins of the R direct deviations from their respective linear relationships in the low region of d < a few pixels. The vertically standing step edge, for example, is expressed as a straight edge with g = arc tan (C step ) in digital images (as shown in Fig. 13 in Appendix 4) and the image resolution R results in 0.20 pixels on the assumption of R ≡ 2k c · C step / g and k c = 0.1. On the other hand, the CG resolution calculated from the fitted quadratic surface is 0.40 pixels (Appendix 4). Fine features in the image that are smaller than the digital sampling interval (having a high spatial frequency) are not represented accurately in the digital image. Consequently, the curves of R ±x, step and R r, dot deviate from the graph origin.
Another deviation observed on the R r, point curve is analyzed below using the image at d = 2 pixels. The point object is imaged only in 7 × 7 pixels (Fig. 4) . Arrows superimposed on the image correspond to azimuth directions of the local nonzero gradients. Here, the directions total only 16, resulting in k sum = 16 even when k max = 36 in eq. (2), and their directional resolutions vary with the direction as R(θ / π = 0, ±0.5 and ±1) = 0.41, R(θ / π = ±0.19, ±0.31, ±0.69 and ±0.81) = 0.73 and R(θ / π = ±0.25 and ±0.75) = 0.34 pixels, since all local gradients having θ / π = ±0.19, ±0.31, ±0.69 and ±0.81 l are as far as 2.2 or 3.2 pixels away from the image center and, thus, provide the larger value in R(θ / π) than the other local gradients. Then, the root mean square of R(θ / π) (i.e. eq. (3)) yields 0.58 pixels in contrast to 0.43 pixels obtained from the theory (see eq. (A8a)). The peculiar increase in R r, point (k max = 36) at d < 8 pixels has the same origin. However, such an overestimation can be eliminated by choosing k max = 8 instead of k max = 36, at a cost to the azimuth angle resolution in the CG algorithm. A nice linear relationship is observed clearly for the R r, point (k max = 8) curve in Fig. 4 . To ensure adequate sampling for high-resolution imaging, an interval of three samples (or pixels) for the smallest feature of the image pattern is suggested.
CG resolution for images containing random noise
Noise in SEM images is a rather difficult issue to handle. Reimer [4] and Sim et al. [5] have discussed the emission statistics of SEs and backscattered electrons. The SNR of the recorded image, however, is measurable practically using the relation where I mean is the mean image intensity, I BG is the background intensity at zero beam current and I dev is the deviation of the image intensity. This relationship is valid because Poisson statistics strongly governs the signal generation. When the average number λ of occurrences of the signal events are large enough (>10), the Gaussian (or normal) distribution with mean λ and standard deviation λ 1/2 is an excellent approximation to the Poisson distribution. Then, the noise is approximated as random noise (or white noise), which has the Gaussian distribution over different levels or a uniform distribution over the frequency. That the image noise decrease is inversely proportional to the square root of the number of integrated image frames, which is characteristic of the Poisson statistics, has also been confirmed in the previous CG algorithm [1] .
Next, to confirm the applicability of the CG algorithm for images containing random noise of various SNR values (= 3-∞), we arrange PC-generated circular dot images and add random noise to them. The dot circle is 100 pixels in diameter and the dot is convoluted with the Gaussian beam of d(FWHM) = 10 pixels. Random noise N is added to each of the pixel signals S, where a probability density function of the noise is the Gaussian (or normal) distribution having the standard deviation of S / SNR. The pixel intensities are expressed in 256 levels and the S + N values are cut off at 0 minimum and saturated at 255 maximum. Figure 5 shows one-quarter cuts of the circle images (256 × 256 pixels) at various SNR. The curves of R and ∆R / R vs r for the images at various SNR are shown in Fig. 6 . For the noisefree image (SNR = ∞), when r = 1 → 7, the R curve gradually increases from 2.8 to 4.8 and the ∆R / R curve sharply increases from 0.01 to 0.3. The sharp increase in ∆R / R is caused mainly by a sharp increase in ∆R (or the differences between the pixel intensities and the fitted quadratic surfaces). The R pot value for the noise-free image is the third candidate of R 1 = 2.8.
For the image of SNR = 30, when r = 1 → 2 → 7, the R curve decreases from 3.3 to 3.1 and then bounds back to 4.9. On the other hand, the ∆R / R curve initially decreases from 0.097 to 0.047, being approximately proportional to the inverse of r at r = 1 → 2 and it increases sharply, 0.047 → 0.31. The former ∆R / R decrease is caused by the decrease in ∆R due to the denoising, while the latter ∆R / R increase is caused by a balance of the large ∆R increase due to the decrease in the sampling frequency and the small R increase due to the denoising. One pixel at r = 3 → 7 corresponds to 3 → 7 pixels in the original scale (at r = 1), approaching the convoluted beam size of 10 pixels and associating with the large increase in ∆R. The larger the SNR value, the smaller the r at which the large increase in ∆R / R starts. The R pot value is the first candidate of the minimal R (= 3.1 at r = 1.84) of the R vs r curve. Figure 7 shows the curves of R and R pot (at r = r pot ) vs SNR for various r values. The R pot value reasonably increases from 2.9 to 5.3 with the increase of noise (or the decrease of SNR = 80 → 3) and the corresponding r pot value also increases from 1.6 to 5.3. The SNR dependencies of both R pot and r pot verify that the present CG algorithm works well.
Another evaluation of the algorithm is carried out at various sizes d of the Gaussian beam for convolution of the 100-pixel diameter circular dot pattern. Plots of R pot vs d at SNR = 8, 20 and ∞ are shown in Fig. 8 . The R pot plot at SNR = ∞ is linear to d, except for the upwards shift in the vicinity of the origin (i.e. d < 2 pixels). Other plots at SNR = 8 and 20 also show straight lines having nearly the same gradient as that for SNR = ∞, but their intercepts increase to 0.5 and 1.1 pixels, respectively. The curves of R, R pot and ∆R / R vs d at SNR = 20 are plotted in Fig.  9 . All the R pot values are the second candidate, i.e. the R value at ∆R / R = minimal, except d < 2. The r pot value leading to the R pot value reasonably increases as 1.0 → 2.0 → 4.6 with the increasing d of 2 → 10 → 20 pixels. The gentler pattern-edge requires a larger r pot to get a minimal on the ∆R / R vs r curve. Fig. 5 ). The larger symbols on the R curves correspond to R pot values. Fig. 7 Curves of R vs SNR at r = 1-6 and r pot for the images with various SNR values (shown in Fig. 5 ). 
Applications: SEM images at various magnifications
In SEM micrographs, image quality generally becomes poorer with the increase of magnification Mag. The most probable cause is the decrease of SE intensity due to beam-induced carbon-rich contamination. Figure 10 shows typical images taken systematically at Mag = 100k-1000k under identical beam conditions. Here, the sample is one of standards for the resolution test, i.e. gold (Au) particles on magnetic tape. The curves of R and ∆R / R vs r are shown in Fig. 11 and the curves of R / Mag vs Mag at r = 1-8 and r pot are shown in Fig. 12 . Here, the dimension of R / Mag is nanometer, which is converted using the relationship of 1 nm = 1 pixel at Mag = 100k for the SEM conditions. The curve of R pot / Mag gradually decreases with the increase of Mag and is asymptotic to a certain value at large Mag (Fig. 12) , of which the value is close to the theoretical information resolution R(IPC) [4] of 1.2 nm. The gradual decrease in R pot / Mag with the increase of Mag is due to the increase of the sampling frequency, e.g. 1 and 10 pixels nm -1 at Mag = 100k and 1000k, respectively. This suggests that several pixels are sampled at a minimum per beam size to get a goodresolution image. The increase of ∆R 1 / R 1 from 0.10 to 0.29 (or the increase of image noise) with the increase of Mag from 100k to 1000k is presumably caused by beam-induced hydrocarbon contamination, which lowers the SE yield and weakens the image contrast. Diffusion of hydrocarbons along the sample surface is the source of most hydrocarbon contamina- Fig. 10 The SEM images (256 × 256 pixels) of Au particle samples at Mag = 100k-1000k. Fig. 11 Curves of R and ∆R / R vs r for the 1 / r-reduced images at Mag = 100k-1000k (shown in Fig. 10 ). The larger symbols on the R curves correspond to R pot values.
tion. Several techniques to combat this problem have been proposed, but they are not discussed here. Anyway, we confirm that the present CG algorithm works well so as to provide the potentially best and/or most accurate resolution for the images containing random noise.
Interpretations of image resolution
According to the Rayleigh criterion, image resolution is the distance of two point objects at which a certain contrast is achieved in their images [6] . Therefore, the gap resolution defined as the shortest distance [7] , or the gap, between fine particles is in harmony with the two-point resolution. Although the resolution is not defined using a single object (or particle), the resolution is related to an inverse of the intensity gradient near its edge, i.e. an edge resolution. The CG resolution defined as the mean of weighted local resolutions is classified as a kind of edge resolution. For the images containing random noise, the resolutions evaluated in the spatial domain deteriorate with the increase of noise quantity because of expanding the ROI size to perceive the signal fine features. It does not affect any of the resolutions based on the two pointobject recognition in the spatial domain whether the sample pattern is periodic, directional or not.
In the FFT model, on the other hand, the resolution is interpreted as an inverse of the maximum frequency of the Fouriertransformed image [7] [8] [9] [10] [11] [12] . The superposition diffractogram method using two sequentially recorded copies of the same image is one effective method for discrimination of signals from noise. The FFT model supposes that the sample geometry is composed of all frequency components, just like the samples having points or sharp edges. It is uncertain whether the discrimination of maximum signal frequency from noise in the frequency domain is equivalent to the recognition of the minimum spatial size in the spatial domain. In observations of periodic lattices in crystal samples using transmission electron microscope images, the FFT method is a very powerful way to evaluate the lattice resolution. The spectral SNR resolution (SSNR) criterion has been proposed as a modified FFT criterion, in which resolution is specified in terms of the spatial frequency at which the SSNR falls to an unacceptable level [13] .
Lastly, in the correlation method using two portions of the same image, the width of the autocorrelation peak has sometimes been interpreted as the image resolution in SEM [8, 9] . The autocorrelation peak does reflect the location of the corresponding image object based on the similarity of gray levels and the peak width does reflect the spatial limit of correlated detail in the 'whole' image, i.e. 'precision' of the evaluated location. The correlation method has been satisfactorily applied for tracking a dynamic target using a time-lapse image pair [14] . This minimal step represents the 'resolution in localization' of the tracking algorithm and not a resolution limit in measuring the distance between two isolated point objects. The modified correlation method has been reported to have little SNR-dependency for resolution [9] . Since the resolution based on the concept of two-point resolution inherently has SNR-dependency, the above resolution presumably derives from another resolution concept.
There is a wide variety of resolution evaluation methods processed in the spatial and frequency domains. There are also many different ways to express resolution. If the image is noise-free and the sample response function is known, the beam profile is describable exactly by a mathematical model in either of the domains.
With respect to the variety of resolution evaluation methods, similar discussions have been made also for optical microscopes and other related devices [15] [16] [17] . There are two big differences in the evaluation approach between SEM and Fig. 12 Curves of R / Mag vs Mag at r = 1-8 and r pot for the image at Mag = 100k-1000k (shown in Fig. 10 ). Fig. 13 Fitting of the quadratic surface to the vertically standing onedimensional step-edge pattern.
optical images, i.e. a test object and image noise. ISO 12233 describes a resolution test chart (or object) for electronic still picture cameras. The test object edges are sharp enough to evaluate the resolutions. Limiting resolution is the inverse of spatial frequency where the imaged contrast response (or modulation transfer function) equals 5% or 10% of the reference object response. Optical images are usually much superior to SEM images in SNR.
Concluding remarks
When we look at the local fine pattern in the SEM micrograph containing much noise, the ROI is gradually expanded to improve the SNR and to recognize the pattern at the cost of image resolution. This approach was employed in the previous CG algorithm to evaluate the potential resolution R pot defined as the minimal CG resolution R or the most reliable R calculated in the expanding process. The present algorithm has been tested using PC-made pattern images to which various quantities of random noise were added. We confirmed that the present CG algorithm provided the potentially best and/or most accurate resolution R pot for images containing random noise. The R pot values increased with increasing noise quantity. The algorithm also was applied for SEM images taken at various magnifications, where the image quality generally decreased with increasing magnification. The results firmly supported that the algorithm worked as expected. The present CG method should be very useful to evaluate the image resolutions taking account of random image noise. To ensure adequate evaluation of image resolution for high-resolution imaging, an interval of 3 samples (or pixels) for the smallest feature of the image pattern is required even when the image is infinity in SNR.
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Appendices
Appendix 1: Relationships of pixel intensity, beam profile and sample geometrical function Let us consider the basic relationship among an image intensity profile I(x, y; E 0 ), a production function P(x, y; E s , n) of SEs emitted in the direction n with energy E s at the position (x, y), an instrumental response function S(E s , n) for the emitted SEs and a beam density profile J(x, y) of the incident beam with energy E o . The profile of I(x, y) is mathematically expressed using the convolution as
The SE production function of P(x, y; E s , n) is approximately separated into two functions: a sample geometry P s (x, y) and an SE emission function T(E s , n)
To simplify the model, we set the following double integration to the constant of 1
Then, eq. (A1) is expressed simply using a convolution of J(x, y) and P(x, y) in the spatial domain as
This expression is equal to the product (in the frequency domain) of the Fourier transform of the corresponding functions as
Then, if P s (x, y) is known, the geometric parameters of J(x, y) are determinable mathematically from the image. Even if P s (x, y) is not known but it is invariable during the SEM observation, we can set the SEM so as to achieve the best possible resolution. Here, the image noise is assumed to be small enough to have little influence on the evaluated R values. Since only the point pattern is isotropic, it has the image CG resolution, i.e. the averaged resolution for all the azimuth angles, and its value is the same as the directional resolution. Note that the directional resolution varies with the sample response function. Figure 13 shows the vertically standing one-dimensional step-edge (100 in step height C step ). In the CG algorithm, the quadratic surface expressed by z(x, 0) in eq. 
the image that are smaller than the digital sampling interval (having a high spatial frequency) are not represented accurately in the digital image. The Nyquist criterion requires a sampling interval equal to twice the highest sample spatial frequency to accurately preserve the spatial resolution in the resulting digital image.
