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ASYMPTOTIC DISTRIBUTION OF VALUES OF ISOTROPIC QUADRATIC
FORMS AT S-INTEGRAL POINTS
JIYOUNG HAN, SEONHEE LIM, AND KEIVAN MALLAHI-KARAI
Abstract. We prove an analogue of a theorem of Eskin-Margulis-Mozes [10]: suppose we are
given a finite set of places S over Q containing the archimedean place and excluding the prime
2, an irrational isotropic form q of rank n ≥ 4 on QS , a product of p-adic intervals Ip, and a
product Ω of star-shaped sets.
We show that unless n = 4 and q is split in at least one place, the number of S-integral vectors
v ∈ TΩ satisfying simultaneously q(v) ∈ Ip for p ∈ S is asymptotically given by
λ(q,Ω)|I| · ‖T‖n−2,
as T goes to infinity, where |I| is the product of Haar measures of the p-adic intervals Ip.
The proof uses dynamics of unipotent flows on S-arithmetic homogeneous spaces; in particular,
it relies on an equidistribution result for certain translates of orbits applied to test functions with
a controlled growth at infinity, specified by an S-arithmetic variant of the α-function introduced
in [10], and an S-arithemtic version of a theorem of Dani-Margulis [7].
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1. Introduction
The Oppenheim conjecture, settled by Margulis in 1986 [17], states that for any non-degenerate
indefinite quadratic form q over Rn, n ≥ 3, the set q(Zn) of values of integral vectors is a dense
subset of R if q is irrational, i.e. if q is not proportional to a form with rational coefficients. Both
indefiniteness and irrationality conditions are easily seen to be necessary. Margulis’ proof is based
on a study of orbits of certain unipotent one-parameter groups on the space of lattices in R3.
The idea of using unipotent flows dates back in an explicit form to Raghunathan and in implicit
forms to Cassels and Swinnerton-Dyer. More precisely, Raghunathan observed that Oppenheim
conjecture follows from the assertion that every bounded orbit of the orthogonal group SO(2, 1)
on SL3(R)/SL3(Z) is compact. Raghunathan further conjectured in the mid-seventies that if G
is a connected Lie group, Γ a lattice in G, and U a unipotent subgroup of G, then the closure
of any orbit Ux, for x ∈ G/Γ, is itself an orbit Lx, where L is a closed connected subgroup of
G containing U . Note that the subgroup L depends on x. Raghunathan’s conjecture was later
proved by Ratner [21].
1.1. The Quantitative Oppenheim Conjecture. The Quantitative Oppenheim conjecture,
a refinement of the Oppenheim conjecture, is about the asymptotic distribution of the values of
q(v), where v runs over integral vectors in a large ball. To be more precise, let Ω be a radial
set defined by Ω = {x ∈ Rn : ||x|| < ρ(x/||x||)}, where ρ is a positive continuous function on the
unit sphere and TΩ is the dilation of Ω by a factor T > 0. Let us also denote by N(a,b),q,Ω(T )
the number of integral vectors x ∈ TΩ such that q(x) ∈ (a, b).
In [7], Dani and Margulis obtained the asymptotic exact lower bound: for q an irrational
indefinite quadratic form on Rn with n ≥ 3, for a given interval (a, b) and a set Ω, we have
lim inf
T→∞
N(a,b),q,Ω(T )
λq,Ω(b− a)T n−2
≥ 1,
where λq,Ω is a constant such that denominator gives the asymptotic volume of the set {v ∈ TΩ :
q(v) ∈ (a, b)}. The proof of the above theorem is based on studying the distribution of the shifted
orbits of the form utKx, where ut is a certain one-parameter unipotent subgroup, K is a maximal
compact subgroup of the orthogonal group SO(q) associated to q, and x ∈ SLn(R)/SLn(Z). A
suitable choice of a function f on Rn allows one to approximate the number of the integral vectors
v in TΩ satisfying q(v) ∈ (a, b) by an integral of the form∫
K
f˜(utkx)dµ(x),
where dµ is the invariant probability measure on the space of unimodular lattices SLn(R)/SLn(Z),
and f˜ : SLn(R)/SLn(Z) → R is the Siegel transform of f defined by f˜(gΓ) =
∑
v∈gZn f(v).
Although f˜ is an unbounded function to which the uniform version of Ratner’s theorem proved
in [7] does not directly apply, it is yet possible to establish asymptotically sharp lower bounds by
approximating f˜ from below by bounded functions.
The question of establishing an asymptotically sharp upper bound turns out to be substan-
tially subtler. Note that, in general, the equidistribution results in [7] do not apply to arbitrary
unbounded function. In the groundbreaking work [10], it is shown that if f has a controlled
growth at infinity, then one can still establish this equidistribution result. The growth at infinity
is measured by a family of functions α1, . . . , αn with origin in geometry of numbers. If Λ is a
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lattice in Rn, then αi(Λ)−1 is the smallest value for the covolume of Λ ∩ L, where L ranges over
all i-dimensional subspaces of Rn for which Λ ∩ L is a lattice in L.
Setting α = max(αi), one of the main results of [10] is that the equidistribution results of [7]
continue to hold as long as the test function is majorized by αs for some s ∈ (0, 2). This is then
used to show that if q is a form of signature (r, s) with r ≥ 3 and s ≥ 1, then
lim
T→∞
N(a,b),q,Ω(T )
λq,Ω(b− a)T n−2
= 1.
For quadratic forms of signature (2, 1) and (2, 2), certain quadratic forms were constructed
in [10] so that by choosing Ω to be the unit ball, for any ǫ > 0,
N(a,b),qi,Ω(Tj)≫ T
i
j (log Tj)
1−ǫ
for an infinite sequence Tj →∞. These counterexamples are very well approximable by rational
forms. When q has signature (2, 2), it is proven in [11] that if forms of a class called EWAS are
excluded, then a similar asymptotic statement continues to hold.
1.2. The S-arithmetic Oppenheim Conjecture. The generalization we study in this article
involves considering various places.
Let Sf be a finite set of odd prime numbers and S = {∞} ∪ Sf . Each element of S (Sf ,
respectively) is called a place (a finite place, respectively). For p ∈ Sf , the p-adic norm on Q is
defined by |x|p = p
−vp(x), where vp(x) is the p-adic valuation of x. The completion of Q with
respect to | · |p is the field of p-adic numbers and is denoted by Qp. We will sometimes write Q∞
for R. When p ∈ Sf , Qp contains a maximal compact subring Zp consisting of elements with
norm at most 1. We also write Up = Zp − pZp for the set of multiplicative units in Zp. When
p =∞, we set Up = {±1}. We will use the notation Unp = Z
n
p −p(Z
n
p) for p ∈ Sf and U
n
∞ = S
n−1,
the set of vectors of length 1 in Rn.
For p ∈ Sf , λp stands for the Haar measure on Qp normalized so that λp(Zp) = 1. We denote
by QS =
∏
p∈S Qp the direct product of Qp, p ∈ S, and write ZS = {x ∈ QS : |x|p ≤ 1, ∀p 6∈ S}
for the ring of S-adic integers. The function on QnS defined by
‖v‖ =
∏
p∈S
‖vp‖p,
where ‖vp‖p = max |(vp)i|p for p ∈ Sf , plays a role of the norm on Rn [15]. Also, ‖ · ‖∞ denotes
the usual Euclidean norm. We will also denote by λS the product measure ⊗p∈Sλp. The Haar
measures on Qnp and Q
n
S are denoted by λ
n
p and λ
n
S , respectively.
A quadratic form q on QnS is an S-tuple (qp)p∈S , where qp is a quadratic form on Q
n
p . The
form q is called isotropic, if each qp is isotropic, that is, if there exists a non-zero vector v ∈ Qnp
such that qp(v) = 0. A quadratic form over R is isotropic if and only if it is indefinite. q is called
non-degenerate if each qp is non-degenerate, that is, the symmetric matrix
(
βqp(vi,vj)
)
1≤i,j≤n
is
invertible, where {v1, . . . ,vn} is a basis of Qnp and βqp(vi,vj) = (qp(vi+vj)−qp(vi)−qp(vj))/2.
Finally, we call q rational if there exist a single quadratic form q0 (defined over Q) and an
invertible element λ = (λp)p∈S ∈ QS satisfying that qp = λpq0 for all p ∈ S. Otherwise q is
called irrational.
Borel and Prasad proved the S-arithmetic Oppenheim conjecture over any number field k. In
the case when k = Q, the theorem says that for a non-degenerate irrational isotropic quadratic
form q on QnS (n ≥ 3) and any given ǫ > 0, there exists a non-zero vector x ∈ Z
n
S with |qp(x)| < ǫ
for all p ∈ S.
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1.3. Statements of results. The goal of this paper is to prove a quantitative version of the
theorem of Borel and Prasad mentioned above. Note that due to the presence of |S| valuations,
we need to consider |S| parameters for the divergence to the infinity, etc.
Let T = (Tp)p∈S be an S-tuple of positive real numbers with the components Tp ∈ p
Z for
p ∈ Sf . Such an S-tuple T will be called an S-time. The set of all S-time vectors is denoted by
TS. For T ∈ TS , write ‖T‖ =
∏
p∈S Tp., and m(T) = minp∈S Tp. For T = (Tp),T
′ = (T ′p) ∈ TS ,
define T  T′ if Tp ≥ T ′p for all p ∈ S. Similarly, Ti = (Tp,i)p∈S → ∞ means that Tp,i → ∞
for each p ∈ S. Since T is of the form (et∞ , pt11 , · · · , p
ts
s ), let us denote t = (t∞, t1, · · · , ts) and
consider S-parameter groups
T = R×
∏
p∈Sf
Z, T+ = R+ ×
∏
p∈Sf
Z+.
which we will use later. The notions t  t′ and t→∞ are defined accordingly.
For p ∈ S, let ρp : Unp → R be a positive continuous function. For p ∈ Sf , we will assume
throughout the paper that ρ satisfies the following condition:
(Iρ) ρp(ux) = ρp(x), ∀x ∈ U
n
p , ∀u ∈ Up.
Define
(1) Ω =
∏
p∈S
Ωp ⊆ Q
n
S ,
where Ωp is the set of vectors vp whose norm is bounded by the value of ρp in the direction
of vp. Condition (Iρ) is indeed very mild and is satisfied by many sets of interest (e.g., the
unit ball, which is defined by the constant function). Having fixed an S-time T, we denote by
TΩ = {(zpvp)p∈S : zp ∈ Qp, |zp| ≤ Tp,vp ∈ Ωp} the dilation of Ω by T. A p-adic interval of length
p−b is a set of the form Ip = a+ p
bZp, where a ∈ Qp and b ∈ Z. An S-adic interval I is a product
of p-adic intervals Ip, with p ∈ S. Let us denote |I| =
∏
λp(Ip).
Definition 1.1 (Counting and volume functions). Fixing Ω as above, the counting and volume
functions are defined respectively by
NI,q,Ω(T) = card{v ∈ Z
n
S ∩ TΩ : qp(vp) ∈ Ip,∀p ∈ S},
VI,q,Ω(T) = vol{v ∈ Q
n
S ∩ TΩ : qp(vp) ∈ Ip,∀p ∈ S},
where card and vol denote the cardinality and the Haar measure λnS.
We start with the following statement about the asymptotic volume of the set of vectors in
TpΩp ⊆ Qnp with the condition q(v) ∈ I. This proposition will be proven in Section 4.
Proposition 1.2. For a constant λ = λ(q,Ω), we have,
VI,q,Ω(T) ∼ λ(q,Ω) · |I| · ‖T‖
n−2,
as T→∞.
The asymptotic behavior of NI,q,Ω(T) is more intricate than the volume asymptotics. The
issue for real forms of signature (2, 1) and (2, 2) persists in the S-arithmetic setup.
Definition 1.3. Let q = (qp)p∈S be an isotropic quadratic form on QnS. We say that q is
exceptional if either (1) n ≤ 3, or (2) n = 4 and for some p, qp is split, i.e., it is equivalent to
the form x1x4 + x
2
2 − x
2
3.
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See Section 2.2 for more details. Note that the set OS(n) of non-degenerate quadratic forms
on QnS can be identified with a Zariski open subset of
∏
p∈S symn(Qp), where symn(Qp) denotes
the set of n × n symmetric matrices over Qnp . In this correspondence, a form q = (qp)p∈S is
associated to its Gram matrix.
Theorem 1.4. Let D be a compact subset of non-exceptional quadratic forms on QnS, I an S-
interval, and Ω as in (1). Then there exists a constant C = C(D, I,Ω) such that for any q ∈ D
and any sufficiently large S-time T we have
NI,q,Ω(T) ≤ C‖T‖
n−2.
Note that this theorem is effective in the sense that the constant C can be explicitly given
in terms of the data. The next theorem is our main result which provides asymptotically sharp
bounds for NI,q,Ω(T). For the sake of simplicity, the theorem below is stated for an individual
irrational form. Modifications of the proof, along the lines of the proofs in [10], can be made to
establish a uniform version when q runs over a compact set of forms.
Theorem 1.5. Let q be an irrational isotropic form in OS(n), I be an S-interval, and Ω be as
in (1). If q is not exceptional, then
lim
T→∞
NI,q,Ω(T)
λ(q,Ω)|I| · ‖T‖n−2
= 1.
Remark 1.6. The proof given here establishes both the lower and the upper bound at the same
time. It seems likely to us that an adaptation of the arguments in [7] can be used to establish
the lower bound even when q is exceptional.
The proof of Theorem 1.5 rests upon a number of ingredients. We will use the dynamics on
G/Γ, where G = SLn(QS) and Γ = SLn(ZS), which can be identified with a set LS of unimodular
S-lattices. First, we will relate the counting problem to a question about the asymptotic behavior
of integrals of the form ∫
K
f˜(atk∆)dm(k),
where K is a maximal compact subgroup of SO(q), x is an element in G/Γ related to q, m is
the normalized Haar measure of K, and at is a 1-parameter diagonal subgroup of SO(q) (see
Equation (3) in Section 2.3). Here, f˜ is the Siegel transform of a compactly supported function
f defined on QnS (see Definition 3.7). Such integrals, when f˜ is replaced by a bounded continuous
function can be dealt with using an S-arithmetic version of the results in [7], which we will state
and prove in Section 6 of this paper.
Since f˜ is unbounded, in order to use the equidistribution result just described, one needs
to also control the integral of f˜(atk∆) when atk∆ is far into the cusp. As in [10], this is dealt
with using the function αS (see section 3.6), which is an analog of α introduced in the previous
subsection. We prove
Theorem 1.7. With the notation as above, assume that q is not exceptional. For 0 < s < 2 and
for any S-lattice ∆ ∈ LS,
sup
t≻1
∫
K
αS(atk∆)
sdm(k) <∞.
Moreover, the bound is uniform as ∆ varies over a compact subset C of LS.
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We will prove Theorem 1.5 using Theorem 6.2 and the following result which uses Theorem
1.7 as an important ingredient:
Theorem 1.8. Set G = SLn(QS),Γ = SLn(ZS),H = SO(q), and let φ : G/Γ→ R be a continuous
function, and ν be a positive continuous function on
∏
p∈S U
n
p . Assume that for some 0 < s < 2,
we have |φ(∆)| < CαS(∆)
s for all ∆ ∈ G/Γ. Let x0 ∈ G/Γ be such that Hx0 is not closed. Then
lim
t→∞
∫
K
φ(atkx0)ν(k)dm(k) =
∫
G/Γ
φ(y)dµ(y)
∫
K
ν dm(k).
It is natural to inquire what happens in the case of exceptional forms. In this direction, we
can prove the following theorem:
Theorem 1.9. Let I ⊆ QS be an S-interval and Ω be the product of unit balls in Q3p for p ∈ S.
Then, there exist an isotropic irrational quadratic form on Q3S, a constant c > 0, and a sequence
Ti →∞ such that
NI,q,Ω(Ti) > c‖Ti‖(log ‖Ti‖)
1−ǫ.
Since scalar multiples of a single form q cover all possible equivalence classes of isotropic
quadratic forms over Q3p (this can be easily seen from the proof of Proposition 2.1), the above
theorem shows that the counterexamples can be constructed in any equivalence class of quadratic
forms. This theorem, however, leaves out the case of forms with four variables. It would be
interesting to study these forms in details in the future.
Remark 1.10. In this paper, sans serif roman letters are reserved for S-adic objects. Algebraic
groups will be denoted by bold letters. For instance, when G = SLn, then G(Qp) = SLn(Qp)
and G =
∏
p∈SG(Qp). Elements of G,H, etc. are denoted by lower case g, h, etc.
Remark 1.11. In order to streamline the process of normalizing a vector across different places,
we will use the following notation. For p ∈ Sf and a real number x = p
n, we set x⋄ = p−n, viewed
as a p-adic number. If x is a positive real number, then, by definition x⋄ = x. If T = (Tp)p∈S is
an S-time (which, as defined above, means that Tp is a power of p for every p ∈ Sf ), we define
T ⋄ = (T ⋄p )p∈S ; in particular, if v ∈ Q
n
S , then each component of the vector v/‖v‖
⋄ := (vp/‖vp‖
⋄
p)
has norm one.
Remark 1.12. It would be interesting to extend the result to include the prime p = 2 in S.
We expect some modifications to be necessary, for example, Proposition 4.2 and classification of
quadratic forms depend on whether p is 2 or odd.
Remark 1.13. It is likely that the results of this paper can be generalized to the case of arbitrary
number fields. This, however, will inevitably involve using more number theory. For instance,
one will need a classification of quadratic forms over finite extensions of p-adic fields, which is
more complicated than that over p-adic fields.
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2. Preliminaries
In this section, we recall some definitions about Qp-vector spaces and quadratic forms defined
on them.
2.1. Norms on exterior products. Let 1 ≤ i ≤ n. One equips the ith exterior product
∧iRn
with an inner product defined by
〈x1 ∧ · · · ∧ xi,y1 ∧ · · · ∧ yi〉 = det (xk · yj)1≤k,j≤i .
For v ∈
∧iRn, the induced norm is given by ‖v‖ = |〈v,v〉|1/2. Denote by e1, . . . , en the canonical
basis for Rn. For J = {1 ≤ j1 < . . . < ji ≤ n}, denote eJ = ej1 ∧ · · · ∧ eji . As J runs over
all subsets of {1, 2, . . . , n} of i elements, the set {eJ} forms an orthonormal basis for
∧iRn and
hence ‖
∑
J aJeJ‖ =
(∑
J a
2
J
)1/2
. The inner product defined above is preserved by the action of
the orthogonal group O(n) on Rn.
The most convenient norm to work with, for our purpose, is given by ‖v‖ = maxJ |aJ |p. The
action of SLn(Zp) on
∧iQnp preserves this norm. Indeed, since the entries of k ∈ SLn(Zp) are
p-adic integers, we immediately have the inequality ‖kv‖p ≤ ‖v‖p. Equality follows by applying
this inequality to k−1 instead of k.
2.2. Quadratic forms. In this subsection, we review the classification of quadratic forms over
the p-adic fields Qp for odd primes p following [24]. Recall that a quadratic form q on Rn has
signature (r, s) if there is g ∈ GLn(R) such that
q(x) = q(gx),
where q(x) =
∑r
i=1 x
2
i −
∑r+s
i=r+1 x
2
i . Two quadratic forms over the field Qp are equivalent if and
only if they have the same rank, the same discriminant, and the same Hasse invariant. Recall that
the discriminant of a non-degenerate quadratic form over a field F is the image of the determinant
of the Gram matrix G in the group F ∗/(F ∗)2. This group contains 4 elements when F = Qp and
p is an odd prime, representing the parity of vp(detG) and whether the image of detG in the
residue field is a quadratic residue or not. Hasse invariant can take two values and is invariant
under scalar multiplication. It follows that there are at most 8 different quadratic forms over Qp
of any given dimension. A non-exceptional isotropic quadratic form q over Qp is called standard
if it is of the form
q(x) = x1xn + a2x
2
2 + · · ·+ an−1x
2
n−1,
where ai ∈ {1, p, u, pu} and for some j, k,
−aj/ak is not a square.
Here u ∈ Up is a fixed element such that its image in Zp/pZp is a non-residue. Any non-exceptional
isotropic quadratic form is equivalent to a standard one.
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2.3. Orthogonal groups. For a quadratic form q = (qp)p∈S over QS, we define the orthogonal
group of q by SO(q) =
∏
p∈S SO(qp), where SO(qp) is the p-adic analytic group consisting of
matrices of determinant 1 preserving the quadratic form qp. Let K∞ be the maximal compact
subgroup of SO(q∞) which is isomorphic to SO(r)× SO(s), where (r, s) is the signature of q∞.
For p ∈ Sf , we define Kp = SLn(Zp) ∩ SO(qp). It is easy to see that Kp is a maximal subgroup
of SO(qp). Finally, we set K =
∏
p∈SKp and let mK,mKp be the Haar measures on K, Kp,
respectively. Since Kp is a subgroup of SLn(Zp), the p-adic max norm on Qnp is invariant by Kp.
We will also need the following one-parameter subgroups. For each p ∈ Sf , define
(2) apt =
{
diag(pt, 1, . . . , 1, p−t) : t ∈ Z p ∈ Sf
diag(e−t, 1, . . . , 1, et) : t ∈ R p =∞.
We denote by Ap the group consisting of all a
p
t with t ∈ Z when p ∈ Sf , and t ∈ R when
p =∞.
Then we can define subgroups of SO(q) for a standard quadratic form q as
(3) A =
∏
Ap = {at = a
∞
t∞ ·
∏
p∈Sf
aptp} = {at : t ∈ T}, A
+ = {at : t ∈ T
+}.
The following simple fact about ternary forms will be used later.
Proposition 2.1. Let q be a non-degenerate isotropic ternary quadratic form over Qp. Then the
group SO(q) is locally isomorphic to PSL2(Qp).
Proof. This is well-known for R, so assume p ∈ Sf . The conjugation action of SL2(Qp) on the
space of 2×2 matrices of trace zero over Qp preserves the determinant, which can be viewed as a
non-degenerate isotropic ternary quadratic form q0. Since the kernel is ±I, and the corresponding
Lie algebras are isomorphic, the orthogonal group of q0 is locally isomorphic to PSL2(Qp). For
an arbitrary non-degenerate isotropic ternary quadratic form q and c ∈ Qp\{0}, the form cq has
the same orthogonal group as q, and for an appropriate value of c has the same discriminant as
q0. 
The proof of the following fact is deferred to the appendix:
Proposition 2.2. For given c1 ∈ Qp and c2 ∈ pZ, Kp acts transitively on
{vp ∈ Q
n
p : q(vp) = c1 and ‖vp‖p = c2}.
3. The S-arithmetic Geometry of Numbers
In this section, we prove some basic results on the S-arithmetic geometry of numbers. Due
to lack of reference in the S-arithmetic case, we provide proofs.
3.1. S-lattices and a generalization of the α function. The proof of Oppenheim conjecture
is based on the dynamics of unipotent flow on the space of lattices, thus we need an analogous
S-arithmetic notion.
Definition 3.1. Let V be a free QS-module of rank n. A ZS-module ∆ is an S-lattice in V if
there exist x1, . . . ,xn ∈ V such that
∆ = ZSx1 ⊕ · · · ⊕ ZSxn
and V is generated by x1, . . . ,xn as a QS-module.
VALUES OF ISOTROPIC QUADRATIC FORMS AT S-INTEGRAL POINTS 9
Note that an S-lattice is a discrete and cocompact subgroup of QnS. The base lattice ∆0 is the
S-lattice generated by the canonical basis e1, . . . , en. Note that SLn(QS) acts on the set of lattices
in QnS and the orbit of ∆0 under this action can be identified with LS := SLn(QS)/SLn(ZS). For
an S-lattice ∆, we say that a subspace L ⊆ QnS is ∆-rational if the intersection L ∩∆ is an S-
lattice in L, that is, L is a subspace of QnS generated by finite number of elements in ∆. Suppose
that L is i-dimensional and L ∩∆ = ZSv1 ⊕ · · · ⊕ ZSvi. Define d∆(L) or simply d(L) by
(4) d(L) = d∆(L) =
∏
p∈S
‖v1 ∧ · · · ∧ vi‖p.
The definition of d(L) is independent of the choice of basis. This is an analogue of the volume
of the quotient space L/(L ∩∆) for lattices in Rn. If L = {0}, we write d(L) = 1. We now show
that there is indeed a more intimate connection between the LS and the space L of lattices (of
covolume 1) in Rn. More precisely, we show that the LS fibers over L in such a way that many
natural functions on LS factor through the projection map.
Definition 3.2 (The projection map). Let ∆ ∈ LS. Define π(∆) to be the set of vectors v ∈ Rn
for which there exists w ∈ ∆ with w∞ = v and wp ∈ Znp for all p ∈ Sf .
Remark 3.3. For any vector v ∈ π(∆) there is exactly one vector w ∈ ∆ satisfying w∞ = v.
Indeed, if both w1 and w2 satisfy this property, then w = w1 − w2 ∈ ∆ is a non-zero vector
with real component zero. This implies that (
∏
p∈Sf
pm)w → 0 as m → ∞, which contradicts
the discreteness of ∆.
Proposition 3.4. π(∆) is a lattice of covolume 1 in Rn.
Proof. Since the p-adic components of the elements of π(∆) belong to the compact sets Znp , for
p ∈ Sf , the vectors w = v∞ cannot have an accumulation point, since then by passing to a
subsequence, we can find an accumulation point for a sequence of vectors in ∆.
Start with a ZS-basis v1, . . . ,vn for ∆. By replacing the vectors vi with certain ZS linear
combinations of them, we may assume that the determinant of the matrix Ap with columns
v1p, . . . ,v
n
p is a unit in Zp, for every p ∈ Sf . Note that this is equivalent to the condition
(5) ‖v1p ∧ · · · ∧ v
n
p‖p = 1
for every p ∈ Sf . We now claim that v
1
∞, . . . ,v
n
∞ form a Z-basis for π(∆). If w ∈ π(∆), then
w = v∞ for some v ∈ ∆ with vp ∈ Znp . Write v =
∑n
k=1 ckv
k, for ck ∈ ZS , and let c be the
column vector with entries c1, . . . , cn. Since Apc = vp, A
−1
p ∈ SLn(Zp), and vp ∈ Z
n
p , we deduce
that c ∈ Znp for all p ∈ Sf . This implies that c ∈ Z
n, which proves our claim. Since ∆ is
unimodular, (5) implies that ‖v1∞ ∧ · · · ∧ v
n
∞‖∞ = 1, showing that π(∆) has covolume 1. 
Definition 3.5. For an S-lattice ∆, define
αSi (∆) = sup
{
1
d(L)
: L is a ∆-rational subspace of dimension i
}
,
where 1 ≤ i ≤ n and
αS(∆) = max {αi(∆) : 0 ≤ i ≤ n} .
The function αS is not only an analogue of the original function α, but is in fact intimately
related to it.
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Proposition 3.6. For any ∆ ∈ LS, we have
αS(∆) = α(π(∆)).
Proof. Assume that αSi (∆) = 1/d(L) where L is the ZS-span of v
1, . . . ,vi. Similarly to the
proof of Proposition 3.4, after possibly replacing v1, . . . ,vi by another basis, we can assume that
‖v1p ∧ · · · ∧ v
i
p‖p = 1 for all p ∈ Sf . This implies that d(L) = ‖v
1
∞ ∧ · · · ∧ v
i
∞‖∞. As before,
v1∞, . . . ,v
i
∞ form a Z-basis for π(L), implying that αi(π(∆)) ≥ α
S
i (∆). The converse can be
proven similarly. 
Since S is fixed throughout the discussion, we will henceforth drop the superscript S in αSi
and αS . We now define an S-adic Siegel transform.
Definition 3.7. Let f : QnS → R be a bounded function vanishing outside a compact set. The
S-adic Siegel transform of f is a function on G/Γ defined as follows: for g ∈ SLn(QS),
f˜(g) =
∑
v∈Zn
S
f(gv).
More generally, f˜ is defined on the space of S-lattices ∆ as f˜(∆) =
∑
v∈∆
f(v).
Since the diagonal embedding of ZnS in QS is discrete, the defining sum involves only finitely
many non-zero terms. The following lemma is a natural extension of Schmidt’s theorem ([23],
Lemma 2) in geometry of numbers.
Lemma 3.8. (S-adic Schmidt lemma) Let f : QnS → R be a bounded function vanishing outside
a compact subset. Then there exists a positive constant c = c(f) such that f˜(∆) < cαS(∆) for
any S-lattice ∆ in QnS.
Proof. Without loss of generality, we can assume that f is the characteristic function of B =∏
p∈S Bp, where Bp is a ball of radius p
np , for p ∈ Sf and a ball of radius R for p = ∞. Set
D =
∏
p∈Sf
pnp and consider the scalar map δ : ∆ → ∆ defined by δ(x) = D · x. Note that if
x ∈ ∆ ∩B, then ‖x‖p ≤ 1 for all p ∈ Sf and ‖x‖∞ ≤ RD. In particular, π(δ(x)) will be inside a
ball B′ of radius RD. Note that Schmidt’s lemma states that
card(∆′ ∩B′) = O(α(∆′)),
holds for any lattice ∆′ in Rn, where the implies constant depends on B′. Using this fact and
Remark 3.3 we obtain
card(∆ ∩B) ≤ card(π(∆) ∩B′) = O(α(π(∆)) = O(αS(∆)).

Lemma 3.9. Let ∆ be an S-lattice in QnS and let L and M be two ∆-rational subspaces. Then
we have that
(6) d(L)d(M) ≥ d(L ∩M)d(L+M),
where d = d∆ is defined in (4).
Proof. We first verify that if L and M are ∆-rational, then L ∩ M and L + M are also ∆-
rational. Since a subspace of QnS is ∆-rational if and only if it is generated by elements of ∆,
L +M is clearly a ∆-rational subspace of QnS. On the other hand, consider a projection map
π : QnS → Q
n
S/∆. Note that the projection image π(H) of a subspace H in Q
n
S is closed if
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and only if H ∩ ∆ is a lattice subgroup in H, that is, H is ∆-rational. Since π is proper, if
we set H = π−1(π(L ∩M)) = π−1(π(L) ∩ π(M)), we can easily check that H is ∆-rational and
H = L ∩M .
Let p : QnS → Q
n
S/(L∩M). Since d∆(H) = dp(∆)(p(H))d∆(L∩M) for any ∆-rational subspace
H, the inequality (6) is equivalent to
dp(∆)(L)dp(∆)(M) ≥ dp(∆)(L+M).
Let {v1, . . . ,vℓ} and {w1, . . . ,wm} be bases of p(L) and p(M) consisting of elements in p(∆),
respectively. Then since (p(L) ∩ p(∆)) + (p(M) ∩ p(∆)) ⊆ p(L+M) ∩ p(∆),
dp(∆)(L)dp(∆)(M) = ‖v1 ∧ · · · ∧ vℓ‖‖w1 ∧ · · · ∧wm‖
≥ ‖v1 ∧ · · · ∧ vℓ ∧w1 ∧ · · · ∧wm‖ ≥ dp(∆)(L+M).

The following Lemma is the S-arithmetic version of Lemma 3.10 in [10].
Lemma 3.10. The function α belongs to Lr(SLn(QS)/SLn(ZS)) for all values of 1 ≤ r < n.
Proof. Consider the map π : LS → L. Denote the invariant probability measures on LS and L
by µS and µ, respectively. We claim that π is measure-preserving, that is, for any measurable
A ⊆ LR, we have µS(π
−1(A)) = µ(A). To see this, define ν(A) = µS(π
−1(A)). One can easily
see that ν is an SLn(R)-invariant probability measure on L, implying that ν = µ. The result will
immediately follows from Proposition 3.6. 
We can now prove the following generalization of the classical Siegel’s formula in geometry
of numbers.
Proposition 3.11. (S-arithmetic Siegel integral formula) Let f be a continuous function with
compact support on QnS, G = SLn(QS) and Γ = SLn(ZS). Then∫
G/Γ
f˜dµ =
∫
Qn
S
fdλnS + f(0).
The proof is based on the following lemma. For each p ∈ S, we denote by λnp the Haar
measure on Qnp normalized such that λ
n
p (Z
n
p ) = 1. Denote by δp the delta measure at the zero
point of Qnp .
Lemma 3.12. Let ν be an SLn(QS)-invariant Radon measure on QnS. Then ν is a linear com-
bination of measures of the form
⊗
p∈S νp, where each νp is either the Haar measure λ
n
p or the
delta measure δp.
Proof. Observe that if ν is a positive Radon measure on a locally compact space X invariant
under the action of a group H, and H has a finite number of orbits, namely X1, . . . ,Xm, then
ν naturally decomposes into the sum ν =
∑m
j=1 νi, where νi(A) = ν(A ∩Xi) is H-invariant and
supported on Xi, for 1 ≤ i ≤ m. Let us now consider the case at hand, namely, the action of
SLn(QS) on QnS. Since the natural action of G = SLn(Qp) on Q
n
p has two orbits on Q
n
p , the
G-orbits in the action on QnS are of the form
∏
p∈SXp, where Xp is either the zero point or
Qnp −{0}. Each orbit is a homogenous space G/L, where L is the stabilizer of an arbitrary point
in the respective orbit. The invariant measure on the homogeneous space G/L, if exists, is unique
up to a factor. The result follows. 
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Proof of Proposition 3.11. Note that by Lemmas 3.8 and 3.10, f˜ is integrable. This implies that
the map f 7→
∫
G/Γ f˜dµ defines a positive linear functional on the space of compactly supported
continuous functions on QnS , hence defines a Radon measure ν on Q
n
S. Since µ is G-invariant, so
is ν. Using Lemma 3.12, ν splits as a linear combination of measures of the form
⊗
p∈S νp, where
each νp is either λ
n
p or the delta measure δp. The coefficient of
⊗
p∈S λ
n
p in this linear combination
is one. Indeed, taking an increasing sequence of compactly supported non-negative continuous
functions fn approximating the normalized characteristic functions of increasingly larger balls in
QnS, one obtains f˜n → 1, and
∫
Qn
S
fndλ
n
S → 1. Similarly, by choosing a family fn of non-negative
continuous functions with support in a ball of radius 1/n with |fn| ≤ 1 and fn(0) = 1, and
applying the Lebesgue’s dominated convergence theorem, we have
lim
n→∞
∫
G/Γ
f˜ndµ = 1,
which implies that the coefficient of f(0) is 1. It remains to be shown that the rest of the
coefficients are zero. This can be obtained in a similar way from the fact that a lattice ∆ in
QnS cannot contain a non-zero point (vp)p∈S with vp0 = 0 for some p0 ∈ S. Otherwise, one
can find an appropriate sequence ni of S-integers, such that |ni|q → 0 for all q 6= p0 and hence
niv→ 0 contradicting the discreteness of ∆. From here, and by choosing appropriate sequences
of continuous functions as above, we can deduce that the rest of the coefficients are zero. 
3.2. Integration on subvarieties. Now let us introduce volume forms of submanifolds in QnS
inherited from the volume form dλnS of Q
n
S in order to measure the volumes of orbits of maximal
compact subgroups of orthogonal groups in QnS. Since such maximal compact subgroups are
products of maximal compact subgroups at each place, it suffices to deal with volume forms of
p-adic submanifolds in Qnp .
Let us introduce two equivalent definitions of volume form on submanifolds. Recall that any
orbit of the p-adic maximal compact subgroup Kp = SLn(Zp) ∩ SO(qp) of SO(qp) for a given
quadratic form qp on Qnp is of the form
{w ∈ Qnp : ||w||p = p
c1 ,qp(w) = c2},
where c1 ∈ Z and c2 ∈ Qp are some constants. Note that the above Kp-orbit is an open subset
of the (n− 1)-dimensional p-adic variety in Qnp given by
{w ∈ Qnp : qp(w) = c2}.
Hence from now on we will consider Y as a compact open subset of a d-dimensional p-adic
variety in Qnp or a parallelepiped Zpv1 ⊕ · · · ⊕ Zpvd where v1, . . . ,vd ∈ Q
n
p . Then Y is contained
in p−rZnp for some r ∈ N.
Consider the projection πℓ : p
−rZnp → p
−rZnp/p
ℓZnp and let Yℓ = πℓ(Y ). Then the volume
form νd defined over Y is defined by
νd(Y ) = lim
ℓ→∞
#Yℓ
pdℓ
.
As in the real case, we can define the volume form of a p-adic submanifold by describing the
volume form of its tangent space. Let Y be a parallelepiped Zpv1⊕· · ·⊕Zpvd, where v1, . . . ,vd
are linearly independent in Qnp . Then the volume form ν
′
d of the parallelepiped is defined as
ν ′d(Zpv1 ⊕ · · · ⊕ Zpvd) = ||v1 ∧ · · · ∧ vd||p,
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where || · || is the maximum norm of
∧d(Qnp ).
We will use the fact (see [26, Theorem 9]) that the normalized measures νd and ν
′
d are equal.
4. Passage to homogeneous dynamics
In this section, we define a p-adic analogue of Jf function introduced in Section 3 in [10] for
the real case. This function is used in Section 5 to relate the counting problem to the asymptotic
formula of certain integrals on the space of S-lattices. Fix a prime p ∈ Sf , and let q be a standard
quadratic form on Qnp . Let π1 : Q
n
p → Qp be the projection to the first coordinate and Q
n
p,+ be
the set {x ∈ Qnp : π1(x) 6= 0}. We denote by p
Z the subset of Qp consisting of powers of p.
Lemma 4.1. Let f be a continuous function with compact support on Qnp,+ which satisfies the
invariance property
(If ) f(ux1, x2, . . . , xn−1, u
−1xn) = f(x1, x2, . . . , xn)
for all units u ∈ Up. Let ν be a non-negative continuous function on the unit sphere Unp such that
(Iν) ν(ux) = ν(x),
for all u ∈ Up. Let Jf be the real-valued function on pZ ×Qp ⊂ Q2p defined by
(7) Jf (p
−r, ζ) =
1
pr(n−2)
∫
Qn−2p
f(p−r, x2, . . . , xn−1, xn) dx2 · · · dxn−1,
where in the integral, xn = p
r (ζ − q(0, x2, . . . , xn−1, 0)). Then for any ǫ > 0, if t and ‖v‖ are
sufficiently large, we have
(8)
∣∣∣∣∣c(Kp)pt(n−2)
∫
Kp
f(atkv)ν(k
−1e1)dm(k)− Jf
(
pt‖v‖⋄, ζ
)
ν(
v
‖v‖⋄
)
∣∣∣∣∣ < ǫ,
where c(Kp) = vol(Kp.e1)/(1 − 1/p) and m is the normalized Haar measure on Kp.
Proof. Let πi denote the projection onto the ith coordinate inQnp , and at := a
p
t = diag
(
pt, 1, . . . , 1, p−t
)
as before. Since f has compact support, for t≫ 1, if f(atw) 6= 0, we have
‖w‖p = |π1(w)|p.
This implies that on the support of the function k 7→ f(atkv), for t large enough we have
(9) atkv =
(
‖v‖⋄pp
t · u(kv), π2(kv), . . . , πn−1(kv),vnu(kv)
−1
)
.
Using (If ) we have
f(atkv) = f
(
‖v‖⋄p p
t, π2(kv), . . . , πn−1(kv), vn
)
.
where vn is determined by q
(
‖v‖⋄p p
t, π2(kv), . . . , πn−1(kv), vn
)
= q(v). Since Kp preserves the
norm, given δ > 0, for t > t0(δ), if f(atkv) 6= 0, we have∣∣kv/‖v‖⋄p − u(π1(kv))e1∣∣p < δ
for a unit u(π1(kv)) ∈ Up. This implies that,∣∣∣∣ v‖v‖⋄p − k−1(u(π1(kv))e1)
∣∣∣∣
p
=
∣∣∣∣ v‖v‖⋄p − u(π1(kv))(k−1e1)
∣∣∣∣
p
< δ.
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Since ν is continuous and satisfies (Iν), by choosing δ > 0 small enough we can assure that if
t > t0(δ), and f(atkv) 6= 0, then the following holds:
(10)
∣∣∣∣ν(k−1e1)− ν( v‖v‖⋄p )
∣∣∣∣ < ǫ.
For sufficiently large t, if f(atkv) 6= 0, then the vector
(
‖v‖⋄p p
t, π2(kv), . . . , πn−1(kv), vn
)
will
be at a bounded distance from e1.
Since the Kp-invariant measure on the orbit Kp.v is the push-forward of the normalized
Haar measure on K, one can approximate the integral in (7) by the integration on the Kp-orbit
Kp.(‖v‖
⋄
p e1) ⊂ Q
n
p . For t > max{t
′, t′′},∣∣∣∣∣
∫
Kp
f(atkv)ν(k
−1e1)dm(k)(11)
−
∫
Kp.(‖v‖⋄p e1)
f
(
‖v‖⋄p p
t, π2(kv), . . . , πn−1(kv), vn
)
ν(
v
‖v‖⋄
)dλn−1
∣∣∣∣∣
p
≤ ǫ,
where λn−1 is the normalized Haar measure on K.(‖v‖
⋄
p e1). 
We remark that (Iν) is an essential condition but (If ) is not a real restriction since we can
easily modify the given function to satisfy (If ).
Proposition 4.2. Suppose h is a real-valued continuous function with compact support defined
on (Qnp − {0}) ×Qp. Then
lim
t→∞
1
p(n−2)t
∫
Qnp
h(ptv,q(v))dv = vol(K · e1)
∑
z∈Z
p(n−2)z
∫
K
∫
Qp
h(p−zke1, ζ)dζdm(k).
where vol = voln−1 denote the (n− 1)-dimensional volume induced from Qnp .
Proof. Let us make the substitution w = ptv. This gives dw = 1/pntdv, hence we have
1
p(n−2)t
∫
Qnp
h(ptv,q(v))dv =
1
p(n−2)t
∫
Qnp
h(w, p−2tq(w))pntdw = p2t
∫
Qnp
h(w, p−2tq(w))dw.
Replacing p−2t by p−t, the left integral in (12) can be changed to
L1(h) := lim
t→∞
pt
∫
Qnp
h(w, p−tq(w))dw.
With the decomposition Qnp =
⋃
z∈Z p
−zUnp , write
(12) h =
∑
z∈Z
hz,
where hz(v, x) = h(v, x)1p−zUnp (v). Since h has compact support, all but finitely many of hz are
zero. We first claim that for h with supph ⊆ Unp ×Qp,
lim
t→∞
1
p(n−2)t
∫
Qnp
h(ptv,q(v))dv = vol(K.e1)
∫
K
∫
Qp
h(ke1, ζ)dζdm(k).
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Then, for h with supph ⊆ p−z0Unp where z0 ∈ Z, define h
′(v, x) = h(p−z0v, p−2z0x), which has
compact support in Unp ×Qp. By a change of variables, we have
L1(h) = lim
t→∞
pt
∫
Qnp
h(v, p−tq(v))dv = lim
t→∞
pt
∫
p−z0Unp
h(v, p−tq(v))dv
= pnz0 lim
t→∞
pt
∫
Unp
h(p−z0v, p−t−2z0q(v))dv
= pnz0 lim
t→∞
pt
∫
Unp
h′(v,q(v))dv = vol(K.e1)
∫
K
∫
Qp
h′(ke1, ζ)dζdm(k)
= vol(K.e1)p
nz0
∫
K
∫
Qp
h(p−z0ke1, p
−2z0ζ)dζdm(k)
= vol(K.e1)p
(n−2)z0
∫
K
∫
Qp
h(p−z0ke1, ζ
′)dζ ′dm(k),
where the last equality relies on the change of variables ζ ′ = p−2z0ζ. Now, using the decomposi-
tion (12), Proposition 4.2 follows for an arbitrary h.
Now let us prove the claim. Let h satisfy supph ⊆ Unp ×Qp. Furthermore, since we put q(v)
in the second variable and q is the quadratic form with p-adic integral coefficients, we can add
the assumption that supph ⊆ Unp × Zp.
Let us denote by Ak the subspace of the space of continuous functions on Unp × Zp which is
spanned by the functions of the form h(v, x) = f(v)g(x), with f(v) = 1A(v) and g(x) = 1B(x),
where A ⊆ Unp and B ⊆ Zp are respectively the preimages of subsets A¯ ⊆ (Z/p
kZ)n and B¯ ⊆
Z/pkZ by the reduction map redk. We will also set A =
⋃∞
k=1Ak. In view of Stone-Weierstrass
theorem for p-adic fields ([9]), A is dense in the space of all continuous functions on Unp × Zp.
Let us denote the reduction maps Zp → Zp/pkZp (and also Znp → (Zp/p
kZp)n) by redk. Let h be
a real-valued continuous function with compact support contained in Unp × Zp. We will do some
reduction steps: we may assume that h(v, x) = f(v)g(x), where f(v) = 1A(v) and g(x) = 1B(x),
with
A = red−1k (A) ⊆ U
n
p ,
B = red−1k (B) ⊆ Zp.
(13)
In other words,
v ∈ A,w ∈ Znp with ‖w‖ < p
−k =⇒ v +w ∈ A,
x ∈ B, y ∈ Zp with |y| < p
−k =⇒ x+ y ∈ B.
It thus suffices to show that
L1(h) = lim
t→∞
ptµn({v ∈ A,q(v) ∈ p
tB)
= vol(K.e1)mK({k ∈ K : ke1 ∈ A})µ1(B).
Let us define
Ct(A,B) = {v ∈ Z
n
p : v ∈ A, p
−tq(v) ∈ B},
C ′t(A,B) = {u+ p
tw : u ∈ A,q(u) = 0,w ∈ Znp , 2β(u,w) ∈ B}.
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Here β is the associated bilinear form to the quadratic form q. Recall the polarization identity:
q(v +w) = q(v) + 2β(v,w) + q(w).
We claim that Ct(A,B) = C
′
t(A,B) for any t > k. First, we show that C
′
t(A,B) ⊆ Ct(A,B).
Assume that v = u + ptw with u ∈ A,w ∈ Znp satisfying q(u) = 0, 2β(u,w) ∈ B. This implies
that
q(u+ ptw) = 2ptβ(u,w) + p2tq(w)2 = pt(2β(u,w) + ptq(w)2)
Since u ∈ A and ‖ptv‖ ≤ p−t, for t > k, we have v ∈ A. Moreover,
p−tq(v) = 2β(u,w) + ptq(w)2 ∈ B.
Conversely, if v ∈ Ct(A,B), set v
′ = e1 +
1
2q(v)en. Note that q(v
′) = q(v) and ‖v‖ =
‖v′‖ = 1. Hence by Proposition 2.2, there exists k ∈ K such that v = kv′. Set u = ke1 and
w = 12p
−tq(v)ken, so that v decomposes as v = k(e1 +
1
2q(v)en) = u + p
tw. Furthermore,
since v ∈ A and ‖u − v‖ = ‖12q(v)ken‖ ≤ p
−t < p−k, we have u ∈ A. Clearly, we have
q(v) = q(ke1) = 0 and
2β(u,w) = 2β(ke1,
1
2
p−tq(v)ken) = p
−tq(v)β(ke1, ken) = p
−tq(v) ∈ B.
This equality implies that
µn(Ct(A,B)) = µn(C
′
t(A,B)) = lim
ℓ→∞
|redℓ(C
′
t(A,B))|
pnℓ
.
Set Aℓ = redℓ(A) ⊆ Z/pℓZ and Bℓ = redℓ(B) ⊆ Z/pℓZ. We will denote the induced quadratic
form over Zp/pℓZp by q as well. First observe that for ℓ/2 > t > k, we have
redℓ(C
′
t(A,B)) = {u+ p
tw : u¯ ∈ Aℓ,q(u¯) = 0, 2β(u¯, w¯) ∈ Bℓ}.
For any choice of u ∈ Aℓ ∩ {u : q(u) = 0} there exist exactly |Bℓ| choices for w such that
2β(u¯, w¯) ∈ Bℓ. Hence, in order to find µn(Ct(A,B)), it suffices to find the cardinality of the
fibers of the map Φ : (Z/pℓZ)n × (Z/pℓZ)n → (Z/pℓZ)n defined by
Φ(u,w) = u+ ptw.
We will show that all the fibers have the same size. If Φ(u1, w1) = Φ(u2, w2), then u1 ≡ u2
(mod pt). Conversely, suppose that u1 ∈ Aℓ, q(u1) and v = u1+ p
tw1 for some w1 which satisfies
2β(u¯1, w¯1) ∈ Bℓ. Let u2 ∈ Aℓ be such that q(u2) = 0, u1 ≡ u2 (mod p
t). Write u2 − u1 = p
tz.
Set w2 = w1 − z, hence v = u2 + p
tw2. First note that q(u1) = q(u2) = 0 combined with
q(u2) = q(u1 + p
tz) = q(u1) + 2p
tβ(u1, z) + p
2tq(z)
implies that β(u1, z) is divisible by p
t. This implies that
2β(u2, w2) = 2β(u1 − p
tz, w1 + z) = 2β(u1, w1)− 2p
tβ(z, w1 + z) + 2β(u1, z) ∈ Bℓ
This shows that the fibers of Φ are in one-to-one correspondence with the equivalence classes of
u ∈ Aℓ module p
t. This implies that for all sets A,B satisfying (13), for ℓ ≥ t > k, we have
|redℓ(Ct(A,B))| = Nt|Aℓ ∩ {u : q(u) = 0}| × |Bℓ|.
Note that Nt does not depend on ℓ. In the special case A = Unp and B = Zp, Ct(A,B) is precisely
the p−t-neighborhood of the set {u ∈ Unp : q(u) = 0}. It follows that
lim
t→∞
ptµn(Ct(U
n
p ,Zp)) = µn−1({u ∈ U
n
p : q(u) = 0}) = vol(K.e1).
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From here, for general A and B we obtain
lim
t→∞
ptµn(Ct(A,B)) = lim
t→∞
ptµn(Ct(U
n
p ,Zp))
µn(Ct(A,B))
µn(Ct(Unp ,Zp))
= vol(K.e1) lim
ℓ→∞
|Aℓ ∩ {v ∈ (Z/pℓZ)n : q(v) = 0} · |Bℓ|
|{v ∈ (Z/pℓZ)n : q(v) = 0} · |Z/pℓZ|
= vol(K.e1)mK{k ∈ K : ke1 ∈ A}µ1(B).

5. Counting results
In this section, we prove Theorems 1.4 and 1.5. The proofs depend on an ergodic result which
will be proven in the next section.
Proof of Theorem 1.4. Since any bounded set Ω is contained in a ball of radius r for some r > 0,
for an upper bound, it suffices to prove the theorem for the case when Ω is a unit ball.
Without loss of generality, we may assume that there exists a compact set C ⊂ G so that
every quadratic form in D is of the form qg for some g ∈ C, where q is a fixed standard form, since
there are finitely many equivalence classes of quadratic forms over QS . Since C is compact, there
exists β such that for every g = (gp)p∈S ∈ C and every v ∈ QnS , β
−1‖vp‖p ≤ ‖gpvp‖p ≤ β‖vp‖p
for every p ∈ S. Let ǫ > 0 be given and g ∈ C be arbitrary. Let f =
∏
p∈S fp be a continuous
non-negative function with compact support on QnS such that Jf∞ ≥ (1+ ǫ)
1/|S| on [β−1, 2β]×I∞
and Jfp ≥ (1 + ǫ)
1/|S| on pZ ∩ {x ∈ Qp : β−1 ≤ |x|p ≤ 2β} × Ip for p ∈ Sf . It is clear that if
v ∈ QnS satisfies the conditions
(14) T∞ ≤ ‖v∞‖ ≤ 2T∞, ‖vp‖p = Tp, q(gv) ∈ I,
then Jf (‖gv‖
⋄/|T|⋄,q(gv)) ≥ 1 + ǫ. By Lemma 4.1 and Lemma 3.6 in [10], for sufficiently large
t,
c(K)‖T‖n−2
∫
K
f(atkgv)dm(k) ≥ 1
if v satisfies (14). Summing over v ∈ ZnS , it follows that the number of vectors v ∈ Z
n
S satisfying
(14) is bounded from above by
(15)
∑
v∈ZS
c(K)‖T‖n−2
∫
K
f(atkgv)dm(k) = c(K)‖T‖
n−2
∫
K
f˜(atkg)dm(k).
Since (15) holds for all sufficiently large T, by summing over all (T∞/2
k∞ , Tp/p
k1 , . . . , Ts/p
ks),
k∞, k1, . . . , ks ∈ N, the statement follows. 
Proposition 5.1. Let fp : Qnp → R be a positive continuous function with compact support in
Qnp,+, and f =
∏
p∈S fp. Assume further that fp satisfies the property (If ) when p ∈ Sf . Let
νp : Unp → R be positive continuous functions satisfying the condition (Iν) and ν =
∏
p∈S νp. For
a non-exceptional quadratic form q, ǫ > 0 and every g ∈ G, there exists a positive S-time t0 so
that for t ≻ t0,
(16)
∣∣∣∣∣∣‖T‖−(n−2)
∑
v∈Zn
S
Jf
(
‖gv‖⋄
T⋄
,q(gv)
)
ν
(
gv
‖gv‖⋄
)
− c(K)
∫
K
f˜(atkg)ν(k
−1e1)dm(k)
∣∣∣∣∣∣ ≤ ǫ,
where c(K) =
∏
p∈S c(Kp).
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Proof. Since Jf =
∏
p∈S Jfp has compact support, by Theorem 1.4 for given g ∈ G, the number
of v ∈ ZnS such that Jf (g,v, t)ν(g,v) 6= 0 is bounded by c‖T‖
n−2 for some c > 0. Take t0 such
that Lemma 4.1 and Lemma 3.6 in [10] hold for gv and ǫ/c. Then for t ≻ t0,∣∣∣∣∣∣‖T‖−(n−2)
∑
v∈Zn
S
Jf
(
‖gv‖⋄
T⋄
,q(gv)
)
ν
(
gv
‖gv‖⋄
)
− c(K)
∫
K
f˜(atkg)ν(k
−1e1)dm(k)
∣∣∣∣∣∣
≤ ‖T‖−(n−2)
∑
v∈Zn
S
∣∣∣∣Jf (‖gv‖⋄T⋄ ,q(gv)
)
ν
(
gv
‖gv‖⋄
)
− c(K)‖T‖n−2
∫
K
f(atkgv)ν(k
−1e1)dm(k)
∣∣∣∣
≤ C(f)e−(n−2)t0
∏
p∈Sf
p−(n−2)tp · ǫ/c · c‖T‖n−2 = C(f)ǫ.
Here C(f) is a constant depending on f which comes from the fact that if |ai − bi| < ǫ and
|ai| < A, |bi| < B, then |
∏
ai−
∏
bi| < C(A,B)ǫ. Note that both terms in the second line of the
equations are bounded by a constant depending on f . 
In the rest of this section, we will deal with compactly supported continuous function h :
(QnS − {0}) ×QS → R of the form h(v, ζ) =
∏
p∈S hp(vp, ζp).
For h as above, define
L(h) = lim
t→∞
‖T‖−(n−2)
∫
Qn
S
h
( v
T⋄
,q(v)
)
dv.
Lemma 5.2. Let f and ν be as in Theorem 5.1. Let h∞(v∞, ζ∞) = Jf∞(‖v∞‖∞, ζ∞)ν∞(v∞/‖v∞‖∞),
hp(vp, ζp) = Jfp(‖vp‖
⋄
p, ζp)νp(vp/‖vp‖
⋄
p) for p ∈ Sf . Set h(v, ζ) =
∏
p∈S hp(vp, ζp). Then we have
L(h) = c(K)
∫
G/Γ
f˜(g) dg
∏
p∈S
∫
Kp
νp(k
−1
p e1)dm(kp)
Proof. Since∫
Qn−1p
f(p−r, x2, . . . , xn−1, xn)dx2 . . . dxn =
∫
Qn−1p
f(p−ru, x2, . . . , xn−1, xn)dx2 . . . dxn
for any unit u, we have that∫
Qnp
fdx1 . . . dxn =
∫
Qp
∫
Qn−1p
f(x1, x2, . . . xn−1, xn)dx2 . . . dxn · dx1
= pr(1− p−1)
∑
r∈Z
∫
Qn−1p
f(p−r, x2, . . . xn−1, xn)dx2 . . . dxn.
The change of variables p−rxn + q(0, x2, . . . , xn−1, 0) = ζ yields p
rdxn = dζ, and hence∫
Qnp
fdx1 . . . dxn =
∑
r∈Z
∫
Qp
∫
Qn−2p
f(p−r, x2, · · · , xn−1, xn)dx2 . . . dxn−1(1− p
−1)dζ
=
∑
r∈Z
∫
Qp
Jf (p
−r, ζ)pr(n−2)(1− 1/p)dζ.
The result will now follow from Proposition 3.11, Proposition 4.2, and Lemma 3.9 in [10].
Computations proceed by a verbatim repetition of the proof of Lemma 3.9 in [10].

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Proof of Proposition 1.2. Since Ω =
∏
p∈S Ωp ⊂ Q
n
S , it suffices to show that for any choice of
intervals Ip ⊆ Qp, p ∈ S, there exists a constant λ(qp,Ωp) such that vol{v ∈ TpΩp : qp(v) ∈ I}
is asymptotically λ(qp,Ωp)T
n−2
p . The case p = ∞ is in Lemma 3.8 (ii) of [10]. Hence, we may
assume that p ∈ Sf , and write Ip = a+ p
bZp, for a ∈ Qp and b ∈ Z.
Recall that Ωp = {v ∈ Qnp : ‖v‖p ≤ ρp(v/‖v‖
⋄
p)}, where ρp(uv) = ρp(v) for any v ∈ U
n
p and
u ∈ Up. Substituting g−1Ωp by Ωp, we may assume that qp is standard. Moreover, the function
ρ′p determining g
−1Ωp satisfies ρ
′
p(v) = ρ
′
p(uv) for u ∈ Up. It would be slightly more convenient
to work with the set Ωˆp = {v ∈ Qnp : ‖v‖p = ρp(v/‖v‖
⋄
p)}.
We now apply Proposition 4.2 to find sequences (hm), (h
′
m) of compactly supported continuous
positive functions such that hm ≤ 1Ωˆp×Ip ≤ h
′
m and |hm−h
′
m| converges uniformly to zero asm→
∞. Since hm, h
′
m are compactly supported, by definition, limm→∞ L1(hm) = limm→∞ L1(h
′
m).
Hence
lim
t→∞
p−(n−2)t vol({v ∈ p−tΩˆp : qp(v) ∈ Ip}) = lim
t→∞
p−(n−2)t
∫
Qnp
1Ωˆp×Ip(p
tv,qp(v))dv
= vol(K.e1)p
−b
∑
z∈Z
p(n−2)z
∫
K
1Ωˆp(p
−zke1)dm(k) =: λqp,Ωˆpp
−b.
Note that
∑
z∈Z p
(n−2)z
∫
K 1Ωˆp(p
−zke1)dm(k) is a summation over a finite set of z’s. The result
will now follow from the fact that Ωp =
⋃
i≥0 p
iΩˆp is a disjoint union. 
Proof of Theorem 1.5. We will start by introducing two function spaces: let L denote the space
of real-valued functions F (v, ζ) on QnS−{0}×QS with support in an implicitly fixed compact set
C, satisfying F (uv, ζ) = F (v, ζ) for all u ∈ Up, p ∈ Sf . We equip L with the topology of uniform
convergence on C. By L0, we denote the subspace of L consisting of the functions of the form
F (v, ζ) = Jf (‖v‖
⋄, ζ)ν(v/‖v‖⋄), where f =
∏
p∈S fp, ν =
∏
p∈S νp, fp is continuous with compact
support on Qnp,+ satisfying (If ) and νp is a non-negative continuous function on U
n
p satisfying
(Iν). We claim that L0 is dense in L. In fact, it is easy to see from a p-adic Stone-Weierstrass
Theorem (see [9]) that the approximation holds if the invariance properties are dropped from L
and L0. With the invariance properties, one only needs to integrate the approximating function
ν over
∏
p∈S Up with respect to the Haar measure to obtain the desired approximating function.
This implies that for each x ∈ D, there are hx, h
′
x in L0 such that for all v ∈ Q
n
S and ζ ∈ QS,
hx(xv, ζ) ≤ 1Ωˆ ≤ h
′
x(xv, ζ)
and
|L(hx)− L(h
′
x)| < ǫ,
where 1Ωˆ is the characteristic function of
Ωˆ =
{
v ∈ QnS :
ρ∞(v∞/‖v∞‖∞)/2 < ‖v∞‖∞ < ρ∞(v∞/‖v∞‖∞) and
‖vp‖ = ρp(vp/‖vp‖
⋄
p), p ∈ Sf
}
.
By Proposition 5.1, Theorem 6.2, and Proposition 5.2, there exist points x1, . . . , xℓ ∈ G/Γ so
that Hxi is closed, 1 ≤ i ≤ ℓ, and for each compact subset F of D−∪
ℓ
i=1Hxi, there exists T0 ≻ 0
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so that for all T ≻ T0 and x = gΓ ∈ F ,∣∣∣∣∣∣‖T‖−(n−2)
∑
v∈Zn
S
h
(gv
T⋄
,q(gv)
)
− L(h)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣‖T‖−(n−2)
∑
v∈Zn
S
h
(gv
T⋄
,q(gv)
)
− c(K)
∫
K
f˜(atkx)ν(k
−1e1)dm(k)
∣∣∣∣∣∣
+
∣∣∣∣∣c(K)
∫
K
f˜(atkx)ν(k
−1e1)dm(k) − c(K)
∫
G/Γ
f˜ dg
∫
K
νdm(k)
∣∣∣∣∣
+
∣∣∣∣∣c(K)
∫
G/Γ
f˜dg
∫
K
νdm(k)− ‖T‖n−2
∫
Qn
S
h
(gv
T⋄
,q(gv)
)
dv
∣∣∣∣∣ < ǫ.
From the definition of L(h), it follows that for T large enough, we have∣∣∣∣∣‖T‖−(n−2)
∫
Qn
S
h
(gv
T⋄
,q(gv)
)
dv − L(h)
∣∣∣∣∣ ≤ ǫ.
By approximating argument with hx, h
′
x with a suitable ǫ, for every θ > 0, there exist finitely
many points x1, . . . , xℓ with Hxi closed and for an arbitrary compact subset F ⊆ D − ∪
ℓ
i=1Hxi,
there exists T0 ≻ 0 such that for every x = gΓ ∈ F and every T ≻ T0, we obtain
(1− θ)V
I,q,Ωˆ(T) ≤ NI,q,Ωˆ(T) ≤ (1 + θ)VI,q,Ωˆ(T).
The claim will now follow from Proposition 1.2 and a standard geometric series argument. 
6. S-arithmetic uniform equidistribution of unipotent flows
In this section we will prove an S-arithmetic version of a theorem in [7], which was mentioned
in the introduction. Our proof builds upon ideas and results that were originated in [7] and were
partially extended in the S-arithmetic setup in [27]. The general line of argument is similar to
the one in [7]. In a number of places, technicalities arise that need to be handled differently.
Let G be a Q-algebraic group. With S and Sf as above, set G = G(QS) =
∏
p∈SG(Qp).
Let Γ be an S-arithmetic subgroup of G, i.e. a group commensurable to G(ZS). Note that
G(Qp) is naturally embedded in G. For each p ∈ S, let Up = {up(zp) : zp ∈ Qp} be a one-
parameter unipotent Qp-subgroup, which means that up : Qp → G(Qp) is a non-trivial Qp-
rational homomorphism. [21].
We will need a uniform version of Ratner’s theorem for the action of unipotent groups on
G/Γ, in the special case that Γ is an S-arithmetic subgroup. Let us mention that Ratner’s main
result in [21] was independently obtained in Margulis-Tomanov paper [18]. The following class
of groups introduced by Tomanov plays an important role in this theorem.
Definition 6.1. [27] A connected Q-algebraic subgroup P of G is a subgroup of class F relative to
S if for each proper normal Q-algebraic subgroup Q of P, there exists p ∈ S such that (P/Q)(Qp)
contains a non-trivial unipotent element.
If P is a subgroup of class F in G, then for any subgroup P ′ of finite index in P(QS), P ′ ∩Γ
is an S-arithmetic lattice in P ′. For a closed subgroup U of G, and a proper subgroup P of G
of class F , we write X(P,U) = {g ∈ G : Ug ⊆ gP}. One can see that X(P,U) is a QS-algebraic
subvariety of G. We will prove the following S-arithmetic version of [7, Theorem 3].
Theorem 6.2. Let G be a Q-algebraic group, G = G(QS), Γ an S-arithmetic lattice in G, and
let µ denote the G-invariant probability measure on G/Γ. Let U = {(up(zp))p∈S |zp ∈ Qp} be
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a one-parameter unipotent QS-subgroup of G, and let φ : G/Γ → R be a bounded continuous
function. Let K be a compact subset of G/Γ, and let ǫ > 0. Then there exist finitely many proper
subgroups P1, . . . ,Pk of G of class F , and compact subsets Ci ⊆ X(Pi,U), where Pi = Pi(QS),
1 ≤ i ≤ k, such that the following holds: given a compact subset F of K \ ∪iCiΓ/Γ, for all x ∈ F
and all T with m(T)≫ 0, we have∣∣∣∣∣ 1λS(I(T))
∫
I(T)
φ(uzx)dλS(z)−
∫
G/Γ
φdµ
∣∣∣∣∣ ≤ ǫ.
Following [7] and [27], we denote the set of singular points with respect to U by S(U) =⋃
P∈F ,P6=GX(P,U)Γ/Γ. Its complement G(U) = G/Γ \ S(U) will be called the set of generic
points.
For a subset S′ of S, the direct sum uS′ : QS′ → G of one-parameter unipotent subgroups
defined by uS′((tp)p∈S′) = (up(tp))p∈S′ is called a one-parameter unipotent QS′-subgroup of G.
If the subset S′ is known from the context, we sometimes write u(t) instead of (up(tp))p∈S′ .
When r > 0, we will use the notation Ip(r) for the closed ball of radius r in Qp centered
at zero. When p is a non-archimedean place, we will implicitly assume that r is a power of p.
Any translation of Ip(r), that is any set of the form b + Ip(r), will be called an interval. When
p ∈ Sf , the ultrametric property of the norm implies that if J1 and J2 are two intervals with a
non-empty intersection, then J1 ⊆ J2 or J2 ⊆ J1. In the rest of this article, for a p-adic interval
L = Ip(r), we will write Lˆ = Ip(pr). We will start by recalling the following S-arithmetic version
of the quantitative non-divergence theorem of Dani-Margulis which will later be needed in this
paper:
Theorem 6.3 ([27],Theorem 3.3). Let G be a Q-algebraic group, G = G(QS), and Γ an S-
arithmetic lattice in G, and µ denote the G-invariant probability measure on G/Γ. Let S′ ⊆ S,
and U = {u(t)|t ∈ QS′} be a one-parameter unipotent QS′-subgroup of G. Let ǫ > 0 and K ⊆ G/Γ
be a compact set. Then there exists a compact subset K1 such that for any x ∈ K1 and any S
′-
interval I(T) in QS′, we have
1
λS′(I(T))
λS′{t ∈ I(T)|u(t)x 6∈ K1} < ǫ.
Let Γ be an S-arithmetic lattice in G. If P is a subgroup of class F in G then for any
subgroup P ′ of finite index in P(QS), we have P ′ ∩ Γ is an S-arithmetic lattice in P ′. The
following proposition has been proven in [27].
Proposition 6.4 ([27], Theorem 4.2). Let M ⊆ Qmp be Zariski closed. Given a compact set
A ⊆M and ǫ > 0, there exists a compact set B ⊆M containing A such that the following holds:
for a compact neighborhood Φ of B in Qmp , there exists a neighborhood Ψ of A in Q
m
p such that for
any one-parameter unipotent subgroup {u(t)} in GLm(Qp), any w ∈ Qmp − Φ, and any interval
I ⊆ Qp containing 0, we have
λp{t ∈ I : u(t)w ∈ Ψ} ≤ ǫ · λp{t ∈ T : u(t)w ∈ Φ}.
We will also need the following S-adic analogue of Theorem 2 in [7].
Theorem 6.5. Let G be a k-algebraic group, G =G(QS), and Γ be an S-arithmetic lattice in G.
Let U (i) = {u(i)(t)|t ∈ QS} be a sequence of one-parameter unipotent QS-subgroup of G, such that
u(i)(t) → u(t) for all t ∈ QS, as i → ∞. Assume that the sequence (xi)i≥1 ∈ G/Γ converges to
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the point x ∈ G(u(t)), and let m(Ti) → ∞. For any bounded continuous function φ : G/Γ → R,
we have
1
|Ti|
∫
I(Ti)
φ(u(i)(t)xi) dλS(t)→
∫
G/Γ
φ dµ.
Let us briefly sketch the proof of this theorem. The main ingredient of the proof is the
quantitative non-divergence theorem, whose S-adic analogue, Theorem 6.3, is proven in [27].
Arguing by contradiction, one assumes that there exists a sequence xi of points for which the
statement is not true. Using the density of the set of generic points, one may assume that xi are
generic for ut. Invoking the quantitative non-divergence again, one then shows that there is no
escape of mass to infinity. Once we verify that the limiting measure is u(t)-invariant, the measure
classification theorem of Ratner will finish the proof. For details, we refer the reader to [7].
Let P be a subgroup of class F in G. By Chevalley’s theorem, there exists a k-rational
representation ρP : G → GL(VP) such that NG(P) equals the stabilizer of a line in V spanned
by a vector m ∈ V (Q). This representation and the vector m are fixed throughout this paper.
Let χ be the k-rational character of NG(P) defined by χ(g)m = gm, for g ∈ NG(P). We denote
N = {g ∈ G : gm = m} and N = N(QS). We also set ΓN = Γ ∩ N and ΓP = Γ ∩ NG(P).
The orbit map ηP : G → Gm ⊆ VP is defined by ηP(g) = gm. The orbit Gm is isomorphic to
the quasi-affine variety G/N and η is a quotient map. Set X = {g ∈ G : Ug ⊆ gP} and let AP
denote the Zariski closure of ηP(X(P,U)). Clearly X is an algebraic variety of G defined over
kS and X(QS) = X(P,U). It is not hard to show (see [27]) that η−1(AP) = X(P,U). It will
be useful to consider the map Rep : G/Γ → VP defined as follows. For each x ∈ G/Γ, we define
Rep(x) = {ηP(g) : g ∈ G,x = gΓ}. For D ⊆ AP and for γ ∈ Γ, we define the γ-overlaps of D by
Oγ(D) = {gΓ : ηP(g) ∈ D, ηP(gγ) ∈ D} ⊆ G/Γ. Finally, we set
O(D) =
⋃
γ∈Γ−ΓP
O
γ(D) ⊆ G/Γ.
The proof of the following lemma is straightforward:
Lemma 6.6. For γ ∈ Γ and γ1 ∈ ΓP, and D ⊆ AP we have
(1) Oe(D) = {x ∈ G/Γ : Rep(x) ∩D 6= ∅}.
(2) Oγ(D) = Oγγ1(D).
For each subgroup P of class F relative to S, we will denote IP = {g ∈ G : ρP(g)mP = mP}.
A proof for the following proposition can be given along the same lines as the proof of Proposition
7.1 in [7].
Proposition 6.7. Suppose P is a subgroup of class F relative to S, and C ⊆ VP is compact.
Assume also that K ⊆ G/Γ is compact. Then there exists a compact set C˜ ⊆ G such that
π(C˜) = {x ∈ K : Rep(x) ∩ C 6= ∅}.
Proposition 6.8. Let P be a subgroup of class F relative to S and D ⊆ AP be compact. Let
K ⊆ G/Γ be compact. Then the family {K ∩ Oγ(D)}γ∈Γ contains only finitely many distinct
elements. Moreover, for each γ ∈ Γ, there exists a compact set C˜γ ⊆ η
−1
P (D)∩η
−1
P (D)γ such that
K ∩Oγ(D) = π(C˜k).
Proof. The argument for finiteness from Proposition 7.2. in [7] can be carried over verbatim to
this case. 
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Let us denote by E the class of subsets of G of the form E =
⋂r
i=1 η
−1
Pi
(Di), where Pi
are subgroups of class F and Di ⊆ APi are compact. For such a set E (together with the
given decomposition), we denote N (E) to be the family of all neighborhoods of the form Φ =⋂r
i=1 η
−1
Pi
(Θi), where Θi ⊃ Di are neighborhoods in VPi . We will refer to these neighborhoods as
components of Φ. The following definition from [27] will also be used in this paper. Let δ > 0 be
such that for any z ∈ Z∗S , if for all p
′ ∈ S \ {p}, we have |z − 1|p′ < δ, then z = 1. The existence
of δ follows from the fact that the map from Z∗S to R
S defined by λ(x) = (log |x|p)p∈S has a
discrete image in a codimension-one subspace of RS. A subset A =
∏
p∈S Ap ⊆ G is said to be
S(p)-small if for all p′ ∈ S \ {p} the following holds: if c ∈ Q∗p′ is such that c(Ap′m) ∩Ap′m 6= ∅,
then |c− 1|p′ < δ. We will now prove a stronger version of a theorem in [27].
Theorem 6.9. Let p ∈ S, ǫ > 0, and let K ⊆ G/Γ be compact. For E ∈ E, there exists E′ ∈ E
such that the following holds: given Φ ∈ N (E′), there exists a neighborhood Ω ⊇ π(E) such that
for any one-parameter unipotent subgroup {up(t)} of G, and any g ∈ G, and any r0 > 0, one of
the following holds:
(1) A component of Φ contains {up(t)gγ : t ∈ Ip(r)} for some γ ∈ Γ.
(2) For all r > r0, we have λp{t ∈ Ip(r) \ Ip(r0) : up(t)gΓ ∈ Ω ∩ K} ≤ ǫλp(Ip(r) \ Ip(r0)).
Proof. It is clear that we can assume that E = η−1P (C) and that E is S(p)-small. We will now
proceed by the induction on dimP. The result is clearly valid for dimP = 0. Let us assume that
it is known for all P with dimension at most n− 1 and that C ⊆ AP, with dimP = n. Applying
Proposition 6.4 to C (viewed as a compact subset of the Zariski closed set AP), we obtain a
compact subset D of AP such that for any compact neighborhood Φ of D in AP, there exists a
neighborhood Ψ of C in AP such that for any one-parameter subgroup {up(t)} of GL(VP), any
point w ∈ VP \ Φ, and any interval I ⊆ Qp containing 0, we have
λp{t ∈ I : up(t)w ∈ Ψ} ≤ ǫ · λp{t ∈ T : up(t)w ∈ Φ}.
Note that since the set of the roots of unity in Qp is finite, we can choose D such that ωD = D
for every root of unity ω ∈ Qp, and thus D can be chosen to be S(p)-small. Now, let B = η
−1
P (D).
By Proposition 6.8 the family of sets {K ∩ Oγ(D)}γ∈Γ is finite, hence consists of the sets
K∩Oγj (D), for 1 ≤ j ≤ k. We assume that γ1 = e. Moreover, we can write K∩O
γj (D) = π(Cj)
for some compact subset Cj ⊆ B ∩ Bγ
−1
j ⊆ X(P ∩ γjPγ
−1
j ,W ). We claim that γj 6∈ ΓP for
j ≥ 2. Assuming the contrary, we obtain ρ(γj)mP = χ(γj)mP. Since χ(γj) ∈ O
∗, we have
ηP(bγj) = χ(γj)ηP(b) ∈ D. Since D is S(p)-small, we obtain that χ(γj) is a root of unity in Q∗p.
This shows that Bγj ⊆ η
−1(D) = B, which is a contradiction to the choice of γj. From here
we see that for j ≥ 2, P ∩ γjPγ
−1
j is a proper subgroup of P. Hence there exists a subgroup
Pj of class F which is contained in the connected component of P ∩ γjPγ
−1
j . Note that Pj is
of dimension less than n, and Cj ⊆ X(Pj ,W ). We now set Ej = η
−1
Pj
(ηPj (Cj)) and apply the
induction hypothesis to obtain E′j ∈ E such that for any choice of Φj ∈ N (E
′
j), we can find
neighborhoods Ωj of Ej such that for any one-parameter subgroup (up(t))t∈Qp of G, g ∈ G and
r > 0, we have
λv{t ∈ Ip(r)\Ip(r0) : up(t)gΓ ∈ Ωj ∩ K} ≤ (ǫ/2k)r
unless there exists γ ∈ Γ such that the set {up(t)gγ : t ∈ Ip(r)} is contained in a component of
Φj. Set E
′′ =
⋃n
j=2E
′
j ∈ E and E
′ = E′′ ∩B. Consider Φ ∈ N (E′). This shows that there exists
a neighborhood Ω′ of π(E′′) such that for any one-parameter unipotent subgroup {up(t)}t∈Qp ,
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every g ∈ G and r0 > 0, we have
λp(t ∈ Ip(r0) : up(t)gΓ ∈ Ω
′ ∩ K} ≤
ǫr
2
unless {up(t)gγ : t ∈ Ip(r0)} is in a component of Φ for some γ ∈ Γ. Set K1 = K \ Ω
′, and
choose a compact subset K ′ ⊆ G such that π(K ′) = K1. Let Φ1 be a neighborhood of D in V
such that η−1P (Φ1) ⊆ Φ and O(Φ1) ∩ K1 = ∅. Since D is S(p)-small, we can clearly choose Φ1
to be S(p)-small. As ρ(up(t)) is a one-parameter unipotent subgroup of GL(V ), and ηP(C) is of
relative size less than ǫ/4 in D, we can find a neighborhood Ψ of C in V satisfying
λp({t ∈ Ip(r) : ρ(up(t))v ∈ Ψ}) ≤
ǫ
4
λp({t ∈ Ip(r) : ρ(up(t))v ∈ Φ1}),
for all v ∈ V \ Φ1, r > 0 and unipotent subgroups {up(t)}t∈Qp . Let Ω = π(ηP(Ψ)) ⊆ G/Γ.
Assume that (1) does not hold for g ∈ G, a one-parameter subgroup {up(t)}t∈Qp , and r0 > 0.
This implies that for every γ ∈ Γ, there exists t ∈ Ip(r0) such that up(t)gγ ∈ G \ Φ. For q ∈M,
we consider the following sets:
J1(q) = {t ∈ Ip(r) \ Ip(r0) : ρ(up(t)g)q ∈ Φ1},
J2(q) = {t ∈ Ip(r) \ Ip(r0) : ρ(up(t)g)q ∈ Ψ, π(up(t)g) ∈ K1}.
Since J1(q) is an open subset of Qp, it is a disjoint union of intervals. We will also define
J3(q) ⊆ J1(q) as follows: if v is an archimedean place, then J3(q) consists of those t ∈ J1(q) such
that for some a ≥ 0, we have [t, t+ a] ⊆ J1(q) and π(u(t+ a)g) ∈ K1. If v is a non-archimedean
place, then J3(q) consists of those t ∈ J1(q) such that there exists an interval J ⊆ Qp containing
t and t′ ∈ J such that π(u(t′)g) ∈ K1. Clearly J3(q) is open in Qp, and is hence a disjoint union
of intervals. We first make the following claim:
Claim: J3(q1) ∩ J3(q2) = ∅ for q1,q2 ∈M, unless q2 = ωq1 for some root of unity ω ∈ Q∗p.
In the archimedean case, if t ∈ J3(q1) ∩ J3(q2), then there exists a ≥ 0 such that [t, t+ a] ⊆
J1(q1) ∩ J1(q2) and π(u(t + a)g) ∈ K1. If qj = η(γj) for j = 1, 2, then η(u(t + a)gγ1) =
η(u(t+ a)gγ2) ∈ Φ1, we will have q1,q2 ∈ O(Φ)∩K1 = ∅, unless γ
−1
1 γ2 ∈ ΓP, which implies that
q2 = ωq1.
In the non-archimedean case, if t ∈ J3(q1) ∩ J3(q2), then t ∈ J1(q) and there exist intervals
J(q1), J(q2) ⊆ Qp containing t and t′1 ∈ J(q1) and t
′
2 ∈ J(q2) such that π(u(t
′
1)g), π(u(t
′
2)g) ∈ K1.
Note that since J(q1) and J(q2) intersect one contains the other, hence, without loss of generality,
we can assume that t′1 ∈ J(q1) ∩ J(q2), and π(u(t
′
1)g) ∈ K1. The rest of the argument is as in
the archimedean case.
Denote Ip(a, r) = a + Ip(r), and let L1 be the family of those components L = Ip(a, r1) of
J1(q) such that L ∩ Ip(r0) = ∅, and L2 the rest of components. Note that Lˆ 6⊆ Ip(r0). This
implies that λp(Lˆ ∩ J2(q)) ≤ λp(Lˆ ∩ J3(q)), which, in turn, shows that∑
L∈L1
λp(Lˆ ∩ J2(q)) ≤
∑
L∈L1
λp(Lˆ ∩ J3(q)) ≤ λp(Ip(r) \ Ip(r0)).
We now claim that
∑
L∈L2
λp(L) ≤ λp(Ip(r)). In fact, if L ∈ L2, then either L ⊆ Ip(r0) or
Ip(r0) ⊆ L. If Ip(r0) ⊆ L for some L ∈ L2, then since components are disjoint, L2 has precisely
one element and the result follows. So, assume that for each L ∈ L2, we have L ⊆ Ip(r0). Then
the disjointness of components implies that
∑
L∈L2
λp(L) ≤ λp(Ip(r0)). 
Proposition 6.10. Let G be a Q-algebraic group, G =G(QS), and Γ be an S-arithmetic lattice
in G. Let U be a one-parameter unipotent subgroup of G. Assume that P1, . . . ,Pk are subgroups
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of class F for 1 ≤ i ≤ k, and let Di be a compact subset of APi , and Θi be a compact neighborhood
of Di in VPi . For a given compact set K ⊆ G/Γ, there exists P
′
1, . . . ,P
′
k of class F and compact
subsets D′i of AP′i , 1 ≤ i ≤ k, such that for any compact set F ⊆ K\
⋃k
i=1(η
−1
Pi
(Di)∪η
−1
P′i
(D′i))Γ/Γ,
there exists T0 such that for any g ∈ G with gΓ ∈ F, and 1 ≤ i ≤ k, there exists t ∈ Ip(T0) such
that up(t)g 6∈ η
−1
Pi
(Θi).
Proof. The proof of this proposition is very similar to the proof of Proposition 8.1 in [7]. Let us
denote by IP the set of g ∈ G with g.mP = mP. We first claim that there exists a subgroup P
′
of class F such that X(IP, U) ⊆ X(P
′, U). In fact, let P′ be the smallest connected algebraic
subgroup of G which contains all the unipotent elements of IP. Note that since P
′ is generated
by unipotent subgroups, we have Xk(G) = {1}, where Xk(G) denotes the group of characters of
G defined over k. It follows from Theorem 12.3 of [4] that P′ ∩ Γ is a lattice in P′ and P′ is of
class F . Let P′1, . . . ,P
′
k be chosen as above such that X(IPi , U) ⊆ X(P
′, U) for all 1 ≤ i ≤ k.
We will also define Qi = {w ∈ Θi : ρPi(up(t))w = w, ∀t ∈ Qp}. Using Proposition 6.7, we can
find compact subsets Ci ⊆ η
−1
Pi
(Qi), 1 ≤ i ≤ k such that
π(C˜i) = {x ∈ Qi : Rep(x) ∩ Ci 6= ∅}.
This implies that Ci ⊆ X(Pi, U). Consider the compact sets D
′
i = ηP′i(Ci) ⊆ AP′i and assume
that F is a compact subset of K \ π(
⋃k
i=1(η
−1
Pi
(Di) ∪ η
−1
P′i
(D′i)). Fix a compact subset F
′ ⊆ G
such that F = π(F ′). From the fact that ρPi(Γ)mPi is a discrete subset of VPi , it follows
that there are only finitely many γ ∈ Γ such that ηPi(γ) ∈ ρPi(F
′)−1Θi for some 1 ≤ i ≤ k.
It thus suffices to show that for each 1 ≤ i ≤ k and γ ∈ Γ, for all large enough t we have
Θi ∩ ρPi(up(t))(Θi ∩ ρPi(F
′γ)mPi) = ∅. Note that ρPi(F
′γ)mPi ∩Θi is a compact subset of VPi
which does not contain any fixed point of the flow ρPi(up(t)). Since ρPi(up(t)) is a unipotent
one-parameter subgroup of GL(VPi) the result follows.

Proof of Theorem 6.2. For a bounded continuous function φ defined on G/Γ, the one-parameter
unipotent group (u(t)) and x ∈ G/Γ, we define
∆(φ, u(t), x,T) =
∣∣∣∣∣ 1λS(I(T))
∫
I(T)
φ(u(t)x)dλS(t)−
∫
G/Γ
φdµ
∣∣∣∣∣ .
Let us consider the above statement with S replaced by S′ ⊆ S everywhere. We will prove the
statement first for the case |S′| = 1. Then we will show that if the statement holds for S1 and
S2, then it must also hold for S1 ∪ S2. Suppose that S
′ = {p} for some p ∈ S. We argue by
contradiction. Assume that the statement of the theorem is not true. This implies the existence
of a bounded continuous function φ : G/Γ → R, a compact subset K1 ⊆ G/Γ, and ǫ > 0 such
that for any proper subgroups P1, . . . ,Pk of class F , and any compact subsets Ci ⊆ X(Pi, U),
where Pi = P(Qp), 1 ≤ i ≤ k, there exists a compact set F of K1 \ ∪iCiΓ/Γ such that for all
T0 > 0, there exists T > T0, and x ∈ F such that ∆(φ, u(t), x, T ) > ǫ. Without loss of generality,
we can assume that φ has compact support and is bounded in absolute value by 1. There exists
a compact subset K ⊆ G/Γ such that for all x ∈ K1 and all T , we have
(17) λp{t ∈ Ip(T ) : up(t)x 6∈ K} <
1
3
λp(Ip(T )).
We can now apply this to construct an increasing sequence Ei ⊆ Ei+1 in E such that
(1) The family {Ei}i≥1 exhausts the singular set of U , i.e.,
⋃∞
i=1Ei = S(U).
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(2) For each i ≥ 1, there exists an open neighborhood Ωi ⊃ EiΓ/Γ such that for any compact
set F ⊆ K \ Ei+1Γ/Γ, there exists Ti+1 such that for all x ∈ F and T > T
′
i we have
(18) λp{t ∈ Ip(T ) : up(t)x ∈ Ωi ∩ K} ≤
1
4i
λp(Ip(T )).
For i ≥ 1, write K∩π(Ei) =
⋃
π(Cj) for some compact sets Cj ∈ X(Pj , U), 1 ≤ j ≤ k. As we
are arguing by contradiction, we can find a compact subset Fi ⊆ K1\π(Ei+1) such that for each T0
there exists x ∈ Fi and T ≥ T0 such that ∆(φ, up(t), x, T ) > ǫ. Without loss of generality, assume
that T1 < T2 < · · · . This implies that there exists xi ∈ Fi and σi such that ∆(φ, up(t), xi, σi) > ǫ.
From (17) and (18), for each j ≥ 1 we obtain tj ∈ I(Tj) such that up(tj)xj ∈ K \
⋃j
i=1 Ωi. This
implies that
∆(φ, up(t), σj , yj) ≥ ǫ− 2
Tj
σj
≥
ǫ
3
.
As yj ∈ K and K is compact, there exists a limit point y ∈ K. By construction, y 6∈ Ωj for all j ≥ 1.
This shows that y is not a singular point for U . Now, we can apply Theorem 6.5 to a convergent
subsequence of {yj} and the corresponding subsequence of σi, to obtain a contradiction. Let
us now turn to the general case. Assume that the statement is known for S1, S2 ⊆ S, and
S1∩S2 = ∅. We write U1 = (up(tp))p∈S1 and U2 = (up(tp))p∈S2 . Note that there exists a compact
subset K1 ⊆ G/Γ such that for all x ∈ K and any interval I(Tj) ⊆ QSj , j = 1, 2, containing zero
we have
1
λj(I(Tj))
λj {t ∈ I(Tj) : uj(t) ∈ K1} ≥ 1− ǫ/4.
Here, we have used the shorthands u1(t) = (up(tp))p∈S1 and dλ1 for the Haar measure on∏
p∈S1
Qp. By the induction hypothesis, there exist finitely many proper subgroups P1, . . . ,Pk
of class F , and compact subsets Ci ⊆ X(Pi, U), where Pi = Pi(QS), 1 ≤ i ≤ k, such that the
following holds: for any compact subset F of K1 \∪iCiΓ/Γ there exists T0 such that for all x ∈ F
and S1-vector T1 with m(T1) > T0, we have∣∣∣∣∣ 1λ1(I(T1))
∫
I(T1)
φ(u1(t)x)dλ1(t)−
∫
G/Γ
φdµ
∣∣∣∣∣ ≤ ǫ4 .
Since CiΓ/Γ ⊆ G/Γ has measure zero, we can choose neighborhoods Ni of CiΓ/Γ, each of
measure at most ǫ/16k. Now, let φi, 1 ≤ i ≤ k be a continuous function such whose restriction
to Ni is 1, and
∫
G/Γ φi < ǫ/8k. By applying the induction hypothesis to φ1, . . . , φk, we can
find finitely many proper subgroups Q1, . . . ,Ql of class F , and compact subsets Di ⊆ X(Qi, U),
where Qi = Qi(QS2), 1 ≤ i ≤ l, such that the following holds: for any compact subset F of
K \ ∪iDiΓ/Γ, for all x ∈ F and m(T2) sufficiently large, we have∣∣∣∣∣ 1λ2(I(T2))
∫
I(T2)
φj(u2(t)x)dλ2(t)−
∫
G/Γ
φjdµ
∣∣∣∣∣ ≤ ǫ8k , 1 ≤ i ≤ k.
Since φi(x) = 1 for all x ∈ Ni, we obtain
(19)
1
λ2(I(T2))
λ2
{
t2 ∈ I(T2) : u2(t2)x ∈
k⋃
i=1
Ni
}
≤
ǫ
4
.
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Let A = {t2 ∈ I(T2) : u2(t2)x ∈ K1}. Note that by the choice of K1, we have λ2(A) ≥
(1− ǫ/4)λ2(I(T2)). Combining this with (19), we obtain
1
λ2(I(T2))
λ2
{
t2 ∈ I(T2) : u2(t2)x ∈ K1 \
k⋃
i=1
Ni
}
≥ 1−
ǫ
2
.
Since K1 \
⋃k
i=1Ni is a compact subset of K1, disjoint from
⋃k
i=1CiΓ/Γ, we have there exists
T2 such that for all x ∈ K1 \
⋃k
i=1Ni and m(T1) > T2, we have∣∣∣∣∣ 1λ1(I(T1))
∫
I(T1)
φ(u1(t)x)dλ1(t)−
∫
G/Γ
φdµ
∣∣∣∣∣ ≤ ǫ4 .
Decomposing u(t) = u1(t1)u2(t2), and using Fubini’s theorem, we obtain∣∣∣∣∣ 1λ(I(T))
∫
I(T)
φ(u(t)x)dλ(t) −
∫
G/Γ
φ
∣∣∣∣∣ ≤ ǫ.
It follows that the collection of X(Pi, U), 1 ≤ i ≤ k and X(Qj , U), 1 ≤ j ≤ l will satisfy the
conditions of the theorem. 
7. Equidistribution of translated orbits
Let G, H, and K be as before. In this section, we prove the equidistribution of the translated
orbit atKg in G/Γ, where g ∈ G is fixed (or varies over a compact set), and t tends to infinity.
The main result will be proven in two steps. In the first step–dealt with in this section–we
assume that the test function in Theorem 1.8 is bounded. The main argument, which is purely
dynamical, is based on approximating the integral above, with a similar one involving orbits
shifted by unipotent elements. The advantage is that the latter can be handled using an S-
arithmetic version of Dani-Margulis theorem, which is generally false for unbounded functions.
We will eventually need to prove Theorem 1.8 for test functions with a moderate blowup at the
cusp. This step requires an analysis of certain integrals involving the α-function, which is carried
out in a later section.
Theorem 7.1. Let n ≥ 3 be a positive integer, and let G, H, K and at be as above. Let φ :
G/Γ→ R be a bounded continuous function, and qp be a positive continuous function on Unp , and
q =
∏
p∈S qp. Let x0 ∈ G/Γ be such that the orbit Hx0 is not closed. Then
lim
t→∞
∫
K
φ(atkx0)q(k)dm(k) =
∫
G/Γ
φ(y)dµ(y)
∫
K
q(k) dm(k).
Here dµ denotes the G-invariant probability measure on G/Γ.
The proof of this theorem closely follows [7]. The integral of φ along the at-translates of the
K-orbits is approximated by a similar integral with at replaced by the unipotent flow to which a
generalized theorem of Dani and Margulis will be applied. One difference between the situation
here and the one in [10] is that as {at} is a Z-flow, the orbit needs to be “fattened up” in order
to obtain rough approximations of the orbit of a unipotent flow, which is similar to intervals in
Qp.
Fix a prime p ∈ Sf . For simplicity, let us suppress the dependence of matrices introduced
below on p. For α ∈ Up = {α : |α| = 1} and t ∈ Z, we set
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dt =
(
p−t 0
0 pt
)
, ut,α =
(
1 αp−t
0 1
)
, kt,α =
(
1 αpt
−α−1pt 1− p2t
)
,
bt,α =
(
1 0
α−1(p3t − pt) 1
)
, wα =
(
0 −α
α−1 0
)
.
Note that dt = bt,αut,αkt,αwα, {kt,α : t ∈ N, α ∈ Up} and {wα : α ∈ Up} embeds into Kp (with
the embedding of SL2(Qp) into SO(q)). This is parallel to a similar formula in the real case. The
only different is that w is constant in the real case, whereas here it depends on α.
Proof of Theorem 7.1. Without loss of generality, we may assume that φ and q are uniformly
continuous. We first prove an analogous statement for (uz)z∈QS instead of (at)t∈TS . We will then
deduce the statement for the latter from a similar statement for the former by an approximation
process. First, we will show that under the assumptions of Theorem 1.8, we have
Claim 1: There exist x1, . . . , xℓ ∈ G/Γ such that the orbits Hxi are closed and each carries
a finite H-invariant measure, such that for each compact set F ⊆ D −
⋃ℓ
i=1Hxi, for any T with
m(T) sufficiently large, and all x ∈ F, we have
m
{
k ∈ K :
∣∣∣∣∣ 1λS(I(T))
∫
I(T)
φ(uzkx) dz−
∫
G/Γ
φ dµ
∣∣∣∣∣ > ǫ
}
< ǫ.
Indeed, let P1, . . . ,Pk be the subgroups provided by Theorem 6.2 for the data (φ,KD, ǫ), and let
Ci ⊆ X(Pi,U) be the corresponding compact sets. Define
Yi = {g ∈ G : Kg ⊆ X(Pi,U)}.
Let M be the subgroup of G generated by k−1Uk, where k ∈ K. The normalizer L = NG(M)
contains K, hence is of the form L = EK where E is a normal subgroup of H. Since U ⊆ L and
U is not included in any proper normal subgroup of H, we obtain M = H.
Note that for any y ∈ Yi, we have k
−1Uk ⊆ yPiy
−1, for all k ∈ K. So H ⊆ yPiy
−1. It follows
that there exists a subgroup of finite index P′i in Pi such that H = yP
′
iy
−1 for all y ∈ Yi. This
implies that y−11 y2 ∈ NG(H) for all y1, y2 ∈ Yi. Hence Yi can be covered with a finite number of
right cosets of H. Therefore, ⋃
1≤i≤k
YiΓ/Γ ⊆
⋃
1≤j≤l
Hxj .
Note that Pi ∩ Γ is a lattice in Pi. Since X(Pi,U) is an analytic subset of G, we have
m({k ∈ K : kg ∈ X(Pi,U)γ}) = 0
for each g ∈ G− Yiγ. Therefore
m
k ∈ K : kg ∈ ⋃
1≤i≤k
X(Pi,U)Γ
 = 0
holds for any g ∈ G−
⋃
1≤i≤k YiΓ. Since Ci ⊆ X(Pi,U) and F ⊆ D−
⋃ℓ
j=1Hxj , we have
m
{
k ∈ K : kx ∈
k⋃
i=1
CiΓ/Γ
}
= 0,
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for every x ∈ F. From here it easily follows (using an analogue of Lemma 4.2 in [10]) that there
exists an open subset W ⊆ G/Γ containing
⋃k
i=1 CiΓ/Γ such that
m({k ∈ K : kx ∈W}) < ǫ
for any x ∈ F. From the choice of C1, . . . , Ck, we have that for every y ∈ KD−W and all T with
m(T)≫ 0, we have
(20)
∣∣∣∣∣ 1λS(I(T))
∫
I(T)
φ(uzx)dλS(z)−
∫
G/Γ
φdµ
∣∣∣∣∣ ≤ ǫ.
Let q be a bounded continuous function on K. It follows that
(21)∣∣∣∣∣ 1λS(I(T))
∫
K
∫
I(T)
φ(uzx)q(k)dλS(z)−
∫
G/Γ
φdµ
∫
K
q(k) dm(k)
∣∣∣∣∣ ≤ supk∈K |q(k)|(1 + 2 supy∈G/Γ |φ(y)|)ǫ.
We will now turn to the approximation part. Fix p ∈ Sf . In what follows dα is the Haar
measure on Zp normalized such that
∫
Up
dα = 1. First note that∫
Kp
φ(dtkx)q(k) dm(k) =
∫
Up
∫
Kp
φ(bt,αut,αkt,αwαkx)q(k)dm(k)dα
=
∫
Up
∫
Kp
φ(bt,αut,αkt,αwαkx)q(k)dm(kt,αwαk)dα
=
∫
Up
∫
Kp
φ(bt,αut,αkx)q(w
−1
α kt,αk)dm(k)dα.
(22)
We can now write∣∣∣∣∣
∫
Kp
φ(dtkx)q(k) dm(k)−
∫
Up
∫
Kp
φ(ut,αkx)q(w
−1
α k) dm(k)dα
∣∣∣∣∣
=
∣∣∣∣∣
∫
Up
∫
Kp
φ(bt,αut,αkx)q(w
−1
α kt,αk)− φ(ut,αkx)q(w
−1
α k) dm(k)dα
∣∣∣∣∣ .
(23)
Note that as t→∞, bt,α and kt,α converge to 1 uniformly in α. Hence, for large values of t, we
have ∣∣∣∣∣
∫
Kp
φ(dtkx)q(k) dm(k) −
∫
Up
∫
Kp
φ(ut,αkx)q(w
−1
α k) dm(k)dα
∣∣∣∣∣ < ǫ2 .
Since q is continuous, we can partition Up into intervals I1, . . . , Ir such that for each 1 ≤ i ≤ r,
there exists wi ∈ Kp such that |q(w
−1
α k)− q(wik)| < ǫ/4 for every α ∈ Ii. This implies that∣∣∣∣∣
∫
Ii
∫
Kp
φ(ut,αkx)q(w
−1
α k)− φ(ut,αkx)q(wik) dm(k)dα
∣∣∣∣∣ < λp(Ii)ǫ/4.
It is clear that Ii,t = {p
−tα : α ∈ Ii} has a measure comparable to p
t. So, for sufficiently large t,
we have ∫
Ii
∫
Kp
φ(ut,αkx)q(wik) dm(k)dα =
∫
Ii,t
∫
Kp
φ(utkx)q(wik)dθ(t).
We can now apply (20) to obtain the result.

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8. Establishing upper bounds for certain integrals
In this section, we will prove Theorem 1.7. In the course of the proof we will need to consider
a number of integrals that are intimately connected to the integral featured in Theorem 1.7. In
the rest of this section, we fix p ∈ Sf and denote by at the linear transformation a
p
t defined in
equation (2): ate1 = p
te1, aten = p
−ten, and atej = ej , 2 ≤ j ≤ n− 1.
Lemma 8.1. Let V be a finite dimensional vector space over Qp and let K be a compact subgroup
of GL(V ). Let v ∈ V and W be a proper subspace of V such that for any finite index subgroup
K ′ of K and any non-zero subspace W ′ ⊂W , K ′W ′ 6⊆W ′. Then the subset
(24) tran(v,W ) := {k ∈ K : kv ∈W} ⊆ K
has Haar measure zero.
Proof. Denote the Haar measure on K by m. Since K is compact, m(K) < ∞. Suppose
that m(tran(v,W )) > 0. Take W ′ ⊆ W of the smallest dimension such that tran(v,W ′) has
a positive measure. For each k ∈ K, set kW ′ = {kw : w ∈ W ′}. For each k′ ∈ K, we have
tran(v, k′W ′) = k′tran(v,W ′) and hence
m(tran(v, k′W ′)) = m(tran(v,W ′))
for all k′ ∈ K. If k′W ′ 6= k′′W ′, since W ′ ∩ k′−1k′′W ′ has dimension strictly lower than that of
W ′, by minimality, the intersection
tran(v, k′W ′) ∩ tran(v, k′′W ′) = k′tran(v,W ′) ∩ k′tran(v, k′
−1
k′′W ′)
⊆ k′tran(v,W ′ ∩ k′
−1
k′′W ′)
has measure zero.
Thus {kW ′ : k ∈ K} is a finite set and K ′ := {k : kW ′ = W ′} is of finite index in K. Then
K ′W ′ =W ′ ⊂W ′, contradicting to the condition that K ′W ′ *W ′. 
Lemma 8.2. Let ρ be an analytic representation of SLn(Qp) on a finite dimensional normed space
(V, ‖ ‖) over Qp such that all elements of ρ (SLn(Zp)) preserve the norm on V . For g ∈ SLn(Qp)
and v ∈ V , we will denote ρ(g)(v) by gv. Let K be a closed analytic subgroup of SLn(Zp). Assume
that V has a decomposition
(25) V =W− ⊕W 0 ⊕W+,
where
W 0 = {v ∈ V : atv = v, t ∈ Z}
W± =
{
v ∈ V : atv = p
∓tv, t ∈ Z
}
.
Let Q be a closed subset of {v ∈ V : ‖v‖p = 1}. Suppose that the following conditions are
satisfied:
(1) The subspace W− +W 0 satisfies the assumption of Lemma 8.1;
(2) There is a positive integer ℓ such that for any nonzero v ∈W−,
(26) codim
{
x ∈ Lie(K) : xv ∈W−
}
≥ ℓ.
Then for any s, 0 < s < ℓ,
lim
t→+∞
sup
v∈Q
∫
K
dm(k)
‖atkv‖s
= 0,
where m is the normalized Haar measure on K.
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Proof. Let π : V → W+ ⊕W 0 and π+ : V → W+ denote the natural projections associated to
the decomposition (25). For any v ∈ V and r ≥ 0, define
D(v, r) = {k ∈ K : ‖π(kv)‖ ≤ r}
D+(v, r) =
{
k ∈ K : ‖π+(kv)‖ ≤ r
}
.
We will show that the measure of D(v, r) is bounded by Crℓ, where C is uniform over all
v ∈ Q. Recall that the Lie algebra Lie(K) is defined as the tangent space to the p-adic analytic
manifold K at the identity. Consider the map fv : K → W
+ ⊕W 0 defined by fv(k) = π(kv).
Since K acts by linear transformations, the derivative of fv at the identity is given by
(27) defv(x) = π(xv), x ∈ Lie(K) = TeK ⊆ sln(Qp).
For every v ∈ V , set
Lv = {x ∈ Lie(K) : xv ∈W
−} = ker defv.
For k ∈ K, also define the map mk : K → K by mk(k
′) = k′k. Note that mk(e) = k and
demk : TeK → TkK is an isomorphism. Differentiating fkv = fv◦mk yields defkv = dk(fv)◦demk,
showing that rank defkv = rank dkfv. From the assumption, if fv(k) = 0, then kv ∈ W
−, hence
by the assumption of the theorem, codimker defkv ≥ ℓ, which implies that codimker dkfv ≥ ℓ.
Let us denote by P(V ) the projective space on V , and by [v] the image of the non-zero vector
v in P(V ). We know that if f : U → V is a p-adic analytic function, then the map x 7→ rank dxf
is lower semi-continuous, that is, lim infy→x rank dyf ≥ rank dxf . This implies that for every
v ∈ W−, there exists an open subset U containing [v] ∈ P(V ) such that for [w] ∈ U , we have
codimker dkfw ≥ ℓ. By compactness, there exists ǫ > 0 such if ‖p(kv)‖ ≤ ǫ‖v‖, then the map
fv has a rank at least ℓ. Using the implicit function theorem for local fields (e.g. [25]), for any
k ∈ K for which ‖π(kv)‖ ≤ ǫ‖v‖, we can choose local coordinate systems for Uk ⊂ K at k and
for W+ ⊕W 0 in which fv is given by
fv(u1, . . . , um) = (u1, . . . , uℓ, ψℓ+1, . . . , ψm′),
where m = dimK, m′ = dimW 0 + dimW+ and ψj(u1, . . . , um) is an analytic function for
j = ℓ + 1, . . . ,m′ depending smoothly on v. If r ≤ ǫ, for such a neighborhood Uk, k ∈ D(v, r),
there is a nonnegative α = α(k) satisfying
m (D(v, r) ∩ Uk) ∼
(r
ǫ
)ℓ+α
m (D(v, ǫ) ∩ Uk)
so that
m (D(v, r))
rℓ
≤
1
ǫℓ
m (D(v, r)) .
If r ≥ ǫ, since m(D(v, r)) ≤ 1,
m (D(v, r))
rℓ
≤
1
ǫℓ
.
By compactness of the ball {v ∈ V : ‖v‖ = 1}, we have
(28) C := sup
‖v‖=1,r>0
m (D(v, r))
rℓ
<∞.
We will now have to consider the set
D+(v, 0) = {k ∈ K : p+(kv) = 0} = {k ∈ K : kv ∈W 0 ⊕W−}.
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By Lemma 8.1, we have m(D+(v, 0)) = 0. We claim that this and the compactness of Q
imply that
(29) lim
r→0
sup
v∈Q
m(D+(v, r)) = 0.
Otherwise, pick a sequence rn → 0, and vn ∈ Q such that m(D
+(vn, rn)) > ǫ for some ǫ.
Upon passing to a subsequence, we can assume that vn converges to v.
ǫ ≤ m({k : ‖π+(kvn)‖ ≤ rn}) ⊆ m({k : ‖π
+(kv)‖ ≤ rn + ‖vn − v‖}).
Since rn + ‖vn − v‖ → 0, we obtain m(D
+(v, 0)) ≥ ǫ, which is a contradiction.
Since at|W 0 = IdW 0 and (28), we see that for a positive integer t, ‖atkv‖
s ≥ ‖π(kv)‖s hence∫
D(v,r)−D
(
v, r
p
)
dm(k)
‖atkv‖s
≤
m (D(v, r))
(r/p)s
≤
(
p−sC
)
rℓ−s,
for any v ∈ V , ‖v‖ = 1 and any r > 0. From the fact that m (D(v, 0)) = 0,∫
D(v,r)
dm(k)
‖atkv‖s
=
∞∑
n=0
∫
D(v,p−nr)\D(v,p−n−1r)
dm(k)
‖atkv‖s
(30)
≤
C
p−s − p−ℓ
rℓ−s.
On the other hand, since at|W+ = p
−t IdW+, we get that ‖atkv‖
s ≥ pts‖π+(kv)‖s so that for
any v ∈ V , r > 0 and r1 > 0,∫
K\D(v,r)
dm(k)
‖atkv‖s
≤
∫
K−D+(v,r1)
dm(k)
‖atkv‖s
+
∫
D=(v,r1)\D(v,r)
dm(k)
‖atkv‖s
≤ p−tsr−s1 +m
(
D+(v, r1)
)
r−s.
Therefore for a given ǫ0 > 0, since ℓ−s > 0, take r > 0 and r1 > 0 such that Cr
ℓ−s/
(
p−s − p−ℓ
)
<
ǫ0/3 and m (D
+(v, r1)) r
−s < ǫ0/3. Then we can take t
′ > 0 such that if t > t′, then p−tsr−s1 <
ǫ0/3 so that ∫
K
dm(k)
‖atkv‖s
< ǫ0.

We now write Vi for the i-th exterior power
∧iQnp , and denote by ρi the i-th exterior power of
the natural representation SLn(Qp) on Qnp . Recall that for an i-tuple J = (j1, . . . , ji), we define
eJ = ej1 ∧· · ·∧eji . It is easy to see that Vi decomposes into at-eigenspaces Vi =W
−
i ⊕W
0
i ⊕W
+
i ,
and the eigenspaces are given by
W−i = span {ej1···ji : j1 = 1, ji < n} ,
W+i = span {ej1···ji : 1 < j1, ji = n} ,
W 0i = span {ej1···ji : j1 = 1, ji = n or j1 > 1, ji < n} .
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Proposition 8.3. Let qp be the standard quadratic form on Qnp , n ≥ 4, defined as in Subsec-
tion 2.2. Set K = SLn(Zp) ∩ SO(qp). Let A = Ap and Vi, W
−
i , W
0
i and W
+
i be as above. For
each Vi, define
(31) F (i) =
{
x1 ∧ x2 ∧ · · · ∧ xi : x1,x2, · · · ,xi ∈ Q
n
p
}
⊂ Vi
and Qi = F (i) ∩ {v ∈ Vi : ‖v‖p = 1}. Then for any s, 0 < s < 2,
(32) lim
t→∞
sup
v∈Qi
∫
K
dm(k)
‖atkv‖s
= 0.
Proof. Let us first consider the special case of n = 4, in which qp is given by qp(x1, x2, x3, x4) =
x1x4 + a2x
2
2 + a3x
2
3, where ai ∈ {±1,±u0,±p,±u0p}. Here u0 ∈ Up is a representative of a
quadratic non-residue in the quotient Zp/pZp. Define the following subgroups of K.
(33) U =
uz =

1 0 0 0
z 1 0 0
0 0 1 0
−a2z
2 −2a2z 0 1
 : z ∈ Zp
 ,
(34) U′ =
u′z =

1 0 0 0
0 1 0 0
z 0 1 0
−a3z
2 0 −2a3z 1
 : z ∈ Zp
 .
Note that if K ′ is a finite index subgroup of K, then it is open in K, thus K ′ ∩U, K ′ ∩U′
are open sets in U and U′, respectively.
For i = 3, W− = 〈e123〉 and W
0 = 〈e124, e134〉. For v = x123e123 + x124e124 + x134e134,
uzv = x123e123 + (2a2zx123 + x134) e134 + (a2z
2x123 + zx134) e234 + x124e124,
u′zv = x123e123 + (x124 − 2a3zx123)e124 + (a3z
2x123 − zx124)e234 + x134e134.
If there is a subspace W ′ ⊂ W− ⊕W 0 such that K ′W ′ ⊂ W ′, then for any sufficiently small
z1, z2, the elements uz1v, u
′
z2v ∈W
−⊕W 0, for any v ∈W ′, which implies that the coefficients of
e234 vanish. It implies that x123 = x134 = x124, thus W
′ = {0} and the condition (1) is satisfied.
For i = 2, W− = 〈e12, e13〉 and W
0 = 〈e23, e14〉. For v = x12e12 + x13e13 + x23e23 + x14e14,
we have
uzv =x12e12 + 2a2zx12e14 + (zx14 − a2z
2x12)e24
+ x13e13 + (zx13 + x23)e23 + a2(z
2x13 + 2zx23)e34 + x14e14,
u′zv =x12e12 − (zx12 + x23)e23 + a3(z
2x12 − 2zx23)e24
+ x13e13 − 2a3zx13e14 + (zx14 − a3z
2x13)e34 + x14e14.
As above, if for any sufficiently small z1, z2, the elements uz1v, u
′
z2v ∈ W
− ⊕ W 0, then the
coefficients of e24, e34 vanish, i.e.
x14 − a2z1x12 = z1x13 + 2x23 = z2x12 − 2x23 = x14 − a3z2x13 = 0.
Thus if x14 = 0, then x12 = x13 = x23 = 0. If x14 6= 0, then there is no solution. Thus the
condition (1) of Lemma 8.2 is satisfied. The case i = 1 follows immediately.
Now let us check the condition (2) of Lemma 8.2. Define the following elements of Lie(K):
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(35) u1 =

0 0 0 0
1 0 0 0
0 0 0 0
0 −2a2 0 0
 ,
(36) u2 =

0 0 0 0
0 0 0 0
1 0 0 0
0 0 −2a3 1
 .
For i = 3, for v = x123e123
(z1u1 + z2u2)(v) = 2a2z1e134 − 2a3z2e124.
It is clear that any non-zero linear combination z1u1 + z2u2 is not in the set {x ∈ Lie(K) : xv ∈
W−}.
For i = 2, for v = x12e12 + x13e13, we have
(z1u1 + z2u2)(v) = x12(−z2e23 − 2a2z1e14) + x13(z1e23 − 2a3z2e14).
Suppose that the form q is not exceptional, in other words, a2 6= −a3. For an arbitrary v, we
claim that any non-zero linear combination z1u1+z2u2 is not in the set {x ∈ Lie(K) : xv ∈W
−},
thus we get codimension of the set at least ℓ = 2. Indeed, if we solve the conditions for z1, z2,
we obtain (x12/x13)
2 = −a3/a2, and the right hand side is not a square unless a2 = −a3. The
case i = 1 is immediate. Thus the condition (2) of Lemma 8.2 is satisfied. By Lemma 8.2, for
0 < s < 2, we can see that
lim
t→∞
sup
v∈Qi
∫
K
dm(k)
‖atkv‖s
= 0,
for any i.
Now let us consider n ≥ 5. Denote the embedding from SO(x1x4 + aj2x
2
2 + aj3x
3
3) to SO(qp)
induced by
e1 7→ e1, e2 7→ ej2 , e3 7→ ej3 , e4 7→ en.
by ι(j2, j3). We will denote the induced embedding on their Lie algebras by ι(j2, j3) again. For
a non-exceptional isotropic standard quadratic form qp on Qnp , for any given i and any vector
v =
∑
J={j1<···<ji}
aJeJ ∈ Vi,
choose j2, j3 such that
−aj2/aj3 is not a square,
and ι(j2, j3)(SO(x1x4 + aj2x
2
2 + aj3x
3
3)) acts nontrivially on v. Clearly, the embedding ι(j2, j3)
maps subgroups U and U′ into subgroups of the maximal compact subgroup K of SO(qp).
For any v ∈W ′, one can choose such an embedding ι(j2, j3) so that at least one of the orbits
ι(j2, j3)Uv and ι(j2, j3)U
′v are not contained in W ′. Similarly, for any v ∈W−, one can choose
such an embedding ι(j2, j3) so that for (z1, z2) 6= (0, 0), (z1ι(j2, j3)u1 + z2ι(j2, j3)u2)v /∈ W
−.
Lemma follows from the case n = 4. 
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In the next lemma, we will combine the results over different places p ∈ S. Recall that for
t = (tp)p∈S , we set at = (atp)p∈S . For p ∈ S, we denote by ǫp the element of T for which tp = 1
and tq = 0 for q 6= p. Note that for p ∈ Sf , aǫp = a
p
1 = diag
(
p, 1, . . . , 1, p−1
)
as an element in
SO(qp) (or as an element embedded in SO(q)).
Lemma 8.4. Let n ≥ 4, q be a non-degenerate isotropic non-exceptional quadratic form over
QnS, and K be the maximal compact subgroup of SO(q) defined above. If q is not exceptional, then
for any s ∈ (0, 2) and any c > 0, there exists a positive integer m such that for every lattice ∆ in
QnS, and every t ∈ R, with
(37) R = {mǫp : p ∈ S}.
the following inequality holds:
(38)
∫
K
αi(atk∆)
sdm(k) <
c
2
αi(∆)
s + ω2 max
0<j<min{n−i,i}
(αi+j(∆)αi−j(∆))
s/2 .
Proof. First, let us assume that q is not exceptional, and let c > 0 be given. We will use
Proposition 8.3 and the analogous statement in [10]. For each p ∈ S, one can find an integer
mp > 0 such that for any v ∈ F (i), where F (i) is defined in (31) with ‖v‖p = 1, and any tp > mp.∫
Kp
dm(kp)
‖aptpkpv‖
s
p
< c/2.
Note that ∫
Kp
dm(kp)
‖ap0kpv‖
s
p
≤ 1.
This implies that for t = mǫp, p ∈ S, we have∫
K
dm(k)
‖atkv‖s
=
∏
p∈S
∫
Kp
dm(k)
‖aptpkpv‖
s
p
<
c
2
.
We deduce that for every nonzero v ∈ F (i), and t ∈ R, we have
(39)
∫
K
dm(k)
‖atkv‖s
<
c
2
1
‖v‖s
.
For a given S-lattice ∆ in QnS and each i, there exists a ∆-rational subspace Li of dimension
i satisfying that
(40)
1
d(Li)
= αi(∆).
By substituting a wedge product of ZS-generators of Li ∩∆ for v in (39), we have that
(41)
∫
K
dm(k)
datk∆(atkLi)
s
<
c
2
1
d∆(Li)s
.
Let ω > 1 be such that for all v ∈ F (i), 1 ≤ i ≤ n− 1, and t ∈ R we have
(42) ω−1 ≤
‖atv‖
‖v‖
≤ ω.
Let Ψi be the set of ∆-rational subspaces L of dimension i for which
d∆(L) < ω
2d∆(Li).
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We will prove inequality (38) by distinguishing two cases. First, assume that Ψi = {Li}. Then
by (42), we have
datk∆(atkL) = ‖atkv‖ ≥ ω
−1‖v‖ = ω−1d(L) ≥ ωd(Li) = ω‖v
′‖ ≥ ‖atkv
′‖ = datk∆(atkLi),(43)
where v and v′ are wedge products of ZS-generators of L and Li respectively. By inequalities
(41),(43) and the definition of αi,
(44)
∫
K
αi(atk∆)
sdm(k) <
c
2
αi(∆)
s.
Now we assume that Ψi 6= {Li}. Let M be an element of Ψi different from L, and let dim(M +
Li) = i+ j for some j > 0. Using Lemma 3.9 and the inequality (42), we get that for any k ∈ K,
αi(atk∆) < ωαi(∆) =
ω
d(Li)
<
ω2
(d(Li)d(M))
1/2
≤
ω2
(d(Li ∩M)d(Li +M))
1/2
≤ ω2 (αi+j(∆)αi−j(∆))
1/2 ,
so that
(45)
∫
K
αi(atk∆)
sdm(k) ≤ ω2 max
0<j≤min{n−i,i}
(αi+j(∆)αi−j(∆))
s .
The result follows from (44) and (45). 
For p ∈ Sf , we will set
D+n =
{
diag
(
pλ1 , pλ2 , . . . , pλn
)
∈ GLn(Qp) : λ1 ≤ λ2 ≤ · · · ≤ λn, λi ∈ Z
}
.
Every element g ∈ GLn(Qp) admits a Cartan decomposition
g = k1(g)d(g)k2(g), k1(g), k2(g) ∈ GLn(Zp), d(g) ∈ D
+
n .
We will write λi(g), 1 ≤ i ≤ n when d(g) = diag
(
pλ1(g), pλ2(g), . . . , pλn(g)
)
.
Proposition 8.5. Let U be a neighborhood of the identity element e in SLn(Zp) given by;
(46) U = {g ∈ SLn(Zp) : ‖g − e‖p < 1} ,
where ‖ · ‖p is the maximum p-norm on the vector space of n × n matrices with respect to the
standard basis. Then for any k ∈ U and d, d′ ∈ D+n , and any 1 ≤ i ≤ n, we have
(47) λi(dkd
′) = λi(d)λi(d
′).
Proof. First note that ‖g‖p = p
−λ1(g). Let us denote (i, j)-entry of g by gij . Let d = diag
(
pλ1 , . . . , pλn
)
and d′ = diag(pλ
′
1 , . . . , pλ
′
n) be in D+n . Then dkd
′ = (pλi+λ
′
jkij). Since |kii|p = 1 for 1 ≤ i ≤ n
and |kij |p < 1 for any i 6= j, we obtain
(48) pλ1(dkd
′) =
1
‖dkd′‖p
=
1
|pλ1+λ
′
1k11|p
= pλ1+λ
′
1 = pλ1(d)pλ1(d
′).
Consider the representation ρi of GLn(Qp) on the i-th exterior product
∧i(Qnp ) in the usual
way and denote the maximum p-norm on
∧iQnp with respect to the standard basis by ‖ · ‖p.
When expressed in the standard basis of
∧i(Qnp ), the entries of ρi(g) are given by pairs (J,K),
where J and K are i-element subsets of the set {1, 2, . . . , n}. More precisely, ρi(g) = (det gJK),
where gJK is the i × i minor of g formed by the rows in J and columns in K. Note that the
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p-norm on
∧iQnp is also invariant under the action of GLn(Zp). For k ∈ U , since |kii|p = 1 and
|kij | < 1 for i 6= j, we readily see that |det(kJK)| = 1 if J = K and |det(kJK)| < 1, otherwise.
This implies that
‖ρi(g)‖p = ‖ρi(dkd
′)‖p = p
−(λ1(g)+···+λi(g)).
Hence we obtain
(49) pλ1(dkd
′)+···+λi(dkd′) =
1
‖ρi(dkd′)‖p
= p
∑i
j=1 λj+
∑i
j=1 λ
′
j = pλ1(d)+···λi(d)pλ1(d
′)+···+λi(d′).

We remark that the above proposition also holds for
Dn− =
{
diag
(
pλ1 , pλ2 , . . . , pλn
)
∈ GLn(Qp) : λ1 ≥ λ2 ≥ · · · ≥ λn, λi ∈ Z
}
,
instead of Dn+.
Corollary 8.6. Let H be a simply connected simple algebraic group in GLn(Qp) and K the
maximal compact subgroup SLn(Zp) ∩ H of H. Let at = diag(p−t, 1, . . . , 1, pt) for t ∈ Z. Then
there is a neighborhood U of e in K such that for t, s ≥ 0, we have
atUas ⊂ KatasK.
Proof. The Cartan decomposition of H(see Theorem 3.14 in [20]) provides that for each g ∈ H,
there are elements k1(g) and k2(g) in K such that
atgas = k1(g)diag
(
pλ1(atgas), . . . , pλn(atgas)
)
k2(g).
Take a neighborhood U of K satisfying the condition of Proposition 8.5. Then
diag
(
pλ1(atgas), . . . , pλn(atgas)
)
= diag
(
pλ1(atas), . . . , pλn(atas)
)
= atas,
so we get the result. 
Proposition 8.7. Let H = SO(q), K = SLn(Zp) ∩ H and let F be a family of strictly positive
functions on H having the following properties:
(a) For every λ > 1, there exists a neighborhood V (λ), λ > 1 of the identity in H such that for
all f ∈ F , λ−1f(h) < f(gh) < λf(h) for any h ∈ H and g ∈ V (λ).
(b) There exists a constant C > 0 such that for all p ∈ Sf , and all h ∈ H, we have
f(aǫph) < Cf(h),
where aǫp denotes the element diag(p, 1, . . . , 1, p
−1).
(c) The functions f ∈ F are left K-invariant, that is, f(kh) = f(h), for k ∈ K and h ∈ H.
(d) supf∈F f(1) <∞.
Then there exists 0 < c = c(F) < 1 such that for any t0 > 0 and b > 0 there exists B = B(t, b) <
∞ with the following property: If f ∈ F and
(50)
∫
K
f(at0kh)dm(k) < cf(h) + b
for any h ∈ H, then ∫
K
f(atk)dm(k) < B
for all t > 0.
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Proof. First note that we can replace each f ∈ F with its right K-average
f˜(h) =
∫
K
f(hk)dm(k)
and F˜ = {f˜ : f ∈ F} still satisfies properties (a), (b) and (c). Hence, without loss of generality,
we may and will assume that for all f ∈ F and h ∈ H, we have
(51) f(KhK) = f(h).
We need to prove
(52) sup
t>0
f(at) < B.
By Corollary 8.6 and Lemma 5.11 in [10], we can take a neighborhood U of the identity in H
such that
at0Uat ∈ KVat0atK
for any t0, t ≥ 0. From (a) and (51), it follows that
(53)
∫
K
f(at0kat)dm(k) ≥
∫
U∩K
f(at0kat)dm(k) >
1
2
mK(U ∩ K)f(at0at).
Suppose that for all t0 ∈ R and b > 0, and all h ∈ H we have
(54)
∫
K
f(at0kh)dm(k) <
1
4
mK(U ∩ K)f(h) + b.
Let R be as in (37), and Θ denote the semigroup generated by R. Then by taking h = at in (54)
we see that for any t > 0, and t0 ∈ Θ, we have
(55) f(at0at) <
1
2
f(at) + b
′ ≤ max(f(at), b
′),
where b′ = max(2b/mK(U ∩ K), f(e)). A simple induction shows that for any t ∈ Θ, we have
(56) f(at) ≤ b
′.
Note that every t > 0 can be decomposed as t = t1 + t2, where t1 ∈ Θ and t2 is positive and
bounded in every component. Since t2 can be written as the product of a bounded number of
elements of V (1/2) and ǫp, with p ∈ Sf , the claim follows.

Proof of Theorem 1.7. Define functions f0, f1, . . . , fn on H by
fi(h) = αi(h∆), h ∈ H.
Since α ≤
∑n
i=0 αi, it suffices to show that for all 0 ≤ i ≤ n,
(57) sup
t>0
∫
K
f si (atk)dm(k) <∞.
Let us check that f0, f1, . . . , fn have the properties (a), (b), (c), and (d) of Proposition 8.7. First
note that for v ∈ F (i), 0 ≤ i ≤ n, and h ∈ H, we have the trivial bound ‖hv‖ ≤ ‖ ∧i h‖‖v‖. This
proves (a) and (b). Since the action of K preserves the function ‖ · ‖ on
∧i(QnS), each fi is left K
invariant. It is clear that fi(1) are uniformly bounded as ∆ runs over a compact set of lattices.
From Lemma 8.4 with h∆, for any i, 0 < i < n and h ∈ H, we see that
(58)
∫
K
f si (atkh)dm(k) <
c
2
f2i + ω
2 max
0<j<min{n−i,i}
(fi+jfi−j)
s/2 .
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Define
fǫ,s =
∑
0≤i≤n
ǫi(n−i)f si .
Since ǫi(n−i)f si < fǫ,s, f0 = 1 and fn = d(λ)
−1, by putting ǫ = c/(2nω2), we have the inequality
(50) of Proposition 8.7:∫
K
fǫ,s(atkh)dm(k) < 1 + d(∆)
−s +
c
2
fǫ,s + nǫω
2fǫ,s
= cfǫ,s + 1 + d(∆)
−1.(59)
Let C be an arbitrary compact set of unimodular lattices ∆ and let F be the family of fǫ,s as ∆
runs over C. Then F satisfies the conditions of Proposition 8.7. From (59) it follows that there
the constants b and c can be chosen uniformly for the family fǫ,s ∈ F constant c and b. Since
αi(h∆)
s ≤ ǫ−i(n−i)fǫ,s(h), by Proposition 8.7, we conclude that there exists a constant B > 0
such that for each i, all t ≻ 0 and all ∆ ∈ C,∫
K
αi(atk∆)
sdm(k) < B.

We will now use this bound to prove the main result. Define the set A(r) by
(60) A(r) = {x ∈ G/Γ : α(x) ≤ r}.
Using Mahler’s compactness criterion [15], we see that A(r) is compact for any r > 0.
Proof of Theorem 1.8. We may assume that φ is nonnegative. For each r ∈ R>0, we choose a
continuous function gr on G/Γ such that 0 ≤ gr(x) ≤ 1, gr(x) = 1 if x ∈ A(r) and gr(x) = 0
outside A(r + 1). Then
φ(atkx) = (grφ)(atkx) + ((1− gr)φ)(atkx).
Following the proof of Theorem 3.5 in [10], let β = 2−s. Since ((1−gr)φ)(y) = 0 if y ∈ A(r),
((1 − gr)φ)(y) ≤ C(1− gr)(y)α(y)
2−β ≤ Cα(y)2−β/2(1− gr)(y)α(y)
−β/2
≤ Cr−β/2α(y)2−β/2.
By Theorem 1.7 and the fact that ‖ν‖∞ <∞ , there exists C
′ > 0 such that∫
K
((1− gr)φ)(atkx)ν(k)dm(k) ≤ Cr
−β/2
∫
K
α(atkx)
2−β/2ν(k)dm(k)
≤ C ′r−β/2.
(61)
On the other hand, since grφ is compactly supported, we see that for sufficiently large t ∈
R>0 × Ns in the cone generated by R
(62)
∣∣∣∣∣
∫
K
(grφ)(atkx)ν(k)dm(k) −
∫
G/Γ
(grφ)(y)dg(y)
∫
K
ν(k)dm(k)
∣∣∣∣∣ < ǫ/2,
where dg is the normalized Haar measure on G/Γ. Since grφ→ φ as r →∞, (61) and (62) show
the theorem. 
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9. Counterexamples for ternary forms
In this section, we will prove Theorem 1.9 which partially shows that Theorem 1.5 is optimal
in the sense that for some exceptional forms the asymptotics does not hold.
We will first introduce the family of quadratic forms which will be useful for the construction.
Fix αp ∈ Qp, and define
qαp(x) = x21 + x
2
2 − α
2
px
2
3.
Similarly, for an S-vector α = (αp)p∈S ∈ QS, we set qα = (qαp)p∈S . In the case α ∈ Q, with
a slight abuse of notation, we will also use qα as a shorthand for the quadratic form on QnS
associated to the constant S-vector with αp = α for all p ∈ S. We will first prove an S-adic
version of a well-known fact from number theory adapted to fulfill our purpose.
Lemma 9.1. Given α ∈ Q, there exists a constant cα > 0 such that for a sufficiently large S-time
T = (Tp)p∈S, there exists at least cα‖T‖ log ‖T‖ vectors x = (x1, x2, x3) ∈ Z3S which satisfy
(1) qα(x) = 0.
(2) ‖xi‖p = Tp for every 1 ≤ i ≤ 3 and p ∈ Sf .
(3) ‖x‖∞ ≤ T∞.
Before we proceed to the proof, we emphasize that condition (2) is a stronger form of ‖x‖ = Tp
which is needed for the following arguments.
Proof. It will be slightly more convenient to first work with the quadratic form q′(x) = x1x2−x
2
3,
which is Q-equivalent to qα for every α. For p ∈ Sf , write Tp = pnp , and set a =
∏
p∈Sf
p−np =
T∞‖T‖
−1. We will consider triples
x1 = aku
2, x2 = akv
2, x3 = akuv,
where u, k, v ∈ Z with gcd(u, v) = 1 and gcd(u, p) = gcd(v, p) = gcd(k, p) = 1 for all p ∈ Sf . It
is clear that x satisfies conditions (1) and (2). Moreover, the condition (3) will also be satisfied
if k is chosen such that
|u|, |v| ≤
√
T∞/3ak.
It is well-known that the density of the pairs (u, v) with gcd(u, v) = 1 is c = 6/π2 > 0. We can
thus produce at least as many as∑
1≤k≤T∞/3a
gcd(k,p)=1,p∈S
c
T∞
3ak
= c ‖T‖
∑
1≤k≤T∞/3a
gcd(k,p)=1, p∈S
1
k
≫ ‖T‖ log ‖T‖
solutions. Note that the forms qα can be obtained from q′ applying a rational linear transfor-
mation A, which changes the real and p-adic norms by a bounded factor. This completes the
proof. 
We will need the following lemma, which is an S-arithmetic version of Lemma 3.15 in [10].
We will assume that Ω =
∏
p∈S U
n
p is the product of unit spheres, and drop it from the notation
for the counting function.
Lemma 9.2. Let I =
∏
p∈S Ip be an S-interval. Given ǫ > 0 and an S-time T0, the set of vectors
β = (βp)p∈S ∈ QS for which there exists T ≻ T0 such that
NI,qβ(T) ≥ ‖T‖(log ‖T‖)
1−ǫ
is dense in QS.
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Proof. For the notational simplicity, we will set I∞ = [1/4, 1/2] and Ip = Zp for p ∈ Sf . It will
be clear that the proof works for any other choice of intervals. For α ∈ Q and T large, define
L(α,T) = {x ∈ Z3S : q
α(x) = 0, ‖x‖∞ ∈ [T∞/2, T∞], ‖x‖p = Tp, ∀p ∈ Sf}.
By Lemma 9.1, for large enough T, we have
cardL(α,T) ≥
cα
4
‖T‖ log ‖T‖ ≥ ‖T‖(log ‖T‖)1−ǫ.
Note that if x = (x1, x2, x3) ∈ L(α,T) then
T 2∞
4(1 + α2)
≤ x23 ≤
T 2∞
1 + α2
.
By condition (2) in Lemma 9.1, we also have |x3|p = Tp = p
mp for every p ∈ S. Set
β2∞ = α
2 − (1 + α2)T−2∞ , β
2
p = α
2 + upp
mp ,
where |up|p = 1. Note that for sufficiently large Tp, α
2 + upp
mp is a square in Qp and β is
well-defined. A simple computation shows that for any x ∈ L(α,T) we have
qβ∞(x) = qα(x) + (1 + α2)T−2∞ x
2
3 ∈ [1/4, 1],
qβp(x) = qα(x) + u2x23 ∈ Zp.
(63)
This implies that the
NI,qβ(T) ≥ cardL(α,T)≫ ‖T‖ log ‖T‖
1−ǫ.
It is easy to see that the set of β obtained in this way is dense in QS .

We can now prove Theorem 1.9. Assume that for a given T0, we denote by W (T0) the set of
γ ∈ QS such that there exists β ∈ QnS satisfying |β − γ| < ‖T‖
−3 and
NI,qβ(T) ≥ ‖T‖ log ‖T‖
1−ǫ.
From the definition and Lemma 9.2, it is clear that W (T0) ⊆ QS is open and dense. Let Tj be
a sequence of S-times going to infinity. Then W = ∩∞j=1W (Tj) is a set of second category, and
hence contains an irrational form. For any γ ∈ W , there exists an infinite sequence βi and Ti
satisfying |γp − β
i
p|p < ‖Ti‖
−3 for all p ∈ S and
N
I,qβi
(Ti) ≥ ‖Ti‖ log ‖Ti‖
1−ǫ.
Set Ri = ‖Ti‖. If ‖x‖∞ < Ri, it is easy to see that
‖qβ
i
p (x)− q
γ
p(x)‖∞ = O(R
−1
i ) < 1/8
for i ≫ 1 and p ∈ S. This implies that qγ∞(x) ∈ [1/8, 2] and q
γ
p(x) ∈ Zp for p ∈ Sf . The claim
follows from here.
The argument when all qp are equivalent to x1x2 − x3x4 is similar. An argument along the
same lines as the one given above, using the parametrization of the solutions to x1x2−x3x4 given
by
x1 = auv, x2 = azw, x3 = auz, x4 = avw
establishes the result in this case.
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Appendix A. An extension of the Witt theorem
In this appendix, we prove Proposition 2.2 as stated in Section 2.
Proposition A.1. For given c1 ∈ Qp and c2 ∈ pZ, Kp acts transitively on
{vp ∈ Q
n
p : q(vp) = c1 and ‖vp‖p = c2}.
Proof. For simplicity, let us denote qp, Kp and vp by q, K and v, etc. We need to prove that for
given two vectors v1 and v2 in Qnp with the same p-adic norm and the same value of q, there is
an element k in K such that k.v1 = v2. For convenience, we may assume that v1 = e1 and let
v2 = v ∈ Znp . Since the same argument will be applied to both isotropic or nonisotropic vectors,
we will think of a quadratic form q(x1, . . . , xn) as one of
u1x
2
1 + · · ·+ uix
2
i + p(ui+1x
2
i+1 + · · ·+ unx
2
n) or
x1x2 + u3x
2
3 + · · ·+ uix
2
i + p(ui+1x
2
i+1 + · · ·+ unx
2
n).
depending on the case we want to treat. Here ui’s are units in Zp.
Then we can write the corresponding symmetric matrix B = Bq as
(
B′
pB′′
)
, where B′
and B′′ are nondegenerate mod p. The proposition demands to find a matrix k ∈ K satisfying
that
(a) k.e1 = v and
(b) tkBk = B.
Since Zp is the inverse limit of Z/pjZ, j →∞, we will construct a chain kj ∈ GLn(Z/pj+1Z)
such that
(a’) kj .e1 = v mod p
j+1,
(b’) tkjBkj = B mod pj+1 and
(c’) kj = kj+1 mod pj+1.
Then the inverse limit of (kj)∞j=0 will be an element satisfying the conditions (a) and (b). Let
us denote kj = k0 + pk1 + p
2k2 + · · ·+ p
jkj .
Step 1. j = 0. Let k0 = k0 =
(
X0 Y0
Z0 W0
)
depending on the size of B′ and B′′. By the
condition (a’), the first column v0 of k0 is given by v mod p. We want to find a solution of the
following equation;(
B′
0
)
=
(
tX0
tZ0
tY0
tW0
)(
B′
0
)(
X0 Y0
Z0 W0
)
mod p
=
(
tX0B
′X0
tX0B
′Y0
tY0B
′X0
tY0B
′Y0
)
mod p.
By the assumption of our quadratic form, Q(pri(e1)) = Q(pri(v0)), where pri : (x1, . . . , xn) ∈
(Z/pZ)n → (x1, . . . , xi) ∈ (Z/pZ)i. Applying the Witt theorem for finite fields ([1]) to
(
(Z/pZ)i, B′
)
,
we can get an isometry X0 satisfying that the first column is pri(v0) and
tX0B
′X0 = B
′ mod p.
Since tX0B
′ is invertible, we should take Y0 as 0. Note that in this step, we can not determine
Z0 and W0.
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Step 2. j = 1. The matrix k1 =
(
X0 + pX1 Y0 + pY1
Z0 + pZ1 W0 + pW1
)
has the first column v0 + pv1
and should satisfy the following equations.
tX0B
′X0 + p(
tX0B
′X1 +
t X1B
′X0 +
t Z0B
′′Z0) = B
′ mod p2,
tX0B
′Y0 + p(
tX1B
′Y0 +
t X0B
′Y1 +
t Z0B
′′W0) = 0 mod p
2,
tY0B
′Y0 + p(
tY0B
′Y1 +
t Y1B
′Y0 +
t W0B
′′W0) = pB
′′ mod p2.
Since Y0 = 0 and
tX0B
′X0 = B
′ + pC111 mod p
2 for some symmetric matrix C111 , we can
reduce the above equations as
C111 +
t X0B
′X1 +
t X1B
′X0 +
t Z0B
′′Z0 = 0 mod p,
tX0B
′Y1 +
t Z0B
′′W0 = 0 mod p,
tW0B
′′W0 = B
′′ mod p.
Take any Z0 such that the first column is (vi+1, . . . , vn) and any W0 satisfying
tW0B
′′W0 =
B′′ mod p using the Witt theorem. Then it suffices to show that there is a matrix X1 with the
given first column satisfying the equation C1 +
t X0B
′X1 +
t X1B
′X0 +
t Z0B
′′Z0 = 0 mod p.
Step 3. We claim that for a given invertible symmetric matrix A and any symmetric matrix
C, there is a solution X of the equation tXA+AX = C.
By considering the space of n by n matrices as a n2- dimensional vector space, we can rewrite
the above equation by
(64)

A11 A12 · · · A1n
A21 A22 · · · A2n
...
...
. . .
...
An1 An2 · · · Ann


[X]1
[X]2
...
[X]n
 =

[C]1
[C]2
...
[C]n
 ,
where a block matrix Aij is defined by
Aij =


a11 a21 · · · · · · an1
...
...
...
...
...
2a1i 2a2i · · · · · · 2ani
...
...
...
...
...
a1n a2n · · · · · · ann
 when A = (ast), i = j;
All entries are zero except j-th row is
(a1i, a2i, . . . , ani), i 6= j.
Since tXA+AX and C are both symmetric, after removing rows repeated(for example, one
of second row and (n+1)th row corresponding to c12 and c21) we get a linear equation from
(Z/pZ)n
2
to (Z/pZ)n(n+1)/2. Furthermore, from the fact that A is invertible, the rank of this
reduced linear equation is exactly n(n+ 1)/2 which tells us that there is a solution X.
Now let us show that C1 +
t X0B
′X1 +
t X1B
′X0 +
t Z0B
′′Z0 = 0 mod p has a solution
when C1, B
′, X0, B
′′, Z0 and the first column of X1 are given. That is, the first n
2 by
n submatrix t(A11, . . . , An1) of the equation (1) is erased together with the n variables [X]
1.
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Before that, let us assume that the removed row among the repeated rows in the above ar-
gument is always the former one. That is, in the example, we will remove the second row
and leave (n + 1)th row. Hence the entries of the n(n + 1)/2 by n submatrix of the re-
duced matrix are zero except the first row, and consequently the rank of the linear equation
C1 +
t X0B
′X1 +
t X1B
′X0 +
t Z0B
′′Z0 = 0 mod p is n(n + 1)/2 − 1. On the other hand c11 in
the equation (64) can be also removed since it is determined by A11 and [X]
1. Therefore if we
check that the (1,1)-entry of C1 +
tX0B
′X1 +
tX1B
′X0 +
t Z0B
′′Z0 = 0 mod p holds, we can find
a required matrix X1. However this follows from the fact that q(e1) = q(v) = q(v0+pv1) mod p.
Step 4. In general, suppose that there exists a solution k = k0+ pk1+ p
2k2+ · · ·+ p
nkn+ · · ·
satisfying (a) and (b). Then from the condition tkBk = B,(
B′
pB′′
)
=
∞∑
j=0
pj
(
j∑
i=0
(
tXi
tZi
tYi
tWi
)(
B′
pB′′
)(
Xj−i Yj−i
Zj−i Wj−i
))
=
∞∑
j=0
pj
(
j∑
i=0
(
tXiB
′Xj−i
tXiB
′Yj−i
tYiB
′Xj−i
tYiB
′Yj−i
))
+
∞∑
j=0
pj+1
(
j∑
i=0
(
tZiB
′′Zj−i
tZiB
′′Wj−i
tWiB
′′Zj−i
tWiB
′′Wj−i
))
.
Hence we should find Xj , Yj, Zj−1 and Wj−1 inductively. Take any Zj−1 with the first
column t(vi+1j−1, . . . , v
n
j−1), where v = v0 + pv1 + · · · + p
jvj + · · · . Then by step3 with the fact
that tvBv =
∑j
k=0 p
j
(∑k
i=0
tviBvk−i)
)
mod pj+1, we can find an appropriate Xj , Wj−1 and Yj
satisfying the following equations.
tX0B
′Xj +
t XjB
′X0 = −
j−1∑
i=1
tXiB
′Xj−i −
j−1∑
i=0
tZiB
′′Zj−i−1 + C
11
j mod p,
tWj−1B
′′W0 +
t W0B
′′Wj−1 = −
j−1∑
i=1
(
tWiB
′′Wj−i−1 +
t YiB
′Yj−i
)
+ C22n mod p,
tX0B
′Yj = −
j−1∑
i=0
(
tXiB
′Yj−i +
t ZiB
′′Wj−i−1
)
+ C12j mod p,
where C11j , C
22
j and C
12
j are obtained from the equations of the formal level j− 1 (see the step2).
Consequently, we can find k ∈ GL(n,Zp) such that tkBk = B. Since det k = ±1, k may
not be an element of K. However we can easily find k′ ∈ K with k′.e1 = v using reflections in
Qnp . 
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