A novel method to construct stationary solutions of the Vlasov-Maxwell system Phys. Plasmas 15, 042107 (2008) We consider the one-dimensional Vlasov equation with an attractive cosine potential, and its non-homogeneous stable stationary states that are decreasing functions of the energy. We show that in the Sobolev space W 1, p (p > 2) neighborhood of such a state, all stationary states that are decreasing functions of the energy are stable. This is in sharp contrast with the situation for homogeneous stationary states of a Vlasov equation, where a control over strictly more than one derivative is needed to ensure the absence of unstable stationary states in a neighborhood of a reference stationary state
I. INTRODUCTION
Vlasov equation is central in different areas of physics, notably plasma physics, where it is used with the Coulomb potential, and astrophysics, where the Newton potential is used instead. In this latter context, it is usually called "collisionless Boltzmann equation." Understanding the asymptotic behavior of a perturbation to a stationary state of the Vlasov equation is an old problem. A huge literature is devoted to the linearized dynamics, starting with the pioneering work of Landau. 1 The full non-linear problem, despite a large literature (for instance Refs. 2-6), is still not fully understood.
The subject has witnessed spectacular mathematical progresses recently. Mouhot and Villani 7, 8 showed that if the initial condition is close, in some analytical norm, to a stable homogeneous stationary state, then the dynamics is an exponential relaxation towards another nearby stable homogeneous stationary state. Lin and Zeng in Ref. 9 investigated weaker norms of the Sobolev space W s, p with p > 1. They showed among other results that if the norm is weak enough (precisely, s < 1 + 1/p), any neighborhood of a stable homogeneous stationary state also contains unstable homogeneous stationary states, as well as small Bernstein-Greene-Kruskal waves. 2 In particular, complete damping for any initial condition, as in Mouhot-Villani's setting, is excluded. Conversely, if s > 1 + 1/p, there is a neighborhood of the reference stable state that contains no unstable stationary states. In a recent preprint, Faou and Rousset have extended stability results in the spirit of Mouhot and Villani to strong enough Sobolev norms. 10 All these impressive results hold for homogeneous stationary states: this is unfortunately a severe limitation, since it excludes all situations of interest for self-gravitating systems.
A natural question is then what could it be possible to show in the context of non-homogeneous stationary states? First, any asymptotically exponential relaxation as in Refs. 7 and 8 is impossible, since one always expects an algebraic relaxation, already for the linearized problem. 11, 12 One may then conjecture an algebraic relaxation at the non-linear level (in the context of the 2D Euler equation, see Ref. 13 for such a conjecture, and Ref. 14 for a proof), but it seems difficult to prove. Now, is an analysis in the spirit of Ref. 9 possible? Again, the complexity of the linearized problem is a serious obstacle (see, for instance, Ref. 15 for a textbook account of the study of the linearized Vlasov equation in astrophysics). However, a simple criterion for the stability of a large class of non-homogeneous stationary states has been found recently, 16 in the context of a simple toy model, called the Hamiltonian Mean-Field (HMF) model. There are of course many Hamiltonian systems with mean-field interaction, but conventionally the HMF model refers to a specific model with cosine interaction, 17 and we follow this conventional naming. The purpose of this paper is to take advantage of this simple formulation to investigate the neighborhood of inhomogeneous stable stationary solutions in the case of the HMF model. This is a first partial advance, in the spirit of Lin and Zeng, for inhomogeneous stationary states. We will show that the results differ significantly from the homogeneous case: it is actually easier to rule out the presence of unstable states in a neighborhood of the reference stable state, since a W 1, p norm is in some cases sufficient.
We state precisely our results in Section II, emphasizing the important difference with the homogeneous case and postpone the proofs to Section III. Section IV presents some numerical illustration of our findings.
II. STATEMENT OF THE RESULTS
The Vlasov equation associated to the HMF model is
and the one-body Hamiltonian of the HMF model is
where µ represents the phase space of the one-body system.
Remark. Note that 0 ≤ M[ f ] ≤ 1. Furthermore, thanks to the rotational symmetry of the HMF model, we may set the magnetization's phase ϕ to zero without loss of generality if f is stationary. We will always do so in the following.
Notation: If f is stationary, the one-body Hamiltonian h is integrable, and we can introduce the angle-action variables (Θ, J). An integrable Hamiltonian h(q, p) can be expressed as a function of J only. We denote such a Hamiltonian as H(J). We also write Ω(J) = ∂ J H(J).
Remark. The phase space of Hamiltonian (2) presents a separatrix, at energy M. Strictly speaking, one must then define the angle-action variables separately in the different regions delimited by the separatrix. This is technical and a little bit cumbersome, so we postpone it to Section III B.
Clearly, any function f that depends on (q, p) through the Hamiltonian h only is a stationary solution to (1). In this paper, we concentrate on the following special class of stationary solutions:
Definition. A function f is called a monotonous stationary solution if it can be written as
with F a C 1 , real, strictly decreasing function, and if it is normalized:
Note that a monotonous stationary solution f is non-homogeneous in space if and only if M[ f ] 0. We further note that M[ f ] = 1 is excluded, since M[ f ] = 1 implies that f is concentrated on the p-axis and hence f is not C 1 . As will be clear in the following, these stationary solutions may be stable or unstable. This is a difference with 3D self-gravitating systems, where stationary solutions that are strictly decreasing functions of the energy are always stable (see Ref. 18 for the most recent results in this direction).
To measure the distance between two stationary solutions, we will use the fractional Sobolev spaces W s,a . In addition, we require that to be close to each other and two stationary solutions must not differ too much in their magnetization, which is rather natural. In the whole paper, we will use "stable" to mean "formally stable." We can now state our main result. From Theorem 1, we see that using a norm that controls only one derivative of the distribution function is enough to ensure that a neighborhood of f is "simple," in the sense that it does not contain any unstable monotonous stationary state. By contrast, in the homogeneous case, even requiring more regularity (with s > 1) may not be enough.
We have stated Theorem 2 in this way to emphasize the contrast with the non-homogeneous case. It is actually a much weaker and less general statement of the results in Ref. 9 . We will give a proof of it, because it is instructive and for self-consistency of the paper.
Idea of the proof of Theorem 1: The proof relies on the analysis of the simple formal stability criterion obtained for non-homogeneous monotonous stationary states in Ref. 16 . From the condi-
is not zero, and hence we will assume thatf is non-homogeneous in the proof.
Notation:
We need to define the average over the angle Θ variable, at fixed action J; for a function A(Θ, J), we denote it as (see Sec. III B for a more precise definition of the integrals over Θ and/or J)
Following Ref. 16 , we now introduce the functional I[ f ],
where Q(Θ, J) is the position variable q in angle-action coordinates. From Ref. 16 , we have the convenient formal stability criterion. If M = 0, f is homogeneous, and action/angle variables coincides with the (q, p) variables. Hence, the average over Θ coincides with the average over the spatial variable q, and I is simplified to
With criterion (4) Discussion: Clearly, the proof of Theorem 1 heavily relies on the stability criterion obtained in Ref. 16 . Thus, it is not clear how to generalize this result to more general models than HMF. Indeed, in general, the linear stability analysis of a non-homogeneous stationary state is complicated; see, for instance, Ref. 15 for the three dimensional gravitational case, but note that the situation is not much better for general one dimensional systems.
III. PROOFS

A. Proof of Theorem 2
We first give for consistency a proof of Theorem 2, although it is contained (in a much more general form) in Ref. 9 . The proof relies on stability functional (5): given a stable monotonous stationary state f 0 (hence
Furthermore, for small ε and 1 − α + α/a > 0, we have the estimate
We now choose a modified state as
which corresponds to a modification
From (5) and (6), it is clear that g ε,α induces a large negative variation of the stability functional as soon as α > 1. Hence in this case, I[ f 0 + f 1 ] < 0, and f 0 + f 1 is unstable. From the expression of f 1 (9), we see that the only way ∥ f 1 ∥ W s, a could be large is if ∥g ε,α ∥ W s, a itself is large. Now, from (7), g ε,α is small in W s,a norm if 1 − sα + α/a > 0. We see that it is possible to choose α such that the two conditions α > 1 and 1 − sα + α/a > 0 are satisfied, as soon as s < 1 + 1/a. Remembering that (7) is valid for 1 − α + α/a > 0, α > 1 implies a > 1.
This completes the proof of Theorem 2. ■
B. Angle-action variables
We need to define a bijection between position/momentum (q, p) and angle/action (Θ, J) coordinates. We will repeatedly use this change of variable in both directions. To keep notations as understandable as possible, we will use the following convention: functions of (q, p) will be denoted with small letters (for instance, q, p, h(q, p), j(q, p) . . .), and functions of (Θ, J) with capital letters (for instance Θ, J, H(J),Q(Θ, J) . . .).
As a further difficulty, the presence of a separatrix in phase space imposes us to divide the phase space in three regions, in order to properly define the change of variables: above separatrix (U 1 ), inside the separatrix (U 2 ) and below separatrix (U 3 ), see Fig. 1 . In equations
Over each of these three regions, it is possible to define a bijective change of variables with
The inverse change of variables reads
To keep notations simple, we will however use a single notation for each of these functions, θ(q, p), j(q, p),Q(Θ, J), P(θ, J). Similarly, any real function G of the angle-action variables is thus actually made of three distinct functions
We will however use for such a function a single notation G(Θ, J). The integrals over dΘ dJ are thus to be understood as the sum of three integrals over V 1 ,V 2 , and
The average over Θ defined in (3) also yields three functions of the action, which we do not write explicitly.
C. General strategy
For later use, we rewrite stability functional (4) to make it easier to analyze.
Lemma 1. Let f be a monotonous stationary solution. Stability functional I[ f ] (4) can be rewritten as
Note that the function w implicitly depends on f through the definitions of the functions Q and j. 
Similarly, the third term is
Remark. Looking back at (13) and using the fact Q(θ(q, p), j(q, p)) = q, we may replace the function w(q, p) defined in (12) with
We consider f = F • h a stable non-homogeneous monotonous stationary state andf =F •h another monotonous stationary state.h is the Hamiltonian corresponding tof ,
and the angle-action variables associated toh are written (Θ,J). The change of variable is (θ(q, p),j(q, p)), and the inverse change is (Q(Θ,J),P(Θ,J)). The stability functional forf is
We writew
Since f is stable, I[ f ] > 0. Thus, to prove Theorem 1, it is enough to show that if H1. ∥f − f ∥ W 1, a is small and
For convenience, we denote the discrepancies by
∆I can be rewritten as
where
and
We have used here the remark after Lemma 1. We have
and will show smallness of |∆I 1 | and |∆I 2 | in Secs. III D and III E, respectively. 
D. |∆I 1 | is small
In this section, the hypothesis H1 on ∥f − f ∥ W 1, a will be crucial; we will also use H2. We begin with some Lemmas.
Lemma 2. Let m be a positive constant and the function u a be defined by
Then, ||1/u a || L b is finite for any a > 0 and 1 < b < 2. Moreover, when m is small, the leading order is O(m −1/b ).
Proof. The considered norm is
We have to check the convergence of the integral at the points where the integrand diverges, which are (q, p) = (0, 0), (±π, 0), and when |p| → ∞.
• Around (0, 0) and (π, 0): Let (q 0 , 0) be the point we are considering. Using polar coordinates, q − q 0 = r m cos ρ, p = r sin ρ, we have dqdp = r m dr dρ and dqdp
The integral over ρ is finite, and the integral over r converges for b < 2.
• |p| → ∞:
Thus, the integral converges for 1 < b.
Putting all together, we conclude that the integral converges for 1 < b < 2. Moreover, if m is small, the leading order of ||1/u a || L b is O(1/m 1/b ) from the estimations around (0, 0) and (π, 0). ■ Remark. That m is non-zero is important to ensure convergence for 1 < b < 2. If m = 0, then the integrand diverges on the line p = 0. As a result, around the line
which converges for b < 1. Considering the estimation for |p| → ∞, which requires 1 < b, the interval of b for convergence is empty.
Since | cos Q| ≤ 1, |w| ≤ 1. Hence,
Since M > 0, we introduce u a (q, p; M), and the Hölder inequality leads to
with a and b non-negative real numbers such that 1/a + 1/b = 1. The norm ||1/u a || L b is finite for 1 < b < 2 by Lemma 2, and our job is to show that is small. The first term is rewritten as
and is small by the hypothesis f − f W 1, a small. Using the trick,
we rewrite the second term as
Thus, the second term is also small by the hypothesis f − f W 1, a small, |∆M | small, andf ∈ W 1,a . We have therefore proven that |∆I 1 | is small using the main hypotheses H1 and H2. ■
E. |∆I 2 | is small
In this section, the crucial hypothesis is H2, i.e., |∆M | is small. If ∆M = 0, theñ
so that ∆I 2 is trivially small. We therefore consider the case ∆M 0. We may choose ∆M > 0 without loss of generality, since we can exchange the roles of f andf in order to estimate |∆I 2 | when ∆M < 0. The quantity ∆I 2 , which reads
depends onf only through the Hamiltonian and magnetization, while ∆I 1 directly depends on the derivative ofF. Thus, it is rather natural to expect that ∆I 2 is small ifM is close to M. A technical problem is that the separatrix changes as the magnetization changes, so that a direct comparison between cosQ j (q, p) and ⟨cos Q⟩ j(q, p) becomes difficult around the separatrix. To solve this problem, we divide the µ space into three regions:
1. Inside the separatrix. 2. Close to the separatrix. 3. Outside the separatrix.
For this purpose, we introduce M 1 and M 2 as
From H2, we may consider a small ∆M which makes M 1 positive. Thus, we also haveM > 0. We now use the following strategy. ∆I 2 is divided in three parts, according to the division of the µ space detailed below. Secs. III E 2-III E 4 show the smallness of the contribution to ∆I 2 of the region close to, inside, and outside the separatrix, respectively.
Division of µ space
Using the Hamiltonian, and M 1 , M 2 defined in (37), we divide µ into three µ j as
See Fig. 2 for a schematic picture. Accordingly, the second term ∆I 2 is divided as
where ∆I 2 j corresponds to the integral over µ j ,
2. Near the separatrix: µ 2 Proposition 4. Under the hypotheses of Theorem 1, |∆I 22 | is small.
We first show that the area of µ 2 is small.
Proof. Introducing q max = Cos −1 ((M − 2M 1 )/M), we further divide µ 2 into two parts,
and denote the areas of µ 21 and µ 22 as A 1 and A 2 , respectively. The upper and the lower bound of the upper half of µ 21 is expressed as
for |q| < q max . The height of µ 21 for a fixed q is estimated as
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation. and hence the area A 1 is
In µ 22 , one peace of the region is smaller than the rectangle whose vertices are (q max , 0), (π, 0),
The total area A is therefore
Proof of Proposition 4. From the fact | cos q| ≤ 1, we have cosQ 2 j − ⟨cos Q⟩ 2 j ≤ 1. F ′ is continuous, so that it is bounded by F ′ max < +∞ in a neighborhood of the separatrix, containing µ 2 for ∆M small. Thus, we have
Using Lemma 3 and H2, we conclude that |∆I 22 | is small.
Inside the separatrix: µ 1
Proposition 5. Under the hypotheses of Theorem 1, |∆I 21 | is small.
Proof. From cosQ j (q, p) + ⟨cos Q⟩ j(q, p) ≤ 2, we estimate ∆I 21 as
Here, we have introduced the following functions to simplify the notations:
The functions K(k) and E(k) are the complete elliptic integrals of the 1st and the 2nd kinds, respectively.
The proof is done by the following three steps:
2. We extract the small ∆M from φ in (q, p;M) − φ in (q, p; M). [Lemma 5] 3. We show that the remaining supremum part is finite. [ Lemma 6] The three following Lemmas prove the Proposition 5.
Proof. Using the function u a (q, p; M) and the Hölder inequality, we have
where 1 ≤ a, b ≤ ∞ and 1/a + 1/b = 1. By Lemma 2, the factor ||1/u a || L b converges for 1 < b < 2, which corresponds to 2 < a < ∞. On the other hand, we have
Thus, we have
Our next job is to extract the small ∆M from the supremum part.
Proof. We first remember that M,M ∈ (0, 1). The function ψ(q, p; M) is C 1 with respect to M for M ∈ (0, 1), and
. Thus, Taylor theorem proves the lemma. ■
Lemma 5 gives
The last job is to show that the supremum is finite.
The derivatives of ϕ in and ψ are
where k must be evaluated at ψ(q, p; M * (q, p)). The derivative ∂ M φ in is hence
The functions E(k) and 1/K(k) are finite in the interval k ∈ • no divergence at k = 0, • no appearance of k = 1.
No divergence at k = 0: Around k = 0, from the Taylor expansions of K(k), (B3), and E(k), (B4), we have
Actually, k → 0 implies (q, p) → (0, 0) and hence
is an increasing function of p for a fixed q, thus it is enough to investigate the upper value of k on the upper boundary of µ 1 ,
Substituting this p into ψ(q, p; M * ), we have
Thus, k is bounded by a positive number which is smaller than 1,
4. Outside the separatrix: µ 3 Proposition 6. Under the hypotheses of Theorem 1, |∆I 23 | is small.
Proof. The strategy of the proof is almost the same as for Proposition 5, but we replace ϕ in (k), introduced in (53), by
We show the following Lemma which corresponds to Lemma 6:
Proof. The derivative of ϕ out is
The value of k must be evaluated at k = ψ(q, p; M * ). The derivative ∂ M φ out is hence
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation. Computations are performed along two lines: (i) δ = 0.5. (ii) ε = 0.05. We choose the value δ = 0.5 since it gives the same threshold s = 3/2 as the homogeneous case with δ = 1. Then, we examine stability by decreasing δ, which means that the modification g ε,δ becomes "rough."
Along the two lines, no instability is observed (Fig. 4) . Thus, the stability of the inhomogeneous stationary state does not seem to change even when the modification is "rough" enough. We have used a perturbation level µ = 10 −4 ; changing it does not significantly affect the results.
V. CONCLUSION AND DISCUSSIONS
We have shown that, in the 1D Vlasov equation with a cosine potential (corresponding to the HMF model), any non-homogeneous stable monotonous stationary has a neighborhood in the W 1,a (a > 2) norm that does not contain any unstable monotonous stationary states with nearby magnetization. This is in striking contrast with the homogeneous case, where all neighborhoods of a reference stable state in norms controlling only one derivative do contain unstable stationary states. These results are illustrated with direct simulations of the Vlasov equation, using a reference stationary state and controlling the norm of a modification of this reference state in various Sobolev spaces.
Theorem 1 points to an important difference in the mathematical structure of the neighborhoods of homogeneous and inhomogeneous stationary states of Vlasov equation. Understanding the physical consequences of this fact, especially with respect to the non-linear evolution of a perturbation, remains an open question.
Finally, we stress that the proof of Theorem 1 relies on the knowledge of a stability functional which is rather simple in the HMF model. Extending the theorem to other models having long-range interactions, where such a simple stability functional is not available, is another open problem.
