We present a series of examples of endomorphisms and automorphisms arising from subfactors, which illustrate some of the recent theorems in non-commutative entropy theory. Moreover it is shown that for these examples the Connes-Størmer entropy of the automorphism is maximal and coincides with the topological entropy. This follows from the theorems our examples illustrate, and is also showed directly.
Introduction
In the papers [15] and [16] Wenzl constructed new examples of subfactors by using representations of Hecke algebras and representations of BirmanWenzl-Murakami algebras, which in particular are representations of the Braid group. This construction was generalized by Erlijman [5] who considers general representations of the Braid group subject to a certain set of conditions. Erlijman then constructs the subfactor generated by the representation of a two-sided sequence of Braid group generators. We consider these subfactors along with the subfactors generated by a one-sided sequence of Braid group generators according to Wenzl's construction. These examples have a natural homomorphism, which shifts the Braid group generators. When we consider the one-sided sequence we get an endomorphism, and when we consider the two-sided sequence we get an automorphism. The main part of this paper is devoted to showing how the above mentioned examples illustrate some of the recent theorems in the theory of non-commutative entropy, namely the Variational principle; see [9] , the McMillan theorem; see [10] , and the theorem relating the entropy to the index, see [12] . Thus we will work in the interplay between subfactors and entropy. Both the index of subfactors; see [8] , the Connes-Størmer entropy; see [4] , the entropy in C * -algebras; see [3] , and Voiculescu's approximation entropy; see [14] , come into play. For a survey of the results on the different entropies; see [13] . In addition to the results by Wenzl and Erlijman, we will also be using other known results, in particular by Choda. Some of these results are only refered to, but others are included in order to make the exposition more coherent.
The paper is organized as follows. In section 2 we present the above mentioned theorems and show how these results can be used to prove that the entropy coincide with the topological entropy under certain special conditions. In section 3 we state the conditions Erlijman requires the representations of the Braid group to satisfy, and show how properties of the endomorphism/automorphism follow from these. We show that the endomorphisms illustrate the theorem relating the entropy to the index, whereas the automorphisms illustrate the Variational principle and the McMillan theorem. Moreover it follows that the automorphisms in the examples have maximal entropy, which equals the topological entropy. In section 4 we show for completeness that this result can also be showed directly for both the automorphism and the endomorphism using only that we have periodic inclusions and a mean generator.
Theorems about entropy
We consider C * -dynamical systems (A, τ, α), where A is a unital C * -algebra, τ is a trace on A, and α is a τ -preserving automorphism of A. Throughout the paper we will implicitly use the fact that when computing the entropy we can move back and forth between a C * -algebra A with a trace τ and an automorphism α, and the von Neumann algebra M = π τ (A) (the GNSrepresentation) withα the extension of α; see [13] . In order to formulate the Variational principle we recall the following definition. 
for all minimal projections p in the algebra
A general definition of a mean generator, which we will use from now on, is the following. If (A n ) is an increasing sequence of finite dimensional algebras which generate A, and α is an automorphism or an endomorphism of A, then (A n ) is called a mean generator for the entropy of
The definition of a mean generator in the theorem above is a special case of this when the algebra has locality. Namely let
is an increasing sequence of finite dimensional subalgebras of A, since N is finite dimensional and we have locality. Moreover lim n
By using the McMillan theorem in conjunction with theVariational principle we get sufficient conditions for the Connes-Størmer entropy to be maximal and coincide with the topological entropy. 
where the sup is taken over all α-invariant states.
Proof. Fix an α-invariant state φ. In particular this could be τ . By the Kolmogorov-Sinai theorem for the entropy of C * -algebras; see [13] , we have
(The argument above is for instance used in [1] for the Connes-Størmer entropy.) So it is enough to show that
. Let < δ be given. By the McMillan theorem (theorem 2.3) there is an N ∈ N such that for all n ≥ N there exists a central projection z n ∈ A n such that τ (z n ) < and
for all minimal projections p in the algebra A n (1−z n ). But since we chose < δ we must have z n = 0 by the assumption, since both the trace vector and the dimension vector have strictly positive entries, and τ (z n ) = i∈I t n (i)d n (i) for some subset I of N. Thus we have ( * ) for all minimal projections p n ∈ A n for all n ≥ N , hence lim n→∞
By concavity of the function η(t) = −t log t, it therefore follows that the entropy from the trace is the maximal entropy. Finally we get
by the Variational principle (theorem 2.2).
We recall the following definition of periodicity; see [15] . Definition 2.5. Let A 1 ⊂ A 2 ⊂ · · · be an increasing sequence of finite dimensional C * -algebras. Such a sequence is called periodic (of period k) if there is an N ∈ N and a k ∈ N, such that for all n ≥ N the inclusion A n+ik ⊂ A n+(i+1)k is given by a primitive matrix G n for all i ∈ N, (recall that a matrix G is primitive if G is a square matrix and there exists an l ∈ N such that G l has positive entries), and k is the smallest value such that this holds.
Remark 2.6. Let G be a primitive r ×r matrix. Then the largest eigenvalue (the Perron-Frobenius value) β is strictly positive. Let ξ be the normalized eigenvector to β. We will use the following facts from Perron-Frobenius theory [6] .
• Up to multiplication by a positive scalar the eigenvector ξ is unique and has strictly positive entries.
• 
Proof. Suppose the period of the sequence (A n ) is k. Fix m ∈ N such that the inclusion A m+ik ⊂ A m+(i+1)k is given by the matrix G for all i ∈ N ∪ {0}, which we from now on will write as
Denote the Perron-Frobenius value by β, the unique normalized PerronFrobenius eigenvector to β by ξ , and suppose the primitive inclusion matrix G is an r × r matrix. For all i we have t m+ik = G l t m+(i+l)k for all l ∈ N. Thus for each i we have t m+ik ∈ ∩ l∈N G l (R r + ), hence in particular t m+ik = λ i ξ for some λ i > 0, i.e.
Moreover by Perron-Frobenius theory β
and noted the independence of the fixed m ∈ N. Since ξ is a finite dimensional vector we can choose 0 < δ < min j (ξ(j )
2 )λ 0 .
In the cases where the trace is extremal the two corollaries above prove the following.
Corollary 2.8. Let (A, τ, α) be a unital separable C * -dynamical system which is asymptotically abelian with locality, and where τ is extremal among the α-invariant states. Suppose that A is an AF-algebra with a generating sequence (A n ), which is both periodic and a mean generator for the entropy. Then
The examples from subfactors
Recall that the Braid group B n on n strands is the free group in the generators σ 1 , . . . , σ n−1 subject to the relations
• σ i σ j = σ j σ i whenever |i − j | ≥ 2.
In the paper [5] Erlijman works with representations ρ of the algebra CB ∞ satisfying the following properties with C n = ρ(CB n ):
The sequence of finite dimensional C * -algebras (C n ) is periodic. (6) For all k ∈ N there exists a projection p ∈ C k such that for all n ∈ N we have
where C s,t is the subalgebra generated by g s , . . . , g t−1 .
Examples of representations with the above properties arise from representations of Hecke algebras and Birman-Murakami-Wenzl algebras as mentioned previously.
In the rest of this paper ρ will be a representation satisfying the above properties, and α will be the shift of the generators g i , i.e. α(g i ) = g i+1 for all i.
Remark 3.1. It can be shown from property (5) (also denoted the strongly clustering property) that the unique trace is extremal among the set of α-invariant states on C. For a proof of this see [11] .
Remark 3.2. In the rest of this paper we will several times use the Kolomogorov-Sinai theorem for endomorphisms instead of for automorphisms. For the Connes-Størmer entropy the proof of this is a straightforward adaption of the proof of the Kolomogorov-Sinai theorem for automorphisms by using that H (α(A)|α(B)) ≤ H (A|B) when α is an endomorphism; see [1] . For the entropy of C * -algebras it follows directly from the usual theorem. This is also the case for the topological entropy, but with the following minor change in the assumptions. We consider finite subsets (ω j ) of the nuclear C * -algebra A with ω 1 ⊂ ω 2 ⊂ · · ·. For automorphisms the requirement is that the linear span of ∪ j ∈N,k∈Z α k (ω j ) is dense in A. For endomorphisms we make the obvious adjustment and require that the linear span of ∪ j ∈N,k∈N α k (ω j ) is dense in A, then the same proof works.
The examples of endomorphisms and automorphisms that we will consider are of the "shift"-type. The next well-known lemma shows that they have a mean generator.
Lemma 3.3. Let A be an AF-algebra generated by the increasing sequence (A n ). Let τ be a trace on A and let α be a trace-preserving endomorphism or automorphism of A. Suppose that
(
for all x, y ∈ A n for any n ∈ N, for all i ≥ 1.
Then the sequence (A n ) is a mean generator for the entropy, i.e. H (α)
Proof. Since (A n ) is an increasing sequence and A = ∪ n∈N A n , we have H (α) = lim n→∞ H (A n , α) by the Kolomogorov-Sinai theorem for endomorphisms or automorphisms; see [13] . Now on the one hand we have
by using (1) as in corollary 2.4. On the other hand we have
By (2) the algebras A n and α in (A n ) commute for all i ≥ 1, hence it follows that
Moreover by (3) we have τ (xy) = τ (x)τ (y) for x ∈ α in (A n ) and y ∈ α jn (A n ) with i = j , hence
by [13] . Therefore
The endomorphism from the one-sided sequence
Consider the sequence of algebras (C n ) defined above, i.e. C n = g 1 , . . . g n−1 . Define the endomorphism α on the generators by α(g i ) = g i+1 for i ≥ 1. Then α is trace-invariant hence extends by continuity to the von Neumann algebra C = ∪ n∈N C n w , which is the hyperfinite II 1 factor due to the uniqueness of the trace. This sequence is periodic (property 3)).
It is shown in [15] by use of Wenzl's dimension estimate that the subfactor is irreducible. For the relation between the entropy of an endomorphism and the index of the subfactor generated by the endomorphism, we have the following theorem. 
and that
is a commuting square for all n ∈ N. Let Z(A n ) denote the center of the algebra A n . Then
The theorem above differs from the one in [12] by the extra condition of the limited growth of the multiplicities (a n kl ≤ qm n−1 k ), since we can not make the proof of the theorem work without this. On the other hand we have not been able to show that this extra condition is necessary.
Let us show that the above theorem is illustrated by the series of examples coming from shifts on the one-sided sequence. We start with a straightforward lemma; see [5] , [15] , and [16] .
Lemma 3.5. Let C 1 ⊂ C 2 ⊂ · · · ⊂ C be given as above. Then the following properties hold:
for all x, y ∈ C n for any n ∈ N, for all i ≥ 1.
Lemma 3.6. The increasing sequence of finite dimensional algebras (C n ) defined at the beginning of this section satisfies the hypotheses of theorem 3.4.
. . , g n ⊂ C n+1 . By lemmas 3.3 and 3.5 the sequence (C n ) is a mean generator. We need to see that
is a commuting square. This is proved in [15] , but we include the argument here for the sake of completeness. Let y ∈ C n+1 , x ∈ α(C n+1 ). Then by property 4) we can assume without loss of generality that x has the form x = α(ag
Thus E α(C n+1 ) (y) = E α(C n ) (y) ∈ α(C n ), hence we have a commuting square. Finally, with the notation of theorem 3.4, we see that there exists a q such that a n kl ≤ qm n−1 k for all k, l, n, since the sequence (C n ) is periodic and α(C n ) ⊂ C n+1 .
From the lemma above and theorem 3.4, we get the following conclusion, which is also proved in [1] and [2] by different methods without appealing to theorem 3.4.
Corollary 3.7. For the sequence (C n ) we get that
Proof. By the above lemma the hypotheses of theorem 3.4 are satisfied. Thus we get that
where
Note that by theorem 3.4 (and the above corollary) we have two different ways of computing the entropy or the index. This is also described in section 6.2 of [12] , where theorem 3.4 is applied to similar examples where the algebra is generated by a series of Jones projections.
The automorphism from the two-sided sequence
The representation ρ is extended to the two-sided infinite Braid group. In order to get a mean generator for the entropy we define the increasing sequence of C * -algebras (A n ) as follows.
Definition 3.8. Let
Let A = n∈N A n and let τ be the unique trace on A, a property which A inherits from n C n . The sequence (A n ) is periodic, since the sequence (C n ) is periodic and (A 2n ⊂ A 2n+1 ) ∼ = (C 2n ⊂ C 2n+1 ) by the automorphism which shifts the generators up by n. Let α be the automorphism of A, which shifts the generators, i.e. α(g i ) = g i+1 for all i ∈ Z extended to the full algebra A. Since τ satisfies property 5), α is trace-preserving.
The following lemma follows from lemma 3.5 using that A n+j ∼ = g 1 , . . . , g n+j .
Lemma 3.9. Let A 1 ⊂ A 2 ⊂ · · · ⊂ A be given as above. Then the following properties hold: Proof. The trace τ is unique and the sequence (A n ) is periodic, so by lemma 3.9 the requirements for lemma 3.3 are satisfied, hence the sequence (A n ) is a mean generator for the entropy. Moreover (A, τ, α) is a unital, separable, C * -dynamic system, which is asymptotically abelian with locality. Hence the system is asymptotically abelian with locality. By remark 3.1 the trace is extremal among the α-invariant states, so since (A n ) is a mean generator for the entropy with respect to τ , it follows from corollary 2.8 that H (α) = sup φ h φ (α) = ht(α).
Algebras generated by periodic inclusions
For algebras generated by a periodic sequence of finite dimensional algebras, the entropy of an endomorphism can be computed using the following theorem due to Choda; see [1] . We repeat here the proof for the sake of completeness, since we will use an argument of the same type in the next theorem. Also a similar argument is already used in corollary 2.7. 
