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Este trabalho teve como motivac¸a˜o inicial a necessidade de apresentar uma maneira
alternativa de acompanhar o desempenho de um modelo de risco de cre´dito para uma
instituic¸a˜o financeira (IF) brasileira.
Te´cnicas de acompanhamento para verificac¸a˜o do desempenho, ao longo do tempo,
de modelos de risco de clientes praticadas ate´ hoje, no escopo dos modelos de cre´dito
avaliados e monitorados por uma determinada IF, sa˜o os testes Kolmogorov- Smirnov
(KS), I´ndice de Gini e Curva ROC.
Com o advento do Acordo de Basileia, mais especificamente o Basileia II, surgiu a
necessidade de criac¸a˜o de modelos referentes aos paraˆmetros de risco de cre´dito: pro-
babilidade de descumprimento (PD) que vem de “probability of default’ ’, exposic¸a˜o no
momento do descumprimento (EAD), que vem de “exposure at default” e perda dado o
descumprimento (LGD) que vem de “loss given default”.
Os anos de 2013 e 2014, nesta IF, concentraram os esforc¸os para a construc¸a˜o de tais
modelos. Entretanto, ao contra´rio do que e´ verificado para os modelos de risco de clientes,
esses novos modelos na˜o dispo˜em de um conjunto de te´cnicas estat´ısticas definidas para
seu monitoramento.
Dessa forma, definiu-se o objetivo deste trabalho, que consiste em modelar os dados
de LGD de forma a obtenc¸a˜o de uma distribuic¸a˜o parame´trica, possibilitando assim o
conhecimento do comportamento deste tipo de dados e sua avaliac¸a˜o sob o teste KS com
a finalidade de subsidiar as deciso˜es de revisa˜o ou remodelagem dos modelos de LGD.
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E´ importante ressaltar que a partir da aplicac¸a˜o do teste KS tem-se apenas ind´ıcios de
uma poss´ıvel alterac¸a˜o das caracter´ısticas populacionais para a tomada de decisa˜o e na˜o
uma conclusa˜o sobre a calibragem ou remodelagem do modelo. Para isto, deve-se alinhar
essa avaliac¸a˜o a outros testes.
Neste sentido, [Calabrese, 2014] apresentou um modelo para a LGD em per´ıodos de
crise, utilizando a mistura de duas distribuic¸o˜es Beta, o que nos motivou a utilizar a
mistura de duas distribuic¸o˜es Kumaraswamy.
Assim como a distribuic¸a˜o Beta, a distribuic¸a˜o Kumaraswamy tem suporte no intervalo
(0, 1). A vantagem da utilizac¸a˜o da distribuic¸a˜o Kumaraswamy frente a Beta consiste
no comportamento igualmente variado que a distribuic¸a˜o pode assumir, mas com forma
fechada de sua func¸a˜o de distribuic¸a˜o acumulada, que facilita seu uso em procedimentos
computacionais. Ale´m disso, ha´ o fato de que dentro de um ambiente na˜o-acadeˆmico existe
uma certa resisteˆncia a` te´cnicas mais complexas ou a conceitos na˜o-auto explica´veis.
Portanto, este trabalho foi realizado com a intenc¸a˜o de fornecer uma te´cnica alter-
nativa, simples, de monitoramento de modelos de LGD, proporcionando ao leitor enten-
dimento sobre o paraˆmero em si, a te´cnica de mistura de distribuic¸o˜es, em particular a
mistura de distribuic¸o˜es Kumaraswamy. Utilizamos o algoritmo EM para obter as estima-
tivas de ma´xima verossimilhanc¸a dos paraˆmetros do modelo. O desempenho do algoritmo
foi avaliado por meio de simulac¸a˜o de Monte Carlo, e em seguida o modelo foi aplicado
em dois conjuntos de dados reais.
Este trabalho esta´ estruturado em 6 cap´ıtulos. O cap´ıtulo 1 corresponde a` introduc¸a˜o.
O cap´ıtulo 2 trata dos conceitos preliminares que sera˜o utilizados ao longo do estudo,
como por exemplo, o conceito de LGD, a apresentac¸a˜o da distribuic¸a˜o de probabilidade
utilizada na modelagem via mistura, bem como a te´cnica de mistura de distribuic¸o˜es, a
propriedade de identificabilidade e o teste de Kolmogorov-Smirnov. O cap´ıtulo 3 conceitua
e desenvolve a modelagem por meio de mistura de distribuic¸o˜es para o modelo de mistura
considerado, Kumaraswamy com Kumaraswamy. O cap´ıtulo 4 apresenta o algoritmo EM,
sua utilizac¸a˜o e os resultados dos estudos de simulac¸a˜o que o validaram. No cap´ıtulo 5, o
modelo desenvolvido e´ aplicado em dois conjuntos de dados reais de perda e sa˜o verificados
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os seus resultados quanto ao ajuste. Finalmente, no cap´ıtulo 6 e´ apresentada a conclusa˜o




Este cap´ıtulo trata de alguns conceitos que sa˜o necessa´rios ao bom entendimento deste
trabalho. Portanto, nas pro´ximas sec¸o˜es, o leitor entrara´ em contato com as definic¸o˜es e
os detalhes do que vem a ser o paraˆmetro de risco de cre´dito LGD, a distribuic¸a˜o de proba-
bilidade que sera´ utilizada na modelagem dos dados de perda (Kumaraswamy) e a te´cnica
estat´ıstica de mistura de distribuic¸o˜es de probabilidade bem como suas propriedades.
2.1 Loss Given Default - LGD
A LGD e´ elemento essencial na abordagem IRB avanc¸ada (Basileia II), visto que as
instituic¸o˜es financeiras devem calcular seu valor atrave´s de modelos internos ao inve´s de
utilizar os valores fixados pelo regulador de mercado [Bennett et al. , 2005]. Em termos
gerais, a perda dado o descumprimento, em ingleˆs “Loss Given Default”, corresponde
a` parcela de uma exposic¸a˜o na˜o percebida pelo credor em virtude do inadimplemento
(descumprimento ou default) do tomador, isto e´, em virtude da incapacidade de pagamento
por parte do tomador do empre´stimo.
O conceito se torna mais simples quando a ele e´ associado o conceito de recuperac¸a˜o
de cre´dito. Essa recuperac¸a˜o de cre´dito e´ definida como a parcela de uma d´ıvida que e´
paga ao credor em cumprimento a` obrigac¸a˜o de cre´dito firmada entre este e o tomador
do empre´stimo, ou seja, corresponde aos valores que retornam ao credor. Em termos
pra´ticos, se por algum motivo uma parcela do valor emprestado na˜o retorna ao credor,
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tem-se a´ı uma perda. Quando se observa essa perda com relac¸a˜o ao montante devido no
momento em que o devedor esta´ numa situac¸a˜o de inadimpleˆncia, isto e´, quando este ja´
esta´ em situac¸a˜o de atraso e demonstra incapacidade de pagamento, tem-se a´ı a LGD.
Portanto, em termos alge´bricos, temos : LGD = valor da exposic¸a˜o - valor recuperado.
Em termos percentuais, corresponde a` 1− tr, onde tr corresponde a` taxa de recuperac¸a˜o
dos valores emprestados num determinado produto de cre´dito.
O Banco Central do Brasil (Bacen), em sua circular no 3.648, de 4 de marc¸o de 2013,
conceitua a LGD como o percentual em relac¸a˜o ao paraˆmetro EAD (valor da exposic¸a˜o no
momento do descumprimento) observado, da perda econoˆmica dado o descumprimento,
considerados todos os fatores relevantes, inclusive descontos concedidos para recuperac¸a˜o
do cre´dito e todos os custos diretos e indiretos associados a` cobranc¸a da obrigac¸a˜o.
Segundo [Jacobs Jr & Karagozoglu, 2007], a LGD pode ser definida de diversas formas
em func¸a˜o do arcabouc¸o institucional, do contexto de modelagem ou, ainda, conforme o
tipo de instrumento de cre´dito utilizado. No caso de empre´stimos banca´rios, a LGD e´
definida como o percentual de perdas de uma exposic¸a˜o de risco no momento da inadim-
pleˆncia e, uma vez que tenha ocorrido o evento, a LGD inclui treˆs tipos de perdas: a perda
do principal, a perda decorrente dos custos de empre´stimos na˜o pagos (inclusive custos
de oportunidade) e a perda relacionada a`s despesas relativas ao processo de cobranc¸a e
recuperac¸a˜o do cre´dito.
O paraˆmetro LGD e´ o valor de perda ex post expresso como um percentual da EAD
para uma exposic¸a˜o de cre´dito, caso o tomador do empre´stimo esteja em default (descum-
primento, isto e´, classificado como insolvente). No caso de um tomador que na˜o esteja em
default, a LGD e´ a estimativa ex ante da perda tambe´m expressa como um percentual da
EAD, ou seja, e´ uma varia´vel aleato´ria que deve ser estimada atrave´s de modelos internos
na abordagem IRB avanc¸ada [Bennett et al. , 2005].
Para o ca´lculo de LGD das exposic¸o˜es que na˜o estejam em default, existem me´to-
dos subjetivos, que sa˜o baseados na experieˆncia e julgamento por parte dos especialistas
diretamente envolvidos no processo, e me´todos objetivos, que utilizam dados de perdas
realizadas para o desenvolvimento de modelos. Os me´todos objetivos podem ser expl´ıcitos
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ou impl´ıcitos [Bennett et al. , 2005].
Os me´todos expl´ıcitos sa˜o aqueles em que as informac¸o˜es analisadas em bases de dados
permitem o ca´lculo direto da LGD. Sa˜o dois os me´todos utilizados [Bennett et al. , 2005]:
• Market LGD, abordagem que se baseia na observac¸a˜o dos prec¸os de mercado de
t´ıtulos ou empre´stimos negocia´veis logo apo´s o default ;
• Workout LGD, abordagem baseada no desconto dos fluxos de caixa resultantes do
processo de recuperac¸a˜o desde a data do default ate´ o final do per´ıodo de recuperac¸a˜o
de cre´dito.
Ja´ nos me´todos impl´ıcitos, de acordo com [Bennett et al. , 2005], os valores de LGD
sa˜o derivados de perdas e estimativas de PD, e na˜o podem ser calculados diretamente pelas
informac¸o˜es existentes nas bases de dados. Existem dois me´todos distintos utilizados:
• implied market LGD, abordagem na qual as estimativas de LGD sa˜o derivadas dos
prec¸os de mercado de t´ıtulos arriscados que na˜o estejam em default atrave´s de um
modelo de precificac¸a˜o de ativos. Esta abordagem e´ u´til em portfo´lios com poucas
observac¸o˜es de inadimpleˆncia;
• implied historical LGD, me´todo utilizado no ca´lculo de LGD das carteiras do varejo,
que consiste na infereˆncia da LGD das perdas realizadas e de estimativas de PD.
Na abordagem IRB avanc¸ada, existem duas filosofias de LGD que os bancos podem
adotar. Na filosofia conhecida como PIT (point-in-time), que e´ normalmente utilizada
pelos bancos, a LGD e´ uma medida c´ıclica que reflete a LGD esperada, normalmente, nos
pro´ximos 12 meses. Por outro lado, na filosofia denominada TTC (through-the-cycle), a
LGD estimada e´ uma medida ac´ıclica definida pela me´dia no ciclo econoˆmico e relativa-
mente constante ao longo do ciclo [Miu & Ozdemir, 2006].
2.2 Distribuic¸a˜o de Probabilidade Kumaraswamy
Nesta sec¸a˜o e´ apresentada a distribuic¸a˜o de probabilidade Kumaraswamy, utilizada
no escopo deste trabalho. E´ uma distribuic¸a˜o de probabilidade cont´ınua, com suporte
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no intervalo [0, 1], bastante conhecida no meio estat´ıstico e em hidrologia, grac¸as ao seu
criador [Kumaraswamy, 1980].
Conforme [Jones, 2009], tratamos da distribuic¸a˜o de probabilidade constitu´ıda de
dois paraˆmetros, que chamaremos de distribuic¸a˜o Kumaraswamy, denotada por Kuma-
raswamy(a, b), onde a > 0 e b > 0, sa˜o paraˆmetros de forma.
Algumas propriedades relativas a` forma da distribuic¸a˜o Kumaraswamy sa˜o:
• a > 1 e b > 1 - unimodal;
• a < 1 e b < 1 - uniantimodal;
• a > 1 e b ≤ 1 - crescente;
• a ≤ 1 e b > 1 - decrescente;
• a = 1 e b = 1 - constante.







Conforme pode ser observado na figura 2.1, para va´rias combinac¸o˜es de valores dos
paraˆmetros a e b, a distribuic¸a˜o Kumaraswamy pode assumir diversas formas. Essa e´










mas a Kumaraswamy tem algumas vantagens no que se refere a` tratabilidade matema´tica.
Sua func¸a˜o densidade de probabilidade e´ dada por
f(x; a, b) = abxa−1(1− xa)b−1, 0 < x < 1 (2.2)
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Devido a` flexibilidade de seus paraˆmetros, a e b, reais e na˜o negativos, a distribuic¸a˜o
Kumaraswamy pode assumir diversas formas. A figura 2.1 ilustra essa caracter´ıstica, para
alguns pares de valores dos paraˆmetros.
Figura 2.1: Func¸a˜o densidade de probabilidade Kumaraswamy para diversas combinac¸o˜es
de paraˆmetros
O comportamento assinto´tico da densidade Kumaraswamy nos limites de seu intervalo
e´ dado por
f(x) ∼ xa−1, quando x→ 0
f(x) ∼ (1− x)b−1 quando x→ 1. (2.3)
A func¸a˜o densidade quant´ılica q(y) = Q′(y) e´ dada por:
q(y) =
(1− y)1/b−1 [1− (1− y)1/b]1/a−1
ab
= f(1− y; 1/b, 1/a). (2.4)











= bB(1 + r/a; b), ∀r > −a. (2.5)
Note que na expressa˜o acima esta´ presente uma func¸a˜o especial, a func¸a˜o Beta.













































































Conforme [Jones, 2009], no que se refere a` assimetria, quando um valor de a e´ fixado, a`
medida que o paraˆmetro b sofre incremento a assimetria que comec¸a negativa, vai mudando
de comportamento ate´ o momento em que se torna positiva. Relac¸a˜o inversa e´ observada
quando b e´ fixado e ha´ incremento no paraˆmetro a, ou seja, a assimetria que inicialmente
era positiva torna-se negativa num certo n´ıvel de a.






























A expressa˜o da func¸a˜o de distribuic¸a˜o acumulada (fda) para a distribuic¸a˜o Kuma-
raswamy e´ dada por:
F (x; a, b) = 1− (1− xa)b; 0 ≤ x ≤ 1, a > 0 e b > 0. (2.11)
A figura 2.2 ilustra o comportamento da fda Kumaraswamy para alguns pares de
valores dos paraˆmetros:
Figura 2.2: Func¸a˜o Distribuic¸a˜o de Probabilidade Acumulada Kumaraswamy para diver-
sas combinac¸o˜es de paraˆmetros





1− (1− y)1/b]1/a , 0 < y < 1. (2.12)
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2.3 Mistura de Distribuic¸o˜es
Segundo [McLachlan & Peel, 2000], a histo´ria dos modelos de mistura finita remonta
ha´ mais de um se´culo com Pearson, em 1894, cujos modelos de misturas estavam baseados
em uma mistura de duas componentes normais univariadas.
Os modelos de mistura de distribuic¸o˜es sa˜o me´todos flex´ıveis de modelar func¸o˜es de
distribuic¸o˜es de probabilidade complexas a partir de elementos mais simples e trata´veis
[Horta, 2009]. Por causa dessa flexibilidade, estes modelos esta˜o sendo cada vez mais ex-
plorados como uma maneira conveniente de modelar formas desconhecidas de distribuic¸o˜es
[McLachlan & Peel, 2000].
Uma situac¸a˜o u´til para entender o contexto em que se insere a te´cnica de mistura
de distribuic¸o˜es pode ser verificada quando um conjunto de dados amostrais, proveniente
de uma u´nica populac¸a˜o, apresenta o fenoˆmeno da superdispersa˜o, ou seja, grande dis-
paridade entre a variaˆncia teo´rica (calculada a partir do modelo) e a variaˆncia amostral
(calculada a partir da sequeˆncia amostral). Pressupor a existeˆncia de subpopulac¸o˜es den-
tro de uma populac¸a˜o geral, pode minimizar tal disparidade e e´ a´ı que reside uma das
principais motivac¸o˜es para o uso dos modelos de mistura de distribuic¸o˜es.
Quanto ao uso, nas u´ltimas de´cadas, verificou-se um aumento considera´vel no potencial
de aplicac¸a˜o dos modelos de mistura de distribuic¸o˜es em va´rias a´reas do conhecimento,
como por exemplo, em astronomia, biologia, gene´tica, medicina, psiquiatria, economia,
engenharia, financ¸as, dentre outras, especialmente quando na modelagem de populac¸o˜es
heterogeˆneas
Grande parte dos conceitos, definic¸o˜es e demonstrac¸o˜es de mistura de distribuic¸o˜es
apresentados neste trabalho, teˆm origem nos estudos de [McLachlan & Peel, 2000].
Definic¸a˜o
Um modelo de misturas finitas e´ uma combinac¸a˜o linear convexa de func¸o˜es de distri-
buic¸a˜o acumuladas.
Mais precisamente, se F e´ uma famı´lia de func¸o˜es de distribuic¸a˜o acumuladas tal que






e´ a mistura finita de n componentes F1, . . . , Fn, com pesos p1 > 0, . . . , pn > 0, tal que∑n
i=1 pi = 1, e Θ = (θ1, · · · , θn) e´ um vetor dos paraˆmetros θi da componente Fi.
Neste trabalho, o conjunto
H =
{
H : H(x; Θ) =
n∑
i=1
piFi(x; θi);Fi(x; θi) ∈ F
}
(2.14)
denota a classe das misturas finitas da famı´lia F , onde o vetor Θ conte´m todos os paraˆ-
metros desconhecidos do modelo de mistura, ou seja,
Θ = (p1, . . . , pk−1, θ1, . . . , θk). (2.15)
Neste caso, as componentes Fi pertencem a` mesma famı´lia F , mas em geral F pode
ser a unia˜o de diferentes famı´lias de func¸o˜es de distribuic¸a˜o.
Teoria e aplicac¸o˜es de misturas de distribuic¸o˜es podem ser encontradas nos trabalhos
de [McLachlan & Peel, 2000].
Problemas
Segundo [Horta, 2009], existem algumas dificuldades na utilizac¸a˜o dos modelos de
mistura que devem ser levadas em considerac¸a˜o no momento de construc¸a˜o do modelo:
• a escolha das distribuic¸o˜es f1(·), . . . , fk(·) a serem empregadas para compor a dis-
tribuic¸a˜o que descreve a mistura;
• a procura de te´cnicas de estimac¸a˜o dos paraˆmetros da distribuic¸a˜o da mistura;
• a determinac¸a˜o pra´tica do tamanho de amostras para a estimac¸a˜o dos paraˆmetros;
• a decisa˜o de utilizar um k conhecido ou na˜o, e caso se opte por inclu´ı-lo no conjunto
parame´trico desconhecido, escolher a te´cnica mais adequada para estima´-lo.
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2.4 Propriedade da Identificabilidade
Identificabilidade e´ uma propriedade relativa ao modelo e tem a missa˜o de verificar
se a partir de conjuntos de paraˆmetros distintos, e´ poss´ıvel observar resultados tambe´m
distintos para o modelo. Caso se verifique, diz-se que o modelo e´ identifica´vel.
De forma a clarificar essa ideia, pode-se imaginar a seguinte situac¸a˜o: seja θ um
conjunto de paraˆmetros de um modelo X, que por sua vez, pode ser expressado por meio
de sua func¸a˜o densidade de probabilidade, f(x, θ). Se para outro conjunto de paraˆmetros,
θ∗, relativo ao mesmo modelo, for obtido resultado diferente de quando da aplicac¸a˜o de θ,
tem-se que o modelo em questa˜o e´ identifica´vel. Em termos matema´ticos, pode-se escrever
que se para θ 6= θ∗ e´ verificado que f(x, θ) 6= f(x, θ∗), enta˜o o modelo e´ identifica´vel.
Neste cap´ıtulo sera´ abordada, por meio de conceitos, definic¸o˜es, exemplos e demons-
trac¸o˜es, a propriedade de identificabilidade. Num primeiro momento, de forma geral,
sob a o´tica de [McLachlan & Peel, 2000]; e de forma mais detalhada, sob o enfoque de
[Atienza et al. , 2006].
De acordo com [McLachlan & Peel, 2000], a estimac¸a˜o de Θ, conjunto de paraˆmetros,
com base nas observac¸o˜es xi, somente e´ significativa se Θ e´ identifica´vel. Em geral, uma
famı´lia parame´trica de densidades f(xi; Θ) e´ identifica´vel se distintos valores do paraˆmetro
Θ determinam distintos membros da famı´lia de densidades {F (xi; Θ) : Θ ∈ Ω}, onde Ω e´
um espac¸o parame´trico espec´ıfico, tal que:
F (xi; Θ) = F (xi; Θ
∗) (2.16)
se e somente se, Θ = Θ∗.
Uma abordagem mais recente de identificabilidade foi apresentada por [Atienza et al. , 2006]
onde e´ apresentada uma condic¸a˜o suficiente para a identificabilidade de misturas fini-
tas de distribuic¸o˜es. Tal condic¸a˜o e´ menos restritiva que as condic¸o˜es desenvolvidas por
[Teicher, 1963] e pode ser aplicada a um conjunto mais amplo de famı´lias de mistura. Essa
caracterizac¸a˜o e´ apropriada tambe´m, para os casos de misturas com diferentes famı´lias de
distribuic¸a˜o.
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Para o processo de estimac¸a˜o ser bem definido e´ necessa´rio que H (conforme expressa˜o
2.14) seja identifica´vel, isto e´, deve existir uma u´nica caracterizac¸a˜o para a classe dos
modelos considerados. Dificuldades particulares na aplicac¸a˜o dessa propriedade aparecem
na classe de modelos de misturas.
A classe F de func¸o˜es distribuic¸a˜o, a classe de misturas finitas de F e H, sa˜o indenti-









a igualdade H = Hˆ implica em k = kˆ e que (p1F1), . . . , (pkFk)’s sa˜o uma permutac¸a˜o de
(pˆ1Fˆ1), . . . , (pˆkFˆk).
Problemas de identificabilidade relativos a` misturas finitas tem sido bastante investiga-
dos. Va´rios autores contribu´ıram nessa a´rea como, por exemplo, [Teicher, 1963] que criou
uma condic¸a˜o suficiente para que uma mistura das famı´lias Normal e Gama seja iden-
tifica´vel; ou [Ahmad, 1988] que provou a identificabilidade para misturas de densidades
Weibull, Lognormal, Chi e Pareto pela modificac¸a˜o do teorema de [Teicher, 1963], dado
por [Chandra, 1977], para a func¸a˜o geradora de momentos de logX; ou [Barndorff-Nielsen, 1965]
que criou uma condic¸a˜o suficiente para misturas da famı´lia exponencial.
O problema da identificabilidade em modelos de misturas tem sido o foco de interesse
nas u´ltimas de´cadas. O trabalho de [Teicher, 1963] e´ o ponto inicial para a investiga-
c¸a˜o da identificabilidade em modelos de mistura. Entretanto, essa identificabilidade e´
estabelecida sob algumas condic¸o˜es restritivas que na˜o sa˜o aplica´veis a algumas famı´lias
multiparame´tricas. Em seu trabalho, [Atienza et al. , 2006] propo˜em um novo resultado
que relaxa os pre-requisitos do teorema de [Teicher, 1963], que dizia:
Teorema 1 Seja F uma famı´lia de func¸o˜es de distribuic¸a˜o univariadas com transfor-
mac¸o˜es φ(t), tal que t pertence a um domı´nio de definic¸a˜o S(φ) e a aplicac¸a˜o F → φ e´
linear. Suponha que exista uma ordem total em F , denotada por ≺, de modo que F1 ≺ F2
implica em:
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1. os domı´nios S(φ1) e S(φ2) sa˜o tais que:
S(φ1) ⊂ S(φ2), (2.17)







O ponto principal do trabalho de [Atienza et al. , 2006] gira em torno de uma nova
versa˜o do teorema de [Teicher, 1963], com hipo´teses mais fracas, que permitiram o estudo
de problemas de identificabilidade num contexto mais amplo. E isso e´ bastante u´til no
estudo de mistura de diferentes famı´lias de distribuic¸a˜o, com uso amplo em a´reas como a
biologia, medicina e fenoˆmenos sociais.
A seguir apresentamos os principais resultados dados por [Atienza et al. , 2006]. Para
isto, considere A
′
o conjunto de pontos de acumulac¸a˜o de A ⊂ Rd, que consiste em todos
os pontos para os quais cada ponto vizinho conte´m um nu´mero infinito de pontos distintos
de A.
Teorema 2 Seja F uma famı´lia de distribuic¸o˜es. Seja M uma func¸a˜o linear que
transforma qualquer F ∈ F numa func¸a˜o real φF com domı´nio S(F ) ⊂ Rd. Seja
S0(F ) = {t ∈ S(F ) : φF (t) 6= 0}. Suponha que exista uma ordem total ≺ em F , tal que
para todo F ∈ F existe t(F ) ∈ S0(F )′, verificando:
1. Se F1, F2, . . . , Fn ∈ F com F1 ≺ Fi para 2 ≤ i ≤ n, enta˜o
t(F1) ∈ [S0(F1) ∩ [∩ni=2S(Fi)]]′ .
2. Se F1 ≺ F2, enta˜o limt→t(F1) φF2 (t)φF1 (t) = 0.
Enta˜o, a classe H de todas as misturas de distribuic¸a˜o finitas de F e´ identifica´vel.
De posse deste resultado, deve-se considerar os seguintes pontos:
1. Essa nova condic¸a˜o inclui distribuic¸o˜es multivariadas, ao passo que os resultados de
[Teicher, 1963] somente se aplicam a distribuic¸o˜es univariadas;
2. Aplicac¸a˜o do resultado de [Teicher, 1963] pode ser restritiva por causa da condic¸a˜o
S(F1) ⊂ S(F2) que e´ imposta a` relac¸a˜o F1 ≺ F2. Essa condic¸a˜o e´ relaxada no item
(1) do teorema anterior.
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3. O novo teorema proposto neste estudo pode ser aplicado a um amplo conjunto de
famı´lias de distribuic¸a˜o.
Finalmente, como consequeˆncia, tem-se o corola´rio abaixo, que apresenta uma simpli-
ficac¸a˜o das hipo´teses nos casos onde o ponto t(F ) = t0 na˜o depende de F em F .
Corola´rio 1. Seja F uma famı´lia de distribuic¸o˜es. Seja M uma func¸a˜o linear que
transforma qualquer F ∈ F numa func¸a˜o real φF com domı´nio S(F ) ⊆ Rd. Seja






para qualquer colec¸a˜o finita de distribuic¸o˜es F1, . . . , Fk ∈ F . Se a ordem





e´ um ordenamento total em F , enta˜o a classe H de todas as misturas finitas de distribuic¸a˜o
de F e´ identifica´vel.
Este corola´rio simplifica consideravelmente a verificac¸a˜o da identificabilidade para al-
gumas classes, em particular, quando S0(F ) e´ da forma (a(F ),+∞), (−∞, b(F )) ou
(−∞,+∞). Nesses casos, podemos considerar t0 como sendo +∞ ou −∞, respectiva-
mente.
2.5 Monitoramento dos Modelos
A primeira ana´lise de estabilidade populacional deve ser visual, comparando grafica-
mente as distribuic¸o˜es de frequeˆncias de refereˆncia com as distribuic¸o˜es que sera˜o monito-
radas. Deve-se avaliar se as diferenc¸as sa˜o significativas. Essa avaliac¸a˜o preliminar devera´
ser ratificada com base em testes estat´ısticos.
Quando a ana´lise visual sugere alterac¸o˜es nas distribuic¸o˜es de frequeˆncias, deve-se
proceder a testes estat´ısticos para avaliar a distaˆncia entre as distribuic¸o˜es e concluir se
diferem significantemente. Trataremos especificamente do teste KS descrito a seguir.
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2.6 Teste Kolmogorov-Smirnov - KS
O teste KS sera´ empregado neste trabalho com a finalidade de verificar se os dados
simulados ou reais pertencem a uma dada distribuic¸a˜o de probabilidade. Este teste observa
a ma´xima diferenc¸a absoluta entre a func¸a˜o de distribuic¸a˜o acumulada assumida para os
dados, e a func¸a˜o de distribuic¸a˜o emp´ırica dos dados. As hipo´teses consideradas sa˜o as
seguintes:
H0 : Os dados proveˆm da mesma distribuic¸a˜o de probabilidadeH1 : Os dados proveˆm de diferentes distribuic¸o˜es de probabilidade
A estat´ıstica do teste KS e´ dada por:
Dn = sup
x
|F (x)− Fn(x)|. (2.19)
Esta func¸a˜o corresponde a` distaˆncia ma´xima vertical entre os gra´ficos de F (x) (distri-
buic¸a˜o acumulada assumida) e Fn(x) ( distribuic¸a˜o acumulada emp´ırica dos dados) sobre
a amplitude dos poss´ıveis valores de x.
Como crite´rio, comparamos a maior diferenc¸a absoluta entre as duas func¸o˜es com um
valor cr´ıtico, para um dado n´ıvel de significaˆncia. Neste trabalho, optou-se pela utilizac¸a˜o
de α = 5%.
A func¸a˜o distribuic¸a˜o acumulada assumida para os dados e´ definida por F (x) = P (X ≤








onde IA e´ uma func¸a˜o indicadora, que e´ definida da seguinte forma:
IA =
1 : se x ∈ A;0 : caso contra´rio.
22




0, se x < x(1);
k/n, se x(k) ≤ x ≤ x(k+1);
1, se x > x(n).
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Cap´ıtulo 3
Modelagem da LGD via Mistura de
Distribuic¸o˜es
Neste cap´ıtulo e´ descrita, em maiores detalhes, a te´cnica de mistura de distribuic¸o˜es
para a modelagem dos dados de LGD. Mais especificamente, sa˜o mostradas as expresso˜es
do modelo considerado neste trabalho, a mistura de duas distribuic¸o˜es Kumaraswamy.
Essa mistura sera´ descrita de forma a deixar o leitor informado sobre suas proprieda-
des, comportamentos, expresso˜es, e estat´ısticas ba´sicas como algumas medidas de posic¸a˜o
e dispersa˜o, expresso˜es para obtenc¸a˜o dos momentos e gra´ficos de densidade e da distri-
buic¸a˜o acumulada.
3.1 Mistura de Distribuic¸o˜es Kumaraswamy
A mistura de duas distribuic¸o˜es Kumaraswamy tem sua func¸a˜o densidade de probabi-
lidade (fdp) dada por:
h(x; Θ) = p1f1(x; Θ1) + p2f2(x; Θ2), p1 + p2 = 1, (3.1)
onde Θ = (a1, a2, b1, b2, p1) e fi(x; Θi) e´ a func¸a˜o densidade de probabilidade da i−e´sima
componente, dada por:
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fi(x; Θi) = aibix
ai−1(1− xai)bi−1, 0 ≤ x ≤ 1, ai, bi > 0, i = 1, 2. (3.2)
A fda associada ao modelo 3.1 e´
F (x; Θ) = p1F1(x; Θ1) + p2F2(x; Θ2), (3.3)
onde Fi(x; Θi), e´ a i-e´sima componente, dada por:
Fi(x; Θi) = 1− (1− xai)bi , x ∈ [0, 1], ai, bi > 0. (3.4)
A figura 3.1, ilustra o comportamento da densidade da mistura de distribuic¸o˜es Ku-
maraswamy para diversas combinac¸o˜es de paraˆmetros.
Figura 3.1: Func¸a˜o densidade de probabilidade da mistura de duas distribuic¸o˜es Kuma-
raswamy para diversas combinac¸o˜es de paraˆmetros
Com a notac¸a˜o utilizada em 3.2, podemos reescrever 3.1, como
h(x) = p1a1b1x
a1−1(1− xa1)b1−1 + (1− p1)a2b2xa2−1(1− xa2)b2−1 (3.5)
As principais medidas estat´ısticas de uma v.a. X cuja fdp e´ dada por (3.5), sa˜o
descritas na pro´xima sec¸a˜o.
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3.1.1 Momentos
A partir da expressa˜o dos momentos de ordem r podem ser calculadas diversas esta-


































Dessa forma, pode-se utilizar β(x, y) =
∫ 1
0
tx−1(1 − t)y−1dt, o resultado da func¸a˜o
Beta, em (3.6), a fim de resolver as integrais. Para tanto, deve-se fazer as seguintes






) e xa2 = w ( o que






) que, sendo utilizadas em (3.6), deixam a expressa˜o
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+ 1; b2), (3.8)
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3.1.2 Taxa de Falha
A taxa de falha, denotada neste trabalho como w(x) e´ dada pela relac¸a˜o h(x)/ (1−H(x)),
onde h(x) e´ a densidade da mistura eH(x) a distribuic¸a˜o acumulada. A expressa˜o 1−H(x)






a1−1(1− xa1)b1−1 + (1− p1)a2b2xa2−1(1− xa2)b2−1
1− {p1 [1− (1− xa1)b1 ] + p2 [1− (1− xa2)b2 ]} . (3.10)
3.1.3 Func¸a˜o Geratriz de Momentos
A func¸a˜o geratriz de momentos de uma varia´vel aleato´ria X com func¸a˜o de distribuic¸a˜o
acumulada Kumaraswamy FK(x) = [1−(1−xa)b], x ∈ [0, 1], a, b > 0, e func¸a˜o de densidade
de probabilidade fK(x) = abx







, t < 0, (3.11)
onde H1112 e´ a func¸a˜o de Fox ou func¸a˜o H, definida em termos de uma integral de contorno














j=1 Γ(1− aj −Ajs)z−s∏q




onde Aj e Bj sa˜o nu´meros reais na˜o-negativos e aj e bj sa˜o nu´meros complexos. O contorno
L liga os pontos c − i∞ a c + i∞ tal que os polos de Γ(bj + Bjs), j = 1 . . . n ficam a`
esquerda de L e os polos de Γ(1− aj − Ajs) ficam a` direita.


































































, t < 0. (3.13)
O ca´lculo da func¸a˜o H pode ser realizado atrave´s do software maple. Em particular,
quando a = 1 ou a e b sa˜o nu´meros inteiros essa func¸a˜o H1 11 2 e´ uma func¸a˜o G
1 1
1 2, chamada
de func¸a˜o Meiyer, cujo ca´lculo e´ mais simples.
3.1.4 Transformada de Laplace
Usando a transformada de Laplace, podemos obter a expressa˜o da func¸a˜o geradora de
momentos da mistura de Kumaraswamy , que tambe´m permite a obtenc¸a˜o dos momentos


































































+ 1; b2), (3.14)
definida para t > 0.
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3.1.5 Identificabilidade para Mistura de Distribuic¸o˜es Kuma-
raswamy
Para provar a identificabilidade da mistura de func¸o˜es de distribuic¸a˜o Kumaraswamy,
primeiro definimos o conjunto
K = {FK(x) : FK(x) = FK(x; a, b) = 1− (1− xa)b, 0 ≤ x ≤ 1, (a, b) > 0} , (3.15)
como a famı´lia de distribuic¸o˜es Kumaraswamy e o conjunto
HK =
{






pi = 1, pi ≥ 0
}
(3.16)
como a classe de todas as misturas de distribuic¸o˜es Kumaraswamy K.
Proposic¸a˜o 1:
A classe HK de todas as misturas de K e´ identifica´vel.
Prova:
Seja M uma aplicac¸a˜o que transforma a func¸a˜o de distribuic¸a˜o FK ∈ K em ΦFK (t) =∫
R x
tdFK(x), t ∈ R.
M e´ linear, e por [Atienza et al. , 2006],




= ΦFK (t), t ∈ (0,∞) (3.17)
Com a notac¸a˜o do Corola´rio 1, S(FK(.; a, b)) = (0,+∞). Enta˜o, t0 = +∞ verifica
a primeira condic¸a˜o do referido corola´rio. A prova sera´ completada se provarmos que a
relac¸a˜o e´ dada por
FK1 ≺ FK2
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e´ uma relac¸a˜o de ordem total.
Usando a fo´rmula de Stirling, Γ(z + 1) ∼ √2pizzze−z quando z → +∞, mostra-se a
fo´rmula assinto´tica, para y fixo,






















se, e somente se, [b1 < b2]. Por outro lado, usando a aproximac¸a˜o de Stirling em cada
expressa˜o de Γ(x)Γ(y)
Γ(x+y)
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se, e somente se, [b1 = b2 = b]. Os limites 3.19 e 3.20 mostram que a relac¸a˜o de ordem




Neste cap´ıtulo o leitor ira´ familiarizar-se com o algoritmo EM, me´todo de estimac¸a˜o
de paraˆmetros utilizado neste trabalho. Para avaliar o desempenho do algoritmo EM,
utilizamos simulac¸a˜o Monte Carlo fixando alguns conjuntos de paraˆmetros.
4.1 Algoritmo EM
O algoritmo EM, do ingleˆs Expectation-Maximization, e´ um algoritmo cla´ssico na esta-
t´ıstica usado para determinar estimativas por ma´xima verossimilhanc¸a de paraˆmetros de
distribuic¸o˜es parame´tricas em modelos de mistura, em modelos com dados faltantes e em
modelos para os quais a estimac¸a˜o dos paraˆmetros por ma´xima verossimilhanc¸a apresente
problemas [Otiniano & Teixeira, 2014]. Tem grande utilizac¸a˜o pra´tica pois apresenta boas
estimativas, com propriedades assinto´ticas o´timas.
De acordo com [Casella & Berger, 2011], o algoritmo EM teve suas origens no trabalho
de [Hartley, 1958], mas entrou em evideˆncia na estat´ıstica somente apo´s o trabalho de
[Dempster et al. , 1977], que detalhou a estrutura ba´sica do algoritmo e ilustrou seu uso
em uma ampla variedade de aplicac¸o˜es.
Segundo [Casella & Berger, 2011], o EM e´ um algoritmo que seguramente converge
para o EMV e tem como base a ideia de substituir uma dif´ıcil maximizac¸a˜o da verossi-
milhanc¸a por uma sequeˆncia de maximizac¸o˜es mais fa´ceis, cujo limite e´ a resposta para
o problema original. Uma de suas vantagens e´ que sa˜o conhecidas as condic¸o˜es de con-
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vergeˆncia para os estimadores de ma´xima verossimilhanc¸a de dados incompletos, embora
a prova original dessa convergeˆncia, proposta por [Dempster et al. , 1977], tenha apre-
sentado uma falha, que posteriormente, nos trabalhos de [Boyles, 1983] e [Wu, 1983] foi
corrigida.
Cada iterac¸a˜o do algoritmo EM envolve dois passos: um passo E (esperanc¸a) e um
passo M (maximizac¸a˜o). Resumindo, o passo E calcula o valor esperado do logaritmo da
verossimilhanc¸a, e o passo M encontra seu ma´ximo.
Esses passos devem ser repetidos ate´ se atingir uma convergeˆncia. Para isto, pode ser
adotado como crite´rio de parada, por exemplo, |θ(k+1) − θ(k)| < , onde θ e´ o paraˆmetro e
 e´ um valor arbitra´rio, maior que zero.
Em termos mais formais, seja X uma v.a. com fdp h(x; Θ), mistura de duas compo-
nentes, dada por:
h(x; Θ) = p1f1(x; θ1) + p2f2(x; θ2), p1 + p2 = 1. (4.1)
onde Θ = (p1, θ1, θ2).
O algoritmo EM e´ utilizado para obter estimativas de Θ, baseado nos valores x1, . . . , xN
de uma amostra aleato´ria de tamanho N da v.a. X.
De acordo com [Otiniano & Teixeira, 2014], uma breve descric¸a˜o do algoritmo EM e´ a
seguinte: se assumirmos que X e´ observado e gerado por alguma distribuic¸a˜o parame´trica
f(x; Θ), chamamos X ([x1, . . . , xN ]) de dados incompletos. Esses dados sa˜o completados
com Y ([y1, . . . , yN ]), enta˜o Z = (X, Y ) sa˜o dados completos cuja densidade conjunta e´
f(z; Θ) = f(x, y; Θ)
= f(y|x; Θ)f(x; Θ) (4.2)
Com essa nova densidade, define-se a func¸a˜o de verossimilhanc¸a dos dados completos
L(Θ|z) = L(Θ|x, y)
= f(X, Y ; Θ). (4.3)
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O algoritmo EM alterna o passo E (da esperanc¸a), onde obte´m-se
Q(Θ,Θ(k)) = E
{
ln[f(X, Y |Θ)]|X,Θ(k)} , (4.4)























f(1|xi; θ(k)1 ), (4.6)
onde,











, l = 1, 2, (4.7)
e na (k + 1)-e´sima iterac¸a˜o do passo M, a atualizac¸a˜o das estimativas de θ
(k+1)
l , l = 1, 2 e´















A seguir sa˜o mostradas as aplicac¸o˜es do algoritmo EM nos modelos de misturas de
distribuic¸o˜es Kumaraswamy.
4.2 EM para Mistura de Distribuic¸o˜es Kumaraswamy
Nesta sec¸a˜o, sa˜o mostradas as expresso˜es do modelo de mistura de distribuic¸o˜es Ku-
maraswamy que foram empregadas na implementac¸a˜o do algoritmo EM. Num primeiro
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momento, temos que tal modelo tem a seguinte expressa˜o de densidade:
h(x; Θ) = p1a1b1x
a1−1(1− xa1)b1−1 + p2a2b2xa2−1(1− xa2)b2−1, (4.9)
e a partir dessa expressa˜o, fica claro que os paraˆmetros a serem estimados sa˜o p1, p2,
θ1 = (a1, b1) e θ2 = (a2, b2), referentes a`s duas componentes.
O primeiro passo do algoritmo consiste no passo E, da esperanc¸a, que tem a func¸a˜o de
estimar os pesos de cada uma das componentes da mistura. Essa etapa e´ realizada neste
modelo pela utilizac¸a˜o da seguinte expressa˜o:




al−1(1− xal)bl−1 , l = 1, 2. (4.10)
Em seguida, para a estimac¸a˜o dos demais paraˆmetros da densidade da mistura, e´
















Como as duas componentes da mistura prove´m da mesma distribuic¸a˜o de probabi-
lidade, tem-se que as expresso˜es dos paraˆmetros que foram obtidas apo´s as derivac¸o˜es
de 4.11, para l = {1, 2} sa˜o as mesmas para as duplas de paraˆmetros (a1, a2) e (b1, b2).



















(k)) ln(1− xali )
. (4.13)
As expresso˜es mostradas acima sa˜o aplicadas de forma iterativa para a obtenc¸a˜o das
estimativas. Para a resoluc¸a˜o da equac¸a˜o 4.12 deve ser utilizado algum me´todo nume´rico
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como, por exemplo o Newton Raphson.
4.3 Simulac¸a˜o
O processo de simulac¸a˜o descrito a seguir foi utilizado para testar as estimativas dos
paraˆmetros, realizadas por meio do algoritmo EM, descrito anteriormente. O passo-a-
passo da simulac¸a˜o e´ mostrado abaixo.
1. Gerac¸a˜o de amostras aleato´rias dos valores de uma distribuic¸a˜o Kumaraswamy, por
meio da inversa da distribuic¸a˜o acumulada, para cada escolha do vetor de paraˆmetros
Θi;
2. Gerac¸a˜o de amostra aleato´ria da varia´vel aleato´ria X, cuja densidade e´ o modelo de
mistura, da seguinte forma:
(a) Gerac¸a˜o de duas varia´veis aleato´rias uniformes u1 e u2;
(b) Se u1 < p1, onde p1 e´ o peso da primeira componente da mistura, enta˜o foi usado
u2 para gerar um valor x da v.a. X, onde x = F
−1
1 (u2) e F1 e´ a distribuic¸a˜o
acumulada de f1;
(c) Se u1 ≥ p1, enta˜o, foi usado u2 para gerar um valor x, da varia´vel aleato´ria X,
onde x = F−12 (u2) e F2 e´ a distribuic¸a˜o acumulada de f2.
3. Aplicac¸a˜o dos passos E e M, do algoritmo EM;
4. Obtenc¸a˜o do vetor θi das estimativas;
5. Repetic¸a˜o de todo o processo acima descrito por 100 vezes para ao final calcular as
estimativas dos paraˆmetros como a me´dia dos 100 vetores de estimativas.
Foram definidos va´rios experimentos, valores de Θ, para testar o comportamento dos
estimadores do algoritmo EM.
4.3.1 Resultados da Simulac¸a˜o de Dados para Mistura de Dis-
tribuic¸o˜es Kumaraswamy
Nesta sec¸a˜o, calculamos as estimativas dos cinco paraˆmetros a1, a2, b1, b2 e p, nessa
ordem, que aparecem na func¸a˜o densidade de probabilidade da mistura de distribuic¸o˜es
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Kumaraswamy, por meio do algoritmo EM e simulac¸a˜o de Monte Carlo para quatro con-
juntos de paraˆmetros:
Θ1 = (4.31, 1.59, 3.14, 10.15, 0.5)
Θ2 = (5.30, 1.00, 1.00, 9.00, 0.50)
Θ3 = (35.0, 1.50, 1.00, 9.50, 0.75)
Θ4 = (40.0, 0.50, 15.0, 0.80, 0.85)
A partir dos dados simulados, foram criadas tabelas com as estimativas dos paraˆmetros,
o vie´s associado e o erro quadra´tico me´dio (EQM) para diferentes tamanhos de amostra
(250, 500, 1000). Por exemplo, para o conjunto de dados Θ1, a tabela 4.1, apresenta
as informac¸o˜es supracitadas. Vinculadas a esta tabela esta˜o os conjunto de figuras 4.1
(n=250), 4.2 (n=500), e 4.3 (n=1000), cada um trazendo figuras como as seguintes: 4.1(a),
que corresponde ao gra´fico de densidades simulada e estimada; 4.1(b), que corresponde ao
gra´fico da distribuic¸a˜o acumulada emp´ırica dos dados e distribuic¸a˜o acumulada estimada;
e 4.1(c), que traz as curvas de distribuic¸a˜o acumulada estimada para cada realizac¸a˜o do
algoritmo EM, juntamente com a curva de distribuic¸a˜o acumulada emp´ırica dos dados.
Como pode ser verificado por meio das tabelas e tambe´m dos gra´ficos, o algoritmo
implementado para a estimac¸a˜o dos paraˆmetros apresentou resultados muito satisfato´rios,
o que foi corroborado por meio dos testes KS, mostrando que as estimativas apresentaram
resultados pro´ximos dos valores reais dos paraˆmetros.
Os gra´ficos como o 4.1(b) deixam claro a importaˆncia de empregar o algoritmo re-
petidas vezes, para enta˜o utilizar o valor me´dio das estimativas como valores finais do
processo de estimac¸a˜o, pois observa-se, graficamente, a variabilidade das estimativas dos
paraˆmetros.
A tabela 4.5 apresenta informac¸o˜es referentes ao teste de Kolmorogov-Smirnov, para
os treˆs tamanhos de amostra, para cada um dos quatro conjuntos de paraˆmetros. A u´ltima
coluna da tabela 4.5 apresenta a decisa˜o apo´s a aplicac¸a˜o do teste KS, cuja hipo´tese nula
(H0) declarava que os dados proveˆm da mesma distribuic¸a˜o de probabilidade.
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Tabela 4.1: Estimativas dos paraˆmetros, vie´s e EQM dos paraˆmetros do experimento 1
(4.31, 1.59, 3.14, 10.15, 0.5)
n Paraˆmetros Estimativas Vie´s EQM
a1 = 4.31 aˆ1 = 4.369 0.05949 0.52490
a2 = 1.59 aˆ2 = 1.618 0.02757 0.03032
250 b1 = 3.14 bˆ1 = 3.246 0.10603 0.44055
b2 = 10.15 bˆ2 = 11.205 1.05504 24.10611
p = 0.5 pˆ = 0.501 0.00056 0.00134
a1 = 4.31 aˆ1 = 4.396 0.08558 0.33247
a2 = 1.59 aˆ2 = 1.606 0.01615 0.01460
500 b1 = 3.14 bˆ1 = 3.193 0.05337 0.20077
b2 = 10.15 bˆ2 = 10.747 0.59679 9.19681
p = 0.5 pˆ = 0.492 0.00828 0.00067
a1 = 4.31 aˆ1 = 4.352 0.04210 0.15767
a2 = 1.59 aˆ2 = 1.594 0.00423 0.00795
1000 b1 = 3.14 bˆ1 = 3.174 0.03387 0.10443
b2 = 10.15 bˆ2 = 10.446 0.29569 4.66183
p = 0.5 pˆ = 0.498 0.00203 0.00033
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.1: Amostra de tamanho 250 e gra´ficos para o conjunto de paraˆmetros Θ1
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(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.2: Amostra de tamanho 500 e gra´ficos para o conjunto de paraˆmetros Θ1
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.3: Amostra de tamanho 1000 e gra´ficos para o conjunto de paraˆmetros Θ1
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Tabela 4.2: Estimativas dos paraˆmetros, vie´s e EQM dos paraˆmetros do experimento 2
(5.30, 1.00, 1.00, 9.00, 0.50)
n Paraˆmetros Estimativas Vie´s EQM
a1 = 5.3 aˆ1 = 5.351 0.05139 0.51968
a2 = 1 aˆ2 = 1.004 0.00369 0.00895
250 b1 = 1 bˆ1 = 0.999 0.00073 0.01437
b2 = 9 bˆ2 = 9.627 0.62692 6.16252
p = 0.5 pˆ = 0.502 0.00186 0.00077
a1 = 5.3 aˆ1 = 5.310 0.00982 0.29794
a2 = 1 aˆ2 = 1.009 0.00896 0.00426
500 b1 = 1 bˆ1 = 1.011 0.01110 0.00764
b2 = 9 bˆ2 = 9.362 0.36193 2.50299
p = 0.5 pˆ = 0.499 0.00137 0.00046
a1 = 5.3 aˆ1 = 5.323 0.02260 0.14015
a2 = 1 aˆ2 = 1.009 0.00904 0.00236
1000 b1 = 1 bˆ1 = 1.012 0.01155 0.00397
b2 = 9 bˆ2 = 9.255 0.25488 1.44694
p = 0.5 pˆ = 0.503 0.00277 0.00023
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.4: Amostra de tamanho 250 e gra´ficos para o conjunto de paraˆmetros Θ2
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(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.5: Amostra de tamanho 500 e gra´ficos para o conjunto de paraˆmetros Θ2
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.6: Amostra de tamanho 1000 e gra´ficos para o conjunto de paraˆmetros Θ2
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Tabela 4.3: Estimativas dos paraˆmetros, vie´s e EQM dos paraˆmetros do experimento 3
(35.0, 1.50, 1.00, 9.50, 0.75)
n Paraˆmetros Estimativas Vie´s EQM
a1 = 35 aˆ1 = 35.688 0.68771 10.70159
a2 = 1.5 aˆ2 = 1.527 0.02655 0.02734
250 b1 = 1 bˆ1 = 1.021 0.02090 0.01202
b2 = 9.5 bˆ2 = 10.288 0.78804 7.17127
p = 0.75 pˆ = 0.752 0.00229 0.00086
a1 = 35 aˆ1 = 35.436 0.43598 6.97361
a2 = 1.5 aˆ2 = 1.505 0.00450 0.01782
500 b1 = 1 bˆ1 = 1.004 0.00361 0.00465
b2 = 9.5 bˆ2 = 9.957 0.45707 4.68879
p = 0.75 pˆ = 0.748 0.00189 0.00041
a1 = 35 aˆ1 = 35.144 0.14394 2.67736
a2 = 1.5 aˆ2 = 1.505 0.00466 0.00852
1000 b1 = 1 bˆ1 = 1.000 0.00015 0.00210
b2 = 9.5 bˆ2 = 9.713 0.21262 2.28757
p = 0.75 pˆ = 0.751 0.00087 0.00015
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e
Distribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Al-
goritmo EM
Figura 4.7: Amostra de tamanho 250 e gra´ficos para o conjunto de paraˆmetros Θ3
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(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e
Distribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Al-
goritmo EM
Figura 4.8: Amostra de tamanho 500 e gra´ficos para o conjunto de paraˆmetros Θ3
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e
Distribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Al-
goritmo EM
Figura 4.9: Amostra de tamanho 1000 e gra´ficos para o conjunto de paraˆmetros Θ3
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Tabela 4.4: Estimativas dos paraˆmetros, vie´s e EQM dos paraˆmetros do experimento 4
(40.0, 0.50, 15.0, 0.80, 0.85)
n Paraˆmetros Estimativas Vie´s EQM
a1 = 40 aˆ1 = 39.659 0.34103 6.02221
a2 = 0.5 aˆ2 = 0.558 0.05836 0.01852
250 b1 = 15 bˆ1 = 14.958 0.04219 7.84781
b2 = 0.8 bˆ2 = 0.966 0.16560 0.13741
p = 0.85 pˆ = 0.853 0.00345 0.00060
a1 = 40 aˆ1 = 40.049 0.04902 4.99311
a2 = 0.5 aˆ2 = 0.512 0.01193 0.00863
500 b1 = 15 bˆ1 = 15.184 0.18422 5.16629
b2 = 0.8 bˆ2 = 0.879 0.07928 0.05175
p = 0.85 pˆ = 0.852 0.01700 0.00030
a1 = 40 aˆ1 = 40.051 0.05136 1.61733
a2 = 0.5 aˆ2 = 0.518 0.01766 0.00354
1000 b1 = 15 bˆ1 = 15.082 0.08192 1.69508
b2 = 0.8 bˆ2 = 0.831 0.03119 0.01443
p = 0.85 pˆ = 0.851 0.00092 0.00013
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.10: Amostra de tamanho 250 e gra´ficos para o conjunto de paraˆmetros Θ4
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(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.11: Amostra de tamanho 500 e gra´ficos para o conjunto de paraˆmetros Θ4
(a) Dados Simulados e Curva Estimada (b) Distribuic¸a˜o Acumulada Emp´ırica e Dis-
tribuic¸a˜o Acumulada Estimada
(c) Simulac¸a˜o Monte Carlo para o Algoritmo
EM
Figura 4.12: Amostra de tamanho 1000 e gra´ficos para o conjunto de paraˆmetros Θ4
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Tabela 4.5: KS, p-valor e decisa˜o
Experimento n KS p-Valor Decisa˜o
250 0.044 0.9689 Na˜o Rejeita H0
θ1(4.31, 1.59, 3.14, 10.15, 0.50) 500 0.028 0.9895 Na˜o Rejeita H0
1000 0.018 0.9969 Na˜o Rejeita H0
250 0.044 0.9689 Na˜o Rejeita H0
θ2(5.30, 1.00, 1.00, 9.00, 0.50) 500 0.030 0.9780 Na˜o Rejeita H0
1000 0.027 0.8593 Na˜o Rejeita H0
250 0.036 0.9969 Na˜o Rejeita H0
θ2(35.0, 1.50, 1.00, 9.50, 0.75) 500 0.036 0.9022 Na˜o Rejeita H0
1000 0.024 0.9356 Na˜o Rejeita H0
250 0.064 0.6852 Na˜o Rejeita H0
θ2(40.0, 0.50, 15.0, 0.80, 0.85) 500 0.040 0.8186 Na˜o Rejeita H0
1000 0.024 0.9356 Na˜o Rejeita H0
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Cap´ıtulo 5
Aplicac¸a˜o em Dados Reais
Neste cap´ıtulo, o modelo de mistura de distribuic¸o˜es Kumaraswamy desenvolvido neste
trabalho foi aplicado em dados reais de perda (LGD), de uma instituic¸a˜o financeira (IF)
do Brasil, relacionados a dois produtos em espec´ıfico. Entretanto, na˜o sera˜o dados maiores
detalhes da instituic¸a˜o nem dos produtos aos quais os dados de perda esta˜o associados
por uma questa˜o de sigilo. Essa restric¸a˜o em nada prejudica o trabalho.
E´ mostrado tambe´m o uso que este tipo de modelagem pode ter dentro de uma insti-
tuic¸a˜o financeira que produz seus pro´prios modelos de paraˆmetros de risco, em especial,
para os modelos de LGD. Especificamente, e´ mostrada a importaˆncia deste trabalho no
contexto do monitoramento de modelos.
Os dados de LGD apresentam algumas caracter´ısticas pro´prias, como por exemplo,
a bimodalidade da distribuic¸a˜o, ocasionada pela concentrac¸a˜o de valores nos extremos
do intervalo de valores [0,1]. Acontece que, em se tratando de perda, os clientes sa˜o
direcionados a um processo de recuperac¸a˜o de cre´dito, onde por algum tempo a IF acredita
que conseguira´ reaver parte dos valores emprestados. Dessa forma, tem-se que uma parte
dos clientes ira´ pagar o que deve, gerando uma concentrac¸a˜o de valores pro´ximos do valor
0 de LGD; e uma outra parte dos clientes na˜o ira´ honrar seu compromisso com nenhum
pagamento. Estes, que sa˜o maioria, se concentram ao redor do valor 1 de LGD, quando
a IF efetivamente declara perdido o valor emprestado. Entre esses dois extremos ha´ a
presenc¸a de uma pequena massa de clientes que restitui a IF em valores intermedia´rios
entre a quantia total devida e nenhum valor.
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A seguir, sa˜o descritos os conjuntos de dados utilizados na aplicac¸a˜o do modelo de mis-
tura de distribuic¸o˜es Kumaraswamy, por meio de medidas descritivas e gra´ficos. Tambe´m
sa˜o mostrados os resultados das estimativas dos paraˆmetros apo´s a aplicac¸a˜o do algoritmo
EM; os gra´ficos histograma com as curvas de densidade e os gra´ficos das distribuic¸o˜es acu-
muladas estimada e emp´ırica, para cada caso.
Foi realizado o teste KS para as distribuic¸o˜es acumuladas e estes tambe´m sa˜o apre-
sentados em tabelas juntamente com as estimativas dos paraˆmetros e a decisa˜o sob a
hipo´tese H0 de que os conjuntos de dados apresentam mesma distribuic¸a˜o da curva esti-
mada. Entretanto, cabe destacar que ambos conjuntos de dados sa˜o compostos por um
grande nu´mero de observac¸o˜es, e que essa quantidade elevada de elementos da populac¸a˜o
alvo do estudo tem influeˆncia na aplicac¸a˜o do teste estat´ıstico de verificac¸a˜o do ajuste do
modelo. Uma grande quantidade de elementos pode tornar o teste KS sens´ıvel demais a`
pequenos valores da estat´ıstica de distaˆncia entre as distribuic¸o˜es, atribuindo de forma
impro´pria (na pra´tica) um p-valor excessivamente baixo, e fazendo com que a decisa˜o a
ser tomada no teste de hipo´teses seja de rejeic¸a˜o de H0, mesmo quando, na pra´tica, a
diferenc¸a apresentada na˜o seja relevante.
Para contornar essa situac¸a˜o, a ana´lise do teste KS foi realizada por meio do ca´lculo
de um p-valor emp´ırico. Para isso, foi realizado um processo de reamostragem dos dados
das populac¸o˜es utilizadas, e para cada uma das amostras foi calculada a maior distaˆn-
cia entre as distribuic¸o˜es emp´ırica (com os dados originais) e estimada (com os dados
da reamostragem). Apo´s 1000 repetic¸o˜es deste processo, foi constru´ıdo o gra´fico com a
distribuic¸a˜o das estat´ısticas KS das 1000 repetic¸o˜es e foi calculado o nu´mero de vezes em
que os valores observados foram maiores ou iguais ao valor original de KS, a refereˆncia.
Dessa forma, foram obtidos os p-valores emp´ıricos de cada um dos conjuntos de dados, e
foi poss´ıvel concluir atrave´s do teste o que estava sendo percebido pela ana´lise gra´fica.
A seguir, na tabela 5.3 o leitor tambe´m encontrara´ os valores dos p-valores emp´ıricos
de cada conjunto de dados, bem como as respectivas deciso˜es quanto a` hipo´tese nula, e os
histogramas com o comportamento dos valores apurados de KS no processo de reamos-
tragem.
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5.1 Conjuntos de Dados e Aplicac¸a˜o do Algoritmo
para Estimac¸a˜o dos Paraˆmetros do Modelo de
Mistura de Distribuic¸o˜es Kumaraswamy
Os dados reais utilizados neste estudo referem-se a dois produtos diferentes, mas pela
tabela 5.1 e´ poss´ıvel verificar que apresentam comportamentos semelhantes quanto a` as-
simetria, curtose e distribuic¸a˜o. Sa˜o dados compreendidos no per´ıodo de 30 de junho de
2006 a 30 de setembro de 2008.
Tabela 5.1: Medidas descritivas dos conjuntos de dados reais de LGD
Prod. Qtd Registros Mı´n Ma´x Me´dia Mediana Variaˆncia Curtose Assimetria
1 117,409 0 1.0 0.57306 0.73342 0.14527 1.32807 -0.27254
2 159,410 0 1.0 0.72527 0.89922 0.11534 2.77389 -1.22189
A partir dos resultados apresentados na tabela 5.1 e´ poss´ıvel concluir pela assimetria
negativa de ambos os conjuntos de dados, indicando uma concentrac¸a˜o de valores na parte
direita do gra´fico. Na pra´tica, isso corresponde a dizer que a maior parte dos clientes que
entrou em situac¸a˜o de default na˜o respondeu de maneira eficaz aos procedimentos de
recuperac¸a˜o de cre´dito desta IF. Dessa forma, representaram perdas significativas diante
dos respectivos valores de d´ıvida quando da caracterizac¸a˜o do inadimplemento.
Observa-se tambe´m que a distribuic¸a˜o destes dados, por causa da grande concentrac¸a˜o
de valores nas proximidades da LGD igual a 1, e´ classificada, quanto a` curtose, como
leptocu´rtica, pois se apresenta de forma afilada, com pouco achatamento. Ale´m disso, os
valores de ambos conjuntos de dados se apresentam no intervalo [0, 1].
A tabela 5.2 apresenta as estimativas dos paraˆmetros para os conjuntos de dados reais,
realizadas por meio da aplicac¸a˜o do algoritmo EM. Logo depois e´ mostrada a utilizac¸a˜o
dessas estimativas como insumo para a construc¸a˜o da curva de densidade estimada, feita
juntamente com o histograma dos dados originais (figura 5.1), e da curva de distribuic¸a˜o
acumulada estimada plotada juntamente com a curva de distribuic¸a˜o acumulada emp´ırica
dos dados (figura 5.2). A partir da´ı foi realizado tambe´m o teste de Kolmogorov-Smirnov
para avaliac¸a˜o da hipo´tese de que ambas as curvas de distribuic¸a˜o acumulada pertenciam
a` mesma distribuic¸a˜o de probabilidade (tabela 5.3).
A partir dos gra´ficos e dos valores observados pela aplicac¸a˜o do teste KS, na tabela
5.2, e´ poss´ıvel observar o comportamento dos dados de perda, e verificar que o ajuste
das estimativas por meio das curvas estimadas em contraste com as curvas emp´ıricas dos
dados foi satisfato´rio, ou seja, a hipo´tese nula de igualdade das distribuic¸o˜es para os dados
e a curva estimada na˜o foi rejeitada.
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Tabela 5.2: Estimativas dos paraˆmetros dos conjuntos de dados reais
Prod. aˆ1 aˆ2 bˆ1 bˆ2 pˆ
1 1.04349 5.90483 5.27797 0.65380 0.42395
2 32.148 0.506 5.020 0.780 0.637
Tabela 5.3: Resultados da aplicac¸a˜o do teste KS com o p-valor original, a respectiva
decisa˜o, o p-valor* (emp´ırico) e a respectiva decisa˜o quanto ao ajuste nas curvas de dis-
tribuic¸a˜o acumulada
Prod. KS p-Valor Decisa˜o p-Valor* Decisa˜o*
1 0.0367 < 0.001 Rejeita H0 0.627 Na˜o Rej. H0
2 0.0819 < 0.001 Rejeita H0 0.523 Na˜o Rej. H0
(a) Histograma e curva de densidade estimada (b) Histograma e curva de densidade estimada
Figura 5.1: Histogramas dos dados reais e densidades estimadas.
(a) Distribuic¸a˜o acumulada emp´ırica e distri-
buic¸a˜o acumulada estimada do conjunto 1 de
dados reais
(b) Distribuic¸a˜o acumulada emp´ırica e distri-
buic¸a˜o acumulada estimada do conjunto 2 de
dados reais
Figura 5.2: Distribuic¸a˜o acumulada emp´ırica e distribuic¸a˜o acumulada estimada para os
dois conjuntos de dados
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O gra´fico da figura 5.3 permite verificar o comportamento da estat´ıstica KS para cada
conjunto de dados.
(a) Distribuic¸a˜o do KS para o conjunto 1 de
dados reais
(b) Distribuic¸a˜o do KS para o conjunto 2 de
dados reais
Figura 5.3: Distribuic¸a˜o do KS para os dois conjuntos de dados
5.2 Aplicac¸a˜o num Cena´rio de Monitoramento
A aplicac¸a˜o dessa metodologia no contexto de monitoramento de modelos de paraˆ-
metros de risco de cre´dito se da´ de forma acesso´ria na tomada de decisa˜o por meio da
aferic¸a˜o de distaˆncias entre a distribuic¸a˜o dos dados padra˜o (base de dados utilizada na
construc¸a˜o do modelo) e a distribuic¸a˜o dos dados nos meses seguintes, admitindo uma
escala de classificac¸a˜o do modelo de acordo com os resultados das me´tricas avaliadas. No
caso deste trabalho, a me´trica proposta para avaliac¸a˜o do modelo ao longo dos meses apo´s
sua implementac¸a˜o e´ o teste de Kolmogorov-Smirnov.
Trata-se de uma avaliac¸a˜o de estabilidade populacional, pois uma das premissas dos
modelos e´ que sua populac¸a˜o na˜o se altere, em termos de caracter´ısticas, ao longo do
tempo. Segundo [Sicsu´, 2010], quando detectadas alterac¸o˜es na estabilidade populacional
de um modelo, ac¸o˜es corretivas devem ser delineadas e postas rapidamente em pra´tica




Apo´s o desenvolvimento do modelo de mistura de distribuic¸o˜es Kumaraswamy, a si-
mulac¸a˜o de amostras para a validac¸a˜o do processo de estimac¸a˜o dos seus paraˆmetros e
sua aplicac¸a˜o em dados reais de perda, verificou-se que o objetivo inicial, de utilizar tal
modelo para modelar o comportamento de dados referentes a` perda, no caso de modelos
de LGD, teve resultado satisfato´rio, balizado pela ana´lise gra´fica e, principalmente, pela
ana´lise do teste de Kolmogorov-Smirnov, que se resume na proposta de te´cnica a ser im-
plementada no processo de monitoramento dos modelos de paraˆmetros de risco de cre´dito
de LGD.
Na parte referente a` simulac¸a˜o dos dados e estimac¸a˜o dos paraˆmetros, o modelo apre-
sentou bons resultados, e isso poˆde ser visto por meio da ana´lise do vie´s e do erro qua-
dra´tico me´dio associado a`s estimativas, bem como por meio do teste KS, que corroborou
a hipo´tese nula de que os dados simulados e a curva estimada pertenciam a` mesma dis-
tribuic¸a˜o.
Em seguida, na aplicac¸a˜o do modelo em dados reais de perda, tambe´m foi poss´ıvel
observar resultados consistentes no sentido de o modelo conseguir se ajustar de forma
satisfato´ria aos dados reais.
Assim, a proposta inicial de modelar o comportamento dos dados de LGD de uma
forma nova, por meio de uma mistura de distribuic¸o˜es Kumaraswamy e utilizar tal dis-
tribuic¸a˜o para a propositura de um me´todo de aux´ılio no processo de monitoramento de
modelos de LGD, utilizando o KS, foi cumprida.
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Entretanto, o processo de monitoramento de modelos de paraˆmetros de risco de cre´dito,
em especial os modelos referentes ao paraˆmetro LGD, ainda esta´ em aberto, podendo
receber diversas contribuic¸o˜es e/ou adaptac¸o˜es de outros testes ja´ utilizados em outros
tipos de modelagem.
Para proposta de trabalhos futuros, poderia ser levantada a questa˜o de uma avaliac¸a˜o
quanto a`s varia´veis utilizadas na modelagem da LGD, pois tambe´m e´ necessa´rio verificar
a estabilidade destas em consonaˆncia com a estabilidade da distribuic¸a˜o final dos dados,
mostrada aqui por meio do teste KS.
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Mistura de Distribuic¸o˜es Kumaraswamy
1
# Quantidade de amostras
3 m <- 100
5 # Inicializando a matriz q vai armazenar os valores dos para^metros para cada amostra
res <- matrix(rep(NA,m*7),m,7)
7
# Loop das amostras
9 for (k in 1:m) {




15 b <- c(?,?)
p <- c(?,?)
17
## Func¸~ao Acumulada Inversa para KUMARASWAMY
19 fmenos1_kuma = function(x,a,b){
(1-(1-x)^(1/b))^(1/a)
21 }
23 ## Simulac¸~ao da amostra a partir de Uniformes
x <- numeric(n)
25 for (i in 1:n){
u1 <- runif(n)
27 u2 <- runif(n)
if(u1[i] < p[1]) x[i]= fmenos1_kuma(u2[i],a[1],b[1])
29 if(u1[i] >= p[1]) x[i]= fmenos1_kuma(u2[i],a[2],b[2])
}
31
## Mistura de duas distribuic¸~oes KUMARASWAMY ( express~ao em termos da densidade )





# Verificando a gerac¸~ao dos valores
39 hist(x,prob=T)





45 iter <- 0
47 while(erro >0.000001){
49 ## Passo E ( Express~ao decorrente da Regra de Bayes)
fpost = function(x,j){
51 fp1 = p[j]*(a[j]*b[j]*(x^(a[j]-1))*(1-x^a[j])^(b[j]-1))
fp2 = mkuma(x)
53 fp = fp1/fp2
return(fp)
55 }
57 ## Maximizar Proporc¸~ao
for (j in 1:2){




63 a = c(param[1],param [2])






71 vero_ant <- veros(c(a,b))
73 # Valor Inicial
vi <- c(a,b)
75
# Estimac¸~ao com o ConstrOptim [Nelder -Mead]
77 estima <- constrOptim(vi, veros , NULL , method="Nelder -Mead",
ui=rbind(c(1,0,0,0),c(0,1,0,0),c(0,0,1,0),c(0,0,0,1)),
79 ci=c(0,0,0,0),hessian=FALSE , outer.iterations =500)
81 a <- c(estima$par[1], estima$par [2])
b <- c(estima$par[3], estima$par [4])









# Fazendo a me´dia dos para^metros das amostras para a aferic¸~ao das estimativas finais
93 par_med <- numeric (6)
for (i in 1:6){
95 par_med[i] <- mean(res[,i+1])
}
97
## Mistura de duas distribuic¸~oes KUMARASWAMY ( express~ao em termos da densidade )






# Verificando o ajustamento
105 plot(sort(x),mkuma(sort(x)),type="p",col="black",lwd=3,
ylab="h(x)",xlab="x") # Curva dos dados simulados
107 curve(mkuma_est ,lwd=3,add=T,col="green") # Curva dos dados estimados
legend (.4,10,lty=c(1,1),
109 c("Dados Simulados","Curva Estimada"),
bty="n",cex=0.8,col=c("black","green"))
111
# Histograma e curva estimada
113 hist(x,prob=T, nclass =15,main="",xlab="x",ylab="h(x)")




119 acmkuma <- function(x){
(1-(1-sort(x)^par_med [1])^par_med [3])*par_med [5]+





curve(acmkuma ,lwd=3,add=T,col="green") # Curva dos dados estimados
127 legend (.1,0.6,lty=c(1,1),
c(’Distribuic¸~ao Acumulada Empı´rica ’,"Distribuic¸~ao Acumulada Estimada"),
129 bty="n",cex=0.8,col=c(’black’,"green"))
131 # Construc¸~ao das tabelas com as estimativas , vie´s e EQM
round(par_med ,3)
133
# EQM das estimativas
135 a2 <- c(?,?)
b2 <- c(?,?)
137 p2 <- c(?,?)
139 eqma1 <-sum((res[,2]-a2[1]) ^2)/m
eqma1
141 eqma2 <-sum((res[,3]-a2[2]) ^2)/m
eqma2
143 eqmb1 <-sum((res[,4]-b2[1]) ^2)/m
eqmb1
145 eqmb2 <-sum((res[,5]-b2[2]) ^2)/m
eqmb2
147 eqmp <-sum((res[,6]-p2[1]) ^2)/m
eqmp
149
# KS das curvas acumuladas
151 acum=ecdf(x)
y1 = sort(acum(x))
153 y2 = acmkuma(x)
ks.test(y1,y2)
155
# Vie´s das estimativas
157 estimati <- par_med[-6]
original <- c(?,?,?,?,?)
57
159 vies <- abs(estimati -original)
round(vies ,5)
161
# Gra´ficos com as estimativas e a me´dia

















Ana´lise com Dados Reais
1 # Importac¸~ao dos dados reais
pf<-read.table("F:\\01 - Mestrado \\00 - Final\\dados \\?. txt",h=T,dec=",")
3 head(pf)
class(pf$vl_lgd)









res <- matrix(rep(NA ,1*7) ,1,7)
15
## Mistura de duas distribuic¸~oes KUMARASWAMY ( express~ao em termos da densidade )





## Estimac¸~ao - Valores inicias
23 erro <- Inf
iter <- 0
25 a <- c(?,?)
b <- c(?,?)
27 p <- c(?,?)
29 while(erro >0.000001){
31 ## Passo E ( Express~ao decorrente da Regra de Bayes)
fpost = function(x,j){
33 fp1 = p[j]*(a[j]*b[j]*(x^(a[j]-1))*(1-x^a[j])^(b[j]-1))
fp2 = mkuma(x)




39 ## Maximizar Proporc¸~ao
for (j in 1:2){




45 a = c(param[1],param [2])






53 vero_ant <- veros(c(a,b))
55 # Valor Inicial
vi <- c(a,b)
57
# Estimac¸~ao com o ConstrOptim [Nelder -Mead]
59 estima <- constrOptim(vi, veros , NULL , method="Nelder -Mead",
ui=rbind(c(1,0,0,0),c(0,1,0,0),c(0,0,1,0),c(0,0,0,1)),
61 ci=c(0,0,0,0),hessian=FALSE , outer.iterations =500)
63 a <- c(estima$par[1], estima$par [2])
b <- c(estima$par[3], estima$par [4])





res[1,] <- c(iter ,a,b,pi)
71 }
73 round(res[1,],5)







curve(acmkuma ,lwd=3,add=T,col="green") # Curva dos dados estimados
83 legend (.1,0.8,lty=c(1,1),
c(’Distribuic¸~ao Acumulada Empı´rica ’,"Distribuic¸~ao Acumulada Estimada"),
85 bty="n",cex=0.8,col=c(’black’,"green"))
87 # KS das curvas acumuladas
acum=ecdf(x)
89 y1 = sort(acum(x))
y2 = acmkuma(x)
91 ksprim <- ks.test(y1,y2)$statistic
93 ks <- NULL
for (i in 1:1000){
59
95 x1 <- sample(x,replace=TRUE)
acum=ecdf(x1)
97 y1 = sort(acum(x1))
y2 = acmkuma(x1)




103 pvalor <- length(ks[ks >= ksprim ])/1000
pvalor
105





111 curve(acmkuma ,lwd=4,add=T,col="green") # Curva dos dados estimados
legend (.1,0.8,lty=c(1,1),







121 # Verificando o ajustamento
plot(sort(x),mkuma(sort(x)),type="p",col="black",lwd=3,
123 ylab="h(x)",xlab="x") # Curva dos dados simulados
curve(mkuma_est ,lwd=3,add=T,col="green") # Curva dos dados estimados
125 legend (.4,6,lty=c(1,1),
c("Dados Simulados","Curva Estimada"),
127 bty="n",cex=0.8,col=c("black","green"))
60
