Abstract-
I. INTRODUCTION
The Radon transform of a gray-level image is a set of projections of the image taken from different angles. Specifically, the image is integrated along line contours defined by the equation f(x; y) : x cos() + y sin() = g (1) where angle of the line with respect to positive x-axis; (signed) distance of the line from the origin (see Fig. 1 ). This parameterization of line contours is used rather than slopeintercept parameterization so that vertical lines can be represented with finite values of parameters. It is fair to assume that 0 < , because projections are the same for and for + regardless of the value of . The original definition of the Radon transform involves a line integral. For digitized pictures, this integral is replaced by a weighted summation. Normally, it is assumed that each line contour is approximated by a band that is one pixel wide. All of the pixels that are centered in a given band will contribute to the value of that band. Because each band is one pixel wide, there are at most The parameter n will be used to denote the number of projections (values of ) that are to be calculated.
The Hough transform is just a particular case of the Radon transform, where the input image is binary. Both transforms have many uses in computer vision and image processing [26] . The Hough transform is an important curve-detection method based on a relation between points lying on a line or curve in the image space and the parameters of that line or curve [3] , [6] . Under this transformation, collinear edge pixels (feature pixels) are mapped into the same point in the parameter space, as illustrated in Fig. 2 . If the parameter space is quantized into n values, 0 ; . . . ; n01 , and n values, 0; . . . ; n01, a (; ) pair would correspond to a linear band of edge pixels, approximating a line. Thus, detecting lines reduces to detecting points in the parameter space to which a large number of pixels are mapped. Obviously, detecting (; ) pairs corresponding to lines is easier than detecting lines directly in the image space.
The computation of the Radon and Hough transforms on a sequential computer can be described as follows. We use an n 2 n array to store the counters which are initialized to zero. For each of the N pixels in an p N 2 p N image and for each of the n values of , the value of is computed based on (1) and the sum corresponding to the particular (; ) is accumulated as given in the following algorithm.
In the algorithm, res is the resolution along the direction; and gray-value(x; y) is the intensity of the pixel at location (x; y)
for The computation time is too long for many applications, especially for real-time applications, as N and n can be very large.
Since most image processing problems such as the Radon and Hough transforms require real-time computation, fast parallel computation for these problems is the natural way. Many parallel image processing algorithms and their VLSI implementations have been proposed in the literature [12] , [17] - [19] . In particular, a number of parallel Hough transform algorithms have been designed for different parallel architectures, including tree [7] , systolic array [1] , [16] , line array [4] , pyramid [9] , mesh [2] , [5] , [10] , [22] , [27] , [30] , reconfigurable mesh [8] , and hypercube [23] .
Recently, several constant-time algorithms for computing the Hough transform have been proposed for the reconfigurable mesh model [11] , [24] . In the above algorithms, the data buses in the reconfigurable mesh model are O(log N )-bit wide. More recently, Kao et al. [12] improved these constant-time algorithms by using fewer processors. Their algorithm runs in a constant time on a threedimensional (3-D) n 2 n 2 N 0 reconfigurable mesh where N 0 is the number of edge pixels and the data bus is N 01=c -bit wide. Here c is a constant and c 1. In their algorithm, a feature extraction algorithm is needed to process the binary image to extract edge (feature) pixels. Clearly, in the worst case, an image may contain all feature pixels; that is, N 0 = O(N ). Hence, the number of processors used in their algorithm is n 3 n 3 N . To our best knowledge, this is the most efficient constant-time algorithm for computing the Hough transform on a reconfigurable mesh.
In this paper, we will propose a new constant time algorithm for computing the Radon and Hough transforms on a reconfigurable mesh. The purpose of this paper is to show that the bus width of the reconfigurable mesh can be reduced while achieving the same time complexity and using the same number of processors as in [12] . Because bus width occupies VLSI area, our algorithm represents an improvement over that of Kao et al [12] . In addition to the above advantage, our algorithm can also compute the Radon transform (a generalized Hough transform) in O(1) using the same number of processors, whereas the algorithm in [12] cannot be adapted to computing Radon transform easily.
II. THE RECONFIGURABLE MESH MODEL
A reconfigurable mesh consists of a bus in the shape of a mesh which connects a set of processors, but which can be split dynamically by local switches at each processor. By setting these switches, the processors partition the bus into a number of sub-buses through which the processors can then communicate. Thus the communication pattern between processors is flexible, and moreover, it can be adjusted during the execution of an algorithm. There are many reconfigurable parallel processing systems such as the bus automaton [28] , [29] , the reconfigurable mesh [20] , the polymorphic-torus network [13] , the processor arrays with reconfigurable bus system (abbreviated to PARBS) [32] , and the cross-bridge reconfigurable array of processors (abbreviated to CRAPS) [12] which are all functionally equivalent. The reconfigurable mesh has begun to receive a great deal of attention as both a practical machine to build, and a good theoretical model of parallel computation. On the practical side, reconfigurable meshes have been constructed for use in vision and VLSI applications [14] . On the theoretical side, the reconfigurable mesh has been shown to be able to solve some fundamental theoretical problems very quickly. In fact, the reconfigurable mesh can solve some problems faster than the PRAM, the model most often used for theoretical parallel computation. For instance, an N processor reconfigurable mesh can find the parity of N bits in constant time [15] , while an N processor PRAM requires (log N= log log N ) time. A high-dimensional reconfigurable mesh can be defined similarly.
For example, a processor in a 3-D N1 2N22N3 reconfigurable mesh is identified by a unique index (i; j; k); 0 i < N 1 ; 0 j < N 2 ; 0 k < N 3 . The processor with index (i; j; k) is denoted by PE(i; j; k). Within each processor, six ports are built with every two ports for each of the three directions: i-direction, j-direction, and k-direction. In each direction, a single bus or several sub-buses can be established.
A subarray is denoted by replacing certain indices by 3's. For example, the ith row of processors in a 2-D reconfigurable mesh is represented by ARR(i; 3). Similarly, ARR(3; j; k); 0 j < N 2 ; 0 k < N 3 , is a one-dimensional (1-D) subarray in a 3-D reconfigurable mesh, and these j2k subarrays can execute algorithms independently and concurrently. Finally, a memory location L in PE(i; j; k) is denoted as L(i; j; k).
III. THE CONSTANT-TIME ALGORITHM
In this section, we propose a constant time algorithm for computing the Radon and Hough transforms of an p N 2 p N image. In the following discussion, we partition the image into parallel bands and these bands run at an angle of with respect to the horizontal axis, and then sum the pixel values contained in each band. If a pixel is contained in two or more bands, then it will be counted in only the band that contains its center. If the center of a pixel lies on the boundary between two bands, then it is counted only in the uppermost of the two bands. For example, we have computed a /4 angle Hough transform for an 8 2 8 pixel array in Fig. 4 , where the bands are one pixel-width wide. Clearly, there are ten different 's in the Fig. 4 . In  Fig. 4 , the number of one-pixels contained in each band is displayed at the upper right end of the band. For the Radon transform, the only difference is that pixels are no longer black and white pixels and the sum is to accumulate the grey values of the pixels contained in each band. For a particular angle and a particular distance , only the values of the pixels lying in the band specified by and need to be added together.
Many algorithms previously proposed [12] , [22] , [24] use edge pixels as the inputs. There are three problems with that assumption. 1) Generating edge pixels needs preprocessing and normally takes more than O(1) time.
2) It is impossible to exploit the geometric features and relations of pixels in an image.
3) The number of edge pixels differs for different images. Hence, we need arrays of different sizes for different images. This makes their algorithm unscalable and is certainly not very practical for image processing. In our algorithm, all pixels in an image are used as the input. Hence, we can exploit easily the geometric features and relations of pixels in an image. Clearly, for a given pair of and , we do not need to consider all the pixels in an image. Instead, only those pixels that are centered in the band will contribute to the value of that band. In this way, we can improve the efficiency of the algorithm during computation. Let x;y;k denote the value computed by the pixel at location (x; y) with angle k in the (; ) plane x;y;k = (x cos k + y sin k )=res (2) where Rres is the resolution along the direction. Assume that the reconfigurable mesh used here is configured as a 3-D n 3 n 2 p N 2 p N array. By a suitable transformation, we can map x;y;k and k into the range [0; n 0 1]. Thus, we have the following relation for the n quantized values, i.e., i = i for all 0 i < n. Similarly, the following relation holds for the n quantized values, i.e., i = i for all 0 i < n. Let C(n 3 s + t; 0; 0) denote the weighted sum of all pixels of the band specified by the angle s and the distance t .
In the case of 0-1 pixel values, C(n 3 s + t; 0; 0) (0 s; t < n) is the Hough transform and its value represents the number of pixels on the line defined by the ( s ; t ) pair. The main idea of our algorithm is to compute the Radon and Hough transforms of a single image for different angles and different distances on different subarrays. By mapping the parameter space into different subarrays, we can calculate the sum of pixel values in each band independently. Since a summation operation can be carried out efficiently on a subarray, we can calculate the Radon transform quickly. In our algorithm, we also assume that the range of gray values for the Radon transform can be represented in log n bits. Also we assume that 0 =4 in the following discussion. For other values, the projections are calculated the same way. In the following, we formally describe the algorithm. Step 1: All processors PE(0; j; k); 0 j < p N; 0 k < p N , broadcast the image pixels a(j; k) concurrently through its sub-buses in direction i such that processors PE(i; j; k); 0 i < n 3 n, each receives a pixel from PE(0; j; k). At the end of step 1, all processors in subarray ARR(3; j; k) where 0 j < p N; 0 k < p N , contain the pixel value a(j; k) at location (j; k) in the original image.
Step 2: Every processor calculates its value and value. In our algorithm, ARR(s 3 n + t; 3; 3); 0 s; t < n, is responsible for accumulating the pixel values in the band specified by s ; t . First, PE(i; j; k) calculates the s and t values based on its own processor index i in the array. Then, we can easily calculate the values of s and t since we already know the resolutions of and .
Step 3: PE(i; j; k) checks if its local pixel (the pixel at location (j; k)) belongs to the band owned by the parameter pair s and t using (1). If yes, mark itself in a variable, i.e., BELONG(i; j; k) = 1. Otherwise, BELONG(i; j; k) = 0.
Step 4: In this step, we select the processor (i; j; k), whose j index in the column k is the largest and whose local pixel [the pixel at location (j; k)] belongs to the band owned by the parameter pair s and t . This is done by setting BELONG(i; j; k) = 2 if BELONG(i; j + 1; k) = 0 and BELONG(i; j 0 1; k) = 1.
Step 5: Sum the pixel values, which belong to a band owned by the parameter pair s and t , in the same column of the image. Depending on the resolution res, several pixel values in a column of the image may belong to a band owned by a parameter pair. Hence, to add these pixel values, we need several iterations. This step is done as follows. In each iteration, there are three cases: 1) PE(i; j; k), whose BELONG(i; j; k) = 1, checks its neighboring processor along dimension j to see if BELONG(i; j + 1; k) = 2. If yes, add gray-value(i; j + 1; k) to grayvalue(i; j; k). Then, PE(i; j; k) sets BELONG(i; j; k) = 2. Otherwise, do nothing; 2) PE(i; j; k), whose BELONG(i; j; k) = 2, checks its neighboring processor along dimension j to see if BELONG(i; j 0 1; k) = 1. If so, sets its BELONG(i; j; k) = 0 at the end of an iteration. Otherwise, do nothing and go to step 6; 3) PE(i; j; k), whose BELONG(i; j; k) = 0, is idle. The above iteration continues until only one processor contains the sum of the pixel values in the same column. The final sum is in a processor whose BELONG(i; j; k) = 2.
Step 6: PE(i; j; k), whose BELONG(i; j; k) = 2, sends grayvalue(i; j; k) to gray-value(i; 0; k). In other words, the sum of pixel values in a column moves to the first processor in the same column.
Step 7: Processors except the first processor in a column, i.e., processors (i; j; k); 0 i < n 3n, 1 j < p N , and 0 k < p N , set their local variable gray-value(i; j; k) = 0. At this stage, processor (i; 0; k) contains the sum of the pixel values in column k which belong to the band owned by s and t, where i = s 3 n + t; 0 i < n 3 n, and 0 s; t < n.
Step 8 We then divide the subarray ARR(i; 3; 3) into row band subarray with each having log 2 N rows. Every row band subarray counts the number of 1's in constant time using the addition algorithm for binary numbers described in [21] . Then, we add log( p N ) (log N )-bit numbers together using the algorithm in [25] .
The result is the Radon transform, i.e., C(i; 0; 0), where i = n 3 s + t, contains the sum of pixel values contained in the band defined by the pair ( s ; t ). When the image contains only black and white pixels, it is a Hough transform, and C(i; 0; 0), where i = n 3 s + t, contains the number of pixels lying on a line in the image space specified by the pair ( s ; t ). Hence, line detection is an easy job now since we can select those C(i; 0; 0); 0 i < n 3 n, which have a large number. In the following, we calculate the time complexity of the algorithm. Clearly, steps 1 and 6 use broadcast operation only and thus each takes a constant time based on the assumption in [20] . Steps 2-4 and 7 perform some local operations and require a constant time. [12] , the two algorithms use the same number of processors and require the same time. The only difference is the bus width used in the two algorithms. In other words, both algorithms could be implemented in VLSI using the same amount of chip area if bus width is not considered. However, when bus width is considered, our algorithm is better. In our model, buses of O(log N ) bits are enough to achieve O(1) time algorithm, while the algorithm of Kao et al. requires the use of buses of O(N 1=c ) bits, where c is a constant and c 1. Clearly, the bus width used in their model is wider than that of ours. Since most reconfigurable meshes are implemented in VLSI, wider bus width implies more VLSI area used. In fact, the problem of layout for wide buses in a higher dimensional reconfigurable mesh is more severe than in a 2-D mesh since we have to map them onto a 2-D VLSI area [31] . Thus, reducing the bus width is very important when implementing a reconfigurable mesh using VLSI technology.
Since the sequential algorithm requires O(nN ) time, our algorithm presented in this paper is still not optimal based on the measure of processor-time product. It would be interesting to see if we could reduce the number of processors to nN and still have a constant time complexity. Both the algorithm of Kao et al. [12] and the algorithm proposed in this paper use a 3-D reconfigurable mesh. Since higher dimensional arrays require more VLSI layout areas than a lower dimensional arrays even though they use the same number of processors, it would also be interesting to see if a 2-D reconfigurable mesh with the same number of processors could be used to achieve the same result.
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I. INTRODUCTION
The needs for process models arise from various requirements. Different properties are required from the model depending on its application: process design, optimization, control, monitoring, fault detection, operator training, etc. When humans are expected to interact with the model, transparency of a model becomes an important issue. Compared to other basis function approaches, fuzzy models provide transparency to experimental nonlinear modeling, due to their rule-based format. In Sugeno type of fuzzy models [1] , the consequent part of a rule is a function of the model inputs; in a 0-order Sugeno model the consequent is simply a constant. A distributed logic processor (DLP) model [2] is built using several logic processors (LP), resulting to a kind of 0-order Sugeno model. However, the rule bases in a DLP model, modeled by separate LP's, are parameterized. This is a major difference compared to many of the other neuro-fuzzy modeling approaches, where the parameters control the shape and location of the fuzzy partitioning (data base). By concentrating to the rule base, the concepts modeled via fuzzy sets are not changed in the adaptation. Hence the familiarity of the concepts is not degenerated, but emphasis is in finding the logical relationships between the concepts.
A DLP model is trained by estimating the parameters of each LP separately. The training task of an LP is formulated as the minimization of some quadratic cost function. Gradient-based "neural" training methods can be used, since the chain-rule can be applied for computing the required gradients. Several training methods have been investigated: 1) simple gradient descent with a constant or adaptive step size [2] - [4] ; 2) recursive prediction error method and its modifications [5] ; 3) random search based on games of stochastic learning automata [6] . All these studies have been concerned with the estimation of the model parameters for unconstrained systems. However, the behavior
