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ENTIRE DOWNWARD TRANSLATING SOLITONS TO THE
MEAN CURVATURE FLOW IN MINKOWSKI SPACE
JOEL SPRUCK AND LING XIAO
Abstract. In this paper, we study entire translating solutions u(x) to a mean
curvature flow equation in Minkowski space. We show that if Σ = {(x, u(x))|x ∈
R
n} is a strictly spacelike hypersurface, then Σ reduces to a strictly convex rank k
soliton in R
k,1
(after splitting off trivial factors) whose “blowdown” converges to a
multiple λ ∈ (0, 1) of a positively homogeneous degree one convex function in Rk.
We also show that there is nonuniqueness as the rotationally symmetric solution
may be perturbed to a solution by an arbitrary smooth order one perturbation.
1. Introduction
Let Rn,1 be the Minkowski space with Lorentz metric
g¯ =
n∑
i=1
dx2i − dx2n+1.
We will say that a hypersurface Σ = {(x, u(x))|x ∈ Ω} ⊂ Rn,1 is strictly spacelike if
u ∈ C1(Ω) and |Du| ≤ c0 < 1 in Ω.
Ecker and Huisken [5] studied the mean curvature flow with forcing term in Minkowski
space and proved longtime existence. More specifically, they studied the equation
(1.1)
∂u
∂t
=
√
1− |Du|2
[
div
(
Du√
1− |Du|2
)
−H
]
,
where u = u(x, t) is the height function and H = H(x) is the forcing term. Later, M.
Aarons [1] proved the following convergence result.
Theorem 1.1. ([1]) Let M0 be a smooth spacelike hypersurface with bounded cur-
vature. Suppose M0 never intersects future null infinity I
+ or past null infinity I−.
Then Mt converges under the flow (1.1) to a convex downward translating soliton,
that is, an entire solution of H = c+ a 1√
1+|∇u|2
, a < 0.
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After a rescaling, we may assume a = −1 and consider H = C − 1√
1−|Du|2
, where
C > 1 is a constant. We obtain
(1.2) div
(
∇u√
1− |Du|2
)
= C − 1√
1− |Du|2
or in nondivergence form
(1.3)
(
δij +
uiuj
1− |Du|2
)
uij = C
√
1− |Du|2 − 1.
Notice that any u = ~v · x+ b, |v| =
√
1− 1
C2
(a maximal hypersurface) is a solution
of (1.3). The existence of a unique (up to translation) radial symmetric solution of
(1.3) was shown by Ju, Lu and Jian [9].
Aarons [1] in fact conjectured that any solution u of (1.2) is either rotationally
symmetric about some point x0 or is a hyperplane. However, this conjecture is not
correct. Let x′ = (x1, . . . , xk) and set u(x) =
∑n
i=k+1 aixi + h(x
′) where h is strictly
convex in x′. Then u satisfies (1.3) if and only if h satisfies
(1.4)
k∑
i,j=1
(δij +
hihj
1− |a|2 − |Dh|2 )hij = C
√
1− |a|2
√
1− |Dh|
2
1− |a|2 − 1 .
Now let h˜ = 1
λ2
h(λx), C˜ = λC > 1 with λ =
√
1− |a|2. Then h˜ satisfies
(1.5)
k∑
i,j=1
(δij +
h˜ih˜j
1− |Dh˜|2 )h˜ij = C˜
√
1− |Dh˜|2 − 1 .
Thus h˜ is a rank k solution of (1.3) in Rk with C replaced by C˜ = λC > 1.
In fact, we will show a splitting theorem analogous to what Choi-Treibergs [4]
proved for spacelike constant mean curvature hypersurfaces.
Theorem 1.2. Let u be a strictly spacelike solution of (1.2) and let Σ = {(x, u(x))|x ∈
R
n} be the graph of u. Then Σ is convex with uniformly bounded second fundamental
form. Moreover after an Rn,1 rigid motion, Rn,1 splits as a product Rk,1×Rn−k such
that Σ also splits as a product Σk ×Rn−k where Σk = Rn,1 ∪Rk,1 is a strictly convex
graphical solution in Rk,1
Thus, it is natural to ask if Aarons conjecture correct for u, a strictly convex solution
of (1.2) in Rn ? In other words, is Σ = {(x, u(x))|x ∈ Rn} rotationally symmetric?
The answer is no.
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Theorem 1.3. Let f ∈ C2(Sn−1
C˜
), C˜ =
√
1− ( 1
C
)2. Then there exists an entire
strictly spacelike hypersurface u satisfying equation (1.2) such that
u(x)→ C˜|x| − n− 1
C2
log |x|+ f(C˜x) as |x| → ∞.
As in the work of Treibergs [12] and Choi-Treibergs [4], the blow-down of a convex
strictly spacelike solution Vu = limr→∞
u(rx)
r
converges uniformly on compact subsets
to the space C˜Q of convex homogeneous degree one convex functions whose gradient
has magnitude C˜ wherever defined. It was shown in [4] that the space Q is in one to
one correspondence with the set of lightlike directions
Lu := {x ∈ Sn−1 : Vu(x) = 1} .
It may be possible that any cone in C˜Q arises as the blow-down of a solution to (1.2)
but we have not shown this.
An outline of the paper is as follows. In section 2 we show the strictly space like
assumption implies that the graph Σ is mean convex. Then in section 3 we show Σ
is in fact convex and then prove the splitting Theorem 1.2. In section 4 we study the
blow-down Vu and finally in section 5 following [12], we construct counterexamples
for the radial cone in C˜Q and prove Theorem 1.3
2. Strictly spacelike implies mean convex
Let aij = δij +
uiuj
w2
, where w = (1− |Du|2)1/2; then equation (1.3) becomes
(2.1) aijuij = Cw − 1
Then wi = −ukukiw and
(2.2)
wij = −ukiukj
w
− ukukij
w
+
ukukiwj
w2
= −ukukij
w
− 1
w
(
ukiukj +
ukukiululj
w2
)
= −ukukij
w
− 1
w
aklukiulj.
Lemma 2.1. Suppose Σ = {(x, u(x))|x ∈ Rn} is a strictly spacelike hypersurface,
and u(x) satisfies equation (1.3). Then Σ is mean convex, that is H ≥ 0.
Proof. We differentiate equation (2.1) with respect to xk to obtain
(2.3) (aij)kuij + a
ijuijk = Cwk.
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Since
(2.4)
(aij)kuij =
(uikuj
w2
+
uiujk
w2
− 2uiujwk
w3
)
uij
=
2
w
(uikuj
w
+
uiujululk
w3
)
uij
=
2
w
(
−wiuik − uiululk
w2
wi
)
= − 2
w
(
δij +
uiuj
w2
)
wiukj
= − 2
w
aijwiukj,
and uijk = ukij, this gives
(2.5) aijukij − 2
w
aijwiukj = Cwk.
Multiplying (2.5) by uk
w
and using
ukukij
w
= −wij − 1waklukiulj, we obtain
(2.6) aijwij − 2a
ijwiwj
w
+ C
uk
w
wk = − 1
w
aijaklukiulj.
We now observe that since |A|2 = 1
w2
aijaklukiulj we can rewrite (2.6) as
(2.7) aij(
1
w
)ij + C
uk
w
(
1
w
)k = |A|2 1
w
.
The Omori-Yau maximum principle (see for example [13], [11]) implies that 1
w
achieves its maximum at infinity and moreover, there exists a sequence {PN} such
that 1
w
(PN)→ sup 1w , |∇( 1w )|(PN) < 1/N, and ( 1w )ij(PN) ≥ −1/Nδij . Therefore,
(2.8)
1
n
H2
1
w
≤ |A|2 1
w
≤ C1
N
1
w
at PN .
Thus H(PN)→ 0 at infinity. Since H = C − 1w we obtain infH = 0 . 
3. Mean convexity implies convexity and constant rank
In this section, we will use ideas due to Hamilton [7] to prove that under the strictly
spacelike assumption, Σ is in fact convex. We use the following approximation of
Heidusch[8].
Definition 3.1. The δ-approximation to the function min(x1, x2) is given by
µ2(x1, x2) =
x1 + x2
2
−
√(
x1 − x2
2
)2
+ δ2
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for any δ > 0. The δ-approximation to the function min(x1, x2, · · · , xn) is defined
recursively by
µn =
1
n
n∑
i=1
µ2(xi, µn−1(x1, · · · , xi−1, xi+1, · · · , xn))
The following lemma is elementary (see [1]).
Lemma 3.2. For every δ > 0 and n ≥ 2 we have:
1. µn is smooth, symmetric, monotonically increasing and concave.
2. ∂µn
∂xi
≤ 1.
3. min(x1, · · · , xn)− nδ ≤ µn ≤ min(x1, · · · , xn).
4. For x ∈ Rn we have
µn ≤
n∑
i=1
∂µn
∂xi
xi ≤ µn + nδ,
and
∑n
i=1
∂µn
∂xi
x2i ≥ µ2n − nδ2 − nδ4
∑
1≤i<j≤n
|xi + xj |.
Lemma 3.3. Assume Σ = {(x, u(x))|x ∈ Rn} is mean convex, and u satisfies equa-
tion (1.3). Then the principal curvatures of A are nonnegative, i.e. Σ is convex.
Proof. Let p be a fixed point in Σ (we may assume p = (0, 0)) and let r be the distance
function from p restricted to the geodesic ball BΣ(p, a) of radius a centered at p (in
the induced metric on Σ). Let f(x) = |A|2 = ∑i,j h2ij . By a well-known calculation
(see equation (2.24) of [3])
(3.1)
1
2
△
(∑
i,j
h2ij =
)
=
∑
i,j,k
h2ijk +
∑
i,j
hijHij +
(∑
i,j
h2ij
)2
−
(∑
i,j,k
hijhjmhmi
)
H
(3.2)
Hij = ∇i∇jH = ∇i (∇j 〈ν, en+1〉)
= ∇i 〈hjkτk, en+1〉 = −hijkuk − hikhjkνn+1.
In the following, we will denote νn+1 by V.
(3.3)
1
2
△f =
∑
i,j,k
h2ijk − hijhijkuk − hijhikhjkV + f 2 −
(∑
i,j,m
hijhjmhmi
)
(C − V )
≥ −f(V
2 − 1)
4
+ f 2 − Cf 3/2
≥ −C
2
4
f + f 2 − Cf 3/2 ≥ 1
2
f 2 − C1f
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Let η(x) = a2 − r2 and set g = η2f . Then in BΣ(p, a),
(3.4)
1
2
(η−2g)2 ≤ C1η−2g +∆(η−2g) = C1η−2g + η−2∆g − 2η−3 < ∇η,∇g > +g∆(η−2) .
At the point x where g assumes its maximum, ∇g = 0 and ∆g ≤ 0. Since Rii ≥
−H2
4
≥ −C2
4
, we have by Lemma 1 of [13] that ∆r2 ≤ C3(1 + r2). Hence at x,
(3.5)
1
2
g2 ≤ C1η2g + gη4∆(η−2) = C1η2g − 2gη∆η + 6g|∇η|2
≤ C2g(a4 + 2a2|∆r2|+ 24r2)
It follows that g(x) ≤ C5a4. Therefore, let a→∞ we get, |A|2 ≤ C6.
Next we will show that the smallest principal curvature λmin of Σ is nonnegative.
Let µn(λ1, · · · , λn) = F (γikhklγlj), assume µn achieves its minimum at an interior
point x0. Then at this point we have
(3.6)
△µn = F ijhijkk + F rl,sthrlkhstk
= F ij(Hij −Hh2ij + hijh2kk) + F rl,sthrlkhstk
≤ F ij∇khji 〈τk, en+1〉 − F ijhki hjkνn+1 −HF ijh2ij + (µn + nδ)|A|2
≤ 〈∇kµn, en+1〉 − µ2n + nδ2 +
nδ
4
∑
1≤i<j≤n
|λi + λj |
+H
(
−µ2n + nδ2 +
nδ
4
∑
1≤i<j≤n
|λi + λj |
)
+ (µn + nδ)|A|2.
Thus,
(3.7) 0 ≤ −µ2n + (µn + nδ)|A|2 + nδ2 +
nδ
4
∑
1≤i<j≤n
|λi + λj|.
Letting δ → 0 we find,
(3.8) λ2min ≤ λmin|A|2,
which implies that λmin ≥ 0.
Since we have already proven that |A|2 is bounded, we can again apply the Omori-
Yau maximum principle (this time on Σ) and show that, if µn achieves its minimum at
infinity then µn ≥ 0. This completes the proof that mean convexity implies convexity.

Now that we have proved convexity, we prove the splitting Theorem 1.2 of the
introduction.
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Proof of Theorem 1.2. Suppose that for some unit vector ~v and some x0 ∈
R
n, D2~vu(x0) = 0. Applying an isometry (boost transformation) of R
n,1, may assume
x0 = 0, ~v = en, Du(0) = 0, unn(0) = 0 and uij is nonnegative. Rewrite (1.3) as
(3.9) ∆u = − uiuj
1− |Du|2uij + C
√
1− |Du|2 − 1
Differentiating (3.9) twice in the xn direction, we can apply the argument of Korevaar
(a special case of [10]) exactly as in Theorem 3.1 of Choi-Treibergs [4] to conclude
unn ≡ 0 and Σ is ruled by lines parallel to the xn axis. Therefore Σ = Σn−1 ×R1 and
also Rn = Rn−1 × R1. Therefore u = axn + h(x′), x′ = (x1, . . . , xn−1) where
(3.10)
n−1∑
i,j=1
(δij +
hihj
1− |a|2 − |Dh|2 )hij = C
√
1− |a|2
√
1− |Dh|
2
1− |a|2 − 1 .
Now let h˜ = 1
λ2
h(λx), C˜ = λC > 1 with λ =
√
1− |a|2. Then h˜ satisfies
(3.11)
n−1∑
i,j=1
(δij +
h˜ih˜j
1− |Dh˜|2 )h˜ij = C˜
√
1− |Dh˜|2 − 1 .
Proceeding inductively completes the proof of Theorem 1.2.
4. The asymptotic cone at infinity.
In this section, we will study the asymptotic behavior of u at infinity.
Proposition 4.1. Let u be a convex space like solution of (1.3). Assume u(0) = 0
and denote uh(x) = u(hx)
h
. Define Vu(x) = lim
h→∞
uh(x) then Vu(x) exists for all x and
is a positively homogeneous degree one convex function. Moreover for all x ∈ Rn and
δ > 0 there exists y ∈ Rn so that |y − x| = δ and |Vu(x) − Vu(y)| =
√
1− 1
C2
δ. In
particular |DVu(x)| =
√
1− 1
C2
at every point of differentiability of Vu(x).
Proof. Note that since u is convex, 0 = u(0) ≥ u(hx) − ∑ni=1 hxiuxi(hx) we get
d
dh
uh(x) ≥ 0. Then Vu(x), the projective boundary values (blow-down) of u at infinity
in the terminology of Treibergs [12] and Choi-Treibergs [4], is well-defined, strictly
spacelike, convex on Rn and satisfies
Vu(λx) = λVu(x), λ > 0,
|Vu(x)− Vu(y)| ≤
√
1− 1
C2
|x− y| .
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Claim: for all x ∈ Rn and δ > 0 there exists y ∈ Rn so that |y − x| = δ and
|Vu(x) − Vu(y)| =
√
1− 1
C2
δ. Suppose the claim is false. Then there exists x ∈ Rn
and ε > 0 such that
Vu(y) ≤ Vu(x) + (1− 2ε)
√
1− 1
C2
δ ∀y ∈ ∂B(x, δ) .
Since uh(x) → Vu(x) uniformly on compact subsets, we may choose h0 large so that
for all h > h0,
uh(y) ≤ Vu(x) + (1− ε)
√
1− 1
C2
δ ∀y ∈ ∂B(x, δ) .
Now uh(y) satisfies
(4.1) Hh := div
(
Duh√
1− |Duh|2
)
= h(C − 1√
1− |Duh|2 ) ≥ 0 in B(x, δ)
We now make use of the radial solutions of the maximal surface equation H = 0
introduced by Bartnik and Simon [2]. Consider the barrier
w(y) = Vu(x)+(1−ε)
√
1− 1
C2
δ+
∫ |y−x|
0
h√
t2n−2 + h2
dt−
√
1− 1
C2
∫ δ
0
h√
t2n−2 + h2
dt .
Note that on ∂B(x, δ),
w(y)− uh(y) ≥ (1−
√
1− 1
C2
)
∫ δ
0
h√
t2n−2 + h2
dt > 0 .
Hence by the maximum principle, uh(y) < w(y) in B(x, δ). In particular at y = x,
uh(x) < Vu(x) + (1− ε)
√
1− 1
C2
δ −
√
1− 1
C2
∫ δ
0
h√
t2n−2 + h2
dt .
Now let h → ∞ to conclude Vu(x) ≤ Vu(x) − ε
√
1− 1
C2
δ, a contradiction, so the
claim is proven and the proposition is complete. 
5. Construction of Counterexamples.
We will follow Treiberg’s idea (see [12]) to construct counterexamples, more prcisely
we will construct solution to equation (1.2) such that u(x) → C˜|x| − n−1
C2
log |x| +
f
(
C˜x
|x|
)
, as |x| → ∞, where C˜ =
√
1− 1
C2
and f ∈ C2(Sn−1
C˜
).
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We extend the function f to Rn \ {0} by defining f(C˜x) = f
(
C˜x
|x|
)
. Since f ∈ C2,
we have for all x, y ∈ Sn−1 :
(5.1) |f(C˜x)−f(C˜y)−Df(C˜y)(C˜x− C˜y)| ≤M |C˜x− C˜y|2 = −2C˜My · (C˜x− C˜y).
Let p1(C˜y) = Df(C˜y) + 2MC˜y and p2(C˜y) = Df(C˜y)− 2MC˜y, so that
(5.2) p1(C˜y) · (C˜x− C˜y) ≤ f(C˜x)− f(C˜y) ≤ p2(C˜y) · (C˜x− C˜y).
Now let ψ(x) denote the rotationally symmetric solution to (1.2) (see [9]). We know
that ψ(x)→ C˜|x| − n−1
C2
log |x|+ o(1) as |x| → ∞. Let z1(x; C˜y) = f(C˜y)− p1(C˜y) ·
C˜y + ψ(x+ p1(C˜y)) and z2(x; C˜y) = f(C˜y)− p2(C˜y) · C˜y + ψ(x+ p2(C˜y)). Then by
equation (5.2) we have
(5.3) f(C˜x) ≥ z1(rx; C˜y)− C˜r + n− 1
C2
log r as r →∞, x, y ∈ Sn−1,
and
(5.4) f(C˜x) ≤ z2(rx; C˜y)− C˜r + n− 1
C2
log r as r →∞, x, y ∈ Sn−1.
Therefore,
(5.5)
lim
r→∞
z1(rx; C˜y)− C˜r + n− 1
C2
log r ≤ f(C˜x)
≤ lim
r→∞
z2(rx; C˜y)− C˜r + n− 1
C2
log r
for x ∈ Sn−1.
Let q1(x) = sup
y∈Sn−1
z1(x; C˜y) and q2(x) = inf
y∈Sn−1
z2(x; C˜y). Then, q1(x) ≤ q2(x) and
qi(x) (i=1,2) tends to f(C˜x) + C˜r − n−1C2 log r as r →∞.
Lemma 5.1. There exists a smooth solution u to the Dirichlet problem
(5.6)
{
aijuij − Cw + 1 = 0 in G
u = 0 on ∂G
where G is a convex C2,α domain in Rn.
Proof. Let d = diam(G) be the diameter of G. For any y ∈ ∂G, we can choose
coordinates such that y = (y1, 0, · · · , 0) and G ⊂ {x | |x1| ≤ y1}, where 0 < y1 ≤ d/2.
Let u(x) = C˜x1 − C˜y1, u¯ ≡ 0. Then u ≤ u¯ in G and u satisfies
(5.7) aijuij − Cwu + 1 = 0
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By the maximum principle, any solution u to the Dirichlet problem (5.6) satisfies
(5.8) u ≤ u ≤ u¯ on G.
so |Du(x)| ≤ C˜ on ∂G¯. Combined with equation (2.7) we conclude that
(5.9) |Du(x)| ≤ C˜ on G¯.
Now it is standard (see [6]) to prove that a smooth solution u ∈ C2,α(G) exists. 
Finally, we will find a sanwiched solution u such that
q1 ≤ u < q2.
Let φ be a strictly spacelike hypersurface q1 ≤ φ < q2 so that φ(0) = q1(0) and
Gm = φ
−1((−∞, m)) is a convex domain with C2,α boundary. By lemma 5.1 we know
there is an analytic solution um to the Dirichlet problem
(5.10)
aijuij − Cw + 1 = 0 on Gm
u = m on ∂Gm.
Therefore, we find a sequence of finite solutions um with q1 ≤ um < q2 defined on
convex domains Gm which exhaust R
n.
Next, let K be a compact subset of Rn. Then, by equation (5.9) there are constants
r1 < r2 so that for sufficiently large m we have
distm(0, x) < r1, for all x ∈ K,
distm(0, x) < r2, for all x ∈ ∂Gm,
where distm(0, x) is the intrinsic distance between the points (0, um(0)) and (x, um(x))
on Σm = {(x, um(x)|x ∈ Gm)}.
At last, following the proof of Lemma 3.3, we find um has uniform C
3 bounds
on compact subsets. Hence, a subsequence can be extracted that converges to a
global solution of equation (1.2). Moreover, lim
mj→∞
umj = u satisfies u(x) → C˜|x| −
n−1
C2
log |x|+ f(C˜x). Thus we have proved
Theorem 5.2. Let f ∈ C2(Sn−1
C˜
). Then there exists an entire strictly spacelike hy-
persurface u satisfying equation (1.2) such that
u(x)→ C˜|x| − n− 1
C2
log |x|+ f(C˜x) as |x| → ∞.
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