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Abstract—The concept of plug-in electric vehicles (PEV) are
gaining increasing popularity in recent years, due to the growing
societal awareness of reducing greenhouse gas (GHG) emissions,
and gaining independence on foreign oil or petroleum. Large-
scale deployment of PEVs currently faces many challenges. One
particular concern is that the PEV charging can potentially cause
significant impacts on the existing power distribution system, due
to the increase in peak load. As such, this work tries to mitigate
the impacts of PEV charging by proposing a decentralized smart
PEV charging algorithm to minimize the distribution system load
variance, so that a ‘flat’ total load profile can be obtained. The
charging algorithm is myopic, in that it controls the PEV charging
processes in each time slot based entirely on the current power
system states, without knowledge about future system dynamics.
We provide theoretical guarantees on the asymptotic optimality
of the proposed charging algorithm. Thus, compared to other
forecast based smart charging approaches in the literature, the
charging algorithm not only achieves optimality asymptotically in
an on-line, and decentralized manner, but also is robust against
various uncertainties in the power system, such as random PEV
driving patterns and distributed generation (DG) with highly
intermittent renewable energy sources.
Index Terms—Distribution systems, smart charging, on-line
algorithm, plug-in electric vehicle, minimum load variance, smart
grids.
NOMENCLATURE
Ai(n) Energy consumption of PEV i at time slot n.
Amaxi Maximum energy consumption of PEV i dur-
ing a time slot.
Ci Charging reference offset for PEV i.
f(d) Daily average charging cost for day d.
fmax Maximum charging cost in a time slot.
N Number of customers in the system.
Pi(n) Charging power of PEV i at time slot n.
Pmaxi Maximum charging power of PEV i.
Snet(n) Total net base load observed by the substation
at time slot n, which may include the output
of distributed generators as negative load.
Smaxnet Maximum total net base load in a time slot.
∆t Length of a time slot.
T Number of time slots for one day.
Ui(n) Energy queue length of PEV i at time slot n.
U ref(n) PEV charging reference signal set by the ag-
gregator at time slot n.
β Weight of the charging cost.
ηi Charging efficiency of PEV i.
All authors are with the Department of Electrical and Computer Engineer-
ing, Carnegie Mellon University, Pittsburgh, PA, 15213 USA (email: {qiaol,
tcui, negi, franzf, milic}@ece.cmu.edu).
µ(d) Daily average of the total net load for day d.
χi(n) Indicator function of whether PEV i is avail-
able for charging at time slot n.
I. INTRODUCTION
THE growing societal awareness of environmental issues,as well as ongoing concerns about reducing the depen-
dence on foreign oil or petroleum, have made the concept
of plug-in electric vehicles (PEV) very popular during the
past few years [1]. PEVs, such as electric vehicles (EV) and
plug-in hybrid electric vehicles (PHEV), can contribute to
resolving these energy security issues by reducing the green-
house gas (GHG) emissions and petroleum consumption in the
transportation sector. Currently, large-scale implementation of
PEVs in the near future is being planned. For example, the
present US administration has planned 1 million PHEVs by
2015. Realizing the critical role of PEV in the auto industry,
many automakers, such as Toyota, Nissan, GM, BYD, Fisker
and Tesla are planning to produce dozens of types of PEVs
[1], with many coming out starting by 2012.
It has been widely recognized that high penetration level
of PEVs will cause significant impacts on the existing power
system, in particular at the distribution level [2], [3], [4],
[5], [6], [7], [8], [9]. Without proper coordination, it will
be very likely that most of these PEVs will start charging
during the overall peak load period [2], causing severe branch
congestions and voltage problems. Some studies [6], [8] have
shown that the existing distribution system infrastructure may
only support a very low PEV penetration level (such as 10%)
without grid operation procedure changes or additional grid
infrastructure investments. On the other hand, studies have also
shown the promising result of mitigating the impact of PEV
charging by coordinated charging, which can effectively shifts
the PEV load to the off-peak period. For example, it has been
shown that coordinated charging can achieve around 50% PEV
penetration level in certain existing distribution systems [8].
Thus, it is crucial to design effective coordinated PEV charging
algorithms for large-scale deployment of PEVs in the current
power system, in order to achieve efficient grid operation, as
well as bypassing or deferring the costly grid infrastructure
investment. In other words, the existing ‘cyber’ infrastructure
may be used to resume the ‘physical’ infrastructure in the
power cyber-physical system (CPS).
This work contributes to the integration of the PEV into
the power system by proposing an on-line smart charging
algorithm. The algorithm tries to minimize the distribution
2system load variance. The reason that such an objective
function is chosen is as follows. Firstly, the minimum load
variance objective function can achieve a perfect ‘valley-
filling’ charging profile, in the sense that at the optimal solu-
tion, the total load profile is as flat as it can possibly be [10],
[11]. This implies that the PEV charging load can be efficiently
‘spread’ among the off-peak periods, which may help achieve
a higher PEV integration level in the existing power system, as
well as lowering the distribution system loss [12], as compared
to the other smart charging algorithms, in particular the ones
based on electricity price [6], [13]. In the latter case, it is
possible that a new ‘PEV charging peak’ can form during
the midnight, as many PEVs start charging simultaneously, as
triggered by low electricity price. Secondly, the minimum load
variance formulation is convex, and therefore can be solved
exactly and quickly. Lastly, the proposed objective function is
very flexible, which can also be used for other applications,
such as unidirectional vehicle-to-grid (V2G) ancillary services.
This can be done by ‘modulating’ the base load according to
external regulation signals. The details will be discussed later
in this paper.
As the main contribution of this work, this paper proposes
an on-line decentralized algorithm to solve the minimum
load variance PEV charging problem. The charging algorithm
is easy to implement. In each time slot, ‘binary’ charging
decisions (charge or not charge) are made locally by each
vehicle after comparing its battery’s state of charge (SoC),
which is the available percentage of the battery capacity,
to a charging reference signal set by an aggregator, which
is owned by the utility. The charging reference is carefully
chosen, based entirely on the current states of the power
system, such as the SoC values of the plugged-in PEVs, the
output of distributed generation (DG), the household base
loads, as well as external regulation signals. In particular, the
charging reference signal is chosen to greedily optimizes a
function of the current system state, maximizing a battery
‘energy queue’ weighted charging power, penalized by a
quadratic function of total load in each time slot. Somewhat
surprisingly, we will show that such a myopic charging algo-
rithm achieves the same asymptotic performance as compared
to any optimal scheduling algorithm with perfect one-day
ahead forecast of all uncertain parameters. In other words,
our algorithm achieves the same optimality as compared to
conventional approaches, such as dynamic programming [14],
while dramatically reducing the computational complexity. In
fact, the proposed charging algorithm is closely related to
the celebrated optimal max-weight policy in the stochastic
control literature [15], [16]. Such max-weight type algorithms
are intimately related to the stochastic sub-gradient algorithm
[16] and dynamic programming [15], and has found numerous
successes in diverse areas such as computer networks [17],
wireless networks [18], [19] and power transmission system
[15]. In this paper, we extend the application of the max-
weight algorithm to the PEV charging problem in the power
distribution system, and prove the optimality results.
The smart PEV charging is an emerging area of research,
which has been subject to continuing investigations. While
there are many algorithms addressing smart PEV charging,
most of them are solved in a centralized manner [4], [6],
[12], [20], [21], assuming sufficient accuracy on day-ahead
predictions about the stochastic dynamics in the power system.
The real-time, decentralized charging issues are addressed by
very few works, such as [22], [23], where it is very challenging
to obtain performance guarantees. Note that the forecast based
algorithms are vulnerable to the prediction errors. In particular,
they may face significant performance degradation as the
current distribution system gradually evolves into the future
smart distribution system [24], where large-scale integration
of distributed generation with intermittent renewable sources
can result in highly uncertain stochastic dynamics, which are
hard to predict from one day ahead. On the other hand, the
proposed PEV charging algorithm in this paper does not suffer
from such performance loss, as the PEV charging decisions
are determined completely in real time, where power system
states can be observed with very good accuracy. Thus, the
proposed PEV charging algorithm can achieve both optimality
and robustness in an on-line, decentralized manner.
The rest of this paper is organized as follows. In Section
II, we introduce the model and formulate the optimal PEV
charing problem. Section III proposes and analyzes the optimal
PEV charging algorithm, and Section IV demonstrates the
simulation results. Finally, Section V concludes this paper.
II. ASSUMPTIONS AND MODELING
In this section, we introduce the system model and formu-
late the minimum load variance PEV charging problem.
A. Battery State Model
A discrete-time system is considered in this paper, where
the length of each time slot matches the typical sampling and
operation time scale of the PEV aggregation unit. For example,
the sampling rate of the distribution system load can be on
a 15-min time basis [4]. The PEV aggregator is assumed to
be owned by a utility company, which is concerned about
potential grid problems with PEV charging. Thus, the goal
of the PEV aggregator is to achieve on-line, decentralized
coordination of PEV charging, so as to minimize its impact
on the distribution system.
Denote T as the total number of time slots for each day. We
assume that there are N customers in the power system, and
denote Snet(n) as the total net base load as observed by the
aggregator during time slot n, which may include the output
power from distributed generation as negative loads:
Snet(n) = Sbase(n)− SDG(n) (1)
where Sbase and SDG are the total base load and total distributed
generation, respectively. Denote Ui(n) as the ‘energy queue
length’ at PEV i at the beginning of time slot n, which is the
amount of energy that needs to be charged to refill the battery
of PEV i. That is,
Ui(n) = (1− SoCi(n))× Capi (2)
where SoCi and Capi are the state of charge and capacity of
PEV i’s battery, respectively. Thus, the queueing dynamics of
3the Ui(n) can be expressed as the following:
Ui(n) = Ui(n− 1)− ηiPi(n)∆t+Ai(n) (3)
In above, Pi(n) is the charging power of PEV i during time
slot n, ∆t is the slot length, and ηi is the battery charging
efficiency of the PEV i, which depends on the PEV charger
and battery types. It is assumed that
0 ≤ Pi(n) ≤ P
max
i , 1 ≤ i ≤ N (4)
where Pmaxi depends on the charging circuit rating for PEV
i. For example, for the standard 120-V/16-A wall outlet, the
maximum charging power is 1.92kW. One technical issue
is that the ‘energy queue length’ cannot be negative, which
implies that
ηiPi(n)∆t ≤ Ui(n− 1), 1 ≤ i ≤ N (5)
This simply specifies that a battery will not further charge
once it is full. Ai(n) is the random energy consumption of
the PEV during time slot n. Bidirectional V2G applications are
not considered in this paper, and will be addressed in future
research. In this paper, the energy consumption Ai(n) can be
only caused by the random PEV driving activity [9] at time
slot n, during which the vehicle is not able to draw power from
the distribution system. Such charging availability is formally
described by χi(n), which is an indicator function of whether
PEV i is plugged into the power grid at time slot n, i.e.,
χi(n) = 1 if PEV i is plugged into the power grid at time
slot n, otherwise χi(n) = 0. Thus, we have Pi(n) = 0 if
χi(n) = 0, since the PEV can not draw any power from the
grid when it is not plugged into the power grid.
B. Minimum Load Variance PEV Charging
This paper focuses on coordinated PEV charging to mini-
mize the total load variance as seen by the PEV aggregator.
The optimal coordinated PEV charging problem can be for-
mulated as follows:
min
{Pi(n)}
f =
1
T
T∑
n=1
(Snet(n)− µ+
N∑
i=1
Pi(n))
2 (6)
s.t. (3), (4), (5) (7)
Pi(n) = 0 if χi(n) = 0, ∀i, n (8)
Ui(T ) = Ui(0), 1 ≤ i ≤ N (9)
In above, the cost function f in (6) corresponds to the total
load variance as seen by the PEV aggregator, where
µ =
1
T
T∑
n=1
(Snet(n) +
N∑
i=1
Ai(n)
ηi∆t
) (10)
is the average total load during one day. The constraint in
(9) essentially requires that all PEV energy consumptions
during the day should be met by the PEV charging schedules
{Pi(n)}. Note that our formulation has the same objective
function as the minimum load variance formulation in [12],
with more detailed modeling of the battery states and PEV
driving processes as in (3) and (8). Further, note that both
sequences of the net base load {Snet(n)} and the PEV driving
variables {χi(n)}, {Ai(n)} are stochastic processes. In the
literature, such randomness is treated either as deterministic
[13], or by stochastic programming methods [4], which require
the knowledge of the joint probability distribution of correlated
random variables.
One obstacle in achieving completely myopic, real-time
PEV charging is that the minimum load variance in (6)-(9)
requires knowledge of the average load µ, which is a function
of PEV loads during the whole day. On the other hand, such
average load information is not needed to solve (6)-(9), as we
show in the following theorem:
Theorem 1: Consider the following optimization problem:
min
{Pi(n)}
f˜ =
1
T
T∑
n=1
(Snet(n) +
N∑
i=1
Pi(n))
2 (11)
s.t. (7), (8), (9)
Any optimal solution of (11) is also optimal for (6)-(9).
Proof: See Appendix A.
Thus, in order to solve the original minimum variance PEV
charging problem, it is sufficient to solve (11) instead, which
does not include the average load µ, and therefore allows easy
implementation of myopic algorithms. Throughout of the rest
of the paper, we will directly focus on solving (11), bearing in
mind that the original problem (6)-(9) is also solved, according
to Theorem 1.
In the literature, most smart charging algorithms [4], [6],
[10], [12] solve the optimization problem (11) directly, as-
suming that all the random variables {Snet(n)}, {Ai(n)} and
{χi(n)} (or their joint probability distribution) are known.
Thus, the performance of these algorithms depends crucially
on the prediction accuracy of these parameters, requiring
knowledge of automotive driving patterns and base loads.
While the former is clearly unrealistic, even loads may be
unpredictable, if the system has a large number of small-
scale distributed generators, which can use highly intermittent
renewable energy sources, such as wind and solar. Prediction
errors can cause substantial performance loss in these charging
algorithms. As an alternative approach, in this paper, we
propose a myopic PEV charging algorithm to solve (11), which
can achieve the optimal charging cost asymptotically, without
suffering from day-ahead prediction errors.
III. DECENTRALIZED SMART PEV CHARGING
In this section, we describe and analyze the performance of
the on-line decentralized PEV charging algorithm.
A. Decentralized PEV Charging
The algorithm is shown in Algorithm 1. According to the
algorithm, the charging decisions are made by each vehicle
locally by comparing its battery ‘energy queue length’ (or
equivalently, its SoC) to a charging reference set by the
aggregator. Fig. 1 illustrates such local charging process at
a PEV in the power system. In this way, the PEV charging
processes are properly coordinated, so that the PEVs with
higher ‘charging pressure’ Ui(n − 1) (equivalently, lower
SoC) can be served first. Further, compared to the centralized
4Algorithm 1 On-line Decentralized PEV Charging
1: Initialization: At the beginning of each time slot, the
controller of each plugged-in PEV initializes its charging
power Pi ← 0, and the aggregator initializes the global
charging reference as follows:
Uref ← (U
min
ref + U
max
ref )/2 (12)
where Uminref and Umaxref are lower and upper bounds,
respectively, which are selected based on historical data.
2: Each vehicle controller updates its charging power:
Pi ←
{
0 Ui(n− 1) ≤ Uref/(ηi∆t)− Ci
Pmaxi otherwise
(13)
where Ci is a properly chosen constant depending on the
charging service contract of PEV i.
3: Each vehicle controller submits the intended charging
power Pi to the aggregator, which sets Umaxref ← Uref if
Uref > 2β(Snet(n) +
N∑
i=1
Pi) (14)
Otherwise, it sets Uminref ← Uref. β is a properly chosen
constant to achieve a trade-off between refilling the bat-
teries quickly and minimizing the charging cost.
4: The charging reference Uref is broadcast to each vehicle
controller. If |Uminref − Umaxref | < ε′, stop. Otherwise go to
Step 2.
charging scheduling approaches, the algorithm is also less
intrusive, since the PEVs are the decision makers, and are
only required to submit their charging power {Pi} to the
aggregator. Note that neither the charging decisions in (13) nor
the charging reference Uref update is done in an ad hoc fashion.
In fact, we will show the iterative procedures in Algorithm 1
solve a generalized ‘max-weight’ optimization problem.
Theorem 2: In each time slot n, the charging power
{Pi(n)} computed by Algorithm 1 solves the following opti-
mization problem:
max
{Pi}
N∑
i=1
(Ui(n− 1) + Ci)ηiPi∆t− β(Snet(n) +
N∑
i=1
Pi)
2
s.t. 0 ≤ Pi ≤ Pmaxi , 1 ≤ i ≤ N
Piηi∆t ≤ Ui(n− 1), 1 ≤ i ≤ N
Pi = 0 if χi(n) = 0, 1 ≤ i ≤ N (15)
For the case that the battery of PEV i is fully charged in
the middle of a time slot, Pi(n) is interpreted as the ‘average
charging power’ Pi(n) = Ui(n− 1)/(ηi∆t) for that particular
time slot.
Proof: See Appendix B.
We will continue with the above analysis in Section III-C
and present performance guarantees of Algorithm 1. Before
that, we will discuss the intuition behind the algorithm, and
its key properties.
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Fig. 1. Illustration of the decentralized charging profile of a typical PEV.
B. Discussions on the Charging Algorithm
1) Intuition behind the Algorithm: Note that at the con-
vergence, the charging reference can be written as Uref =
2β(Snet(n) +
∑N
i=1 Pi). Thus, intuitively, during the peak
period, the aggregator will set a high charging reference Uref,
so that the PEVs with low battery ‘energy queue length’
(correspondingly, high SoC) will not charge. Similarly, for
the off-peak period, the aggregator will set a low charging
reference Uref, so that the PEVs will ‘fill the valley’. Such an
approach can be easily used to absorb generations with highly
intermittent renewable sources, by treating them as negative
loads in Snet(n). Note that it is also possible to ‘modulate’ the
net base load Snet(n) according to certain external regulation
signals, in order to achieve V2G ancillary services. Detailed
discussions on the specific methods, on the other hand, is out
of the scope of this paper.
2) Generalized Max-Weight Policy: Anther way to interpret
the algorithm is to inspect the optimization in (15). Note
that the objective function in (15) has two parts: the ‘energy
queue length weighted charging’ term (Ui(n−1)+Ci)ηiPi∆t,
and the ‘charging cost’ term (Snet(n) +
∑N
i=1 Pi)
2
, which
is weighted by parameter β. The first term is related to the
‘stability’ requirement of the energy queues {Ui(n)}, which
encourages the PEVs to charge at high power, in particular
the ones with low SoC. On the other hand, the PEV charging
is also penalized by the second quadratic term, which is the
instantaneous charging cost at time slot n, so as to prevent
grid problems due to aggressive PEV charging. Finally, by
adjusting the parameter β, one can achieve a trade-off between
quickly charging the PEV batteries (maximizing the first term),
and achieving minimum charging cost (minimizing the second
term). The effect of β will be illustrated in case studies.
Note that β needs to be chosen by the aggregator carefully,
according to system specifications and historical data.
3) On-Off Charging: Algorithm 1 has an interesting ‘on-
off’ charging property. That is, each PEV either charges at
the maximum power, or do not charge at all. This can be seen
from the algorithm specification in (13), as well as in Fig. 1.
5Fig. 2. The communication structure of the decentralized PEV charging
algorithm.
Thus, compared to the smart charging algorithms, which adjust
charging powers continuously, the on-line decentralized PEV
charging simplifies PEV charging circuit design. Similar type
‘on-off’ charging profiles are also considered in [25].
4) Communication Structure: The communication structure
for the algorithm is shown in Fig. 2. According to this
structure, the vehicle controllers directly communicate with
the aggregator, perhaps through extra intermediate levels of
aggregation [6]. There is no direct communication between
the PEVs. Further, the aggregator only needs a scalar, namely
the aggregated PEV load
(∑N
i=1 Pi
)
, and broadcast back the
charging reference Uref to the PEVs. Therefore, the proposed
scheme requires low communication capability, and is easy for
real-time implementation.
C. Performance Guarantees
This section continues with the analysis of Theorem 2
and demonstrates the asymptotic optimality of the proposed
PEV charging algorithm, by comparing it against the optimal
solution of (11) over a long time period. As a minor technical
assumption, we assume that the PEV energy consumptions
{Ai(n)} are strictly feasible, in the sense that there is a
charging schedule, which satisfies (4), (8), and that
T∑
n=1
Pi(n)ηi∆t ≥
T∑
n=1
Ai(n) + εT, 1 ≤ i ≤ N (16)
for a small constant ε > 0. This simply means that the duration
that a PEV is plugged into the distribution system is ‘more
than just enough’ to refill its daily energy consumption. We
are interested in the performance of the algorithm over a period
of D days, and denote f˜⋆(d) as the optimal cost of (11) for
the d-th day. We have the following theorem:
Theorem 3: Algorithm 1 achieves the following asymptotic
average charging cost:
lim sup
D→∞
1
DT
DT∑
n=1
(
N∑
i=1
Pi(n) + Snet(n))
2 ≤
lim sup
D→∞
1
D
D∑
d=1
f˜⋆(d) +
B1
β
+
B3(T + 1)
2β
(17)
and the following average energy queue lengths:
lim sup
D→∞
1
DT
DT∑
n=1
N∑
i=1
Ui(n) ≤
(B2 +B3)(T + 1)
2ε
B1
ε
+
βf˜max
ε
−
N∑
i=1
Ci (18)
where the constants are defined as follows: f˜max =
(Smaxnet +
∑N
i=1 P
max
i )
2
, B1 =
∑N
i=1(Ci + Ki)Ki, B2 =∑N
n=1 εKi, B3 =
∑N
n=1K
2
i , and the constant Ki =
max(Amaxi , ηiP
max
i ∆t).
Proof: See Appendix C.
From the above theorem, it is clear that, by properly
adjusting the parameter β, the long term average charging
cost can be made arbitrarily close to the optimal, with an
optimality gap on an order of O(1/β), as shown in (17),
while the average queue lengths grow as O(β), as shown in
(18). The asymptotic bound provided by the above analysis
is not tight in general. On the other hand, it is possible to
provide tighter guarantees, by assuming specific probabilistic
distributions on the stochastic processes, such as PEV driving
patterns, base load, and renewable generation. Such a model
dependent analysis is out of the scope of this paper, and will
be addressed in future research.
While this section showed the theoretical optimality of the
decentralized PEV charging algorithm, in the next section,
we demonstrate its performance in simulation to illustrate this
point.
IV. CASE STUDY
In this section, we test the performance of the proposed
algorithm, and compare it against other prediction based
algorithms. The simulations are done on IEEE 37-bus system
and IEEE 123-bus system [26], with MATLAB on a Xeon
X3460 CPU with 8GB of RAM.
A. Simulation Setup
1) Base Load: The test systems are assumed to be residen-
tial distribution systems. Both systems use the same household
base load curve, which is chosen according to the typical
southern California residential load from the SCE website [27],
with proper scaling to match the national average household
load of 1.3kW [28]. Fig. 3 shows the daily curve of total base
load used for the simulation with the IEEE 37-bus system.
The IEEE 123-bus system uses a properly scaled curve with
the same shape. For day-ahead prediction based PEV charging
algorithms, we assume that they use forecast profiles such as
the one in Fig. 3. Note that the shaded region corresponds to
the 10% mean average percentage error bounds, so that the
errors of the forecast curve in Fig. 3 are within 10% of the
actual load. For simplicity of comparison, we do not explicitly
model DG in this simulation. But we want to emphasize that
the prediction error will grow larger as the DG penetration
level increases. Finally, the number of households connected
to each bus will depend on the test feeder specification for
each simulation scenario.
6Fig. 3. Base load profile used in the simulation with IEEE 37 bus system.
TABLE I
VEHICLE FACTS
Parameter Value
Battery Capacity 16 kWh
Energy Usage per 100 miles 34 kWh
Charging Rate (120 V, 16 A) 1.92 kW
Average Daily Commute Distance 25 miles
Daily Consumption 8.75 kWh
Charging Efficiency 0.90
2) PEV Specifications: The PEV specifications and driving
patterns are summarized in Table I, which are obtained from
typical PEV specifications [29] and the national transportation
survey [30]. The daily consumption of 8.75kWh in Table I is
obtained from the 25 miles average daily commute distance
and the PEV consumption rate of 34 kWh/100 miles. The
average number of registered vehicle is assumed to be 1.8 per
household [30]. In the simulation, The PEVs will be randomly
assigned among all vehicles, according to the PEV penetration
level. The random PEV driving pattern in this simulation is
based on the national transportation survey [30]. A PEV is
assumed to leave home at 7am, with zero-mean Guassian offset
with standard deviation of 1 hour. Similarly, a PEV arrives
home at 5pm, with zero-mean Gaussian offset with standard
deviation of 2 hours. We focus on residential charging in this
simulation, and assume that the PEV can only charge at home
after it connects to the grid on returning home.
B. IEEE 37-Bus System
The PEV charging is first simulated in the standard IEEE
37-bus test feeder. In this case, the total number of vehicles
is 3402. There are three types of smart charing algorithms
considered in the simulation: 1) A static optimal charging
algorithm which solves (11), with perfect knowledge of the
day-ahead values of all randomness; 2) A static suboptimal
charging algorithm, which solves (11) using imperfect forecast
of day-ahead load curve; and 3) On-line charging proposed by
Algorithm 1 in this paper.
The charging algorithms are simulated at PEV penetration
levels of 30% and 50%. For the 30% penetration case, β =
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Fig. 4. The total system loads with 30% PEV penetration in the IEEE 37-bus
system.
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Fig. 5. The total system loads with 50% PEV penetration in the IEEE 37-bus
system.
0.0205, and Ci = 577 for each vehicle, whereas for the 50%
penetration case, β = 0.0161, and Ci = 534 for each vehicle.
In both cases, convergence can be observed after around 20
iterations for each time slot computation. The maximum total
computation time of the on-line algorithm is 0.58 second for a
24-hour simulation scenario, while 3900 seconds for the static
optimizations. Note the dramatic computation performance
improvement for the case of on-line charging. This is due to
the fact that each charging schedule is computed using only
current system states, which have much smaller dimension
than the total state processes. In practice, the time scale of each
time slot is on the order of minutes. Thus, the computation and
communication requirement of the on-line charging algorithm
can be easily satisfied. The results of total loads are shown in
Fig. 4 and Fig. 5, respectively. We have the following remarks.
1) Valley Filling: One can easily verify effectiveness of
the minimum load variance formulation (6) by observing that,
in both cases, the static optimal solution achieves a perfectly
flat total load curve at night. Thus, compared to other smart
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Fig. 6. The total system load profile and typical battery state profile with
30% PEV penetration in the IEEE 37-bus system with prioritized customers.
Note that all customers in the ‘uniform’ case have the same Ci = 577.
charging formulations, the ones based on electricity price in
particular, the minimum load variance formulation can avoid
the additional ‘midnight peak’, which, in the extreme case,
may cause similar grid congestion issues as uncoordinated
charging.
2) Optimality: The proposed on-line decentralized PEV
charging achieves almost the same total load profile as the
static optimal, even though the former does not need to
know the driving pattern and loads in advance. This further
verifies the theoretical result in 3. Thus, we can achieve the
same performance as the static optimal, with much smaller
computational overhead.
3) Robustness: The day-ahead prediction based algorithms
are vulnerable to the forecast errors. This can be clearly
observed from Fig. 4 and Fig. 5, where the forecast based
solutions can not achieve a flat profile in the presence of the
load forecast error. In fact, we allowed these algorithms to
know the exact driving patterns in advance, which is clearly
unrealistic. On the other hand, the optimal decentralized charg-
ing algorithm is not affected by such forecast errors, since it
is an on-line algorithm, which does not rely on forecasts.
4) Service Differentiation: The constants {Ci} are used to
provide service differentiation among the PEVs, where a larger
Ci implies a higher priority for PEV i. That is, for two PEVs i
and j with the same SoC, if Ci > Cj , PEV i can start charging
sooner than PEV j, according to (13). In order to demonstrate
this effect, we simulate the 30% penetration case with two
classes of customers, where 10% customers have high priority,
with Ci = 877, and 90% customers have low priority, with
Ci = 577. The total loads and battery states are shown in Fig.
6. One can clearly see that the energy queues of both classes
are ‘stable’. Further, the high priority customers can finish
charging much earlier than the customers with low priorities.
Note that the values of {Ci} have to be chosen carefully by the
utility based on system specification and customers’ choice,
which is out of the scope of this paper.
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Fig. 7. Sensitivity results of the total load with respect to changes in β in
the IEEE 37-bus system.
5) Effects of β: The parameter β specifies the trade-off
between charging the PEV batteries, and achieving a small
charging cost. To illustrate this, we simulate the 30% pene-
tration case in Fig. 7 with β = 0.0205, 0.0041, and 0.1025,
respectively. One can clearly observe that, when β is small, the
PEV charging is more greedy, as the weight of the charging
cost is smaller. On the other hand, large β will force the total
load profile to be more flat, by penalizing the PEV charging
power. In practice, β has to be chosen carefully by the utility,
using system specification and historical data.
C. IEEE 123-Bus System
We next simulate the PEV charging in IEEE 123-bus test
feeder, where the total number of vehicles is 4832. In this
case, one cannot implement the static optimizations on the
machines specified at the beginning of this section, due to
the large problem size (around 4600 thousand variables). On
the other hand, the on-line charging can still be implemented,
as the charging decisions are made only using the current
system states, which have much lower dimension (around 4.8
thousand variables). The charging algorithms are simulated
at PEV penetration levels of 30% and 50%. For the 30%
case, β = 0.0205, Ci = 815, while for the 50% case,
β = 0.161, Ci = 764. In both simulations, convergence can
be reached after around 20 iterations. The total computation
time of the on-line algorithm is 0.75 second for a 24-hour
simulation scenario. The results of total loads are shown in
Fig. 8 and Fig. 9, respectively. One can easily observe that,
in both cases, the on-line algorithm can achieve a flat load
profile. Thus, the on-line algorithm not only achieves the
optimal charging cost, but also is dramatically computationally
efficient, and much easier for implementation in large-scale
systems, compared to other approaches forecast and static
optimization based approaches.
V. CONCLUSION
This paper proposed an on-line decentralized PEV charging
algorithm to minimize the distribution system total load vari-
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Fig. 8. The total system load under the on-line decentralized algorithm with
30% PEV penetration in the IEEE 123-bus system.
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Fig. 9. The total system load under the on-line decentralized algorithm with
50% PEV penetration in the IEEE 123-bus system.
ance. The charging decisions are made locally at each PEV
based entirely on the power system states in each time slot.
Since driving pattern and load forecasts are not needed in this
algorithm, the charging performance is robust against various
uncertainties in the system, as compared to the prediction
based static optimization approaches in the literature. In the
analysis, asymptotic results about the cost function and battery
level stability are shown. The performance of the proposed
charging algorithm is further compared against static smart
charging algorithms by simulation results.
APPENDIX A
PROOF OF THEOREM 1
Proof: It is obvious that any feasible solution of (11) is
also feasible for (6)-(9). Now, it is sufficient to show that the
two objective functions are different by at most a constant that
is independent of choice of charging schedules {Pi(n)}. Note
that the constraint (9) implies that
T∑
n=1
ηiPi(n)∆t =
T∑
n=1
Ai(n) (19)
This, together with the definition of µ in (10) imply that
µ =
1
T
T∑
n=1
(Snet(n) +
N∑
i=1
Pi(n)) (20)
Therefore, we have
f = f˜ −
2µ
T
T∑
n=1
(Snet(n) +
N∑
i=1
Pi(n)) + µ
2 (21)
= f˜ − µ2, (22)
where, by (10), µ is independent of the choice of schedules.
Thus, the theorem holds.
APPENDIX B
PROOF OF THEOREM 2
Proof: We can formulate the optimization in (15) as the
following equivalent problem:
max
{Pi},y
N∑
i=1
(Ui(n− 1) + Ci)ηiPi∆t− βy
2 (23)
subject to y =
N∑
i=1
Pi + Snet(n) (24)
0 ≤ Pi ≤ P
max
i , 1 ≤ i ≤ N (25)
Piηi∆t ≤ Ui(n− 1), 1 ≤ i ≤ N (26)
Pi = 0 if χi(n) = 0, 1 ≤ i ≤ N (27)
Thus, one can easily write the dual problem as
min
Uref
max
{Pi,y}
N∑
i=1
(Ui(n− 1) + Ci)ηiPi∆t− βy
2
+Uref(y −
N∑
i=1
Pi − Snet(n))
subject to (25), (26) and (27) (28)
It can be easily shown that y⋆ = Uref/2β. Thus, we can
simplify (28) as
min
Uref
max
{Pi}
N∑
i=1
(Ui(n− 1) + Ci −
Uref
ηi∆t
)ηiPi∆t
+
(Uref)
2
4β
− UrefSnet(n)
subject to (25), (26) and (27) (29)
One can immediately see that the decentralized charging in
(13) corresponds to the inner optimization problem with charg-
ing power constraint (25), and the update on Uref in Step 3 of
Algorithm 1 corresponds to standard binary search algorithm
over the scalar Uref to solve the convex dual problem.
9APPENDIX C
PROOF OF THEOREM 3
In this section we prove Theorem 3. Define a ‘Lyapunov’
type function F (n) as follows:
F (n) =
1
2
N∑
i=1
(Ui(n) + Ci)
2 + β
n∑
k=1
(Snet(k) +
N∑
i=1
Pi(k))
2
The key in proving both cost optimality as well as stability
results involves analyzing the drift behavior of F (n), which
we will illustrate in the following. Note that similar techniques
have also been applied in [16] in the context of wireless
networks.
A. Cost Optimality
The proof of (17) requires several technical lemmas. The
following lemma provided a bound on the single slot drift of
F (n).
Lemma 1: The one-slot drift of F (n) can be bounded as
follows:
∆1F (0)
= F (1)− F (0)
≤
N∑
i=1
(Ui(0) + Ci)(Ai(1)− ηiPi(1)∆t) +B3
+β(Snet(1) +
N∑
i=1
Pi(1))
2 (30)
Proof: For each PEV i, direct calculation shows that
1
2
(Ui(1) + Ci)
2
=
1
2
(
Ui(0) +Ai(1)− ηiPi(1)∆t+ Ci
)2
=
1
2
(Ui(0) + Ci)
2 + (Ui(0) + Ci)(Ai(1)− ηiPi(1)∆t)
+
1
2
(Ai(1)− ηiPi(1)∆t)
2 (31)
Thus, the following bound holds:
1
2
(Ui(1) + Ci)
2 −
1
2
(Ui(0) + Ci)
2
= (Ui(0) + Ci)(Ai(1)− ηiPi(1)∆t)
+
1
2
(Ai(1)− ηiPi(1)∆t)
2
≤ (Ui(0) + Ci)(Ai(1)− ηiPi(1)∆t) +
1
2
K2i (32)
where Ki = max(Amaxi , ηiPmaxi ∆t). The last inequality holds
because we assume that a PEV can either charge (in garage) or
discharge (on the road) in each time slot, but not both. Thus,
the lemma follows after summing up the above inequality
over N customers and adding the charging cost drift term
β(Snet(1) +
∑N
i=1 Pi(1))
2
.
We next generalize the above bound to T time slots.
Lemma 2: Under Algorithm 1, the first T -slot drift of F (n)
can be bounded as
∆TF (0) ≤ B1T +B3
T (T + 1)
2
+ βf˜⋆(1)T (33)
Proof: Carrying out the procedure in Lemma 1 over T
time slots, we obtain the following
∆TF (0) ≤
T∑
n=1
N∑
i=1
(Ui(n− 1) + Ci)(Ai(n)− ηiPi(n)∆t)
+B3T + β
T∑
n=1
(Snet(n) +
N∑
i=1
Pi(n))
2 (34)
Now, we want to compare the bound on the RHS of (34) under
the myopic charging schedule {Pi(n)}, which are computed
by Algorithm 1, against a static optimal solution of (11)
with perfect knowledge of all stochastic dynamics, which we
denote as {P stati (n)}. Because Algorithm 1 always greedily
maximizes (15), the RHS of the above can be further bounded
as follows:
∆TF (0)
≤
T∑
n=1
N∑
i=1
(Ui(n− 1) + Ci)(Ai(n)− ηiP
stat
i (n)∆t)
(B1 +B3)T + β
T∑
n=1
(Snet(n) +
N∑
i=1
P stati (n))
2 (35)
The extra term B1 =
∑N
i=1(Ci + Ki)Ki is introduced to
bound the case where the energy queues are small, so that the
charging process stops in the middle of a time slot. In such a
case, we have
(Ui(n− 1) + Ci)ηiP
stat
i (n)∆t ≤ (Ki + Ci)Ki (36)
We next bound the drift in the energy queue lengths. Note that
the energy queue length for each PEV i can be written as the
following:
Ui(n) = Ui(0) +
n∑
k=1
(
Ai(n)− ηiPi(n)∆t
) (37)
Thus, Ui(n) can be bounded as follows:
Ui(0)−Kin ≤ Ui(n) ≤ Ui(0) +Kin (38)
which yields the following bound:
Ui(n− 1)
(
Ai(n)− ηiP
stat
i (n)∆t
)
≤
Ui(0)
(
Ai(n)− ηiP
stat
i (n)∆t
)
+K2i (n− 1) (39)
Plugging the above inequality into the (35) yields
∆TF (0)
≤
N∑
i=1
(Ui(0) + Ci)
( T∑
n=1
(
Ai(n)− ηiP
stat
i (n)∆t
))
+ B1T
+B3T +B3
T∑
n=1
(n− 1) + β
T∑
n=1
(Snet(n) +
N∑
i=1
P stati (n))
2
(a)
= B1T +B3
T (T + 1)
2
+ βf˜⋆(1)T (40)
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where step (a) is because {P stati (n)} solves the optimization
(11), and satisfies
T∑
n=1
(
Ai(n)− ηiP
stat
i (n)∆t
)
= 0 (41)
1
T
T∑
n=1
(Snet(n) +
N∑
i=1
P stati (n))
2 = f˜⋆(1) (42)
Thus, the lemma follows.
We next extend the above analysis from one day to D days:
Lemma 3: The drift of F (n) over the first DT time slots
satisfies
∆DTF (0) ≤ B1DT +B3
DT (T + 1)
2
+ βT
D∑
d=1
f˜⋆(d)
Proof: This can be simply obtained by summing the
bound in Lemma 2 over D days.
We are now ready to prove the first part of Theorem 3.
Proof: (Cost Optimality of Algorithm 1) According to the
bound in Lemma 3, the average cost of the first D days under
Algorithm 1 can be bounded as
1
DT
DT∑
n=1
(Snet(n) +
N∑
i=1
Pi(n))
2
≤
1
βDT
F (DT )
=
F (0) + ∆DTF (0)
βDT
≤
F (0)
DT
+
B1
β
+B3
T + 1
2β
+
1
D
D∑
d=1
f⋆(d) (43)
Thus, after taking D → ∞, the cost optimality claim in (17)
follows.
B. Stability
The proof of the second part of Theorem 3 requires another
set of lemmas bounding the drift of F (n). We start with the
first one the T -slot drift of the function F (n).
Lemma 4: Under Algorithm 1, the first T -slot drift of F (n)
can be bounded as
∆TF (0) ≤ −ε
T∑
n=1
N∑
i=1
(Ui(n) + Ci) +B1T
+(B2 +B3)
T (T + 1)
2
+ βf˜maxT (44)
Proof: Denote {P feasi (n)} as a sequence of strictly fea-
sible charging schedules, which satisfy (16). Because the
charging schedules {Pi(n)} by Algorithm 1 always greedily
maximize (15), we can obtain a similar bound as (35) as
follows:
∆TF (0)
≤
T∑
n=1
N∑
i=1
(Ui(n− 1) + Ci)(Ai(n)− ηiP
feas
i (n)∆t)
+B1T +B3T + β
T∑
n=1
(Snet(n) +
N∑
i=1
P feasi (n))
2
≤
T∑
n=1
N∑
i=1
(Ui(n− 1) + Ci)(Ai(n)− ηiP
feas
i (n)∆t)
+B1T +B3T + βf˜
maxT (45)
From (38), the following bound holds:
Ui(n− 1)
(
Ai(n)− ηiP
feas
i (n)∆t
)
≤
Ui(0)
(
Ai(n)− ηiP
feas
i (n)∆t
)
+K2i (n− 1) (46)
Plugging the above into (45) and applying (16) yields
∆TF (0)
≤
N∑
i=1
(Ui(0) + Ci)
( T∑
n=1
(Ai(n)− ηiP
feas
i (n)∆t)
)
+B1T +B3
T (T + 1)
2
+ βf˜maxT
≤ −εT
N∑
i=1
(Ui(0) + Ci) +B3
T (T + 1)
2
+B1T + βf˜
maxT (47)
Finally, from (38) the above can be further bounded as
∆TF (0)
≤ −ε
N∑
i=1
T∑
n=1
(Ui(n)−Kin+ Ci)
+B1T +B3
T (T + 1)
2
+ βf˜maxT
= −ε
N∑
i=1
T∑
n=1
(Ui(n) + Ci) +B2
T (T + 1)
2
+B1T +B3
T (T + 1)
2
+ βf˜maxT (48)
from which the lemma follows.
Similarly, the drift of F (n) over D days can be bounded
by the following lemma.
Lemma 5: The drift of F (n) over the first D days can be
bounded as follows:
∆DTF (0) ≤ −ε
DT∑
n=1
N∑
i=1
(Ui(n) + Ci) +B1DT
+(B2 +B3)
DT (T + 1)
2
+ βDf˜maxT (49)
Proof: This can be easily verified by applying Lemma 4
D times and summing the bounds.
We are now ready to prove the second part of Theorem 3.
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Proof: (Stability of Algorithm 1) From (49) one can easily
see that
1
DT
DT∑
n=1
N∑
i=1
(Ui(n) + Ci)
≤
F (0)− F (DT )
εDT
+
B1
ε
+
(B2 +B3)(T + 1)
2ε
+
βf˜max
ε
≤
F (0)
εDT
+
B1
ε
+
(B2 +B3)(T + 1)
2ε
+
βf˜max
ε
(50)
from which (18) follows from above by taking D →∞.
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