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E-mail address: yavuzege@gmail.com (Y. Ege).In industry, there is a need for remote sensing and autonomous method for the identifica-
tion of the ferromagnetic materials used. The system is desired to have the characteristics
of improved accuracy and low power consumption. It must also autonomous and fast
enough for the decision. In this work, the details of inaccurate and low power remote sens-
ing mechanism and autonomous identification system are given. The remote sensing
mechanism utilizes KMZ51 anisotropic magneto-resistive sensor with high sensitivity
and low power consumption. The images and most appropriate mathematical curves
and formulas for the magnetic anomalies created by the magnetic materials are obtained
by 2-D motion of the sensor over the material. The contribution of the paper is the use
of the images obtained by the measurement of the perpendicular component of the Earth
magnetic field that is a new method for the purpose of identification of an unknown mag-
netic material. The identification system is based on two kinds of neural network struc-
tures. The MultiLayer Perceptron (MLP) and the Radial Basis Function (RBF) network
types are used for training of the neural networks. In this work, 23 different materials such
as SAE/AISI 1030, 1035, 1040, 1060, 4140 and 8260 are identified. Besides the ferromag-
netic materials, three objects are also successfully identified. Two of them are anti-personal
and anti-tank mines and one is an empty can box. It is shown that the identification system
can also be used as a buried mine identification system. The neural networks are trained
with images which are originally obtained by the remote sensing system and the system
is operated by images with added Gaussian white noises.
Crown Copyright  2012 Published by Elsevier Ltd. All rights reserved.1. Introduction They have a spectrum of applications varying from acous-In recent years, a lot of intelligent systems and algo-
rithms such as neural networks, fuzzy systems, belief func-
tions, and learning and/or training algorithms have been
developed and applied for the identification of a variety of
quantities successfully. Also, today, a variety of methods
are used for remotely sensing the objects and materials.2012 Published by Elseviertics to all kind of imaging including THz band. In this work,
a remote sensing and identification of the dimensions
and magnetic characteristics of materials which are widely
used in industry by use of neural networks (NNs) is devel-
oped, implemented and comprehensive experiments are
carried out. This work is the continuation of our previous
study [1]. In the works, we have concentrated on the detec-
tion of improved and manufacturing-type steels with
ferromagnetic characteristics widely used in industrial
applications. The remote sensing is achieved by using aLtd. All rights reserved.
S. Nazlibilek et al. / Measurement 45 (2012) 734–744 735magnetic anomaly method [2–9]. The neural networks are
extensively used for identification and classification pur-
poses [10,11].
Since the magnetic permeability of this type of materi-
als is very high, they attract the magnetic field lines of the
Earth which are parallel to the ground toward themselves.
In this case, there will be two components of the lines: One
is horizontal, and the other is vertical. If the vertical com-
ponent that occurred with the availability of magnetic
material can be sensed by the magnetic sensor, then it will
be possible to identify the material. In order to achieve it,
the sensitivity of the sensor becomes important. For this
reason, in this paper, a KMZ51 magnetosensitive sensor
with low power and high sensitivity is used. The study
presented here and the previous paper [1] is unique since
reduced power consumption and highly accurate measure-
ments can be achieved. Furthermore, this is a new ap-
proach for the identification of material with magnetic
characteristics which can be achieved based on the detec-
tion of the vertical component of the Earth’s magnetic field
[5–9]. In addition, if the field lines of the Earth at a location
where magnetic materials are found are constant and
homogeneous, then it may give rise to some difficulties
in identifying the material. This work has been carried
out in an environment where the Earth magnetic field is
homogeneous and the value of it is 4.4  105 T. After
installing the experiment measurement system in this
environment, some materials made up of steel with vari-
ous chemical compositions and magnetic permeabilities
have been brought to the scanning area of the sensor.
The data obtained by scanning a plane which is parallel
to the plane of the materials have been analyzed and used
to capture some geometric properties of the materials.
Now, we introduce an intelligent subsystem, a neural net-
work (Fig. 1), to our sensing mechanism for autonomous
and fast identification. In industry, there is a need for re-
mote sensing and autonomous method for the identifica-
tion of the ferromagnetic materials used. The system is
desired to have the characteristics of improved accuracyNN2
NN1
Fig. 1. The general diagram of the neural network (NN) system used in
the identification process.and low power consumption. It must also autonomous
and fast enough for the decision. In this work, the details
of an accurate and low power remote sensing mechanism
and autonomous identification system are given.
The contribution of the paper is the use of the images
obtained by the measurement of the perpendicular compo-
nent of the Earth magnetic field that is a new method for
the purpose of identification of an unknown magnetic
material. The identification system is based on two kinds
of neural network structures. The MultiLayer Perceptron
(MLP) and the Radial Basis Function (RBF) network types
are used for training of the neural networks. In this work,
23 different materials such as SAE/AISI 1030, 1035, 1040,
1060, 4140 and 8260 are identified. Besides the ferromag-
netic materials, three objects are also successfully identi-
fied. Two of them are anti-personal and anti-tank mines
and one is an empty can box. It is shown that the identifi-
cation system can also be used as a buried mine identifica-
tion system. The neural networks are trained with images
which are originally obtained by the remote sensing sys-
tem and the system is operated by images with added
Gaussian white noises.
The paper is organized as follows. Section 2 describes
the measurement system. In Section 3, the structure of
the identification system is given. Section 4 presents the
operation of the identification system and experimental
results.2. Measurement system
A scanner moving in three dimensions with a KMZ51
magneto-resistive sensor is used to measure the magnetic
anomaly created by the magnetic material whose magnetic
characteristics is to be identified (Fig. 2) [1–12]. The analog
data (voltage) produced by the sensor is digitized by a 24-bit
ADC (AD7714) and transferred to the computer for further
processing (Fig. 3). z-Component of the anomaly is mea-
sured.
The materials used in this study are listed in Table 1.
The data collected to create the image of magnetic
anomalies are the strengths of the magnetic field at theFig. 2. The 3D scanner used for data acquisition.
Fig. 3. The 24-bit data acquisition circuit.
Table 1
The chemical contents of the magnetic materials.
SAE/AISI C Si Mn Pmax Smax Cr Mo
1030 0.28 0.15 0.60 0.040 0.050 – –
0.34 0.35 0.90
1035 0.32 0.15 0.60 0.040 0.050 – –
0.38 0.35 0.90
1040 0.37 0.15 0.60 0.040 0.050 – –
0.44 0.35 0.90
1060 0.55 0.15 0.60 0.040 0.050 – –
0.65 0.35 0.90
4140 0.38 0.15 0.50 0.035 0.035 0.90 0.15
0.45 0.40 0.80 1.20 0.30
8620 0.18 0.15 0.60 0.040 0.040 0.40 0.15
0.23 0.35 0.90 0.60 0.25



































































Fig. 4. Sensor output voltage variations through x-axis (a) measured
curve; (b) fitted Gaussian curves.
736 S. Nazlibilek et al. / Measurement 45 (2012) 734–744point where the measurement is carried out. They are put
into a matrix Mi The elements of the matrix Mi are listed as
a k dimensional vector, m, where k = m  n, m is the num-
ber of elements in the row and n is the number of elements
in the column of the matrix Mi. This vector is used as the
input to the neural network used. The input vector can
be written as
m ¼ ½m1;m2;m3; . . . ;mkT ð1Þ
The variation of the sensor output voltage about at the
center of the edge on the y axis and through the x-axis
and the curve fitted on it are shown in Fig. 4. The mathe-
matical formula for the Gaussian curve fitted is


















where V0; constant value from the sensor when there is no
material; xc1 and xc2; the x coordinates of two peaks of theGaussian curves; W1 and W2; widths of the Gaussian
curves; A1 and A2; the area between the curves and the
V0 asymptote. Although the sensor output voltage charac-
teristics are similar in shape for the materials, the values
of the parameters of the curvesV0, xc1, W1, A1, xc2, W2, A2
may change. The identification process actually is based
on these variables and parameters for different materials.
However, in this work only the images obtained are trained
and identified by neural nets.
The length or dimension of a material can be determined
from the difference between the x coordinates of the peak
values of the Gaussian curves. Therefore, a database com-
posed of the curves of d = xc2  xc1 versus length for each
type of material has to be created. Table 2 gives an example
of such a database. These curves are used to train the
dimension classifier, NN1 which in turn is used to obtain
the dimension of the material under investigation.
Table 2
A database composed of the curves of D = XC2  XC1 versus length, l, for each type of material.
Material Difference curve Sample vector for the input to the NN module
d = xc2  xc1 (cm) L (Length) (cm)
AISI 1030


























S. Nazlibilek et al. / Measurement 45 (2012) 734–744 737Similarly, the curves of the sensor output voltage level
versus height of the sensor which can be used for the
determination of the type of the materials can be seen in
Table 4. The curves are also sampled and the sampled
values are listed. These curves can be used to train another
neural network module identifying the type of the mate-
rial. However, the use of these curves are optional in this
study, and only the images are enough for material
identification.
The neural network (NN) system used for the identifica-
tion process is shown in Fig. 1. The NN consists of two
modules. The first module, NN1, uses the difference value
between the two peaks of the Gaussian curve as the input
and the length of the material as the output. It identifies
the dimension of the material. It is called the ‘‘dimension
classifier’’. The second module, NN2, has the images of the
magnetic anomaly as the input vector and the type code
of the material as the output. It identifies the type of the
material. It is called the ‘‘image classifier’’. This module also
accepts the inputs from the other modules to fortify the
decision for the identification. It is the main classifier of
the overall system.
The neural network modules, NNs, transform the input
vectors into outputs that can be used as the information of
identification of materials. These transformations can be
written as follows:
L ¼ ðTNN1Þ  d ð3ÞTable 3
The codes of the type of magnetic materials.
Material Code Relative permeability
lx lz
AISI 1030 1 1560 350
AISI 1035 2 1650 405
AISI 1040 3 235 2920
AISI 1060 4 295 3570
AISI 4140 5 3220 220
AISI 8620 6 1520 305Tm ¼ ðTNN2Þ m ð4Þ
where L is the length of the material in cm; Tm is a vector
whose entries 2{1,1}: the type code of the material.
As seen, the length of the material is directly produced
from the NN in cm. The type of the material is coded as an
integer number as seen in Table 3.
2.1. Training period
During the training period, the data in Tables 2 and 3 in
the form of vectors described as in the above are applied to
the neural network modules. After the training period, the
weights are adjusted to give appropriate outputs based on
the inputs applied.
2.2. Transformation period
The networks are operated to transform a measured
data into information that it identifies the dimension and
the type of the magnetic material. During the transforma-
tion, the input data obtained by the sensor scanner system
and transferred to the computer is applied to the inputs of
the neural network modules the output is obtained imme-
diately. The neural network system produces the identified
output. Several examples are shown in Table 4.
3. The structure of the identification system
The identification system is based on a neural network.
In this study, we developed two kinds of neural network
structures. The first kind of structure (Structure 1) is made
up of a mono block MultiLayer neural network with 3600
(40  90) inputs and 23 outputs. Only one output line is
enabled (that is, 1) and all the others are disabled (i.e. 1)
during the operation. The second type of structure (Struc-
ture 2) is made up of 23 network blocks. Each network block
has 3600 (40  90) lines in parallel as inputs and two lines
as outputs. The active output is (1,1) and inactive output

























































































































































   
   
















































































































Fig. 5. The neural network structures used for the system implementa-
tion. (a) The first structure (Structure 1) for the Classifier A and B. (b) The
second structure (Structure 2) for Classifier C and D.
738 S. Nazlibilek et al. / Measurement 45 (2012) 734–744produces (1,1) and all the others produce (1,1). These
two structures are shown in Fig. 5. Based on the two struc-
tures and network types, four types of classifiers are imple-
mented. They are called ClassifierA, B, C, and D. The details of
the classifiers are given in the next section, but as a first
look, we can give a block diagram definition of them as fol-
lows. The Classifier A is a Structure 1 type network utilizing
MultiLayer Perceptron (MLP). The Classifier B is also Struc-
ture 1 type neural network utilizing Radial Basis Function
(RBF). The Classifier C is a Structure 2 type neural network
utilizing MultiLayer Perceptron (MLP). The Classifier D is
also Structure 2 type neural network utilizing Radial Basis
Function (RBF).
A MultiLayer Perceptron (MLP) is a feedforward ANN
(Artificial Neural Network) model based on supervised
training. An MLP consists of a set of input units (the input
layer), one or more sets of computation nodes (the hidden
layers), and one set of computation/output nodes (the out-
put layer). Connections are always made forward, on a
layer-by-layer basis [13,14].
AISI1030A (Im-1) AISI1030B (Im-2)                AISI1030C (Im-3)                AISI1030D (Im-4) 
AISI1030E (Im-5)  AISI1030F (Im-6)  AISI1030G (Im-7)  AISI1060A (Im-8) 
AISI1060B (Im-9)  AISI1060C (Im-10) AISI1035A (Im-11) AISI1035B (Im-12) 
AISI1040 (Im-13)  AISI1060S (Im-14) AISI4140 (Im-15)               AISI8620 (Im-16) 
8620-1030G (Im-17) Two 1030C (Im-18)             1035A-8620 (Im-19) 1060-8620 (Im-20) 
    M2-AP-Mine (Im-21) M16-AP-Mine (Im-22)                 Tin (Im-23)
Fig. 6. Images of magnetic anomalies created by a couple of magnetic materials.
S. Nazlibilek et al. / Measurement 45 (2012) 734–744 739The RBF network is, like the MLP, a MultiLayer feedfor-
ward neural network. It has a single hidden layer while the
MLP can have one or more [15]. In this work, the hidden
layers in RBF networks use Gaussian density functions as
their activation functions.4. Operation of the identification system and
experimental results
In Fig. 6, it can be seen 23 images with a dimension of
40  90 pixels. They are numerated as Im-k for k = 1, . . . ,
AISI1030A 
Fig. 7. Images with additive Gaussian white noise having zero means and the variances of 2  106, 5  106, 9  106 ve 3  105from left to right
respectively.
Table 5
Properties of Classifier A.
Number of hidden layers 3
The type of activation functions and number of neurons used in hidden layers 1st hidden layer Tangent-sigmoid 30
2nd hidden layer Tangent-sigmoid 35
3rd hidden layer Tangent-sigmoid 35
Activation function used in output layer Tangent-sigmoid
Algorithm used in training Scaled conjugate gradient backpropagation
Training period 266.86 s
Mean square error (mse) value at the end of the training period 9.26e08
Table 6
Test results of classifier a having input images with an additive Gaussian white noise having zero mean and a variance of 2  106.
Individual outputs of the Classifier A Image numbers of the inputs of the Classifier A with additive Gaussian white noise
1 6 11 18 21
1 0.9995 1.0000 1.0000 1.0000 0.9998
2 1.0000 0.9998 1.0000 1.0000 1.0000
3 1.0000 1.0000 1.0000 0.9998 1.0000
4 1.0000 0.9999 1.0000 1.0000 1.0000
5 1.0000 1.0000 1.0000 0.9997 1.0000
6 0.9995 0.9994 1.0000 1.0000 1.0000
7 0.9997 0.9994 1.0000 1.0000 1.0000
8 1.0000 1.0000 1.0000 0.9998 1.0000
9 1.0000 1.0000 0.9998 0.9998 1.0000
10 1.0000 1.0000 0.9998 1.0000 0.9999
11 1.0000 1.0000 0.9993 0.9999 1.0000
12 0.9999 1.0000 1.0000 1.0000 0.9995
13 1.0000 0.9999 1.0000 1.0000 0.9999
14 1.0000 1.0000 1.0000 1.0000 1.0000
15 0.9999 1.0000 1.0000 1.0000 0.9999
16 1.0000 0.9999 0.9994 1.0000 1.0000
17 1.0000 1.0000 1.0000 0.9998 1.0000
18 1.0000 1.0000 1.0000 0.9992 1.0000
19 1.0000 1.0000 0.9998 0.9995 0.9998
20 1.0000 1.0000 1.0000 0.9996 1.0000
21 1.0000 0.9998 1.0000 1.0000 0.9990
22 1.0000 1.0000 1.0000 0.9999 0.9990
23 1.0000 0.9996 1.0000 1.0000 0.9999
Table 7
Properties of the Classifier B.
Number of neurons in hidden layer 67
Spread parameter 1
Training period 24.34 s
Mean square error (mse) value after training 5.33e-09
740 S. Nazlibilek et al. / Measurement 45 (2012) 734–74423 for ease of handling. The height of the sensor is
z = 10 cm.
Before training operation, the Gaussian white noises
with zero means and variances of 2  106, 5  106,9  106 and 3  105 have been added to the images as
shown in Fig. 7.
As it mentioned above, four types of classifiers (A, B, C,
and D) based on artificial neural networks have been de-
signed for the identification purpose of the images. During
the training phases of the neural networks, the original
images together with the images to which Gaussian white
noise with zero mean and variances of 5  106 ve
3  105 added have been used. The trained neural nets
have been tested with the images having an additive Gauss-
ian white noise with zero mean and variances of 2  106
Table 8
Test results of classifier b having input images with an additive gaussian white noise having zero mean and a variance of 9  106.
Individual outputs of the Classifier B Image numbers of the inputs of the Classifier B with additive Gaussian white noise
5 7 13 19 22
1 0.9982 1.0014 0.9998 0.9999 0.9999
2 1.0037 1.0011 1.0007 1.0008 1.0002
3 1.0127 1.0133 1.0129 1.0127 1.0118
4 1.0000 1.0000 1.0000 1.0000 1.0000
5 0.9501 0.9999 0.9998 0.9998 1.0003
6 0.9996 0.9991 1.0000 1.0000 0.9995
7 1.0001 0.9552 1.0000 1.0000 1.0000
8 0.9996 1.0007 1.0005 1.0005 1.0019
9 1.0003 0.9998 0.9999 0.9998 1.0001
10 1.0001 1.0001 1.0001 1.0001 1.0001
11 0.9976 0.9976 0.9973 0.9975 0.9972
12 0.9998 0.9999 0.9999 1.0000 0.9999
13 0.9997 0.9996 0.9547 0.9996 0.9997
14 0.9879 0.9982 0.9989 0.9984 0.9973
15 1.0000 1.0000 1.0000 1.0000 1.0000
16 1.0047 1.0012 1.0019 1.0018 1.0018
17 0.9420 0.9383 0.9404 0.9419 0.9453
18 1.0036 1.0039 1.0038 1.0027 1.0034
19 1.0001 1.0001 1.0002 0.9569 1.0001
20 1.0000 1.0010 1.0009 1.0014 1.0008
21 1.0000 1.0000 1.0000 1.0000 1.0000
22 1.0006 1.0001 0.9977 1.0001 0.9594
23 0.9999 1.0000 1.0000 1.0000 1.0000
Table 9
Properties of the Classifier C.
Sub classifiers forming the
Classifier C




Mean square error (mse) value at the end of the training
period
1 5 30.41 s 2.39e04
2 6 10.03 s 6.26e09
3 6 6.42 s 7.47e08
4 6 3.89 s 3.12e08
5 6 9.61 s 1.01e07
6 6 14.26 s 4.35e08
7 6 4.14 s 1.37e07
8 6 15.70 s 1.34e08
9 6 5.23 s 3.49e08
10 6 6.52 s 7.82e08
11 6 3.73 s 5.70e09
12 6 6.50 s 1.36e07
13 6 4.84 s 7.67e08
14 7 12.81 s 7.97e08
15 6 4.65 s 8.30e08
16 7 20.89 s 1.37e07
17 6 21.91 s 4.99e08
18 6 5.98 s 2.39e08
19 6 4.06 s 2.25e08
20 6 14.74 s 5.06e08
21 6 7.75 s 1.48e08
22 8 12.16 s 1.68e07
23 6 5.70 s 1.15e08
S. Nazlibilek et al. / Measurement 45 (2012) 734–744 741ve 9  106. This kind of testing ensures that the system can
operate very well and achieve identification satisfactorily.4.1. Classifier A
It is a neural network with 3600 (40  90) inputs and 23
outputs (Structure 1). It is a MultiLayer Perceptron (MLP).
The structure and training details of the classifier are given
in Table 5.The results of some of the outputs during the transfor-
mation phase after the training where the inputs to the
Classifier A are images with additive Gaussian white noise
having zero mean and a variance of 2  106 are given in
Table 6. Similarly, the results of some of the outputs during
the transformation phase after the training where the in-
puts to the Classifier A are images with additive Gaussian
white noise having zero mean and a variance of 9  106
are obtained.100% accuracy have been obtained in both
testings. The accuracy is calculated as
Table 10
Test results of classifier c having input images with an additive gaussian white noise having zero mean and a variance of 2  106.
Sub classifiers Outputs of
sub classifiers
Input image numbers with additive Gaussian white noise
4 9 14 17 23
1 1 0.9995 0.9998 0.9997 0.9941 0.9994
2 0.9995 0.9998 0.9997 0.9933 0.9993
2 1 0.9999 0.9997 0.9999 0.9999 0.9999
2 1.0000 1.0000 1.0000 1.0000 1.0000
3 1 0.9996 0.9999 0.9998 0.9991 0.9992
2 0.9998 1.0000 1.0000 0.9999 0.9998
4 1 0.9990 1.0000 1.0000 1.0000 1.0000
2 0.9995 0.9999 0.9999 0.9999 0.9999
5 1 1.0000 1.0000 0.9999 0.9999 1.0000
2 0.9996 0.9996 0.9996 0.9996 0.9997
6 1 0.9992 0.9999 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000 1.0000
7 1 0.9989 0.9999 0.9999 0.9999 0.9999
2 0.9990 0.9999 0.9999 0.9999 0.9998
8 1 1.0000 1.0000 1.0000 1.0000 0.9997
2 1.0000 1.0000 1.0000 1.0000 0.9999
9 1 1.0000 0.9993 1.0000 1.0000 1.0000
2 0.9999 0.9992 0.9999 0.9999 0.9999
10 1 1.0000 0.9999 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000 1.0000
11 1 1.0000 1.0000 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000 1.0000
12 1 0.9995 0.9995 0.9995 0.9995 0.9995
2 1.0000 1.0000 1.0000 1.0000 1.0000
13 1 0.9996 0.9996 0.9996 0.9996 0.9996
2 1.0000 1.0000 1.0000 1.0000 1.0000
14 1 0.9999 0.9998 0.9989 0.9998 1.0000
2 0.9999 0.9999 0.9992 0.9999 1.0000
15 1 0.9996 0.9998 0.9998 0.9998 0.9998
2 1.0000 0.9999 0.9999 0.9999 0.9999
16 1 0.9995 1.0000 1.0000 0.9995 0.9996
2 0.9997 1.0000 1.0000 0.9997 0.9998
17 1 0.9999 1.0000 1.0000 0.9992 1.0000
2 1.0000 1.0000 1.0000 0.9988 1.0000
18 1 0.9999 0.9998 1.0000 0.9999 1.0000
2 1.0000 0.9997 0.9999 0.9999 0.9999
19 1 1.0000 1.0000 1.0000 1.0000 1.0000
2 1.0000 0.9999 1.0000 1.0000 1.0000
20 1 1.0000 1.0000 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000 1.0000
21 1 1.0000 0.9999 1.0000 1.0000 1.0000
2 1.0000 0.9999 1.0000 1.0000 1.0000
22 1 0.9998 1.0000 0.9996 0.9998 0.9998
2 0.9997 1.0000 0.9995 0.9997 0.9997
23 1 0.9998 1.0000 1.0000 1.0000 1.0000
2 0.9999 1.0000 1.0000 1.0000 0.9993
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 images=Number of imagesÞ  100 ð5Þ4.2. Classifier B
It is a neural network with 3600 (40  90) inputs and 23
outputs (Structure 1). It is a Radial Basis Function (RBF).
The structure and training details of the classifier are given
in Table 7. In this network, the number of neurons in hid-
den layer is increased from one to 67 one-by-one until
obtaining the best result.
The training period of Classifier B is shorter in compari-
son with the Classifier A. The value of the mean square error
of the Classifier B is lower than the Classifier A as well. The
results of some of the outputs during the transformationphase after the training where the inputs to the Classifier
B are images with additive Gaussian white noise having
zero mean and a variance of 2  106 are obtained. Simi-
larly, the results of some of the outputs during the transfor-
mation phase after the training where the inputs to the
Classifier B are images with additive Gaussian white noise
having zero mean and a variance of 9  106 are given in
Table 8. 100% accuracy have been obtained in both testings.4.3. Classifier C
It is a neural network which is composed of 23 modules
of MultiLayer Perceptron (MLP). Each module has 3600
(40  90) inputs, one hidden layer and two outputs (Struc-
ture 2). A tangent-sigmoid activation function is used at
the outputs of both hidden layer neurons and output layer
Table 11










(mse) value at the end
of the training period
1 30 4.67 s 7.40e05
2 30 5.32 s 2.00e04
3 30 5.38 s 6.20e06
4 30 4.61 s 4.29e06
5 30 4.89 s 3.15e05
6 30 4.69 s 6.41e05
7 30 4.81 s 9.10e06
8 30 4.61 s 4.31e04
9 30 5.37 s 8.49e05
10 30 4.66 s 4.43e05
11 30 4.62 s 5.02e04
12 30 4.66 s 2.59e05
13 30 4.96 s 4.62e07
14 30 4.96 7.26e05
15 20 4.07 1.94e04
16 30 5.00 4.67e05
17 30 4.75 7.67e05
18 30 4.94 6.23e07
19 30 4.76 1.07e06
20 30 5.02 7.71e05
21 30 4.76 4.78e06
22 30 4.76 3.02e04
23 30 4.84 7.00e06
Table 12
Test results of classifier d having input images with an additive gaussian






Input image numbers with additive Gaussian
white noise
3 8 13 20 22
1 1 0.9992 1.0031 1.0002 0.9994 1.0037
2 0.9992 1.0031 1.0002 0.9994 1.0037
2 1 0.9834 1.0403 1.0022 1.0048 0.9902
2 0.9834 1.0403 1.0022 1.0048 0.9902
3 1 0.9669 0.9992 0.9998 0.9970 0.9992
2 0.9669 0.9992 0.9998 0.9970 0.9992
4 1 1.0000 1.0000 1.0000 1.0000 0.9999
2 1.0000 1.0000 1.0000 1.0000 0.9999
5 1 1.0006 0.9942 1.0002 0.9996 1.0024
2 1.0006 0.9942 1.0002 0.9996 1.0024
6 1 1.0001 0.9938 1.0001 1.0002 0.9946
2 1.0001 0.9938 1.0001 1.0002 0.9946
7 1 1.0000 0.9976 1.0002 1.0000 0.9997
2 1.0000 0.9976 1.0002 1.0000 0.9997
8 1 1.0029 0.9749 1.0031 0.9918 0.9771
2 1.0029 0.9749 1.0031 0.9918 0.9771
9 1 0.9988 0.9637 1.0004 0.9988 0.9976
2 0.9988 0.9637 1.0004 0.9988 0.9976
10 1 1.0001 0.9882 1.0004 0.9996 0.9973
2 1.0001 0.9882 1.0004 0.9996 0.9973
11 1 1.0020 0.9970 1.0044 1.0044 0.9849
2 1.0020 0.9970 1.0044 1.0044 0.9849
12 1 1.0003 0.9959 1.0002 0.9990 0.9971
2 1.0003 0.9959 1.0002 0.9990 0.9971
13 1 1.0000 1.0000 0.9550 0.9997 0.9950
2 1.0000 1.0000 0.9550 0.9997 0.9950
14 1 1.0003 0.9812 1.0001 0.9873 0.9919
2 1.0003 0.9812 1.0001 0.9873 0.9919
15 1 1.0000 1.0000 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000 1.0000
16 1 1.0003 0.9920 1.0002 1.0052 1.0199
2 1.0003 0.9920 1.0002 1.0052 1.0199
17 1 0.9974 0.9950 0.9979 0.9995 0.9983
2 0.9974 0.9950 0.9979 0.9995 0.9983
18 1 0.9995 1.0000 1.0001 1.0007 1.0001
2 0.9995 1.0000 1.0001 1.0007 1.0001
19 1 1.0002 0.9999 0.9999 0.9995 0.9997
2 1.0002 0.9999 0.9999 0.9995 0.9997
20 1 1.0007 0.9987 1.0004 0.9696 1.0014
2 1.0007 0.9987 1.0004 0.9696 1.0014
21 1 0.9999 1.0000 1.0000 0.9999 0.9998
2 0.9999 1.0000 1.0000 0.9999 0.9998
22 1 0.9818 0.9944 0.9847 0.9875 0.9689
2 0.9818 0.9944 0.9847 0.9875 0.9689
23 1 0.9998 0.9991 1.0000 0.9995 1.0004
2 0.9998 0.9991 1.0000 0.9995 1.0004
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gate gradient backpropagation. The structure and training
details of the classifier are given in Table 9.
The average training period of Classifier C is 10.08 s and
the average mean square error value at the end of the
training period of Classifier C is 1.05e05.
During the testing phase, the same image is applied to
23 sub modules in parallel and the outputs are obtained
simultaneously. The results of some of the outputs during
the transformation phase after the training where the in-
puts to the Classifier C are images with additive Gaussian
white noise having zero mean and a variance of 2  106
are given in Table 10. Similarly, the results of some of the
outputs during the transformation phase after the training
where the inputs to the Classifier C are images with addi-
tive Gaussian white noise having zero mean and a variance
of 9  106 are obtained. 100% accuracy have been ob-
tained in both testings.4.4. Classifier D
It is a neural network which is composed of 23 modules
of Radial Basis Function (RBF) Networks. Each module has
3600 (40  90) inputs and two outputs (Structure 2). In
this network, the number of neurons in hidden layer is in-
creased from one to 30 one-by-one until obtaining the best
result. The spread parameter is taken as 1. The structure
and training details of the classifier are given in Table 11.
The average training period of Classifier D is 4.83 s and
the average mean square error value at the end of the
training period of Classifier D is 9.83e05.
During the testing phase, the same image is applied to
23 sub modules in parallel and the outputs are obtainedsimultaneously. The results of some of the outputs during
the transformation phase after the training where the in-
puts to the Classifier D are images with additive Gaussian
white noise having zero mean and a variance of 9  106
are given in Table 12. Similarly, the results of some of the
outputs during the transformation phase after the training
where the inputs to the Classifier D are images with addi-
tive Gaussian white noise having zero mean and a variance
of 2  106 are obtained. 100% accuracy have been ob-
tained in both testings.
The training periods of Classifier C and Classifier D are
shorter than the training periods of Classifier A and Classi-
fier B. However, Classifier B has the lowest mean square
744 S. Nazlibilek et al. / Measurement 45 (2012) 734–744error value at the end of training period in comparison
with the other classifiers.
5. Conclusion
In the study on materials with magnetic characteristics,
we understand that the identification of magnetic materi-
als can be achieved successfully by assessing the magnetic
anomalies which occurred at the vertical component of the
Earth magnetic field. During the studies all of the measure-
ments related to the anomalies have been done by a
KMZ51 MR sensor. In the previous work [1], first, the
appropriate heights of sensor are determined for magnetic
materials having various chemical contents. Then, how the
identification of materials with their lengths, diameters,
and upper surface images can be achieved is explained
by a concrete example. The types of magnetic materials
used in industry can be created by changing the chemical
content of the materials based on their application areas.
For example, carbon increases the hardness of a steel, but
sulfur and phosphorous may make it fragile. Hence, what
type of magnetic material which has been used for a prod-
uct is previously known. Therefore, identification of a mag-
netic characteristic is not our business. This is nota
parameter that we have to determine. However, a neces-
sary condition is that the measurement system has to be
calibrated previously for each kind of materials. Also, it is
necessary to create a database storing the graphics shown
in Fig. 4 for each type of material. Then, the length or diam-
eter of the material can be determined by this measure-
ment system. In this paper, we tried to identify a
magnetic material by means of an intelligent system, that
is, a neural network autonomously. A database holding
23 types of magnetic materials with various chemical con-
tents is created. They are used to train the neural network
system. The capacity of the database can easily be ex-
tended with new kinds of materials by use of the measure-
ment system developed here. There are some restrictions
on this paper. It is clear that the change in the Earth mag-
netic field in different regions and the availability of some
sources of magnetic field other than the Earth magnetic
field may affect the sensor output voltage. In such an envi-
ronment, it is more difficult to determine the dimensions
of a material. Furthermore, it must be noted that the meth-
od proposed for the determination of dimension depends
also on the value of the homogeneous Earth magnetic field.
For example, while the strength of the field is 4.4  105
Tin the region where the measurements took place, it
may be different in other locations. Therefore, it is essential
to calibrate the measurement system in the region where it
has to be used. However, in practice, it is desired that an
autonomous identification system must be robust enough
and does not necessitate an accurate calibration. Therefore,
we utilized a neural network system that can easily elimi-nate these kinds of requirements. The resolution of the
ADC is 12 bit. It is more than enough for obtaining the
images of the magnetic anomalies. The main advantage
of this measurement system is that it utilizes a sensor
measuring directly the Earth’s magnetic field. It gives the
user a more accurate system with less power consumption.
This is an innovative system that is used here, and it differs
from the similar systems used in industry today. The sys-
tem proposed here is able to give directly the length or
the diameter of a material from the curves. The neural net-
work that we use is able to decide whether the material is
cylindrical or prismatic by training fitted curves automati-
cally based on the characteristic variations and determin-
ing the variables d = xc2  xc1 or W on these curves. The
last but not least, the system proposed here can easily be
used in buried mine detection and identification purposes.
Actually, we have already given two kinds of buried mines
such as anti-personal mine and anti-tank mine to be iden-
tified easily as seen in 21st and 22nd samples trained.
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