The analysis of functional diversity and its dynamics in the environment is essential for understanding the microbial ecology and biogeochemistry of aquatic systems. Here we describe the development and optimization of a DNA microarray method for the detection and quantification of functional genes in the environment and report on their preliminary application to the study of the denitrification gene nirS in the Choptank RiverChesapeake Bay system. Intergenic and intragenic resolution constraints were determined by an oligonucleotide (70-mer) microarray approach. Complete signal separation was achieved when comparing unrelated genes within the nitrogen cycle (amoA, nifH, nirK, and nirS) and detecting different variants of the same gene, nirK, corresponding to organisms with two different physiological modes, ammonia oxidizers and denitrifying halobenzoate degraders. The limits of intragenic resolution were investigated with a microarray containing 64 nirS sequences comprising 14 cultured organisms and 50 clones obtained from the Choptank River in Maryland. The nirS oligonucleotides covered a range of sequence identities from approximately 40 to 100%. The threshold values for specificity were determined to be 87% sequence identity and a target-to-probe perfect match-to-mismatch binding free-energy ratio of 0.56. The lower detection limit was 10 pg of DNA (equivalent to approximately 10 7 copies) per target per microarray. Hybridization patterns on the microarray differed between sediment samples from two stations in the Choptank River, implying important differences in the composition of the denitirifer community along an environmental gradient of salinity, inorganic nitrogen, and dissolved organic carbon. This work establishes a useful set of design constraints (independent of the target gene) for the implementation of functional gene microarrays for environmental applications.
Present understanding of the role of microorganisms in nitrogen cycling in aquatic environments is partly derived from measuring and modeling the distribution of chemical compounds and determining their transformation rates in situ. While this approach has led to an appreciation of the overwhelming importance of microbes in regulating ecosystem biogeochemistry, it still represents an oversimplification of the complexities of microbial processes. Individual transformation steps are associated with metabolically defined groups of microorganisms (e.g., denitrifiers, nitrifiers, and nitrogen fixers, etc.). Diverse microorganisms can perform each individual step, providing for redundancy of capabilities within an assemblage. Such groupings of bacteria that perform a common function can be defined as a functional guild. The diversity within each of the guilds intuitively suggests a central role of functional guild composition in defining the function (rate and regulation of processes) and stability of ecosystems, yet the implications of such a model are not well understood even in macroecology (23) . Recent microbial diversity studies, focused both on 16S rRNA genes and functional genes encoding enzymes responsible for specific transformations, indicate that functional guilds can be immensely diverse (3, 11, 13, 32) .
Different microbial communities may be composed of quite different groups of species yet perform essentially the same processes. This raises the fundamental question of how the structure and diversity of the functional guilds in a microbial community are reflected in ecosystem function. The diversity of functional genes is likely to be important for the function of the N cycle in aquatic environments, and conversely, guild diversity is probably constrained by the physical and chemical complexity of the environment. Due to methodological limitations, it has been difficult until recently to investigate the relationship between guild diversity and ecosystem function, stability, and redundancy in the microbial world. This problem has become more accessible with the application of molecular approaches to study natural assemblages, which has facilitated the study of microbial diversity by reducing the reliance on cultivated strains and the biases associated with them.
In order to evaluate microbial guild diversity in relation to environmental factors and ecosystem complexity, it is necessary to characterize the diversity of the functional guild of interest and to evaluate the activity of individual members of the guild under different environmental conditions. DNA microarray technologies have great potential for characterizing microbial communities and their function in the environment (12) . Environmental applications of microarray technology include gene expression studies (28) , identification and genotyping of bacteria based on genomic DNA-DNA similarities (8, 20) , population genetics (7), and detection of functional genes (31) . In contrast to studies with single organisms in which the full genome sequence is known and genes of highly divergent sequence are targeted, microarray-based analysis of functional guilds faces the challenge of differentiating among a broad and partially unknown diversity of DNA targets with high sequence identity (31) . This poses challenging biophysical problems at the molecular level, related primarily to probe-target binding kinetics and hence specificity. Among the principal sources of variability are the nonspecific interactions due to combinato-rial complexities in the target population, the thermodynamic equivalence of probes, and the preparation and amplification of the test DNA. Two-color competitive hybridization, the most-commonly used methodology in microarray studies (22, 24) , uses ratio values from the competitive hybridization of each probe with its target. Application of this technique to the comparison of samples differing in their target gene composition allows the relative determination of these differences.
Here we present results from two microarrays-one which contained probes derived from previously known functional genes representing denitrification, nitrogen fixation, and ammonia oxidation and one which utilized in vitro-amplified DNA sequences representing nitrite reductase genes (nirS) obtained from estuarine sediments. Specificity, resolution, and detection limits were optimized for the two 70-mer oligonucleotide probe microarrays. The nirS microarray was used to investigate the community composition in terms of nitrite reductase gene (nirS) diversity at two sites.
MATERIALS AND METHODS
Oligonucleotide probe set design. Microarray BC001 (for BioComplexity 1) contained probes specific for a range of amoA (ammonia monooxygenase) (Mary Voytek, personal communication), nifH (nitrogenase) (Jonathan Zehr, personal communication), nirK (nitrite reductase; copper containing) (6, 25, 26) , and nirS (nitrite reductase; cytochrome cd 1 containing) (25, 26) genes from isolates and various environmental clones. For a listing of the probe names by their acronyms (i.e., amo for amoA, etc.) or their short clone identifiers, see Fig. 2 and 5 (see Tables at http: //snow.tamu.edu for probe and target details). Microarray BC002 contained 14 nirS probes derived from cultured organisms and 50 nirS probes obtained from a sediment sample from the Choptank River, Chesapeake Bay, Maryland (C. Francis and B. Ward, unpublished data). The probes were designed as 70-mer oligonucleotides covering a wide distribution of pairwise identity coefficients (percent identity between each pair of sequences). For each gene, the probes were derived from a unique segment of the sequence. Based on the target sequence alignment, this segment was chosen because sequence differences were randomly distributed over the length of the oligonucleotide. The oligonucleotide sequences (70-mers) were aligned using Sequencher (GeneCodes Corp., Ann Arbor, Mich.). Individual distance matrices (percent identity) for all the four gene groups in BC001 (amoA, nifH, nirK, and nirS) and all the nirS sequences in BC002 were generated with the PAUP software package (version 4.0b8a; Illinois Natural History Survey). The melting temperatures (T ms)of the oligonucleotides were in the range of 71 to 76°C. For the 64 nirS sequences in BC002 a neighbor-joining distance tree based on the 70-mer distance matrix was constructed with PAUP using Kimura two-parameter corrected distances. Bootstrap analysis (100 replicates) was used to estimate the reliability of the tree topology.
DNA microarray fabrication. All oligonucleotide probes (70-mers) (Operon Technologies, Inc., Calif.) were adjusted to a concentration of 0.05 g/l in 50% dimethyl sulfoxide and spotted in triplicate on CMT-GAPS amino silane-coated glass slides (Corning, Inc., Corning, N.Y.) using a GMS 417 microarrayer (AffyMetrix, Santa Clara, Calif.). After printing, the microarrays were baked at 80°C for 3 h to cross-link the DNA and stored in the dark at room temperature.
DNA amplification and labeling. For BC001, target DNAs for specificity testing were prepared from full-length PCR products: 730 bp for nirS, 435 bp for amoA, 540 bp for nirK, and 350 bp for nifH. For BC002, the target DNAs were full-length PCR products of 890 bp. DNA clones containing the target sequences of interest were PCR labeled in two separate reactions with Cy3 and Cy5 dCTP (Amersham Pharmacia Biotech, Inc., Piscataway, N.J.), respectively, and in the presence of T7 and M13R primers (nirS, nirK, and amoA) or T7 and Sp6 primers (nifH). The reaction mixes (final volume, 20 l) contained 2.5 M dATP, dGTP, and dTTP; 1.25 M dCTP; and 1.25 M Cy3 or Cy5 dCTP. Parameters for the 30-cycle PCR were as follows: denaturation at 95°C for 15 s, annealing at 55°C for 30 s, and extension at 72°C for 1 min. At the end an additional extension at 72°C for 10 min was performed.
The DNA from two sediment samples (0.5 g of surface sediment)-one from an up-river station, CR1A (070600CT100, July 2000, 38°48ЈN, 75°55ЈW), and one from a mid-river sample, HP (040301CT200, April 2001, 76°08ЈW, 38°37ЈN)-was extracted with the FastDNA SPIN kit for soil (Qbiogene, Inc., Carlsbad, Calif.). Ten to twenty nanograms of DNA from the sediment samples was labeled by PCR in separate reactions with Cy3 and Cy5 dCTP, respectively, and in the presence of the nirS-specific nirS1F and nirS6R primers resulting in an ϳ890-bp product (4) . One water column sample from the Chesapeake Bay (mid-depth, 8 m; total water depth, 16 m; 080901CB200 M, August 2001, 76°26ЈW, 38°34ЈN) (approximately 400 ml of water filtered onto a Sterivex column [0.2-m-pore-size filter; Millipore, Inc., Bedford, Mass.]) was amplified in the presence of random hexamers (Amersham Pharmacia Biotech, Inc., Piscataway, N.J.) as primers. The reaction mixes (final volume, 20 l) contained 2.5 M dATP, dGTP, and dTTP; 1.875 M dCTP; and 0.625 M Cy3 or Cy5 dCTP. PCR conditions were the same as above. Unincorporated Cy dCTPs were removed with a DyeEx spin column (Qiagen, Inc., Valencia, Calif.), and DNA concentrations in the solutions were determined from the absorbance values at 260 nm (DNA) and 550 nm (Cy3; E Cy3 ϭ 150,000 M Ϫ1 cm Ϫ1 ) or 649 nm (Cy5; E Cy3 ϭ 250,000 M Ϫ1 cm Ϫ1 ). Microarray hybridization and data acquisition. Experiments were performed in duplicate by hybridizing one microarray slide with a combination of Cy3-and Cy5-labeled targets and hybridizing the second identical slide with a labelinverted combination; i.e., those targets that were Cy3 or Cy5 labeled on the first slide were now Cy5 and Cy3 labeled, respectively. This experimental design resulted in duplicate data sets of triplicate spots per slide for each gene combination, i.e., a total of six values per probe. The microarrays were prehybridized in freshly made prehybridization buffer (5ϫ SSC [1ϫ SSC is 0.15 M NaCl plus 0.015 M sodium citrate], 1% blocking reagent [Genius system; Roche] or bovine serum albumin, 0.1% sodium dodecyl sulfate [SDS]) for 45 min at 65°C (or a range of hybridization temperatures for the temperature optimization experiments). After dipping the slides in room-temperature MilliQ water five times to remove excess prehybridization buffer and washing them once in isopropanol, the arrays were dried by centrifugation (1,700 ϫ g for 5 min) and hybridized immediately with the labeled target DNA. Prehybridized slides were placed in hybridization chambers (Corning, Inc.) and covered with a coverslip (22 by 60 mm), and hybridization mix was applied. The hybridization mix was prepared as follows: desired quantities of labeled targets were mixed to a maximum volume of 8 l, 5 g of poly(A) DNA (Amersham Pharmacia Biotech, Inc.) was added, and the mixture was denatured at 96°C for 3 min and placed on ice. Preheated (to hybridization temperature) hybridization buffer (72 l of GlassHyb; Clontech Laboratories, Inc., Palo Alto, Calif.) was mixed with the denatured targets and the 80 l hybridization mixture applied by capillarity to the microarrays. The chambers were sealed, wrapped in aluminum foil, and incubated at 65°C for 16 to 18 h. After hybridization, the microarrays were successively washed in 45 ml of low-stringency (1ϫ SSC and 0.1% SDS), medium-stringency (0.1ϫ SSC and 0.1% SDS), or high-stringency (0.1ϫ SSC) buffer and MilliQ water with 5 min per wash and finally were dried by centrifugation (1,700 ϫ g for 5 min). Microarrays were immediately scanned on a GenePix 4000A scanner (Axon Instruments, Inc., Foster City, Calif.) using the GenePix Pro software provided with the scanner. Based on a 50% prescan (40-nm resolution), the laser power of the two channels (532 nm for Cy3 and 635 nm for Cy5 acquisition, respectively) was adjusted so the fluorescence intensity distribution spectra overlapped. Raw fluorescence data were acquired (10-nm resolution), and subsequent processing and data visualization were performed in Microsoft Excel.
Data filtering and processing. All the values used during the processing were derived from the median fluorescence or background fluorescence data reported on the GenePix Pro software-derived spreadsheet. The filters listed below utilize the raw fluorescence data reported for each channel (Cy3 and Cy5). Subsequent processing is applied to the log 2 of the fluorescence ratios at each spot (Cy5/Cy3).
(i) Spot and feature evenness. The individual features were distinguished from background on the basis of raw fluorescence data, which were filtered to remove those spots for which fewer than 90% of the signal pixels exceeded the local background value for either or both channels (Cy3 and Cy5) by at least 2 standard deviations of the local background. This step further ensured that faint spots with the characteristic doughnut shapes often encountered on microarrays would not be part of the subsequent analysis.
(ii) Background filter. Only those spots for which the local background signal was within 2 standard deviations of the global background levels of the entire slide were accepted. This step removed those spots with unusually high background values due to local slide inconsistencies, "comets" due to probe smearing, and nonspecific dye spots.
Following this step, the remaining ratio values out of the original triplicate representation for each probe on each slide were averaged for each successfully filtered probe, and their standard deviations were calculated. These values (one per probe per slide) constitute the reduced data set of positive hybridization values to be used in subsequent steps.
(iii) Consistency and reproducibility check. Only those probes or spots for which a positive signal was determined on each of two slides of a pair of 1160 TARONCHER-OLDENBURG ET AL. APPL. ENVIRON. MICROBIOL.
label-reverse microarrays (see "Microarray hybridization and data acquisition" above), after the previous two filters are run on both slides, were accepted for further analysis.
(iv) Dye normalization filter. At this point in the analysis, no normalization step to account for the different fluorescence levels of the two dyes has been applied. For every probe the ratio of the log 2 fluorescence ratios from a pair of label-reverse microarrays is calculated. This ratio must exceed the median value of Cy5/Cy3 ratios determined for the entire slide in order to be a significant ratio and accepted for further analysis (this step is analogous to the background filter applied earlier for the single fluorescence channels).
(v) Labeling efficiency normalization. All pairs of data from a pair of labelreverse microarrays were plotted, and a linear regression through the points was determined. Differences in labeling efficiency and quantum efficiency (QE) of each fluorophore (QE Cy3 ϭ 0.38; QE Cy5 ϭ 0.28) results in linear regressions with slopes close to 1 Ϯ 0.2 (unless otherwise noted, values are means Ϯ standard deviations) and ordinate intercepts significantly different from 0. In order to normalize the values, all the fluorescence ratio values must be adjusted to one-half of the Euclidean distance between them and their respective inverse values. This step mathematically removes any fluorescence bias introduced by the labeling reactions as well as by the differences in fluorescence intensity between the two dyes.
(vi) Outlier determination. The threshold for the fluorescence ratio of a spot to be considered significantly different from the 1:1 ratio was established relative to the standard deviation of the standard deviations of all the positive features on a pair of slides. All other features for which the fluorescence ratio did not fulfill either of these conditions were considered to have a ratio of 1:1.
Throughout the Results and Discussion sections, relative fluorescence units (RFU) represent the labeling efficiency normalized data (as obtained after step v above) expressed as the log 2 of the Cy5/Cy3 ratio.
Free-energy calculations. Binding free energies calculated at the hybridization temperature of 65°C, ⌬G°6 5 , were determined for every pair of sequences tested. For each experiment, the ⌬G°6 5 for every possible combination of the labeled target with the probes on the microarray was calculated using the web-based mfold software (http://bioinfo.math.rpi.edu/ϳmfold/dna) and applying the Santa Lucia parameters for DNA hybrids (21, 33) . This software calculates the free binding energy of a folded nucleic acid strand. For the purpose of our calculations, an artificial AATT bridge was introduced between the forward sequence of each probe and the reverse complemented sequence of the target, to produce a loop with a ⌬G°6 5 of 3.4 kcal/mol that allowed for the proper alignment of the two sequences and thus for the mfold algorithm to function. This bridge-specific free-energy value of 3.4 was subtracted from the total folding ⌬G°6 5 value of every sequence pair analyzed.
RESULTS
Probe and microarray design. Global alignments for each of the five groups of genes investigated-amoA, nifH, nirS (including the Choptank River clones), nirK (ammonia oxidizers), and nirK (denitrifying halobenzoate degraders)-clones were generated and used to identify regions of medium to high identity (50 to 100%) that also fulfilled two other design constraints: a T m of 73.5 Ϯ 2.5°C and random distribution of mismatches (MMs) with virtually no MMs on the ends among the aligned probe sequences. The distance matrices for the five genes covered a range from approximately 40 to 100% (see supplementary materials at http://snow.tamu.edu). The probes were designed so that identity values between 80 and 100% were well represented, as this was the range within which we expected to identify hybridization thresholds. In BC001, alternative probes from different regions of the same genes were designed to study the effect of MM distribution along the oligonucleotide on cross-reactivity. These probes represented regions of the genes where the MMs among sequences were concentrated on either the 5Ј or 3Ј end or in the middle of the oligonucleotide. The lowest cross-hybridization signals were achieved with probes having a random rather than a clustered distribution of MMs relative to the targets (data not shown).
The probes used in this study are named with a unique number or abbreviation that corresponds to a specific clone or cultured strain (for a complete list of probes, refer to the supplementary materials at http://snow.tamu.edu). For BC002, a distance tree was generated to illustrate the hybridization patterns observed in the hybridization experiments. The probe identity matrix determines the topology of the tree, and hence sequences clustering together in a clade generally exhibit higher identities among them than with sequences at moredistant locations on the tree.
Optimization of hybridization conditions. Different hybridization temperatures were tested to determine the optimal specificity-to-signal intensity ratio. Specificity of hybridization was quantified from the slope of the linear regression of percent identity versus signal intensity for various temperatures. The highest specificity was achieved at 65°C (Fig. 1) . This is the temperature at which the maximum slope (a ϭ 4.93) and maximum R 2 (R 2 ϭ 0.886) were obtained. Consequently, 65°C was adopted as the optimal hybridization temperature for microarray experiments.
In a parallel set of experiments, a range of target amounts (1 pg to 10 ng, equivalent to approximately 5 ϫ 10 6 to 5 ϫ 10 10 target gene copies) was tested to determine the detection limit for the microarrays described here. Total DNA amounts above 5 pg (approximately 10 7 copies) could be detected, and no signal saturation was observed in the range tested (data not shown). At low concentrations (Ͻ10 pg), the data filtering process was relaxed in the very first step (spot and feature evenness) to a value of 50% compared to 90% at higher target amounts in order to accurately quantify the features (see Discussion).
Pairwise analysis of target specificity with BC001. Several pairwise combinations of targets (labeled PCR fragments) representing each of the four gene groups-amoA, nifH, nirK, and nirS-were hybridized with BC001. One of each pair was la- FUNCTIONAL GENE MICROARRAYSbeled with Cy3, and the other one was labeled with Cy5. Up to a total of eight labeled products, four with Cy3 and four with Cy5, were hybridized simultaneously to a BC001 array. As shown in Fig. 2 No hybridization with other nonhomologous genes was detected, and the identity threshold beyond which binding occurred for homologous genes was 87% Ϯ 3% identity. This level is equivalent to differences in 9 out of the 70 bp of an oligonucleotide. Probe specificity dependence on the physical distribution of MMs along the DNA-DNA duplex was assessed by comparing fluorescence signals among multiple probes designed to bind to different regions of the target sequence. For every target tested, lower cross-reactivity signals were observed in those instances where the MM distribution was random rather than concentrated on the ends or the center of the sequence (data not shown). Pairwise analysis of target specificity with BC002. Several combinations of nirS targets were tested to determine the resolution possible among different genes from the same functional group. BC002 contains many probes with high similarity to each other, so unlike BC001, individual targets hybridize with several different but highly similar probes. In the pairwise experiment, one microarray (slide 1) was hybridized with each pair of targets added in equal concentrations (e.g., CR1A2-4 Cy3 and CR1A2-27 Cy5) and another identical microarray (slide 2) was hybridized with the same targets at the same concentration in the opposite label combination (CR1A2-4 Cy5 and CR1A2-27 Cy3). The results are plotted for each probe that yielded a positive hybridization signal as that probe's RFU on slide 1 versus the same probe's RFU on slide 2 (Fig. 3A) . In every case, as illustrated in Fig. 3 for the case of targets CR1A2-4 and CR1A2-27, levels of resolution were similar to those obtained for BC001 (88% Ϯ 3.6%). All the ratios (the normalized data from the two label-inverted microarray slides) fall very close to the 1:1 ratio trend line (Fig.  3A) , indicating that the efficiency of hybridization (intensity of fluorescence) varied among probes (see below) but that each probe hybridized equally well to both members of the paired sets of targets. That is, hybridization did not vary between Cy3-and Cy5-labeled targets of the same sequence. That none of the ratios fall outside the standard deviations of all ratios (step iv of the data analysis procedure) indicates high reproducibility of the hybridizations. The highest relative fluorescence levels were usually achieved with the two perfect-match probes, respectively. In only one instance did the mismatched probe show a higher signal (A-27; identity, 98.4%). This result was consistently observed in several independent experiments. No entirely satisfactory explanation exists for this hybridization pattern, but one possibility is that the secondary structure of the A-27 probe is sterically more favorable to the DNA-DNA interaction than the perfect match (PM) probe.
The probes that cross-hybridize with the two targets are highlighted in gray on the tree in Fig. 3B . For the most part, both labeled targets, CR1A2-4 and CR1A2-27, cross-hybridized with probes located within their most-immediate clusters. The exceptions to this pattern are the Pseudomonas stutzeri JM300 probe, which cross-reacts with the CR1A2-27 target; CR1A2-19 and CR1A2-137, which give no cross-hybridization with the CR1A2-27 target; and the CR1A2-81 probe, which gives no cross-hybridization with the CR1A2-4 target (87.6% similarity). The P. stutzeri JM300 probe is 87.6% similar to CR1A2-27, while CR1A2-19 is only 80.5% similar to the same probe. Thus, their cross-reaction reaction patterns are consistent with the 87% identity threshold, regardless of their positions in the tree. CR1A2-137 and CR1A2-81 are 89.7 and 87.6% identical, respectively, to CR1A2-27 and CR1A2-4. In both cases cross-hybridization of the latter probes with the same targets has been observed in other experiments, suggesting that the lack of detection in this experiment was possibly due to microarray inconsistencies or low target levels.
Free-energy calculations. Based on the two target-mixture hybridization results gathered in the preceding experiments, a set of constraints was deduced for the optimal design of oligonucleotide probes for microarray implementation in environmental settings. Two parameters are key for defining the limits of cross-hybridization among probes: (i) sequence identities less than 87% prevent cross-hybridization, and (ii) random distribution of MMs along probes maximizes consistent specificity of the reactions. Sequence identity alone does not fully explain the cross-hybridization patterns observed. A third parameter based on the free binding energies of target probe pairs was calculated. The ⌬G°6 5 increased exponentially with increasing identity between probe and target. The target to probe PM-to-MM binding free-energy ratios, ⌬G°6 5PM / ⌬G°6 5MM , were determined and plotted against the sequence identity values for the same target-probe sequence pairs (Fig.  4) . In the threshold area of 87% sequence identity, certain probes between the 84 and 87% identity levels show positive hybridization signals while others do not. This observation was explained when the probe PM-to-MM binding free-energy ratios were analyzed. Probes in the 84-to-87% identity range had positive fluorescence signals if their binding free-energy ratios with the particular targets present in those experiments were higher than 0.56. These two thresholds, 87% sequence identity and 0.56 probe PM-to-MM binding free-energy ratios, are represented with vertical and horizontal lines, respectively, in Fig.  4 .
Multiple target analysis. Microarray BC002 was challenged with several complex target mixtures created by combining different labeled targets at various concentrations. In these experiments, one set of five nirS targets was labeled with Cy3 (test mixture), and another set of the same five targets was labeled with Cy5 (control mixture). The two sets of labeled targets were mixed such that the concentration ratios of individual target pairs varied (e.g., 3:0 or 1:1) ( Table 2) . A second mixture of the same probes in the same relative concentrations but labeled in the opposite manner (switching Cy3 for Cy5 and vice versa) was also made. As in the pairwise experiment above, slide 1 and slide 2 were each hybridized with one of the label-inverted mixtures. In experiment 1, the targets were added at levels between 1 and 4 ng, and in experiment 2, the same target ratios were added at levels between 0.1 and 0.4 ng ( Table 2 ). In this case, because some of the paired targets were added in unequal concentrations, not all of the RFU ratios are expected to fall on the 1:1 trend line.
The plots of the label-inverted RFUs for the two slides in each experiment ( Fig. 5D and E) show that most of the ratios fall on the 1:1 ratio trend line. For example, the RFU values for probes A-18 and "A. evans" reflect the equal concentrations of their respective targets present in the "test" and "control" mixtures ( Fig. 5A to C) . In the high concentration experiment 1, probes A2-48 (filled square) and A2-4 (large triangle) displayed significant deviations from the 1:1 ratio trend-line and produced two defined clusters of fluorescence values (Fig.  5D) . The A2-48 cluster includes the A2-110 and A2-124 probes, while the more diffuse A2-4 cluster includes the A2-21, A2-64, A2-139, A2-89, A2-81and A2-97 probes (compare with positions of these probes on the distance tree, Fig. 5F ). In accordance with the concentration ratio of 2:1 between the "test" and "control" populations for CR1A2-48, the A2-48 values fall close to the 2:1 ratio trend-line [represented as log 2 (2) ϭ 1; broken line]. In contrast, the A2-4 cluster of values falls between the 16-and 64-fold increase lines [log 2 (16) ϭ 4 and log 2 (64) ϭ 6]) which is consistent with the difference in concentration of this target of 0 ng and 3 ng in the target mix. Also consistent with the results reported for the pairwise hybridization with the A2-4 target, the fluorescence values for A2-81 make it the farthest outlier within the A2-4 cluster [(x,y) ϭ (4.3,1.6)].
In the low-concentration experiment 2, the clusters corresponding to probes A2-48 (filled square) and A2-4 (large triangle) again displayed significant deviations from the 1:1 ratio trend-line and produced two well defined clusters of fluorescence values (Fig. 5E) . The A2-48 cluster includes the A2-110 and A2-124 probes, while the more diffuse A2-4 cluster includes only the A2-139 probe (compare with positions of these probes on the distance tree, Fig. 5G ). In accordance with the concentration ratio of 2:1 between the "test" and "control" populations for CR1A2-48, the A2-48 cluster values fall between the 2:1 ratio and 1:1 ratio trend-lines. All probes that cross-hybridized with the five targets are highlighted in gray on the trees in Fig. 5F and G. For the most part, the labeled targets cross-hybridized with probes located within their most-immediate clusters. Several exceptions occurred, mostly with probes at the top of the distance tree that were most-distantly related to any of the five labeled targets. In one case in experiment 1, A2-40 (Fig. 5F ), the RFU values were based on only one fluorescence value per slide rather than two or three obtained from the triplicate set of spots for each probe. The fact that the other values were filtered out during data processing reduced the statistical significance and therefore the validity of this one data point (see Discussion for more details on the data analysis constraints and possible explanations for the other distant cross-hybridizations). Compared to experiment 1, the groups of cross-hybridizing probes in experiment 2 were much more constrained within the immediate vicinity of the PM branches.
Overall, the analysis of several multiple target populations at different concentrations showed that cross-hybridization mainly occurs within discrete clusters, that less cross-reactivity was observed at lower target concentrations, and that changes in concentration equal to 50% or more could be detected with the data filtering methodology presented here.
Environmental samples. Initial hybridizations with environmental samples were carried out with sediment DNA extracts from the upper and lower Choptank River. The DNA from sediment samples from an up-river station, CR1A (070600CT100, July 2000, 38°48ЈN, 75°55ЈW; depth, ϳ6 m), and a midriver station, HP (040301CT200, April 2001, 76°08ЈW, 38°37ЈN; depth, ϳ8 m), was Cy-labeled by PCR with nirS-specific primers. The CR1A sediment sample was the source of DNA used to generate the nirS sequences for the 50 environmental probes on BC002. Equivalent amounts of amplified labeled DNA from both samples were competitively hybridized to BC002 (Cy3-CR1A with Cy5-HP and vice versa). Because the resulting fluorescent signals were low intensity, even using PCR-amplified target DNA, the environmental experiment was not analyzed in the usual two-slide manner. Instead of using the Cy3/Cy5 fluorescence ratios, the filtered fluorescence data were used in a single-color mode. That is, the data were derived from the independent evaluation of positive fluorescence signals in either the Cy3 or the Cy5 channel. Thus, the results can only be interpreted in terms of presence or absence, instead of quantitatively in terms of relative abundance of target. This form of analysis was necessitated by the low signal intensity (see Discussion). The CR1A sample resulted in a broad distribution of hybridization signals. Twentynine environmental clones and three cultured organisms of the 64 nirS probes were detected (Fig. 6) . The probes showing a significant signal did not represent a distinct cluster on the tree but were located all along the genetic distance distribution. The HP sediment sample showed a distribution markedly different from that observed for the CR1A sample. In this case, fewer probes and those only from the upper two-thirds of the tree showed positive signals, including 11 nirS clones and one cultured strain, Pseudomonas aeruginosa. Analysis of a Chesapeake Bay water column sample through repeat hybridizations against CR1A DNA carried out with random hexamer-amplified and Cy3-labeled DNA produced weaker hybridization signals. However, hybridization was consistently observed for 11 probes (A2-40, A2-20, A-17, A2-7, A2-53, A2-37, A2-94, A2-139, A-26, A2-35, and KB740). These probes were distributed throughout the distance tree (data not shown).
DISCUSSION
Design of microarray oligonucleotide probes. DNA microarrays have potential as tools for the investigation of diversity of functional genes in the environment. They can be used to identify and quantify microbial genes and to evaluate the composition of functional guilds involved in biogeochemical transformations in the environment. Based on the DNA-DNA hybridization principle, probes can be designed for a multiplicity of targets, including different genes and variants of the same gene, that allow for the determination of the presence and abundance of specific genes. Most current microarray applications utilize DNA probes of various lengths, representing the full or partial sequence of specific genes. The difference in lengths (200 to 1,000 bp) has been shown to be at the root of the disparity in relative changes in target levels observed in genomic studies (18) . Hybridization conditions for such heterogeneous populations of probes are difficult to optimize due to the differences in T m and other parameters among sequences. It has been proposed that these problems can be minimized by use of oligonucleotide probes of equal length, minimal secondary structure, and similar GC content. Such probes minimize the variability among probe-target T m s across a microarray and thus allow for uniformly optimal hybridization conditions and reduced cross-hybridization. Here we show that this approach can be used for detecting and quantifying multiple variants of the same functional gene, nirS, by optimizing the probe design process and hybridization conditions with 70-mer oligonucleotides. Based on previous reports on partial specificity studies with microarrays and an extensive body of literature on traditional probe design, we expected to observe a threshold sequence identity value between 80 and 100% below which cross-hybridization does not occur. In a range of two-target experiments with different targets for the probes on microarrays BC001 and BC002, the threshold value was 87% Ϯ 3%. Moreover, random distribution of MMs along the target-probe DNA-DNA duplex resulted in better resolution among hybridization signals.
Disparities between sequence identity values and actual hybridization patterns suggested that sequence identity alone was not sufficient to explain hybridization dynamics. An additional descriptor of the DNA-DNA interaction during hybridization was needed in order to explain inconsistencies between crosshybridization patterns and percent identity distributions.
Positional and compositional information about the MMs between two sequences is more diagnostic of hybridization dynamics than sequence identity expressed in percentage alone. In general, the stability of a short DNA duplex is more influenced by internal MMs than MMs near the terminus (27) . In addition, if hybridization is conceived to behave like a zipper, i.e., after an initial attachment of the two DNA strands hybridization propagates laterally, the thermodynamics of this process will depend heavily on the adjacent nucleotides on each strand at every position (Crick's pairs) (30) . One parameter calculation that takes into account positional information about every single base pair and its adjacent nucleotides is the determination of the free binding energy, ⌬G°, of a pair of reverse-complemented matching or mismatching DNA strands.
Calculated free binding energies were investigated for their power as predictors for hybridization and cross-hybridization behavior of probes and targets. A comparison of ⌬G°6 5 ratios with percent sequence identity for all the possible target-probe duplexes analyzed in this study showed a nonlinear distribution of these two properties (Fig. 4) . In the threshold area of 87% sequence identity, certain probes between the 84 and 87% identity levels showed positive hybridization signals while others did not. Target-probe PM-to-MM binding free-energy ratios were analyzed, and an empirical threshold ratio of 0.56, below which cross-hybridization did not occur, was determined. These two thresholds, 87% sequence identity and 0.56 probe PM-to-MM binding free-energy ratios, can thus be used as design constraints for oligonucleotide probes for any gene of interest.
Detection specificity among and within functional gene families. One of the motivations for this study was to devise a technique to detect and quantify abundance and expression levels of functional genes in the environment in a highthroughput format and to compare data derived from such analysis with concomitant biochemical transformation rates and geochemical fluxes in the environment. In a first round of experiments, intergenic resolution among nitrogen cycle genes was evaluated. Microarray BC001 contained oligonucleotide representatives of the nitrogenase, dissimilatory nitrite reductase, and ammonia monooxygenase gene families. No crosshybridization was observed among the three gene families or among the three subgroups of nitrite reductase genes (nirS [C. Francis and B. Ward, unpublished data], nirK [halobenzoate degraders] [26] , and nirK [ammonia oxidizers] [6] ). Thus, it is possible to design oligonucleotide microarrays containing a variety of genes involved in different geochemically relevant pathways in parallel and analyze them simultaneously in a manner analogous to the analysis of whole genome studies.
Next, we investigated the sequence resolution among closely related genes that can be achieved with the 70-mer oligonucleotide approach. BC002 contained oligonucleotides within a wide range of sequence identities, which were derived from an extensive library of nirS clones from the Choptank River and sequences from cultured organisms. Analysis of the fluorescence signal intensities was optimized to determine the necessary thresholds for filtering out low signals due to background cross-hybridization. Cy3 and Cy5, the two most commonly used fluorescent dyes in microarray experiments, are relatively unstable, show different DNA incorporation efficiencies, and have different absolute QEs, resulting in nonlinearity in spot intensities. These differences were quantitatively controlled by replicate spotting and a reverse labeling experimental design (15) . Multiple spots and label-inverted slides are replications that allow variations due to spotting or slide unevenness and labeling bias due to structural differences between the two dyes to be identified and normalized in the filtering procedure (16, 29) .
Variability of feature intensities appears to increase with target concentration. This phenomenon has been suggested to be in part due to pixel-to-pixel variability within a spot, a possibility that is hard to account for statistically, given that each pixel is assumed to contain an identical distribution of millions of oligonucleotides. A contributing factor to this spatial variability appears to be microscopic defects on the surface coating of the microarrays (5, 17) . This effect was observed in both the series of concentration experiments and the environmental samples. At the lower range of detectable DNA concentrations (ϳ10 pg), the features became uneven and it was necessary to relax the first data filtering constraint from 90% down to 50% in order to quantify the low-level-fluorescence features. In the case of mixed target populations containing many highly similar sequences of the same functional gene, it has been shown that labeled targets hybridize preferentially with their PM probes rather than with probes containing MMs (31) . The probe-target complex will be more stable for perfectly matched sequences than for mismatched sequences. Previous results with short (20-to 50-nt) oligonucleotide arrays have shown that above a target concentration of approximately 100 pM (equivalent in our case to 1.4 ng of target per slide per hybridization), the contribution of nonspecific binding to a spot's signal intensity is negligible (10) . The data from our hybridizations using 1 to 4 ng of labeled target corroborate these findings. As shown in Table 1 , all features show fluorescence ratios that reflect the prevalence in hybridization of the target with higher sequence identity among competing targets. Only in the case where the identity values of both labeled targets to the probe are identical or vary by the equivalent of a 1-bp difference, is equimolar binding to the probe observed (nirK9) ( Table 1 ). The ratio value close to 0 [log 2 (Cy5/Cy3) ϭ 0.12 Ϯ 0.18] indicates that both targets hybridized in almost equal amounts to this feature.
An additional target concentration effect arises from the absolute amounts of the PM and MM targets present in the target mixture. As shown in our hybridization experiments with two identical mixed populations varying by only 1 order of magnitude in concentration (Fig. 5) , lower amounts of target result in less cross-hybridization and also more predictable hybridization patterns. This suggests that in addition to the other analytical and experimental guidelines proposed here, dilution of hybridizations by 1 to 2 orders of magnitude could also be included in the processing of environmental samples in order to optimize the hybridization signal. Many more experiments under similar controlled conditions with target mixes of known composition will be necessary in order to determine exactly the competitive effects among closely related probes and to what extent specific deconvolution algorithms can be developed in order to analyze more-complex data sets.
Changes in nirS clone composition along the Choptank River. Two different Choptank River samples hybridized with BC002 detected different subsets of the probes. An amplified sample, corresponding to the same upper river location from which the probes on the microarray were derived, resulted in reaction with a majority of the capture probes. The fact that not all of the probes were detected might be due to differential amplification of sequences present at different initial concentrations. In contrast, the sample from the lower Choptank River hybridized with a much smaller number of probes represented on the array, and none of the probes in the major cluster in the lower third of the tree were detected. Thus, the array detected a distinct difference in the composition and diversity of nirS genes at the two sites, from which a difference in community composition of denitrifying bacteria might be inferred.
Differences in distributions of major proteobacterial groups between the upper and lower Choptank River (areas of higher and lower salinity, respectively) have recently been reported (2) . Using fluorescence in situ hybridization with general 16S rRNA probes for the major subdivisions of the Proteobacteria, Bouvier and del Giorgio (2) detected a relatively greater abundance of ␤-proteobacteria in the upper Choptank River, while the lower Choptank River had a preponderance of ␣-proteobacteria; ␥-proteobacteria were detected only sporadically along the entire salinity gradient. The known constituents of the ␤-and ␣-subdivisions do not group in a simple manner according to physiological or functional distinctions. Indeed, in the nirS tree ( Fig. 5; Table 2 ), the few cultivated denitrifying strains do not group by 16S rRNA phylogeny (e.g., ␣-, ␤-, and ␥-proteobacteria are all present in the lower cluster of the tree in which the CR1A2-27 probe is found). The switch between ␤-and ␣-proteobacteria reported by Bouvier and del Giorgio (2) also occurred between the upper river and HP sites analyzed here (Fig. 6 ). The clear difference in hybridization patterns between the two stations on BC002 is consistent with a change along this gradient in the bacterial community composition, which is reflected in the denitrifying component of the community. Denitrification rates measured in sediment cores were consistently higher at the upper river station than at the HP station (J. Cornwell, personal communication), and inorganic nitrogen concentrations are consistently higher in the water column of the upper river (2). Bouvier and del Giorgio (2) found that the distribution of ␤-proteobacteria correlated with the concentration of dissolved organic carbon, which decreased from a maximum of nearly 12 mg liter Ϫ1 at the upper Choptank River station to a minimum of 2 to 4 mg liter Ϫ1 near the junction of the Choptank with the Chesapeake Bay. Because most denitrifiers are heterotrophs, it is possible that the dissolved organic carbon gradient, in addition to the salinity gradient, is an important environmental factor contributing to their distribution as well.
BC002 was developed on the basis of nirS sequences derived from the upper Choptank station, but these 50 oligonucleotides represent only a fraction of the total nirS diversity found there (C. Francis and B. Ward, unpublished data). nirS sequences present at the HP station which are not present at the CR1A station are not represented on the microarray. With the present microarray we can therefore conclude that different suites of nirS sequences were present at the two sites at the time of sampling, but it is not yet possible to compare their composition quantitatively. When nirS sequence libraries are available for both sites, all the sequences will be included on a single array. It will then be possible to investigate the environment with greater intensity and resolution than currently possible by other means. Community composition and diversity analysis using hybridization with the microarrays should be faster than sequencing an extensive clone library for every sample, and have higher resolution than screening for terminal restriction fragment length polymorphisms.
Microarrays and analysis of genes in the environment. Molecular studies in aquatic systems face two primary challenges: (i) low individual target concentrations and (ii) high variability among similar sequences. Here we addressed these two issues by determining the detection limits inherent to the fluorescent detection method used with oligonucleotide microarrays and by establishing a set of general design parameters that will aide in implementing 70-mer microarrays for environmental expression studies.
The detection limit for a specific target is approximately 10 7 copies of target DNA or cDNA per hybridized sample. This target level was achieved in the Choptank River experiment described above using standard PCR, but ultimately, it is desirable to avoid a PCR step and the inherent and uncertain bias it can introduce. PCR amplification of the DNA extract from the sediment samples resulted in detection of many targets, indicating that one round of a standard 30-cycle PCR was sufficient to generate 10 7 copies of those individual sequences. Targets that were not detected were either absent initially or present in such low quantities that they could not be amplified above the detection limit in one round of PCR. The same CR1A sediment sample was the source of both the clone library from which the probes on the microarray were derived and of the amplified targets used in the environmental experiment. The fact that not all probes hybridized indicates that the many different nirS sequences were present in variable amounts in the initial sample, and suggests that quantification of individual targets may be possible with higher sensitivity approaches in the future.
The detection limit of 10 7 copies is in agreement with that reported for environmental microarrays fabricated with PCR VOL. 69, 2003 FUNCTIONAL GENE MICROARRAYSproducts (9) , and it is similar to that reported for chemiluminescent detection of rRNA or ribosomal DNA sequences using slot blots and filter hybridization methods (14) . It is clear that these detection levels set the constraints for applying microarrays in the environment, where copy levels of the target can vary widely. For studies addressing functional diversity by analyzing the presence of genomic DNA (or mRNA), it will be necessary to collect and concentrate higher sample volumes. This approach can also be complemented with an isothermal PCR step in order to amplify the DNA linearly. In addition to the application of isothermal PCR, PCR bias during the labeling and amplification step can be further reduced by replacing gene-specific primers with random primers that will amplify the entire DNA or RNA component present in a sample. Preliminary results from hybridizations carried out with random hexamer-amplified and labeled DNA from a Chesapeake Bay water column sample resulted in a positive signal of some of the probes. These probes were distributed all along the genetic distance tree and did not represent any distinct cluster of sequences. Quantitative comparisons with profiles from water samples as well as sediment samples from other stations will constitute the next phase of this project.
Investigating mRNA levels will be critical to the detection of the dynamic distribution and expression of target genes. In the denitrifiers Paracoccus denitrificans and Pseudomonas fluorescens, mRNA levels of nirS can vary by two orders of magnitude upon induction (1, 19) . This variation dramatically increases the detection signal when compared to the single gene copy provided by the genomic DNA. Changes in mRNA levels during the induction process of nirS follow a kinetic curve that peaks at 10-to 100-fold higher than the resting mRNA concentration within the first 60 to 120 min and subsequently decrease again to less than 10-fold the uninduced expression levels. Such transient dynamics are typical for the expression of most inducible genes, as has been revealed now by whole genome expression studies. In the environment, where the goal is to establish a correlation between the induction of specific genes and associated changes in geochemical parameters, the small differences in mRNA levels responsible for maintaining an induced physiological status might prove to be a challenge for precise detection and quantification. Concentrations of 10 copies of mRNA per cell would necessitate the detection of 10 6 cells, which is equivalent to roughly 0.1 to 1% of the entire bacterial community in one gram of a typical marine sediment environment. That community contains hundreds if not thousands of different kinds of cells, so any one target is likely to be a small fraction of the total mRNA available for analysis. This calculation makes it clear that systematic amplification of the specific target DNAs or mRNAs might be required if natural samples are to be analyzed with this approach.
The advantages of high throughput and high resolution made possible by the microarray format are countered by the lower sensitivity of the format. Nonetheless, even these preliminary experiments demonstrate the usefulness and potential of the approach. Although the initial PCR amplification may have introduced unavoidable bias, a similar bias was likely present in both the clone library and the target mixture. Therefore, the comparison of hybridization results is not compromised by random variability in the PCR. Distinct differences in the two nirS gene communities were detected, and these differences are likely related to documented ecological differences in the environments. Thus, the potential for comparing diversity and community composition within environments and in terms of biogeochemical function is clearly demonstrated.
The second challenge in applying microarrays in the environment concerns probe specificity. The design of specific oligonucleotide probes depends on the amount and quality of sequence data available for the target gene. In the case of environmental studies, this translates into the necessity for exhaustive gene and/or clone libraries for the target gene in the ecosystem to be studied. Based on such information, group-or clade-specific probes which permit the distinction among the genes that are present or active at different times or locations can be designed. One potential drawback of the high resolution achieved with microarrays for field applications is the nonquantifiable effect of the unknown sequences of a target gene family in the environment. Cross-hybridization with highly similar but not identical targets poses a challenge to the application of this technology in the field. The presence of large numbers of sequence variants can result in cross-hybridization among similar targets and thus compromise the interpretation of the observed hybridization patterns. The results presented here show that the effect of cross-hybridization can be minimized by designing probes that meet the specific design parameters described above (sequence identity and binding free-energy ratios) and by optimizing the amount of target in the hybridization mix. Thus, it is not possible to represent or distinguish among the complete biodiversity of sequences that might be present. Rather, probes will be chosen to represent clades or individual sequences that differ by 13% or more and that meet the free-energy requirement. The number of probes used to represent the variability present in the environment will therefore be smaller than the number of different sequences detected. Sequences branching deeply into the clades will be taken as representatives for each group of clones. It is not known at what level DNA sequence variability relates to ecologically significant biochemical variation in enzyme function. With these arrays, we will be able to address that question for genes that vary by 13% or more. Because DNA sequence variation exceeds amino acid sequence variation, this threshold is in reality a high-resolution cutoff for detecting variations in the enzyme sequence and therefore, potentially, enzyme function. Once characterized by the criteria outlined here and coupled with biogeochemical rate measurements, microarrays can be used to investigate the extent to which biogeochemical dynamics in the environment depends upon diversity within functional guilds.
The information gathered from applying these microarrays to study expression dynamics in the environment will allow the determination of the behavior of multiple guilds or clades of denitrifiers or analogous functional groups over time or along physicochemical gradients of interest. These guilds may not represent strict phylogenetic groupings, but their expression levels will provide valuable information on how the environment affects population and functional guild dynamics and how the composition of functional guilds themselves affects the geochemistry of the environment. 1170 TARONCHER-OLDENBURG ET AL. APPL. ENVIRON. MICROBIOL.
