Recently, the ambiguity and deficiency of a given bijective mapping F over a finite abelian group G were introduced by Panario et al. [PSS + 13, PSSW11] to measure the balancedness of the derivatives D a F (x) = F (x+a)−F (x) for all a ∈ G\{0}. Fundamental properties and cryptographic significance of these measures were further studied in [PSSW11, PSS + 13]. In this paper, we extend the study of the ambiguity and deficiency to functions between any two finite abelian groups G 1 , G 2 with possible different orders. Many functions in cryptography are of this type. For example, S-boxes in Data Encryption Standard (DES) are maps from the additive group of the finite field F 2 6 to that of F 2 4 . We investigate the optimum lower bound of ambiguity for theses functions and show that the case of equality of optimum lower bound characterizes the perfect nonlinear functions. In particular, a lower bound on the ambiguity of differentially k-uniform functions is given. We also provide a new characterization of ambiguity by means of the fourth moment of the Fourier transform. The connections between ambiguity, the second-order derivative and autocorrelation functions are also given. In addition, the ambiguity and deficiency of functions over finite fields with even characteristic is studied. Using these new characterizations, we refine our results for differentially k-uniform functions, power functions, and plateaued functions. In particular, we provide new lower bounds on the fourth moment of Fourier transform for a function from F 2 n to F 2 m when n is odd and m < n or n is even and n 2 < m < n, which is the best lower bound as far as we know. Moreover, we give a shorter and easier proof to determine the differential spectrum of the Bracken-Leander differentially 4-uniform power function, which was recently solved by determining the exact number of roots of the related polynomials. We focus on several typical differentially 4-uniform permutations and pseudo-planar functions constructed by Hu et al. [HLZ + 15] and Qu [Qu16] and give the exact values for the ambiguity and deficiency for these functions. Moreover, we obtain an explicit relation between ambiguity and deficiency for any differentially 4-uniform function.
Introduction
Functions between two finite fields play a very important role due to their applications in error correcting coding theory, combinatorics, and cryptography. In recently years, there has been Email addresses: fushihui@amss.ac.cn (Shihui Fu), fengxt@amss.ac.cn (Xiutao Feng), wang@math.carleton.ca (Qiang Wang) considerable interest in studying these functions. For instance, Boolean functions (that is, functions from the vector space F n 2 to the finite field F 2 ) have been an object of study in cryptography and sequence design for many years, beginning with their use in linear feedback shift registers. In combinatorial design, planar and pseudo-planar functions over finite fields are one kind of important research object, since a planar or pseudo-planar function can be used to produce a finite projective plane [DO68] , a relative difference set with certain parameters [GS75] , some codes with unusual properties [CDY05] , and optimal codebooks meeting the Levenstein bound [DY07] . Abdukhalikov [Abd15] used pseudo-planar functions to give new explicit constructions of complete sets of mutually unbiased bases. In error correcting coding theory, every code of length 2 n for some positive integer n, can be interpreted as a set of Boolean functions, since every n-variable Boolean function can be represented by its truth table (an ordering of the set of binary vectors of length n being first chosen) and thus associated with a binary word of length 2 n , and vice versa. Some important codes (Reed-Muller, Kerdock codes [MS77] ) can be defined in this way as sets of Boolean functions.
In modern cryptography, confusion and diffusion are two properties of the operation of a secure cipher identified by Shannon. Confusion is reflected in the nonlinearity of parts of the cryptosystem since linear systems are generally easy to break. Currently, since vectorial Boolean functions (functions from vector space F n 2 to vector space F m 2 ) can easily provide confusion, they are commonly used to serve as a cryptographic primitive, for instance, Substitution box (S-box), to make a system secure. Advanced Encryption System (AES) is an example, which uses a function from F 8 2 to F 8 2 to serve as its nonlinear part. Another well-known example is the Data Encryption Standard (DES), which uses eight S-boxes and each is a map from F 2 6 to F 2 4 . These functions can be viewed as maps between two finite abelian groups with possible different orders. This is one of motivations for studying the maps between any two finite abelian groups.
The differential attack, introduced by Biham and Shamir [BS91] , successfully applies when two plaintexts with fixed difference lead after the last-but-one round to outputs whose difference takes a certain value with a high probability. The larger the probability of the differential, the more efficient is the attack. The related criterion on a function F from F n 2 to F m 2 used as an S-box in the round functions of the cipher is that the output of its derivative
at any nonzero a ∈ F n 2 must be as uniformly distributed as possible. When n = m, functions that offer optimal resistance to this type of cryptanalysis are called Almost Perfect Nonlinear (APN).
Another one most prominent attack is the linear cryptanalysis introduced by Matsui [Mat93] . The nonlinearity of a function quantifies its resistance to this kind of attack. This parameter is equal to the minimum distance from the function to all affine function. In the case of functions from F n 2 to F m 2 , attaining the maximum nonlinearity is called vectorial bent functions. However, it is well known that vectorial bent functions can exist only when n is even and m ≤ n 2 . They have been extensively studied for their applications in cryptography, but have also been applied to spread spectrum, coding theory, and combinatorial design. For a comprehensive survey on (vectorial) bent function, we refer the readers to [CM16] and [Mes16] .
The ambiguity and deficiency of a given bijective mapping F on a finite abelian group G were introduced in [PSW10, PSSW11, PSS + 13] to measure the surjectivity and injectivity of the derivatives D a F : G → G for all nonzero a ∈ G. The lower the ambiguity of F , the closer to be surjective is the derivative D a F . Similarly, the lower the deficiency, the closer to be injective is the derivative D a F . Therefore, a necessary security condition for a function F that used as a cryptographic primitive, is that both its ambiguity and deficiency must be as low as possible. Fundamental results on the ambiguity and deficiency of functions such as their optimality, CCZequivalence, as well as the connection with nonlinearity were studied. In this paper, we extend the work in [PSSW11, PSS + 13], and consider the general maps between any two finite abelian groups G 1 and G 2 . We give a lower bound on the ambiguity of these functions, in particular, of differentially k-uniform functions. These maps achieving the minimum ambiguity implies that F is perfect nonlinear (PN), which means that for any nonzero a ∈ G 1 , the derivative D a F : G 1 → G 2 is balanced. We give a new characterization of the ambiguity of a function by the fourth moment of its Fourier transform. With this characterization, we give a short proof to determine the differential spectrum of the Bracken-Leander differentially 4-uniform power function. We also investigate the links between ambiguity and the second derivative, ambiguity and nonlinearity, ambiguity and the autocorrelation function respectively. As a consequence, an upper bound of the nonlinearity for permutations with optimum ambiguity and deficiency is also provided.
When we restrict finite abelian groups to finite fields with even characteristic, some results for differentially k-uniform functions, power functions, and plateaued functions can be further improved. Furthermore, for a function from F 2 n to F 2 m when n is odd and m < n or n is even and n 2 < m < n, we provide new lower bounds on the fourth moment of its Fourier transform, which is the best lower bound as far as we know. It is shown that when the input and output have the same size, APN permutations have the lowest ambiguity and deficiency, and are the most ideal choices for S-boxes. Unfortunately, it is very difficult to construct APN permutations for even n, which is the most common in practice. This motivates the study of functions with low differential uniformity nowadays. In this paper, we also consider several typical differentially 4-uniform functions, and give their ambiguity and deficiency. Moreover, we provide an explicit relation between ambiguity and deficiency for any differentially 4-uniform function. In order to overcome the fact there are no planar functions from F 2 n to F 2 n , the pseudo-planar functions (for any nonzero a ∈ F 2 n , the map D a F (x) + ax is bijective over F 2 n ) are introduced recently [Zho13] . Even though the map D a F (x) + ax is a bijection, the balancedness of original derivative D a F may be very bad. Therefore, we investigate several nontrivial pseudo-planar functions that are known in the literature [HLZ + 15, Qu16] and give their ambiguity and deficiency as well.
The rest of this paper is organized as follows. In the next section, we recall some basic knowledge, including some necessary definitions and notations. In Section 3, we derive a new lower bound on ambiguity between any two finite abelian groups with possible different orders. A lower bound on the ambiguity of differentially k-uniform functions is then given. A new characterization of ambiguity by means of the fourth moment of the Fourier transform is also provided. Besides, the link between ambiguity and the second-order derivative is also given in this section. In Section 4, we consider the finite fields with even characteristic, and further results is presented. By using these characterization, we give a shorter and easier proof to determine the differential spectrum of the Bracken-Leander differentially 4-uniform power function, which is recently solved by determining the exact number of roots of the related polynomials. We also obtain the ambiguity and deficiency of some known differentially 4-uniform permutations and pseudo-planar functions. Conclusions and some open problems are given in Section 5.
Preliminaries

Ambiguity and Deficiency
Let G 1 and G 2 be two finite abelian groups (written additively) with order |G 1 | and |G 2 | respectively. We use 0 to denote the identity element of an abelian group. Let G * 1 = G 1 \ {0}, and G * 2 = G 1 \ {0}. For a function F : G 1 → G 2 , the (first-order) derivative of F with respect to a ∈ G 1 is defined as
The second-order derivative of F with respect to a ∈ G 1 , b ∈ G 1 is defined as
One can readily see
Definition 1 (Differential uniformity [Nyb93] ). Let F be a function from G 1 to G 2 . For any a ∈ G 1 and b ∈ G 2 , we define
Its maximum ∆ F = max
is the differential uniformity of F .
We denote N i the number of input differences a and output differences b that occur i times
The differential spectrum of function F is the set of
Obviously, the differential spectrum of function F satisfies
and
Now we provide the definitions of ambiguity and deficiency of a function, which are introduced firstly in [PSSW11] .
Definition 2. Let F be a function from G 1 to G 2 . Then the ambiguity of F is defined as
and the deficiency of F is defined as
By the definitions, it is easy to see that the ambiguity measures the injectivity of the derivatives D a F , and it is equal to the total replication number of pairs of x and y such that D a F (x) = D a F (y) for all a ∈ G * 1 . The deficiency is equal to the number of pairs (a, b) ∈ G * 1 ×G 2 such that D a F (x) = b has no solution. This is closely related to the surjectivity of the derivatives D a F . It is easy to see that if a function has its output distributions of all derivations close to the uniform distribution, then the ambiguity and deficiency would be as low as possible.
The following corollary is a direct result of the above observation, which will be used frequently later.
Corollary 1. Let F be a function from G 1 to G 2 . Then
Linearity and Nonlinearity
The nonlinearity of cryptographic functions must be high since the existence of affine approximations of the functions involved in a cryptosystem allows to build attacks on this system. The nonlinearity criterion can be quantified through the Fourier transform. For the functions defined over finite abelian groups, the nonlinearity is introduced in [Pot04, DRM10] . We follow this method and present the notations in full generality and later restrict the definitions to the particular cases in which we use them.
Given a complex number z ∈ C, |z| and z denote the absolute value and the conjugate of z, respectively. Let G be a finite abelian group. The Fourier transform of any complex-value function Φ on G is defined by
where χ is a character of G. It is well known that the characters of G form a group Gˆisomorphic to G. If denoting χ α to be the image of α ∈ G under an arbitrary but fixed isomorphism from G to Gˆ, then we can write this as
As a result, we can consider Φ to be defined on the group G. Now we consider the function F between two finite abelian groups G 1 and G 2 . Again identifying ψ β as the image of β under an arbitrary but fixed isomorphism from G 2 to G 2ˆ, then we define the Fourier transform of F at α ∈ G 1 and β ∈ G 2 by
The linearity of F is studied through the Fourier transform and is then given by the following definition.
Definition 3. Let F be a function from G 1 to G 2 , the linearity of F is defined by
The corresponding nonlinearity is given by the following normalized measure.
Definition 4. Let F be a function from G 1 to G 2 , the nonlinearity of F is defined by
An obvious example of functions between two finite abelian groups in cryptography is a Boolean function f : F n 2 → F 2 . The characters have the form χ α (x) = (−1) α,x where , is any inner product on F n 2 . Also, the only nonzero β in F 2 is β = 1, so we may drop the dependence on β and the Fourier transform is written as
where wt(f ) is the Hamming weight of f , i.e., the number of x ∈ F n 2 such that f (x) = 1. It is a direct observation that the linearity is equal to the minimum Hamming distance to the set of all affine functions. The definitions 3 and 4 of linearity and nonlinearity extend the classical definitions in a very natural way.
It is noticed that the definition 4 of nonlinearity is normalized, which is different from the classical definition of nonlinearity for a function from F 2 n to F 2 m when m > 1. For the sake of comparison with known results, when considering the nonlinearity of a function between finite fields with even characteristic, we always refer to the classic definition N L(F ) = 2 n−1 − 1 2 L(F ). The following orthogonality relations for characters are well known:
Lemma 1 (See [LN97] ). Let G be a finite abelian group with identity 0, then the following two identities hold:
Suppose F is a function from G 1 to G 2 , then we have that for any α ∈ G 1 and β ∈ G * 2 ,
We still have the following Parseval's relation
We have obtained the following result.
Functions with L(F ) = |G 1 | are called perfect nonlinear. EA-equivalence and CCZ-equivalence are two relevant notion of equivalence with respect to the differential and linearity properties of a function since it preserves both the differential and the Fourier spectra. It implies then that the ambiguity, deficiency, linearity and nonlinearity are invariant under EA-equivalence and CCZequivalence [CCZ98, PSS + 13].
Balance and Autocorrelation
When the two finite abelian groups G 1 and G 2 have the different orders, the bijections between them can never exist. Therefore, when considering the functions between any two finite abelian groups, we need the generalized concept of bijective, namely balanced, which is given in the following definition.
A well-known connection between the balance and the linearity of a function is that a function F from G 1 to G 2 is perfect nonlinear if and only if all of its nonzero derivatives are balanced in G 1 . By the definition, a necessary condition for the existence of balanced functions from G 1 to G 2 is that |G 2 | must be a factor of |G 1 |. A necessary and sufficient condition for a function to be balanced can be given in terms of characters.
Theorem 2 (See [LN97] ). The function F from G 1 to G 2 is balanced if and only if for all β ∈ G * 2 , it holds that
Autocorrelation is a measure of the similarity, or relatedness, between a function and its shift. It is shown that this is a useful tool to characterize the differential uniformity of a function. In the following we introduce the definition of autocorrelation functions between any two finite abelian groups.
Definition 6. Let F be a function from G 1 to G 2 , then the autocorrelation function of F at α ∈ G 1 and β ∈ G 2 is defined as
New Results on Ambiguity
In this section, we present some new results about the ambiguity. First, we give a lower bound on the ambiguity of a function between two finite abelian groups. A complete characterization on the ambiguity by means of the fourth moment of their Fourier transform is also given. As an example, we consider the functions from F 2 n to F 2 m when n is odd and m < n or n is even and n 2 < m < n, and give a lower bound on the fourth moment of Fourier transform, which is the best as far as we know. Then we further discuss some connections between the ambiguity, the second-order derivative and the autocorrelation of a function.
Bounds for General Groups
The following well-known result is needed.
Lemma 2 (Cauchy-Schwarz inequality). Let (a 1 , a 2 , . . . , a n ) and (b 1 , b 2 , . . . , b n ) be two sequences of real numbers, then
with equality if and only if there is a constant λ such that a k = λb k for all 1 ≤ k ≤ n.
A specifical case, which will be very useful later, is that when
with equality if and only if a 1 = a 2 = · · · = a n .
Theorem 3. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from
and the equality holds if and only if F is perfect nonlinear.
For any fixed a ∈ G * 1 , we denote
Then it is obvious that
By the inequality (4), we have
and when |G 2 | divides |G 1 |, the equality holds if and only if |A 1 | = |A 2 | · · · = |A m |, which means that the derivative D a F is balanced. Hence,
and in the case where |G 2 | divides |G 1 |, the equality holds if and only if all of the nonzero derivatives of F are balanced, this is to say that F is perfect nonlinear. The conclusion then follows by Corollary 1.
Remark 1. Note that in the proof we do not need to use the group structures of G 1 and G 2 to derive the lower bound of ambiguity. It is easy to see that the proof of lower bound of ambiguity is also valid for a function between any two finite sets equipped with closed operations. Besides, when |G 2 | divides |G 1 |, if a function F from G 1 to G 2 achieves the lower bound of ambiguity, then its deficiency also achieves the minimum 0. In finite fields with even characteristic, it is well known that the perfect nonlinear functions, i.e., bent functions, from F 2 n to F 2 m exist only when n is even and m ≤ n 2 .
For a function F from finite abelian group G 1 to finite abelian group G 2 , by the Pigeon-Hole Principle, it is known that the differential uniformity ∆ F ≥ |G 1 | |G 2 | . Next we give a lower bound for the ambiguity of differentially k-uniform functions.
Theorem 4. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from G 1 to G 2 with differential uniformity k. Then
Proof. Let a 0 ∈ G * 1 be such that there exists b ∈ G 2 with δ F (a 0 , b) = k. Without loss of generality, we may suppose
Then by (5), we have
Thus,
Finally, by (5) again, we obtain
The lower bound of ambiguity is then derived directly by Corollary 1.
, which is the lower bound given in [PSS + 13].
Example 1. When n is odd and m < n or n is even and n 2 < m < n, for any function F from F 2 n to F 2 m , it is well known that the differential uniformity is at least equal to 2 n−m + 2, otherwise if the differential uniformity is 2 n−m , then F would be bent, which is impossible [Nyb91] . Thus by Theorem 4, we have
and this allows us to give an improved lower bound on the fourth moment of the Fourier transform in the next subsection.
Characterization by Fourier Transform
Next we derive a new characterization on ambiguity by means of the fourth moment of its Fourier transform. Then by (3), we have
By Corollary 1, we deduce that Theorem 5. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from G 1 to G 2 . Then
By the inequality (4) and Parseval's relation:
and by Theorem 5, we have 
For a function from F 2 n to F 2 m , when n is odd and m < n or n is even and n 2 < m < n, by (6), we have α∈F 2 n β∈F 2 m | F (α, β)| 4 ≥ 2 4n + 2 3n (2 m − 1). This is the only inequality we known on the fourth moment of the Fourier transform [Car17] . However, from Example 1 and Theorem 5, we can derive an improved bound, which is the best as far as we know.
Theorem 6. Suppose n > 2. When n is odd and m < n or n is even and n 2 < m < n, let F be a function from F 2 n to F 2 m , then
Remark 3. In fact, the lower bound in Theorem 6 is also valid for the functions from F 2 n to F 2 n . Indeed, when m = n > 2, it is easy to check that 3 · 2 4n − 2 3n+1 > 2 4n + 2 3n (2 n − 1) + 2 3n+2
2 n −1 . Then by the inequality (11), it holds that α∈F 2 n β∈F 2 n | F (α, β)| 4 ≥ 2 4n + 2 3n (2 n − 1) + 2 3n+2 2 n −1 .
The characterization in Theorem 5 gives a nontrivial upper bound on the ambiguity of a function by its nonlinearity.
Corollary 2. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from
Proof. By the definition of linearity, we get
The conclusion is then follows by Theorem 5 and the definition of nonlinearity.
Example 2. In [QTTL13], Qu et al. constructed many families of differentially 4-uniform permutations over F 2 n with optimal algebraic degree by adding a properly chosen Boolean function to the inverse function. These functions can be expressed in the following unified form
where U F 2 n , U = ∅, and 1 U is the indicator function of U , i.e., 1 U (x) = 1 if x ∈ U and 1 U (x) = 0 otherwise. It is easy to check that the nonlinearity satisfies N L(F ) ≥ 2 n−1 −2 n 2 −2 |U |. By Corollary 2, we obtain the upper bound of ambiguity A(F ) ≤ 2 2
Moreover, if a function F over F 2 n for even n has the best known nonlinearity, i.e., N L(F ) = 2 n−1 − 2 n 2 , then A(F ) ≤ 3 · 2 n−1 (2 n − 1). This bound is achieved for the Gold functions, the Kasami functions and the Bracken binomials, which have the best known nonlinearity. (See more details in Section 4.2)
With respect to the autocorrelation function, by the definition, we have
Then,
Combining with the Corollary 1, we give another characterization by the autocorrelation functions.
Theorem 7. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from G 1 to G 2 . Then
Let us now study the connection between the ambiguity and its second-order derivative of a function.
Therefore this derives another characterization on ambiguity by the second-derivative, and we state it in the following theorem.
Theorem 8. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from G 1 to G 2 . Then
For example, let us consider the monomial x p i +p j over F p n where p is odd (see Example 4 for even p) and i ≥ j. For any a, b ∈ F p n , the second-derivative is
, which is bilinear with respect to a and b. Then we have
Let γ be a primitive element of F p n and s = gcd(i − j, n). If a = 0, then the equation
It is easy to see that the nonzero solutions
. This is equal to p s if n s is even, and equal to 1 otherwise. Therefore,
Actually, when n gcd(i−j,n) is odd, the monomial x p i +p j is perfect nonlinear (or planar) [DO68] . Moreover, for any DO polynomial over F p n , we have
It is clear from definitions that ambiguity and deficiency are strongly correlated although they are not exactly expressed by each other in general. However, for the special case when the δ F (a, b) of a function from G 1 to G 2 belongs to the set {0, i, j} for any a ∈ G * 1 and b ∈ G 2 , where 1 ≤ i < j = ∆ F , there does exist an explicit relationship between them.
Theorem 9. Suppose G 1 and G 2 are two finite abelian groups. Let F be a function from G 1 to G 2 , and 1 < i < j = ∆ F . Then the following statements hold.
Proof. By the relations (1) and (2), these results are immediate from the definitions of ambiguity and deficiency.
Notice that by the definition of ambiguity and equation (2), we have
Combining Theorem 5, 7 and 8, we have the following generalization formula, which is firstly given over finite fields with even characteristic by Nyberg in [Nyb94] . It provides a link between differential and linear cryptanalysis.
For the rest of this section, we consider two special kinds of the finite abelian groups. Firstly, we consider the case where G 1 = G 2 = (F q , +) with odd q. Let F be a permutation over . Additionally, by Corollary 2, we can give an upper bound of the nonlinearity of a permutation over F q with the optimum ambiguity.
Corollary 3. Let G = (F q , +) with q odd and let F be a permutation over G with optimum ambiguity and deficiency. Then the nonlinearity of F satisfies
When the G is a finite cyclic group of order n, we have the following similar results (the lower bound is given in [PSS + 13, Theorem 5]).
Corollary 4. Let G be a finite cyclic group of order n and let F be a permutation over G with optimum ambiguity and deficiency. Then the nonlinearity of F satisfies 1. when n is odd,
2. when n is even,
n .
Finite Fields with Even Characteristic
In this section, we consider the functions between finite fields with even characteristic. Some further results on the ambiguity and deficiency are presented. Firstly, we recall some notations.
The finite field F 2 n can also be regarded as a vector space of dimension n over F 2 , and can then be identified with F n 2 . In the following, we will switch between these two points of view without explanation if the context is clear. Given two positive integers n and m, a mapping F from F 2 n to F 2 m is called an (n, m)-function or a vectorial Boolean function. When m divides n, then F has also a unique univariate polynomial representation F (x) = 2 n −1 i=0 a i x i , where a i ∈ F 2 n . The algebraic degree is equal to the maximum Hamming weight of the binary expansion of those exponents i with nonzero coefficients a i . We define the trace function from F 2 n onto its subfield F 2 m (with m|n) as
Then the characters of F 2 n have the form χ α (x) = (−1) Tr n 1 (αx) . For any α ∈ F 2 n and β ∈ F 2 m , the Fourier transform (also called Walsh transform) is written as
and the autocorrelation function is written as
The following result is a refinement of the Theorem 4 for functions between finite fields with even characteristic.
Corollary 5. Let F be a function from F 2 n to F 2 m with differential uniformity k. Then
with equality if and only if for any a ∈ F * 2 n and b ∈ F 2 m , δ F (a, b) ∈ {0, 2, k}.
Proof. It is noticed that for any a ∈ F * 2 n and b ∈ F 2 m , we have D a F (x) = D a F (x + a), therefore, N k = 0 for odd k. Then by the equalities (8) and (2),
The equality then comes from the simple fact that i 2 = 2i if and only if i = 0 or 2.
For any (n, m)-function F , by Theorem 3, we have a lower bound on the ambiguity
When n = m, the right side of inequality (10) is zero, it does not give information. However, we know from [CV94] that, given any (n, n)-function, the Fourier transform satisfies
and the equality holds if and only if F is APN. This allows us to prove directly that APN functions have the optimum ambiguity.
Corollary 6. Let F be a function over F 2 n . Then
Each of the equalities holds if and only if F is APN.
Proof. The case of ambiguity is a direct result of (11). Now we consider the deficiency, for any
and the equality holds if and only if D a F (x) is 2-to-1. Thus
and the equality holds if and only if D a F (x) is 2-to-1 for any nonzero a ∈ F 2 n .
For two special cases when m = n − 1 or m = n − 2, we can give a slightly improved lower bound than that in Theorem 6. Firstly, we consider the case m = n − 1, if n ≥ 3 then the differential uniformity k ≥ 4. By Corollary 5, A(F ) ≥ 4 + 2 n−1 (2 n − 1). The following result is immediate from Theorem 5.
Proposition 7. Suppose n ≥ 3. Let F be a function from F 2 n to F 2 n−1 . Then α∈F 2 n β∈F 2 n−1
The previous result leads to the following slightly improved upper bound than the covering radius bound for the nonlinearity of a function from F 2 n to F 2 n−1 .
Similarly, for the special case m = n − 2, we can also give the following result, which further improves the lower bound in Theorem 4.
Proposition 9. Let F be a function from F 2 n to F 2 n−2 with differential uniformity k. Then
Proof. Denote A a (F ) = |{(x, y) ∈ F 2 n × F 2 n : D a F (x) = D a F (y) and x = y}|. Let a 0 ∈ F * 2 n be such that there exists b ∈ F 2 n−2 with δ F (a 0 , b) = k. Note that it always holds that 2 n −k 4 ≤ 2 n−2 − 1. Thus with the same notions in Theorem 4, similarly as the proof of Theorem 4, we have
When a = 0, a 0 , we have A a (F ) ≥ 2 n−2 4 2 . The conclusion is immediate from the fact that
Suppose n ≥ 5, then the differential uniformity of a function from F 2 n to F 2 n−2 is at least equal to 6. By Proposition 9, we have A(F ) ≥ 3 · 2 n−1 (2 n − 1) + 4. By Theorem 5, we have the following better bound on the fourth moment of Fourier transform and the nonlinearity for an (n, n − 2)-function.
Proposition 10. Suppose n ≥ 5. Let F be a function from F 2 n to F 2 n−2 . Then
For any function over F 2 n , the univariate degree of F is the degree of the univariate polynomial in F 2 n [x]. Obviously, the two notions algebraic degree and univariate degree are different, for instance, the cube function x 3 over F 2 n has univariate degree 3 and algebraic degree 2. A wellknown result is due to Wan [Wan92] who proved that if a function F over F q is not a permutation polynomial then
is the univariate degree of F and V F is image set of F . Note that for any nonzero a, the derivative D a F is not bijective, since x and x + a have the same image. The following result is immediate.
Corollary 11. Let F be a function over F 2 n with univariate degree d, then [Wan92] when the index ℓ of a polynomial is strictly smaller than the univariate degree d. It is mentioned that the index ℓ of a polynomial is always smaller than the univariate degree d as long as ℓ ≤ √ q − 1. However, the index of derivative D a F may be distinct from the index of F . We leave it as an open problem to find the connections between the index of D a F and index of F , in order to give an improvement of the lower bound of deficiency when the function has a very large univariate degree.
Example 3. Let F be the cube function x 3 over F 2 n , then we have D(F ) ≥ (2 n − 1) 2 n −1 3−1 = (2 n − 1)2 n−1 . The lower bound is achieved by Corollary 6 since it is well known that F is APN.
Power Functions and Plateaued Functions
In this subsection, we consider two kinds of special functions, power functions and plateaued functions, for their important applications in sequence and cryptography. The plateaued functions are those Boolean functions whose squared Fourier transform takes one single nonzero value. Vectorial plateaued Functions are functions whose component functions are plateaued.
For the inverse function F (x) = x −1 over F 2 n , when n is odd, it is well known that the function is an APN permutation, and it has the optimum ambiguity and deficiency. When n is even, in [PSSW11] , it is proved that A(F ) = (2 n − 1)(2 n−1 + 4) and D(F ) = (2 n − 1)(2 n−1 + 1). Indeed, the inverse function has the lowest ambiguity among all the power permutations (see Remark 5 below).
Let F (x) = x d be a power function from F 2 n to F 2 m , we can deduce that
Then by (8), it is easy to see the following corollary.
Corollary 12. Let F (x) = x d be a power function from F 2 n to F 2 m . Then
An immediate result from Corollary 5 is given.
Corollary 13. Let F (x) = x d be a power function from F 2 n to F 2 m with differential uniformity k.
where N ′ k = |{b ∈ F 2 m : δ F (1, b) = k}|. And the equality holds if and only if for any b ∈ F 2 m , δ F (1, b) ∈ {0, 2, k}.
Remark 5. It is well known that for any power permutation F over F 2 n with even n, the differentially uniformity is at least 4 [Hou06] . Thus we have A(F ) ≥ 1 2 (4 2 − 2 × 4)(2 n − 1) + (2 n − 1)2 n−1 = (2 n − 1)(2 n−1 + 4).
For plateaued functions, we have the following results.
Corollary 14. Let F be an n variables Boolean function, which is plateaued of amplitude µ. Then
Proof. By Theorem 7, this result comes immediately from the equalities α∈F 2 n C 2 F (α, 1) = 2 n µ 2 and α∈F 2 n C 2 F (α, 0) = 2 3n .
Corollary 15. Let F be a function from F 2 n to F 2 m such that all component functions f β : x ∈ F 2 n → Tr For a power function F (x) = x d , Carlet proved the following results which can make the characterization of ambiguity easier.
Lemma 3 (See [Car15] ). Let F (x) = x d be any power function over F 2 n . Then for every v ∈ F 2 n , every x ∈ F 2 n , and every λ ∈ F * 2 n we have
Moreover, F is plateaued if and only if, for every v ∈ F 2 n :
Note that the previous lemma is proved for (n, n)-functions which are power and plateaued, we remark that the result also holds for (n, m)-functions which are power and plateaued.
Corollary 16. Let F (x) = x d be any power function from F 2 n to F 2 m . If F is also plateaued, then
Proof. By Corollary 1 and Lemma 3, we have
The proof is completed.
Example 4. When F is a quadratic power function x → x 2 i +2 j over F 2 n where i > j. Then D 1 F (x) = (x + 1) 2 i +2 j + x 2 i +2 j = x 2 i + x 2 j + 1 = 1 if and only if x 2 i−j = x, which is equivalent to x ∈ F 2 s , where s = gcd(i − j, n). We have A(F ) = 2 n−1 (2 n − 1)(2 s − 1). The deficiency can be easily to obtain, D(F ) = (2 n − 1)(2 n − 2 n−s ).
Differentially 4-Uniform Functions
When the input and output have the same size, APN permutations are the most ideal choices for S-boxes since they have the optimal resistance to the differential attack. However, due to the lack of knowledge on APN permutations on F 2 2k , differentially 4-uniform permutations are usually chosen as S-boxes in practical applications. For a differentially 4-uniform permutation, if N 4 is large, the probability of having δ F (a, b) = 4 for a fixed input difference a is not negligible. This affects the security of the corresponding cipher. Indeed, by the definition, for the differentially 4-uniform permutations used in cryptography algorithms, ambiguity is a good characterization of this probability since it measures the number δ F (a, b) = 4 for a ∈ F * 2 n and b ∈ F 2 n . In this subsection, we consider the differentially 4-uniform functions over F 2 n . For the sake of convenience, we always define 0 −1 = 0.
By (1) and (2), for a differentially 4-uniform function over F 2 n , we have
Combining that N 2 + 6N 6 = A(F ) and N 0 = D(F ), we obtain that
and the following obvious corollary.
Corollary 17. Let F be a function over F 2 n with differential uniformity 4, then
From the characterization of ambiguity by means of the fourth moment of Fourier transform, it is easy to see that for a differentially 4-uniform function, the differential spectrum is completely determined by its Fourier spectrum.
Theorem 10. Let F be a function over F 2 n with differential uniformity 4, then
Example 5. We consider the Bracken-Leander function F (x) = x 2 2k +2 k +1 over F 2 n [BL10] , where n = 4k and k is a positive integer. In a recent work [XY17] , Xiong et al. gave the complete differential spectrum of F by determining directly the exact number of roots of related polynomials. By Theorem 10, we can give a short proof of this result. In fact, the Fourier spectrum distribution of F is given in [BL10] , therefore, when k is even,
and then by Theorem 10,
The case of odd k can be treated similarly, and F has the same differential spectrum with the case of even k. Finally, we have A(F ) = (2 4k − 1)(2 4k − 2 3k−1 ) and D(F ) = (2 4k − 1)(5 · 2 4k−3 − 2 3k−3 ).
There are 5 classes of primarily-constructed differentially 4-uniform permutations, their ambiguity and deficiency is listed as follows.
-Gold function [Gol68]: x 2 i +1 , where n = 2k, k is odd and gcd(i, n) = 2,
, where n = 2k, k is odd and gcd(i, n) = 2,
-Inverse function [Nyb93] : x −1 , where n is even,
-Bracken-Leander function [BL10] : x 2 2k +2 k +1 , where n = 4k and k is odd,
-A class of binomials found by Bracken et al.
[BTT12]: αx 2 s +1 + α 2 k x 2 −k +2 k+s , where n = 3k, k even, k/2 odd, gcd(s, n) = 2, 3|(k + s) and α is a primitive element of F 2 n ,
A number of differentially 4-uniform permutations have been constructed via the switching method. Next we consider the function
In [LWY13] , it is shown that the differential uniformity of function F over F 2 n defined by (12) is at most equal to 6, and it is equal to 4 if and only if n ≡ 2 (mod 4). Moreover, when n ≡ 2 (mod 4) the function has the best known nonlinearity 2 n−1 − 2 n 2 . The algebraic degree is also optimal. Next we give the differential spectrum of this function.
Proposition 18. Let n be a positive even integer, and F be the function over F 2 n defined by (12). Then the following statements hold.
1. When n ≡ 0 (mod 4), the differential spectrum is N 0 = (2 n − 1)(2 n−1 + 1) − 2, N 2 = (2 n − 1)(2 n−1 − 2) + 6, N 4 = 2 n − 7, N 6 = 2.
The ambiguity and deficiency are A(F ) = (2 n−1 + 4)(2 n − 1), D(F ) = (2 n−1 + 1)(2 n − 1) − 2.
2. When n ≡ 2 (mod 4), the differential spectrum is
The ambiguity and deficiency are A(F ) = (2 n−1 + 4)(2 n − 1), D(F ) = (2 n−1 + 1)(2 n − 1).
Proof. For any a ∈ F * 2 n and b ∈ F 2 n , we define S(a, b) = {x ∈ F 2 n : F (x + a) + F (x) = b}. Let ω be an element of F 2 2 \ F 2 , and satisfy the equation ω 2 + ω + 1 = 0. Below we separate the proof into the following several cases depending on the value of a. 
When n ≡ 2 (mod 4), we have
The values of N 0 and N 2 can be obtained directly by the relations (1) and (2). The proof is now completed.
Remark 6. When n ≡ 0 (mod 4), the function F defined by (12) is a differentially 6-uniform permutation, which has the same ambiguity with the inverse function and a lower deficiency than the inverse function. When n ≡ 2 (mod 4), all of the differential spectrum, algebraic degree, nonlinearity are the same with the inverse function. But the inverse function satisfies the bilinear relation x 2 y = x where y = x 2 n −2 , which is the core of algebraic attacks. Though the attacks are not yet effect, they represent a threat. A possible way to repair this weakness is to use the function defined by (12).
Another typical construction by concatenating two (n − 1, n)-functions to obtain the differentially 4-uniform permutations over F 2 n is introduced by Carlet et al [CTTL14] . Let n ≥ 6 be an even integer. For any element c ∈ F 2 n−1 \{0, 1} such that Tr (1/c) = 1, we define an (n, n)-function F as follows:
where x ′ ∈ F 2 n−1 is identified with (x 1 , . . . , x n−1 ) ∈ F n−1 2 and f is an arbitrary Boolean function of n − 1 variables.
For any a = (a ′ , a n ), b = (b ′ , b n ) ∈ F 2 n−1 × F 2 , we want to compute the number of pairs (a, b) ∈ F * 2 n × F 2 n such that the equation
has 4 solutions. In the following, for several special Boolean functions f , we give their differential spectrum. For a more detailed proof, we refer the readers to [CTTL14, Lemma 2 and Theorem 2].
If a n = 0 and a ′ = 0, then we must have b n = 0. By [CTTL14] , we know that (14) 
and by (1) and (2), N 2 = 2 2n−3 − 9 · 2 n−2 − 4 and N 0 = 11 · 2 2n−4 + 21 · 2 n−3 + 2.
2. f (x ′ ) = Tr
It is easy to verify that b n = Tr n−1 1 (b ′ ) if a n = 0 and b n = Tr n−1 1 (b ′ ) + 1 otherwise. In both cases, b n is uniquely determined by b ′ . The remaining part of proof is identical to the case f (x ′ ) = 0. Thus,
If a n = 0 and a ′ = 0, then the solutions of (14) are constituted by (x ′ , 0) such that 
If a n = 1, then the solutions of (14) are constituted by ( 
and by (1) and (2), N 2 = 5 · 2 2n−4 + 5 · 2 n−2 − 4 and N 0 = 19 · 2 2n−5 − 11 · 2 n−3 + 2.
Quadratic Pseudo-Planar Functions
By Theorem 3, for a finite abelian group G, when a function F : G → G achieves the lower bound of ambiguity, it implies that for any a ∈ G * , the derivative D a F (x) is a bijection from G to G. These functions are called planar functions. Planar functions over finite fields are used in the constructions of DES-like iterated ciphers, error-correcting codes, and codebooks. However, when G = (F 2 n , +), then there are no planar functions since 0 and a have the same image under the map D a F (x). Recently, Zhou [Zho13] introduced a characteristic 2 analogue of planar functions, which have the same types of applications as do odd-characteristic planar functions.
A function F : F 2 n → F 2 n is called pseudo-planar if the mapping x → F (x + a) + F (x) + ax is a bijection over F 2 n for any a ∈ F * 2 n . In [Qu16] , Qu gave a new approach to construct quadratic pseudo-planar functions, and constructed five explicit families of pseudo-planar functions. In this subsection, we consider these functions and compute their ambiguity and deficiency. All these pseudo-planar functions are of Dembowski-Ostrom (DO) type, thus the derivatives are affine. This fact makes the computation of the ambiguity and deficiency simpler. We found that even though the mapping F (x + a) + F (x) + ax is a bijection over F 2 n for any nonzero a, which has the best balancedness to some extent, the differential uniformity may be very bad.
Lemma 4 ([PSS
is a linearized polynomial and c a ∈ F q r is a constant. Furthermore, let L a be the Dickson matrix corresponding to L a . Then, the ambiguity and deficiency of F are respectively, given by
where rk(L a ) denotes the rank of the matrix L a .
Proposition 19. Set n = 3m, q = 2 m and c ∈ F * 2 n . Let
. Then the ambiguity and deficiency of F are respectively, given by
Proof. By EA-equivalence, it is enough to consider the function
For any a ∈ F * 2 n , the derivative is
The n × n Dickson matrix L a corresponding to L a (x) can be broken into diagonal blocks of size m × m, where the j-entry, L j , along the diagonal is given by   
where j = 0, 1, . . . , m − 1 and every other entry is equal to 0. By Gauss elimination method and exchanging the first two rows, we get a new block matrix of the form 
Note that Φ j = 0 if and only if c q a q + (c q a q 2 + c q 2 a) c q a ca = 0, which is equivalent to c q c (ca
The number of nonzero a ∈ F 2 n such that Tr n m (c q 2 a) = 0 is equal to q 2 − 1. The calculation of A(F ) and D(F ) is immediate from Lemma 4.
Proposition 20. Set n = 3m, q = 2 m and c ∈ F 2 n satisfies c 3 + c 2 + 1 = 0. Let F (x) = x q+1 + cx q 2 +q + x q 2 +1 ∈ F 2 n [x]. Then the ambiguity and deficiency of F are respectively, given by
Proof. For any a ∈ F * 2 n , the derivative is
where j = 0, 1, . . . , m − 1 and every other entry is equal to 0. Noticed that a q 2 + a q = 0 if and only if a ∈ F q . Below we consider two cases depending on whether a ∈ F q or not.
1. a ∈ F * q . Since a q 2 = a q = a, the matrix now becomes 
The rank is obvious equal to 2 since c = 1 by the condition on c 3 + c + 1 = 0.
2. a ∈ F 2 n \ F q . By Gauss elimination method, we get a new block matrix of the form 
Note that Φ j = 0 if and only if c q a + a q + (c q a q 2 + a q ) ca q +a a q 2 +a q = 0, which is equivalent to (c q+1 + 1)a q 2 + (c + 1)a q + (c q + 1)a = 0.
If a ∈ F q is a solution of (15), then we have a q 2 = a q = a. Equation (15) can be rewritten as (c + 1) q+1 a = 0, i.e., a = 0. Thus all the nonzero solutions of (15) are in F 2 n \ F q .
Similarly, we repeat the above steps to obtain the jth entry along the diagonal blocks of the n × n Dickson matrix corresponding to the linearize polynomial (15), 
where
It is easy to check that Ord(c) = 7 because that c satisfies the equation c 3 + c 2 + 1 = 0. Next we consider the following three cases according to the value of m.
If m ≡ 0 (mod 3), then q ≡ 1 (mod 7). Suppose that we have c q 2 +q+1 + c q 2 + c q + c = c 3 + c + c + c = 0, which then leads to that c 2 = 1, a contradiction with the order of c. Therefore, the rank of matrix (16) is equal to 3, it follows that equation (15) If m ≡ 1 (mod 3), then q ≡ 2 (mod 7). Note that it always holds that c q 2 +q+1 + c q 2 + c q + c = c 4+2+1 + c 4 + c 2 + c = 0. Therefore, the rank of matrix (16) is equal to 1, it follows that the number of nonzero solutions of equation (15) is equal to q 2 − 1.
If m ≡ 2 (mod 3), then q ≡ 4 (mod 7). We still have that c q 2 +q+1 + c q 2 + c q + c = c 4+2+1 + c 4 + c 2 + c = 0. The conclusion is then the same as the case m ≡ 1 (mod 3).
The calculation of A(F ) and D(F ) is immediate from Lemma 4.
Remark 7. In fact, we have F (x) = x q+1 + cx q 2 +q + x q 2 +1 = (cx q 2 + x q + x) • x q 2 +1 . When m ≡ 0 (mod 3), it can be proved that cx q 2 + x q + x is a linearize permutation polynomial by analyzing the rank of corresponding Dickson matrix. Therefore, F (x) is EA-equivalent to x q 2 +1 , the conclusion is immediate from Example 4.
Proposition 21. Set n = 4m, q = 2 m . Let F (x) = x q 2 +q + x q 3 +q 2 + x q 3 +q ∈ F 2 n [x]. Then the ambiguity and deficiency of F are respectively, given by
Proof. For any a ∈ F * 2 n , the derivative with respect to a is
If a ∈ F q , then L a (x) = 0. In the following, we always assume that a ∈ F 2 n \ F q . Similarly, we can get the following block matrix of the form 
which has rank 3 since that a q 3 + a q = a q 3 + a q 2 . The calculation of A(F ) and D(F ) is immediate from Lemma 4.
The following lemmas are needed for proving the Proposition 22.
Lemma 5. Let n = 4m and q = 2 m . Then the equation a q+1 + a 2q + a 2 = 0 has nonzero solutions in F 2 n if and only if m is odd. Furthermore, when m is odd, the number of nonzero solutions in F 2 n is equal to 2q − 2, and all the solutions belong to F q 2 .
Proof. We note that the equation a q+1 + a 2q + a 2 = 0 is equivalent to a 2 (a q−1 ) 2 + a q−1 + 1 = 0. Therefore, the equation a q+1 + a 2q + a 2 = 0 has nonzero solutions in F 2 n if and only if a q−1 = ω or a q−1 = ω 2 has solutions in F 2 n . It then follows that 3(q − 1)|(q 4 − 1), which is possible if and only if m is odd. Furthermore, when m is odd, since a q 2 −1 = ω q+1 = 1 or a q 2 −1 = ω 2(q+1) = 1, all the solutions belong to F q 2 . The number of solutions is obviously equal to 2q − 2.
Lemma 6. Suppose n = 4m and q = 2 m . Let S = {a ∈ F 2 n : Tr
Proof. We note that Tr n m (a 2 + a 1+q ) = 0 is equivalent to
For any a ∈ F q 2 , we have a q 2 = a. Then substituting it into the above equation, we can deduce that F q 2 ⊆ S. Denote Q(x) = Tr n m (x 2 + x 1+q ), and
Then obviously, B(x, y) is a bilinear map from F 2 n × F 2 n to F q . It is easy to check that Q(λx) = λ 2 Q(x) for all λ ∈ F q and x ∈ F 2 n . Therefore, the function Q(x) is a quadratic form from F 2 n to F q . For all y ∈ F 2 n , we have B(x, y) = Tr n m (x q y + xy q ) = Tr n m (x q 3 + x q )y = 0 if and only if x q 3 + x q = 0, which is equivalent to x ∈ F q 2 . It then implies that the dimension dim Fq rad(Q) is equal to 2. By the theory of quadratic forms, we have
where Λ(Q) is the invariant of the quadratic form Q (see more details in [Fit05] ). The codimension of the radical is then equal to 2. Since that n = 4m, it is known [Fit05, Theorem 2.4] that
The conclusion then follows.
Remark 8. By Hilbert's Theorem 90, we know that Tr n m (x 2 + x 1+q ) = 0 if and only if there exist some y ∈ F 2 n such that y q + y = x 2 + x 1+q . Next we consider this Artin-Schreier curve y q + y = x 2 + x 1+q , this has genus g = q(q−1)
For the function field F q 4 (x, y) with defining equation y q + y = x 2 + x 1+q , the set S 0 is the places with degree one of F q 4 /F q . Then, by Hasse-Weil bound, we have |S 0 | ≤ q 4 + 1 + 2g q 4 = 2q 4 − q 3 + 1. Therefore, |S| ≤ 2q 3 − q 2 . According to Lemma 6, the equality holds when m is odd. Hence when m is odd, the Artin-Schreier curve y q + y = x 2 + x 1+q meets the Hasse-Weil bound.
Constructing words in trace codes from Artin-Schreier curves over finite fields is a central theme in error correcting coding. As a consequence weights of words and subcodes are related to numbers of rational points on curves, where low weight words and subcodes are yielded from curves with many rational points. It is well known that the cyclic codes can be represented as trace codes in a natural manner. For more comprehensive surveys on trace codes and subfields subcodes can be found in [Sti09, Chapter 9], [vdGvdV96] .
Then the ambiguity and deficiency of F are respectively, given by
Using the same method as before, it is enough to consider the rank of the following matrix.
Taking some elementary row operations, we have      a a q + a a q 3 + a q + a a q 3 + a 0 a q 3 +q + a q 3 +1 + a q 2 +q + a 2q a 2q 3 + a q 3 +q 2 + a q 3 +1 + a q 2 +q + a 2q + a q+1 a 2q 3 + a q 3 +q 2 + a q 3 +q + a q+1 0
In the following we consider the rank of the following 3 × 3 matrix.
  
a q 3 +q + a q 3 +1 + a q 2 +q + a 2q a 2q 3 + a q 3 +q 2 + a q 3 +1 + a q 2 +q + a 2q + a q+1 a 2q 3 + a q 3 +q 2 + a q 3 +q + a q+1 a q 3 +q + a q 2 +1 + a q+1 a q 3 +1 + a q 3 +q + a 2q 3 + a q 2 +1 + a q+1 + a 2 a 2q 3 + a q 3 +1 + a 2 a q+1 + a 2q + a 2 a q 3 +1 + a q 3 +q + a q 2 +1 + a q+1 + a 2q + a 2 a q 3 +1 + a q 3 +q + a q 2 +1    .
Below we distinguish two cases according to whether a q+1 + a 2q + a 2 = 0 or not.
1. a q+1 + a 2q + a 2 = 0.
By Lemma 5, m must be odd and satisfies that a q−1 = ω or ω 2 . Substituting a q−1 = ω into (18) leads to that the matrix (18) becomes the zero matrix, which has rank 0. The case a q−1 = ω 2 is identical and has the same conclusion. Therefore, the matrix (17) has rank 1. a 1+q ) a q+1 + a 2q + a 2 a q 3 +1 + a q 3 +q + a q 2 +1 + a q+1 + a 2q + a 2 a q 3 +1 + a q 3 +q + a q 2 +1   .
The rank is equal to 2 if Tr n m (a 2 + a 1+q ) = 0, and equal to 1 otherwise. Let
Then by Lemma 5 and 6, we have that T ⊆ F q 2 ⊆ S. Finally, combining the above cases, we have that when m is odd, the rank of original Dickson matrix L a corresponding to
and when m is even, the rank Proposition 23. Set n = 3m, q = 2 m . Let F (x) = x q+1 + x q 2 +q ∈ F 2 n [x]. Then the ambiguity and deficiency of F are respectively, given by
Proposition 25. Set n = 3m, q = 2 m . Let F (x) = c −(q+1) x q+1 + c q 2 +1 x q 2 +1 ∈ F 2 n [x], where c satisfies that for any ǫ ∈ F * 2 n it holds Tr n m (c q 2 +q + c −q 2 −q−2 )(c q+1 + ǫ q−1 )ǫ q+2 + c q−q 2 ǫ 3 + ǫ = 0. Then the ambiguity and deficiency of F are respectively, given by A(F ) = q 2 (q 3 − 1) q 2 , D(F ) = (q 3 − 1)(q 3 − q 2 ).
Remark 9. We remark that in the proof of Proposition 25, we need to prove that c q 2 +q+1 = 1.
This is easy to see since if we have c q 2 +q+1 = 1 and take ǫ = c q 2 −q 2 = 0, then it is easy to check c q 2 +q + c −q 2 −q−2 c q+1 + ǫ q−1 ǫ q+2 + c q−q 2 ǫ 3 + ǫ = 0, which is a contradiction.
Remark 10. For the remaining one family of pseudo-planar functions constructed by Qu [Qu16] : -F (x) = x 2(q+1) + x q 2 +1 + x q 2 +q + x 2(q 2 +1) , where n = 3m, m ≡ 1 (mod 3) and q = 2 m , we can not give their ambiguity and deficiency now and leave it as an open problem.
Conclusions and Some Open Problems
In this paper, we study the ambiguity of the functions between any two finite abelian groups with possible different orders. We give a lower bound on the ambiguity of these functions, in particular, of differentially k-uniform functions. The optimum lower bound characterizes the perfect nonlinear functions. We give a new characterization of the ambiguity of a function by the fourth moment of its Fourier transform. With this characterization, we give a short proof to determine the differential spectrum of the Bracken-Leander differentially 4-uniform power function. We also investigate the links between ambiguity and the second-order derivative, ambiguity and the autocorrelation function. Moreover, when the groups are the finite fields with even characteristic, some further results are presented. The ambiguity and deficiency of many typical known differentially 4-uniform functions are given. Finally, we derive explicit values of the ambiguity and deficiency of many known pseudo-planar functions.
We give some new lower bounds on the fourth moment of Fourier transform by analyzing the lower bounds of the ambiguity of a function from F 2 n to F 2 m when n is odd and m < n or n is even and n 2 < m < n. It seems that this is a very potential method to give some better lower bounds on the fourth moment of Fourier transform. We point that the analysis of the lower bound of ambiguity is very rough and there seems to be plenty of room for improvement. One may be able to give an improvement of the lower bound (7) by analyzing the lower bound of ambiguity more carefully, which could further derive a better upper bound than the covering radius bound for the nonlinearity of function F 2 n to F 2 m when n is odd and m < n or n is even and n 2 < m < n. This is a well-known open problem and worthy of further study [Car14] .
Among all the power permutations over F 2 2k , the inverse permutation has the lowest ambiguity. Thus it is an interesting problem to find a differentially 4-uniform permutation over F 2 2k , which has a lower ambiguity than the inverse function. It is worth noticing that in [YWL13] , Yu et al. found a differentially 4-uniform permutation by exchanging the values of the Dillon APN permutation F over F 2 6 at two appropriate points, which has a lower ambiguity (i.e., 2232 by exchanging the values of F (0) and F (1)) than the inverse function (i.e., 2268). By an exhaustive search of exchanging any two values of the function F , we found the minimum of ambiguity is equal to 2232 actually. To find other nice constructions is worthy of a further investigation.
A. The Proof of Proposition 23
Proof. For any a ∈ F * 2 n , the derivative with respect to a is D a F (x) = F (x + a) + F (x) = (x + a) q+1 + (x + a) q 2 +q + x q+1 + x q 2 +q = a q x q 2 + (a + a q 2 )x q + a q x + a q+1 + a q 2 +1 = L a (x) + F (a).
Next we consider the rank of the following matrix   a q a q 2 a q 2 + a q a + a q 2 a q 2 a a q a q + a a   .
By Gauss elimination method, we obtain   a q a q 2 a q 2 + a q 0 Tr 
B. The Proof of Proposition 24
Proof. For any a ∈ F * 2 n , the derivative with respect to a is D a F (x) = F (x + a) + F (x) = (x + a) q 2 +q + (x + a) q 2 +1 + x q 2 +q + x q 2 +1 = (a q + a)x q 2 + a q 2 x q + a q 2 x + a q 2 +q + a q 2 +1 = L a (x) + F (a).
Next we consider the rank of the following matrix   a q 2 a q 2 + a q a q a q 2 a a + a q 2 a q + a a a q   .
By Gauss elimination method, we obtain   a q 2 a q 2 + a q a q 0 Tr 
C. The Proof of Proposition 25
Proof. By EA-equivalence, it is enough to consider the function F (cx) = c −(q+1) (cx) q+1 + c q 2 +1 (cx) q 2 +1 = x q+1 + c 2(q 2 +1) x q 2 +1 . Denote d = c 2(q 2 +1) , then for any a ∈ F * 2 n , the derivative with respect to a is D a F (x) = F (x + a) + F (x) = (x + a) q+1 + d(x + a) q 2 +1 + x q+1 + dx q 2 +1
= dax q 2 + ax q + (da q 2 + a q )x + a q+1 + da
= L a (x) + F (a). 
The rank is equal to 1 if
and equal to 2 otherwise. We repeat the above steps to obtain the j-th entry along the diagonal blocks of the n × n Dickson matrix corresponding to the linearize polynomial (20) (omitting the 2 j -th power),
Note that d q 2 +q+1 + 1 = c 2(q 2 +1)(q 2 +q+1) + 1 = (c q 2 +q+1 ) 4 + 1 = (c q 2 +q+1 + 1) 4 , then by Remark 9, the rank of matrix (21) is equal to 3. Hence the linearize equation (20) has no nonzero solutions in F 2 n . The rank of matrix (19) is always equal to 2. The calculation of A(F ) and D(F ) then follows from Lemma 4.
