Delta oscillations (1-4 Hz) associate with deep sleep and are implicated in memory consolidation and replay of cortical responses elicited during wake states. A potent local generator has been characterized in thalamus, and local generators in neocortex have been suggested. Here we demonstrate that isolated rat neocortex generates delta rhythms in conditions mimicking the neuromodulatory state during deep sleep (low cholinergic and dopaminergic tone). The rhythm originated in an NMDA receptor-driven network of intrinsic bursting (IB) neurons in layer 5, activating a source of GABA B receptor-mediated inhibition. In contrast, regular spiking (RS) neurons in layer 5 generated theta-frequency outputs. In layer 2/3 principal cells, outputs from IB cells associated with IPSPs, whereas those from layer 5 RS neurons related to nested bursts of theta-frequency EPSPs. Both interlaminar spike and field correlations revealed a sequence of events whereby sparse spiking in layer 2/3 was partially reflected back from layer 5 on each delta period. We suggest that these reciprocal, interlaminar interactions may represent a "Helmholtz machine"-like process to control synaptic rescaling during deep sleep.
Introduction
Delta rhythms (1-4 Hz) are associated with deep sleep non-rapid eye movement stages NREM3 and 4. These sleep stages are manifest during the first few hours of sleep in humans and are linked to the consolidation of memories of conscious events (Huber et al., 2004) . However, it remains unclear how such memory consolidation may take place and even what the mechanistic origin of the delta rhythm may be.
Although much is known about the local origins of slow-wave oscillations (Ͻ1 Hz) in neocortex (Compte et al., 2003; Shu et al., 2003; Hasenstaub et al., 2005; Haider et al., 2006) and thalamus (Crunelli and Hughes, 2010) , relatively little is yet known about cortical delta rhythms in the 1-4 Hz band. A thalamic generator of delta rhythms (1-4 Hz), modified by sensory input, is seen in thalamus (Amzica et al., 1992) , and specific neuronal mechanisms involving behavior of intrinsic membrane conductances (I h and I T ) has been well characterized (Pirchio et al., 1997; Hughes et al., 1999 Hughes et al., , 2002 . Although such a mechanism, given the density of thalamocortical projections, could readily account for a cortical analog as simply an imposed rhythm, some forms of delta rhythm have characteristics suggesting a purely cortical origin (Amzica and Steriade, 1998, Fell et al., 2002) . In addition, during sleep it has been suggested that cortical delta rhythms can be generated locally in a use-dependent manner (Vassalli and Dijk, 2009 ) as a self-organizing property of any "viable neuronal assembly" (Krueger and Obál, 1993) . Within this framework, evidence for discrete region specificity exists (Vyazovskiy et al., 2011) . The most predominant delta rhythm generators in human cortex during sleep are the association areas of frontal cortex and parietal cortex (Ioannides et al., 2009) , and each cortical region may have its own local delta rhythm generator (Mormann et al., 2008) interacting with the thalamic generator.
In local circuits during the wake state, an intimate, nested relationship exists between theta (and gamma) and delta (Lakatos et al., 2008) rhythms, with powerful implications for information processing ). Delta and theta rhythms also appear to have a particularly intimate relationship during sleep: both rhythms are homeostatically coregulated during the sleep-wake cycle (Borbély et al., 1981) and increase together after periods of wakefulness (Franken et al., 1991) . In addition, very low within-subject variability (Van Dongen et al., 2006) and covariability to sensory input are reported (De Gennaro et al., 2008) . However, it is unlikely that these rhythms are facets of the same mechanism (Campbell and Feinberg, 2009 ).
Here we demonstrate the mechanism underlying a purely neocortical delta rhythm generator and show a remarkable laminar, cell subtype and local subcircuit delineation between delta and nested theta rhythms. We show that spike timing during delta-nested theta rhythms controls an iterative, reciprocal interaction between deep and superficial cortical layers resembling the unsupervised learning processes proposed for laminar neural networks by Hinton and colleagues (Dayan et al., 1995; and mimicking the alternating cortical dynamics of sensory and memory processing during wakefulness (Takeuchi et al., 2011) .
Materials and Methods
Experimental methods. Coronal slices (450 m thick) containing secondary somatosensory/parietal area S2/Par2 were prepared from adult male Wistar rats (ϳ150 g) and maintained at 34°C at the interface between humidified 95% O 2 / 5% CO 2 and artificial CSF (ACSF) containing the following (in mM): 126 NaCl, 3 KCl, 1.25 NaH 2 PO 4 , 1 MgSO 4 , 1.2 CaCl 2 , 24 NaHCO 3 , and 10 glucose. All surgical procedures were in accordance with regulations of the United Kingdom Animals (Scientific Procedures) Act, 1986. Persistent, spontaneous delta rhythms were induced by perfusion of the cholinergic agonist carbachol (2 M) and the D 1 dopamine receptor antagonist SCH23390 [R(ϩ)-7-chloro-8-hydroxy-3-methyl-1-phenyl-2,3,4,5-tetrahydro-1 H-3-benzazepine hydrochloride] (10 M). Additional drugs were perfused in some experiments: pirenzipine (10 M),
, and 18␤-glycyrrhetinic acid (0.1 mM) were all obtained from Tocris Cookson or Sigma.
Extracellular field potential recordings were taken with micropipettes (2-5 M⍀) filled with ACSF. Intracellular recordings used pipettes with 2 M potassium acetate (50 -100 M⍀). Extracellular data were bandpass filtered at 0.1 Hz to 0.5 kHz, with intracellular direct current recordings low-passed filtered at 2.5 kHz. Stable oscillations were recorded 2 h after carbachol and SCH23390 application. Voltage-sensitive dye recordings from human frontal cortical tissue (removed as part of surgery to access a deep brain tumor not associated with epilepsy in the patient) were performed by incubating the tissue for 2 h in di-4-ANEPPS [4-(2-(6-(dibutylamino)-2-naphthalenyl)ethenyl)-1-(3-sulfopropyl)pyridinium hydroxide inner salt] [Invitrogen; 5 M prepared from a stock solution in ethanol/DMSO (2:1), diluted 200:1 in oxygenated ACSF]. Epifluorescence from illumination at 532 nm (Verdi; Coherent) was monitored using a 4ϫ objective, a dichroic mirror (575 nm), and a long-pass filter (590 nm) and imaged at 200 Hz with a 100 ϫ 100 pixel CCD camera (MiCAM ULTIMA; RIKEN). Spatiotemporal spike and local field potential (LFP) data were obtained using Utah probes (10 ϫ 10 electrodes, 0.4 mm separation) coupled to a Cyberkinetics amplifier (Blackrock Microsystems).
Power spectra were derived from Fourier analysis of 60 s epochs of data, and results were presented as mean Ϯ SEM. Spike and synaptic event detection was performed on the basis of peak transient deflections from mean membrane voltage. Cross-correlograms, phase, synchrony, and coherence measures were derived using scripts written in MATLAB (MathWorks). Interaction between cortical layers was performed using a Granger causality test. Sixty-second epochs of unfiltered data were downsampled to 0.5 kHz and split into 2 s epochs. Each epoch was used to construct a bivariate autoregressive model (order of 20) , and the best model for all epochs used estimate causality using the BSMART toolbox (Cui et al., 2008) . Spike correlation data were analyzed using Neuroexplorer. Statistical significance was measured by paired/unpaired t tests and one-way ANOVA tests. Results were deemed statistically significantly if p Ͻ 0.05.
Simulation methods. We simulated a cortical column (without the thalamic portion), based on a program described by Traub et al. (2005) .
The present model included 1000 superficial regular spiking (RS) pyramids, 50 superficial fast rhythmic bursting (or chattering) pyramids, 90 superficial basket cells (FS1), 90 superficial axoaxonic interneurons, 90 superficial low-threshold spiking (LTS) interneurons, 240 spiny stellate cells, 2000 deep tufted intrinsic bursting (IB) pyramids, 500 deep nontufted RS pyramids, 100 deep basket cells, 100 deep axoaxonic cells, and 100 deep LTS interneurons, all with intrinsic properties similar to the previous study. We did not include deep tufted RS cells in the present model. To simulate the GABA B dependence of the delta rhythm, we added an additional fast-spiking (FS) interneuron (FS2) modeled as a "neurogliaform"-type interneuron. Ninety superficial and 100 deep neurogliaform interneurons were small FS interneurons with increased soma/dendritic "A"-type K ϩ conductance, rendering them "delayedspiking" neurons, in response to an injected current pulse. In our program, neurogliaform cells were the only ones to produce postsynaptic GABA B conductances; they produced GABA A conductances as well and were excited by AMPA/kainate receptors and by NMDA receptors (NMDARs).
Neurons were interconnected by chemical synapses and gap junctions. The connectivity of chemical synapses was similar to that in the study by Traub et al. (2005) . In addition, superficial neurogliaform cells contacted all types of pyramidal cells (onto the apical dendrites of deep ones), as well as other superficial neurogliaform and basket cells. Deep neurogliaform cells contacted deep tufted pyramids, spiny stellates, and other deep neurogliaform cells, as well as deep basket cells. AMPA receptor (AMPAR)-mediated conductance time courses followed an alpha function. GABA A conductances rose abruptly and decayed following a singleexponential time course. NMDA conductances were described by the formalism of Traub et al. (1994) , in which there is a product of a scaling factor, a purely time-dependent term, and a voltage-and [Mg 2ϩ ]-dependent term (see also Traub et al., 2005) . GABA B conductances also followed a formalism from Traub et al. (1994) in which the conductance is zero for 10 ms and then is a scaling factor multiplied by a timedependent term (t in milliseconds):
Neurons were also coupled by gap junctions, which were placed only between homologous cell types (for example, deep tufted IB neurons only coupled electrically to other deep tufted IB neurons). Gap junctions were located on the dendrites of interneurons and on the axons of principal neurons. Spontaneous activity was driven by ectopic axonal spikes to superficial pyramidal cells (but not deep ones) and by tonic depolarizing currents to the basal dendrites of tufted IB pyramidal cells. Differential equations were integrated with a second-order Taylor series method, with integration step of 2 s. Programs were written in Fortran and compiled with the mpxlf command for the mpi parallel environment. Simulations were run on 24 nodes of an IBM 7040-681 AIX parallel machine. Simulation of 3 s of neural activity took ϳ31 h. Source code is available from R.D.T. (at rtraub@us.ibm.com).
Results
Origin of the neocortical delta rhythm During NREM3 and NREM4, the neuromodulatory state of the mammalian brain is characterized by a low cholinergic and dopaminergic tones. To model this experimentally, we bathed rat neocortical slices in 2 M carbachol ( 1 ⁄10 the amount required to generate cortical rhythms associated with cognitive function during waking) and 10 M SCH23390 to block D 1 constitutive dopaminergic activity at D 1 receptors (Fig. 1 ). In the absence of any neuromodulatory manipulation, 10% (3 of 28) of coronal slices containing parietal cortex generated spontaneous, persistent delta rhythms. With weak cholinergic activity alone, this rose to 48% (9 of 19) and with additional block of D 1 receptors 80% (66 of 81; Fig. 1Bi ). In this condition, persistent delta rhythms were observed with peak-trough field potential amplitude of 356 Ϯ 25 V, power of 0.58 Ϯ 0.12 mV 2 , and frequency of 2.1 Ϯ 0.3 Hz. Delta rhythms were also generated in this experimental condition in other cortical association areas: temporal association area and frontal cortex. Only weak, slower events could be detected in primary sensory areas (S1 and Au1) (data not shown).
To further uncover the origin of the delta rhythm, we quantified the current source densities across laminae in parietal cortex. As with data from human invasive electrode studies (Csercsa et al., 2010) , dominant source/sink pairs were seen in superficial layers in Utah recordings (Fig. 1A) . This was associated with an abrupt phase reversal when comparing pairwise glass electrode recordings, with reference electrode in layer 5, between layers 2 and 1 (Ϫ18 Ϯ 20 o vs 175 Ϯ 8 o , n ϭ 5; Fig. 1A ). However, both phase reversal and source/sink pair location were displaced from the layers in which peak delta power was seen. In all association areas, delta power was clearly largest in layer 5 (see Discussion). To determine whether this dominance of the delta rhythm power in deep layers was translatable to human neocortex in this experimental model, we used voltage-sensitive dye recordings from non-epileptic human frontal cortical tissue. In the neuromodulatory environment used for rat studies, human association cortex also generated persistent delta rhythms (Fig. 1C ). Mean frequency was not different from rat (2.4 Ϯ 0.5 Hz, n ϭ 6 epochs over 3 h). As with the rodent model, peak power was clearly localized to deep layers, with additional, smaller peaks in power around layers 2 and 3.
Pharmacological clues to the mechanism underlying the delta rhythm suggested a complex interaction of multiple factors (Fig.  1Bii) . The dependence on cholinergic drive appeared to be predominantly via muscarinic receptors: pirenzipine (10 M) reduced delta power to below 10% of control values. In terms of synaptic excitation, blockade of either NMDARs alone (with 50 M D-AP-5) or both AMPARs and kainate receptors (20 M NBQX) also reduced delta power to Ͻ10% of control values. However, blockade of AMPARs or kainate receptors alone did not have such a dramatic effect on delta power, suggesting that a general reduction in excitation was required. There was a clear divergence in the effects of synaptic inhibition on the delta rhythm. Reduced GABA A receptor-mediated excitation increased mean delta power, whereas reduced GABA B receptormediated inhibition reduced delta power to 17 Ϯ 5% of control (n ϭ 5; Fig. 1Bii ). In addition, a range of drugs reducing gap junction conductance (each with different nonspecific effects) all nearly abolished the delta rhythm. Together, these pharmacological manipulations pointed to multiple mechanisms combining to generate the rhythm seen. To attempt to identify the key mechanisms, we next examined the outputs and synaptic inputs of different association neocortical neurons.
Neuronal subtypes in layer 5 involved in the delta rhythm Both a subset of FS interneurons and all intrinsically bursting principal cells were seen to generate bursts of spike outputs on almost every delta period phase locked to concurrently recorded layer 5 field potentials (Fig. 2) . In each case, bursts of spikes were seen to ride on slow compound EPSPs. Mean spike incidence per delta period for delta-locked FS cells was 6 Ϯ 2 (100 periods each in n ϭ 4 neurons; Fig. 2B, FS1 ). Excitatory inputs were characterized by near-continuous occurrence of small, fast EPSPs (1.6 Ϯ 0.8 mV, d ϭ 2.7 Ϯ 0.3 ms). Superimposed on this lowlevel "noise" were large compound EPSPs that appeared to be made up of intense barrages of the small single EPSPs see during the quiescent part of each period. Mean peak amplitude of these delta phase-locked compound events was 13 Ϯ 3 mV from Ϫ70 mV membrane potential. Interestingly, pooled power spectral analysis of FS EPSP traces (60s long, n ϭ 4; Fig. 2B ) revealed a second, smaller more spectrally spread peak in addition to the dominant delta frequency. Peak frequency of this additional rhythmic component was within the theta range (4.8 Ϯ 1.0 Hz).
Bursts of spiking from layer 5 IB neurons were also seen on each delta period (Fig. 2C) . Mean spike incidence per delta period was greater than that seen in FS cells (10 Ϯ 3, 100 periods each in n ϭ 6 neurons), and spikes arose from large compound somatic EPSPs (9.4 Ϯ 2.0 mV amplitude from Ϫ70 mV). Although the overall active period of IB neurons coincided with a plateau depolarization, EPSP shapes were characteristically ramped, increasing in amplitude as the active period progressed, suggesting that initial spiking was related to the intrinsic burst ability of these neurons and the later spikes directly arising from the network EPSP. Synaptic inhibition in IB neurons consisted of two components. During the active phase of each delta period, IB cells received a barrage of fast IPSPs that weakly temporally summed until spike termination. In contrast, the quiescent part of each delta cycle was associated with a slow hyperpolarizing potential resembling GABA B -mediated IPSPs in these cells. Mean power spectra of these synaptic events recorded at a mean membrane potential of Ϫ30 mV also showed two components: a dominant, sharp peak at theta frequency (4.2 Ϯ 0.4 Hz, see above for comparison with FS EPSPs) and a weaker, more spectrally spread peak at delta frequency.
Neuronal subtypes involved in layer 5 in the nested theta rhythm
Not all FS cells showed the tight temporal relationship between spiking and the field delta rhythm described above. A subset of neurons with near-identical spike shapes and response to depolarizing current steps to those described above were found to generate outputs dominated by single action potentials at theta frequency (4.5 Ϯ 0.5 Hz, n ϭ 3 neurons from 3 slices; Fig. 3B,  FS2 ). Occasional intense bursts of action potentials were also generated in this neuron subtype phase locked to the field delta rhythm (mean burst incidence, 0.4 per delta period). The contrasting outputs of FS1 and FS2 interneurons appeared to be a consequence of their respective synaptic excitation profiles. Slow excitatory events phase locked to the field delta rhythm were much weaker and more erratic in FS2 cells. Mean amplitude was 5.2 Ϯ 1.4 mV ( p Ͻ 0.05 compared with FS1 delta-frequency EPSPs). The theta-frequency spike incidence matched a different set of synaptic inputs: fast EPSPs (4.4 Ϯ 0.8 mV, d ϭ 2.5 Ϯ 0.4 ms) occurred in a highly rhythmic manner in each FS2 cell recorded. The combination of these two types of input resulted in a broad mean spectrum with modal peaks at delta frequency (2.0 Ϯ 0.4 Hz) and theta frequency (4.6 Ϯ 0.8 Hz).
Layer 5 principal cells showed a remarkable divergence in spike behavior and inputs. Unlike the intense bursting of IB cells with the field delta rhythm, layer 5 RS neurons did not burst. Instead, a range of spiking patterns from single spikes on each delta period to near-continuous theta-frequency spiking was seen (Fig. 3C) . Mean spike incidence histograms revealed a modal peak at 4.4 Ϯ 1.0 Hz (n ϭ 9). This pattern of outputs did not correspond to EPSP inputs seen in RS neurons. As with IB neurons, compound excitatory inputs occurred phase locked to the field delta rhythm. However, they were significantly smaller (4.1 Ϯ 0.6 mV, p Ͻ 0.05 compared with IB neuron EPSPs) and showed a different ramped profile. Although IB EPSPs ramped up in amplitude during the active phase of each delta period, RS EPSPs ramped down. IPSP inputs also differed between the two cell types. No trains of fast IPSPs were seen in RS neurons during the active phase of the delta period, and the quiescent phase was often interrupted by additional IPSP inputs. IPSPs seen had kinetics intermediate to the fast and slow events recorded in IB neurons (6.7 Ϯ 1.1 mV, d ϭ 21.2 Ϯ 1.3 ms).
This complex pattern of different outputs from layer 5 FS neurons and principal cells was captured by the revised cortical column computational model used in this study (see Materials and Methods). The dominant, delta-locked spike outputs occurred in model IB and FS2 neurons. IB neuron spiking was initiated by predominantly NMDAR-mediated IB-IB recurrent excitatory connections and terminated by a combination of the strong intrinsic afterhyperpolarization in this neuron subtype and a phasic GABA B receptor-mediated slow IPSP (Fig. 4) . This latter network component came from FS2 interneurons modeled as neurogliaform-like cells that generated intense bursts on each delta period (a burst incidence seen in experimental FS2 cells) interspersed with near-continuous thetafrequency single spikes (compare Figs. 3B,  4) . In contrast, basket-like FS1 interneurons generated weaker spike trains at delta frequency, and layer 5 RS-like cells generated delta-nested single spikes or spike pairs, or continuous theta-frequency spike outputs. This model confirmed the pharmacological data (Fig. 1Bii) the concurrently recorded field (A). Top histogram shows mean burst incidence at delta frequency. Bottom trace shows membrane potential at Ϫ70 mV (mean) revealing large, slow, regular depolarizations interspersed with more rapid but smaller, faster EPSPs. Bottom spectrogram shows that mean power of EPSPs onto FS cells had a modal peak at delta frequency but with a smaller additional peak in the theta (ϳ5 Hz) band. C, Example recordings from an IB neuron in layer 5.
Step depolarization with 0.2 nA (200 ms) reveals the intrinsic bursting behavior of this cell type. Top trace shows spontaneous bursts of spike generation at resting membrane potential phase locked to the layer 5 field delta rhythm (note that these traces were not concurrently recorded with the example field in A). Top histogram demonstrates mean burst incidence at delta frequency. Middle trace shows a recording from the same neuron held at Ϫ70 mV (mean) revealing large, ramped EPSPs underlying the bursting behavior. Mean power spectra again show peak incidence of EPSPs at delta frequency. Bottom trace shows activity in the same cell held at Ϫ30 mV to reveal IPSP inputs. IPSPs were complex, consisting of deltafrequency bursts of higher frequency, fast IPSPs interleaved with single, slow hyperpolarizations. Mean spectra (bottom graph) of such behavior in n ϭ 5 neurons exposed a bimodal power distribution with peaks at delta and theta frequencies. Calibration: 200 mV (field), 20 mV (resting membrane potential), 10 mV (Ϫ70 and Ϫ30 mV recordings), 0.5 s.
and GABA B receptor-mediated inhibition as the primary features of the layer 5 delta rhythm generator. It also suggested the layer 5 theta generator was mediated by a combination of RS neuron intrinsic properties and synaptic inputs.
Layer 5 theta outputs are highly labile and manifest in the layer 2/3 LFP The model data predicted that transient, theta-frequency epochs of spikes from RS neurons would be highly sensitive to tonic excitatory drive to this cell type, with these cells being only weakly influenced by the layer 5 delta rhythm. A change in tonic drive of 0.2 nA to model RS neurons was sufficient to change outputs from single, delta-locked spikes to this continuous theta-frequency output (Fig. 5A ). During delta rhythms in association cortical slices, RS cell spike outputs could be modified across this range by injection of a small amount of tonic current (ϳ0.1 nA). A mean membrane potential difference of 5.2 Ϯ 0.5 mV was sufficient in each case to transform single, delta-locked spikes to continuous theta-frequency spiking. Over an even narrower range of membrane potentials, a stable theta burst of output (two to three spikes) could be generated. Interspike intervals within these brief bursts and during continuous spike were the same (170 Ϯ 15 vs 185 Ϯ 20 ms, respectively, p Ͼ 0.1). To quantify the extent of the influence of the delta-frequency EPSPs in these neurons (Fig. 3C ), spike probability relative to peak positivity of the layer 5 delta LFP was calculated. Despite the difference in spike output patterns, there was a peak in spike incidence 150 -180 ms into these wave-triggered av- Step depolarization with 0.2 nA (200 ms) reveals the RS behavior of this cell type. Top trace shows spontaneous spike generation at resting membrane potential is dominated by single or double spikes per delta period (note that these traces were not concurrently recorded with the example field in A). Top histogram demonstrates mean spike incidence approximately at theta frequency. Middle trace shows a recording from the same neuron held at Ϫ70 mV (mean) revealing small compound EPSPs occurring at delta frequency (from mean power spectrum on the left). Bottom trace shows activity in the same cell held at Ϫ30 mV to reveal IPSP inputs. IPSPs were complex, consisting of both delta-and theta-frequency components. Note the absence of the runs of fast IPSPs seen in the FS cell in Figure 2 . Calibration: 200 V (field), 20 mV (resting membrane potential), 10 mV (Ϫ70 and Ϫ30 mV recordings), 0.5 s.
erages (at the beginning of the active phase of each delta period; Fig. 5A ).
Despite the clear presence of this theta-generating subcircuit within layer 5, the LFP was dominated by the IB neuronmediated delta rhythm. However, a field manifestation of this delta-nested theta activity was seen in superficial layers (Fig. 5B) . Concurrent LFP recordings from layer 5 and layer 2 showed a phase reversal of the delta component of the rhythm (Fig. 1A) . However, additional detail in the superficial layer LFP suggested higher-frequency components. Spectrograms of activity in the two layers revealed a clear, iterative presence of power within the theta band only in superficial recordings. Therefore, we examined cellular activity patterns in layers 2/3 in more detail.
Cellular responses in superficial layers
RS neurons in layer 2/3 spiked sparsely during the delta rhythm. Mean spike incidence per delta period was 0.6 Ϯ 0.2 (n ϭ 14 neurons from 11 slices). Spike timing relative to the LFP delta rhythm was highly variable with two clear maxima spread across the active phase (data not shown). Examination of EPSP profiles revealed a possible source for this: most delta periods were associated with compound EPSPs in superficial RS neurons with clear dual components (Fig. 6B) . Peak EPSP amplitude was 5.5 Ϯ 0.6 mV (from Ϫ70 mV mean membrane potential), and the profile of these events looked remarkably similar to the spike incidence profile in layer 5 RS neurons in the narrow range of dual spike generation (Fig. 5A, black line) . Spectral analysis of these superficial layer RS EPSPs also revealed dual peaks at delta and theta frequency. In contrast, IPSPs received by superficial RS neurons had only a relatively weak delta component to their spectra and almost no power in the theta band. The source of these compound IPSPs within the superficial layer consisted of at least local FS and LTS interneurons (Fig. 6C,D) . Both interneuron subtypes generated spike bursts phase locked to the field delta rhythm, with outputs from FS cells more intense than LTS cells (7.2 Ϯ 2.0 vs 2.2 Ϯ 1.0 spikes per delta period, respectively, n ϭ 3 and 4). LTS cell EPSP recordings showed almost no evidence for thetafrequency inputs, but superficial FS cell excitatory inputs were more complex. As with layer 2/3 RS cells, FS cells in these layers exhibited dual-compound EPSPs approximately on every other delta period (Fig. 6D) .
Spike/field coherence reveals a reciprocal laminar interaction afforded by delta-nested theta rhythms
The above demonstration of overt theta-frequency inputs onto superficial RS neurons despite a near absence of local theta generation in other superficial neurons suggested a degree of interplay between the theta source in layer 5 and the pattern of activity seen in superficial layers. To address this, we used Utah electrode arrays to concurrently record unit activity from all layers simultaneously. As with intracellular data, layer 5 units could be divided into two clearly different output patterns. Of the 52 layer 5 units recorded (from seven slices), 23 demonstrated intense bursts on each delta period (7.8 Ϯ 0.5 spikes per period) in a manner similar to that seen for intracellular recordings from IB neurons (compare Figs. 2C, 7A ). The remaining active units detected in layer 5 had a lower spike incidence (2.8 Ϯ 0.8 spikes per delta period) and were weakly related to concurrently recorded delta LFP timing, as seen for layer 5 RS neurons (compare Figs. 3C, 5A). In superficial layers, a total of 32 sparsely spiking units were recorded (n ϭ 7 slices), with a mean incidence of 0.6 Ϯ 0.2 spikes per delta period, resembling the patterns seen with intracellular recordings from layer 2/3 RS neurons (Fig. 6B) .
The presumed layer 5 and layer 2/3 RS units were used, in combination with the concurrently recorded layer 5 delta LFP, to investigate interlaminar interactions in detail. Direct crosscorrelations between presumed layer 5 and layer 2/3 RS units revealed little in the way of temporal interaction between the two cell types (Fig. 7B) . However, when both sets of spike times were correlated with the common delta LFP, a distinct pattern emerged. When aligned with the peak negativity of the delta rhythm, mean spike correlations showed dual peaks in both deep and superficial RS units. Interestingly the interpeak interval was different for deep versus superficial RS cells (162 Ϯ 12 vs 210 Ϯ 22 ms, respectively). In addition, peaks were locked to the delta rhythm in such a way that a reciprocal interaction between layers appeared to be taking place. From the beginning of the delta active period, superficial RS unit spiking peaked at ϳ25 ms before deep RS unit spiking peaked. The temporal order of the second set of peaks was reversed so that deep RS unit spiking peaked before those in superficial layers.
The reciprocal nature of spike times between deep and superficial RS units was mirrored in directed coherence estimates from concurrently recorded deep and superficial layer LFPs (Fig. 7C) . Again, activity underlying superficial layer field potentials appeared to be causal to corresponding deep layer activity at theta frequencies in the first part of the delta active period. The system appeared to reverse with deep layer activity causal to superficial LFPs for the later active phase of each delta period. Delta activity itself was always directed from deep to superficial layers throughout each period.
Discussion
The data presented here demonstrate the ability of association cortical local circuits to generate delta rhythms. The core mech- Figure 5 . Layer 5 RS neuron theta spiking is only nested within delta rhythms over a narrow range of membrane potentials: outputs coincide with superficial layer field potential theta transients. A, Example traces (left) from a layer 5 RS neuron held at mean membrane potentials varied from Ϫ65 to Ϫ60 mV. Note at more hyperpolarized levels that the neuron fires only once on each delta period, whereas at more depolarized membrane potentials, firing is continuous at theta frequency. Example traces (right) show spiking behavior in three model layer 5 RS cells in which the population received a range of tonic drives. Note the neuron with highest drive spikes continuously at theta frequency, whereas the neuron with lowest drive fires only single spikes at delta frequency. Graph shows mean spike probability, from experiments, during a field delta period (10 ms bins) from seven layer 5 RS neurons held at Ϫ65 mV (blue), Ϫ62 mV (black), and Ϫ60 mV (red). Calibration: 20 mV, 0.75 s. B, Brief bursts of theta-frequency activity are manifest in superficial layer LFPs but not those from layer 5. Example traces show concurrently recorded fields from layers 2 and 5 along with corresponding spectrograms showing the theta bursts nested within the dominant delta rhythm. Calibration: 50 V, 0.5 s.
anism involved the activation of networks of IB neurons with cell bodies located in layer 5, as seen for up/down states in mice in vivo (Beltramo et al., 2013) . These neurons have been shown to be densely interconnected with both excitatory synapses and gap junctions (Mercer et al., 2006; Lefort et al., 2009 ). However, as seen with human recordings (Csercsa et al., 2010) , current source density measures indicated that the major source of synaptic input was far more superficial, suggesting dominance of excitation onto the distal dendrites of these layer 5 neurons in which NMDAR-containing synapses are prevalent. Reduced gap junction conductance or blockade of NMDARs reduces slowwave sleep, the neocortical delta rhythm, and layer 5 neuron bursting ( Fig. 1 ; Armstrong-James and Fox, 1988; FrancoPérez and Paz, 2009 ). In addition, generation of intense bursts from interneurons appeared to underlie the slow, GABA B receptor-mediated IPSP separating the active phase of each delta period, perhaps through volume conduction of GABA overspill from intensely active synapses and/or neurogliaform neuronal output (Oláh et al., 2009) . Indeed, the core delta rhythm could be simulated with remarkable, neuron subtype-specific fidelity in a computational model driven by recurrent IB neuronal connectivity and feedback activation of interneurons, including neurogliaform cells (Fig. 4) .
In contrast, the nested theta rhythm was generated by activity in layer 5 RS neurons. These were seen to be weakly activated in a delta phase-locked manner consistent with the existence of IB-to-RS excitatory synaptic connections (Lefort et al., 2009) , with periods set by intrinsic properties and IPSPs. Outputs from both layer 5 cell subtypes were associated with inputs to superficial layer neurons. Excitatory synaptic connectivity from superficial to deep layers dominates in local circuits (Thomson and Morris, 2002) , whereas ascending interactions are, at least locally, predominantly inhibitory. However, some ascending excitation has been noted. Theta-generating layer 5 RS pyramids have ascending collaterals that Figure 6 . Superficial layer field theta bursts are most evident in excitatory synaptic inputs to layer 2/3 RS neurons. A, Example LFP from layer 2 with corresponding power spectrum showing both theta and delta peaks. B, Example of superficial layer RS neuron behavior. RS neurons were defined by their spike response to 0.2 nA, 200 ms depolarizing step. These neurons fired sparsely (Ͻ1 spike per delta period on average) but received robust compound EPSPs with clear double peaks (middle, red, trace). In contrast,
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IPSPs received by these cells did not show double peaks (bottom trace). C, LTS neurons in layer 2 generated variable (1-10) spike numbers on each delta period and received weak, single maximum, compound EPSPs. D, In contrast, superficial layer FS neurons generated more spikes per delta period (3-20) and had EPSP inputs that sometime displayed double peaks. Calibration: 0.1 mV (field), 15 mV (spike traces), 5 mV (postsynaptic potentials), 0.5 s.
The type of plasticity seen during deep sleep appears to be dominated by long-term depression. Computational models predict that, as delta rhythms decline during sleep, so does overall cortical synaptic strength (Riedner et al., 2007) and GluR1 receptor phosphorylation levels are potentiated during wakefulness and depressed after sleep (Vyazovskiy et al., 2008) . The present data point to a process whereby the most salient features of sensory information (coded as the largest previous increases in synaptic weights) facilitate reciprocal interlaminar interactions and are thus represented at theta frequencies and "spared" as a cortical population code. However, codes for events of lesser salience fail to activate reciprocal interlaminar interactions and may therefore be deleted through synaptic depression at delta frequencies: the dominance of delta-frequency synaptic inhibition by ascending inputs from IB neurons to superficial layers may serve to depotentiate local layer 2/3 activity unless it is followed by additional periods of excitation at theta frequencies. In general, patterned theta-frequency activity has been shown to facilitate synaptic potentiation (Larson et al., 1986) , whereas in contrast, delta-frequency activity facilitates depression (Staubli and Lynch, 1990) . The coexpression of these two frequencies during deep sleep and in the present model suggests a balance between upregulation and downregulation of synaptic strength. However, the neuromodulatory state required to see cortical delta rhythms shifts this balance toward depression: dopamine D 1 receptor activation impairs long-term depression and enhances spike-timing-dependent long-term potentiation (Xu and Yao, 2010) . Reduction in D 1 tone (with SCH23390) was a critical component of the in vitro model used in the present study.
When dopamine levels are high during wakefulness and thus synaptic plasticity facilitated, a lower-amplitude delta rhythm (compared with the sleep state) still dominates the EEG spectrum. It is also seen to nest theta rhythms (Lakatos et al., 2005) and the processing of sensory information (Lakatos et al., 2008) in which it is seen to be precisely phase reset by entrainment to sensory input. This results in response gain enhancement and reaction time increases (Lakatos et al., 2008) . Such a process is seen predominantly when there is a pattern of sensory input to entrain to. Without this, the lower frequency "carrier wave" becomes detrimental to cortical function and is actively suppressed in favor of a state of near-continuous vigilance manifest as continuous high-frequency rhythms ). Therefore, it may be the case that dominant delta rhythms in NREM3 and NREM4 may subserve a similar function but with internally held codes for sensory information acquired previously and with a neuromodulator state favoring depression, rather than potentiation, of synaptic strength.
In summary, the present data uncover a pattern of cortical dynamics that may underlie an unsupervised synaptic rescaling process akin to the Helmholtz machine theory proposed previously. The complexity of the interlaminar interactions observed suggests the capacity for nesting of multiple higher frequencies in the delta rhythm and constitutes a substrate upon which to investigate the nature and loci of sleep-associated synaptic plasticity and related pathologies.
