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Abstract – We present a theory describing the semiclassical dynamics of a superconducting flux
qubit inductively coupled to a nanomechanical oscillator. Focusing on the influence of the qubit on
the mechanical element, and on the nonlinear phenomena displayed by this device, we show that it
exhibits retardation effects and self-excited oscillations. These can be harnessed for the generation
of non-classical states of the mechanical oscillator. In addition, we find that this system shares
several fundamental properties with cavity optomechanical systems, and elucidate the analogy
between these two classes of devices.
Mechanical devices operating in the quantum limit are
currently at the focus of a great deal of research ef-
fort [1–3]. This is due to their potential for experimen-
tally probing the transition from the microscopic realm,
which is described by the rules of quantum mechanics, to
the macroscopic one, in which predictions that stem from
these rules are almost never directly observed. In optome-
chanical cavities, the mechanical element is actuated and
detected by coupling it to an electromagnetic resonator,
either at microwave [4, 5] or optical [6, 7] frequencies.
In addition to a cavity, the mechanical element can be
coupled to an inherently nonlinear device [8–18] which
functions as a two-level system, such as a flux qubit [19–
21]. The advantage of this scheme is that in contrast to
the cavity, which is commonly linear, with this scheme co-
herent and periodic energy swaps between the mechanics
and the qubit are possible [3]. In addition, the energy level
splitting of the qubit is highly tunable, and can be varied
by controlling the applied flux. However, despite the dif-
ferences between the two level system and the linear cav-
ity, the generic nature of the retardation and frequency-
shifting effects commonly seen in cavity optomechanics
leads to their appearance also in qubit-resonator systems.
In this letter we show this by analyzing the semiclas-
sical dynamics of these two coupled devices. In partic-
ular, we show that when the system is operated in the
blue and red-detuned regimes, the change in mechanical
resonance frequency and dissipation coefficient is renor-
malized by terms analogous to the Stokes and anti-Stokes
terms [1,22,23] familiar from cavity optomechanics. Next,
we focus on the blue-detuned regime of operation, in which
self-excited oscillations occur [13, 24–28]. We analyze the
nonlinear dynamics of the device in this regime and show
that the mechanical mode can lose its stability as the cou-
pling strength, controlled by an external magnetic field, is
increased. We then study the resulting limit cycle dynam-
ics of the device, and derive their amplitude and frequency.
A discussion of the physical parameters appropriate for
this device are given in [14]. Note that though we spe-
cialize the treatment to a flux qubit, the results contained
here are generally applicable to other systems in which a
mechanical element is coupled to a two level system.
It has recently been shown that extending the experi-
mental scope of optomechanics to include nonlinear effects
provides access to a wide range of new phenomena which
can be instrumental for the purpose of driving the mechan-
ical element into a non-classical state [24–30]. In partic-
ular, self-excited oscillations, which occur when a driven
system loses its stability and begins to oscillate at one of
its resonance frequencies as its control parameters are var-
ied. This phenomenon, also known as a Hopf bifurcation,
has been studied in the context of cavity optomechanics
by several authors [26, 28, 29], who have demonstrated its
potential for detecting signatures of non-classical behavior
and enhancing it.
In what follows we analyze the dynamics of a flux qubit
with a vibrating arm that functions as a mechanical oscil-
lator [14, 15, 31] (see Fig. 1). We assume that this system
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Fig. 1: (a) The rf-SQUID, which is operated as a flux qubit,
has a vibrating arm whose position of center of mass u = α+α∗
alters the flux through the SQUID loop. Concurrently, the cir-
culating current in the SQUID, in the presence of a magnetic
field, leads to a Lorentz force acting on the beam. (b) The
double well potential of the circulating current near the half-
flux quantum biasing point of the SQUID. This potential leads
to two localized circulating current states |	〉 and |〉, which
span the qubit’s Hilbert space. (c) An illustration of dynamics
of the qubit coupled to the mechanical element in the semiclas-
sical picture and in the rotating frame, for the linear regime.
Here a sinusoidal oscillation of the beam leads to a response
of the z-component of the qubit, which is proportional to the
circulating current. This response, given in (8) and (10), leads
to a renormalization of the mechanical dissipation coefficient
and resonance frequency.
is described by the Hamiltonian [14,21,32,33]
H = HS +HR +HSR (1)
where
HS =
1
2
ε0φe(t)σz +
1
2
~∆σx + ~ωma†a
+
1
2
~g(a+ a†)σz. (2)
The first two terms in (2) account for the effective two
level system, whose states correspond to localized circu-
lating current |	〉 and |〉 in the SQUID loop (see Fig. 1).
Here σx and σz are Pauli matrices, a and a
† are the low-
ering and raising operators of the mechanical mode. the
applied magnetic flux φe(t) = φe0 +φe1 cos(ωdt) has a DC
component corresponding to the difference in energy of
the two circulating current states and an AC component
originating from the externally applied microwave signal,
and ~∆ is the energy difference at the degeneracy point
φe0 = 0. We assume that the qubit is engineered and bi-
ased such that ε0φe0  ~∆ and is strongly driven, with
ε0φe1/~ ' ωd. In this case, and when kBT  ~∆, the
state at thermal equilibrium is a localized circulating cur-
rent state, and transitions to the excited state proceed via
multi-photon resonances [33]. The third term in H is re-
lated to the mechanical mode, where ωm is its resonance
angular frequency.
The fourth term represents the coupling between the
qubit and the mechanical mode, and results from the de-
pendence of the flux threading the qubit loop on the ampli-
tude of the mechanical mode. Here ~g = BlIcc
√
~/2mωm,
where B is the applied magnetic field, l is the effective
length of the suspended beam, Icc is the magnitude of the
localized circulating current, and m is the effective mass
of the mechanical mode.
The Hamiltonians HR and HSR correspond, respec-
tively, to the Hamiltonian of bosonic reservoirs represent-
ing the environment and to the interaction terms of the
mechanical mode and the qubit with the environment. We
assume that the modes of the reservoirs couple to a+ a†,
σx, and σz, which introduces mechanical relaxation, qubit
thermal relaxation and qubit dephasing, respectively.
To eliminate the explicit time dependence in (2),
we transform to the interaction picture with U(t) =
exp
(
−i 12σzε0
´ t
φe(t
′)dt′
)
. Assuming that ε0φe0 ' n~ωd
for a particular integer n this leads to the Hamiltonian in
the rotating frame
HS =
1
2
δσz +
1
2
~∆nσx + ~ωma†a
+
1
2
~g(a+ a†)σz. (3)
where δ = ε0φe0/~ − nωd and ∆n = ∆Jn (ε0φe1/~ωd) .
Here Jn is the Bessel function of the first kind [34–36],
and a rotating wave approximation (RWA) has been per-
formed.
Since we wish to focus on how the response of the qubit
influences the dynamics of the mechanical mode, it is suf-
ficient to consider the semiclassical equation formed by
averaging these equations over the degrees of freedom of
the qubit and the oscillator. We note that when g = 0,
the dynamics of the qubit and the oscillator is indepen-
dent. This implies that the covariance function between
the oscillator and the qubit coordinates is of order g, which
allows us to neglect it when g is small. With this approx-
imation all correlations of the system operators factorize,
p-2
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and (1) leads to the following equations of motion:
s˙−(t) = −γ2s−(t)− iδs−(t) + i1
2
∆nsz(t) (4a)
− ig(α(t) + α∗(t))s−(t),
s˙z(t) = −γ1 (sz(t)− σz,eq) (4b)
+ i∆n
(
s−(t)− s+(t)
)
,
α˙(t) = −iωmα(t)− γm
2
α(t)− i1
2
gsz(t), (4c)
where sz,eq is the thermal equilibrium value of sz,
s± =
1
2
〈σx ± iσy〉 , sz = 〈σz〉 , α = 〈a〉 , (5)
and the averaging is over the degrees of freedom of the
reservoir and the system, which we have assumed to be
statistically independent.
The interpretation of (4) is straightforward: The qubit
evolution is described by the Bloch equations, and the
mechanical amplitude is that of a harmonic oscillator. The
coupling is manifested as a force on the mechanical mode,
on one hand, and as a change in the detuning frequency
of the qubit on the other.
We now determine how the mechanical mode is influ-
enced by the coupling to the qubit. We first discuss the
renormalization of mechanical dissipation coefficient and
resonance frequency, and then focus on self-excited oscil-
lations of the system in the blue-detuned regime.
We assume that both the dissipation and the coupling
are small, namely that γ1 ' γ2  δ ' ∆n, γm  ωm, and
g  ωm, and that ωm is never significantly larger than
ΩR = sign(δ)
√
δ2 + ∆2n, (6)
the Rabi frequency of the qubit, defined here to have the
same sign as δ. We consider small deviations from the
equilibrium point of the qubit-oscillator system found by
setting the time derivatives in (4) to zero. In the linear
regime, a periodic oscillation of the mechanical amplitude
α(t) = αeq +α0e
−iωmt around its equilibrium position will
lead to a response sz(t) = sz,eq + χz(−iωm)α0e−iωmt (see
Fig. 1). This response, when fed back to the mechanical
amplitude equation (4c), will lead to a renormalization of
γm and ωm [37]:
γ˜m = γm − g Imχz(−iωm), (7)
ω˜m = ωm +
1
2
gReχz(−iωm),
where we find that this response function is given by
χz(−iωm) =
−2ΩRG
(
2γ2 − iωm
)(
γ¯a − iωm
)(
γ¯b − i(ωm − ΩR)
)(
γ¯b − i(ωm + ΩR)
) , (8)
and is plotted in Fig. 2. Here G = −δγ1∆2nσz,eqg/2Ω3Rγ¯a
is a (positive) interaction coefficient with a magnitude de-
Fig. 2: The response function χz(−iωm) as given in (8), as a
function of δ and ω. The vertical axis corresponds to the ab-
solute value, the color to the phase, and the contours to the
imaginary part. For all δ < 0, the phase is positive, which
implies that the qubit adds delay, thus decreasing the effective
dissipation coefficient of the oscillator. For δ > 0, the oppo-
site is true. Note that here, in addition to the resonant peak,
another smaller peak appears at ωm = γ¯a (see also Fig. 3)
pendent on the equilibrium point of the qubit, and
γ¯a =
δ2γ1 + ∆
2
nγ2
Ω2R
,
γ¯b = γ2 − ∆
2
n
2Ω2R
(γ2 − γ1). (9)
The location of the poles and zeros of (8) is correct to
second order in the small parameters as specified above.
The real and imaginary parts of χz(−iωm) are plotted in
Fig. 3, and a plot of χz as a function of ω and δ is given
in Fig. 2.
To make contact with cavity optomechanics, we note
that when the qubit and the mechanical element are res-
onant, with |ΩR| ' ωm, and the coherence times of the
qubit are long, the qubit-oscillator interaction takes on a
form very similar to the Stokes and anti-Stokes terms
Imχz(−iωm) = G
(
γ¯b
γ¯2b + (ωm + ΩR)
2
− γ¯b
γ¯2b + (ωm − ΩR)2
)
(10a)
Reχz(−iωm) = G
(
ωm + ΩR
γ¯2b + (ωm + ΩR)
2
+
ωm − ΩR
γ¯2b + (ωm − ΩR)2
)
(10b)
We see that γ¯b plays the role of the cavity damping rate,
and ΩR, whose sign is equal to the sign of the detuning
δ, corresponds to the cavity detuning. In contrast to cav-
ity optomechanics, however, here the response exhibits a
richer structure with an additional peak at ωm = γ¯a, as
can be seen in Figs. 2 and 3.
The general behavior of the correction to the mechan-
ical dissipation coefficient, as a function of the DC and
AC parts of the externally applied flux, ε0φe0 and ε0φe1,
can be seen in Fig. 4. This result was obtained by su-
perposing the corrections for different values of n, the
p-3
Lior Ella Eyal Buks
0.01 0.05 0.20 1.000.015
0.010
0.005
0.000
0.005
0.010
0.015
0.001 0.01 0.1 1
0.001
0.01
10 4-
10 5-
10 6-
Fig. 3: The imaginary (a) and real (b) parts of the qubit re-
sponse function, χz(−iωm), as given by (8) in the blue-detuned
(δ < 0) regime, for typical system parameters and different
qubit decay times γ1 and γ2. The blue dots in (a) corresponds
to the maximum at ω = γ¯a, and the red dots to the maximum
at ω = Ω¯R. Solid line: γ1 = 0.001, γ2 = 0.01. Dashed line:
γ1 = 0.05. γ2 = 0.1, Dot-dashed line: γ1 = 0.1, γ2 = 0.5.
multi-photon Rabi resonance. This result may be com-
pared to the Landau-Zener interference diagrams, given
in Refs. [33, 36].
Next, we study the self-excited oscillations that the sys-
tem exhibits in the case ΩR < 0, when the system is
blue-detuned. For this we no longer neglect the nonlin-
ear part of (4). We find analytical expressions for the
amplitude and frequency of the limit cycle of both the os-
cillator and the qubit, in the regime where the system is
approximately resonant, i.e. that ωm ' |ΩR|. This is done
by diagonalizing the non-interacting part of (4) and per-
forming a RWA [37]. We find that for γ˜m > 0 the system
will have a single stable equilibrium at the origin, while
for γ˜m < 0, the origin will lose its stability and a limit
cycle will emerge. For the original equations (4), this cor-
responds to a supercritical Hopf bifurcation.
Solving for the amplitude of the limit cycle, we find that
the critical coupling for which γ˜m = 0 and a limit cycle
appears is given by
gc =
√
2γmΩ2R (γ¯b
2 + σ2)
sz,eqγ¯b∆2n
. (11)
Furthermore, we find that when g & gc the amplitude of
the limit cycle is given by
rs =
sz,eq
2
√
γ¯a
γ¯b
g2c
g2
√
g2
g2c
− 1,
ra =
√
γ¯asz,eq
2γm
gc
|g|
√
g2
g2c
− 1, (12)
scz = sz,eq
(
g2c
g2
− 1
)
,
ωa =
γmσ
2γ¯b + γm
,
f(σ) = arctan
2σ
2γ¯b + γm
.
Here σ = ωm − |ΩR| and sz,eq = δγ1σz,eq/|ΩR|γ¯a. The
amplitudes are defined as α¯c = ra exp (iωat), s¯c− =
Fig. 4: Correction of dissipation coefficient as a function of ex-
ternal flux driving amplitude, ε0φe1/~, and detuning, ε0φe0/~.
The blue areas corresponds to a decrease, and the red to an in-
crease, in the effective mechanical dissipation coefficient. The
color intensities are scaled by the extremal values of the cor-
rection. This plot corresponds to the resonance regime, with
ωm = 1.28∆. The values of the correction are given in arbi-
trary units. Parameters used are: γ1 = 0.014, γ2 = 0.714,
g = 0.0018, ∆ = 0.1, all scaled to ωd = 1. σz,eq = −1, and
Q = 105. This plot may be compared to Refs. [33,36].
rs exp
[
i
(
ωat− pi2 + f(σ)
)]
, and overbar denotes that they
are in the diagonal basis of (4).
Thus the system has a limit cycle for g > gc, with am-
plitudes proportional to
√
g − gc, as is the case with non-
degenerate supercritical Hopf bifurcations. Furthermore,
the frequency of the limit cycle solution undergoes a shift
proportional to σ, as can be seen in the equation for ωa
in (12). In Fig. 5 we can see the bifurcation curves for
the system near resonance, which were calculated using
numerical continuation.
We have found that when described using a semiclassi-
cal approximation, the dynamics of a flux qubit coupled
to a nanomechanical oscillator via a coupling of the form
(~g/2)(a + a†)σz influences the mechanics in a manner
similar to that found in cavity optomechanics: In the lin-
ear regime, we have shown that the mechanical dissipation
coefficient and resonance frequency are renormalized with
expressions given in (7), (8) and (10). These expressions
reveal that the condition for resonance in this system is
that the mechanical frequency equals the Rabi frequency
of the qubit, and that the resolved sideband limit is at
ωm  γ¯b, where γ¯b is defined in (9). They also show that
in this case the response has a richer structure, with an
additional peak at ωm = γ¯a. Considering the possibility of
multi-photon driving of the qubit, we have shown that the
Stokes and anti-Stokes sidebands of the qubit response ex-
hibit a Bessel-ladder behavior [33,36], as shown in Fig. 4.
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Fig. 5: near resonance, with ωm = 1.1ΩR. The blue and
dashed red lines correspond to stable and unstable equilibrium
points, respectively. The green curve corresponds to a stable
limit cycle, where the top curve corresponds to the maximal
value of the variable during the limit cycle, and the bottom
curve corresponds to the minimal value.
Extending our analysis to the nonlinear regime for a
blue-detuned qubit, we have shown that the system ex-
hibits self-excited oscillations when the coupling g, whose
strength is controlled by an external magnetic field, is in-
creased beyond gc which is given in (11). We have found
the amplitude of the limit cycle close to criticality in (12),
and calculated numerically its behavior for general g, as
shown in Fig. 5.
The limit cycle behavior of this system suggests a pos-
sible scheme for the preparation of non-classical entangled
states of the qubit and oscillator. Since the limit cycle
dynamics can be described by a single phase variable, if
the system is cooled to its ground state so that thermal
noise is negligible and then rapidly brought to a limit cy-
cle state, this phase variable can be expected to be found
in a superposition state. A more quantitative analysis of
this point is left to subsequent articles.
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