Abstract. This paper extends the Birman-Wenzl category by including a spin representation and then developing the recoupling theory, following [Cvi08, Chapter 11]. In particular this gives a q-analogue of the chromatic evaluation of a spin network. The recoupling theory is developed up to an evaluation of the q-analogues of the Fierz coefficients.
Introduction
At a technical level this paper starts with some simple skein relations and develops further relations. The relations we start with are the relations (11), (12) which are essentially the Kauffman skein relations and then we also introduce the relations (37), (38), (39), (40). Then we develop the consequences of these relations in §4 culminating in the calculation of the q-analogue of the Fierz coefficients. My intention has been to ensure that the paper can be read at this level with no background beyond an understanding of skein relations. This is based on [Cvi08,  Chapter 11]. Although this book only appeared recently the content was worked out around thirty years ago when it was ahead of its time.
However the paper is motivated and informed by several other subjects and it seems appropriate to give some account of these subjects in a comparatively lengthy introduction. The reason for this is that although each of these subjects is individually well-known I anticipate that there is a comparitively small audience who will be familiar with all of these topics. These topics are; creation and annihilation operators from quantum field theory, the representation theory of the Drinfeld-Jimbo quantised enveloping algebras and spin network evaluations. This is achieved by introducing the spin representation in this context and developing the associated recoupling theory. This follows closely [Cvi08, Chapter 11] and the other main aim of this paper is to give the q-analogue of the material in this Chapter. This material is in turn based on [Ken81] , [Ken82] , [CK82] .
1.1. Notation. In this paper we will be using diagrams to represent tensors. In particular the labels on the edges of diagrams are not indices but are used to denote different representations. Here we discuss the various notations for the classical Clifford relations. Let V be a vector space with a symmetric inner product, −, − . Then in the mathematics literature the Clifford algebra of V , C(V ), is defined to be an algebra C(V ) with an inclusion of vector spaces a : V → C(V ) which is universal with the property that the following Clifford relations hold where g µ ν is the metric tensor which gives the inner product. In this paper the vector space S is represented by a dashed line and the vector space V by a solid line. The tensor γ is represented by a trivalent vertex In a linear combination of diagrams or in an equation the indices on the boundary edges are required to be the same for all the diagrams. Leaving aside aesthetic considerations and personal prejudices there are two reasons for preferring the diagram notation over the index notation. The first reason is that there is a choice involved in drawing the diagram in general position. There are (infinitely) many index expressions which represent the same tensor and which are all represented by the same diagram. One effect of this is that the proofs in index notation become longer as each isotopy of diagrams has to be replaced by a sequence of tensors related by standard tensor identities. The other reason is that the diagram notation is more general. The diagrams in this paper can only be taken to be tensors if z = q a for some integer a.
1.2.
Coefficients. On a first reading of this paper the ring of scalars should be taken to be Q(q, z), the field of rational functions in the indeterminates q and z. However on subsequent readings the ring of scalars should be taken to be an integral domain with this field as its field of fractions. This is analogous to the situation with quantum groups. This are initially defined as Hopf algebras over the field Q(q) and then subsequently one can introduce the integral form which is defined over Z[q, q −1 ], the ring of Laurent polynomials with integer coefficients. The elements [a] ∈ Z[q, q −1 ] are defined for a ∈ Z in the usual way by
The q-binomial coefficients are also defined in the usual way and satisfy
The ring R is constructed by taking the ring of Laurent polynomials Q[q, q −1 ] and adjoining elements 1/[a] for all a > 1.
Next we introduce a second indeterminate z Instead of replacing Z[q,
−1 ] we take a blow-up. This is the approach taken in [FG95] .
Then we take the Kauffman skein relations with coefficients in K ′ . The advantage of this approach is that we have a homomorphisms
given by q, z → 1 and δ → δ. Then under the first specialisation we recover the usual definition of the Birman-Wenzl algebras and under the second specialisation we recover the Brauer algebras.
Next we extend the definition of the q-integers, [a].
It is straightforward to extend these definitions to define [bn + a] for b, a ∈ Z. However these do not appear in this paper. These satisfy the identity
for all A, B, C of the form bn + a with b, a ∈ Z.
The ring of scalars in this paper is, K, a localisation of K ′ . The elements that are inverted are [a] for all a ∈ Z and (zq −k + z −1 q) for k ≥ 0. The specialisations that we are interested in arise from the following homomorphisms. For each a ∈ bZ we have a homomorphism
. There is also a homomorphism K → Q[δ] given by q, z → 1, δ → δ. Then for each integer a we have a commutative diagram of ring homomorphisms
3. Quantum groups. The approach in this paper is to avoid the theory of quantum groups. However it will be clear to experts that this theory informs the results in this paper. Here we give some of the general results from the theory of quantum groups that are implicit in this paper.
The first result gives the eigenvalues of the braid matrix acting on a tensor product. This result is from [Dri89] 
where 2ρ is the sum of the positive roots. Let
A further result is that the quantum dimension is given by the principal specialisation of the Weyl character formula, see [Kac85, Proposition 10 .10]. The result is the following: Proposition 1.4. Let λ be a dominant integral weights of a simple Lie algebra g. Let V (λ) be the associated irreducible highest weight representation of U q (g). Then
The quantum dimensions of the representations of SL(n) are given in [Jon87] . The quantum dimensions of the vector representations of the classical groups are given in [Koi97] and [Wen90] and the quantum dimensions of the spin representations of the orthogonal groups are given in [OW02] .
The q-analogue of the spin representation is given explicitly in [Oka90] and [HK02, §8.4 & 8.5].
1.4. Yang-Baxter equation. In this paper we consider four solutions of the YangBaxter equation and use these to construct idempotents. Here we explain the construction. Assume that we have an algebra A(n) and that for 1 ≤ i ≤ n − 1 we have R i (u) ∈ A(n) and these satisfy the equations
The second equation is known as the Yang-Baxter equation.
Let e 1 , . . . , e n be an orthonormal basis of a vector space V . Construct a root system of type A n−1 by taking the roots to be the set of vectors {e i − e j |i = j}. Take the positive roots to be {e i − e j |i < j} and the simple roots to be {e i − e i+1 }. The reflection group associated to this root system is the symmetric group. The generators corresponding to the simple roots are the reflections s i where s i acts on the basis by the transposition (i, i + 1). Take the group algebra of the free abelian group on the basis to be the ring of Laurent polynomials in indeterminates q 1 , . . . , q k .
Let s i1 . . . s i k be a reduced word in the generators. Then associated to this word is a sequence of positive roots α 1 . . . α k . Hence we have an element in A(n−1) given by
. Then the equations (3) and (4) imply that this element only depends on the permutation represented by the reduced word and not on the choice of reduced word.
This can be described using diagrams. If we draw each generator as a crossing then any word in these generators can be drawn as a diagram. The word is reduced if any two strings cross at most once. The positive root α associated to a crossing is e j − e i .where string i crosses string j at the crossing and strings are numbered by their starting point
In this paper we specialise to q j = q j and we apply this construction to the permutation i ↔ n − i + 1. The properties of the idempotents that we construct follow from the fact that this word is represented by any reduced word of length n(n − 1)/2.
The four R-matrices we consider were first given in the seminal paper [Jim86] . The general method for finding solutions of the Yang-Baxter equation is to solve the Jimbo equations for a finite dimensional representation of the quantised enveloping algebra of an affine Kac-Moody algebra.
1.5. Creation and annihilation operators. A fundamental concept in quantum field theory are the creation and annihilation operators acting on Fock space. The Clifford algebras were introduced in [BW35] . The q-analogue of the Clifford algebras and the spin representations and of the Weyl algebra and the oscillator representation were introduced in [RTF89] and are studied in [Hay90] , [DF94] , [HS00], [Din99] .
As a starting point let V be the vector representation of SO(n, n). Then the Clifford algebra of V , C(V ), is a filtered algebra and the associated graded algebra is Λ
• (V ), the exterior algebra of V . This is also the decomposition of C(V ) as a representation of SO(n, n). Alternatively one starts with a vector space V with a symplectic form, ω, and defines the Weyl algebra W (V ) with the inclusion of vector spaces a : V → W (V ) to be universal with the relation
The algebra W (V ) is filtered and the associated graded algebra is S
• (V ), the symmetric algebra of V . This is also the decomposition of W (V ) as a representation of Sp(V ).
The Clifford algebra is simple. Let S be an irreducible representation. The Clifford algebra is also Z 2 -graded, and so we have
. Then the restriction of S to C even (V ) is the sum of two irreducible representations, S = S + ⊕ S − . The Lie algebra so(n, n) is included in C even (V ) and this induces a surjective homomorphism U (SO(n, n)) → C even (V ). Similarly the Weyl algebra is simple. Let M be an irreducible representation. Then the Weyl algebra is also Z 2 -graded, and so we have
is the sum of two irreducible representations, and these are irreducible representations of Sp(V ). Now assume V = U ⊕ U * . Then we have a natural symmetric inner product on V and also a natural symplectic form on V each with with U and U * isotopic. Then the relations for the Clifford algebra are
where u, v ∈ U and φ, ψ ∈ U * . This algebra acts on the vector space S = ⊕ n p=0 Λ p (U ). The operators a(u) are called creation operators and the operators a(φ) are called annihilation operators. Similarly, for the symplectic form, the algebra W (V ) acts on M = ⊕ n p=0 S p (U ). From the point of view of the representation theory this corresponds to inclusions SL(n) → SO(n, n) and SL(n) → Sp(n, n).
Then for the quantum group version we replace so(n, n) by the Drinfeld-Jimbo quantised enveloping algebra U q (D n ) and we replace sl(n) by U q (A n−1 ). Then the representations we are considering are highest weight representations and so correspond to representations of the quantum group. Then the Clifford algebra C q (n) is a filtered algebra and the decomposition into irreducible representations of
The Clifford algebra is also Z 2 -graded and we have a surjective algebra homomorphism
Alternatively we replace sp(2n) by U q (C n ) and we replace sl(n) by U q (A n−1 ). Then the representations we are considering are lowest weight representations and so correspond to representations of the quantum group. In this case the lowest weights of S ± are not integral and these representations have infinite dimension. Then the Weyl algebra W q (n) is a filtered algebra and the decomposition into irreducible representations of U q (C n ) is W q (V ) = ⊕ k≥0 V (kω 1 ). The Weyl algebra is also Z 2 -graded and we have a surjective algebra homomorphism U q (C n ) → W even q (n). For n = 1 this is an isomorphism. This account is based on the split real forms of the Lie algebras. In the physical applications it is often the case that it is the compact real forms which are relevant. In this case the relevant inclusions are SU(n) → SO(2n) and SU(n) → H(n); here H(n) is the quaternion unitary group and this is the compact real form of the complexification of Sp(2n). This case requires more care as the endomorphism algebra of an irreducible real representation can be the real numbers, the complex numbers or the quaternions whereas for the split real form the endomorphism algebra is always the real numbers.
This account is based on the even dimensions. In odd dimensions intermediate between the groups SO(n, n) we have the groups SO(n, n − 1). Here there is one spin representation S. For the inclusion SO(n, n − 1) → SO(n, n) the restriction of both S + and S − is S. For the inclusion SO(n − 1, n − 1) → SO(n, n − 1) both S + and S − restrict to S. The situation is similar for the symplectic groups. Intermediate between the groups Sp(2n) are the odd symplectic groups Sp(2n − 1). The representation S is known as the oscillator representation.
The point of view in this paper is that the Clifford algebra C q (V ) can be constructed as an algebra in the category of representations of U q (D n ) and the Weyl algebra W q can be constructed as an algebra in the category of representations of U q (C n ). Then we regard Mat(B) as a category which interpolates between the categories of representations of the algebras U q (D n ). Then we can construct an algebra C q,z in this category which interpolated between the algebras C q . From this point of view there is no difference between the Clifford algebra and the Weyl algebra. The algebra C q,z is constructed by starting with
Then the multiplication is defined using (51) and the associativity is given by the 6j-symbols. It is clear that this is a filtered and Z 2 -graded algebra. It is also a Frobenius algebra. From this point of view the aim of this paper is to compute trace maps for products in this algebra.
1.6. Spin networks. One of the motivations for this work was to find a q-analogue of the chromatic evaluation of a spin network. In this paper we will change the terminology and refer to spin networks simply as networks. 
The inequalities are known as the triangle inequalities since they are equivalent to the condition that there is a Euclidean triangle with sides of lengths (a, b, c).
Lemma 1.6. The triple (a, b, c) is admissible if and only if there exists m, n, p ≥ 0 such that m + n = a n + p = b p + m = c Definition 1.7. A network is an isotopy class of trivalent graphs embedded in the sphere, S 2 . A labelled network is a labelling of the edges by non-negative integers such that for each vertex the three edge labels are an admissible triple.
This definition allows edges labelled 0. These edges can be omitted without any loss.
Associated to a labelled network is a labelled strand network. A strand network is a 4-valent graph embedded in the plane together with a rectangle at each vertex. The edges are called strands. A labelled strand network is a labelling of the strands by non-negative integers such that for each rectangle the sums of the two labels on the two opposite sides of the rectangle are equal.
Given a network, the associated strand network is drawn by taking the boundary of a thickening of the trivalent graph and then drawing a solid rectangle for each edge of the trivalent graph. This can also be considered as the medial graph, see [Aig97] . If the network is labelled then the strand network is labelled by replacing each admissible triple (a, b, c) by the corresponding (m, n, p).
Given the labelled strand network (N, L) the Penrose evaluation introduced in [Pen71] is defined as follows. Each strand labelled a is replaced by a parallel lines. A state assigns a permutation to each rectangle. Let S be a state, let |S| be the number of closed loops and let ε(S) be (−1) C where C is the total number of crossings in the state S. Then the evaluation is
|S| where the sum is over all states S. The chromatic evaluation is an extension of this definition. This can be defined by replacing (5) by
where δ is an indeterminate. This evaluation is a polynomial in δ. The reason for introducing this evaluation is that if δ is taken to be a positive integer then this has a combinatorial interpretation. The chromatic evaluation is studied from this point of view in [KL94, Chapter 8] and [Wes98] . It is not practical to compute the chromatic evaluation from this definition. The purpose of [Wes98] is to give a generating function for the evaluations of a fixed network. This is an effective method for computing chromatic evaluations. A different method for defining evaluations is to use tensors. The data here is a vector space V (a) for each non-negative integer a with a non-degenerate inner product. Then for each admissible triple (a, b, c) we are given an element of V (a) ⊗ V (b) ⊗ V (c). Once this data is specified then we write the labelled network in index notation and convert to a tensor using this data. This is a totally contracted tensor and is therefore a scalar. This scalar is the evaluation. The tensors that are specified are required to satisfy some identities. These are required so that the evaluation is well-defined and does not depend on the way the labelled network is written as a totally contracted tensor.
The original Penrose evaluation is a tensor evaluation where the vector space V (a) is the irreducible representation of SL(2) with highest weight a and dimension a + 1. This is also the a-th symmetric power of the two dimensional defining representation. This was the motivation for the Penrose evaluation. Thus when the quantum group U q (SL(2)) was discovered it was natural to introduce the q-analogue of this evaluation. Accounts of this evaluation are given in [KL94, Chapters 1-9], [CFS95] and [FK97] .
A natural question at this point is to ask if there is a q-analogue of the chromatic evaluation. The key to this is the observation that the chromatic evaluation for n a positive integer is also a tensor evaluation. I realised this somewhat belatedly on reading [Cvi08, Chapter 11]. Here the vector space V (a) is the a-th exterior power of the vector representation of SO(k, k) for n = 2k or of SO(k + 1, k) for n = 2k + 1. This gives q-analogues of these evaluations by replacing SO(k, k) by the quantised enveloping algebra U q (D k ) and by replacing SO(k + 1, k) by the quantised enveloping algebra U q (B k ). Denote these evaluations by χ n . An evaluation with these properties is defined in §3.
Special linear groups
2.1. Skein relations.
Definition 2.1. The category H is constructed by taking the free K-linear category on the category of oriented framed tangles and then imposing the following skein relations:
This relation can also be written as σ − σ −1 = q − q −1 .
For SL(n) the braid matrices are given in [BdVV81, (17) 
Proposition 2.3. This satisfies the Yang-Baxter equation (4). It also satisfies unitarity
Proof. This can be checked by a direct calculation. Alternatively, it is sufficient to check this for each irreducible representation of the three string Hecke algebra. The dimensions of the irreducible representations are 1, 2, 1. The relation is clear in the one dimensional representations. The two dimensional representation is given by
Hence it is sufficient to check that the following matrices satisfy the Yang-Baxter equation.
Then we define the sequence F (p) by F (1) = 1 and
Then these are idempotents. The element F (p) is characterised up to a scalar factor by the properties
is characterised uniquely by these properties together with the property that it is idempotent. Then we have the recurrence relation
and the initial conditions dim q F (0) = 1, dim q F (1) = [n]. The solution to this recurrence relation is
Next we introduce a solution of the Yang-Baxter equation.
Definition 2.4. Define S i (u) by
Proposition 2.5. This satisfies the Yang-Baxter equation (4). It also satisfies unitarity
Proof. This can be checked by the same methods as for the R-matrix in Definition 2.2. Alternatively it follows by noting that there is an involution which interchanges these two R-matrices.
Then we define the sequence E(p) by E(1) = 1 and
Then these are idempotents. The element E(p) is characterised up to a scalar factor by the properties (10)
The element E(p) is characterised uniquely by these properties together with the property that it is idempotent. Then we have the recurrence relation
and the initial conditions dim q E(0) = 1, dim q E(1) = [n]. The solution to this recurrence relation is dim q E(p) = n p Using this we define the exterior powers and the two types of trivalent vertices. These satisfy the relations in [MOY98, Lemma A.1].
2.3. Clifford relations. Then we have the following relations which are consistent with (8). 
For the first equation the lower trace condition is equivalent to the binomial identity
3. Orthogonal groups 3.1. Skein relations.
Definition 3.1. The category B is constructed by taking the free K-linear category on the category of unoriented framed tangles and then imposing the following skein relations:
These equation are also written as
For SO(n, n) we have
and the braid matrices are
Then these satisfy
3.2. Yang-Baxter equation. Next we introduce a solution of the Yang-Baxter equation. These solutions are associated with the quantised enveloping algebras of the Kac-Moody algebras D
n .
Definition 3.2. Define R i (u) by
Proposition 3.3. This satisfies the Yang-Baxter equation (4). It also satisfies unitarity
Proof. This can be checked by a direct calculation. Alternatively, it is sufficient to check this for each irreducible representation of the three string Birman-Wenzl algebra. If we impose the relation u i = 0 then we obtain the R-matrix in Definition 2.2. Hence the Yang-Baxter equation is satisfied in all the representations with u i = 0. This leaves the following three dimensional representation
Hence it is sufficient to check that the Yang-Baxter equation holds in this representation.
It also has crossing symmetry. If we rotate diagrams through a quarter of a revolution we have 1 ↔ u i and σ i ↔ σ −1 i . Then crossing symmetry says that we also have
Furthermore if we take the quotient u i = 0 we get the R-matrix in Definition 2.2. The reason we have introduced this is that we can define a sequence of idempotents by
These idempotents project onto the representation V (pω 1 ). In this paper we will not make use of these idempotents. The element F (p) is characterised up to a scalar factor by the properties
is characterised uniquely by these properties together with the property that it is idempotent.
Lemma 3.4. For p ≥ 2 and 1 ≤ i ≤ p − 1
Proof. This is a direct calculation from Definition 3.2 using (18).
These idempotents are also given in [HS99] .
As an excercise we show that the quantum trace of the idempotent F (p) gives the quantum dimensions of the representations V (pω 1 ). This gives that for p ≥ 1,
The initial condition is
This quantum dimension can also be calculated as the principal specialisation of the Weyl character formula. This gives
Next we introduce a further solution of the Yang-Baxter equation. These solutions are associated with the quantised enveloping algebras of the Kac-Moody algebras A (2) 2n . Definition 3.5. Define S i (u) by
Proposition 3.6. This satisfies the Yang-Baxter equation (4). It also satisfies unitarity
Proof. This is a direct calculation.
Furthermore if we take the quotient u i = 0 we get the R-matrix in Definition 2.4. The reason we have introduced this is that we can define a sequence of idempotents by
These idempotents project onto the exterior powers of the vector representation.
The element E(p) is characterised up to a scalar factor by the properties
The element E(p) is characterised uniquely by these properties together with the property that it is idempotent.
Lemma 3.7. For p ≥ 2 and 1 ≤ i ≤ p − 1
Proof. This is a direct calculation from Definition 3.5 using (18).
As an excercise we show that the quantum trace of the idempotent E(p) gives the quantum dimensions of the exterior powers of the vector representation, V (ω p ). This gives that for p ≥ 1,
This quantum dimension can also be calculated as the principal specialisation of the Weyl character formula. This gives s+t r+t
Proof. This is a straightforward calculation.
3.4.
Restriction. There is an inclusion of SL(n) in SO(n, n). This extends to the quantised enveloping algebras and so gives a restriction functor from the representation theory of SO(n, n) to the representation theory of SL(n).
Next we want to construct the restriction functor. For this we need the category Mat(H) where H is the Hecke category. This construction is discussed in [Mor07, Chapter 2]. The objects of Mat(H) are ordered lists of objects of H and morphisms are matrices whose entries are morphisms in H.
Then we start with Then the Birman-Wenzl category B is finitely generated as a monoidal category. Thus a monoidal functor B → Mat(H) is uniquely determined by the values on the generators. The functor we are interested in is determined by the following. First we have the braid group generators and their inverses
Each of these is obtained from the other by switching crossings, reversing directions and applying the involution q ↔ q −1 , z ↔ z −1 . Then we have the maximum and minimum.
(34)
Then it is clear that the tangle relations are satisfied so this gives a spherical braided functor T → Mat(H). Then it can be checked that the skein relations (11) and (12) are satisfied so this gives a K-linear spherical braided functor B → Mat(H).
Spin representation
In this section we introduce the q-analogue of the Clifford relations and develop some consequences. The spin representation, S, is denoted by a new type of edge which in this paper is a dashed line. Then we also introduce a new trivalent vertex corresponding to the linear map V ⊗ S → S which is also known as Clifford multiplication and in the physics literature is refered to as a γ-matrix. Later we will also introduce trivalent vertices for the linear maps Λ k (V ) ⊗ S → S which are known in the physics literature as Γ-matrices. We will refer to networks with these trivalent vertices as spinor networks.
The evaluation of a spinor network is defined either by using the restriction functor or alternatively by using Proposition 4.3. Neither of these definitions is practical.
Next we introduction the notation {k} defined by
4.1. Clifford relations. Then introducing the spin representation we assume the relations:
These relations hold for both orientations of the spinor line.
The q-analogue of the Clifford relation (1) are the two relations (39) q
so that these two relations are equivalent to This gives an evaluation as we can restrict and then evaluate using [MOY98] . 
Proof. The proof is by induction on p. The basis of the induction is the case p = 1 which is the Clifford relation (40).
Next we take the trace of this identity. Proof. This follows from the following isotopy together with (11).
Then it follows easily from these two lemmas that:
Note that the case p = 0 is the third relation in (38). The significance of this Proposition is that it defines the evaluation of a spinor network.
Proposition 4.4. Every spinor network has an evaluation.
Proof. First expand each idempotent so the evaluation is written as a linear combination of spinor networks in which all edges are labelled one. Then evaluate this by induction on the number of edges. The inductive step is an application of Proposition 4.3. This is well-defined since for each n it is well-defined under the specialisation z → q n .
An immediate corollary is Proof. The proof is by induction using (37) as the basis of the induction and Proposition 4.3 for the inductive step.
The usual way of stating this result is to say that the trace of a product of an odd number of γ-matrices is zero. In view of this we are only interested in Proposition in the case that p is even. In this case we can write (46) Lemma 4.7.
Proof. This is a direct calculation from Definition 3.5 using the Clifford relations (39) and (40).
Proof. The proof is by induction on p. The case p = 0 is Lemma 4.7 with u = q. The inductive step is the following calculation. In the diagrams a crossing represents S(q p+2 ).
The first step is Definition 3.5. The second step is the inductive hypothesis. For the third step we simplify the first diagram using Lemma 4.7 and we simplify the second diagram using crossing symmetry and Lemma 3. For the first step we use Definition 3.5; the crossing is S(q r+1 ). In the second step we use crossing symmetry and Lemma 3.7. Definition 4.21. The tetrahedron symbols are the following labelled strand networks.
F(2)
The label i, j on a strand will be denoted z ij . Then for 1 ≤ i ≤ 3 and 1 ≤ j ≤ 4 we put
Then we have Next we find a recurrence relation for these coefficients. 
