Abstract. We develop an exponentially accurate fractional spectral collocation method for solving steady-state and time-dependent fractional PDEs (FPDEs). We first introduce a new family of interpolants, called fractional Lagrange interpolants, which satisfy the Kronecker delta property at collocation points. We perform such a construction following a spectral theory recently developed in [M. Zayernouri and G. E. Karniadakis, J. Comput. Phys., 47 (2013), pp. 2108-2131 for fractional Sturm-Liouville eigenproblems. Subsequently, we obtain the corresponding fractional differentiation matrices, and we solve a number of linear FODEs in addition to linear and nonlinear FPDEs to investigate the numerical performance of the fractional collocation method. We first examine spacefractional advection-diffusion problem and generalized space-fractional multiterm FODEs. Next, we solve FPDEs, including the time-and space-fractional advection-diffusion equation, time-and space-fractional multiterm FPDEs, and finally the space-fractional Burgers equation. Our numerical results confirm the exponential convergence of the fractional collocation method. . In addition, it has been found that the transport dynamics in complex systems is governed by anomalous diffusion demonstrating nonexponential relaxation patterns [4, 27, 16] . The governing equation of evolution for the probability density function of such nonMarkovian processes turns out to be a time-fractional diffusion equation. The notion of fractional derivatives has been rapidly extended to many fractional partial differential equations (FPDEs), such as the fractional Burgers equation [30] , the fractional Fokker-Planck equation [1] , the fractional advection-diffusion equation [10] , and fractional-order multiterm equations [22] .
1. Introduction. The notion of fractional calculus and differential operators of fractional order appear in modeling diverse physical systems such as viscous fluid flows due to the cumulative memory effect of wall-friction [5, 13, 31] , porous or fractured media [2] , bioengineering applications [25] , and viscoelastic materials [26] . In addition, it has been found that the transport dynamics in complex systems is governed by anomalous diffusion demonstrating nonexponential relaxation patterns [4, 27, 16] . The governing equation of evolution for the probability density function of such nonMarkovian processes turns out to be a time-fractional diffusion equation. The notion of fractional derivatives has been rapidly extended to many fractional partial differential equations (FPDEs), such as the fractional Burgers equation [30] , the fractional Fokker-Planck equation [1] , the fractional advection-diffusion equation [10] , and fractional-order multiterm equations [22] .
The extension of existing numerical methods for integer-order differential equations ( [9, 18, 11, 35, 12] and references therein) to their corresponding fractional differential equations is not trivial. The main challenge in simulation of fractional-order systems is that the approximation of these models is computationally demanding due to their long-range history dependence. However, the development of numerical schemes in this area does not have a long history and has recently undergone a fast evolution.
The idea of discretized fractional calculus within the spirit of the finite difference method (FDM) was introduced by Lubich [23, 24] . Sanz-Serna [29] adopted the method for fractional-order delay differential equations. However, in these works only linear problems have been considered and the performance of such methods has not been fully investigated.
The aim of this study is to develop an exponentially accurate fractional spectral collocation method (FSCM) for solving steady-state and time-dependent FPDEs. The organization of the paper is as follows. In section 2, we begin with some preliminary definitions of fractional calculus. In section 3, we introduce fractional Lagrange interpolants, which satisfy the Kronecker delta property at collocation points. Moreover, we obtain the corresponding fractional differentiation matrices. In section 4, we solve a number of linear and nonlinear FPDEs to investigate the numerical performance of the fractional collocation method. In this section, we examine steady-state problems such as the space-fractional advection-diffusion and generalized space-fractional multiterm problems, in addition to time-dependent FPDEs such as the time-and space-fractional advection-diffusion equation, time-and space-fractional multiterm FPDEs, and finally the space-fractional Burgers equation. We demonstrate the exponential convergence of FSCM. We end the paper with a summary and discussion in section 5, where we discuss the performance of FSCM. We show that among other high-order methods and finite difference schemes, our FSCM scheme has a number of advantages, including ease of implementation, lower computational cost, and exponential accuracy.
Notation and definitions.
Before presenting our FSCM, we start with some preliminary definitions of fractional calculus [28] . The left-sided and right-sided Riemann-Liouville fractional derivatives of order μ, when 0 < μ < 1, are defined as 
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We also recall a useful property of the Riemann-Liouville fractional derivatives. Assume that 0 < p ≤ 1 and 0 < q ≤ 1 and f (−1) = 0 x > −1; then (2.7)
Finally, from [28] and for μ ∈ (0, 1), we have
In this paper, we deal with fractional problems with homogeneous boundary/initial conditions. Hence, from now on, we drop the type of the fractional derivative and represent them by D μ . Clearly, any problem with nonhomogeneous boundary/initial conditions can be converted to a corresponding homogeneous one through (2.5) and (2.6).
Fractional Lagrange interpolants.
In standard collocation methods, interpolation operators are the key to circumvent the need for evaluating the inner products in Galerkin and PG-type spectral methods. To this end, we define a set of interpolation points {x i } N i=1 on which the corresponding Lagrange interpolants are obtained. Moreover, to form a collocation method, we require the residual to vanish on the same set of grid points, called collocation points
. In general, these residual-vanishing points do not need to be same as the interpolation points. Our fractional collocation scheme is inspired by a new spectral theory developed for FSLPs in [33] , by which we solve
in which τ ∈ (0, 1) and L ν denotes a fractional differential operator, where ν denotes the highest fractional order. We represent the solution to (3.1) in terms of new fractal (nonpolynomial) basis functions, called Jacobi polyfractonomials, which are the eigenfunctions of the FSLP of the first kind, explicitly obtained as
where P α−μ+1,−β+μ−1 n−1 (x) are the standard Jacobi polynomials in which μ ∈ (0, 1), −1 ≤ α < 2 − μ, and −1 ≤ β < μ − 1. It has been shown that eigenfunctions with α = β exhibit identical approximating properties when they are utilized as basis functions. Hence, we consider the polyfractonomial eigenfunctions corresponding to α = β = −1 as From the properties of the eigensolutions in [33] , the left-sided fractional derivative of (3.3), of both Riemann-Liouville and Caputo sense, is given as (3.4) where P n−1 ( x ) denotes a Legendre polynomial of order (n − 1). In our fractional collocation method, we seek solutions
This polyfractonomial modal expansion can also be alternatively expressed as a nodal expansion as
where h μ j (x) represent fractional Lagrange interpolants and are defined using the aforementioned interpolations points −1 = x 1 < x 2 < · · · < x N = 1. The interpolants h μ j (x) are all of fractional order (N + μ − 1) and are defined as
Here, we call the superscript μ interpolation parameter to be set prior to solving (3.1). We note that a general FPDE, however, can be associated with multiple fractional differentiation orders ν k , k = 1, 2, . . . , K, for some positive integer K. We shall show how to set μ just from the fractional orders ν k , given in the problem. Remark 1. Because of the homogeneous Dirichlet boundary condition(s) in (3.1), we only construct h μ j (x) for j = 2, 3, . . . , N when maximum fractional order ν ∈ (0, 1), for which we set u N (−1) = 0. Moreover, when ν ∈ (1, 2), there are only (N − 2) fractional Lagrange interpolants h μ j (x), j = 2, 3, . . . , N − 1, to construct since we impose u N (±1) = 0.
The fractional interpolants, shown in (3.8), satisfy the Kronecker delta property, i.e., h μ j (x k ) = δ jk , at interpolation points; however, they vary as a polyfractonomial between x k 's. We employ these interpolants as fractional nodal basis functions in (3.7), where they mimic the key structure of the eigenfunctions (3.3), utilized as fractional modal bases in the expansion (3.6).
Fractional differentiation matrix D
σ , 0 < σ < 1. Next, we obtain the differentiation matrix D σ of a general fractional order σ ∈ (0, 1). We substitute (3.8) in (3.7) and take the σth order fractional derivative as Downloaded 01/21/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
of order (N − 1), which can be represented exactly in terms of Jacobi polynomials P
We note that the unknown coefficients β j n can be obtained analytically. Plugging (3.10) into (3.9), we obtain
(I) The particular case σ = μ ∈ (0, 1). In this case, we use the property (3.4) and obtain
Consequently, we take the interpolation and collocation points to be identical, also recalling Remark 1 and by evaluating −1 D we obtain 
(II) The general case σ ∈ (0, 1). This case is important when the fractional differential operator is associated with multiple fractional derivatives of different order. To obtain the fractional differentiation matrix in this case, we perform an affine mapping from x ∈ [−1, 1] to s ∈ [0, 1] through s = (x + 1)/2 and rewrite (3.11) as
where
(1) P μ n (x(s)) denotes the shifted basis that can be represented as
Substituting (3.16) into (3.15) we have
in which 0 D σ s s q+μ can be evaluated exactly by (2.8), and finally by an inverse transformation we obtain the σ-fractional derivative of the approximate solution as
q+μ−σ , (3.17) in which σ − μ denotes the ceiling of σ − μ and , 0 < σ < 1. As before, we split the derivation into two parts.
(I) The particular case σ = μ. The fractional derivative matrix D 1+σ when σ = μ can be directly obtained following (2.7) and by taking the first derivative of (3.12) as
Similarly, we can evaluate
where D 1+μ ij are the entries of the fractional differentiation matrix D 1+μ , provided as
For the case σ = μ, it suffices to take the first derivative of (3.17) in terms of x as
where by evaluating the above expression at the collocation points, we obtain 
where b * nq = (q + μ − σ)b nq ; see (3.18) . Remark 2. We note that the coefficients β j n , shown in (3.10), are obtained only once and are utilized as many as times needed to calculate D σ or D 1+σ of any order σ ∈ (0, 1).
Collocation/interpolation points.
In principle, the collocation and interpolation points can be chosen arbitrarily. However, the right choice of the collocation/interpolation points is the key to obtaining efficient schemes resulting in well-conditioned linear systems. Here, we examine five methods which yield different sets of collocation/interpolation points for the construction of the differentiation matrix D σ1 , and D 1+σ2 , σ 1 , σ 2 ∈ (0, 1). For general FODEs/FPDEs, where both D σ1 and D 1+σ2 may appear, we consider N collocation points of Gauss-Lobatto type in order to include both boundary points. We refer to the aforementioned points as follows:
(i) Equidistant points: this choice is inspired by the well-known Fourier collocation points, and we obtain the N points as In order to examine the efficiency of each choice of collocation/interpolation points, we consider two canonical steady-state problems, namely, the one-dimensional steady-state space-fractional advection equation and the one-dimensional steady-state space-fractional diffusion problem. In these test cases, we compare the obtained accuracy in addition to the condition number of the corresponding linear system for the five aforementioned choices of the collocation/interpolation points. Downloaded 01/21/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
We seek the solution to (3.25) 
. Then, by adopting one the collocation/interpolation points presented in section 3.3, and requiring the residual (3.26) to vanish on the collocation points, and finally setting ν = μ, we obtain
for i = 2, 3, . . . , N. Hence, the collocation scheme leads to the following linear system: (3.28) in which D μ is the corresponding (N − 1) × (N − 1) fractional differentiation matrix given in (3.14) .
Corresponding to the force-term
, which is a fractional-order function. Having such an exact solution, we show the log-linear L ∞ -norm error of the numerical solution to (3.25) , versus N , in Figure 3 .1. On the left side of the figure, we employ different collocation/interpolation points, and we present the corresponding condition number of the linear system resulting from each choice of collocation/interpolation points on the right side. We also examine three fractional orders, where the first row is associated with the fractional order ν = μ = 1/10, the middle row corresponds to ν = μ = 1/2, and the bottom row corresponds to ν = μ = 9/10. We first observe that our fractional collocation method yields exponential convergence (decay of the L ∞ -error with N ) in each case. We also observe that the roots of
, denoted as (fractional) extrema of the Jacobi polyfractonomials, are the best points among all cases. It is shown that not only does this choice lead to the best accuracy (lowest error level), but also it results in the lowest condition number with the slowest growth with respect to N .
Steady-state fractional diffusion problem.
Next, we examine a higherorder FODE that is a space-fractional diffusion equation of order 1 + ν, ν ∈ (0, 1),
to analyze the performance of the higher differentiation matrices. We seek solutions to (3.29) 
Similarly, by requiring the residual to vanish on any choice of the collocation points given in section 3.3 and setting μ = ν, we obtain Figure 3 .2 on the left side, where different collocation/interpolation points are utilized. We also show the corresponding condition number of the linear system resulting from each choice on the right side. This numerical experiment is in agreement with our previous observation, which again highlights that the roots of 4.1. Steady-state problems. We first examine two linear steady-state problems: (i) the space-fractional advection-diffusion equation and (ii) space-fractional multi-term FODEs. Here, we take a step-by-step approach to show how the FSCM can be employed to solve different problems with almost the same ease.
Steady-state fractional advection-diffusion.
Here, we consider a twoterm equation that describes the dynamics of the steady-state fractional advectiondiffusion problem. Particularly, we are interested in the following case:
where ν 1 and ν 2 ∈ (0, 1).
Remark 3. Problem (3.25) was associated only with a single fractional order ν, for which we could perform the interpolation (3.7). However, in (4.1), the fractional differential operator generally is associated with two fractional orders. Hence, we need to specify a representative fractional order, ν rep , to do interpolation operation at the collocation points. Such ν rep can be simply set as the average of the fractional orders in 
we obtain the linear system
where
To demonstrate the performance of the collocation scheme for such an application, we consider the forcing term 
. Steady-state fractional advection-diffusion: log-linear L ∞ -norm error of the numerical solution to
c −1 D ν 1 x u( x ) − K −1 D 1+ν 2 x u( x ) = f (x), x ∈ [−1, 1], versus N ,
employing different fractional orders ν 1 and ν 2 (left column), and the corresponding condition number of the linear system resulting form each choice of fractional order (right column).
the linear system resulting form each choice of fractional order (right column). In this figure, the first row is associated with the fractional order ν 1 = ν 2 = μ, and the middle row corresponds to the case where ν 1 < ν 2 where the fractional interpolation parameter μ is taken as ν max , ν min , and ν ave ; similarly, the bottom row corresponds to ν 1 < ν 2 such that for this case ν 2 − ν 1 becomes larger than that considered in the middle row.
The exponential decay of the L ∞ -norm error with N is the first observation we make in Figure 4 .1. Here we employ the roots of
, (fractional) extrema of the Jacobi polyfractonomials, as our collocation/interpolation points. The second important observation is about the choice of the fractional interpolation parameter μ, since we have two different fractional orders, ν 1 and ν 2 . It was shown that Downloaded 01/21/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php among μ = ν max , ν max , and ν ave , the average value, i.e., μ = ν ave , shows the fastest decay of error with N in Figure 4 .1 in addition to yielding almost the slowest growth of the condition number with N in the corresponding linear system.
Multiterm linear advection-diffusion-reaction equations.
Next, we generalize (3.25) to a multiterm linear fractional differential equation as
p=1 also M are real constants given.
We follow similar steps and seek the solution to (4.5) 
by setting μ to some representative ν. Next, by requiring the corresponding residual to vanish at the collocation points {x i } N −1 i=2 (the roots of the Jacobi polyfractonomial), we obtain In Figure 4 .2, left, we plot the log-linear L ∞ -norm error of the numerical solution to (4.5), versus N , corresponding to different fractional orders ν k and σ p . In this case, we take the exact solution to be u ext (x) = (1+x) 6+9/17 −2(1+x) 5+9/17 . These results once again confirm the exponential convergence of the fractional collocation method and verify that the choice of fractional interpolation parameter μ as the algebraic mean of all fractional differential orders leads to the fastest exponential convergence. The corresponding condition number obtained for such average value, μ, also leads to small growth with respect to N (see the right side of Figure 4 .2).
Time-dependent FPDEs.
We examine time-dependent FPDEs in which both spatial and temporal differential terms are considered as fractional order. Specifically, we consider time-and space-fractional advection-diffusion equation, time-and space-fractional multiterm FPDEs, and finally the time-dependent space-fractional nonlinear Burgers equation.
Time-and space-fractional advection-diffusion.
As the first timedependent FPDE, we consider the following problem: where x ∈ [−1, 1] and t ∈ [0, T ], and the associated fractional orders are τ , ν 1 , and ν 2 ∈ (0, 1). We seek the solution of the form (4.8) where h μx j (x) are the spatial fractional Lagrange basis functions with the representative fractional parameter μ x , and l μt m (t) represent the corresponding temporal nodal basis functions with the representative parameter μ t , constructed as
where the collocation points can be taken as t i = (x i + 1)T /2, where x i are the spatial collocation points, such that 0 = t 1 < t 2 < · · · < t N = T . By taking similar steps as in section 3.1 and setting τ = μ t , we can obtain the time-fractional differentiation matrix D μt , whose entries are given as Such temporal fractional interpolants satisfy the property l μt m (x k ) = δ mk at the time interpolation points. We note that the same β j n utilized for the space-fractional differentiation matrix are employed in (4.10). Next, we substitute (4.8) into (4.7) and take the interpolation and collocation points to be identical. Then, by the Kronecker property for both time-and space-fractional Lagrange interpolants we obtain (4.11) in which U and F denote the matrix of approximate solution and load matrix whose entries are u M N (x j , t m ) and f (x j , t m ), respectively. The linear system (4.11) can be viewed as a Lyapunov equation (4.12) where
Here, the superscript T represents the transpose operation.
Since we have already studied the spatial discretization of our scheme, the temporal accuracy is now examined in Figure 4 .3, where the aim is to show the exponential decay of the time-integration error with N , for which the exact solution is taken as
. We employ the fractional extrema of the Jacobi polyfractonomial as the time interpolation points and plot the log-linear L ∞ -norm error of the numerical solution to (4.7), versus M , corresponding to advection fractional order ν 1 = 1/3 and ν 2 = 2/3, i.e., total diffusive order 1 + 2/3 (left) and ν 1 = 1/10 and ν 2 = 9/10 (right). In each case shown in Figure 4 .3, we examine the time-fractional orders τ = 1/10 and 9/10.
4.2.2.
Time-and space-fractional multiterm FPDEs. Next, we generalize the fractional advection-diffusion problem (4.7) to a multiterm linear FPDE as 
p=1 , and M are real constants given as before. Taking similar steps as in section 4.2.1 leads to another Lyapunov matrix equation
and B = B = D μt T . We confirm our observation made in the previous case in Figure 4 .4, where we plot the log-linear L ∞ -norm error of the numerical solution to (4.13), versus N . On the left side of the figure the distributed advective fractional orders are taken as ν k = 1 − σ k , k = 1, 2, 3, where σ 1 = 1/5, σ 2 = 1/3, and σ 3 = 5/7. On the right side of the figure, the associated fractional orders are ν k = σ k . In each case, we examine timefractional orders τ = 1/10 and 9/10. We have taken the same exact solution as in the previous case, however with a different corresponding forcing term f (x, t), obtained using (2.8). We similarly observed that the algebraic mean of the fractional differentiation orders would be an appropriate candidate for μ, the fractional interpolation parameter.
Time-dependent space-fractional Burgers equation.
We shall show one of the most important advantages of our fractional collocation method that is the 
where ν 1 and ν 2 ∈ (0, 1). The corresponding spatial discretization can be done in a similar fashion as shown in previous sections as (4.16) where diag[ u N (t) ] represents a diagonal matrix whose diagonal entries are the components of the solution vector u N (t). The time integration of this system can be done using a fourth-order Runge-Kutta (RK-4). In Table 4 .1 we show the exponential decay of L ∞ -norm error of the numerical solution to (4.15) with N , corresponding to the fractional orders ν 1 = ν 2 = 1/2, and the simulation time T = 1/2. In our RK-4 multistage time-integration scheme, we utilize Δt = 5×10 for these test cases and obtain the corresponding forcing term for each case as
where p 0 = 6 + 9/17, and we truncate the above infinite sum according to machine precision. interpolants, which satisfy the Kronecker delta property at collocation points. We performed such a construction following a spectral theory developed in [33] for FSLPs. Moreover, we obtained the corresponding fractional differentiation matrices and solved a number of linear and nonlinear FPDEs to investigate the numerical performance of the fractional collocation method. To this end, we introduced new candidate choices for collocation/interpolation points, namely, roots of Jacobi polyfractonomial
, denoted as (fractional) extrema of the Jacobi polyfractonomial. We compared these new sets of residual-vanishing points with other existing standard interpolation/collocation points such as roots of Chebyshev polynomials, extrema of Chebyshev polynomials, and equidistant points. We numerically demonstrated that the roots of
] are the best among others leading to minimal condition number in the corresponding linear system and fastest decay of L ∞ -norm error. We considered steady-state problems such as the space-fractional advectiondiffusion problem and generalized space-fractional multiterm problems, as well as time-dependent FPDEs such as time-and space-fractional advection-diffusion equation, time-and space-fractional multiterm FPDEs, and finally the space-fractional Burgers equation. Our numerical results confirmed the exponential convergence of the fractional collocation method. We discuss the performance of FSCM in comparison with other approaches. In fact, among other high-order Galerkin spectral methods, and finite difference schemes developed for FPDEs, our FSCM scheme has a number of advantages, including (i) ease of implementation, (ii) lower computational cost, and (iii) exponential accuracy. In the following we elaborate on each of these features.
In terms of computational cost, the computational complexity of mathematical operations in the construction of D σ and D 1+σ can be shown to be of O(N 2 ). Moreover, the computational cost of the presented method for steady-state linear FODEs can be shown to be associated mainly with (i) the construction of the differentiation matrices and (ii) the linear system solver. Then, the computational cost of the presented scheme is asymptotically
for such FODEs, where M a and M d represent the number of advection-and diffusion-looking terms, respectively. For the time-dependent multiterm FPDEs presented, the cost of the scheme grows as
, when a direct solver is employed. In contrast to the standard Galerkin projection schemes, there is no quadrature performed in our FSCM. Moreover, the treatment of nonlinear terms in FSCM can be done with the same ease as in linear problems. This is significant because solving nonlinear FPDEs remains a challenge in Galerkin methods. In addition, although the employment of Galerkin methods in linear FPDEs becomes conceptually similar to FSCM, Galerkin spectral methods with the traditional (polynomial) basis functions do not always lead to exponential convergence, as they do in our FSCM. Another important barrier in Galerkin projection schemes is the difficulty of treating multiterm FPDEs, where no straightforward variational form can be efficiently obtained for such problems. In contrast, we have clearly shown that our FSCM requires no extra effort to solve such multiterm FPDEs. Despite the aforementioned advantages of FSCM, the drawback of FSCM is that there is no rigorous theoretical framework for collocation schemes in general.
We conclude the paper by comparing the performance of FSCM with the FDM developed in [21] where ν is taken as 1/10, 1/2, and 9/10, and the simulation time is set to T = 1. Such a model problem and the aforementioned FDM scheme are actually a building block for solving more complicated FPDEs, where the time-and space-fractional terms are discretized in a similar fashion. Moreover, in solving a multiterm FPDE with K fractional-order terms, one has to reformulate the problem into a recurrence system of fractional-order problems resembling (5.2) (see, e.g., [22] ). However, as we have shown, our FSCM scheme solves any linear multiterm FPDE with the same ease and without resorting to reformulating the original problem.
To highlight this fact, we want to compare the CPU time in FSCM and the FDM scheme, in addition to a PG spectral method, developed in [34] . In this method, we seek an approximate solution of the form where a n are the unknown expansion coefficients to be determined. By plugging (5.3) into (5.2), we obtain the residual R N (t) as
to be L 2 -orthogonal to all elements in the set of test functions { (2) P μ k ( x(t) ) : k = 1, 2, . . . , N}, which are the exact eigenfunctions of the FSLPs of the second kind [33] . This scheme yields a diagonal stiffness matrix, whose diagonal entries are given by γ k = ( 6 , where by setting T = 1, the computational cost of each method is shown corresponding to fractional order ν = 1/10 (top), ν = 1/2 (middle), and ν = 9/10 (bottom). Table 5 .1 reveals that for the whole range ν, and for the whole range of error level of interest, our FSCM and PG spectral method by far outperform FDM. Quantitatively, at the error level O (10 −6 ), the FSCM and the PG method perform roughly 7 and 386 times faster than FDM corresponding to ν = 1/10 and ν = 1/2, respectively. However, we see that for such a simple model problem and setting, Downloaded 01/21/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 5 .1 shows that the FSCM and the PG spectral method perform almost equivalently in solving (5.2). However, we note that in this case, the linear system resulting from the PG spectral method is diagonal. Therefore, in contrast to FSCM, the employment of the PG spectral method in other problems such as linear FPDEs and multiterm FPDEs becomes computationally more expensive due to the extra cost of quadrature, while possessing exponential accuracy.
