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We use a fast Fourier transform block Lanczos diagonalization algorithm to study the electronic
states of excess electrons in fluid alkanes ~methane, ethane, and propane! and in a molecular model
of amorphous polyethylene ~PE! relevant to studies of space charge in insulating polymers. We
obtain a new pseudopotential for electron–PE interactions by fitting to the electronic properties of
fluid alkanes and use this to obtain new results for electron transport in amorphous PE. From our
simulations, while the electronic states in fluid methane are extended throughout the whole sample,
in amorphous PE there is a transition between localized and delocalized states slightly above the
vacuum level ~;10.06 eV!. The localized states in our amorphous PE model extend to 20.33 eV
below this level. Using the Kubo–Greenwood equation we compute the zero-field electron mobility
in pure amorphous PE to be m’231023 cm2/V s. Our results highlight the importance of electron
transport through extended states in amorphous regions to an understanding of electron transport in
PE. © 2003 American Institute of Physics. @DOI: 10.1063/1.1587130#
I. INTRODUCTION
Polyethylene is commonly used as an insulator for high-
voltage electric cables.1 A long standing problem with poly-
meric insulators is that they trap charge, to form what is
usually described as a ‘‘space charge.’’ There is a vast litera-
ture concerned with the experimental characterization of
space charge ~methods2 include thermal step,3 pulsed electro-
acoustic,4 thermal pulse,5 pressure pulse,6 photoconduc-
tivity,7 and mirror image8!. It is believed that electrical
breakdown in dielectric polymers is closely related to the
creation of space charge in the material9 linked to both its
chemical and physical characteristics. Thus, a model to pre-
dict the lifetime of the insulating material would naturally
include a description of the space charge and its relation to
the chemical and physical microstructure. Several phenom-
enological models have been developed to explain the
formation10 as well as the role of the space charge in electri-
cal aging.11 Nevertheless, a clear identification of its molecu-
lar origin is not yet available. An understanding of space
charge accumulation and its link to dielectric breakdown
would be a major scientific achievement as well as facilitat-
ing the prediction of cable lifetimes and the design of better
cables.
In our previous work we have identified physical and
chemical traps in model alkane waxes thought to approxi-
mate the local structure of amorphous polyethylene and char-
acterized them using ab initio methods.12,13 This information
has been used to predict the current voltage characteristics of
model polyethylene with some success.14 However the ear-
lier calculations of electron trapping were limited to the ef-
fects of conformational defects with respect to the ground
state of the all-trans long chain alkane molecule and were
not capable of capturing information on the role of local
density changes associated with local disorder in amorphous
polyethylene ~PE! or the details of excess electron states in
more complete representations of crystalline polyethylene. In
addition all previous calculations were for ground states. In
the present paper we use a fast Fourier transform block Lanc-
zos diagonalization algorithm to study the electronic states
and mobility of excess electrons in amorphous polyethylene
~PE!, developing a new pseudopotential for electron–PE in-
teractions by fitting to the electronic properties of fluid al-
kanes.
The behavior of excess electrons in n-alkane fluids has
been extensively investigated15–19 and represents a paradigm
for the study of the transport properties of excess electrons in
dielectric media. There are numerous measurements of the
low-field electron mobility m and the conduction band en-
ergy V0 , defined as the difference of the photoelectric work
function of a metal electrode when in contact with the mate-
rial and in vacuum. These two quantities are usually
correlated,20 indeed for spherical molecules such as methane
or neopentane the maximum in m appears at about the same
density as the minimum in V0 . This correspondence can be
explained in terms of a deformation potential theory21 as-
suming that the electronic states are extended. In chain mol-
ecules such as n-alkanes the mobility can decrease by several
orders of magnitude as the fluid density varies; this has been
attributed to localized states trapping electrons.22
In what follows we report results for the electronic states
and zero-field mobilities of excess electrons in alkane fluids
and in amorphous PE using a pseudopotential technique. The
new data for amorphous PE allow us to clarify earlier dis-a!Electronic mail: n.quirke@imperial.ac.uk
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cussions of space charge and its relation to electron trapping
by physical defects.9 We have reported some preliminary re-
sults for the electronic states in polyethylene and alkane
crystals elsewhere.23,24 Note that in what follows we report
electronic states corresponding to configurations taken from
classical molecular dynamics simulation unperturbed by the
presence of the excess electron. This does not affect the main
results reported in this paper or our previous paper,25 since
we are mainly concerned in conduction through extended
states, where the electron propagates fast enough that we can
neglect any perturbation of the slow molecular trajectories
by the electron.
The order of magnitude of the electron mobility is deter-
mined by the nature of the electronic wave functions ~i.e.,
extended versus localized!. Indeed in the modern theory of
the insulating state,26 an insulator is characterized by the
localization of the many-body ground state wave function.
There are a number of possible criteria for localization of a
single electron wave function available in the literature.27–29
However, most of them involve studying the behavior of the
eigenstates as the system becomes larger, and thus are diffi-
cult to apply in the context of periodic systems when there
are computational limitations on the system size. Edwards
and Thouless have proposed a method based on the sensitiv-
ity of the energy levels to the boundary conditions.28,30 When
changed from periodic to antiperiodic boundary conditions,
the energy levels should be shifted. If the eigenstates are
extended the shift varies as L22, where L is the length of the
system, but if localized as D the electron diffusion constant,
and the energy shift is exponentially small. However, this
method is not easy to implement in the version of the Lanc-
zos diagonalization method31 that we wish to use for this
study. As a result we have developed a new criterion for
localization that does not involve changes in the system
length or the boundary conditions. With our approach, calcu-
lations on different size systems still need to be performed to
decide if the properties of the small periodic systems we can
study are representative of the bulk systems in which we are
interested. Our strategy is to test pseudopotentials and local-
ization methods on the fluid alkanes and then apply this ap-
proach to the problem of the electronic structure and electron
mobilities in amorphous polyethylene
The paper is organized as follows: In Sec. II we describe
the localization criterion method, the Kubo–Greenwood
equation we have used to compute electronic mobilities, and
the simulation details. In Sec. III we describe the electron–
alkane pseudopotential. The results of the simulations and
calculations are presented in Sec. IV. Finally, Sec. V provides
a short summary and conclusions.
II. METHODOLOGY
A. Localization criterion
Assume we have computed the eigenstates cE(r) of the
one-electron Hamiltonian H in a box of side L For simplic-
ity, we will consider Born–von Karman boundary conditions
at x56L/2. Starting from the operator formula @x ,H#
5i\px /m we have
i^cE8upxucE&5
m~E2E8!
\
^cE8uxucE&1Fx~L/2!, ~1!
where Fx is a flux contribution involving a surface integral
at the boundary of the box
Fx~xB!5
\
2 Ex5xBdy dzS cE8* ]]x cE2cE ]]x cE8* D . ~2!
Equation ~1! is usually presented without the boundary con-
tribution Fx , because it is assumed that the wave function
goes to zero when the boundaries are taken to infinity, but
this only applies for the special case of localized states. From
Eq. ~1! it is clear that localized eigenstates can only have
vanishing expected momenta ~when E85E), they do not
propagate. For extended states the flux contribution is very
important, becoming dominant when the two states corre-
spond to energies that are very close. This can be used as a
sign of delocalization: when the flux Fx is comparable to the
first term in Eq. ~1! the states are extended. However, there is
a technical difficulty which comes from the fact that the po-
sition operator x and thus ^cE8uxucE& , is not well defined
under periodic boundary conditions ~nor with extended
states!. Its matrix elements, as well as Fx , depend on the
particular choice for the position of the origin of the system
x0 ~chosen at any point inside the unit cell!, which in turn
determine the boundaries at xB5x06L/2. This is not a real
problem for extended states, because the boundary contribu-
tion becomes dominant and thus independent of the bound-
ary position @the left-hand side of Eq. ~1! is boundary posi-
tion independent#, but can lead to errors for localized states if
the system size is small compared to the localization length
as discussed in the following.
Assume that cE(r) is localized around some point in the
unit cell. Because of the boundary conditions, it will be lo-
calized around all equivalent points in the periodic images of
the unit cell. If we place the boundaries in a region where the
wave function cE(r) is small, the contribution Fx will be
exponentially small, indicating localization. But if the
boundary is in the middle of the localized wave function, Fx
will provide an appreciable contribution, which might be
wrongly interpreted as a sign of delocalization. Therefore,
we propose to compute Fx as a function of the boundary
position xB , and take the value that corresponds to the mini-
mum in absolute value. If the minimum absolute value of the
boundary term is comparable with ^cE8uxucE& or equiva-
lently with the momentum matrix element, the states are de-
localized. However, if this boundary term is much smaller
than the volume term, the states are localized provided our
model system is large enough to contain the localized wave
function. These procedures can be applied to the other spatial
components, providing a reliable criterion for localization.
We recall that because of time reversal symmetry ~in the
absence of magnetic fields!, for any given eigenfunction
c(r) with an expected momentum ^px& there is another
eigenstate ~the complex conjugate of the former! associated
with same energy and propagating with momentum 2^px&.
As a consequence, all eigenstates can be taken to be real ~and
are taken to be so in the Lanczos algorithm employed in the
following!, as shown by the transformation c15(c
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1c*)/&, c25(c2c*)/&i . In this case the expected mo-
mentum of all eigenstates will be zero, even if the states
represent delocalized states. The momentum module of the
original eigenfunctions can be recovered by calculating the
matrix element ^c1upxuc2&, which is the quantity appearing
in Eq. ~1!. In practice, it is known that in a finite disordered
system the probability that an energy level is degenerate is
zero, being only strictly degenerate in the infinite system.32
However, the minimum energy distance between two ex-
tended levels goes to zero as the size of system is increased,
and in fact, the matrix element considered in Eq. ~1! is the
relevant quantity determining the zero-frequency conductiv-
ity as expressed by the Kubo equation @Eq. ~4!#.
Resta and Sorella28 have proposed a localization defini-
tion that avoids any reference to the excitation spectrum.
They showed that the dimensionless complex number z
5^cuei(2p/L)xc& tends to one when the state is localized and
to zero when it is delocalized in the limit L→‘ . This defi-
nition is not restricted to a one-electron representation, they
also showed that the trivial extension of the formula to a
many-body system still tends to one for insulating systems
~either independent electrons or correlated, either crystalline
or disordered! and to zero for metals. We have tried to apply
this criterion to our data. However, the results are not con-
clusive, as the method requires the size of the system to be
much bigger than the typical localization length l. In that
case it can be expanded as z;12(2p/L)2l2/2. If, for ex-
ample, the size of the system is only six times the localiza-
tion length, then the first correction would be 0.55, and z still
far from unity. In contrast, the localization method we pro-
pose depends only on the value of the wave functions at the
boundaries and will be valid provided the cell contains the
localized wave function.
The approach we have outlined in this section for decid-
ing if states of a finite periodic system are localized or ex-
tended can be applied once we have evidence that the prop-
erties of the states of this small system are representative of
the infinite system we are trying to study. The approach we
employ here for this purpose involves comparing the trans-
port properties of finite systems of different size as detailed
in Sec. IV.
B. Kubo–Greenwood equation
The electrical conductivity in the low field limit is given
by the Kubo–Greenwood formula,33 which in the indepen-
dent electrons approximation can be written as34
s52E dE s~E ! ] f]E , ~3!
where f (E) is the Fermi distribution and s(E) is the con-
ductivity at zero temperature,
s~E !5
2pe2\V
m2
u~px!abuav
2 g~E !2, ~4!
where V is volume of the system and g(E) is the density of
states per unit energy in each spin direction, per unit volume.
The suffix ‘‘av’’ denotes an average over all states having
energy within an interval D around E:
u~px!abuav
2 5
1
ND
2 (
a ,b
u^aupxub&u2, ~5!
where ND is the number of states inside that energy interval.
This expression together with g(E) must be averaged over
all the configurations of the atoms ~considered as classical
particles! in the ensemble. The conductivity is obtained in
the double limit V→‘ and D→0, which should be carried
out simultaneously.28
If the states from a range of energies are localized, the
expected momentum vanishes and Eq. ~4! predicts no contri-
bution to the conductivity. There can still be conduction due
to hopping assisted by phonons, a mechanism not included in
this version of the Kubo equation, but usually it involves
mobilities orders of magnitude smaller than the contribution
due to extended states. In our case the concentration of ex-
cess electrons is very low, and thus the electron gas is non-
degenerate and the Fermi distribution becomes Maxwellian.
Therefore, we can write the mobility m5s/en (n being the
excess electron number density! as
m5
pe\3Vb
m2
*dE K~V ,E !2g~E !2e2bE
*dE g~E !e2bE , ~6!
where b[1/kBT and
K2[u~px!abuav
2 /\2. ~7!
We shall see that even at room temperature kBT ~0.026
eV! is small compared to the typical energy range of g(E)
(;0.1 eV). Consequently, the main contributions to the in-
tegrals in the numerator and denominator in Eq. ~6! come
from a small interval around Ec ~the mobility edge Ec sepa-
rates localized and extended states! and the region close to
the minimum energy E0 , respectively.
In a perfect lattice, with a given fixed density of scatter-
ers, K2 is a function of energy alone, and Eq. ~6! gives the
expected divergence when the system volume is taken to
infinity. In order to obtain a finite mobility, K2 must decay as
V21 when V→‘ . This can be understood by means of
simple considerations due to Mott.34 Assuming that the
phases of the wave function in two different regions are un-
correlated if they are separated by a distance bigger than l,
the coherence length ~also called mean free path!, the inte-
gral K can be expanded as a sum over different regions G j of
volume l3:
K5(j K j ,
where
K j5E
G j
dr c~r!*
1
i
]
]x
c~r!. ~8!
Since the phases are uncorrelated in different regions the
variables K j will be uncorrelated, leading to K25( jK j
2
5(V/l3)K j2 , where V/l3 is the number of such regions.
For extended states the wave function can be written as
c(r)5f(r)/AV , where f(r) is a complex function with a
modulus of the order of the unity. In the quasifree particle
picture f(r)’exp(ik"r), where k is a vector of magnitude
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k5A2mE/\ and a random direction in each region G j . With
these approximations it is easily shown that the correct be-
havior in the limit V→‘ is satisfied:
K2 ;
1
V
F*G jdr f~r!* 1i ]]x f~r!G
2
l3
. ~9!
Note that if the size of the system is smaller than the typical
coherence length l the integral in Eq. ~9!, and thus the com-
puted mobility, will give a value smaller than the actual mo-
bility in the real ~larger! system.
C. Simulation details
We have used the molecular dynamics code DLPOLY35 to
generate molecular configurations at finite temperature. We
have modeled the n-alkane fluids using a united atom
model.36 The force field includes bonded ~bond stretch,37 va-
lence angles, and dihedrals38! and dispersion interactions. In
contrast the amorphous regions of PE at T5300 K were
modeled using an all-atom force field described in Ref. 39
employing a single chain in a periodic simulation cell. Vari-
ous PE system sizes were used ~at constant density! ranging
from 87 to 2880 CH2 units ~of three atoms!. The following
procedure was employed: an initial low density configuration
of the chain was generated using a Monte Carlo algorithm,
then the system was compressed in a constant pressure mo-
lecular dynamics run until the density reached the experi-
mental value40 of amorphous PE (r50.855 g cm23) at room
temperature. Finally, the system was brought to a local equi-
librium in the microcanonical ensemble. The pair correlation
functions, dihedral angle distribution, and thermodynamic
properties were independent of the procedure used to prepare
the system. We obtained good agreement with a system ob-
tained by quenching, previous simulations,41 and experimen-
tal data.42 Note that at 300 K simulated and experimental
amorphous states of PE are above the glass transition.42
A fast Fourier transform block Lanczos diagonalization
algorithm31,43 was used to compute the adiabatic excess elec-
tronic states of the static configurations taken from the mo-
lecular simulation. This method provides the lowest energy
eigenstates for a given three-dimensional potential energy
grid, and has been used successfully to describe excess elec-
trons in simple fluids.44 We used a fixed grid spacing of 0.7
Å, though for the large fluid systems we used 1 Å. We have
tested the convergence of our calculations with grids of
smaller spacing. As an example, in amorphous PE, using
grids of 223, 323, and 643 points ~corresponding to uniform
grid spacings of 0.97, 0.67, and 0.33 Å! we obtained a
ground-state energy of E0520.134 55, 20.107 91, and
20.107 55 eV, respectively, which implies an energy resolu-
tion of 0.03 eV.
The polarization interaction between the electron and the
induced dipoles in the system was computed self-
consistently using an iterative algorithm ~see Sec. III!. The
electron–atom interactions were truncated at rc59 Å. All
reported electronic energies include a long-range correction
Vc based on a perturbation theory partition of the pseudopo-
tential for disordered systems: Vc522panaL /rc ,44 where
a is the isotropic polarizability of the molecules or ~united!
atoms, n the corresponding number density, and aL5@1
1(8/3)pna#21 the Lorentz local-field factor. For highly or-
dered systems the long-range correction can be computed
using the form Vc52A/rc , where A is a constant obtained
by linear fitting the data at different cutoffs. As a test of the
isotropic correction, using the ground-state energies for
amorphous PE with rc59 and 12 Å we obtained A
53.89 Å eV, which leads to a long-range correction consis-
tent with the isotropic correction data within a margin of
0.007 eV.
III. PSEUDOPOTENTIALS
The potential energy between an excess electron at r and
a system of ~united! atoms at Ri can be written as
V~r,Ri!5(j V j
r~ ur2Rju!)1Vp~r,Ri!, ~10!
where V j
r(r) is a short-range repulsive pair potential which
accounts for the interaction with the static charge distribution
as well as exchange and orthogonality of the excess electron
with the target atom. The second term represents the charge-
induced-dipole polarization interaction:
Vp~r,Ri!52
1
2 (j pj"Ej
(0)S j~ ur2Rju!, ~11!
where
Ej
(0)52e
Rj2r
uRj2ru3
~12!
is the direct electric field due to the excess electron,
pj5a jEj ~13!
the dipole moment of the atom j , a j the corresponding po-
larizability tensor, and S j(r) is a switching function which
describes the screening of the electric field due to the charge
distribution of the atom as the electron approaches it. This
function goes to 1 as the electron separates from the target
atom. In Eq. ~13! Ej is the local electric field at the atom j ,
which is the superposition of the Coulomb field of the excess
electron and the electric fields due to all the other induced
dipoles
Ej5Ej
(0)1(
kÞ j
T jkakEk , ~14!
with T jk5(3 rˆjkrˆjk21)/r jk3 . The set of equations ~14! can be
solved self-consistently using an iterative approach. How-
ever, if the atoms or molecules in our system are isotropic
and the macroscopic state is disordered, then we can use a
much less expensive mean-field approach,44,45 where the lo-
cal field is approximated by a(r)Ej(0) . Here a(r) is a
mean-field screening function solution of an integral equa-
tion that is a function of the density and the pair correlation
function of the system.45 In general this function decays
from unity to the Lorentz local factor aL in an oscillatory
fashion. With this approximation the potential energy be-
comes pairwise additive, with a polarization contribution
Vp(r)52ae2S(r)a(r)/2r4.
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A. e-CH4 pseudopotential
We have utilized the pseudopotential used in Ref. 46
to describe the interaction between an excess electron and
a molecule of methane. It involves a repulsive compo-
nent Vr(r)5( i512 Ai exp(2Bir), with A158160 eV and A2
523590 eV, combined with the switching function S(r)
5(12e2r/r0)6 with r050.622 Å. The parameters in the re-
pulsive term are summarized in Table I. These parameters
were adjusted to give agreement with l50 phase shift data
obtained from ab initio calculations.
Methane is a spherical molecule, with a polarizability of
a52.6 Å3.47 In an isotropic fluid of spherical particles mean
field theory should be reliable. Figure 1 compares the ground
state energies obtained with the mean-field approximation
with the values from a full many-body polarization calcula-
tion and experimental results for various methane densities at
T5340 K. The data comprise averages over 10 different
configurations of 512 methane molecules. Both computed
curves agree well with the experimental values of V0 . Simu-
lations at T5180 K resulted in consistent data.
B. e-CH3 and e-CH2 pseudopotentials
In order to obtain a pseudopotential transferable to other
alkanes we have considered the higher alkanes, ethane and
propane. The electron–methane pseudopotential cannot be
used directly to describe the interaction with ethane because
of the anisotropy of the molecule.46 This anisotropy is mani-
fested in both repulsive and attractive ~polarization! parts of
the pseudopotential. The polarizability tensor in ethane is
anisotropic; the component along the axis of the molecule is
larger than that in the perpendicular directions.47 In Ref. 46
this anisotropy was accounted for by placing an exponential
repulsive center in the middle of the C–C bond. Although
modeling a long-range interaction (;r24) anisotropy with a
short-range term ~exponential! is not optimal, it can be ad-
justed to force agreement with the experimental data in the
fluid density range. However, when used in high density sys-
tems as polyethylene we have found that it leads to an un-
derestimation of the conduction band level by several elec-
tron volts. Instead we have used the multicenter
polarizabilities given in Ref. 48, which were obtained using
ab initio calculations. In this approach the electrostatic po-
tential created by the alkane molecule due to the presence of
the electron is reproduced by a distribution of dipoles located
at the hydrogen and carbons atoms, as well as at the center of
the C–C bond. Using this set of polarizabilities we obtain the
following polarizability tensors ~in Å3) for the methyl and
methylene groups:
aCH35S 1.27 2.04
2.04
D , ~15!
and
aCH25S 0.5 1.12
1.64
D . ~16!
In Eq. ~15!, the x axis is defined along the C–C bond,
whereas in Eq. ~16! the x axis should be taken in the direc-
tion defined by the two nearest carbon neighbors in the mol-
ecule and the y axis inside the plane of the carbon nuclei ~see
Fig. 2!. The set of polarizabilities is completed with the po-
larizability tensor of the bond C–C, which is represented as a
TABLE I. Pseudopotential parameters. Energies in electron volts and
lengths in angstroms.
B1 B2 d
CH4 3.97 3.53
CH3 3.97 3.53 0.3
CH2 4.41 3.92 0.44
FIG. 1. Excess electron ground state energies in methane. Closed triangles
are the experimental V0 values ~Ref. 58!, diamonds the full many-body
polarization, and squares the mean-field results.
FIG. 2. Scheme showing the axes defined in the text for the CH2 and CH3
units.
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new site centered at the middle of the C–C bond with a
component aC–C52.103 Å3 in the bond direction, and zero
in the perpendicular directions. Because these polarizabilities
were calculated neglecting the intramolecular dipole–dipole
interaction ~up to n-butane48!, we did not compute the direct
dipole–dipole interactions when the two centers were closer
than a certain distance, taken as rmbmin53 Å. The results
were insensitive to any reasonable choice of this parameter.
In Ref. 49 the excess electron wave function correspond-
ing to the bottom of the conduction band of crystalline PE is
calculated using density functional theory ~DFT!. It can be
seen in Fig. 3 of Ref. 49 that the CH2 units act as repulsive
sites for the electron, displaced d;0.4 Å from the carbons
atoms in the direction of the hydrogens. This study is based
on the identification of the Kohn–Sham eigenstates with ex-
cited states, which is not a rigorous procedure, and it is
known that it leads to energies that underestimate band gaps
by several electron volts.50,51 Nevertheless, the Kohn–Sham
equations can be interpreted as a mean-field approximation
for a single electron, and thus it may provide a qualitative
description for electron states. Consequently, we have in-
cluded this feature in our pseudopotential model ~Table I lists
the displacements d from the centers of the carbon atoms!. In
the methyl group the displacement is away from the methyl
along the C–C bond direction, whereas in the methylene
groups it is along the y axis defined in Eq. ~16! ~see Fig. 2!.
For the repulsive and switching functions in the pseudo-
potential we have used the same functional form as for meth-
ane, but readjusted the parameters in order to get good agree-
ment with the experimental data for the ground state energies
in ethane and propane. The parameters are listed in Table I.
Figure 3 shows the calculated ground-state values for
ethane and propane at T5340 K and T5426 K, respec-
tively, together with the experimental data taken from Refs.
52 and 53. The calculated values were averaged over 10
configurations of 216 alkane molecules ~systems of 1728
molecules produced consistent data!. As we shall see later
on, the mobility edge in these systems lies close to the aver-
age ground-state energy, and hence to the experimental value
of V0 .
In order to probe our pseudopotentials we have consid-
ered two different situations. In the first case the polarizabil-
ity centers of the methyl methylene units are kept at the
center of the carbon atoms, while the repulsive centers are
displaced as discussed before. In the second case the polar-
izability centers are placed together with the repulsive cen-
ters. Both pseudopotentials produced energies in agreement
with the experimental data and to each other within 0.07 eV,
which we consider a good estimate of the accuracy of our
pseudopotentials.
C. Surface effects
The energy origin in our pseudopotential is such that the
interaction energy tends to zero when the electron separates
from the atoms. Therefore, it is tempting to identify the zero
of energy with the vacuum level. However, this pseudopo-
tential does not take into account the distortions in the elec-
trostatic charge distribution near the surfaces, which results
in a net dipole moment creating a electrostatic potential
drop.54 Thus, the zero of energy is usually slightly below the
vacuum level by a quantity Ws , which depends on the de-
tails of the surface itself. We have performed ab initio cal-
culations of the crystal surfaces ~001! and ~110! to determine
Ws using the density functional theory code CASTEP55 within
the CGA, Perdew–Burke–Ernzerhof gradient correction.56
Following the method introduced by Baldereschi et al.,57 we
first computed the mean electrostatic step Ds across the slab
surface using the total ~electronic and nuclear! charge density
obtained with the DFT code. The plane-averaged electro-
static potential V¯ el(z) ~taking the z axis perpendicular to the
surface! is then obtained by integrating the one-dimensional
Poisson equation. We first considered the surface ~110!, for
which the PE chains are arranged in infinite layers parallel to
the surface. Inside the bulk these layers are separated from
each other by a distance 4.105 Å. The slab contained 6 lay-
ers, with a vacuum thickness separating the slab of 17 Å.
Both surfaces of the slab were kept equivalent, thereby
avoiding dipole interactions between the surfaces. In addi-
tion we calculated the charge density of a simple layer in a
supercell of 15 Å for which surface effects are absent. The
electrostatic potential is obtained by simply adding the con-
tribution of each layer. Ws can be estimated as the difference
between the dipole strength Ds in each case giving Ws
50.0360.02 eV. To study the dependence on the surface
type we have also computed the charge density of a ~001! PE
slab, where the chains are perpendicular to the surface, using
the chain fold proposed in Ref. 58. This gave Ws50.07
60.03 eV, which implies an energy difference between the
two surface types of 0.0460.03 eV, in reasonable agreement
with the value of 0.07 eV reported in Ref 58. The large error
bars come from the fact that we are measuring very tiny
differences ~about 1% of Ds;5.5 eV). In fact, these values
are of questionable significance, as we do not expect DFT to
be capable of such accuracy. Nevertheless, they imply that
corrections due to surface effects are small and can be ne-
glected. This result agrees with simple electrostatic consid-
FIG. 3. Excess electron energies in ethane and propane. Computed ground
state values ~lines!, mobility edge ~closed squares!, and experimental V0
~triangles! as a function of the number molecular density.
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erations, which predict no correction at all as long as the
molecules are not drastically truncated at the surfaces since
alkanes are nonpolar molecules.
IV. RESULTS
A. Methane
Simple inspection of the excess electron wave function
in fluid methane shows that the ground state is clearly ex-
tended throughout the whole density range shown in Fig. 1.
The localization criterion presented in Sec. II cannot be ap-
plied to excess electron ground state wave functions because
even though they are extended, e.g., being Bloch functions,
they are usually at the bottom of the band and thus with a
vanishing momentum. However, it can be applied to the ex-
cited states. Table II shows the x component of the expected
momentum of the wave function c5(c11ic2)/& , where
c1 and c2 are the first two excited levels, for a typical con-
figuration of the fluid with number density 9.85
31021 cm23. This momentum can be readily evaluated us-
ing the fast Fourier transform algorithm, and is equivalent to
the matrix element in Eq. ~1! except for a phase factor. The
minimum extended correction Fx is very close to the ex-
pected momentum, showing the extended nature of the spec-
trum. This result is consistent with the high mobility found in
experiments.59 In order to calculate the mobility we have
computed the density of states for a methane fluid of density
9.8531021 cm23 at T5180 K. The histogram of the first 25
levels, averaged over 10 configurations, can be summarized
as a density of states per spin ~as shown in Fig. 4! which we
have fit to the form g(E)’11.9(E2E0) eV2131021 cm23
in the energy interval 20.36,E,20.15 eV, where E0
520.36 eV. The density of states was insensitive to tem-
perature; we obtained the same results at T5340 K. Using
the Kubo–Greenwood equation ~6! we estimate m
’102 cm2/V s, which is small compared to the experimental
value, m’1000 cm2/V s. This discrepancy can be explained
in terms of the deformation-potential theory,21 which when
used with the experimental V0 values ~as a function of the
molecular density! provides the correct shape of the experi-
mental mobility against the density and acceptable quantita-
tive agreement far from the critical density in methane.60
This semiphenomenological theory is based on the assump-
tion of free-particle-like behavior, inferred from the high ex-
perimental value of the mobility, and can be seen as a con-
sequence of the mobility edge lying at the bottom of the band
(Ec;E0). Following Basak and Cohen,21 at thermodynamic
equilibrium only the lower levels will contribute to the con-
ductivity. As a result, the corresponding eigenstates will have
considerable amplitude Fourier components on the scale of
the thermal de Broglie wave number, in addition to the large
amplitude Fourier components on the much smaller scale of
the inverse of the interatomic separation produced by the
local disorder. This involves two different coherence lengths.
The shorter length is responsible for the decay of the aver-
aged square momentum matrix element K2 @defined in Eq.
~7!# as a function of the system volume in the length scale of
the simulations, which is shown in Fig. 5. The data corre-
spond to the bottom of the band of systems with sizes L
523.30, 37.28, 55.91, and 74.55 Å, and an average energy
interval D50.13, 0.05, 0.02, and 0.01 eV, respectively. How-
ever, as shown in the inset of Fig. 5, the largest system size
is not big enough to reach a plateau of VK2 values, because
the thermal coherence length is still larger. Assuming an ef-
fective mass of the order of unity for the excess electron, its
TABLE II. Localization criterion data. Energies in electron volts and lengths
in angstroms.
L E1 E2 px /\ Fx /\
Methane 74.55 20.343 20.342 0.0195 0.0163
Ethane 53.11 0.102 0.124 0.0039 0.0002
0.102 0.140 20.0055 20.0001
0.124 0.140 20.0088 20.0001
0.140 0.143 20.0276 20.0222
Amorphous PE 32.11 20.017 0.008 20.0054 0.0006
0.055 0.059 0.0167 0.0145
0.119 0.125 0.0176 0.0159
FIG. 4. Density of states per unit of volume, energy, and spin for methane
with r59.8531021 cm23 ~crosses!, amorphous PE ~diamonds! at room
temperature, and ethane with r511.5331021 cm23 ~triangles!. Closed sym-
bols are data from larger systems plotted to test consistency. The lines for
methane and PE are the polynomial fits used in the text, whereas for ethane
it is a guide to the eye.
FIG. 5. Averaged momentum K2 ~7! at the mobility edge as a function of
the system volume for methane.
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thermal de Broglie wavelength will be of the order of 100 Å,
bigger than the largest system simulated. The corresponding
wave numbers are only scattered by the long-range fluctua-
tions of the potential created by local density fluctuations. A
proper calculation of the mobility in such a quasifree state
would involve simulating systems of at least twice the linear
dimension we have considered ~i.e., 8 N!. Because of the
grid techniques we are using, that is beyond our present re-
sources.
B. Ethane and propane
The ground-state energies for excess electrons in ethane
shown in Fig. 3 are calculated from unperturbed configura-
tions of the ethane molecules at 340 K. It is known that for
high fluid densities the excess electron, in nonpolar and polar
solvents,61 may interact strongly with its environment, push-
ing the surrounding molecules aside and lowering its
energy46,62 by creating a bubble. This is also expected from
the abrupt drop of the mobility in ethane at about r’10
31021 cm23 ~Ref. 22! ~Fig. 6, top!. The abrupt mobility
drop can be explained by considering the fraction of the vol-
ume occupied by the localized electron as a function of the
fluid density. Figure 6 shows the fraction h of volume where
the excess electron ground state has a density probability
larger than 10% of its maximum plotted over a range of
unperturbed fluid ethane densities and for a fixed unit cell of
L544.1 Å. The electron, and thus its interaction with the
solvent, is spread throughout much of the simulation box for
low fluid densities and hence will not exert a large force on
nearby molecules, but the electron becomes increasingly
concentrated for the higher densities. For densities above
1031021 cm23 the excess electron is restricted to a small
region of the box, where the concentrated quantum forces are
able to create a bubble. This localization does not take place
when the electronic states are computed using the CH4
pseudopotential centers at the ethane carbon atoms instead of
our proposed CH3 pseudopotentials for the same
configurations.46 Therefore, it is a consequence of the re-
duced free volume seen by the electron because of the dis-
placement d of the CH3 repulsive core from the ethane car-
bon atoms, which effectively breaks the paths where the
excess electron can propagate if ethane is viewed as pairs of
CH4 centers.
The reduction of the wave function extension is a
general property of the energy spectrum, but does not neces-
sarily mean that all states are localized. Table II shows the
localization criterion data for a typical unperturbed configu-
ration of the fluid ethane with r511.5331021 cm23. The
comparison of the first excited level E150.102 eV with the
other levels indicates that it is localized, but levels above
0.140 eV show clear delocalization, even though the corre-
sponding fraction of the volume occupied in this excited
state is as low as h50.03. We have repeated this analysis for
10 different configurations, and obtained the average mobil-
ity edge Ec50.13 eV, as shown in Figs. 3 and 4. We also
present in Fig. 4 the corresponding density of states for this
fluid ethane state point, calculated averaging over 10 con-
figurations of a system of 216 ~open triangles! and 1728
~closed triangles! ethane molecules. A similar calculation for
the highest density considered, r513.1831021 cm23 in a
simulation box of length L550.8 Å, leads to a mobility
edge located at 0.40 eV, and then only 0.05 eV above the
averaged ground state level. Thus we see in these unper-
turbed fluid ethane configurations that as the density is in-
creased the gap between localized states at low energy and
delocalized states at higher energies narrows to about kBT at
the highest fluid densities considered in these studies.
We have computed the mobility edge as a function of
density for a system of 1728 molecules of propane following
the same procedure as for ethane. The results are shown in
Fig. 3, which shows a transition to localized states at about
r57.531021 cm23.
C. Amorphous PE
The number density of carbon atoms is typically about
1.5 times that of the densest fluid alkanes discussed in the
previous sections. Due to the high molecular density of
amorphous PE, the lowest states are always localized in the
regions where the density is lowest ~since PE is a solid we do
not expect the electron to significantly alter the local density
unlike for high density liquids!. The minimum energy elec-
tronic state obtained in the simulations is located below the
vacuum level at 20.32 eV. This is in good agreement with
experiments on molten long-chain alkanes, where the ground
state energy was also found to be negative.63 Analysis of the
function K2(E ,V) as well as the localization criterion data
locate the mobility edge Ec at about the zero energy level.
This is confirmed in the two largest systems considered, i.e.,
systems containing 1215 and 2880 CH2 units provided the
values 10.055 eV ~see Table II! and 10.072 eV, respec-
tively. Figure 7 shows the ground state wave function and a
typical extended state above the mobility edge for a given
FIG. 6. Fraction of the volume occupied by the excess electron as a function
of the fluid density for a fixed system length of L544.1 Å. The upper plot
shows the experimental electron mobility of ethane at T5340 K ~closed
circles! and T5305.33 K ~open triangles!—Ref. 22.
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configuration of the material at room temperature and a sys-
tem size of 32.12 Å. The ground state is completely localized
in a region of about 7 Å, whereas in the extended state the
wave function is spread through the entire simulation cell.
We have computed the density of states of amorphous
PE ~averaging over 75 configurations! modeled with a single
chain of 360 CH2 units. The data can be fitted in the energy
interval 20.27,E,0.2 eV to the expression g(E)
’11.6(E2E0)2 eV2131021 cm23, where E0520.27 eV,
as shown in Fig. 4. A larger system of 1215 CH2 units pro-
duced consistent data ~closed diamonds in Fig. 4!. In Fig. 8
we present the calculated values of K2 at the mobility edge
for fixed density PE samples (r536.731021 CH2 units per
cm3) with lengths L513.38, 21.41, 32.12, and 42.80 Å, and
an average energy interval D50.13, 0.05, 0.02, and 0.01 eV,
respectively. The inset shows convergence, indicating that
the longest coherence length of the excess electron is smaller
than the size of the systems considered. As a consequence we
are able to compute the electron mobility. In this case Ec
2E0@kBT , and thus Eq. ~6! can be written as an activated
mobility m5m0 exp(2(Ec2E0)/kBT), with an activation en-
ergy of Ec2E0’0.33 eV. This value is in good agreement
with the apparent trap depth of 0.35 eV estimated from ther-
mally stimulated conductivity and thermoluminescence
measurements64,65 as well as activation energies estimated
from electron-beam-induced conduction66 or the value 0.24
eV given by Tanaka and Calderwood,67 which have already
been attributed to the amorphous part of PE. Using our data
we then obtain a prefactor m0’750 cm2/V s and an excess
electron mobility of m’231023 cm2/V s. Note that the
present energy resolution produces an uncertainty in the mo-
bility of about one order of magnitude ~due to the exponen-
tial factor!. This value compares favorably with the reported
values in PE, which is in the range 1023 – 10210 cm2/V s.68
It has been suggested69 that the striking range of variation of
the mobility values reported by various investigators is
mainly due to the different measurement procedures adopted,
and in particular to the measurement time for each particular
experiment. When the conduction takes place over very long
times, carrier trapping and therefore space charge formation
become dominant, providing the lowest values of the appar-
ent mobility.
V. CONCLUSIONS
In this paper, we have presented a semiempirical pseudo-
potential derived to be consistent with experimental data for
the density dependence of the threshold of conduction in
fluid ethane and methane. The pseudopotential consists of a
repulsive component constructed from ab initio calculations
in methane and crystalline PE and an anisotropic attractive
part which accounts for the polarization interaction between
the excess electron and the dielectric. The electronic states
obtained with this pseudopotential are in good agreement
with the experimental data in alkane fluids and polyethylene.
FIG. 7. ~Color! Volumetric representation of the excess electron density
probability for a typical configuration of amorphous PE at room tempera-
ture. ~a! Ground state corresponding to E0520.12 eV showing localiza-
tion. ~b! Typical extended state, with energy 0.12 eV. The lighter the region,
the bigger the density probability.
FIG. 8. Averaged momentum K2 ~7! at the mobility edge as a function of
the system volume for amorphous PE at room temperature.
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We have also introduced a new localization criterion that
successfully predicts the nature of the electronic states in
methane and ethane. When applied to fluid propane it leads
us to predict a transition between an extended ground state
and a localized ground state at the molecular density r
57.531021 cm23. In amorphous PE at room temperature it
has allowed us to locate the mobility edge at about the
vacuum level. This implies a trap depth energy of about 0.3
eV due to local disorder, in good agreement with the experi-
mental data.64–67 The location of the mobility edge should be
compared with the conduction band level of 10.6 eV found
in crystalline PE.23 In materials with low degrees of crystal-
linity this energy difference would prevent the electron from
penetrating the crystalline regions and conduction would
only occur through the disordered regions.
We have been unable to compute the excess electron
mobility in methane using the Kubo–Greenwood equation
due to the limited system sizes employed in the simulation.
However the electronic coherence length is much smaller in
amorphous PE, allowing us to estimate the mobility at room
temperature as m’231023 cm2/V s. This value is at the
upper limit of the range found in experimental estimates of
real PE, i.e., with coexisting crystalline and amorphous re-
gions. It is consistent with the behavior reported by Kosaki
et al.,70 where an abrupt increase of the mobility is observed
when semicrystalline PE is heated beyond its melting point.
Furthermore, since we have ignored in this study other im-
portant traps such as chemical traps71 or those found at
amorphous/crystalline boundaries, it is to be expected that
our mobility would be higher than the values normally found
experimentally. In particular, it is one order of magnitude
larger than the mobility obtained by Tanaka and Calderwood
using a ‘‘run time’’ method that minimizes the process of
carrier capture and hence predicts high mobilities.72
Our calculations suggest an important new mechanism
for excess electron transport in polyethylene: conduction
through the excited states above the mobility edge in the
amorphous regions. Our results depend upon neglecting the
local conformational changes due to the presence of these
excess electrons. To support this assumption we note that the
characterization of the extended states using unperturbed
configurations can be expected to be a good approximation
since the perturbation of the environment by the electron is
very small when it is delocalized. In addition, preliminary
calculations of the nonadiabatic trajectories in these
systems73 show that after a time the electron self-traps with
an energy corresponding to the bottom of the band in Fig. 4.
The energy change due to the electron distorting the environ-
ment in this process is estimated to be small, ;0.1 eV, of the
order of the error bars in the present calculations, and there-
fore, the activation energy for excitation to extended states
should be about 0.3 eV, which is close to the experimental
findings.
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