Abstract. We study the A-discriminant of toric varieties. We reduce its computation to the case of irreducible configurations and describe its behavior under specialization of some of the variables to zero. We classify dual-defect toric varieties of codimension at most four.
Introduction
In this paper we will study properties of the sparse or A-discriminant. Given a configuration A = {a 1 , . . . , a n } of n points in Z d we may construct an ideal I A ⊂ C[x 1 , . . . , x n ] and, if I A is homogeneous, a toric variety X A ⊂ P n−1 . The dual variety X * A is, by definition, the Zariski closure of the locus of hyperplanes in (P n−1 ) * which are tangent to X A at a smooth point. Generically, X * A is a hypersurface and its defining equation D A (x), suitably normalized, is called the A-discriminant. If X * A has codimension greater than one then X A is called a dual defect variety and D A = 1 by definition.
The A-discriminant generalizes the classical notion of the discriminant of univariate polynomials. It was introduced by Gel'fand, Kapranov, and Zelevinsky (their book [12] serves as the basic reference of our work) and it arises naturally in a variety of contexts including the study of hypergeometric functions [11, 5, 4] and in some recent formulations of mirror duality [1] .
When studying the A-discriminant it is often convenient to consider a Gale dual of A. This is a configuration B = {b 1 , . . . , b n } ⊂ Z m , where m is the codimension of X A in P n−1 . The configuration B is said to be irreducible if no two vectors in B lie in the same line. In Theorem 3.7, we prove a univariate resultant formula which reduces the computation of the A-discriminant to the case of irreducible configurations. This implies, in particular, that the Newton polytope of the discriminant is unchanged if we replace B by the configuration obtained by adding up all collinear vectors. This generalizes a result of Dickenstein and Sturmfels [7] for codimensiontwo configurations. We point out that in their case this is a consequence of a complete description of the Newton polytope of the discriminant.
In the study of rational hypergeometric functions one is interested in understanding the behavior of the A-discriminant when specializing a variable x j to zero and its relation with the discriminant of the configuration obtained by removing the corresponding point a j from A. Theorem 4.2 generalizes the known results in this direction ( [5, Lemma 3.2] , [4, Lemma 3.2] ). This result was first proved by the first author in his Ph.D. dissertation [6] , using the theory of coherent polyhedral subdivisions. We give a greatly simplified proof in §4, where we derive the specialization theorem as a corollary of our resultant formula.
Dual defect varieties have been extensively studied [2, 8, 9, 10, 14] . In particular, Di Rocco [8] has classified the dual defect smooth projective toric varieties while Dickenstein and Sturmfels [7] characterize dual defect toric varieties of codimensiontwo as a corollary of their description of the Newton polytope of the discriminant. In §5 we use the specialization theorem to extend the classification to the codimension three and four cases.
Preliminaries
We beging by setting up the notation to be used throughout. We will denote by A a d × n integer matrix or, equivalently, the configuration A = {a 1 , . . . , a n } of n points in Z d defined by the columns of A. We will always assume that A has rank d and set m := n− d, the codimension of A. Viewing A as a map Z n → Z d we denote by L A ⊂ Z n the kernel of A. L A is a lattice of rank m. For any u ∈ Z n we write u = u + − u − , where u + , u − ∈ N n have disjoint support. Let I A ⊂ C[x 1 , . . . , x n ] be the lattice ideal defined by L A , that is the ideal in C[x 1 , . . . , x n ] generated by all binomials of the form: x u+ − x u− , where u ∈ L A . Note that for any vector w ∈ Q d in the Q-rowspan of A we have w, u + = w, u − , for all u ∈ L A and, hence, I A is w-weighted homogeneous.
Definition 2.1. We will say that A is homogeneous or nonconfluent if the vector (1, . . . , 1) is in the Q-rowspan of A.
Note that in terms of the configuration in Z d , A is homogeneous if and only if all the points lie in a rational hyperplane not containing the origin. Throughout this paper we will be interested in properties of homogeneous configurations A which depend only on the Q-rowspan of A. Thus, in those cases we may assume without loss of generality that the first row of A is (1, . . . , 1). We shall then say that A is in standard form.
Given a homogeneous configuration A, let X A := V(I A ) ⊂ P n−1 be the projective (though not necessarily normal) variety defined by the homogeneous ideal I A . The map
defines a torus embedding which makes X A into a toric variety of dimension d − 1. Generically, its dual variety X * A is an irreducible hypersurface defined over Z. Its normalized defining polynomial D A (x 1 , . . . , x n ) is called the sparse or Adiscriminant. It is well-defined up to sign. If the dual variety X * A has codimension greater than one, then we define D A = 1 and refer to X A as a dual defect variety and to A as a dual defect configuration. Note that X A , and consequently X * A , depend only on the rowspan of A. Indeed, it is shown in [12, Proposition 1.2, Chapter 5] that X A depends only on the affine geometry of the set A ⊂ Z d . Alternatively, given a configuration A = {a 1 , . . . , a n } we consider the generic Laurent polynomial supported on A:
where
Then the discriminant is an irreducible polynomial in C[x 1 , . . . , x n ] which vanishes whenever the specialization of f A has a multiple root in the torus; i.e. f A and all its derivatives ∂f A /∂t i vanish simultaneously at some point in (C * ) d . Note that when A is in standard form: f A = t 1 ∂f A /∂t 1 and, consequently, f A and ∂f A /∂t 1 have the same zeroes on (C * ) d . We denote the ideal in C[x, t] generated by f A and its partial derivatives with respect to the t variables by J(f A ) and by V A := V(J(f A )). Let ∇ A be the Zariski closure of the projection of
If A is homogeneous and X A is not dual defect then ∇ A is the cone over X * A . We recall that if ν 1 , . . . , ν m ∈ Z n are a Z-basis of L A , then the n × m matrix B, whose columns are ν 1 , . . . , ν m is called a Gale dual of A. The same name is used to denote the configuration {b 1 , . . . , b n } ⊂ Z m of row vectors of B. Gale duals are defined up to GL(m, Z)-action. We will also consider n × m integer matrices C, whose columns µ 1 , . . . , µ m ∈ Z n are a Q-basis of L A ⊗ Z Q. In that case we will say that C is a Q-dual of A. For any n × m integer matrix C of rank m we will denote by q the greatest common divisor of all maximal minors of C and call it the index of C. Indeed, q is the index of the lattice generated by the row vectors of C, c 1 , . . . , c n in Z m . An n × d integer matrix A of rank d is said to be a dual configuration of C if A · C = 0. Note that C is a Gale dual of A if and only if it has index 1 and that, if A is dual to C, then A is homogeneous if and only if the row vectors of C satisfy:
A configuration C satisfying (2.2) will also be called homogeneous. If c j = 0 for some j, then any dual configuration A is a pyramid, i.e. all the vectors a i , i = j are contained in a hyperplane. It is easy to check that in that case X A is dual defect.
Given an n × m integer matrix C of rank m we will denote by L C the sublattice of Z n generated by the columns of C and by J C ⊂ C[x 1 , . . . , x n ] the lattice ideal defined by L C . If C is a Gale dual of A, then L C = L A and I A = J C is a prime ideal. In any case, if µ 1 , . . . , µ m are the columns of C and we denote by J µ the ideal
If C is homogeneous of index q then the variety X C := V(J C ) ⊂ P n−1 has q irreducible components and they are all translates of X A = V(I A ), where A is a dual of C. The same is true of the dual varieties X * C and X * A . In particular if one of them is a hypersurface so is the other. In that case, we denote by D C ∈ C[x 1 , . . . , x n ] the defining equations suitably normalized. Moreover, there exist
where * denotes component-wise multiplication. We will say that C is dual defect if and only if A is dual defect. The computation of the A-discriminant is well-known in the case of codimensionone homogeneous configurations. Let B = (b 1 , . . . , b n )
T be a Gale dual of A.
Reordering the rows of A, if necessary, we may assume without loss of generality that b i > 0 for i = 1, . . . , r and b j < 0 for r + 1 ≤ j ≤ n and
Then, up to an integer factor
We recall the notion of Horn uniformization from [12, Chapter 9.3 C]. Although in [12] this is done only in the case of saturated lattice ideals, the generalization to general lattice ideals is straightforward. Let C = (c ij ) be an integer matrix satisfying (2.2), the Horn map h C :
We also define
, where µ 1 , . . . , µ m are the column vectors of C, and set (2.7)
The following result is proved in [12, Chapter 9, Theorem 3.3a] for the case of Gale duals. Its extension to Q-duals is straightforward.
We end this section with the following definition which will be very useful in the sequel:
is said to be C-spanned if and only if it is spanned by elements in C. We say that W is splitting if and only if
Otherwise we call W non-splitting.
Discriminants and Splitting Lines
In this section we will study the effect on the A-discriminant when we remove from the Gale dual configuration B a set of collinear vectors which add up to zero. We will show that this operation preserves dual defect and the Newton polytope of the discriminant. We will show moreover that there is a resultant formula relating the two discriminants. 
where C 1 and C 2 are homogeneous configurations, C 1 is of rank m, and C 2 is of rank
Proof. Let A 2 be a dual of C 2 . We may assume without loss of generality that A 1 and A 2 are in standard form. We may also assume that C 1 = {b 1 , . . . , b r } and
It is then easy to check that the matrix
is dual to B and consequently we may assume that A agrees with the matrix (3.2). We can write
. . , x r ), and y = (y r+1 , . . . , y n ). Given u ∈ C * , we let u γ * x = (u γ1 x 1 , . . . , u γr x r ). We define u µ * y in an analogous way. We can write the generic Laurent polynomial associated with A as:
and, therefore,
In particular, we get a map Φ :
We also define Ψ :
commutes. We note that dim Z = dim ∇ A . Indeed, the natural projection p : Z → ∇ A has finite fibers since for any (u, x, y) ∈ Z, u µ * y ∈ ∇ A2 . But A 2 is a codimension-one configuration and therefore its discriminant is given by (2.4). Hence, u must satisfy an equation of the form u q = y α , for some q ∈ Z and α ∈ Z n−r .
We now claim that the conclusion of Theorem 3.1 will follow from Lemma 3.3, proved below, which asserts that φ is generically surjective with fibers of dimension n − r. Indeed, we have
Before proving the statements on generic surjectivity and fiber dimension, we prove an auxiliary Lemma.
Proof.
Hence λ lies in the tangent space to X A at the point [1 : · · · : 1]. Since this tangent space equals the row span of A, the result follows. Proof. To prove the first statement we show that Φ : V A → V A1 is generically surjective. Let (x, t) ∈ V A1 and choose (u, y) such that
As noted above, for any choice of y ∈ C n−r there are finitely many possible choices of u satisfying (3.5). We next choose s ∈ (C * ) d2 such that (u µ * y, s) ∈ V A2 . Note that the assumption that A 2 is in standard form implies that if (u µ * y, s) ∈ V A2 then so is (u µ * y, s λ ), where
For the given choice of u, let x be defined by
Therefore, (x, t) ∈ V(J(f A1 (u γ * x; t)). Thus, it suffices to show that we can choose λ ∈ C * such that (x, y, t, s λ , u) satifies
where γ * u γ * x = (γ 1 u γ1 x 1 , . . . , γ r u γr x r ), and similarly for µ * u µ * y. Lemma 3.2 and (3.1) imply that we may assume without loss of generality that (y, s, u) have been chosen so that f A2 (µ * u µ * y; s) = 0. Thus, if (x, t) are so that f A1 (γ * x; t) = 0 then we can certainly choose λ ∈ C * so that (3.7) holds and, consequently, Φ is surjective outside the zero locus of f A1 (γ * x, t). Appealing once again to Lemma 3.2 and (3.1), it follows that this zero locus does not contain V A1 which completes the proof of the first assertion.
Finally, we note that the remark after (3.5) implies the statement about the fiber dimension of φ. 
where C 1 and C 2 are homogeneous configurations, C 1 is of rank m, and C 2 is of rank 1. Let q be the index of
Proof. By Theorem 3.1, D A = 1 if and only if D A1 = 1, thus we may assume
, and assume that C 1 = {b 1 , . . . , b r }. We will show that the projection π r : R n → R r on the first r coordinates maps N (D A ) to q · N (D A1 ). Since both of these polytopes have the same dimension the result follows.
Note that since the vectors {b r+1 , . . . , b n } are all collinear and b r+1 +· · ·+b n = 0, we have, for all k = 1, . . . , m, that the product
By (2.8), substituting z j by x νj , j = 1, . . . , m, where ν j is the the j-th column vector of B, into F B (z) gives the discriminant D A (x) up to a monomial factor. On the other hand, this same substitution in the right hand side of (3.8) yields a polynomial in C[x 1 , . . . , x r ] whose support equals that of D C1 . Hence
Since, on the other hand, (2.3) implies that N (D C1 ) = q · N (D A1 ), the result follows. The following corollary is a generalization of the results in [7, §4] . 
Consider the configuration
Repeated applications of Theorem 3.4 gives that
. On the other hand we may also view C as
We conclude this section by showing that, with the notation and assumptions of Theorem 3.1, there is a resultant formula relating the discriminants D A and D A1 . 
where x = (x 1 , . . . , x n ), x ′ = (x 1 , . . . , x r ), x ′′ = (x r+1 , . . . , x n ), and * denotes componentwise multiplication.
Proof. If D A (x) = 1, then D A1 (x ′ ) = 1 by Theorem 3.1 and ( 3.9) is clearly true. Suppose D A1 = 1. Let q be the index of C 1 and let w be a Z-generator of the onedimensional lattice Z b r+1 , . . . , b n . Since B has index 1, q is the smallest positive integer such that q w ∈ Z b 1 , . . . , b r .
We can then find integers γ 1 , . . . , γ r , µ r+1 , . . . , µ n such that (3.10)
We may then assume that A is as in (3.2) and therefore it follows that if
are polynomials in u with non-zero constant term. Then there exists a polynomial F (x) such that
It follows from Theorem 3.4 that the degree of D A (x) in the variables x ′ equals q deg(D A1 (x ′ )). On the other hand, the degree of the left-hand side of (3.11) is the u-degree of
). By definition of w, we can write b j = β j w, β j ∈ Z, j = r + 1, . . . , n, and therefore q = −µ r+1 β r+1 − · · · − µ n β n but then it follows from the expression (2.4) for the discriminant of a codimensionone configuration that
Hence both sides of (3.9) have the same degree in the variables x ′ and, consequently, F (x) depends only on x ′′ = (x r+1 , . . . , x n ). Suppose F (x ′′ ) is not constant. We can write
Choose a ′′ = (a r+1 , . . . , a n ) with F (a ′′ ) = 0. Then
for all x ′ = (x 1 , . . . , x r ). This means Equations (3.12) and (3.13) are solvable in u for all (x ′ , a ′′ ). There are at most q possible values for u which solve (3.13), which means that (3.12) must be the zero polynomial which is a contradiction since the monomials appearing in g i (x ′ ) are distinct monomials of D A1 . Thus F (x) is a constant and hence an integer M .
Remark 3.8. We note that there are many possible choices of integers s, t, γ, µ in Theorem 3.7. Indeed, it suffices that γ and µ satisfy (3.10) and that s and t be chosen so that u s D A1 (u γ * x ′ ) and u t D A2 (u µ * x ′′ ) be polynomials in u with non-zero constant term. In fact, if we replace (3.10) by (3.14) γ
with k a positive integer, then its effect is to make a change of variable u → u k in the resultant and therefore we would have:
The following corollary which will be needed in the next section describes the effect on the discriminant of adding to the B configuration a vector and its negative. 
, the discriminants associated with A and A ♯ , respectively. Then
Proof. Since B has index 1, we can write
and setting µ n+1 = 0, µ n+2 = 1, we can apply (3.9) and obtain
for a suitable integer s. We may specialize this resultant to y + = 1, y − = −1 since that does not change the u-degrees of the polynomials involved and obtain:
We end this section with a simple example to illustrate how we can use Theorem 3.7 and Corollary 3.9 to reduce the computation of discriminants to that of irreducible configurations and univariate resultants. 
The last 3 vectors lie on a line L and σ(L) = (2, 0). As before, we set
We let {x 1 , . . . , x 7 } denote variables ssociated with {b 1 , . . . , b 7 }, respectively, and let y + , y − be associated with σ(L) and −σ(L).
We note that C 1 and C 2 are homogeneous configurations satisfying the assumptions in Theorem 3.7 and index(C 1 ) = 1. Following the notation of Theorem 3.7 we have w = (1, 0) and therefore On the other hand, using Singular [13] we compute According to Corollary 3.9 setting y + = 1, y − = −1 yields D B (x). Finally we observe that if, instead of (3.16), we use the relation:
then, as noted in Remark 3.8
Specialization of the A-discriminant
In this section we will prove a specialization theorem for the A-discriminant generalizing Lemma 3.2 in [5] and Lemma 3.2 in [4] , where they play an important role in the study of rational hypergeometric functions.
We begin with a general result on the variable grouping in the A-discriminant. 
It is clear that the initial form in ω k (D A ) of D A relative to the weight ω k agrees with the restriction D A | c k =0 . Thus, it suffices to show that
We recall [12, Chapter 10, Theorem 1.4 a] that the secondary fan Σ(A) is the normal fan to the Newton polytope N (E A ) of the principal A-determinant E A (we refer to [12, Chapter 10] for the definition and main properties of E A ). Then As before, let A = {a 1 , . . . , a n } be a homogeneous configuration in Z d which is not a pyramid. For any index set I ⊂ {1, . . . , n}, we denote by A(I) the subconfiguration of A consisting of {a i , i ∈ I}. Let B be a Gale dual of A which we may view as configuration of n vectors in R m . Given a line λ ⊂ R m , let
and, as before, let
We recall that the line λ is said to be splitting if σ(λ) = 0. If λ is non-splitting, let w be the Z-generator of Z b j ; j ∈ J λ in the same direction as σ(λ) and, for j ∈ J λ write b j = β j w. We set J + λ = {j ∈ J λ , β j > 0} and define J − λ accordingly. We may now prove the main result of this section 
Proof. We may assume that I λ = {1, . . . , r}, and let us denote by x ′ = (x 1 , . . . , x r ), x ′′ = (x r+1 , . . . , x n ). Let B ♯ = B ∪ {σ(λ), −σ(λ)} and A ♯ a dual of B ♯ . As we have done before, let us denote by y + , respectively y − the variables associated with σ(λ), respectively −σ(λ). By Corollary 3.9
On the other hand, we can write B ♯ = C 1 ∪ C 2 , where
Let w be a generator of Z b r+1 , . . . , b n so that σ(λ) = cw with c a positive integer. Let q be the index of C 1 . Then we may write:
Thus, it follows from (3.15) that, up to constant,
since we can choose s
On the other hand, let
where K 1 and K 2 are integers. It then follows that we may specialize x j = 0, j ∈ J + λ , in the resultant since that does not change the leading term of D A2 (x ′′ , u q · y − ). Hence, up to constants and monomials:
But, since σ(λ) is the unique vector in the line λ in the configuration C 1 , it follows that A(I λ ) is a non-facial circuit in A 1 and therefore by [5 
and the result follows.
Dual Defect Varieties
In this section we apply the restriction theorem to classify dual defect varieties in codimension less than or equal to four. As (2.4) shows, there are no dual defect toric varieties of codimension one. On the other hand, the codimension-two dual defect toric varieties have been classified in [7] while the smooth dual defect projective toric varieties have been classified by Di Rocco [8] .
We illustrate our approach by recovering the codimension-two result from [7] . Given a configuration A and a Gale dual B ⊂ Z m , we denote byB ⊂ Z m the configuration obtained by removing all vectors in B which lie in splitting lines. Proof. We need to show the only if direction. Assume then that A is a dual defect configuration and let B be a Gale dual. Suppose P ⊂ R 3 is a plane spanned by two non-splitting lines λ 1 and λ 2 in B. We claim that
where σ(P ) is as in (2.9). Indeed, consider the configuration A(I λ1 ), where I λ1 = {i : b i ∈ λ 1 }. A Gale dual for A(I λ1 ) is given by the projection π λ1 (B(I λ1 )) where
is the projection onto a rank m − 1 sublattice complementary to λ 1 ∩ Z m . Now, by Theorem 4.2, the codimension-two configuration A(I λ1 ) is dual defect since its discriminant must divide D A = 1. Hence, by Theorem 5.1, all lines in π λ1 (B(I λ1 )) must be splitting lines. In particular the line π λ1 (P ) must be a splitting line which implies that σ(P ) ∈ λ 1 . Arguing symmetrically for λ 2 yields that σ(P ) ∈ λ 2 and, therefore, σ(P ) = 0 as asserted by (5.1).
Fix now a non-splitting line λ ⊂ R 3 . Let P 1 , ..., P r be the distinct planes containing λ and spanned by non-splitting lines. We then have
But, by (5.1), σ(P i ) = 0 for all i = 1, . . . , r while σ(λ) = 0 since λ is non-splitting. This forces r = 1, so B is degenerate.
We consider now the case of codimension-four configurations: Proof. Let A be such that D A = 1 and suppose B is non-degenerate. LetB be the irreducible configuration as in Definition 3.5. Since B is non-degenerate the vectors inB span R 4 and, by Corollary 3.6, D A = 1 if and only if DB = 1. Thus, we may assume without loss of generality that B is irreducible.
We begin by showing that if B = C 1 ∪ C 2 , where C 1 and C 2 are homogeneous configurations contained in complementary planes P and Q, respectively, then B is dual defect. By (2.3), it suffices to show this for a Q dual C = C 1 ∪ C 2 . After renumbering, if necessary, we may assume that C 1 = {c 1 , . . . , c r }. After a change of Q-basis of Z 4 we may assume that
where C 1 is 2 × r and C 2 is 2 × (n − r). Recalling now the definition of the Horn uniformization map (2.5)-(2.6), we see that the map h C factors through the codimension-two variety
is not a hypersurface, so neither is h B (P 3 )-consequently B is dual defect. In order to prove the only-if direction of Theorem 5.5 we begin with a lemma which holds in any codimension:
a homogeneous configuration and B a Gale dual. If B is non-degenerate, then there exists a B-spanned hyperplane
Proof. If such a hyperplane does not exist, let Λ be a non-splitting B-spanned subspace of maximal dimension s < m − 1, and Θ 1 , ..., Θ r the (s + 1)−dimensional B-spanned subspaces containing Λ. By assumption, Θ i is splitting for i = 1, . . . , r. Then,
Hence r = 1 and since s + 1 < m this implies that B is degenerate, a contradiction.
The following lemma is the key ingredient in the proof of Theorem 5.5. Proof. We note, first of all, that if b i , b j ∈ H ∩ B and the plane P ij spanned by b i and b j is non-splitting then
Indeed, we may assume without loss of generality that σ(H) ∈ R · b i and therefore π bi (P ij ) defines a non-splitting line in the dual defect configuration dual to A\{a i }. This means that the line π bj (π bi (H)) in the configuration π bj (π bi (B)) must be splitting and hence σ(H) ∈ P ij . We show that there exists b 0 ∈ B ∩ H such that σ(H) ∈ R · b 0 . Let b i ∈ B ∩ H. Suppose that every B-spanned plane P ⊂ H containing b i is splitting. Then
where the sum runs over the distinct such planes. It then follows that σ(H) ∈ R · b i and we are done. Assume then that there exists b j ∈ B ∩ H, b j = b i such that the plane P ij spanned by b i and b j is non-splitting. Suppose now that σ(H) is neither in the line R · b i nor in R · b j . This means that any other B-spanned plane Q contained in H and containing b i or b j must be splitting since σ(H) cannot lie in Q. Hence
Similarly for b j we have
But since b j = b i this is possible if and only if r 1 = r 2 = 0 which contradicts the assumption that H is B-spanned.
For any other b i ∈ B ∩ H, let P i denote the plane spanned by b 0 and b i . We note that if i = j then P i = P j . Indeed, let Q 1 , . . . , Q r denote the B-spanned planes containing b i but not b 0 . Such planes are necessarily splitting and therefore:
If b j ∈ P i we could argue similarly for b j and reach a contradiction. Since σ(P i ) = b 0 + b i and σ(H) ∈ R·b 0 , we have r = 1 and hence the vectors {b i ∈ B ∩H, b i = b 0 }, span a plane, which is necessarily splitting since it does not contain σ(H). In particular, σ(H) = b 0 .
Now let H be a B-spanned, non-splitting hyperplane and consider the dual defect configuration π σ(H) (B). The hyperplane H projects to a π σ(H) (B)-spanned, splitting plane which must, therefore, contain all non-splitting lines. Hence, for every b k ∈ B, b k ∈ H, the plane P k spanned by b k and σ(H) must project to a splitting line and therefore σ(P k ) ∈ R · σ(H). Consider now the hyperplane H ′ spanned by P k and an element b i ∈ H, b i = σ(H). Let Q 1 , . . . , Q r be the distinct planes in H ′ containing σ(H) and not b i . We then have:
Since, σ(Q ℓ ) ∈ R · σ(H), it follows that σ(H ′ ) has a non-trivial b i component and therefore H ′ is a non-splitting B-spanned hyperplane and, by Lemma 5.7, σ(H ′ ) = b i . We finish the proof of Theorem 5.5 by showing that the plane P k contains all other vectors b ℓ ∈ B, b ℓ ∈ H. Given such a b ℓ , let H ′′ be the hyperplane spanned by σ(H), b ℓ , b i . Arguing as above, we have σ(H ′′ ) = b i . Consider then the dual defect configuration π bi (B). Both H ′ and H ′′ project to planes spanned by non-splitting lines. Hence they must agree which implies that H ′ = H ′′ .
We end this section by comparing our results with those obtained by Di Rocco [8] in the smooth case. We assume that A = {a 1 , . . . , a n } is a homogeneous configuration which affinely generates the lattice Z 
where e 0 , . . . , e k is the standard basis of Z k+1 .
DiRocco's classification theorem, [8, Theorem 5.12] , may now be stated as follows: In what follows we will compute the smooth dual defect projective toric varieties of codimension at most four. We note first of all that in these cases, the configurations A i in Theorem 5.9 must be one-dimensional. Proof. Let n i = |A i | and n = n 0 + · · ·+ n k . Then, codim(A) = n − d. Since A is not a pyramid, each n i ≥ 2 and therefore n ≥ 2(k + 1). We have max(2, This means that since k ≥ 2, if n − d ≤ 4, it is not possible for all n i to be greater than or equal to three. Hence they must all be one-dimensional.
Suppose now that A is a codimension-two configuration. It follows from (5.6) that n = 2k + 2 and, therefore, n i = 2 for all i = 0, . . . , k. On the other hand, since the A i are one-dimensional, d = k + 2. Hence, n − d = 2 implies n = 2k + 2 = k + 4 and therefore k = 2 and A is the Cayley configuration of three segments containing two integral points each. Translating to the Gale dual side we have: Proof. Since all A i are one-dimensional, d = k + 2 and since codim(A) = 3, n = d + 3 = k + 5. Together with (5.6) this yields 2k + 2 ≤ k + 5 ≤ 2k + 3 and, hence, 2 ≤ k ≤ 3. If k = 2, then two of the segments contain two integer points and the third contains three. This gives the first case in Theorem 5.12. If k = 3 then all four segments contain just two integer points and we are in the second case. Proof. We argue as in the proof of the previous theorem. We have d = k + 2, n = d + 4 = k + 6. Hence, 2k + 2 ≤ k + 6 ≤ 2k + 4 and 2 ≤ k ≤ 4.
We then have the following possible values for k and n i (1) k = 2, q 0 = 2, q 1 = 3, q 2 = 3, (2) k = 2, q 0 = 2, q 1 = 2, q 2 = 4, (3) k = 3, q 0 = 2, q 1 = 2, q 2 = 2, q 3 = 3, (4) k = 4, q 0 = 2, q 1 = 2, q 2 = 2, q 3 = 2, q 4 = 2. which correspond, in order, to the cases listed in Theorem 5.13.
