Abstract | It is well-known that the noise in magnetic resonance magnitude images obeys a Rician distribution. Unlike additive Gaussian noise, Rician noise is signal-dependent and consequently separating signal from noise is a di cult task. Rician noise is especially problematic in low signal-to-noise ratio (SNR) regimes where it not only causes random uctuations, but also introduces a signal-dependent bias to the data that reduces image contrast. This paper studies wavelet-domain ltering methods for Rician noise removal. We derive a novel wavelet-domain lter that adapts to variations in both the signal and the noise. The new wavelet-domain lter reduces Rician noise contamination in both high and low SNR regimes.
I. Introduction
In magnetic resonance imaging (MRI), there is an intrinsic trade-o between the signal-to-noise ratio (SNR), spatial resolution, and acquisition time required by the intended clinical/research application 1]. Therefore, given physiological or research paradigm constraints, achievable SNR can be limited. The SNR in most clinical applications of MRI is relatively high. This is accomplished, explicitly or implicitly, by averaging. Two types of averaging take place in MRI data acquisition:
2. In some applications it is common to acquire several measurements at the same k-space 1 location and average them to reduce noise.
The two averaging operations are interrelated. Higher resolution images can be obtained by higher sampling in k-space. However, achieving a desired SNR at higher spatial resolutions may require additional time-averaging, and consequently a longer acquisition time. The acquisition time (and hence SNR and resolution) is limited in practice due to practical constraints such as patient comfort and system throughput, and by physiological constraints arising in dynamic applications such as lung and cardiac imaging.
Roughly speaking, we can divide MRI into two regimes: relatively low resolution 2 , high SNR imaging and high resolution, low SNR imaging. The high SNR enjoyed in many applications comes at the expense of limited spatial and/or temporal resolution. Higher resolution imaging is possible, but only at a cost of lower SNR or much longer data acquisition times. The ideas in the paper are motivated by interest in high resolution (spatial and/or temporal) MRI for applications such as angiography, functional MRI, and myocardial perfusion imaging. The relevance of this problem is also attested to by the fact that low SNR is the subject of a large number of papers in the MRI literature, e.g., 2, 3, 4, 5, 6, 7, 8, 9, 10] . Hence, we are interested in studying noise reduction methods for MRI.
Magnetic resonance (MR) image reconstruction data are commonly modeled by the Rician distribution 7, 5], and we assume this model throughout the paper, unless otherwise noted. The Rician model is widely accepted in the MRI community, and we have experimentally veri ed that it does indeed provide an excellent match to the observations. Rician noise causes random uctuations in the data and introduces a bias to the MR image that reduces image contrast, as demonstrated in Sections IV and V. The Rician noise is a signaldependent noise, rather than a simple additive noise. In low intensity regions of the magnitude image the noise distribution tends to the Rayleigh distribution. In regions of high intensity, the noise tends to a Gaussian distribution. Because the noise is signal-dependent, noise removal is very di cult in MRI, especially at low SNRs. Not only must we contend with the usual problems associated with noise reduction such as over smoothing, we face the additional complexity of a 1 The most common type of MRI involves sampling the object of interest in the frequency-domain or k-space as it is referred to in the MRI literature. 2 We stress that the notions of \low resolution" and \high resolution" are meant in a relative sense. Although resolutions commonly used in existing applications may be considered acceptable and quite useful, additional information, that may be clinically relevant, is contained at higher resolutions.
spatially varying noise behavior that depends on the local intensity in the MR image.
Rician noise degrades images in both qualitative and quantitative senses and hinders image analysis, interpretation, and feature detection. For example, it is shown in 11] that the bias due to Rician noise reduces detectability in low SNR MRI. Consequently, it is highly desirable to develop ltering methods that remove this noise. In this paper we develop a novel wavelet-domain ltering procedure for Rician data that removes noise from the MRI data.
Other wavelet-domain lters for MRI noise removal have been proposed in the literature. Filters based on wavelet coe cient soft-thresholding 12] and related thresholding 13] have been applied to MRI. Neither of these methods exploit the Rician nature of the noise, nor do they account for the inherent bias in the MR magnitude image. The wavelet-domain lter described in this paper is designed to speci cally handle Rician noise. The wavelet-domain ltering procedure preserves key image details and features, reduces random noise uctuations in the image, and removes the bias introduced by the Rician noise.
The paper is organized as follows. In Section II we review the noise statistics encountered in MRI. In Section III we review the discrete wavelet transform and wavelet-domain ltering. In Section IV we derive two wavelet-domain noise removal procedures for MRI. We show that careful consideration of the Rician nature of the noise is especially necessary in low SNR regimes. In Section V we provide several simulated and real-data experiments. In Section VI we draw some conclusions and indicate directions of ongoing and future work.
II. Noise in MRI
The most common method for acquiring MR images is to sample the object of interest in the frequency-domain 7]. The raw frequency-domain where S( ; ) is the signal of interest and N( ; ) is a complex Gaussian white noise. The noise is primarily due to thermal noises in the patient 3, 4, 8, 14] . 3 The measurement space is also commonly referred to as k-space in the literature 7].
The most common reconstruction technique in MRI is to compute the inverse discrete Fourier transform (DFT) of the raw data Y 7, 11] . Let y denote the inverse DFT of Y . Due to phase errors which are di cult to control, the signal component of the measurements occurs in both real and imaginary channels 7, 11] . The value of the m; n-th pixel is complex and is given by y m; n] = (s m; n]cos( m; n]) + n Re m; n]) + i (s m; n]sin( m; n]) + n Im m; n]) (2.1) where s denotes the signal of interest, n Re and n Im denote Gaussian white noises with variance 2 in the real and imaginary channels 4 , and m; n] represents the phase error in the m; n-th pixel. Because of the phase error, the magnitude of y is typically used to form the image reconstruction. The magnitude image x m; n] is real-valued and can be displayed for visual inspection or used for automated computer analysis. Alternatively, phase-correction methods can be applied thereby enabling direct extraction of the real signal from the complex data 11, 15], but such approaches present their own di culties and are not often used in practice. In this paper, we focus on the more common magnitude image reconstruction (2.2).
Since the magnitude reconstruction is simply the square-root of the sum of two independent Gaussian random variables, the noise in the magnitude image x is described by a and the structure of this noise depends on s m; n]. Hence, we say that the Rician noise is a signaldependent noise. In low intensity (dark) regions of the magnitude image, the noise distribution tends to the Rayleigh distribution. In high intensity (bright) regions, the noise tends to a Gaussian distribution.
The objective of this paper is to develop a ltering method to estimate the noise-free signal s from the magnitude image x. We employ wavelet-domain ltering methods to tackle this especially di cult problem. Wavelet-domain ltering can automatically adapt to spatial variations in the 4 The noise in the reconstructed data x is, again, Gaussian white noise since the DFT is an orthogonal transformation.
signal behavior to remove noise and preserve important signal details like edges. Moreover, we show that wavelet-domain ltering can also adapt to spatial variations in the noise distribution. Adaptation to the noise distribution is especially important in low SNR applications.
III. Wavelet-Domain Filtering
We choose to work in the wavelet-domain because the orthogonal wavelet transform tends to concentrate the energy of the desired signal s into a small number of coe cients. Hence, the wavelet transform of the noisy image consists of a small number of coe cients with high SNR (which we keep) and a large number of coe cients with low SNR (which we discard). After discarding the noisy coe cients, we reconstruct the image using the inverse wavelet transform. In this way we can lter the signal from the noise. Of course, a similar procedure could be carried out using any orthogonal signal representation, including the Fourier transform. However, the wavelet transform enables the ltering procedure to adapt to the spatial variations in the signal frequency content and thereby balances the trade-o between noise removal and excessive smoothing. Fourierdomain ltering is a global operation that cannot adjust to such spatial variations and hence leads to excessive smoothing in regions where the image has high frequency content (edges, for example). Furthermore, it has been shown that noise removal, compression, and signal recovery methods based on wavelet coe cient shrinkage or wavelet series truncation enjoy asymptotic minimaxoptimal performance characteristics and, moreover, do not introduce excessive artifacts in the signal reconstruction 17].
A. The Discrete Wavelet Transform The 1-d discrete wavelet transform (DWT) represents a real-valued continuous-time signal f(t) in terms of shifts and dilations of a lowpass scaling function (t) and bandpass wavelet (t). For special choices of these functions, the shifts and dilations form an orthonormal basis for L 2 A key feature of the wavelet representation is multiresolution: the rst term in (3.1) is an approximation to f(t) at scale (resolution) J, while the second term consists of re nements at ner and ner scales j J. Unlike the Fourier transform which is based on sinusoidal basis functions with poor spatial-domain localization, the wavelet basis functions are localized in both time and frequency, making the DWT an ideal decomposition for signals with spatial-varying frequency content. In the DWT, many choices are possible for the wavelet and scaling function. The choice of wavelet is discussed in greater detail in Section III. The scaling and wavelet coe cients can be computed using an extremely e cient recursion. Using the fact that the scaling function and wavelet are related by the two-scale di erence equations 18, 19] (t=2 Note that in the discrete-time case we regard the signal itself as the nest scale (j = 0) scaling coe cients. No ner detail is available so the summation over the scales in (3.1) ranges only from j = 1 to j = J.
The reason that the wavelet transform is so desirable is that the wavelet transforms of realworld signals and images tend to be very sparse, with a few large scaling and wavelet coe cients dominating the representation. That is, wavelet transforms tend to compress real-world signals. wavelet coe cients are equal to zero. Higher degree ( N) polynomials will have non-zero wavelet coe cients. Therefore, if the noise-free signal is described by a polynomial of degree < N, then all wavelet coe cients are zero and the signal is completely described by the scaling coe cients alone. Noise on the other hand is not polynomial in structure. The noise tends to be evenly distributed over all wavelet and scaling coe cients. In fact, because the wavelet and scaling functions are orthonormal, white noise is identically distributed in each coe cient. Hence, a large amount of noise can be removed from the data by discarding all the wavelet coe cients and retaining only the scaling coe cients. In more realistic situations the signal is not polynomial, but may be well-approximated by a piecewise polynomial function. Because the wavelet functions also have localized support, most of the wavelet coe cients of a piecewise polynomial signal will be zero except those corresponding to wavelets that have support near the breakpoints of the polynomial pieces that comprise the signal. These non-zero wavelet coe cients are crucial for reconstructing important signal details like edges. Therefore, the key to e ective noise removal in the wavelet-domain is to determine which wavelet coe cients do not have signi cant signal energy and hence can be discarded without detrimental signal loss. Methods for making this determination are called wavelet-domain lters.
Before discussing wavelet-domain ltering, we note that images can be decomposed using separable 2-d wavelet bases, which are implemented using a 2-d lter bank where we alternate the application of h and g on rows and columns of the image 18, 19] . Given a 2 M 2 M image s k; l] we iterate (3.6){(3.7) J times on rows and columns to obtain J sets of wavelet coe cients at scales j = 1; : : : ; J, and a single set of scaling coe cients at scale J. In this case the scaling coe cients correspond to a 2 M?J 2 M?J low-resolution approximation to the original image, and the wavelet coe cients represent detail images that can be combined with the scaling coe cients to reconstruct the full-resolution image using the inverse discrete wavelet transform. Using a 2-d lter bank, the computational cost of the forward and inverse 2- 
The discrete 2-d wavelet functions j;o k;l and scaling functions j;k;l have several indices | j corresponding to the scale, o corresponding to wavelet orientation (horizontal, vertical, or diagonal), k; l corresponding to the position. In order to keep notation to a minimum, we will employ the abstract index I for these indices. Clearly, the crucial issue in wavelet-domain ltering is the design of the lter . Ideally we would like the wavelet-domain ltering procedure to be adapted to the local SNR in each wavelet coe cient, so that we can suppress wavelet coe cients with very low SNR. Let us assume that the noisy wavelet coe cient is an unbiased estimator of the value of the signal's wavelet coe cient in the ideal noise-free case, and denote its mean by I I is an estimate of the denominator in (3.12). Therefore, (3.13) provides a reasonable approximation to (3.12), and we can interpret (3.13) as a data-adaptive, wavelet-domain, Wiener lter. The thresholding action of ( ) + guards against illogical negative weighting factors (note that the argument may be negative if the magnitude of the wavelet coe cient is small). This threshold was rst introduced in 22], and it arises naturally in the minimization of a predictive sum of squared errors criterion.
The action of the lter (3.13) is to set small wavelet coe cients, with squared magnitude less than the estimated variance, to zero and to leave larger coe cients approximately unaltered. where 1 is a user-de ned parameter that adjusts the amount of noise reduction. Selecting > 1, e ectively raises the threshold level of the nonlinearity. For example, Donoho et al suggest a universal threshold for Gaussian noise removal that is greater than 1 24] . Larger threshold levels can result in greater noise reduction, but may also lead to over smoothing. The choice of = 1 provides a conservative lower bound on the threshold level. In MRI applications, we have found that = 2 provides very good results in terms of squared error and visual quality (see Section V).
Another degree of exibility in wavelet-domain ltering is the choice of the underlying wavelet. In our experiments we have found that the Haar wavelet 20] does a better job at preserving ne image details such as small vascular structure compared to other wavelets. The reason for this may be the fact that the Haar wavelet also has the most compact spatial support of all wavelets. That is, at each scale of analysis the Haar wavelet is most localized in space. On the other hand, wavelets with larger spatial support such as the Daubechies-6 wavelet 20] have better frequency localization and approximation properties. Filtering with wavelets with large spatial support generally produces smoother looking images. However, we have observed that such wavelets may also lead to excessive smoothing of ne details. This illustrates a fundamental trade-o in wavelet-based ltering. We desire a wavelet with a large number of vanishing moments for good polynomial approximation, but this requires a wavelet with larger spatial support. To summarize we advocate using the Haar wavelet so that ne details are best preserved.
One nal practical issue is the shift-variant nature of the wavelet-domain lter described above. Because the wavelet coe cient values depend on the alignment between the data and the wavelet basis functions, simple shifts of the data lead to complicated changes at the output of the lter. Moreover, misalignment between the wavelets and signal structure can lead to artifacts in the ltered image. To improve wavelet-domain ltering methods, several authors have proposed shiftinvariant (undecimated) DWT methods 25, 26] . Shift-invariant wavelet transforms have been shown to provide better results in many cases since they are less sensitive to misalignments between the edges in images and the wavelet basis functions. Shift-invariant ltering can be achieved by applying the lter described above to every circular shift of the image, unshifting each result, and then averaging all the results together. If the image is 2 M 2 M pixels, then there are exactly 2 M 2 M circular shifts in total (2 M in both horizontal and vertical directions), regardless of the underlying wavelet used in the analysis. In fact, fast algorithms that exploit the redundancies in di erent shifts make shift-invariant ltering only modestly more computationally intensive than the shift-variant lter above 26, 25] . We make use of these ideas in the wavelet-domain lters for MRI described next.
IV. Wavelet-Domain Filters for MRI In this section, two wavelet-domain lters for noise removal in MRI are described. Before describing the new wavelet-domain lter designed to handle Rician noise, we brie y review a lter based on a Gaussian approximation to the Rician noise in the magnitude MR image. Such an approximation is quite reasonable at high SNR. However at low SNR, in addition to being noisy, the wavelet and scaling coe cients of the magnitude image are also biased from the corresponding coe cients of the ideal noise-free signal s. The bias is signal-dependent and, hence, is quite di cult to remove.
To overcome this problem, we introduce a second lter that operates on the squared magnitude MR image. The noise in the squared magnitude image is non-central chi-square distributed. Using the properties of the wavelet transform and the non-central chi-square distribution, we show that the wavelet coe cients of the squared magnitude image are unbiased estimators of the wavelet coe cients of the squared signal s 2 . Furthermore, although the scaling coe cients of the squared magnitude image are biased estimators of the scaling coe cients of s 2 , the bias is a simple constant, independent of the signal. Based on these observations we derive a wavelet-domain lter that removes noise and adjusts for the bias in the scaling coe cients. This lter may be applied in both high and low SNR regimes.
A. Algorithm I: Gaussian Noise Approximation At high SNR, the Rician noise is well-approximated as Gaussian. For example, if the SNR in a pixel is greater than 10dB, then the mean pixel value is more than three standard deviations from the origin and the Rician distribution is approximately Gaussian. If the SNR is below 10dB, then the Rician noise begins to deviate from Gaussian as illustrated in Fig. 2 . Hence, in high SNR regimes we may treat the MRI noise as Gaussian white noise with standard deviation . In e ect, the noise is signal-independent in high SNR MRI, and consequently separation of signal and noise is fairly straightforward in the wavelet-domain.
To derive a wavelet-domain lter for high SNR MRI, let us assume that the noise in the MR magnitude image is white Gaussian with standard deviation . Based on this assumption and the fact that DWT is an orthogonal transformation, the variance in each wavelet coe cient is Algorithm I is similar to previously proposed ltering methods 12, 13] in that it treats the noise as though it were independent of the signal of interest and does not account for the bias in the image. This algorithm is quite e ective in high SNR regimes.
However, the Gaussian approximation to the data has a major drawback | especially in low SNR applications. A problem remains at low SNRs. Fig. 3 illustrates the reduction in contrast in low SNR MRI. The SNR is computed as the squared background signal level relative to the underlying Gaussian noise power where s is the noise-free signal. The bias in the MR magnitude image can signi cantly reduce image contrast as shown in Fig. 4 . In this case SNR = 10log 10 (10   2   =5 2 ) 6 dB, and the contrast of the noise-free signal is c = 0:500. Because of the reduction in contrast, it is of interest to not only reduce the random uctuations due to the noise, but also to reduce the bias. The question is: How does the bias e ect the wavelet and scaling coe cients, and can it easily be removed?
Recall that one of the key properties of wavelet-domain ltering is that the wavelet coe cients of polynomial signals are identically zero. If the noise-free s is polynomial, then the wavelet coe cients of s are all exactly zero. However, in general, the expected value of x given by (4.2) can not be described by a polynomial and hence the expected value of the wavelet coe cients of the noisy signal are not zero. This means that the wavelet coe cients of the noisy signal are biased. Therefore, the wavelet coe cients of the MR magnitude image are not only erroneous due to random uctuations caused by the noise, but they are also biased from their true values. A similar analysis shows that the scaling coe cients of the magnitude image are also biased. We see that the bias in the MR magnitude image manifests itself in both the wavelet and scaling coe cients. Algorithm I, based on a Gaussian noise approximation, does not account for this bias. Moreover, the bias is signal-dependent. In high intensity (high SNR) regions of the image the bias is negligible, whereas in low intensity (low SNR) regions the bias is considerable. Because of the signal-dependent nature of the bias, it is quite di cult to remove.
Recall, however, that the real and imaginary components contain simple additive Gaussian white noise. Hence, one might be tempted to apply existing wavelet-domain ltering techniques to each component separately. There are two problems with this approach. First, due to the unknown, spatially varying phase, the structure of the real and imaginary images may not be well suited for wavelet analysis at all. For example, if the phase oscillates quickly in space, then the real image may exhibit high frequency structure that is not naturally occuring in the physical object being imaged. The point is that a wavelet representation may not be as e cient for representing and analyzing the real and imaginary images as it is for magnitude image. The second problem is much more serious. Thresholding the real and imaginary images separately may introduce severe phase distortions in the magnitude reconstruction that can be very degrading. Simple experiments have been performed that show that such phase distortions can be very visible in resulting the magnitude image. To avoid phase distortions we must couple the thresholding performed on the real and imaginary images. The most natural way to do this is to base the threshold decisions on the combined magnitude of corresponding real and imaginary wavelet coe cients. This leads us right back to the Rician problem under consideration in this paper.
Therefore, to combat this di cult problem we propose a new wavelet-domain lter that operates on the squared magnitude, rather than magnitude, image. The squared magnitude data obeys a non-central chi-square distribution and can be more easily removed in the wavelet-domain. 6. Take the pixel-by-pixel square-root of the result to obtain an estimate of s.
The main advantage of the Algorithm II, compared to Algorithm I, is that it accounts for the bias in the data. This can provide improvements in image quality and contrast as shown in Section V. As noted in Section III, wavelet-domain ltering based on the standard DWT is shift-variant. Shift-invariant methods can provide better performance 25, 26] . Although fast algorithms exist for shift-invariant DWTs, these methods are not directly applicable to the DWST used in Algorithm II. Therefore, in this paper we take a di erent approach. Recall that shift-invariant ltering can be achieved by applying the lter to all possible shifts of the image, unshifting each result, and then averaging all the results together. A shift-invariant version of Algorithm II is possible using this simple idea. However, this approach is very computationally intensive for large images (we have to repeat Algorithm II N times, where N is the number of pixels in the image). Therefore we propose an approximately shift-invariant scheme. We apply Algorithm II over just a small range of shifts, unshifting each result, and then averaging them together. For example, we can shift the image left and right, up and down, up to K pixel locations in each direction for a total of (2K + 1) 2 shifted images. Again, all shifts are carried out in a circular fashion. While this does not guarantee shiftinvariance, it does reduce the dependence of the lter output on the alignment between the data and wavelets. In our experiments in Section V, we used K = 2. Little improvement in perceptual quality or squared error was observed with larger values of K, including the full shift-invariant DWT.
V. Examples
In this section we compare the two wavelet-domain ltering algorithms' performances on real MRI and synthetic data. Attention is focused at low SNRs where the two lters produce signicantly di erent results. At high SNRs, where the Rician noise is well-approximated as Gaussian, experiments have shown that the two algorithms perform equally well. Therefore, we have not included high SNR examples here.
In our experiments we have used the Haar wavelet, although the algorithms we derived may be used in conjunction with any wavelet basis. We have found that the Haar wavelet does a better job at preserving ne image details such as small vascular structure compared to other wavelets (recall the discussion in Section III-B). In all experiments, the threshold parameter = 2 (see Section III-B), and we use the approximately shift-invariant ltering scheme with K = 2 (see Section IV-D) based on the J = 4 scale Haar DWT. Furthermore, in all image comparisons, the window and level of the image intensity display is constant and is chosen to provide the best visual quality for the original noisy image in each case.
A. Example 1: Contrast and Noise
In this example we assess the performance of both wavelet-domain ltering algorithms in terms of contrast and noise reduction. The simulated image shown in Fig. 4(a) is used in this example. Complex Gaussian white noise is added to this image. The magnitude of the noisy image is then Rician distributed and is shown in Fig. 4(b) . Algorithms I and II are applied to the magnitude of the noisy image. In this example, the noise power 2 was assumed to be known in both algorithms. The SNR is computed as the squared background signal level relative to the underlying Gaussian noise power 2 , and in this case SNR 6 dB. The ltered images resulting from Algorithm I and II are shown Fig. 4 (c) and (d) , respectively. The visual quality of the two ltered images is much better than the noisy image in ( where m 1 and m 2 are the mean pixel values in the disc and the background, respectively. In this case, the contrast is roughly 10% better in the result of Algorithm II compared to Algorithm I. Similarly, the sum of squared pixel errors is more than 20% lower for Algorithm II compared to Algorithm I.
To obtain a more complete understanding of the performances of the two algorithms, the experiment above was repeated over a range of SNRs. At each SNR, the 10 independent trials were conducted. Fig. 5 (a) depicts the mean square error (MSE) as a function of the SNR of the noisy image. Here, the MSE is computed by taking the average of the sum of squared pixel errors over the 10 trials at each SNR. This shows that both Algorithms I and II signi cantly reduce the noise over a wide range of SNRs. The MSE performance of Algorithm II is slightly better than that of Algorithm I, especially at low SNR. Fig. 5 (b) shows that the contrast is much higher in the images processed by Algorithm II at low SNR.
B. Example 2: MRI Data
In this example we examine the performance of the ltering algorithms with real MRI data. To simulate a low SNR MR image with a known \truth" we have taken a high SNR image, added complex Gaussian white noise ( 2 = 256) to it, and computed its magnitude. The resulting image is a low SNR MRI image with a Rician distribution. The noise level was chosen so that the resulting image was similar to low SNR levels encountered in practice. In this case, the SNR in the low intensity (gray matter) region of the brain is approximately 6dB. The high and low SNR images are shown in Fig. 6 (a) and (b) , respectively.
The low SNR image was ltered using both algorithms, and the results are shown in Fig. 6 (c) and (d). The noise power 2 , required by both algorithms, was very accurately estimated directly from average squared pixel value in the lower-left-hand corner of the squared magnitude image (the region outside the patient). Recall, the motivation for this estimate given in Section IV-C. Note that both algorithms reduce the noise signi cantly, and the contrast of the image produced by Algorithm II is higher than that of Algorithm I. This is especially noticeable when the di erences between the high SNR image and the ltered images are compared in Fig. 7 .
The experiment was repeated 100 times, with independent noises in each case. The normalized average sum of squared pixels errors were 1:00 for the noisy magnitude image, 0:45 for the ltered image produced by Algorithm I, and 0:25 for the ltered image produced by Algorithm II. The true noise power was In this example we examine the performance of the ltering algorithms with actual low SNR MRI data. The data were acquired with a 1.5 Tesla Horizon System (General Electric Medical Systems, Waukesha, WI) equipped with EchoSpeed gradients. Fig. 8 shows the original and ltered images. The noise power 2 was estimated from the mean pixel value in the regions of the squared magnitude image outside the patients head. The SNR in the low intensity regions of the brain is approximately 9dB. Both algorithms again signi cantly reduce random uctuations due to noise without loss of image detail. Furthermore, the contrast of the image produced by Algorithm II appears superior to that of Algorithm I, as expected.
The region of interest (ROI) indicated by the highlighted rectangle in Fig. 8 where m 1 is the mean pixel value in the bright region running down the middle of the ROI, and m 2 is the mean pixel value in the background of the ROI. In this case, the contrast in the ROI is roughly 9% better in the result of Algorithm II compared to Algorithm I.
VI. Discussion and Conclusions
We have presented two wavelet-domain ltering methods for noise removal in MRI. In high SNR situations, the Rician noise inherent in MR magnitude images is well-approximated as Gaussian white noise. Algorithm I provides a simple and e ective noise removal method for such cases. At low SNR, the Gaussian approximation is no longer valid and the Rician noise has two degrading e ects; the random uctuation of pixel values and the introduction of a signal-dependent bias. The bias can signi cantly reduce image contrast. To deal with this more complicated situation, we have derived a wavelet-domain lter that operates on the squared magnitude image. Algorithm II exploits the unique properties of the wavelet transform and the non-central chi square distribution to remove noise and bias from the squared magnitude image.
The computational complexity of both algorithms is minimal. We have demonstrated the superior performance of Algorithm II, in comparison to that of Algorithm I, in low SNR MRI with simulations and real data. However, as a rule of thumb, we have found that the two algorithms produce roughly similar results if the SNR in the image (or region of interest) is greater than 15dB. This can be inferred from the Fig. 5(b) , for example, where we see very little loss in contrast at SNRs above 15dB. Today, most clinical applications of MRI operate at relatively high SNRs. However, as discussed in the introduction, high resolution MRI may bene t from noise reduction methods such as Algorithm II. Hence, the advantage of Algorithm II is that it can be used in both high and low SNR imaging situations. The only advantage of Algorithm I in the high SNR case is that its complexity is slightly lower than that of Algorithm II.
Investigations are under way to assess the performance of the proposed algorithms in several MRI applications, including functional MRI, myocardial perfusion studies, and magnetic resonance angiography (MRA). MRA provides an image of the vascular structure within the brain 29]. The results of this paper have been applied to MRA to improve the visibility and contrast of small veins and arteries 30]. 
