Abstract In this paper, we consider the tensor absolute value equations (TAVEs), which is a newly introduced problem in the context of multilinear systems. Although the system of TAVEs is an interesting generalization of matrix absolute value equations (AVEs), the well-developed theory and algorithms for AVEs are not directly applicable to TAVEs due to the nonlinearity (or multilinearity) of the problem under consideration. Therefore, we first study the solutions existence of some classes of TAVEs with the help of degree theory, in addition to showing, by fixed point theory, that the system of TAVEs has at least one solution under some checkable conditions. Then, we give a bound of solutions of TAVEs for some special cases. To find a solution to TAVEs, we employ the generalized Newton method and report some preliminary results.
Introduction
The system of absolute value equations (AVEs) investigated in literature is given by Ax − |x| = b, (1.1) where A ∈ R n×n , b ∈ R n , and |x| denotes the vector with absolute values of each component of x. The importance of AVEs (1.1) has been well documented in the monograph [6] due to its equivalence to the classical linear complementarity problems. More generally, Rohn [34] introduced the following problem
where A, B ∈ R m×n and b ∈ R m . Apparently, (1.2) covers (1.1) with the setting of B being a negative identity matrix. In what follows, we also call such a general problem (1.2) a system of AVEs for simplicity. Since the seminal work [24] investigated the existence and nonexistence of solutions to the system of AVEs (1.1) in 2006, the system of AVEs has been studied extensively by many researchers. In the past decade, a series of interesting theoretical results including NP-hardness [22, 24] , solvability [24, 34] , and equivalent reformulations [22, 24, 27] of the system of AVEs have been developed. Also, many efficient algorithms have been designed to solve the system of AVEs, e.g., see [3, 13, 14, 23, 25, 43] and references therein.
In the current numerical analysis literature, considerable interests have arisen in extending concepts from linear algebra to the setting of multilinear algebra due to the powerfulness of the multilinear algebra in the real-world applications, e.g.
see [4, 11, 17, 40] and the most recent monograph [30] . Therefore, in this paper, we consider the so-named tensor absolute equations (TAVEs), which refers to the task of finding an x ∈ R n such that where A is a p-th order n-dimensional square tensor, B is a q-th order n-dimensional square tensor, and b ∈ R n . In the paper, we are more interested in the case of (1.3) with p ≥ q ≥ 2 due to its real-world applications listed later. Throughout, for given two integers m and n, we call A = (a i1i2...im ), where a i1i2...im ∈ R for 1 ≤ i 1 , i 2 , . . . , im ≤ n, a real m-th order n-dimensional square tensor. For notational simplicity, we denote the set of all real m-th order n-dimensional square tensors by Tm,n. Given a tensor A = (a i1i2...im ) ∈ Tm,n and a vector x = (x 1 , x 2 , . . . , xn)
⊤ ∈ R n , Ax m−1 is defined as a vector, whose i-th component is given by Moreover, Ax m−2 denotes an n × n matrix whose ij-th component is given by (Ax m−2 ) ij := n i3,...,im=1 a iji3...im x i3 · · · x im , i, j = 1, 2, . . . , n.
(1.5)
Obviously, TAVEs (1.3) becomes the system of AVEs when both tensors A and B reduce to matrices, and in particular, TAVEs reduces to the multilinear system (i.e., by taking B|x| q−1 = 0 ) studied in recent work [8, 12, 16, 41] , which has found many important applications in data mining and numerical partial differential equations (e.g., see [8, 17] ), to name just a few. Most recently, Du et al. [9] considered another special case of (1.3) with the setting of B being a negative p-th order n-dimensional unit tensor (i.e., B|x| q−1 reduces to −|x| [p−1] ), which is equivalent to a generalized tensor complementarity problem. Especially, when we consider the case where p > q = 2 and B is a negative identity matrix (i.e., B|x| q−1 = −|x|), it is clear that the resulting TAVEs (1.3) is equivalent to the following generalized tensor complementarity problem
Additionally, if we restrict the variable x being nonnegative, the system of TAVEs (1.3) is a fundamental model for characterizing the multilinear pagerank problem (e.g., see [11] ). Hence, from the above two motivating examples, we are particularly concerned with the system of TAVEs (1.3) with the case where p ≥ q ≥ 2.
It can be easily seen from the definition of tensor-vector product (see (1.4) ) that the system of TAVEs (1.3) is a special system of nonlinear equations. Hence, all theory and algorithms tailored for the system of AVEs are not easily applicable to TAVEs (1.3) due to the underlying nonlinearity (or multilinearity). Moreover, the potentially nonsmooth term B|x| q−1 in (1.3) would make the theoretical findings, including the existence and boundedness of solutions, different with the cases of smooth nonlinear equations. Therefore, one emergent question is that whether the system of TAVEs (1.3) has solutions or not? If yes, which kind of tensors in (1.3) could ensure the existence of solutions? To answer these questions, most recently, Du et al. [9] first studied the special case of (1.3) with a negative unit tensor in the absolute value term (i.e., B is a negative unit tensor and p = q in (1.3)), where they proved that such a reduced system has a solution for some structured tensors (e.g.,
A is a Z-tensor). However, the appearance of a general tensor B in the absolute value term would completely change the existing results, including the solutions existence and algorithm, tailored for the special case of (1.3) studied in [9] . In this paper, we make a further study on the TAVEs ( Notation. As usual, R n denotes the space of n-dimensional real column vectors. Denote the unit tensor in Tm,n by I = (δ i1...im ), where δ i1...im is the Kronecker
With the notation (1.4), we define Ax m = x ⊤ (Ax m−1 ) for A ∈ Tm,n and x ∈ R n . Moreover, for a given scalar s > 0, we denote
For a smooth (continuously differentiable) function F : R n → R n , we denote the Jacobian of F at x ∈ R n by DF (x), which is an n × n matrix.
Preliminaries
In this section, we summarize some definitions and properties on tensors that will be used in the coming analysis.
Definition 2.1 Let A ∈ Tp,n. We say that A is an H + -tensor, if there exists no Then, it follows from Definition 2.1 that there exists (x,t) ∈ (R n + \{0}) × R + such that (2.1) holds. Consequently, we know that Ax p = −t n i=1x p i ≤ 0, which contradicts to the given condition.
Let A be a P-tensor. Then p must be even. Suppose that A is not an H + -tensor.
Then, it follows from Definition 2.1 that there exists (x,t) ∈ (R n \{0}) × R + such that (2.1) holds. Therefore, we havē
It contradicts to the condition that A is a P-tensor. The proof is completed.
⊓ ⊔
We have shown that a strictly copositive tensor must be a WH + -tensor, but not conversely. The following example is to show that a WH + -tensor is not necessarily a strictly copositive tensor. It was proved by Qi [28] that H-eigenvalues exist for an even order real symmetric tensor A, and A is positive definite (PD) if and only if all of its H-eigenvalues are positive, i.e., A is an H + -tensor. Hence, in the symmetric tensor case, the concepts of PD-, P-and H + -tensors are identical. We also know that if a tensor A ∈ Tp,n is a P-tensor, then p must be even, see [42] . So, there does not exist an odd order symmetric H + -tensor. However, in the asymmetric case, the conclusion is not true, as showed by the following example, which also shows that an H + -tensor is not necessarily a P-tensor for the asymmetric case.
Example 2.2 Let m = 3 and let A = (a i1i2i3 ) ∈ T 3,2 with a 111 = a 112 = a 211 = a 212 = a 222 = 1, a 221 = −1 and a 121 = a 122 = 0. Then it is obvious that A is not a P-tensor, due to the fact that m is an odd number. Moreover, we claim that A is an H + -tensor, i.e., there are no (x, t) ∈ (R 2 \{0}) × R + such that (2.1) holds. In fact, for any t ∈ R and x ∈ R 2 it holds that
Consequently, sincet ≥ 0, we obtainx 1 =x 2 = 0, which is a contradiction. Remark 2.1 It is well known that P -tensor is a generalization of positive definite tensor, and many structured tensors, such as even order strongly doubly nonnegative tensor [21] , even order strongly completely positive tensor [21, 32] and even order Hilbert tensor [37] , are the special type of positive definite tensors. Moreover, as shown in Proposition 2.1 and Example 2.2, the concept of H + -tensor is a generalization of P -tensor. The set of all P -tensors includes many class of important structured tensors as its proper subset, for example, even order nonsingular H-tensor with positive diagonal entries [7] , even order Cauchy tensor [5] with mutually distinct entries of generating vector [7] , even order strictly diagonally dominated tensor [42] , and so on. If an even order Z-tensor A is a B-tensor [39] , then A is also a P -tensor (see [42, Th. 3.6] ).
Definition 2.4 Let Ψ, Φ : R n → R n be two continuous functions. We say that a set of elements {x r } ∞ =1 ⊂ R n is an exceptional family of elements for Ψ with respect to Φ, if the following conditions are satisfied:
for each real number r > 0, there exists µr > 0 such that
Definition 2.5 ([36])
Let A (and B) be an order p ≥ 2 (and order q ≥ 1) dimension n tensor, respectively. Define the product A·B to be the following tensor C of order (p − 1)(q − 1) + 1 and dimension n:
where i ∈ [n], and
Remark 2.2 When q = 1 (i.e., B is a vector x), it is obvious that A · x is a vector of dimension n, in this case, it holds that A · x = Ax p−1 ; When q = 2 (i.e., B is an n × n matrix), it is easy to check that A · B is a tensor of order p; Similarly, when p = 2 (i.e., A is an n × n matrix), we know that A · B is a tensor of order q. Notice that, in the case when both A and B are matrices, or when A is a matrix and B is a vector, the tensor product A · B coincides with the usual matrix product. So it is a generalization of the matrix product. Here, we refer to [36] for more details. From Definition 2.6, we know that, for given A ∈ Tp,n, A has an order 2 left inverse if and only if there exists a nonsingular n × n matrix Q such that A = Q · I.
Moreover, Q −1 is the unique order 2 left inverse of A.
Definition 2.7 ([26])
Let A ∈ Tp,n. Then the majorization matrix M (A) of A is an n × n matrix with the entries M (A) ij = a ij...j for all i, j = 1, 2, . . . , n.
In [19, 35] , it has been proved that, for given A ∈ Tp,n, A has the unique order 2 left inverse M (A) −1 , if and only if M (A) is nonsingular and A is row diagonal (see [35] ).
Existence of solutions for TAVEs
In this section, we focus on studying the existence of solutions of TAVEs (1.3).
The main tools used here are degree-theoretic ideas. We begin this section with recalling some concepts and well-developed necessary results that will play pivot roles in the analysis.
Suppose that Ω is a bounded open set in R n , U :Ω → R n is continuous and b ∈ U (∂Ω), whereΩ and ∂Ω denote, respectively, the closure and boundary of Ω.
Then the degree of U over Ω with respect to b is defined, which is an integer and will be denoted by deg(U, Ω, b) (see [10, 20] for more details on degree theory). If 
By Theorems 3.1 and 3.2, we have the following theorem.
only one zero solution and deg(G, Br, 0) = 0 for any r > 0, where Br = {x ∈ R n :
x < r}. Then for the continuous function defined by
there exists either a solution to F (x) = 0 or an exceptional family of elements for F with respect to G.
Proof For any real number r > 0, let us denote the spheres of radius r:
Obviously, we have ∂Br = Sr. Consider the homotopy between the functions G and F , which is defined by:
We now apply Theorem 3.2 to H. There are two cases: (ii) For each r > 0, there exists a vector x r ∈ Sr (i.e., x r = r) and a scalar
which implies x r = 0, since G(x) = 0 has only one zero solution. It contradicts the fact that x r = r > 0. If 0 < tr < 1, then by the definition of H(x, t), we obtain
Letting µr = tr 1−tr , we have F (x r ) + µrG(x r ) = 0. Due to the fact that x r = r, we know that x r → ∞ as r → ∞. Thus, from Definition 2.4, we know that {x r }
is an exceptional family of elements for F with respect to G.
⊓ ⊔
We now state and prove some existence results on solutions of (1.3). To this end, we first present the following lemma.
Lemma 3.1 Let m ≥ 2 be a given integer. Then for any vector x ∈ R n , it holds that
Proof The desired result can be proved by the well-known Hölder inequality. ⊓ ⊔
We now turn to our first existence theorem, which shows that, in case where p > q ≥ 2 and p is even, the system of TAVEs (1.3) has a nonempty and compact solutions set if A is an H + -tensor.
Theorem 3.4 Let A ∈ Tp,n and B ∈ Tq,n. Suppose that p is an even number satisfying p > q ≥ 2 and A is an H + -tensor. Then the solution set of (1.3), denoted by SOL(A, B, b), is a nonempty compact set for any b ∈ R n .
Proof We first prove that the equation (1.3) always has a solution for any b ∈ R n .
, it is easy to see that G(x) = 0 has only one zero solution.
Moreover, since 0 is a critical point of G, that is, the determinant of the Jacobian matrix of G at 0 is zero (i.e., det(DG(0)) = 0), it follows from Sard's Lemma (see [10, p. 9] ) and Definition 1.9 in [10, p. 14] that deg(G, Br, 0) = 0 for any r > 0.
Suppose that the equation F (x) = 0 does not have solutions, where F (x) is given by (3.1). Then by Theorem 3.3, we know that there exists an exceptional family of elements {x r } r>0 of F with respect to G, i.e., {x r } r>0 satisfies x r → ∞ as r → ∞, and for each real number r > 0 there exists a µr > 0 such that
which implies
r for any r. Since x r = 1 for any r, by Lemma 3.1, we know
Consequently, by (3.4), it holds that
Hence, since x r → ∞ as r → ∞ and x r = 1 for any r, we claim that {µr} r>0 is bounded. Without loss of generality, we assume thatx r →x and µr →t as r → ∞.
From (3.4), by taking r → ∞, there exists (x,t) ∈ (R n \{0}) × R + such that
which contradicts to the given condition that A is an H + -tensor.
Hereafter, we prove the compactness of the solution set SOL(A, B, b). It is obvious that SOL(A, B, b) is closed. We now prove that SOL(A, B, b) is bounded for any b ∈ R n . Suppose that SOL(A, B, b) is unbounded for someb ∈ R n , then there exists a sequence {x
r . Without loss of generality, we assume thatx r →x as r → ∞.
It is clear thatx = 0. Consequently, by letting r → ∞ in (3.5), we know Ax p−1 = 0, which means that there exists (x, 0) ∈ (R n \{0}) × R + such that (2.1) holds. It is a contradiction. We complete the proof.
From Theorem 3.4 and Proposition 2.1, we immediately obtain the following corollary.
Corollary 3.1 Let A ∈ Tp,n. If A is a P -tensor, then for any B ∈ Tq,n with 2 ≤ q < p, the system of TAVEs (1.3) has at least one solution.
After the discussions on the case p > q, ones may be further concerned with the case p = q. Below, we give an answer to the solutions existence for such a case p = q. We further make the following assumption on the underlying tensors A and B.
Notice that the set of tensors pair (A, B) satisfying Assumption 3.1 is nonempty, which can be shown by the following example. 
We claim that (A + tI) Hence, it follows from the definition of sign(τ ) that
which implies the determinant of the matrix of coefficients of (3.6) must satisfy
As a consequence, the solution of (3.6) isx Proof It can be proved by the similar way used in the proof of Theorem 3.4. Here we skip the proof for brevity.
To close this section, motivated by [18] , we state and prove the following theorem, in which a more checkable condition for the existence of solutions of (1.3)
with p = q is presented. Proof When b = 0, it is clear that (1.3) has a zero solution. Now we assume that
By the given condition, we have ||G||∞ < 1. Taking a parameter τ with τ
, it is obvious that τ > 0.
Set
It is obvious that Ω is a closed convex set in R n and f is continuous. It then follows from the definition of f that
which shows that f is a map from the set Ω to itself. By Brouwer's Fixed Point Theorem (see [33, p. 125] or [1, p. 377]), there exists a vectorx ∈ Ω such that f (x) =x, that is,
Consequently, we have In this section, we focus on studying the bound of solutions of (1.3) for the special case p = q. We begin with introducing the following concepts on tensors.
Definition 4.1 Let A ∈ Tp,n, and let K be a given closed convex cone in R n . We
Otherwise, we say that A is K-nonsingular. In particular, we say that A is singular,
Otherwise, we say that A is nonsingular. Proof For any given A ∈ Tp,n, the objective function φ A (x) is continuous on the compact set {x ∈ R n : x = 1} . It is obvious that the optimal value λ(A) exists and is nonnegative at least. Now, we turn to proving the fact λ(A) > 0. Suppose that λ(A) = 0, then exists anx ∈ R n with x = 1 such that Ax p−1 2 = 0, which implies Ax p−1 = 0. It is a contradiction to the condition that A is nonsingular. Hence, we conclude that 
where A ij := (a iji3...ip ) 1≤i3,...,ip≤n ∈ T p−2,n .
Proof For any x,x ∈ R n and every 0 ≤ l ≤ p − 2, denote the n × n matrix by Ax p−2−lxl , whose ij-th component is given by
It is easy to see that for every 0 ≤ l ≤ p − 3,
where the second inequality follows from Cauchy-Schwartz inequality. Furthermore, since
it holds that
We obtain the desired result and complete the proof.
By a similar way used in the proof of Proposition 4.1, we can prove the following proposition. 
where A i := (a ii2...ip ) 1≤i2,...,ip≤n ∈ T p−1,n .
Applying Proposition 4.2 to the case wherex = 0, we immediately have
(4.1) Theorem 4.1 Let A ∈ Tp,n. Suppose that A is nonsingular. Then for any B ∈ Tp,n with satisfying B Frob < λ(A), it holds that
where Lσ := {x ∈ R n : F (x) ≤ σ} and F (x) is defined by (3.1) with p = q.
Proof For any x ∈ Lσ, it holds that
where the last inequality comes from Lemma 4.1 and inequality (4.1). By (4.2), we obtain
which, together with an application of (u+v)
Hence, by the given condition that F (x) ≤ σ, we obtain the desired result and complete the proof. which implies
If A is nonsingular, and B Frob < λ(A), then from Theorem 4.1, it holds that
Frob for any solution x of (1.3).
Algorithm and numerical results
In this section, we will employ the well-developed generalized Newton method to find a numerical solution of the system of TAVEs (1.3). So, we first present the details of the generalized Newton method for solving TAVEs. Then, to show the numerical performance, we report some results by testing synthetic examples with random data.
Algorithm
At the beginning of this section, we first list two lemmas, which open a door of applying the generalized Newton method to TAVEs (1.3) . Here, we refer the reader to [23] for the proofs. 
) is a diagonal matrix whose diagonal elements are ±1 or 0. It is a good news for the employment of the generalized Newton method for TAVEs.
Below, we first use an example to show the conclusion in Remark 5.1 that
is invertible under some conditions. 
Consequently, we have det(Bx) = −(x
which means that Bx is invertible. Let A = (a ijk ) ∈ T 3,2 with a 111 = a 222 = 0 and a 112 = a 121 = a 211 = a 122 = a 212 = a 221 = 2. Then it is easy to see that the singular values of (Bx) −1 Ax exceed 1, and Ax + BxD(x) is invertible.
Now, we present the generalized Newton method for TAVEs. Recalling the notation (3.1), we consider the case where A ∈ Tp,n and B ∈ Tq,n are semisymmetric tensors. Denote
where D(x) is given in Remark 5.1. Then, the matrix V (x) defined by (5.1) can be viewed as a generalized Jacobian matrix of F at x. Then, it follows from [31] that, for a given x k , the generalized Newton method for (1.3) reads as follows:
where V (x k ) stands for the generalized Jacobian matrix at x k . By utilizing the notation F (x k ) and V (x k ) and the tensor-vector product (1.4), the iterative scheme (5.2) can be rewritten as
Remark 5.2 When we consider the case p = q in TAVEs (1.3), it can be easily seen that the iterative scheme (5.3) immediately reduces to
where the first equality uses the fact that
In particular, if we consider the special case without the absolute value term (i.e., B|x| p−1 = 0) in (1.3), the above iterative scheme immediately recovers the Newton method introduced in [16] .
Numerical results
We have proposed a generalized Newton method (5.3) for the system of TAVEs (1.3) in Section 5.1. It is not difficult to see that the generalized Newton method enjoys a simple iterative scheme. In this subsection, we will show through experimentation with synthetic data that such a simple method is a highly probabilistic reliable TAVEs solver for the problem under consideration.
We write the code of the generalized Newton method in Matlab 2014a and conduct the experiments on a DELL workstation computer equipped with Intel(R) Xeon(R) CPU E5-2680 v3 @2.5GHz and 128G RAM running on Windows 7 Home Premium operating system. Here, we employ the publicly shared Matlab Tensor Toolbox [2] to compute tensor-vector products and symmetrization of tensors.
From an application perspective, we only established the solutions existence theorems for the case of TAVEs (1.3) with p ≥ q ≥ 2. However, the proposed generalized Newton method does not depend on the relation between p and q, i.e., the algorithm is applicable to the cases p ≥ q and p ≤ q. Therefore, we consider two cases of TAVEs with p = q and p = q (i.e., p < q and p > q) in our experiments.
Moreover, we investigate four scenarios on tensors A and B: (i) both A and B are M-tensors; (ii) A is an M-tensor, B is a general random tensor; (iii) A is a general random tensor, B is an M-tensor; (iv) both A and B are general random tensors.
Here, to generate an M-tensor A or B, we follow the way used in [8] . That is, we first generate a random tensor C = (c i1i2...im ) and set
Then, we take A or B as ζ C I − C. More concretely, for the above four scenarios: (i) We first generate C 1 and C 2 randomly so that all entries are uniformly distributed in (0, 1) and (−1, 1), respectively. Then, we take A = ζ C1 I − C 1 and To investigate the numerical performance of the generalized Newton method, we report the number of iterations (Iter.), the computing time in seconds (Time), the absolute error (Err) at point x k , which is defined by Err := Ax
Throughout, we set Tol = 10 −5 . Since all the data is generated randomly, we test 100 groups of random data for each scenario and report the minimum and maximum iterations (k min and kmax), the minimum and maximum computing time (t min and tmax), respectively. In practice, notice that we completely do not know the true solutions of the system of TAVEs (1.3). Hence, we can not guarantee that the generalized Newton method starting with the constant initial point x 0 (which might be far away from the true solutions) is always convergent (or successful)
for the random data. Accordingly, we report the success rate (SR) of 100 random problems in the sense that the generalized Newton method can achieve the preset 'Tol' in 2000 iterations.
In Tables 1 and 2 , we report the results for the case p ≡ q = m with four scenarios on tensors. From the data, we can see that most of the random problems (even with general tensors) can be solved successfully in the preset maximum iteration. When both A and B are M-tensors, the generalized Newton method performs best in terms of taking the least average iterations and the highest success rate. For the other three scenarios on tensors, it seems that the number of iterations is proportional to the dimensionality n. However, the proposed method is still highly probabilistic reliable to the problem under test.
As we have mentioned above, although our solutions existence theorems are established for the case p ≥ q, the proposed generalized Newton method does not rely on such a relation p ≥ q. Therefore, in Tables 3 and 4 , we correspondingly consider the two cases p > q and p < q with the four scenarios on tensors. It can be seen from the results that the generalized Newton method performs well for the case p > q, especially for the case with two general tensors A and B (see Table 4 ).
When dealing with the case p < q, the best performance of the generalized Newton method corresponds to the scenario that both A and B are M-tensors.
From all the data reported in this section, it is not difficult to see that the generalized Newton method is a reliable solver for most of TAVEs. Here, we shall notice that, for the failure cases, the generalized Newton method ( .3) on TAVEs. Meanwhile, one question raised is that can we design an algorithm which is independent on initial points? We would like to leave it as our future work.
Conclusions
In this paper, we considered the system of TAVEs, which is an interesting generalization of the classical absolute value equations in the matrix case. By the employment of degree theory, we showed that the solutions set of the system of TAVEs with p > q is nonempty and compact. Moreover, by the utility of fixed point theory, we proved that TAVEs with p = q has at least one solution un- Table 1 Computational results for the cases p ≡ q = m with (i) (A, B) are M-tensors, and (ii) A is an M-tensor and B is a general tensor. Moreover, what will happen when we consider the case where TAVEs with the setting of p < q? In the future, we would like to try to answer these questions. On the other hand, our numerical results show that the generalized Newton method performs well in many cases. However, it still fails in some cases. So, can we design structure-exploiting algorithms which are independent on the starting point? This is also one of our future concerns.
