We prove the existence of multiple nontrivial solutions for the semilinear elliptic problem −∆u = h (λu + g(u) 
Introduction
Let Throughout this paper, we will always assume that N is an integer bigger than 2 and that all the integrals are computed over all of R N , unless other domain is specified. The norm in the L p spaces is denoted by | · | p .
We study the existence of the nontrivial weak solutions of the problem
where λ is a real parameter to be specified shortly, and h : R N → R and g : R → R are functions satisfying (h-1) h ∈ L 1 ∩ L α for some α > N 2 , (h-2) h > 0 a.e. in R N , (g-1) g ∈ C 1 (R, R) with |g(s)| c 1 + c 2 |s| for all s ∈ R, and some positive constants c 1 and c 2 , (g-2) g(0) = 0.
The boundary value problem (1) is a nonlinear perturbation of the linear eigenvalue problem
We will see in the next section that, under the assumptions (h-1) and (h-2) on h, the linear problem (2) has sequence of eigenvalues 0 < λ 1 < λ 2 λ 3 · · · , with λ n → ∞ as n → ∞ and a corresponding sequence (ϕ n ) of eigenfunctions which forms a complete orthonormal system for D 1, 2 . It can also be shown that ϕ 1 may be chosen so that ϕ 1 > 0 a.e. in R N . By a weak solution of problem (1) we mean a function u ∈ D 1,2 for which
The main result in this paper, which is proved in Section 4, can be stated as follows.
Theorem 1.1. Let h and g satisfy (h-1)-(h-2) and (g-1)-(g-2), respectively. Assume also that (g-3)
There exists s 1 > 0 and γ ∈ R such that 0 < γ < λ 2 − λ 1 , where λ 1 and λ 2 are the first eigenvalues of the problem (2) , and 
In addition, suppose that either g (0) < 0 or there exists m 2 such that λ m < λ 1 +g (0) < λ m+1 , then problem (1), for λ = λ 1 , has at least two nontrivial solutions. Remark 1.2. Theorem 1.1 is based upon a multiplicity result in [11] for bounded domains in R N . The multiplicity result in [11] is in turn an extension of a result of Ahmad in [1] . Remark 1.3. Condition (g-3) makes problem (1) into a one-sided resonance problem. The term resonance for the equation in problem (1) usually refers to the case in which the ratio (λs + g(s))/s can attain asymptotically, as |s| → ∞, any of the eigenvalues λ j , j 1, of the linear problem (2). For the case in which λ = λ 1 we see, in view of (4) in condition (g-3), that the above ratio could possibly attain the value λ 1 from the right as |s| → ∞. However, the restriction γ < λ 2 − λ 1 prevents the ratio from taking on any other eigenvalue of the linear problem (2) as |s| → ∞. This would be the case, for example, if g was bounded. The question of existence for this case, under more general assumptions, was treated by the authors in [12] . Thus, the present work also complements the authors' results in [12] by answering the question of multiplicity of solutions in the case of resonance.
is a generalization of the original Landesman-Lazer condition found in [10] for the case in which g is bounded. Suppose, for example, that lim s→∞ g(s) and lim s→−∞ g(s) both exist, and denote them by g(+∞) and g(−∞), respectively. Then, the condition introduced in [10] takes the form
It can be shown, as a consequence of the conditions (h-1)-(h-2) and the Lebesgue dominated convergence theorem, that condition (6) implies the condition (L-L) used in this paper. [15] that, in the bounded domain case, if more general Landesman-Lazer type conditions involving the eigenspaces of λ 1 and λ 2 are imposed, then one can obtain multiple solutions. Robinson's result also applies to higher eigenvalues. In the last section of this paper we will outline how Robinson's conditions in [15] can be used to obtain at least two nontrivial weak solutions for problem (1) in the double resonance case, and for higher eigenvalues.
Preliminary results
The arguments presented in this paper hinge on the following proposition regarding the eigenvalues and eigenfunctions of problem (2) Proposition 2.1 can be derived from the following compact embedding theorem through the use of spectral theory for compact self-adjoint operators. (2) given by Proposition 2.1 satisfy the unique continuation property (see [5] ); that is, for each ϕ j , j 1, the Lebesgue measure of the set in which ϕ j vanishes is zero.
Proposition 2.2. Let h satisfies (h-1) and (h-2) and define
Using the fact that (ϕ n ) forms a CONS for D 1,2 , we obtain the following Poincaré inequality:
More generally, suppose that λ k−1 and λ k are two eigenvalues of the linear problem (2) such that λ k−1 < λ k , with k 2, and let
Then, for any v ∈ D 1,2 which is orthogonal to W (i.e., v, w = 0 for all w ∈ W ),
In the next section we will use the following result which can be obtained as a consequence of the continuity of g guaranteed by (g-1) and the assumption that h ∈ L 1 in (h-1)-(h-2).
Variational setting
In this section we develop the variational formulation of problem (1). Define a functional on D 1,2 by
where
Conditions (g-1) on g and (h-1) on h imply that J is well-defined on D 1,2 , continuous, and Fréchet differentiable, with continuous derivative J given by
Thus, in view of (3), finding weak solutions of (1), with λ = λ 1 , is equivalent to finding critical points of the functional J defined in (9) . In order to apply minimax methods for finding critical points of J , we need to verify that J satisfies the well-known Palais-Smale condition (PS):
has a strongly convergent subsequence. Any sequence (u n ) in D 1,2 satisfying (11) and (12) is said to be (PS)-sequence for J .
In this paper this condition comes about as a consequence of the following LandesmanLazer type condition (L-L):
Let W denote the eigenspace corresponding to λ 1 . For every u ∈ D 1,2 write u 0 = P u, where P is the orthogonal projection onto W . Suppose that whenever (u n ) ⊂ D 1,2 is such that u n → ∞ and
Before establishing the fact that J satisfies the (PS) condition, we require the following preliminary lemma.
Lemma 3.1. Suppose that g satisfies (g-1) and (g-2), and h satisfies (h-1) and (h-2). For
Then, there exists a continuous, compact operator
, (h-1) and (h-2), the Poincaré inequality (7), and the Cauchy-Schwartz inequality that
Thus Λ u is a bounded linear functional on D 1,2 . By the Riesz representation theorem,
Using the Cauchy-Schwartz inequality and (7) again, we can prove that
The continuity of K on D 1,2 then follows from Lemma 2.5 and the Poincaré inequality (7). Finally, the estimate in (15) Proof. In view of (10), we see that In what remains of this section we will show that the functional J defined in (9) has a critical point. This will be done through the use of the Ambrosetti-Rabinowitz saddle point theorem [14, Theorem 4.6] . In order to apply the Ambrosetti-Rabinowitz result, we will first show that J is anticoercive on the eigenspace corresponding to λ 1 , and coercive on the orthogonal complement. The anticoercivity of the functional will be seen to be a consequence of the (L-L) condition. Hence,
which implies that hG(tu) → ∞ as t → ∞. Since W is one-dimensional, we therefore conclude that
Hence
Remark 3.4. Observe that (16) is the Ahmad-Lazer-Paul condition (cf. [2] ) used by the authors in [12] .
Lemma 3.5. Suppose g satisfies (g-1)-(g-3) and h satisfies (h-1)-(h-2). Let W denote the eigenspace corresponding to λ 1 and V be its orthogonal complement in
Proof. Using (g-3) , we can write g as g = g 1 + g 2 , where g 1 and g 2 are C 1 functions on R with
and 0
where γ < λ 2 − λ 1 . In (17) and (18), s 1 and γ are given by (4) in the (g-3) condition on g. Then we can write
and some constant C since g 1 is bounded by (17), and
by (18).
We therefore obtain, as a consequence of (h-1)-(h-2), (9), (19), (20), and the CauchySchwartz inequality,
and some constant C 2 , where δ = 1 − 
Multiple solutions
We are now in a position to prove our main result, Theorem 1.1, which we state here as Proof. The proof uses arguments similar to those in [11] , but we include here an outline for the convenience of the reader. Let J be the functional defined by (9) . Then J is a C 2 functional with Fréchet derivative given by (10) , and second derivative
We shall prove the theorem by showing that J has at least two nontrivial critical points. By Theorem 3.6, J has a critical point u 0 of mountain pass type (mp-type); see [4] and is not an eigenvalue of the linear problem (2), 0 is a nondegenerate critical point of J. Now, if g (0) < 0, using (23), we obtain for v = 0
where we have used the Poincaré inequality (7). Thus, the Morse index of 0 is 0. On the other hand, if λ m < λ 1 + g (0) < λ m+1 for some m 2, let Y be the span of the eigenfunctions corresponding to eigenvalues λ k of problem (2) with k m, then
Thus, in this case, the Morse index of 0 is at least 2. Hence by Ambrosetti's Theorem [4] there must be a critical point u 0 ∈ J −1 (c 0 ) of J with u 0 = 0. We next show that there must be another critical point of J distinct from 0 and u 0 . To this end we use a result of Hofer in [9] about the Leray-Schauder index of critical points of mp-type.
By Lemma 3.1, we can write
, where K is a compact map. The local degree of J = I − K at 0 can be determined by computing the Leray-Schauder degree of I − K (0) at 0 with respect to a sufficiently small ball B ε , where K (u) is defined by
and each u ∈ D 1,2 . This is known as the Leray-Schauder index of I − K at 0. If 0 and u 0 are the only critical points of J , then u 0 is an isolated critical point of mp-type. We can therefore apply [9, Theorem 2] to conclude that LS-index(I − K, u 0 ) = −1. Furthermore, if R > 0 is so large that u 0 ∈ B R then the addition property of the Leray-Schauder degree implies
A degree theoretic argument based on the homotopy invariance of the Leray-Schauder degree can now be used, as outlined in [11] , to get that deg LS (I − K, B R , 0) = −1 for a sufficiently large R. We therefore obtain
Now, K (0)w = λw for some λ ∈ R and w = 0 if and only if
that is,
is an eigenvalue of the linear problem (2). Thus if g (0) < 0, then λ < 
Double resonance and higher eigenvalues
In this section we consider extensions of the result in Theorem 1.1 to include the case of double resonance and higher eigenvalues. These results are based upon previous results by Robinson [15] in the case of bounded domains.
As mentioned in the introduction, if γ = λ 2 − λ 1 in (4) of condition (g-3), then problem (1) could be at resonance with the second eigenvalue, as well as the first. For this case, following Robinson in [15] , we may impose the following generalized Landesman-Lazer type conditions on the eigenspaces of λ 1 and λ 2 ; we shall refer to it as (GLL1): 
(ii) if 
Replacing (L-L) with (GLL1) and allowing γ to equal λ 2 − λ 1 , we obtain the following multiplicity result for the doubly resonant problem (1) with λ = λ 1 . Let h and g satisfy (h-1)-(h-2) and (g-1)-(g-2) , respectively. Assume also that Proof. By virtue of the compact embedding D 1,2 → L 2 h guaranteed by Proposition 2.2, the arguments in [15] for bounded domains carry over to our situation. We shall therefore provide an outline of the proof, and refer the reader to [15] for details.
Theorem 5.1.
As in the proof of Theorem 1.1, we let W be the span of ϕ 1 and V be its orthogonal complement in D 1,2 . Then, by (27) in part (i) of (GLL1), the functional J defined in (9) is anticoercive on W , and by (28) in part (ii) of (GLL1) and (g-4), it is coercive on V . However, in this case, J does not necessarily satisfy the Palais-Smale condition. Instead, a special case of a compactness condition used in [6] can be proved:
subsequence which converges strongly in D 1,2 .
This condition allows one to derive all the critical point theory results needed to make the arguments in the proof of Theorem 1.1 work in this case as well; namely, the saddle point theorem of Ambrosetti and Rabinowitz, the Morse-index result of Ambrosetti, and the Leray-Schauder index calculation of Hofer for mp-type critical points. 2
We next consider the case in which λ = λ k in problem (1), where λ k is an eigenvalue of problem (2) 
With conditions (g-5) and (GLLk), we are able to establish the following version of [15, Theorem 2, p. 11] for our problem (1) with λ = λ k .
Theorem 5.2.
Let h and g satisfy (h-1)-(h-2) and (g-1)-(g-2), respectively. Assume also that g satisfies (g-5) and that the generalized Landesman-Lazer type condition (GLLk) holds. In addition, suppose that λ k + g (0) < λ 1 , then problem (1), for λ = λ k , has at least two nontrivial solutions.
Outline of the proof. As in the proof of the previous result, Proposition 2.2 makes it possible for the arguments in [15] for bounded domains to carry over to this case. In particular, if we let W = span{ϕ j | λ j λ k } and V denote the orthogonal complement to W in D 1,2 , then it follows from (g-5) and (GLLk) that the functional J k defined by 
