In this work, we explore students' usage of online learning material as a predictor of academic success. In the context of an introductory programming course, we recorded the amount of time that each element such as a text paragraph or an image was visible on the students' screen. Then, we applied machine learning methods to study to what extent material usage predicts course outcomes. Our results show that the time spent with each paragraph of the online learning material is a moderate predictor of student success even when corrected for student time-on-task, and that the information can be used to identify at-risk students. The predictive performance of the models is dependent on the quantity of data, and the predictions become more accurate as the course progresses. In a broader context, our results indicate that course material usage can be used to predict academic success, and that such data can be collected in-situ with minimal interference to the students' learning process.
INTRODUCTION
Large amounts of research effort has been directed towards developing methodologies for detecting students who struggle. This line of research is of special importance in institutions with classes of hundreds of students, where instructors can rarely keep up with the performance of individual students. If struggling students can Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. be identified early, appropriate resources for targeted help and guidance can be allocated, which can help the students succeed in their studies. This type of research is especially popular in the context of learning programming [21] , where various types of questionnaires and tests [16, 38, 45] , machine learning based methods [2, 11] , and methods whose construction has required programming-specific expert knowledge [7, 9, 22, 44] have been proposed for the task.
As these methodologies can be highly context-and domain sensitive [35] , we set out to investigate how a simpler and more generalizable data source -student material usage -could be used to build predictive models for identifying at-risk students. Other approaches with more generic data sources include the works by Kennedy and Cutts [24] , Porter et al. [37] and Liao et al. [30] , who have used data from in-class questions for predicting course outcomes. The task has also been studied on data from learning management systems [31, 39] -however the data at our disposal is more detailed.
The underlying hypothesis of this article is that fine-grained online learning material usage -that is, information on the time each paragraph and image in an online course material is visible to a user -can be used to predict learning outcomes.
All such predictive models are only useful if they can make sufficiently accurate predictions at a sufficiently early stage: late predictions are largely useless for the educators as they do not allow timely interventions to help the struggling students. At the same time, more data is available towards the end of the course, resulting in a situation where predictive models balance between "early" and "accurate". To this end, we are also interested in understanding how much data is needed to, or more concretely "at what point during the course" can we, predict the learning outcomes at a useful accuracy. Our research questions are as follows: RQ 1: Can one predict student performance based on the relative amounts of time each element of the online learning material is visible on students' screens? RQ 2: How far into the course must data be collected before these models achieve useful accuracy levels?
This article is organized as follows. In the next section, we overview the related work in predicting academic success within the context of computing and information technology. In Section 3 we detail the research design, including the context, data, and the methodology used for conducting the research. The results are discussed in Section 4, which includes also a discussion on limitations of the study and possible future venues. Finally, Section 5 presents some final conclusions.
RELATED WORK
This section presents an overview of previous work on predicting student learning outcomes both in general and more specifically in the context of learning to program. While factors such as motivation [1, 28, 38] and self-perceptions [5, 23, 40, 45] and metacognitive abilities [18, 19, 32] have been linked to learning outcomes and academic success, they are difficult to quantify without questionnaires. Within the context of this study, we are more interested in predictors than can be measured automatically.
First, perhaps unsurprisingly, deliberate practice has been connected to becoming an expert in a subject by Ericsson et al. [14] . Their finding is supported by, for example, a study by MinaeiBidgoli et al. [34] where student learning outcomes are predicted based on a multitude of features extracted from logs of an intelligent tutoring system used in an introductory university level physics course. They report relatively high accuracies in both the binary classification case of classifying students to those who fail and those who pass the course as well as when classifying students to three groups: high, middle and low grade. In their model, the most important features for the 3-class classification turned out to be the total number of correct answers and the total number of tries. Total time spent was among their top five predictors. Similarly, previous research [17] has shown that the effort a student takes is well correlated with learning outcomes.
The programming process itself can also be used to predict learning outcomes in computer science and programming. Piech et al. [36] used a complex model of the students' programming process to classify students into groups that exhibited statistically significant different midterm scores. Similarly, Ahadi et al. [2] were able to correctly classify students into high-performing and lowperforming students with Matthew Correlation Coefficients in the range from 0.71 to 0.81 based on features extracted from previous academic success, past programming experience and "programming assignment specific source-code snapshot attributes that potentially reflect students' persistence and success with the course assignments" [2] . When the same model -trained on data from the initial course -was used to classify students in a subsequent course, accuracies in the range of 71 % to 80% were observed [2] . These results are in line with reports that the mental models students have of programming are predictive of, or at least related to, their course outcomes [12, 45] and that novice and expert programmers employ different types of mental models [42] .
Other studies have identified a multitude of other predictors. Leppänen et al. [26] found correlations between the types of pauses students take from writing program code and exam scores in a CS1 course. Leinonen et al. [25] were able to predict student learning outcomes based on the key press latencies in their typing. Porter et al. [37] predict course exam scores from in-class student clicker answers. Similar work has been done by Liao et al. [30] . Finally, multiple researchers have constructed metrics from source code snapshots that explain parts of students' course performance [7, 9, 21, 22, 25, 37, 43, 44] .
Previous works have also extracted small amounts of higher level features from online learning management systems and predicted learning outcomes from said features [27, 31, 39] .
RESEARCH DESIGN
This section overviews the design of this study in detail. The first subsection introduces the context of this study, and especially the context of the data used in the study. The second subsection details the methodologies used to answer the research questions.
Context and Data
The data used in this article comes from a seven week Introduction to Programming course held in the fall of 2016 at the University of Helsinki, a European research-first university. The course teaches the students the basics of Object Oriented programming in Java, and has no pre-requisites. It is mandatory for Computer Science majors, and can be taken by anyone who wishes to learn programming.
The online course material consists of seven content pages (HTML documents), each corresponding to one week of the course. These pages are somewhat analogous to chapters of a course book, but they also have dynamic content such as visualizations. Programming assignment handouts are also embedded to the content pages, but they are completed in a separate programming environment.
A client-side data gathering component that was built using Javascript was embedded to the material for the purposes of this study. The component records students' movements within the material page and stores time-based information on each larger HTML element (paragraph, image, etc.) that is visible on the users' screen. More specifically, the JavaScript component listened for scroll events, where the user's screen moved, and click events, where the user clicked on an element of the web page. After each event, the visibility of each HTML element -such as paragraphs and images -was analyzed, and information on what elements were visible was stored. Similar events were recorded every 2500 milliseconds if the user did not interact with the browser, provided that the browser window was visible. Collection was paused if the user was completely idle for a longer period of time to remove outliers such as long pauses where the user had left the page open but was not actually reading the material.
The course had 2 hours of weekly lectures, and the students were free to complete their weekly assignments wherever they wished to. As a part of the course, the teaching staff -mainly teaching assistants -provided over 20 hours of weekly support in specific on-campus computer labs. The grading was based on course assignments (55% of overall score) and three exams (45% of overall score). In order to pass the course, the students had to receive at least one half of the overall score as well as one half of the exam score. A total of n = 271 participants participated in the final exam and provided data for the study.
Due to the way the data collection and the learning sessions were organized, our data collection happened completely in-situ. This method therefore avoids many of the potential issues related to ex-situ data collection schemes, where the act of collecting data may influence the behavior of the participants.
Methodology
In this section, we outline the method we use to determine the answers to our research questions.
Data Preprocessing.
First, the recorded events were parsed. For each student and each HTML element with visible content, the number of events where the student had the HTML element visible on their screen were counted. The event counts were then normalized for each student so that the overall sum of effort for each week -in terms of proportionate events in elements -was one. This resulted in a data set, where the data effectively described element popularities for each student.
Then, in order to make the data behave better with the support vector based models (discussed below), both the inputs and the outputs were transformed to have unit variance and zero mean. Finally, The data was split into two parts. A training set containing 70% of the students, and a test set containing the remaining 30% of the students.
Classification and Regression.
The main difference between classification and regression is that classification is about determining a label for each data point -for example, whether the student will pass the course based on the material usage or not. Regression on the other hand is about trying to determine a scalar value for each data point -for example, determining the exam score of a student based on the material usage.
While there can be no "best" classification algorithm over the set of all possible scenarios [46] , empirical research suggests that certain algorithms perform better than others when "common" scenarios are considered [10, 15] . Based on the above suggestion, we utilize Support Vector Classifiers (SVC) [13] and ϵ-insensitive Support Vector Regressors (ϵ-SVR) [6] for the purposes of predicting academic success 1 . In all cases, we evaluate three types of kernels commonly used with support vector methods: a linear kernel, an RBF kernel and a sigmoid kernel.
3.2.3 Predicting academic success. We label as "at-risk" all students who would obtain a grade of 0, 1 or 2 on a scale from 0 (fail) to 5 (best). This decision was influenced by the introductory nature of the course: failing to achieve a moderate grade in such a course would raise serious concerns about the student's ability to succeed in the subsequent courses.
To answer our first research question of "Can one predict student performance based on the relative amounts of time each element of the online learning material is visible on students' screens?", we build and evaluate predictive models that take the participants' material usage data as an input, and output whether the participant is "atrisk" or not. The previous is done as a classification task. We also predict three other variables from the usage data as a regression task: course exam scores, programming assignment scores and course total scores.
The second research question -"How far into the course must data be collected before these models achieve useful accuracy levels?" -requires us to build such models using multiple data sets, so that we can identify the point in time during the data collection when the models become practical. We simulate this by constructing multiple training sets, each containing only data from first w weeks of the 7-week-long course, for w ∈ [1, 7] and report the results for research questions 1 and 2 using all of them.
Evaluation.
To prevent overfitting, the input set was split into a training and test sets. A 10-fold cross validated grid-search was conducted over the training set to determine good parameters for the predictive models that used support vector classifiers. This procedure was completed separately for each classifier -once good parameters were identified, the performance of the predictive model was evaluated with the test data.
The performance of the classifiers was evaluated and reported using F1 Score, which is the harmonic mean of precision and recall and receives values in the range from 0 (worst) to 1 (best). This measure, however, suffers from a bias. Namely, the F-measure is not invariant on the classification problem being "flipped" so that the "positive" and "negative" class labels are reversed. We thus report the F1 score for both options as the "positive" label. Regression models are evaluated and reported using R-squared, which is the percentage of variation in the data that is explained by the predictive model. R 2 takes values from positive 1 to negative infinity, with 1 indicating a model with no error and smaller values indicating increasingly larger errors.
RESULTS AND DISCUSSION
In this section we display the results obtained using the research methodology described in Section 3.2. The aggregated results are shown in Table 1 .
Summary of Results
In the classification task where the goal was to predict whether the student will be at-risk based on the material usage, we notice that the F1-scores for cases where not-at-risk students are considered to be the positive label (F 1 0 ) start at 0.83 after only the first week and quickly raise to a maximum of 0.95 when three weeks of data is used. In the case where at-risk students are considered the positive label (F 1 1 ) , the F1-scores raise much more slowly, but eventually reach up to F 1 = 0.76 when all available data is used. Essentially, this means that it is harder to correctly identify the students who are at-risk (F 1 1 ) and easier to identify the students who are not at-risk (F 1 0 ).
We further note that significant bumps in the F 1 1 score are observed once the third and the fourth weeks' data are added. In other words, only minor gains in classification accuracy are achieved by adding the data from the fifth and the sixth weeks. This indicates that an intervention for struggling students could be conducted at around halfway through the course (after week 3 or 4).
In the regression cases, we notice that R 2 values for students' total scores and programming assignment scores reach fairly significant heights at R 2 = 0.56 for programming scores and R 2 = 0.67 for total scores when all data is used. Exam scores, however, exhibit significantly lower R 2 scores maxing out at R 2 = 0.29 when all data is used. Outside the first week, the total scores produce better regression results than either of its component scores, i.e. the exam and programming assignment scores.
The exam score regression accuracy behaves similar to the classification accuracy in that after the fourth week of data is available, further weeks seem to provide only minor improvements. Such a phenomena is not, however, so clearly apparent in the programming assignment score and total score regression tasks.
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Material Usage Predicts Success
Based on the results, we observe that the element-level material usage statistics can be used to predict student learning outcomes in terms of both identifying at-risk students and predicting the total course scores of students. As the data is normalized so that the effort in each week sums up to one, this predictive power is independent of the total study effort. This means that we can answer the first research question "Can one predict student performance based on the relative amounts of time each element of the online learning material is visible on students' screens?" in the affirmative. These results, together with results in [27] , indicate that researchers should pay attention to what the students are reading instead of coarse grained movement data. To determine our answer to the second research question, "How far into the course must data be collected before these models achieve useful accuracy levels?" we observe the changes in the values of Table 1 as more data is made available. The R 2 and F1 values of the models vary based on the concrete task, but a small trend is nevertheless visible. Namely, we note that most models see a somewhat significant bump in their accuracy at around weeks three and four. Beyond this, the increase in predictive power is largely constant. This finding suggests that some basic predictions are possible already after three or four weeks of data are available -that is, soon after the course's halfway-point -but waiting longer allows for better predictions.
A Bump in Predictive Power
In the online course material that we used for the study, the students start to familiarize themselves with object-oriented programming during weeks three and four, while the first two weeks are focused on procedural programming. That is, during the first two weeks, the students always program to the same file throughout the assignment, and are not specifically required to maintain a broader view of the functionality of their program. While the students use input and output -related objects during the first week, and lists during the second, they do not yet need to construct their own objects.
We hypothesize that one of the reasons for the bump in the predictive power in weeks three and four is the relative bump in the effort that students need to invest in order to understand the course contents: objects have previously been noted as a challenging topic [4, 20, 33] , and it is meaningful to assume that the predictive models can -to some degree -separate those who struggle with object oriented programming constructs from those who do not.
On the Generalizability of our Approach
It appears that the methodologies presented here can provide valuable information to educators. Whilst our materials include a specific area that is challenging -namely the introduction of objectoriented programming -nothing in the actual data used in this study is inherently programming-related: the data contains information on the relative element popularity, not about the content of the said elements. Therefore, such element data should be collectible from any online learning material and from other learning management systems such as Moodle or Blackboard. As such, the system appears to be a candidate for usage in other educational contexts as well.
When one considers the fairly strong learning outcome prediction results presented in this study, a question arises: exactly how complex models are required to automatically identify struggling students? Is a very domain-specific tool such as source code analysis really required to notice that a student is failing to learn a concept, or can we simply identify that the student keeps returning to sections of material that discuss that concept when most of his or her peers no longer need to refer to that section?
It is the authors' view that a further study should be conducted to find out a set of learning outcome predictors that are as general and simple as possible. We hypothesize that such a minimal set of features would achieve a very good generalizability between subjects and thus make it easier for educators in any field where online material is used to notice struggling students and take suitable actions.
Limitations
The methods used in and the results reported by this study are not without limitations. This sections overviews the most crucial of these limitations.
Internal and External Validity.
The model selection procedure used in this study was specifically chosen so as to prevent issues of overfitting the model to the data. As the test data set was Paper Session 1A SIGITE'17, October 4-7, 2017, Rochester, NY, USA kept completely separate from the data set used in model selection, there is no possibility of the model selection having overfitted to the test data. As such, the procedure is expected to generalize well to other data sets. Furthermore, the models in this study were learned using a rather limited set of data; it is reasonable to expect that a larger quantity of data -perhaps from multiple instances of the same course -would produce better results.
As the data comes from a single course, there exists a possible external validity issue regarding whether the results or the model will generalize to other, different, populations. For example, the participants' age distribution is rather narrow, and the participants are all university students in a country with a largely homogeneous population. Furthermore, as all the participants have specifically chosen to attend the course -they are either computer science majors of their own volition, or voluntarily taking a course outside of their major -questions of participant self-selection arise. These possible threats to the external validity of the results suggest that further study should be conducted to assess the generalizability of the methods and results presented herein.
A further threat to the internal validity of the study, regarding the reported scores of the models, is that the data used for the study does not include students who dropped out of the course prior to the final course exam. The inclusion of these students could affect the accuracies of the models. Additionally, the material used in this study was constructed so that the assignment prompts were embedded within the reading material. It is unclear how a different kind of setup -e.g. chapter-final assignment prompts or completely separate assignment prompt documents -would change the results.
Data Validity.
As the data is collected in-situ on the user's computer, we surrender control of the collection process to the user. As such, the user is able -if they wish -to either block the data collection completely or even to send malicious data to the server. This is an inherent issue of any client-side data collection scheme and as such is unlikely to be solved easily.
Future Work
As noted above, future work should try to identify a minimal set of learning outcome predictors and investigate whether such a minimal set can generalize well to the educational field in general.
Online learning material movement data is a prime target for sequential pattern mining as it is essentially a sequential list of events. The fact that each event contains a range of visible elements rather than a singular value can complicate sequential pattern mining, but is not prohibitive. As a concrete example, one could determine which sequences of type "start exercise ⇒ view element X ⇒ finish exercise" were the most common to determine which sections of the material map to which exercises. This data could then be used, for example, to facilitate social navigation by providing users links to the material locations most commonly visited by previous students while working on the same exercise.
A similar approach to that mentioned above could be used to expand information about what knowledge each assignment requires from the student. If such a transfer or mapping was possible, it could potentially be used with student modeling algorithms to automatically detect which knowledge components -sections of the material -are related to which course assignments.
It should be investigated whether students fall into movement archetypes that correspond to certain styles or patterns of movement. If such archetypes were to exist, their relations to learning outcomes should be investigated. The feasibility of this approach is supported by research from Amershi & Conati [3] who clustered student actions in a learning environment to identify strategies that resulted in better or worse than average learning outcomes.
Finally, the models proposed herein are unable to distinguish deliberate practice -which has been connected to becoming an expert [14] -from simply browsing Facebook on the phone while having the material open. The ability to distinguish between these two could feasibly improve the predictive power of the models drastically. At the same time, identifying deliberate practice from "idling" without drastically violating the privacy of the participants is an open problem.
CONCLUSIONS
In this study we use element-level usage data that was collected from the online learning material of an university level introductory programming course for prediction of student learning outcomes. We answer the concrete research questions: (1) "Can one predict student performance based on the relative amounts of time each element of the online learning material is visible on students' screens?" and (2) "How far into the course must data be collected before these models achieve useful accuracy levels?".
The results show the the answer to the first research question is affirmative: based on just three to four weeks of data containing information on what elements of the online course material were visible on each student's screen at what times, it is possible to identify at-risk students with some accuracy. Furthermore, it seems possible to predict student programming assignment scores and total course scores with a somewhat high accuracy. Simultaneously, models based on material usage statistics showed some light predictive power in predicting student exam scores. Curiously, better predictions were observed when predicting the total score, which is a simple sum of the programming and exam scores than when predicting either of the component scores.
As for the second research question, our results show indications that the models reach a certain "maturity" with regard to accuracy once data from the first three or four weeks of the seven week course are available. That is, providing more data beyond this point only results in slight improvements in predictive power.
As our models are built on effort-normalized data -data from which any indication of absolute study time has been removedour model is not based on how long students study, but rather on what sections or elements of the material they study.
The fact that the models investigated herein were successful raises questions of whether extremely complicated student models are necessary in the first place: it might be possible to predict student learning outcomes with very high accuracies based on very few simple and non-intrusive metrics that can be collected in-situ and in a completely online learning environment and that do not require installing software on students' computers.
