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The advent of Internet Protocol (IP) based rich multimedia services and applications has 
seen rapid growth and adoption in recent years, with an equally increasing user base. Voice over 
IP (VoIP) and IP Television (IPTV) are key examples of services that are blurring the lines 
between traditional stove-pipe approach network infrastructures. In these, each service required a 
different network technology to be provisioned, and could only be accessed through a specific 
end user equipment (UE) technology. The move towards an all-IP core network infrastructure 
and the proliferation of multi-capability multi-interface user devices has spurred a convergence 
trend characterized by access to services and applications through any network, any device and 
anywhere.  
Innovative multimedia services comprising voice, video and data applications such as 
internet and web services can now be packaged as a single service subscription providing the 
user with increased convenience and an enriched user experience. They can be coupled with 
television or video streaming subscription and provisioned over IP-based networks and accessed 
through a multi-interface end user device. This converged environment, however, presents a 
number of challenges for terminal and session mobility management.  
A key challenge faced by network and service providers, is to provide a context-aware 
and mobility-enabled service environment for ultimate user convenience. The ability to transfer 
ongoing communication sessions across access networks and devices, while maintaining session 
continuity and a consistent user experience, is an attractive feature for end users. To achieve this, 
the IP Multimedia Subsystem (IMS) plays a key role in this convergence of networks, services 
and devices. It is a standards-based service control architecture enabling the creation and rapid 
deployment of innovative IP-based and access-independent multimedia services.  
A recent 3GPP standardization effort, IMS Service Continuity, specifies mechanisms to 
provide session continuity across packet switched and circuit switched networks, and between 
end user devices.  
This thesis investigates the session continuity service and determines its effect on IMS 
user experience. To enable this, the work begins with a review of related standardization efforts, 
and highlights key challenges for session continuity. It presents a critical analysis of proposed 
 v
solutions in literature. The analysis reveals that while substantial progress has been made on 
general session continuity, a clear misalignment exists between proposed approaches, and the 
standardized session continuity service. The thesis, therefore, plays a key role in carrying out a 
practical feasibility study of the standards-based session continuity service, using a real IMS 
testbed. The evaluation determines the additional signalling and delay overheads introduced by 
session continuity, and thus, its effect on IMS user experience. Particularly, the effect on session 
setup, session termination, user registration and session transfers are investigated. Different 
access technologies are used in the evaluations to determine the effect of heterogeneous access 
on session continuity. 
The thesis, then, explores a possible evolution path of this service through the 
incorporation of rich presence information into session continuity. It exploits the role of service 
enablers in the IMS such as location based and presence aware services, which enable a variety 
of innovative and integrated services. The aim is to provide presence-aware session transfers for 
video on demand sessions. A scenario analysis of this enhancement is presented to establish the 
theoretical feasibility of a feature-rich session continuity service. 
While session continuity is in essence not a new area of research, its practical feasibility 
and application in the recently 3GPP-specified IMS-based approach, is largely unexplored and 
untested. This thesis provides a novel contribution of a practical and proof of concept evaluation 
of this service, and forms an essential and timely point of departure for further research and 
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Chapter 1 Introduction 
Heterogeneous access networks, multi-interface and multimode user devices, and a 
plethora of multimedia rich and interactive services characterize the current era of 
communications. It is a trend of convergence between the telecommunications, broadcasting and 
internet worlds [2]. Technologically, it is the convergence of networks, the convergence of 
services and converged devices.  Wired and wireless access networks are converging to an All-IP 
(Internet Protocol) based core network architecture supporting different access technologies, 
such as digital subscriber line (xDSL), the Worldwide Interoperability for Microwave Access 
(WiMAX), Wireless Local Area Network (WLAN) access, and 3GPP (3rd Generation 
Partnership Project) systems (GPRS/UMTS/HSPA, etc.). Operators can offer services to a wider 
user base with access to any of these technologies. Users, in turn, can access quad-play services 
comprising data, voice and video, coupled with mobility, for a rich multimedia communications 
experience. These include calls enriched with file sharing, enhanced phonebook with device 
capability information,  presence information, and conversational messaging.  
There is significant effort towards achieving rapid adoption and deployment of these 
services, while maintaining interoperability across different devices, and consistent quality of 
service across different networks [3], [4]. In addition, users are able to access these services 
using a single device with many capabilities such as voice and video calling, internet browsing, 
digital television (TV) and radio (FM – frequency modulation) tuning, file sharing, instant 
messaging (IM), etc. This converged environment presents a number of significant challenges for 
service developers, service providers and network providers. It requires interoperability of 
different devices, and technology-independent access to these services; users no longer need to 
own and/or operate different devices for different services on different networks. 
This is supported by significant global efforts in the form of standards and specifications 
from bodies such as the 3rd Generation Partnership Project (3GPP), the Internet Engineering Task 
Force (IETF) and the Open Mobile Alliance (OMA). A particular reference standard from 3GPP 
is the Internet Protocol Multimedia Subsystem (IMS), which is defined as a  
“global, access-independent and standard-based IP connectivity and service control 
architecture that enables various types of multimedia services to end-users using common 
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Internet-based protocols.” [2] 
It allows operators and service providers to offer subscribers secure access to IP-based, 
innovative multimedia services and applications while ensuring end-to-end (end-to-end) Quality 
of Service (QoS). It enables policy enforcement and control for efficient use of bearer resources, 
and enables the use of different charging models for these services. The access-independence 
allows users to access services through different access technologies while the circuit switched 
(CS) interworking capability allow users from both packet switched (PS) and circuit switched 
(CS) domains to access IMS-based services [5].  
This rich environment of ubiquitous access and integrated services creates major 
challenges for mobility management, particularly the management and maintenance of ongoing 
communication sessions during terminal and session mobility events. Consider the scenario 
shown in Figure 1, where user A with a mobile user equipment UE-1, is involved in a 
conversational video session with user B on UE-2. The session has instant messaging chat 
features, file sharing, and presence information. User A then decides to invite a third user C on 
UE-3, into the conversation, thus establishing a video conference.  
 
Figure 1: Sample scenario 
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All users are subscribed to different services from different providers and the UEs are 
attached to different IP Connectivity Access Networks (IP-CANs), e.g. WiMAX, WLAN, xDSL, 
WCDMA, etc. During the session, user A transfers the session from UE-1 to his other UE-4, 
offering higher bandwidth.  
There are  different ways to implement this. A simplistic approach is to terminate the 
session on UE-1, and re-establish it with all its media flows using UE-4. A preferable approach, 
however, is to perform a user-triggered, but automated and seamless transfer of the session from 
UE-1 to UE-4. The initial step is to capture session state information on UE-1; this is 
information, which describes the current state of the communication session, consisting of the 
media description and connection parameters so that it can be transferred to UE-4. UE-4 uses this 
information to initialize the relevant software application, essentially recreating the session state 
on the device, to resume the media exchange. UE-4 updates the remote ends of the conference 
session, UE-2 and UE-3, with new connectivity information so that media can be sent to the 
correct device.  
The session-state signalling, device configuration, application initialization and media 
adaptation are some of the steps required to move a multimedia session across devices. The time 
taken to perform all these operations has a direct impact on how seamless the session transfer is, 
which affects the user experience. The main objective is to minimize the delay incurred or time 
taken to complete the session transfer and resume the session on the new device, and therefore 
minimize adverse effects on the user experience. This problem of session mobility continues to 
be a very active area of research. 
 
1.1 Session Mobility 
The scenario presented above highlights the complexities of moving a session across 
devices. Due to the different QoS requirements of different multimedia services and applications, 
the application layer in the protocol stack has largely been accepted as the most appropriate for 
hosting session transfer functionality for session mobility [6][7]. The motivation for this is the 
many documented drawbacks of lower layer Mobile IP approaches [8][9], which leaves the 
Session Initiation Protocol (SIP) [10] as the most suitable protocol for session mobility. 
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SIP is a simple, text-based application layer protocol for creating, modifying, and 
terminating multimedia sessions, and is transport layer independent. Although non SIP-based 
session mobility proposals exist [11], most have largely adopted the SIP protocol for mobility 
management, since it can handle the different mobility types of session, personal, terminal and 
service mobility [6].  
The protocol uses a minimal number of specific commands, also referred to as SIP 
methods, (e.g. REGISTER, INVITE, PUBLISH, etc.), highlighting its simplicity. Furthermore, it is 
easily extensible and the commands can be overloaded by carrying different types of protocol 
data specific to different applications; e.g. Session Description Protocol (SDP) data to describe 
multimedia sessions. For example, the session state information mentioned in the previous 
section, which is necessary for session mobility, can be carried in the body of a SIP request sent 
to a receiving device. Hence, unlike other session mobility approaches [11], the same protocol 
used to establish a session is used to transfer session state information for mobility purposes. 
This indicates a very rich protocol, which can be used to establish any kind of multimedia 
session. 
 
1.2 Session Continuity in the IMS 
3GPP Release 8 specifications introduce the concept of Multimedia Session Continuity 
(MMSC) [12], [13] in the IMS. It is a mobility management service addressing three mobility 
scenarios. These are: 
a) Continuity of multimedia sessions across packet-switched systems (PS-PS)  
b) Session continuity between packet-switched and circuit-switched systems (PS-CS)  
c) Inter-device session transfers, i.e. session continuity between devices of the same user 
– also referred to as session mobility. 
In other words, multimedia sessions can be transferred across access networks when a UE 
changes Radio Access Network (RAN) connectivity, e.g. between WiMAX and E-UTRAN, and 
can be transferred across devices of the same user. The service is hosted and controlled by an 
application server (AS) residing in the services and applications layer of the IMS. 
In this thesis, the terms IMS Session Continuity, IMS Service Continuity, Session 
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Mobility and Session Transfer are used as follows: 
IMS Session Continuity – maintaining continuous media flow of an IMS session (voice, 
video, or data) during terminal or session mobility events. 
IMS Service Continuity – the IMS service subscribed to by IMS users so they can 
maintain session continuity during mobility events. 
Session mobility – the mobility of a communication session from one device to another 
without terminating the session. 
Session transfer – the action of transferring a session’s media and/or signalling flows 
from one device to another to effect or realize session mobility. 
An important aspect of the IMS-based solution is the service-oriented approach, whereby 
the capability of moving sessions across networks and/or devices is a service to IMS users who 
explicitly subscribe to the service. In this way, only subscribed users have access to the service, 
and non-subscribers are unaffected. This service-oriented approach to mobility provisioning 
creates opportunities for innovative composite services creation  whereby users can subscribe to 
various services such as location service, presence service, etc. which inter-work with the session 
continuity service to provide an enriched user experience.  
In such a case, an important parameter becomes the handover delay between the source 
and target networks or the source and target devices. This includes mobility scenarios whereby 
single interface devices change their network connection between access points (terminal 
mobility), multi-interface devices switching between interfaces connected to different networks, 
and session handovers/transfers across devices. The challenge is to minimize the delay incurred 
during this transition period of horizontal or vertical handovers (between similar or different 
access technologies), and session handovers (between devices that may or may not use the same 
access technology).  
The main selling point of the service-oriented approach to mobility provisioning is that it 
allows service providers to offer subscriptions to the session continuity service with defined QoS 
levels for session transfers. The service provider can guarantee different maximum session 
transfer delay thresholds for different subscription packages. For example, premium package 
subscribers can be offered the best levels of QoS whereby the transfer delay is guaranteed to be 
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within the lowest threshold, while intermediate subscribers get a higher delay threshold, and the 
rest of the subscribers get a best effort mobility service.  
 
1.3 Problem Statement 
The service-oriented approach to session mobility, introduced by the IMS session 
continuity service inserts an extra entity (the session continuity server) between the end-to-end 
signalling paths of communicating parties. This allows the session to be anchored at the session 
continuity server, enabling it to control session transfers across devices. As the IMS session 
control layer involves extensive signalling [14], additional nodes in the end-to-end signalling 
path add more signalling interactions and thus increase the delays and overheads incurred during, 
for example, session establishment and session transfers.  
Practical testbed implementations have investigated the performance of end-to-end IMS 
signalling for different scenarios. Some looked at signalling performance between the IMS core 
entities [15], as well as the suitability of different wireless technologies for IMS transport [16]. 
In [17] different access technologies are investigated for IMS sessions, with SIP-based terminal 
mobility across these networks. These works, however, only dealt with IMS signalling scenarios, 
which do not involve application servers in the signalling plane. Since session continuity uses an 
application server, the effect of including an additional service node in the signalling also has to 
be determined in quantifiable terms.  
Work on IMS session continuity standardization is recent; there are thus limited reports 
of experimentation evaluating the performance and practical feasibility of this new service. Thus, 
to perform such an investigation, this thesis has to start with a clean slate implementation of a 
prototype IMS session continuity server.  It is used in a testbed environment to determine, both 
qualitatively and quantitatively, the practical feasibility of the IMS session continuity service, 
and its effect on the end user experience.  
IMS subscribers will access IMS services through different IP-CANs. IMS session 
continuity will thus be required to handle session transfer requests for session mobility across 
devices on different access networks. For this reason, the delay characteristics have to be 
investigated in a heterogeneous access networks environment.  
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1.4 Thesis Objectives 
This thesis investigates the IMS-based session continuity service undergoing 
standardization in 3GPP, particularly, the effect this service has on end user experience. It 
discusses literature related to the topic, particularly the session mobility problem, whereby an 
ongoing communication session is transferred across devices of the same user. This is one of the 
envisaged scenarios of IMS session continuity [12].  
The thesis aims to review IMS-based service continuity and efforts leading to its 
standardisation. It analysis related literature and how this has affected or influenced the 
developing specifications.  
Primarily, the thesis aims to perform an investigation and practical evaluation of the 
session continuity service. It investigates its impact on user experience, specifically, the 
additional delay and end-to-end signalling overheads due to introduction of the session 
continuity server in the IMS. This is done through a standards-compliant implementation of the 
service on a real IMS testbed. The thesis aims to provide an indication of the practical feasibility 
of the service, in a heterogeneous access networks environment. 
The IMS enables creation and deployment of innovative and integrated services. The 
thesis exploits this aspect by further proposing enhancements for the IMS session continuity 
service to provide users a feature-rich communications experience. 
 
1.5 Scope of Research 
There are many technical issues to consider during a session transfer, especially during an 
ongoing multimedia flow. These include the dropping of packets, buffering techniques during IP 
address changes, session adaptation for different network characteristics, and devices with 
different specifications and capabilities, e.g. screen resolution, memory capacity, and power 
consumption. These factors are discussed in the thesis, although not in equal detail, to present a 
broader view of the session continuity challenge. Solutions to these, however, are outside the 
scope of the thesis.  
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The thesis focuses on session continuity based on the recent 3GPP Release 8 
specifications on IMS service continuity. It focuses on one of the envisioned session continuity 
scenarios whereby an ongoing multimedia communication session is transferred across devices 
of the same user. This scenario is also known as session mobility. The investigation and 
implementation performed focus on signalling aspects of the service, i.e. service layer delay 
metrics for registration, session setup, session transfer signalling, service triggering and 
anchoring. It is not a full implementation of the IMS standard on multimedia session continuity. 
Further, the implementation is proof of concept and thus only limited to achieving the specific 
objectives of the thesis. 
A practical testbed implementation was chosen for its ability to produce near real-life 
evaluation results than a simulation environment. However, unlike a simulation, it has limitations 
on scalability testing due to the limited testing equipment. This metric thus lies outside the scope 
of the investigation. 
 
1.6 Contributions 
Significant effort has led to the finalization of the IMS core architecture. The remaining 
challenges include the development of services and applications that will take advantage of the 
many benefits of IMS. Central to this, are testbed implementations of innovative services and 
applications which are aligned and compliant with IMS standards. This ensures that different 
service providers and developers can rapidly develop and deploy services which are 
interoperable with other services, deployable on different platforms and equipment, and hence 
maintaining a consistent Quality of user Experience (QoE). Further, practical evaluations of 
recent standardization developments are critical to determine early results to form a point of 
departure for further investigations and establish quality benchmarks for potential service 
deployments. 
The proof-of-concept testbed implementation in this thesis makes use of open source 
software tools such as the UCT IMS client [18], the FOKUS Open IMS Core [19], and the 
Sailfin open source application server [20]. The Open IMS Core and Sailfin application server 
are Java based implementations, while the UCT IMS client is based on the eXoSIP software 
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package, which is a C programming language package. The aim is to achieve and prove 
interoperability and programming language independence of the implemented service. 
The contributions of this thesis are documented in the following selected peer reviewed 
publications: 
1. K. Marungwana and N. Ventura, “Performance Evaluation of IMS Session 
Continuity Signalling with Heterogeneous Access”, IEEE Wireless 
Communication and Networks Conference (WCNC 2010), Sydney, Australia, 18 – 
21 April, 2010 (Accepted for publication) 
2. K. Marungwana, L. Dikgole, and N. Ventura, “An Efficient Community-centric 
IPTV Deployment Model for Developing Regions”, IEEE International 
Conference on Ultra Modern Telecommunications (ICUMT 2009), St. Petersburg, 
Russia,12 – 14 October, 2009 
3. K. Marungwana, and N. Ventura, “Presence and Real Time Streaming Protocol 
(RTSP) for Feature-rich Session Continuity in the IP Multimedia Subsystem 
(IMS)”, Southern African Telecommunication Networks and Applications 
Conference (SATNAC 2009), Royal Swazi Spa, Swaziland, 30 August – 02 
September, 2009 (Received Best Paper Award) 
4. K. Marungwana, and N. Ventura, “Multimedia Session Continuity in the IMS: 
Investigation and Testbed Implementation”, Southern African Telecommunication 
Networks and Applications Conference (SATNAC 2008), Wild Coast Sun, KZN, 
South Africa, 7 – 10 September, 2008 
5. R. Good, T. Mvere, P. Wilson, K. Marungwana and N. Ventura, "An Evaluation of 
SIP Based Mobility in the IP Multimedia Subsystem,"  Southern Africa 
Telecommunication Networks and Applications Conference (SATNAC 2008), Wild 







1.7 Thesis Outline 
The rest of the thesis is structured as follows: 
Chapter 2 presents an overview of standardization work related to IMS session 
continuity. It discusses key developments leading to the finalization of the specification and 
outlines the architecture of the service within the IMS. Key challenges are discussed with 
reference to proposed solutions in literature. A critical analysis of literature with an IMS-based 
approach to session continuity is then presented, with a focus on key contributions and 
limitations of the proposed solutions.  
Chapter 3 presents key service requirements for the service implementation of session 
continuity, and a detailed design and architecture of the service. A description of the service 
integration into an IMS testbed environment is also presented. 
Chapter 4 proposes service enhancements to session continuity by incorporating the use 
of presence mechanisms and the Real Time Streaming Protocol (RTSP) for performing session 
transfers.  
Chapter 5 presents the architecture and implementation of the evaluation platform, with a 
description of its objectives and limitations. It also describes the tools and equipment used for the 
evaluation platform.  
Chapter 6 outlines the experiments performed and a discussion of the evaluation results 
obtained. Particularly, the chapter presents qualitative and quantitative indicators of the effect of 
session continuity signalling on IMS user experience, and determines the effect of heterogeneous 
access on the signalling interactions. It then presents a scenario-based impact analysis of the 
proposed presence-based service enhancement. 
Chapter 7 presents conclusions drawn from the thesis and highlights key contributions.  
The chapter ends with recommendations for further study. 
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Chapter 2 Literature Review 
This chapter presents a brief overview of standardization work on the IMS session 
continuity service. It discusses key developments leading to IMS service continuity, and outlines 
the main functional components of the service architecture. While the chapter does not attempt to 
present an extensive and exhaustive description of the standardization work around IMS service 
continuity, it gives the necessary background and context of the reviewed literature, and 
highlights the gaps in literature addressed in this thesis. 
A discussion of related literature is presented focusing on different challenges associated 
with session continuity. Several works and approaches focusing on session continuity and IMS-
based mobility are then critically analyzed, highlighting key contributions and limitations of the 
existing literature on this topic. 
 
2.1 Efforts towards Standardisation 
2.1.1 3GPP to WLAN Systems Interworking 
The continuity of a communication session across different access domains or network 
technologies was made significant by the proliferation of IEEE 802.11 wireless networks 
(WLAN), which are now widely deployed and typically within cellular network coverage. 
Interworking architectures between WLAN and 3GPP systems thus gained great research interest 
[21], [22] due to the potential benefits cellular operators envisaged from WLAN users. Key 
issues in this environment include integrated billing, common authorization and authentication 
mechanisms, mobility and seamless roaming.  
Song et al. present a comprehensive analysis of these challenges and overviews and 
contrasts some of the earlier specified architectures [23]. The interworking architectures take two 
approaches, namely tight-coupling and loose-coupling. The former uses the WLAN access 
network as a cellular RAN to reuse the cellular-based protocols and core network elements. The 
authors highlight the following disadvantages of this approach: 
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1. Exposing a 3G core network interface to WLAN which may be developed and 
deployed by independent operators  
2. Large amounts of WLAN traffic going through the 3G core network, possibly 
causing a bottleneck 
3. The requirement on each interworking WLAN network to have a 3G compatible 
protocol stack.  
The loose-coupling approach connects the WLAN indirectly to the 3G network through 
an external IP network, such as the internet. This approach has less impact on both networks as 
they don’t need direct interfaces between each other. However, there is relatively high signalling 
latency due to the longer path between the cellular core network and the user device, especially 
for MIP-based mobility management [23].  
This approach is technically and operationally simpler to implement. However, the 
signalling latency severely impacts its ability to provide seamless service continuity across the 
networks, which is one of the 3GPP-envisaged interworking scenarios between 3GPP systems 
and non-3GPP based systems [24]. The scenarios are, in order of increased interworking:  
a) Common billing and customer care  
b) 3GPP system based access control and charging 
c) Access to 3GPP system packet switched services by WLAN  
d) Service continuity 
e) Seamless service continuity  
f) Access to 3GPP circuit switched services using WLAN.  
 
Pinto et al present an interworking architecture that aims to handle the third, fourth and 
fifth interworking scenarios listed above [25]. It uses a ‘core-level’ loose-coupling approach and 
introduces two new components for controlling the interworked WLAN hotspots and managing 
PDP contexts for the hotspots. These components are architectural counterparts of the SGSN and 
GGSN in the 3G core network. They avoid extensive modifications to the 3G core network, and 
handle all WLAN traffic to avoid overloading the 3G network. 
Service continuity is enabled by allowing the multi-interface terminal to simultaneously 
connect to both the interworked WLAN and the 3G network. The core-level interworking allows 
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packets from services connected to the user’s device to be sent to either of the device interfaces, 
which provides redundancy and enables quick handover. 
2.1.2 Voice Call Continuity 
The sixth interworking scenario of 3GPP and WLAN systems provides 3G circuit 
switched services using WLAN. A related standardization effort, Voice Call Continuity, was 
introduced in 3GPP Release 7 specifications [26]. It provides call continuity between circuit 
switched and packet switched systems and forms the architectural basis of IMS service 
continuity (in 3GPP Rel-8). It is overviewed here briefly to depict the foundation of IMS service 
continuity.   
2.1.2.1 Service Description 
Voice Call Continuity (VCC) is a subscription-based IMS service which provides 
capabilities to transfer ongoing voice sessions across 3GPP circuit switched (CS) domain and the 
IMS. A user device with an active voice call on the circuit switched domain can request a 
domain transfer of the call to IMS VoIP carried on WLAN without discontinuing the call. Figure 
2 shows a basic VCC architectural diagram, adapted from [27]. 
 
Figure 2: VCC Basic Architecture 
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A VCC application is introduced in the subscriber’s home domain to anchor all calls from 
and destined to the VCC subscriber. Call anchoring is controlled by an operator policy, which by 
default, anchors all calls to and from subscribed users. This enables the calls to be transferred 
across the IMS and CS domains. 
 
2.1.2.2 Functional Aspects 
The VCC application has three main functions: the domain transfer function (DTF), 
domain selection function (DSF), and the circuit switched adaptation function (CSAF).  
The DTF executes domain transfer procedures through third-party call control (3pcc) of 
established sessions, initiated by the user’s equipment (UE). It also maintains the domain transfer 
policy, and provides charging data for the service. 
The DSF, as the name suggest, provides policy-based domain selection for the 
subscriber’s incoming and outgoing calls. It can use the operator policy, or the user preferences 
to make the selection, with the operator policy rules taking precedence over user preferences. 
The CSAF acts as a proxy for the VCC subscriber’s UE for circuit switched originated 
calls. It acts as a SIP User Agent (UA) to IMS for the user’s equipment during CS calls, and 
provides call data between IMS and CS domain. It can interwork with the CAMEL service which 
deals with enforcing the CS redirection policy and routing CS calls to IMS. 
 
2.1.2.3 Evaluation of Voice Call Continuity 
Schmidt et al present a practical evaluation of VCC with a dual mode terminal connected 
to a 3G UMTS network and a WLAN (PS) network [27]. The authors investigate domain transfer 
performance between the packet switched and circuit switched domains during a voice call. The 
results show noticeable discontinuities of the voice stream during the domain transfer. The 
transfer delay, however, was found to be shorter for CS to PS transfer than for PS to CS.  
The authors attribute the discontinuities to limitations in the prototype developed. 
However, no specific details of the implemented VCC prototype are provided, particularly, the 
domain transfer and selection functions. They are fundamental to a VCC application; hence, we 
argue that the associated signalling interactions during domain transfers would incur further 
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delays and result in longer discontinuities than was experienced by the authors.  
Voice Call Continuity, by definition, is designed for continuity of voice calls across 
circuit switched and IMS (packet switched) domains. This, however, limits its scope in the 
multimedia communications environment, which typically involves video media. The following 
section discusses the subsequent 3GPP release effort that succeeds voice call continuity, IMS 
service continuity, which provides multimedia call continuity. 
 
2.2 3GPP IMS Service Continuity 
The context of this thesis is within the IMS Service Continuity architecture specified by 
3GPP. The service was introduced in the opening chapter. In this section, we present a more 
detailed, yet high level overview of IMS Service Continuity, giving a brief discussion of the 
service architecture, and depicting its development and relation to other standardization efforts.  
 
2.2.1 Service Overview 
IMS Service Continuity is an IMS based service which supports session transfers during 
terminal and session mobility events. Continuity of sessions is maintained between packet 
switched networks, and between packet switched and circuit switched networks. Figure 3 depicts 
the standardization efforts towards achieving IMS-based service continuity, and highlights 




Figure 3: Towards IMS Service Continuity 
The sixth scenario of 3GPP system to WLAN interworking aimed to provide access to 
circuit switched services using WLAN access. Since viable use case scenarios of this were not 
identified, it was removed from further specification work by 3GPP. However, interworking of 
CS calls with IMS-based (packet switched) VoIP was viable, and was thus the focus of VCC. 
The scope expanded to multimedia sessions with IMS Service Continuity, which interworks with 
IMS Centralized Services [28] to provide continuity of IMS services for subscribers using circuit 
switched bearers.  
The three service continuity scenarios are discussed in the following subsection. From the 
feasibility study, a further increase in scope is highlighted by the general term of “Service 




2.2.1.1 PS-CS Service Continuity 
This functionality allows the continuity of IMS based services across the IMS (packet 
switched) domain and circuit switched bearers. The service combines mechanisms of IMS 
Service Continuity and IMS Centralized Services in a single IMS application server, referred to 
as the Service Centralization and Continuity (SCC) server.  
The aim is to centralize control and execution of services in the IMS in order to provide a 
consistent user experience when using either packet switched or circuit switched bearers. 
Domain transfer between the two domains is based on the transfer procedures introduced in 
voice call continuity, and enhanced to include multimedia IMS sessions such as video 
communication. 
 
2.2.1.2 PS-PS Service Continuity 
This provides continuity of multimedia services across packet switched networks, such as 
WLAN and E-UTRAN, during mobility events. An ongoing multimedia session is transferred 
from one IP-CAN to the other, with either a full session transfer, or a partial session transfer. 
With full session transfer, the user’s UE transfers all media flows and signalling to the second 
IP-CAN. In a partial session transfer, the UE transfers only part of the multimedia session to the 
second IP-CAN. The remaining media continues on the original IP-CAN. This functionality 
requires the UE to have capabilities of simultaneous transmission and reception on both IP-
CANs. 
 
2.2.1.3 Inter-UE Session Transfers 
Inter-device session transfers were discussed in the feasibility study of IMS session 
continuity. During IMS Service Continuity specification (Rel-8), however, the functionality was 
migrated to Release-9 specifications. The functionality refers to the transfer of multimedia 
session signalling paths, and/or associated media paths across devices of the same user, also 




2.2.2 Service and Architectural Requirements 
While IMS service continuity is relatively a new standardization effort, which aims to 
perform session transfers across access networks and user devices, mechanisms operating at 
lower layers of the protocol stack have, for some time, already been in place. One of the key 
requirements of IMS service continuity, therefore, is to be able to function whether these 
mechanisms are deployed or not. The main protocol used for service continuity is SIP, whereas 
the dominant network layer mobility protocol is Mobile IP, and/or adaptations thereof. There are 
efforts that aim to interwork SIP and MIP by proposing hybrid SIP/MIP mobility solutions; these 
are, however, outside the scope of this thesis.  
Service continuity is provided between 3GPP access systems and/or non-3GPP access 
systems, with real-time and non real-time services supported on either PS or CS domains. 
Another key requirement is to avoid impact on radio and transport layers of the PS core network, 
and on UEs which do not support this functionality. This allows ease of integration with already 
existing systems. For UEs which support service continuity, no new functionality should be 
required on the Remote UE – this is handled by the SCC (Service Centralization and Continuity) 
server using third party call control (3pcc). 
 
2.3 Service Continuity Challenges 
The introductory chapter discussed a brief list of key stages or steps involved when 
managing handover during mobility events. To recap, these include capturing the session state, 
also referred to as context information, transferring this context to the target device or target 
network, and re-establishing the same context in the target device or target network. Other 
aspects are media buffering and session adaptation to suit the target network and/or device 





2.3.1 Context-Awareness for Session Continuity 
The use of context information [29] is highlighted as the main aspect of the work in [30] 
for the handover decision. Information about the user’s device such as capabilities, software, 
interfaces, the access network, and the user profile are regarded as static parameters of the 
context information, while the location information and the network’s QoS parameters and 
traffic are dynamic information. Kaloxylos et al further extend the dynamic context information 
with CPU usage, bandwidth, loss rate, delay and jitter information, and the static context with 
user preferences and operator policy [30].  
In a session mobility scenario, the context information from the source device has to be 
transferred to and reestablished in the target device. Cui et al [11] implement their own context 
transfer mechanism for transferring session state or context information. The authors implement 
a separate context exchange protocol, which is independent of the type of application running. 
Context transfer [31] aims to minimize handoff latency and packet loss by avoiding re-initiation 
of session setup signalling on the target device during handoff. Other proposals [32], [33] use 
middleboxes   (non-IP-routing intermediary nodes between a source host and a destination host) 
to handle context transfers. In [34], the SIP Specific Event Notification framework is used to 
communicate the context information for handoff. This approach exploits the extensibility of SIP 
by defining its own event package, contextAwareness, which is then communicated through 
SUBSCRIBE and NOTIFY SIP requests. 
 
2.3.2 Session Adaptation for Session Continuity 
An important consideration for moving sessions across different networks or different 
devices is the difference in the network conditions or different device capabilities. For example, 
the target network for handover may have insufficient resources to support the QoS requirements 
of the incoming session. Alternatively, the device receiving the session may not have the 
capabilities to handle the incoming session, e.g. a high definition video session on an IPTV 
screen with a high bandwidth wired network connection, being transferred to a portable mobile 
device connected to a cellular network.  
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Bai et al demonstrate the effect of mobility on a streaming video session on a WLAN 
connection [35]. Although this does not include handover to another network, the illustration of 
the changing network conditions due to mobility events is sufficient to highlight the need for 
session adaptation. The authors show the degradation of media streaming performance indicated 
by queue overflows at the access points and packet losses due to excessive retransmissions 
during client mobility. What is required in this situation is a dynamic mobility-aware solution to 
dynamically adapt the media to suit the conditions of the wireless channel and/or the device 
capabilities. 
A number of approaches exist for adaptation of video streaming to suit different channel 
conditions and device capabilities. These include precoding [36], whereby a streaming server has 
multiple copies of the content with differing characteristics such as format and bit rate. This is 
useful for session mobility whereby a high definition (HD) streaming session can be transferred 
to a lower capability device, albeit, at a lower quality and resolution. 
Schwartz et al. present a comprehensive overview of another technique developed as an 
extension of the H.264/AVC coding standard, the Scalable Video Codec (SVC) [37]. The video 
bit stream is encoded into multiple layers. The video file consists of a base layer with the lowest 
resolution, frame rate and quality. The subsequent layers add spatial scalability (resolution), 
temporal scalability (frame rate), and quality scalability. To perform the adaptation, these 
‘enhancement’ layers can be removed as required to match the capability of the receiving device 
or transmission channel. This allows low capability devices (small screens, low processing 
and/or battery power), and those with low bandwidth connections to still successfully be able to 
receive the stream, and enables high-end devices on high bandwidth links to view the full quality 
stream. 
 
2.3.3 Policy-based Mobility Management for Session Continuity 
This section discusses the role of policy-based mobility management and its relation and 
use in session continuity. Murray et al. define a policy based management system as one which 
operates by a set of rules and instructions triggered by different events. Policy rules are evaluated 
when a particular event from a specified set occurs [38]. The types of trigger events, and thus the 
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evaluated rules, depend on the policy architecture being used. The policy could be a network 
based policy for managing network access control i.e. call admission control and resource 
allocation, or a device-based policy for selecting access networks to use for different services 
and applications.  
These events include loss of network coverage, selection of a new preferred network by 
the user, or a trigger event to transfer a session between devices. For example, a number of 
factors can influence how a handover is performed. The simplest include whether the user has a 
subscription with the access network provider, and then whether the current device-in-use 
supports the access technology (e.g. loss of WiFi coverage prompting a move to 3G). Others 
include: 
 Whether there is an ongoing session during the handover (mid-call session transfer) 
 The type of session being transferred and its QoS requirements (voice, video, i.e. 
real-time or non real-time) 
 Network load, i.e. the ability of the network to support these QoS requirements 
(jitter, delay, bandwidth) 
 User preferences, e.g. to allow specific services on specific networks with certain 
device profiles etc.) 
Some of these factors could be dynamic, e.g. changing based on time of day, or static and 
not changing frequently. The policy based approach has been proposed and applied in different 
areas in wireless networks. Murray et al. propose a network access control policy that performs 
network load balancing. It accepts service requests into either an EDGE or a UMTS network 
based on their residual capacity for the requested service types, e.g. voice, video, data [38]. 
While this is a network-based solution, the authors further propose a device-based handover 
policy which monitors current QoS during an active session, and makes a handover decision if it 






2.4 Analysis of IMS Mobility Approaches 
The previous sections presented standardization work behind the session continuity 
service, and an overview of its architecture. Topics involved in session continuity and related 
literature were discussed. This section presents a critical analysis of different approaches in 
literature to the IMS session continuity problem.  
 
2.4.1 PMIPv6, MIPv6 and SIP mobility for IMS  
Chiba et al. present an analysis of three mobility protocols for IMS networks: Proxy 
mobile IP v6 (PMIPv6), MIPv6, and SIP [39]. The authors evaluate the protocols using a WLAN 
and an emulated CDMA2000 network. The SIP solution uses the traditional approach of SIP re-
INVITEs to re-establish the session after IP-CAN change, thus, it is found to incur the longest 
handoff delay. PMIPv6 and MIPv6 have virtually similar performance on both networks. 
PMIPv6, however, is preferred for localizing mobility functions by implementing a ‘mobile 
access gateways’ co-located with edge routers.  
In summary, the authors contrast the network layer approach with the application layer 
approach to mobility management for IMS networks. While the results presented may offer some 
guidelines for consideration of the protocols, the SIP-based approach (albeit with improvements) 
has been adopted for session continuity in the IMS. The following sections discuss the different 
SIP-based approaches to IMS mobility. 
2.4.2 Server-based Solutions 
In this approach, an application server in the IMS is responsible for session continuity (or 
session mobility) between two IMS clients. This is architecturally similar to the 3GPP specified 
approach in [12]. 
Munasinghe et al present a WLAN to 3G networks interworking architecture that uses 
the IMS as an ‘arbitrator’ for interworking [40]. The aim is to provide WLAN-attached devices 
‘the highest possible level of access to the UMTS services’. In this architecture, Figure 4, the 
WLAN network emulates a Serving GPRS Support Node (SGSN), and interacts with the 3G core 
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network as a normal UMTS node. This enables mobility to be managed using normal UMTS 
mechanisms, and limits impact or changes, if any, on the UMTS network. The authors further 
claim reduced impact on the UMTS network since the Base Station Subsystem (BSS) 
functionalities are by-passed by using the emulator.  
 
Figure 4: IMS-based Interworking (adapted from [40]) 
These benefits, however, while positive for limiting CAPEX implications for the UMTS 
network operator, place a technical burden on the WLAN operators who would interwork with 
the UMTS network. All the WLAN networks would require a UMTS protocol stack extension 
for the emulation. In addition, the seeming technical simplicity of emulation for the UMTS 
operator has to be weighed against the potential difficulty of establishing service level 
agreements (SLA) with each of the typically many different WLAN operators, whose networks 
will potentially interwork with the UMTS network.  
The architecture includes a ‘mobility manager’ node attached to the IMS Serving Call 
Session Control Function (S-CSCF). This is architecturally equivalent to the session continuity 
server. While this approach is compliant with general service integration into IMS, more 
specifics on the operation of the mobility manager or simulations and practical evaluations of the 
architecture are not provided. These would further support the authors’ assessment of the 
proposed architecture against the interworking scenarios specified in [24].  
Mani and Crespi [41] present a similar approach, using a ‘Mobility Server’ in the IMS for 
session mobility. It is an application server and connects to the IMS using the normal ISC 
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interface. The benefit of using the application server based approach, as mentioned by the 
authors, is that it can interwork with other services such as service discovery, and location-based 
services e.g. GPS (Global Positioning Services), to provide users with advanced combined 
services.  
The authors also discuss session splitting and merging as an advanced feature of the 
mobility server. It splits the voice and video media of a session between two devices. 
Architecturally, the server uses the SIP REFER method and third party call control for managing 
the session transfers across the devices, which is the method followed in the specifications [12].  
As with the previous article, the authors do not evaluate the proposed solution with either 
simulation, testbed implementation or other comparative analysis to test the claimed benefits of 
using the mobility server. Particularly, they do not evaluate or discuss the signalling and delay 
overheads introduced by the application server. 
Bellavista et al present a more detailed service continuity solution, which includes 
handoff prediction and multimedia session adaptation [42]. The solution focuses on terminal 
mobility, i.e. a single device performing a vertical handover. It uses three components for 
handoff prediction, SIP signalling, and media adaptation. The handoff prediction occurs in the 
dual-interface client device to monitor wireless link conditions. A proactive activation of handoff 
to the second interface (thus network) is triggered before losing signal on the current active 
interface. An IMS application server performs the service continuity SIP signalling and interacts 
with a media gateway to adapt media according to the new network conditions. The testbed 
implementation results show an audio media adaption from a Wi-Fi connection to a Bluetooth 
connection.  
The authors focused on handoff between WiFi and Bluetooth networks using audio 
media. Further investigation is thus still necessary for the more typical multimedia (voice, video 
and data) environment comprising WiFi, 3G and WiMAX networks. In addition, the target 
scenario is terminal mobility, using a combined vertical handoff and media adaption solution. In 
applying this approach to session mobility, however, the handoff prediction would be replaced 
by the more suitable device discovery phase, since the session handoff is not only across 
interfaces, but also across devices.  
The concepts presented by the authors are encouraging and worth investigating further 
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for the session mobility case. The results obtained, however, have limited relevance due to the 
scenario chosen, i.e. handoff from WiFi to Bluetooth. A more typical use case scenario involves 
multimedia communication sessions over larger networks such as WiFi, 3GPP-based (UMTS, 
HSPA, etc.), and WiMAX.  
2.4.3 Proxy-based Solutions 
In this approach, a signalling proxy performs an intermediary role between the client 
device and a server hosting a service, e.g. a multimedia streaming server. The primary aim is to 
avoid any extensive modifications on either the client side or network side for the functionality 
being implemented.  
Lee et al propose a seamless service mobility solution using a signalling proxy between a 
client device and a streaming server [43]. The solution focuses on session continuity signalling in 
client-server streaming scenarios whereby an ongoing session is transferred between client 
devices based on the user’s mobility. The home gateway node in the user’s home network 
performs the proxy functionality. All signalling messages between the remote streaming server 
and the devices in the user’s home network pass through the proxy.  
The mobility solution uses the Real Time Streaming Protocol (RTSP) for setting up and 
tearing down streaming sessions. In a typical scenario, the user’s client device (say UE-1) sets up 
a streaming session through the proxy, to the streaming server. The proxy records or caches all 
messages and the corresponding responses, and performs a mapping of its media ports connected 
to the user’s device and to the streaming server. When the user moves towards another device, 
UE-2, it sends a session description to the proxy. Since the proxy already has this information, it 
replies immediately without contacting the streaming server. UE-2 then requests the media setup, 
to which the proxy responds by simply updating the ports mapping to forward streaming media 
to UE-2.  
The proxy responses eliminate the proxy-to-streaming server delay and thus reduce the 
signalling latency to minimise session discontinuity during mobility. The evaluation is not 
performed in an IMS environment; the concepts presented, however, can easily be adapted for 
such an environment.  
 26
Thanh et al propose another proxy-based solution for multimedia session continuity [44]. 
The authors focus on IMS-based networks and use the mobile Stream Control Transmission 
Protocol (mSCTP). An mSCTP-based proxy using multi-homing sits between a mobile node 
(MN) and an application server hosting a service (e.g. a multimedia-streaming server). Multi-
homing enables a multi-interface terminal to connect to different access networks. mSCTP thus 
allows the MN to perform vertical handovers over the different interfaces. Since most terminals 
and application servers typically use TCP/UDP connections, the proxy splits the client-server 
connection into two TCP/UDP sessions, and creates an mSCTP tunnel between them, allowing it 
to exploit the multi-homing feature. The authors also propose content-adaptation capability for 
the proxy, such that media can be adapted according to the prevailing network conditions after 
handover.  
The results obtained indicate a reduction in the number of signalling messages exchanged 
for handover. The authors, however, limit the evaluation to only this single metric. The proposed 
capabilities of the proxy such as QoS adaptation and mSCTP tunnelling are not thoroughly 
evaluated to determine their contribution to signalling latency. In addition, the mSCTP agent 
installed in the client device adds further processing to de-capsulate the TCP/UDP data within 
the mSCTP tunnel. 
2.4.4 Full vs. Partial SIP-based Handover 
In our previous work [17], we investigated two approaches to terminal mobility in the 
IMS. The first approach is the traditional SIP session re-negotiation in which, for vertical 
handover, ongoing sessions are terminated due to de-registration of the old interface, and 
subsequent registration of the new interface. The MN then sends a SIP re-INVITE to re-establish 
the session. We compared the handover delays across different access technologies, i.e. 3G 
HSDPA, 802.11g, Fast Ethernet LAN, and EDGE. The handovers were successful across all the 
networks, but not seamless since the handover is break-before-make. 
The second approach uses a partial handover in which only the session media is 
transferred to the second interface and signalling remains on the initial interface. This avoids the 
typically long de-registration of the old interface and registration of the new interface. A SIP re-
INVITE is sent from the initial interface, with media path parameters indicating the second 
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interface. The handover delay is thus only comprised of re-INVITE signalling latency and media 
setup, without registration and deregistration latencies.  
This approach, while not seamless, results in a better user experience compared to the 
first approach. The results highlight the benefits of decoupling IMS signalling paths from the 
media path. An example use case scenario is when a user with a dual interface device prefers to 
perform signalling on a more reliable, but otherwise costly network such as 3G, but prefers to 
carry media on a higher bandwidth and cheaper, albeit less reliable network such as WLAN. 
The work focused on performance metrics of terminal mobility in IMS environment. The 
concepts evaluated, however, are strictly relevant to session continuity across devices, which is 
the focus of this thesis. For example, the session mobility counterpart scenario to the one above, 
would be to keep signalling on, say UE-1 (on UMTS), and transfer the media path to UE-2 (on 
WLAN); this is referred to as ‘Keep Control’ mode, the opposite of which is ‘Release Control’ 
mode [12]. 
 
2.5 Performance Evaluations of IMS Core 
The previous section reviewed different approaches to session mobility in an IMS-based 
environment. The evaluations performed in the above works were based on an IMS testbed 
platform, the performance of which will inherently have an effect on the obtained results. This 
section, therefore, reviews performance evaluations of the IMS core platform using the basic 
IMS signalling scenarios. 
Vingarzan and Weik [16] present an evaluation of IMS signalling using different access 
technologies. The reference IMS implementation is the Open IMS Core platform; it is tested on 
Fast-Ethernet LAN, Wireless LAN (802.11g), HSDPA, W-CDMA and GPRS networks. The 
authors aim to establish which of the networks are most suitable for carrying IMS services. 
Typical IMS signalling use cases are evaluated on each of the access networks. These are 
IMS registration/deregistration, instant messaging, SIP session setup, and IMS session setup (SIP 
session setup with QoS reservation). The testbed results obtained provide a reference measure of 
pure IMS signalling performance in a heterogeneous networks environment.  
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It is, however, noteworthy that the authors implemented all the IMS core components on 
the same physical host. This limits the scope of the measurements to a single domain IMS 
environment, and localizes all signalling interactions between the IMS core components, i.e. the 
call session control functions (P/I/S-CSCF) and the HSS to a single machine. This eliminates 
relevant signalling delays and network traffic overheads that would occur between the IMS core 
elements. The IMS clients belong to the same IMS domain. This, in practical scenarios, will not 
always be the case. 
Further investigation is, therefore, necessary for the more realistic and complex 
deployment scenario in which the IMS core components are in separate host machines, and the 
IMS clients are registered in different IMS domains. We argue that this scenario is more 
representative of potential use cases whereby IMS sessions are between users who are in 
different geographic (and administrative) locations. This scenario is investigated in the thesis.  
Tang et al. also evaluate the performance of the IMS core testbed and determine its 
conformance with IMS specifications [15]. Basic IMS signalling scenarios are evaluated: 
registration, session setup responses (100 Trying and 180 Ringing) and session termination 
(disconnect). The authors intently deploy the IMS core components on separate machines and 
perform the measurements using two IMS subscribers. The results obtained provide insight into 
the raw performance of the IMS core testbed in a wired network environment, i.e. without 
background traffic.   
While the above works evaluate the IMS core platform under ideal and simple scenarios, 
they provide useful data for the specific scenarios investigated, and sufficient reference for 
further testbed evaluations using more complex scenarios. 
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2.6 Chapter Discussion 
This chapter has presented a comprehensive overview of standardization efforts around the 
IMS session continuity service, its relation to 3GPP-WLAN interworking, its evolution from 
voice call continuity, and relation to IMS centralized services. The chapter has outlined the main 
aims of the service, with a discussion of the main aspects and challenges of providing a seamless 
service continuity user experience. A critical analysis of proposals in literature focusing on these 
challenges was provided, highlighting key contributions and outlining shortcomings and 
misalignments in these proposals with the standardized service continuity architecture. 
An important finding from the literature analysis is the lack of thorough investigative 
evaluations using practical testbeds to assess the performance of IMS service continuity. While 
some proposals present valid contributions to related aspects of IMS service continuity, the scope 
is often outside the IMS environment, and thus, omits critical issues which are necessary for IMS 
deployment. This, therefore, limits the relevance of obtained results, and further warrants the 
investigations performed in these thesis. 
In addition, while the terminology used by many authors may often use ‘session 
continuity’ and/or ‘service continuity’, there is seldom direct relation or reference to the 3GPP 
standardized architecture of IMS Service Continuity. When similarities do occur, it is only by the 
use of an application server in the IMS, without much compliance with the service continuity 
specifications.  
The following chapter presents the architecture and implementation of a standards-
compliant session continuity service, and outlines key architectural service requirements. The 
architecture is based on the service continuity specifications, to enable a targeted investigation 
and evaluation of the standardized service. 
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Chapter 3 Design and Architecture of Session Continuity 
The previous chapter outlined the development of standardization efforts towards session 
continuity, and highlighted key challenges and proposed solutions in literature. Particularly, it 
identified misalignments between proposed solutions and the 3GPP-specified approach to 
session continuity. This chapter, therefore, presents the implementation of a standards-compliant 
prototype session continuity service. It outlines service requirements of the architecture and 
details its implementation. 
 
3.1 Architectural Service Requirements 
This section presents key requirements for the service implementation presented in this 
chapter. These ensure that the service implementation meets the objectives set out in the opening 
chapter, and addresses the mismatches between previous solutions and implementations 
discussed in the literature review, and the standardized service architecture. 
 
3.1.1 Compliance with the Specifications 
An important consideration for the service implementation is to conform to the specified 
base architecture and the associated signalling behaviour. This close conformity with the 
specifications allows the evaluations performed to produce relevant and conclusive results on the 
service capabilities.  
 
3.1.2 Scenario-based Session Continuity Subscription  
Session continuity comprises a number of different scenarios depending on the access 
domain the user is in, which may be either packet-switched or circuit-switched domains. Further, 
whether the user’s communication session comprises real-time and/or non real-time media, 
determines the session continuity scenario. The type of session continuity required by the user 
will thus depend on their subscription with the service provider, and the network access provider. 
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It should therefore be possible for a user to subscribe to only the specific session continuity 
capabilities that they require. For example, a user who only has one UE may only require session 
continuity between access networks, without inter-UE session continuity capability. 
3.1.3 Service Extensibility 
In relation to the previous requirement, a service provider who currently offers service 
continuity for only one of the scenarios may decide to extend the service offering. It should thus 
be possible to extend the service capability to cater for new service continuity scenarios based on 
user demand. 
 
The following sections of the chapter detail the extensions performed on the UCT IMS 
Client for session continuity, including GUI capability and back-end signalling functionality. It 
outlines the functional requirements, specifications and implementation of the session continuity 
application server, with a description of its extensible modular architecture and the signalling 
functionality of the different use case scenarios. The chapter concludes with integration of the 
service with the IMS Core. 
 
3.2 UCT IMS Client Functionality and Architecture  
This section presents a brief overview of the UCT IMS Client architecture and 
functionality. A more detailed description of the client architecture is presented in [45]. 
The UCT IMS Client is an open source software client developed at the Communications 
Research Group, at the University of Cape Town. The client is part of ongoing IMS research 
around an IMS testbed environment based on the FOKUS Open IMS Core [19]. It is at the centre 
of a number of key research projects [46] in the research group focusing on IPTV, security, 
mobility management, and policy and QoS control. It has led to the development of a policy 
control framework [47], advanced IPTV and streaming servers, and a back-to-back user agent 
(b2bua). It is under continual development and improvement to ensure stability, feature update 




Figure 5: UCT IMS Client GUI 
The client supports full IMS SIP signalling which includes registrations (REGISTER), 
session initiation (INVITE), messaging (MESSAGE), subscriptions to events (SUBSCRIBE), 
notifications (NOTIFY), publishing of information (PUBLISH), and acknowledgements(ACK). 
The client’s IMS preference configuration screen is shown in Figure 6.  
 
Figure 6: IMS preferences configuration 
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The client supports MD5, AKAv1 and AKAv2 MD5 authentication schemes and 
supports voice and video sessions with different codecs. The client also supports both pager-
mode and session-based instant messaging. Improvements through different theses studies 
resulted in functionality upgrades to incorporate presence functionality, IPTV and XML 
Configuration Access Protocol (XCAP) capability. 
SIP signalling on the client is based on the eXoSIP software package [48], which extends 
the oSIP package [49]. This powerful API hides much of the complexities of creating and 
transmitting SIP messages, and can be easily extended for new SIP messages. The oRTP [50] 
software package is used for handling media, while the Graphical User Interface (GUI) design 
uses the GTK [51] software library. The client runs on the Linux operating system environment, 
and is released open source under the GPLv2 [52] licence. 
It is simple to integrate new services into the client due to its modular design. It consists 
of four main classes and other supporting classes dealing with security, IPTV, presence, and 
other new service extensions. Figure 7 shows the interaction of the main classes, which are 
imsua.c, ims_interface_event_handler.c, ims_exosip_event_handler.c and callbacks.c.  
 
Figure 7: Interaction of core classes of the UCT IMS Client 
The steps for creating a new service on the client are as follows [45]: 
 Make a detailed design and specification of the new service. Decide on the 
required client functionality for the GUI interface, buttons, displays, text fields 
etc. Outline the signalling messages between the server hosting the service, the 
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client, and the IMS core. Define appropriate SIP extensions if necessary.  
 Write code for catching events in callbacks.c and invoke the relevant methods in 
ims_interface_event_handler.c to process the events and perform the required 
actions, e.g. sending out a SIP message. 
 Add code in ims_interface_event_handler.c to process events, and invoke newly 
defined classes to perform new service functions.  
 Add code in imsua.c to catch incoming messages and invoke relevant methods in 
ims_exosip_event_handler.c to process the messages. 
 Add code in ims_exosip_event_handler.c to process the incoming messages, 
perform appropriate actions, possibly invoke other classes, and reply to the 
messages. 
 
3.3 Session Continuity for UCT IMS Client 
The UCT IMS Client was designed to be compliant with 3GPP IMS standards. In light of 
this, the following requirement is essential for new service capabilities for the IMS client: 
 New functionality on the client must use standardized mechanisms to ensure 
interworking with other IMS nodes and services, by observing relevant IETF 
RFCs and 3GPP specification documentation regarding server and client 
signalling behaviour. 
However, the above requirement does not imply standardization of functionality on the 
UCT IMS client. It merely ensures that the communication mechanisms between the client and 
other IMS entities and services conform to specifications. The following sub-sections outline the 







3.3.1 UCT IMS Client upgrade – Graphical User Interface 
The Graphical User Interface provides a front end for user interaction. It also provides 
information about call state, registration state, and shows the backend signalling – which makes 
it easier to determine if correct signalling is performed. 
For session continuity, the modifications include:  
 Session transfer notification – when a transfer request is sent and received 
 Session transfer state – when a transfer is in progress, completed successfully, 
or failed. 
 Alerting when incorrect session transfer attempts are made, e.g. trying to 
perform a session transfer when no session is in progress.  
Figure 8 summarises the implemented GUI functionality for session continuity 
interaction, i.e. selecting scenarios, choosing media components to transfer, etc. The GUI 
provides: 
 Ability to select the type of transfer scenario, i.e. selecting from the three 
envisioned session continuity scenarios (PS-PS, etc.) 
 Ability to select the transfer type, i.e. media transfer, retrieval, addition, or 
removal. 
 Selecting the specific media component to transfer/retrieve/add/or remove, i.e. 
voice, video, IM, or transferring the whole session. 
These capabilities address one of the service requirements discussed earlier in the 
chapter. A user subscribed to only one of the session continuity scenarios can perform session 
transfers for that particular scenario, and be restricted to this functionality by the session transfer 
operator policy based on their subscription. 
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Figure 8: Session Continuity for UCT IMS Client GUI (a) 
Figure 9 shows the activated options for transfer type selection, and the transfer target 
URI. The “Transfer-to” is a SIP header field that identifies the party to which the called party, 
(“Transferee”), is being referred [53]. 
 
Figure 9: Session Continuity for UCT IMS Client GUI (b) 
To initiate a session transfer from one UE to another, there has to be a session in 
progress. The added functionality on the client checks this, and displays an appropriate message. 
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Figure 10: Session Transfer initiation sequence 
The sequence of actions for performing a transfer is summarised in Figure 10. The steps 
for performing a ‘retrieve/remove/add’ follow a similar pattern. 
 
3.3.2 UCT IMS Client – Session Continuity Signalling 
The implementation of session continuity signalling uses the standardized SIP extensions 
approach. The SIP REFER method [53] is used to initiate and request a session transfer. There 
are two possible approaches of initiating a session transfer from a current device-in-use, to a 
second preferred device. The REFER may be sent directly to the second device, carrying the 
session transfer information, commanding it to request a transfer from the MMSC AS. 
Alternatively, the REFER may be sent to the MMSC AS, requesting a transfer of the multimedia 
session to the second preferred device. This is depicted in Figure 11. 
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Figure 11: UE to UE vs. UE to MMSC AS Session Transfer Initiation 
 
3.3.2.1 The SIP REFER Method 
The method carries relevant session transfer information which includes session 
parameters such as session transfer identifier, session transfer type, media components to be 
transferred, connection information such as port numbers, and IP address or GRUU depending 
on client capabilities. 
The method contains a special header Refer-to indicating the target of the session 
transfer. The REFER method is specified to implicitly create a subscription to the event refer. 
This forces the recipient of the REFER to send notifications NOTIFY regarding the status, i.e. 
outcome of the reference. For implementation, this requires further management of NOTIFY 
messages by the application server, specifying Subscription-state header information in 
the NOTIFY, determining and complying with the refer event subscription duration.  
The implicit subscription, however, is not always required and may thus cause 
unnecessary additional signalling. A method to avoid implicit subscriptions is presented in [54]. 
In this thesis, this functionality is implemented as part of session continuity in the UCT IMS 
client. It suppresses the implicit registration to the refer event. It involves the inclusion of an 
extra SIP header, Refer-Sub, in the REFER message, which informs the recipient that the 
sender of the REFER message does not want to subscribe to the refer event, and to thus not 
receive NOTIFY messages. The value of the header is set to false to avoid the subscription 
and to true to enable the subscription. 
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Another extension specified in [54] is the norefersub option tag, used in the 
Supported header field of SIP requests. A UA includes this option tag in a dialog creating 
request or response as an indication that it supports suppression of the REFER implicit 
registration. 
 
3.3.2.2 GRUU for Session Continuity 
A user can register the same IMPU with the IMS from different UEs. For session 
continuity purposes, especially for session transfer between devices of the same user, it is 
required that the user can transfer a session from their current device-in-use, to a specific 
preferred registered device. The IMS client thus supports the Globally Routable User Agent 
(UA) URI (GRUU) mechanism [55]. This mechanism avoids the forking of a SIP message to all 
the user devices registered with the same IMPU. It identifies a specific IMPU-UE pair. For 
example, if a user has three devices registered with the same IMPU, a personal computer (PC), 
laptop, and an IPTV display, and they wish to transfer a VoD session from the laptop to the 
IPTV display, the session transfer cannot otherwise be sent specifically to the display without the 
message also being forked to the PC. The GRUU provides a mechanism to refer specifically to a 
particular registered device, in this case, the IPTV display. The IMPU-UE relationship is shown 
in Figure 12. 
 
Figure 12: GRUU Relationship between IMPUs and UEs 
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3.3.2.3 The Session Transfer Information 
The session transfer information (STI) identifies the ongoing session subject to session 
transfer. The specific format of the session transfer information is not specified in the standards. 
However, it is required to use standards-compliant mechanisms such as embedding in SIP 
headers, SDP parameters, and/or XML format.  
In this work, the session transfer information is carried in the SIP message body in XML 
format. This format is also used in the IMS during user registration to communicate the user 
profile information of the user. Also, it is used by the presence service for communicating 
presence information. The contents of the STI depend on the session continuity scenario. For 
example, if the scenario is PS-PS session continuity, it would include the target packet-switched 










In this implementation, the scenario of focus is session transfer between the UEs, the 
session transfer information (STI), thus, indicates the type of transfer operation being requested, 
e.g. transfer, retrieval, addition or removal of media. It is indicated by the <transfertype> 
tag; while the <component> tag indicates which media component (voice or video) is due for 
transfer. An example is shown in Figure 13. 
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Figure 13: Session Transfer information carried in REFER message 
The figure shows the body contents of the REFER message in XML format. Note the use 
of the GRUU extension to indicate a specific UE. A typical REFER message, excluding the 
content, is shown below. 
REFER sip:alice@uct-ims.test SIP/2.0 













3.4 Session Continuity Application Server 
This section presents the architecture and development of the session continuity 
application server. It highlights some of the main requirements discussed in [12], and shows how 
they guide the implementation. The tools used for the development are also discussed. 
The IMS session continuity application server has an extensive set of functionality and 
capabilities. Some of these include splitting and re-merging of multimedia sessions which have 
components in both the circuit-switched domain and the packet-switched domains. The 
implementation performed in this work, however, is not an exhaustive and complete 
implementation of the server; it is only limited to the functionality required to perform the proof-
of-concept evaluations of partial session continuity signalling. 
3.4.1 Functional Requirements 
The MMSC AS is the main functional element for IMS service continuity. It is 
responsible for accepting session transfer requests from UEs and executing the session transfer 
procedures based on the session transfer operator policy. The following are implementation-
specific functional requirements for the application server: 
 Host the session transfer operator policy of IMS session continuity subscribers 
 Anchor multimedia sessions initiated by all session continuity subscribers for 
session continuity purposes 
 Receive session transfer requests from IMS service continuity subscribers 
 Authorize session transfers based on input factors such as the transfer policy and 
the session continuity scenario 
3.4.2 Server Architecture 
The IMS has a layered architecture which comprises the services and applications plane, 
the control plane, and user plane. Further, the services and applications plane can be regarded as 
a docking platform where new services and applications can be easily integrated into existing 
networks by simply adding a new application server, either logically or physically. This 
modularization of services and applications is applied in the design and implementation of the 
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session continuity server in this work.  
 
3.4.2.1 Architectural Layout 
The application server has a modular architecture, where each function is implemented as 
a SIP servlet handling specific SIP requests. The modular design enables easy extension and 
upgrading of the server.  
 
Figure 14: Server Architecture 
As shown in the figure, the server implementation is a collection of SIP servlets, which 
handle specific SIP messages. The next section discusses the different servlets in more detail. 
SailFin is configured to listen on the native SIP port 5060. These and more configuration settings 
can be changed through an administrative console. 
  
3.4.2.2 Server Modules 
 
RegisterServlet.java – This servlet handles the third party registration message 
(REGISTER) received from the S-CSCF in the IMS Core. Third party registration is enabled by 
configuring the Initial Filter Criteria in the IMS to inform the session continuity server about 
user registrations. 
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InviteServlet.java – This servlet handles all invite messages received by the server. All 
the sessions of session continuity subscribers are anchored at the application server. The server 
receives the INVITE messages and extracts session information, to enable it to handle potential 
session transfer requests. The information is compiled into a session transfer information digest 
and saved for later retrieval.  Specifically, the server captures information about who is initiating 
the call, who is the intended recipient, what are the session parameters, i.e. media types, contact 
addresses, etc. Further detail of the information captured is shown in Table I.  
 

















The information in blue text is known before receipt of the INVITE message. The 
captured information is also used to verify that the user has a session continuity subscription with 
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the server. The server then checks if a session transfer policy exists for this user, in preparation 
for potential session transfer requests.  
It should be noted that the information digest is built incrementally from the initial 
INVITE message, and subsequent requests and responses exchanged before the final 200 OK 
message is sent to the caller. For example, the initial INVITE from the caller provides the 
information about the caller’s session parameters, and the subsequent responses provide 
information about the target’s session parameters. The caller’s session parameters may be 
updated as required by the SIP UPDATE message. This ensures that the server always has the 
latest session information.  
ReferServlet.java – The ReferServlet handles session transfer requests delivered through 
SIP REFER messages. As discussed in previous sections, the message carries information 
regarding the type of transfer required, which is then evaluated by the server against the existing 
transfer policy. 
 
Figure 15: Processing the REFER message for Session Transfer 
On receipt of a session transfer request, the server performs a user subscription check; 
one of the service requirements of session continuity is that users specifically subscribe to the 
service. Although the service subscription is configured in the IMS by iFC, a third party service 
provider offering IMS service continuity may still prefer to verify user subscriptions locally for 
added security. This functionality is therefore implemented by hosting a local user subscription 
database on the server. 
The server then determines the required transfer type and session continuity scenario 
from the session transfer information contained in the message. If this information is not 
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provided, the request is rejected with a SIP 400 status code. The server then exits and returns to 
idle. The next step is to check if the session transfer information provided correlates with the 
ongoing session belonging to this user. The ongoing multimedia session must be transferable 
according to the requested scenario and session transfer type. For example, the server will reject 
a transfer request for the video component of a session, if the ongoing session comprises only 
voice media.  
A valid session transfer request is then evaluated against the session transfer operator 
policy. The policy provides a way for the operator to manage network resources, perform load 
balancing across network nodes, while providing acceptable QoS to users. Possible scenarios for 
session transfer policy decisions are listed below: 
 
 A user wishes to transfer a session from a 3G network to a WiMAX network. Due 
to congestion in the WiMAX network, the operator rejects the user’s request to 
transfer. The operator later updates the transfer policy when the WiMAX network 
load decreases. This information may then be communicated to (or explicitly 
requested by) the user’s device, and then triggering a session transfer request. 
 
 
Figure 16: Transfer Policy Decision affected by Network Conditions 
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 Billing considerations may also affect the transfer policy decision. If a user’s 
service continuity credit is depleted, they can no longer perform session transfers.  
 Roaming agreements will also inform the session transfer policy, whereby users 
may be allowed to perform session transfers only within the service provider’s 
administrative domain. 
 
PresenceServlet.java – The presence module is included as a service enabler for 
enhanced session continuity. It allows the service to subscribe to a user’s presence status, and 
perform presence-aware session initiation, termination and transfer. The purpose of this will be 
clearer in the following chapter.  
 
3.4.3 Session Continuity Signalling 
The application server interacts with the IMS client and core for session initiation, 
termination, third party registrations and can also perform subscriptions. The server is invoked 
based on user subscriptions to the session continuity service. The following sections detail the 
server’s participation in the various session signalling scenarios.  
 
3.4.3.1 Session Initiation 
A typical IMS session initiation procedure involves the creation of a SIP INVITE 
message at the IMS client, sending it to the IMS core, evaluation of filter criteria, invocation of 
one or more application servers, and forwarding the INVITE towards the recipient. Figure 17 
shows more detail on this, followed by further discussion of the steps in the procedure. The 
discussions focus on the activities of the session continuity server. Note that in the figure, the 
IMS core entities are grouped as one item, the IMS CORE.  
 48
 
Figure 17: Server Invocation for Session Initiation 
In the figure, UE-1 performs session initiation towards UE-2 by sending an INVITE 
message destined to UE-2. On receipt of the INVITE message, the S-CSCF forwards the 
INVITE message to the application server, and includes itself in the routing information, causing 
the server to return the INVITE message after processing. Initial filter criteria indicated the 
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server. The server performs session anchoring, as shown in the figure, in which it extracts 
session information for the forward direction of this session. It then sends the INVITE message 
back to the S-CSCF so that normal request routing can proceed. 
The server updates anchoring information during the interactions between the originating 
party and the receiving party. With full IMS session initiation signalling, the anchoring 
procedure is performed and updated each time session description information is exchanged, i.e. 
during the initial INVITE message, the subsequent 183 Session Progress, the UPDATE message, 
and its response if it contains SDP information. This ensures that the application server has up to 
date anchoring information when session setup is complete. 
 
3.4.3.2 Session Termination 
The application server is also involved in the signalling during session termination. When 
a BYE message is received from either the originating party, or the terminating party, the server 
clears all state information related to the ongoing session. 
There are two approaches of handling a session termination request during an ongoing 
session. In the first approach, when a BYE message is received at the application server, the 
server sends a BYE message to the second leg, receives a final 200 OK response, and only then 
responds to the original BYE request from the 1st leg. This is shown in Figure 18. 
 
Figure 18: Session Termination 
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In this approach, the server awaits confirmation from the second leg of the 
communication session, before clearing session information. 
In the second approach Figure 19, when the server receives a BYE messages from either 
end of the communication session, it immediately responds with a final 200 OK, and afterwards 
sends a BYE message to the second leg of the communication session. We call this approach, 
expedited session termination. 
 
Figure 19: Expedited Session Termination 
The server starts clearing session information after receiving a final session termination 
response from the second call leg. 
 
3.4.3.3 Session Transfer 
Session transfer is the main functionality of service continuity. Section 3.3.2 described 
the two approaches a UE can take to initiate a session transfer request. The options were to send 
the transfer request directly to the user’s second device, commanding it to request the transfer 
from the session continuity server. The second approach sends the transfer request directly to the 
server, requesting it to initiate a session transfer to the second device using third party call 
control. This approach caters for devices which do not have sufficient capabilities to initiate 
session transfers directly. The former approach, depicted in more detail is shown in Figure 20. 
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Figure 20: Session Transfer Signalling 
 
3.5 Service Integration into IMS Core 
This section outlines how the implemented session continuity service is integrated with 
the Open IMS Core. This includes the various steps of provisioning user profiles on the FHoSS, 
configuring filter criteria, service point triggers, and the details of the application server. 
 
3.5.1 User Configuration 
Each IMS session continuity subscriber is provided a user profile. The service and user 
profiles are configured on the FHoSS through a web user interface. This includes the user 
identities, services and IMS network configurations. The user identity information comprises the 
user subscription (IMSU) information, the public user identity (IMPU), and private identity 
(IMPI) details.  
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Figure 21: Subscription information (IMSU) 
Figure 21 shows how a user’s subscription is captured with their name, and linked to a 
capability set and the details of the serving CSCF of the home IMS domain. The user’s private 
user identity configuration is shown in Figure 22. 
 
Figure 22: Private User Identity (IMPI) 
 
Figure 23: Public User Identity (IMPU) 
Figure 23 shows how the public user identity configuration links to the user’s service 
profile and a charging set. The server’s network connection details and the associated filter 
criteria are shown in Figure 24. 
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Figure 24: Application Server with attached Filter Criteria 
The Default Handling parameter ensures that the basic IMS session setup 
procedure can continue if the session continuity server is not responding to requests. Figure 25 
shows the trigger point with the associated filter criteria and service point triggers. 
 
Figure 25: Trigger Point with Service Point Triggers 
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The service point triggers are for different phases of the session continuity signalling 
procedures. The INVITE trigger is used for session anchoring during the initial session setup 
stage. The Refer-to header is found in the REFER message, which issues a session transfer 
request to the server. The Supported header with the GRUU value is in the REGISTER 
message and triggers third party registration towards the session continuity server.  
 
3.5.2 Relationship of User Configuration Entities 
The relationship between the different service configuration parameters is depicted in 
Figure 26. The profile part indicator indicates the requirement for the user’s registration state, i.e. 
whether the user should be registered or not for filter criteria to apply. 
 




3.6 Chapter Discussion 
This chapter has presented key service requirements for the implementation of service 
continuity, and presented a detailed design and architecture of the service. It presented a detailed 
description of the various functions and signalling interactions involved in session continuity. 
The previous chapter revealed significant misalignments between proposals in literature and 
standardization efforts on IMS Service Continuity. This chapter, therefore, also highlights the 
strict compliance of the implemented signalling interactions with IMS specifications.  
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Chapter 4 Feature-rich Multimedia Session Continuity 
The literature review outlined the progress made around general session continuity and 
the IMS-based service. The traditional functionality based approaches were found to be 
inadequate for the services-based IMS environment. While the previous chapter detailed our 
design and implementation of the session continuity service, this chapter proposes feature-rich 
enhancements to the standardized session continuity service [60] through a service interworking 
model of session continuity mechanism, presence service mechanisms, and the RTSP protocol. 
Figure 27 illustrates the focus of this chapter in relation to the thesis. 
 
Figure 27: Chapter Research Focus 
The analysis of the literature indicated a narrow focus in the state of the art, whereby 
proposed session continuity solutions only focused on mobility functionality aspects. This 
chapter extends the service aspect of session continuity, by proposing an integrated services 
model which provides an enriched user experience using presence-aware session transfers. The 
proposed enhancements, however, are not implemented as part of the work in the previous 
chapter. The evaluation of this enhanced session continuity service, therefore, uses a scenario-




4.1  Design Considerations 
A key enabling aspect of IMS service provisioning is standardization of common 
interfaces through which different services can communicate. This enables innovative service 
composition by packaging different service enablers to provide an enriched communication 
experience to users. A key requirement, therefore, for any new functionality or service 
introduced, is that it complies with these mechanisms. For a presence-enhanced session 
continuity service, the design requirements are as follows: 
 
4.1.1 Impact on existing Session Continuity mechanisms 
The session continuity service contributes additional signalling to normal session setup, 
termination and registration interactions. Thus, the additional signalling due to presence 
enhancement should be minimized.  
 
4.1.2 Seamless Interworking with the Session transfer Operator Policy 
The role of policy based management in managing mobility was reviewed in earlier 
chapters. While the policy enables the operator or service provider to control and manage the 
requested session transfers, it is unidirectional and thus has no information from the subscriber’s 
side, such as user availability and preferences. The presence enhancement, therefore, provides a 
mechanism to incorporate subscriber-side information in managing session transfers. 
Importantly, it should not conflict with the transfer policy such that incoming sessions, or session 
transfers are not executed properly, thereby resulting in blocked calls.  
 
4.1.3 No impact on UEs which do not support presence 
A key architectural requirement of session continuity is that it should not impact UEs 
which do not support the functionality. Similarly, UEs which do not support the presence 
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enhancement should not be adversely impacted. Thus, when a user (or UE) subscribes to the 
session continuity service, it should be possible to indicate whether the presence enhancement is 
supported or not. 
 
4.2 Enhanced Service Architecture 
4.2.1 Incorporation of Presence Mechanisms 
The high level architectural solution is illustrated in Figure 28. A typical UE-1 has a 
subscription to the enhanced session continuity service, while UE-2 only subscribes to the 
presence service. The session continuity server is extended with presence functionality to 
subscribe to UE-1 user’s presence information. For presence subscription, the server acts in user 
agent mode and performs normal presence subscription signalling using SUBSCRIBE messages. 
It is then notified (NOTIFY) of the changes in the user’s presence status.  
 
Figure 28: Enhanced Session Continuity Service Interaction 
The presence extension adds another dimension to the server’s decision making process 
when responding to session transfer requests, or call terminations. Originally, the server only 
used the session transfer operator policy to authorize and control transfers, and the session 
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transfer information provided by the requesting UE. Figure 29 shows a sample message body of 
the transfer information indicating the user’s UEs, their capabilities, and their priority of usage. 
 
Figure 29: Example Session Transfer Information 
The information shows three UEs, the user’s cellphone with an “open” presence status 
indicating willingness to communicate, and a specific contact number. The user has indicated 
that the number only be used for emergencies. Two more UEs are listed, with corresponding 
status information, and device-specific contact information indicated by the use of Globally 
Routable User Agent (UA) URI (GRUU). Device capability is also provided for the IPTV 
device. The user has identified their preferred communication devices by assigning call-routing-
priority values to the devices.  
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4.2.2 RTSP for Session Continuity 
The feature-rich service enhancement employs the Real Time Streaming Protocol to 
handle multimedia streaming control. The protocol provides trick-play functionality allowing the 
traditional PAUSE, PLAY, REWIND, etc. commands such as normally found on Video Cassette 
Recorder (VCR) equipment. This provides users a ‘normal’ viewing and media interaction 
experience for IPTV/VoD sessions. This rich functionality is exploited, automated and 
interworked with presence mechanisms, to provide users an enriched session continuity 
experience. Multimedia streaming sessions can thus be played, paused and resumed in response 
to session transfer scenarios. 
The protocol provides detailed media description mechanisms which expose important 
aspects of a streaming multimedia session. For example, for a session transfer, the exact time 
range indicating where a media stream was paused, with reference to its beginning, can be 
specified by the protocol. This allows the stream to be resumed from the exact paused location 
after a transfer to a different device. The complex interworking of this rich functionality, and the 
expressive and dynamic presence service, contribute the essence of the service enhancement 
proposed in this chapter. 
 
4.3 Enhanced Session Continuity Scenario 
This section illustrates how the integration of presence functionality can enrich the user 
experience for session continuity. The service interaction is described through a hypothetical use 
case scenario illustrated in Figure 30. In this scenario, an enhanced session continuity server 
provides an enriched session continuity experience whereby session transfer operations are 
affected by the user’s device preferences and presence information. 
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Figure 30: Enhanced Session Continuity Scenario 
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In the scenario, the server is subscribed to the user’s presence information, and receives 
notifications of the status from the presence server. When the user establishes a VoD/IPTV 
streaming session using the <preferred_device> for IPTV (UE-1), the session continuity 
server is invoked due to initial filter criteria. The server anchors this session for session transfer 
purposes, and the INVITE is continued towards the IPTV server. The UE receives media 
location through RTSP signalling and requests the media. 
As part of the enhancement, once the UE starts receiving the media stream, it publishes 
its <current_activity>streaming</current_activity> through normal presence 
mechanisms, informing its watchers (e.g. session continuity server), of its current activity. When 
the user receives a voice call from UE-3, the session continuity server routes the request to the 
user’s preferred device for voice calls, UE-2. On call establishment, UE-2 sends an indication 
(REFER message) to UE-1 to PAUSE the ongoing streaming session, allowing the user to take 
the call. UE-2 also sends a PUBLISH message to the presence server indicating its 
<current_activity>videoCall</current_activity> status. 
On session termination, the user opts to retrieve the paused streaming session from UE-1 
and transfer it to UE-2. The session transfer request is sent to the session continuity server, which 
applies the transfer policy and authorizes the transfer. The streaming session is then continued on 
UE-2, which publishes its <current_activity>streaming</current_activity> 
status. 
 
4.4 Chapter Discussion 
In order to provide attractive services to users, IMS-based service provisioning has to 
compete with rapidly evolving interactive services in the Web environment. Innovative services, 
which combine different features and functionalities, are packaged as a single service to users. 
This chapter presents a novel service enhancement to the IMS-based session continuity service. 
It exploits the rich RTSP protocol and the versatile presence service, to provide a rich session 
continuity experience for users, with the added benefit of assured quality of service level enabled 
by the IMS.   
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Chapter 5 Evaluation Platform 
This chapter presents the evaluation of the implemented session continuity service. It 
establishes the functionality and performance of the service, focusing on the implementations 
performed on the UCT IMS Client, the session continuity server, and the signalling performance 
of the service in a heterogeneous access networks environment. 
 
5.1 Objectives of the Testbed Evaluation 
The functionality evaluation establishes whether the implemented prototype session 
continuity service meets the requirements and specifications for correct message formatting, 
signalling behaviour and sequences. The evaluation is qualitative and the obtained results 
ascertain the suitability of the implemented nodes for performance evaluations.  
The performance evaluations provide quantitative data establishing the conformance of 
the implemented service to acceptable parameters for IMS signalling during the registration, 
instant messaging, session setup, and session transfer phases.  
IMS subscribers will access services using a variety of end user devices with different 
access technologies. A key aspect of the evaluation, therefore, is to determine the effect of 
heterogeneous access on session continuity user experience. 
 
5.2 Development Tools 
The session continuity application server is implemented as a SIP Servlet [56] application 
and deployed on the JSR289 [57] compliant Sailfin [20] application server. 
 
5.2.1.1 Sailfin Application Server 
The Sailfin application server is a sub-project under the GlassFish project. It is an open 
source implementation of the Sun GlassFish Communication Server [59]. GlassFish is Java EE 
based application server. Sailfin extends GlassFish by adding a JSR289 compliant SIP Servlet 
Container. A summary diagram of the testbed setup is shown in Figure 31. 
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Figure 31: High Level Experiment Setup 
 
5.2.1.2 SIP Servlet Technology 
SIP servlets are Java based server-side applications which perform SIP signalling, based 
on the SIP specification. They are similar to HTTP servlets in that they interact with clients by 
responding to requests. However, unlike HTTP servlets, SIP servlets can also initiate the 
communication with clients by sending SIP requests to clients. A SIP request, by specification, 
can have multiple responses – such as provisional and final responses. As such, a SIP servlet can 
send multiple responses to a client’s single request, unlike HTTP servlets. The SIP Servlet 
specification is based on the generic Java Servlet Specification. 
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A SIP servlet can interact with other SIP servlets, HTTP servlets and other Java EE 
components to provide a converged application. These are applications which integrate SIP and 
HTTP functionality, and components like Java enterprise beans and JavaServer Faces (JSF) 
applications.  
To create an instance of SipServlet, the SIP servlet specification defines a 
SipFactory interface. A SipFactory instance has methods to create SIP requests, 
addresses, application sessions, etc. Some of the SipFactory methods are listed below (the 
method parameters are not shown for brevity): 
 createRequest() – Returns a SipServletRequest object 
 createApplicationSession() – Returns a SipApplicationSession object 
 createSipURI() – Returns a SipURI object 
The specification also provides a SipSession interface which allows the SIP servlet 
application to keep state, and thus enable a SIP servlet to associate SIP messages with this state 
information. Particularly, since SIP servlets are stateless, a SIP servlet is now, through a 
SipSession instance, able to process multiple related SIP requests within a dialog. The 
SipSession can also then be accessed through a SipApplicationSession instance, which 
enables a converged application to access data from different protocol sessions, such as SIP 
sessions and HTTP sessions. 
 
5.2.1.3 Java Specification Request – JSR289 API 
The JSR289 Application Programming Interface (API) is the Java implementation of the 
SIP servlet specification. It is an enhancement of the SIP Servlet 1.0 specification, earlier 
implemented in the JSR116 API [58]. To create a SIP application, a SIP servlet class extends the 
javax.servlet.sip.SipServlet class and overrides the methods that it aims to use. 
The inherited methods correspond to the SIP requests and responses defined in the SIP RFC [10]. 





Table II: SIP Servlet Methods 
SIP Servlet Method Method Function 
doInvite Process an incoming INVITE request 
doRegister Process an incoming REGISTER request 
doMessage Process an incoming MESSAGE request 
doRefer Process an incoming REFER request 
doPublish Process an incoming PUBLISH request 
doSuccessResponse Process an incoming 2xx response 
doProvisionalResponse Process an incoming 1xx provisional response 
 
 
5.3 Evaluation Environment 
The experiments are performed on an IMS testbed environment comprising the FOKUS 
Open IMS Core, the UCT IMS Client, and the session continuity server. The testbed consists of a 
combination of Fast Ethernet, Wireless LAN and WiMAX access technologies. There are two 
IMS domains, imscore.net and imsnet.ims located at opposite ends of the testbed. This 
represents the more typical and more complex communication scenario whereby the 
communicating parties belong to and are registered on different IMS domains. The scenario test 
cases use different combinations of access networks for the caller and called parties. A more 
detailed representation of the testbed is shown in Figure 32.  
While 3G access was available for use in the testbed environment, the connection goes 
through the public cellular network. This contributes additional delays not experienced with the 




Figure 32: Detailed Testbed Diagram 
 
The detailed diagram shows the connection setup of each of the network technologies 
used in the evaluation. The two IMS client hosts connecting through WiMAX are connected via 
Fast Ethernet to the WiMAX customer premises equipment (CPE) indoor units (IDU). The IDUs 
in turn connect through Fast Ethernet to the outdoor unit (ODU). Since the testbed environment 
is a private research network, the WiMAX air interface cannot be used due to regulatory 
spectrum restrictions. The CPE ODU, therefore, connects to the WiMAX base station’s ODU 
through a radio frequency (RF) cable. The RF connections have fixed and variable attenuators 
for output power control. This configuration is shown in Figure 33. 
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Figure 33: WiMAX Connection setup 
The IMS client hosts all run the UCT IMS Client software, and the IMS core hosts run 
the FOKUS Open IMS Core software. The rest of the hardware configurations of the main nodes 
of the testbed are shown in Table III. 
Table III: Hardware Specifications of Evaluation Platform  
Host Details Connectivity 
   
8 x IMS Core hosts Intel® Pentium® Dual-Core CPU 1.80GHz 1GB RAM 
All on Fast Ethernet 
(100Base-T) 
5 x IMS Client 
hosts 
Intel® Celeron® CPU 2.53GHz 1GB RAM 
 
2 x 802.11g (WLAN) 
2 x 802.16d (WiMAX) 
1 x Fast Ethernet 
(100Base-T) 
1 x Application 
Server 




2 x Access Points D-Link DWL-7100AP Wireless Access Point 802.11a/b/g 




Chapter 6 Evaluations and Results 
This chapter presents rigorous evaluations of the envisioned IMS session continuity 
service using strictly standards-compliant IMS signalling interactions. It determines the impact 
of this service on IMS user experience by investigating basic IMS session signalling interactions, 
and the effect of introducing an extra entity, the session continuity server, in the signalling path. 
Particularly, the overheads introduced by this service are determined.  
The chapter then evaluates the effect of the proposed service enhancement discussed in 
Chapter 4, using impact analysis of a typical use case scenario of the enhanced service. 
 
6.1 Session Continuity Evaluations 
The IMS uses extensive and elaborate signalling for session control using the session 
initial protocol (SIP). Introduction of new services in the network introduces yet more signalling. 
It adds additional traffic and delay overheads during multimedia session initiation, session 
termination, and during registrations. The complexity of a service will affect the amount of 
overhead. The service may require third party registrations, database queries, communication 
with other third-party services etc. to respond to a user’s service request. The associated 
signalling latencies may have a negative effect on the user experience.  
 
6.1.1 Session Setup Delay Overhead 
Session setup is the most crucial procedure in IMS session control. It is the main action 
performed by a user who decides to initiate a communication session through the network. It is 
therefore important to ensure that the user’s initial contact experience with the network is not 
adversely affected when new services and capabilities are introduced on the network.  
 
6.1.1.1 Setup Delay without Session Continuity Signalling 
Initially, we establish benchmarks for session setup during which no services are invoked 
for both the originating and the terminating party. The corresponding signalling is shown in 
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Figure 34. The delay incurred in this scenario is then used to determine the extent of additional 
delay introduced by the session continuity service. 
 
Figure 34: Session Setup without other services 
This scenario was performed with different combinations of the access networks. This 
allows comparative analysis of how the access technology affects the session setup delay. A brief 
summary diagram of the network arrangements is show in Figure 35 for ease of reference. 
 
Figure 35: Access Network Layout 
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In each combination of access technologies, the session setup was performed in both 
directions (for example, WiMAX to WLAN, and then WLAN to WiMAX) to establish if there 
were any significant variations in the delays incurred. The measured values are shown in Table 
IV.  
Table IV: Session Setup Delay without Session Continuity Server 





(seconds) Connectivity Domain Connectivity Domain 
WiMAX imscore.ims Fast Ethernet imsnet.ims 0.713 0.815 1.209 
Fast Ethernet imsnet.ims WiMAX imscore.ims 0.672 0.751 1.105 
WLAN-2 imsnet.ims WiMAX imscore.ims 1.056 1.207 1.416 
WiMAX imscore.ims WLAN-2 imsnet.ims 0.965 1.159 1.229 
Fast Ethernet imsnet.ims Fast Ethernet imsnet.ims 0.482 0.611 0.806 
Fast Ethernet imsnet.ims WLAN-1 imscore.ims 0.521 0.701 0.981 
 
In the first instance, UE-1 is connected via WiMAX and is registered on the 
imscore.ims domain. UE-2 is connected via Fast Ethernet and is registered on the 
imsnet.ims domain. A session is then established from UE-1 to UE-2, and the delay 
measurements recorded. The second instance repeats the operation in the opposite direction and 
the measurements are recorded. The third and fourth instances follow a similar pattern. The fifth 
and sixth instances, however, are not reverse versions of each other.  
From the table, we note that the least setup delay, average of 0.611 seconds, is obtained 
in the case of a Fast Ethernet to Fast Ethernet (FE-FE) session setup. This is not surprising since 
in this case, the UEs are connected to the same access network, and further, are registered with 
the same IMS domain imsnet.ims.  
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Figure 36: Session Setup Delay with Heterogeneous Access 
The largest average session setup delay (1.207 seconds), shown in Figure 36, was 
incurred in the case of WLAN-2 to WiMAX access networks, with the UEs registered on 
different IMS domains. The reverse direction presented the second highest delay, with an 
average of 1.159 seconds, a difference of 3.98%. The worst-case (maximum) delay occurs with 
the WLAN-2 to WiMAX combinations, with a delay of 1.416 seconds which can be attributed to 
both heterogeneous access inter-domain IMS registration. When considering the user experience 
during session initiation, an average waiting time of 1.2 seconds for session setup signalling is 
considered to be acceptable.  
Another perspective of the measured results is presented in Figure 37. The figure extracts 
the measurements involving Fast Ethernet connectivity when paired with the other access 
technologies. In the three configurations shown in Figure 37, i.e. FastE to FastE, FastE to 
WiMAX and FastE to WLAN, the wired configuration consistently results in the least session 


































Figure 37: Effect of Heterogeneous and Inter-domain Access 
Comparing the FastE-WiMAX and FastE-WLAN scenarios, the case involving WLAN 
access has a relatively lower delay than the WiMAX case. Particularly, in these two scenarios, 
the FastE device is registered with the imsnet.ims domain, and the wireless devices both 
register with the imscore.ims domain. The difference in the delays, therefore, can be 
attributed specifically to the access technologies, since the devices are registered with the same 
IMS domain. 
 
6.1.1.2 Setup Delay with Session Continuity Signalling 
The session continuity server is now invoked at session setup to perform session 
anchoring, in preparation for potential session transfer requests for the session being setup. The 
anchoring stages during session setup are shown in Figure 38. Full IMS session setup signalling 

















Effect of Heterogeneous and Inter-domain Accesss
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Figure 38: Effect of Session Anchoring on Session Setup   
The anchoring affects the signalling of both the requests and responses. For the requests, 
it extracts session parameters specified by the originating party. This information, which includes 
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media parameters such as the media address and ports, is used to build the session information 
used later for handling session transfers requests. When a response message is received, session 
anchoring information is updated with media parameters from the terminating party. The 
UPDATE message is also sent to the server for anchoring purposes. Session setup thus incurs a 
number of additional delays due to session continuity signalling.  
The delay is measured from the INVITE message from the originating party to the ACK 
message received by the terminating party. 
Tsetup = T1 + T2 
Table V shows a comparative analysis of the delay results for each of the originating 
networks in this scenario. UE-2 is permanently connected to the Fast Ethernet network, and UE-
1 connects to the WiMAX, then to WLA-1, and then also the Fast Ethernet LAN. The delay is 
then recorded in each case. 









    
WiMAX 2.513 2.685 2.847 
WLAN-1 2.304 2.531 2.774 
Fast Ethernet (FE) 1.912 2.440 2.578 
 
Similar behaviour is experienced in the case of a FE to FE session setup delay to the case 
when no server was in the signalling path, i.e. the average delay experienced, 2.440 seconds, is 
the lowest of all the different network combinations.  
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Figure 39: Additional Inter-domain Delay 
The largest average delay, 2.685 seconds, is incurred with UE-1 connected to the 
WiMAX network, which is 9.12% larger than the FE to FE session setup delay, and 5.74% larger 
than the WLAN-1 to Fast Ethernet setup delay. In each instance of the measurements, UE-1 
registers on a different IMS domain imscore.ims while UE-2 is on imsnet.ims. This 
adds extra inter-domain signalling delay, see Figure 39. It is noteworthy that although the Fast 
Ethernet network has substantially larger bandwidth than the wireless networks, its average delay 
is only 9.12% smaller than the largest incurred delay. This highlights the effect of the additional 
inter-domain signalling between the imscore.ims and imsnet.ims domains. 
Comparing the results of this scenario to the results obtained in the previous section 
indicates the extent of additional delay overhead introduced by the session continuity service. 
The first measurements of both scenarios, see Figure 40, capture the delay for session setup 
signalling between the WiMAX and Fast Ethernet networks.   
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Figure 40: Additional Delay due to Session Anchoring 
Focusing on only the average values, the session continuity service introduces 230% 
additional average delay to the session setup process. Stated differently, the session setup delay 
is 3.29 times as long due to session anchoring.  
 
Figure 41: Setup Delay with WLAN to Fast Ethernet Access 
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The last measurement of Table IV (average delay of 0.701 seconds) and the second 
measurement of Table V (average delay of 2.531 seconds) are the average session setup delays 
between the WLAN-1 and Fast Ethernet networks. Session anchoring and inter-domain 
signalling contribute to the 261% additional session setup delay shown in Figure 41. 
 
6.1.2 Session Termination Delay Overhead 
This evaluation determines the delay incurred during session tear-off of a multimedia 
session with different originating and terminating network configurations. The session continuity 
server receives session tear-off signalling so that it clears the associated session anchoring 
information. This is shown in Figure 42. 
 
Figure 42: Session Termination with Session Continuity Server 
The session anchoring information can be cleared before the final 200ok response during 
session tear-off signalling, or at the end of the signalling after the 200ok response. The latter is 
referred to as expedited session termination (Figure 43), whereby the session continuity server 
first completes the session termination signalling before clearing session anchoring information. 
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Figure 43: Expedited Session Termination 
With expedited termination, Figure 43, the sender of the BYE message is expeditiously 
released from a potentially long waiting period after sending the BYE message. The measured 
results for the two approaches of session termination, compared to the case without the server, 
are summarized in Table VI. 
 
Table VI: Session Termination and Expedited Termination (seconds) 







   Factor 
Increase 
 % Increase 
WiMAX to 
FastEthernet 0.074 0.813 10.98 0.198 167.6% 
WiMAX to 
WLAN 0.085 0.971 11.42 0.222 161.2% 
FastEthernet to 
FastEthernet 0.045 0.635 14.11 0.131 191.1% 
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In expedited session tear-off, the session continuity server logically assumes the role of a 
terminating party by issuing a final response to the received BYE message. In this way, it is 
acting as a normal user agent client. It is, however, interesting to note that even though the 
session continuity server acts in user agent mode, this scenario yields larger average delays 
{0.198s; 0.222s; 0.131s} when compared to the ‘normal’ scenario {0.074s; 0.085s; 0.045s}when 
no session continuity server is involved.  
The delay incurred with WiMAX to FastEthernet signalling is 167.57% larger, while the 
WiMAX to WLAN signalling incurred 161.18% additional delay. FastEthernet to FastEthernet 
expedited session tear-off incurred a 191.11% additional signalling delay. For simplicity, the 
additional delays due to the session continuity are expressed as a multiplicative factor since the 
percentage increases are large than 1000% percent.  
6.1.3 Session Transfer Delay Overheads 
Session transfer measurements were taken with the method shown in Figure 44. The 
measuring starts when UE-1 commands UE-2 to initiate a transfer request to the server. The 
server evaluates the request against the session transfer policy and correlated it with the session 
established between UE-1 and UE-3. For a full transfer, the session leg towards UE-1 is 
terminated and fully migrated to UE-2. The delay is measured up to receipt of the BYE message 
at UE-1.  
 
Figure 44: Session Transfer Delay Measurement 
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Table VII summarizes the delays incurred for session transfers. UE-2 is connected to the 
WiMAX network, and UE-1 is tested for both the WiMAX and WLAN-1 networks. This 
determines the difference between homogeneous access and heterogeneous access session 
transfers.  
Table VII: Session Transfer Delay (UE-2 on WiMAX) 
UE-2 (Transfer target) connected via WiMAX 
UE-1 connection Minimum (sec) Average (sec) Maximum (sec) 
WiMAX 1.501 1.521 1.557 
WLAN-1 1.620 1.632 1.678 
 
The signalling delay is found to be larger when the devices are on different access 
networks. While this may indicate differences in network capabilities, the contribution of locality 
between UE-1 and UE-2 when they are on the same network must be acknowledged. Further, the 
difference in average delays between the two networks is minimal.  
In Table VIII, UE-2 is connected via WLAN-1 access network. A similar effect of 
network locality is observed. The delay is shorter when both UE-1 and UE-2 are on the same 
network, in this case, the WLAN.  
Table VIII: Session Transfer Delay (UE-2 on WLAN-1) 
UE-2 (Transfer target) connected via WLAN-1 
UE-1 connection Minimum (sec) Average (sec) Maximum (sec) 
WiMAX 1.630 1.659 1.695 
WLAN-1 1.312 1.376 1.462 
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At closer analysis, it becomes clear that a WiMAX to WiMAX session transfer (1.521 
seconds from Table VII) incurs a larger delay than a WLAN to WLAN session transfer (1.376 
seconds from Table VIII). This can be attributed to the higher bandwidth of the WLAN access. 
 
6.1.4 Session Setup and Termination Traffic Overhead 
In this measurement, full IMS session setup signalling is enabled with the reliable 
transmission of provisional responses. The session continuity application server is invoked in 
both directions of the signalling, each time updating any changes for session anchoring.  The 
traffic overhead is measured in terms of the total number of SIP messages exchanged.  
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Figure 45: Signalling Overhead due to Session Continuity Server 
In the above scenario, only the originating user is subscribed to the session continuity 
service, whereas the terminating user is not. The application server is thus only invoked at the 
originating domain. The scenario depicts the worst case scenario whereby the server is invoked 
in most of the exchanged messages. Table IX summarises the signalling overheads in Figure 45. 
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Table IX: Signalling Overhead during Session Setup, Termination and Transfer 








 (number of messages) 
(number of 
messages)  
Session Setup 60 82 37% 
Session 
Termination 
10 14 40% 
 
The session continuity server introduces a total signalling overhead of 37% for session 
setup. The total overhead recorded for session termination is 40%. Notably, while the increase in 
session termination is larger in terms of percentages, the actual number of additional messages 
for session setup is larger, recording 22 additional messages compared to only four extra 
messages for termination. 
 
6.2 Evaluation of Presence-enhanced Session Continuity  
The previous section evaluates the prototype implementation of the session continuity 
service as specified by 3GPP. This section evaluates the enhanced session continuity service 
proposed in Chapter 4. The evaluation is performed using a theoretical analysis of the scenario 
described in Chapter 4. The illustration is shown again in Figure 46 for ease of reference. 
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Figure 46 Enhanced Session Continuity Scenario (Recap of Fig. 29) 
 86
The analysis focuses on key impact areas of session signalling to determine if there are 
adverse effects introduced by the enhancement. 
6.2.1 Impact on Service Deployment 
The integration of presence functionality only requires modifications to the application 
server hosting the service, and presence capabilities on the user’s UEs subscribed to the 
enhanced service. Users not subscribed to the service enhancement are not impacted. Operators 
can therefore seamlessly integrate the service enhancement into already deployed session 
continuity servers. 
6.2.2 Impact on Service Invocation 
There are two possible ways of invoking the enhanced service functionality. A possible 
method is to deploy a specific service profile for the enhanced session continuity service, and a 
separate profile for the basic service. Users would then subscribe to either service explicitly. 
An alternative approach is to deploy the presence enhancement on all session continuity 
servers. The UEs would then indicate support for the enhanced session continuity service, 
"ensecon", using normal SIP supported extensions mechanism, i.e. by including the service 
identifier, "ensecon”, in the "Supported” header field of a SIP request as indicated below: 
Supported: ensecon  
6.2.3 Impact on Service Interworking 
The enhanced session continuity server interworks with the presence server using normal 
presence mechanisms. The presence server requires no modifications, and is therefore not 
adversely impacted by interworking with the session continuity service.  
6.2.4 Impact on Signalling Overhead 
The earlier sections of the chapter investigated the signalling overhead due to session 
continuity. Additional impact due to the presence enhancement was evaluated using a qualitative 
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analysis. The user’s presence information watched by the enhanced session continuity server is 
very dynamic and changes in a non–deterministic fashion. Quantitative measures of additional 
signalling overheads will thus only give insight into the specific scenario under investigation. 
This thesis, therefore, only performs a qualitative evaluation of the service enhancement.  
The user experience is enriched with new functionality that allows session transfers to be 
affected by the user’s dynamic presence information. The presence functionality is already a 
generally supported feature of most end user devices. In addition, the additional presence 
signalling for session continuity purposes is required on an occasional basis when transfers are 
performed. This implies minimal adverse effect on the user experience due to the service 
enhancement.   
 
6.3 Results Analysis and Chapter Discussion 
This chapter has presented a detailed yet comprehensive analysis of the IMS session 
continuity service, based on the implemented prototype service on a practical IMS testbed. It 
outlined the impact of this service on various IMS signalling interactions, and the associated user 
experience. For basic session initiation, i.e. without session continuity signalling, the evaluations 
using heterogeneous networks revealed wireless access to incur the largest signalling delay. In 
comparison, wired access (fast Ethernet to fast Ethernet) had the least session setup delays 
compared to the WLAN and WiMAX combinations. Similar results were obtained for session 
termination, with the wired access incurring the least delays.  
Introduction of the session continuity server in the signalling path contributes additional 
delays to both session setup and session termination. For session transfers, the effect of 
heterogeneous access on the signalling delay was observed from the larger delays incurred when 
the devices were connected using WiMAX in comparison to WLAN access.  
The chapter further evaluated the additional service enhancement introduced in Chapter 4 
using a typical use case scenario. This additional functionality upgrade was found to enrich the 
user experience without significant adverse effects from both the user perspective, and the 
network operator in terms of extensive technical requirements or modifications of existing 
infrastructure.  
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Chapter 7 Conclusions and Recommendations 
This thesis has performed an in-depth investigation of the envisaged IMS session 
continuity service. Specifically, it has explored the practical feasibility of the service and its 
impact on IMS user experience. A future outlook for service enhancements was also 
investigated. This chapter presents the conclusions drawn from the thesis and a summary of the 
contributions. The chapter ends with recommendations for further study. 
 
7.1 Conclusions 
7.1.1 The Role of Standardization on Session Continuity  
Session continuity, or explicitly, ensuring the seamless continuity of a multimedia session 
during mobility events, is a significant challenge, particularly, when it is required across 
heterogeneous access networks or devices with different capabilities. While a lot of research has 
explored different aspects of this challenge, the majority of proposals have different focus areas, 
and typically have very limited scope individually. Standardization efforts from 3GPP on IMS 
service continuity have identified a harmonious approach to handling the continuity of 
multimedia sessions during mobility events. The practical implementation and testbed 
evaluations performed in this thesis, have provided qualitative and quantitative data supporting 
this service architecture.  
7.1.2 IMS-based Service Deployment 
The rapid development and deployment of different services and applications in the Web 
(and now Web 2.0) environment, has placed significant pressure on the adoption of IMS. 
Particularly, the value proposition and service differentiation of IMS-based services versus the 
large array of innovative and rapidly adopted web services requires significant attention. 
Rigorous evaluations of IMS-based services, as performed in this thesis, provide clear 
indications of achievable service quality levels. This allows operators to guarantee specific 
quality of service levels, differentiating their services from the best-effort model used in the web 
environment. 
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7.1.3 Enriched User Experience through Service Integration 
In order to attract users to IMS-based services, enriched and integrated services 
comprising innovative features and functionalities and assured quality of service levels, will 
allow service providers to offer a compelling value proposition to even the most sceptical Web 
2.0 users.  
The thesis has explored a novel service enhancement to the 3GPP-specified IMS-based 
session continuity service. It illustrated an interworking model incorporating the use of presence 
mechanisms, the session transfer operator policy, and user preferences to control session 
transfers. The evaluations revealed that the basic session continuity service and its presence-
enhanced version have minimal impact on the various IMS signalling scenarios and service 
deployment. The model ensured a seamless integration of the enhancement, providing subscribed 
users with an enriched experience without adversely affecting existing infrastructure, 
unsupported devices, or unsubscribed users. 
 
7.2 Recommendations and Future Work 
This thesis has established an essential and timely point of departure for further research 
on IMS service continuity. The practical evaluations performed support the theoretical feasibility 
of this service. However, while the thesis has also explored a possible evolutionary path for the 
further development and enhancement of the service, there is still significant scope for further 
research in this area. 
 
7.2.1 Evaluations of PS-CS Session Continuity Scenarios 
The 3GPP system is undergoing evolution to fully IP-based network architecture, i.e. the 
Long Term Evolution (LTE) of both the Core network and Radio access network. The thesis 
focused on inter-device session continuity in a heterogeneous access networks environment 
using packet switched networks. IMS service continuity, however, extends to session continuity 
between packet switched and circuit switched systems using IMS Centralized Services 
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mechanisms. Further research should investigate scenarios whereby multimedia sessions are 
transferred between the circuit switched and packet switched domains.  
 
7.2.2 Service Evaluations for the Media Plane  
The service evaluations mainly focused on the impact of service continuity on the 
signalling plane. Further study should focus on the impact of session continuity on media flow 
during a communication session. Media plane issues such as media adaptation and device 
capability exchange during inter-device session transfers should be investigated further.  
 
7.2.3 Charging and Session Continuity  
Session continuity in the IMS is provided as a service explicitly subscribed to by end 
users. As a service, charging models for this service are yet to be developed. Further research 
should investigate ways of how, or if, users should be billed when subscribing to the service. The 
research should particularly focus on the effect these charging models have on the service uptake 
by users. In addition, charging implications for session transfers across different administrative 
domains should be investigated.  
 
7.2.4 Quantitative Evaluation of the Presence Enhancement 
The thesis proposed an evolutionary path for the session continuity service, through 
interworking or integration of presence mechanisms. While qualitative evaluations where 
performed on this enhancement, further research should investigate the value, if any, of a 
quantitative impact analysis of this service enhancement. The dynamic and non-deterministic 
changes of presence status information make it considerably difficult to determine a consistent 
signalling overhead due to the presence enhancement. Further research should investigate the use 
of sample historical data of presence status updates, and determine conclusively and 
quantitatively, the signalling overhead due to the presence enhancement.  
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