We consider the Bayesian approach to linear inverse problems when the underlying operator depends on an unknown parameter. Allowing for finite dimensional as well as infinite dimensional parameters, the theory covers several models with different levels of uncertainty in the operator. Using product priors, we prove contraction rates for the posterior distribution which coincide with the optimal convergence rates up to logarithmic factors. In order to adapt to the unknown smoothness, an empirical Bayes procedure is constructed based on Lepski's method. The procedure is illustrated in numerical examples.
Introduction
Bayesian procedures to solve inverse problems became increasingly popular in the last years, cf. Stuart [25] . In the inverse problem literature the underlying operator of the forward problem is typically assumed to be known. In practice, there might however be some uncertainty in the operator. Typical examples are unknown parameters in a PDE whose initial value shall be recovered or unknown kernels in deconvolution problems. In these cases this additional source of uncertainty has to be taken into account by the Bayesian method. While there are some frequentist approaches in the statistical literature to solve inverse problems with an unknown operator, the Bayesian point of view has not yet been analysed. The aim of this work is to fill this gap.
Let f ∈ L 2 (D) be a function on a domain D ⊆ R d and K ϑ : L 2 (D) → L 2 (Q), Q ⊆ R q , be an injective, continuous linear operator depending on some parameter ϑ ∈ Θ. We consider the linear inverse problem Y = K ϑ f + εZ, (1.1) where Z Gaussian white noise in L 2 (Q) and ε > 0 is the noise level which converges to zero asymptotically. If the operator K ϑ is known, the inverse problem to recover f non-parametrically, i.e. as element of the infinite dimensional space L 2 (D), from the observation Y is well studied, see for instance Cavalier [4] . The Bayesian approach has been analysed by Knapik et al. [17] with Gaussian priors, by Ray [24] non-conjugate priors and many subsequent articles including [1, 2, 16, 18] . Also non-linear inverse problems has been successfully solved via Bayesian methods, for example, [3, 7, 21, 22, 23, 28] .
Focussing on linear inverse problems, we will extend the Bayesian methodology to unknown operators. To this end, the unknown parameter ϑ ∈ Θ is introduced in (1.1) where K ϑ may depend non-linearly on ϑ. The target function f is then in general non-identifiable and we require some extra information. Supposing the parameter set Θ is (a subset of) some Hilbert space, we consider the additional observation T = ϑ + δW (1.2) where W is white noise on Θ, independent of Z, and δ > 0 is some noise level. Thereby, ϑ is considered as a nuisance parameter and we will not impose any regularity assumptions on ϑ. Our aim is the estimation of f from the observations (1.1) and (1.2).
This setting includes several exemplary models with different levels of uncertainty in the operator K ϑ :
A If Θ ⊆ R p , we have a parametric characterization of the operator K ϑ and T can be understood as an independent estimator for ϑ. [5] have studied the case where the eigenfunctions of K ϑ are known, but only noisy observations of the singular values, say (ρ k ) k 1 , are observed: T k = ρ k + δW k , k 1, with i.i.d. standard normal (W k ) k . In this case Θ = 2 , supposing K ϑ is Hilbert-Schmidt, and ϑ = (ρ k ) k is the sequences of singular values of K ϑ . C Efromovich and Koltchinskii [9] as well as Hoffmann and Reiß [13] have assumed the operator as completely unknown and considered additional observations of the form
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where the operator L is blurred by some independent white noise W on the space of linear operators from L 2 (D) to L 2 (Q) with some noise level δ. Fixing basis (e k ) and (h k ) of L 2 (D) and L 2 (Q), respectively, K is characterised by the infinite matrix ϑ = ( Ke k , h l ) k,l 1 ∈ R N 2 and W can be identified with the random matrix ( W e k , g l ) k,l 1 consisting of i.i.d. standard Gaussian entries.
Note that the just mentioned articles [5, 9, 13] investigate non-Bayesian procedures. We will take a frequentist point of view and assume the observations are generated under some true, but unknown f 0 ∈ L 2 (D) and ϑ 0 ∈ Θ. We will first identify general conditions on a prior Π on L 2 (D) × Θ under which the posterior distribution Π(f ∈ ·|Y, T ) for f concentrates in a neighbourhood of f 0 with a certain contraction rate ξ ε,δ . A first important insight is that the difficulty to recover f from (Y, T ) is same in all three above mentioned models. The proof of the contraction result follows general principles developed by Ghosal et al. [10] and requires, firstly, a so-called small ball probability condition to ensure that the prior puts some minimal weight in a neighbourhood of the truth and, secondly, the construction of tests for the hypothesis H 0 : f = f 0 against the alternative
The main difficulty is that without structural assumptions on Θ, e.g. if Θ = 2 , an infinite dimensional nuisance parameter ϑ cannot be consistently estimated. We thus cannot expect a concentration of Π(ϑ ∈ ·|Y, T ). Why should then Π(K ϑ f ∈ ·|Y, T ) concentrate around the truth? Fortunately, K ϑ0 f 0 is regular, such that a finite dimensional projection suffices to reconstruct f 0 with high accuracy. Under the reasonable assumption that the projection of K ϑ0 depends only on a finite dimensional projection P ϑ 0 of ϑ 0 , we can indeed estimate f 0 without estimating the full ϑ 0 . Similarly, we show in the Bayesian setting that a concentration of this finite dimensional projection P ϑ is sufficient which results a small ball probability condition depending only on f and P ϑ. To construct the above mentioned test, we follow Giné and Nickl [11] and use a plug-in test based on a frequentist estimator. The latter is obtained by the Galerkin projection method, as proposed in [9, 13] for the Model C.
The conditions of the general result are verified in the mildly ill-posed case and in the severely ill-posed case, assuming some Sobolev regularity of f 0 . To this end, we use a truncated product prior of f and a product prior on ϑ. Choosing the truncation level J of prior in an optimal way, the resulting contraction rates coincide with the minimax optimal rates which are known in several models up to logarithmic factors. These rates are indeed the same as for the known parameter case, cf. Ray [24] , if δ = O(ε).
Since the optimal level J depends on the unknown regularity s of f 0 , a data-driven procedure to select J is desirable. There are basically two ways to tackle this problem. Setting a hyper prior on s, a hierarchical Bayes procedure could be considered. Alternatively, although not purely Bayesian, we can try to select some J empirically from the observations Y, T and then use this J in the Bayes procedure. Both possibilities are only rarely studied for inverse problems. Using known operators, the few articles on this topic include Knapik et al. [16] considering both constructions with a Gaussian prior on f and Ray [24] who has considered a sieve prior which could be interpreted as hierarchical Bayes procedure. We will follow the second path and choose J empirically using Lepski's method [19] which yields an easy to implement procedure (note that [16] used a maximum likelihood approach to estimate s). We prove that the final adaptive procedure attains the same rate as the optimized non-adaptive method.
This paper is organised as follows: The posterior distribution is derived in Section 2. The general contraction theorem is presented in Section 3. In Section 4 specific rates for Sobolev regular functions f in the mildly and the severely case are determined using a truncated product prior. An adaptive choice of the truncation level is constructed in Section 5. In Section 6 we discuss the implementation of the Bayes method using a Markov chain Monte Carlo algorithm and illustrate the method in two numerical examples. All proofs are postponed to Section 7. The first two on Bayesian inverse problems in Cambridge and in Leiden lead to my interest for this problem. On the third conference in Luminy on the honour of Oleg Lepski's and Alexandre B. Tsybakov's 60th birthday, I realised that Lepski's method can be used to construct an empirical Bayes procedure. I want to thank the organisers of the these three conferences.
Setting and posterior distribution
For simplicity we suppose
and assume K ϑ to be selfadjoint. In view of the above examples and noting that any operator K ϑ can be described by the infinite matrix ( K ϑ ϕ j , ϕ k ) j,k 1 we may also assume that Θ ⊆ 2 . Let us fix some notation: ·, · and · denote the scalar product and the norm of L 2 or Θ. We write x y if there is some universal constant C > 0 such that x Cy. If x y and y x we write x y.
We recall that noise process Z in (1.1) is the standard iso-normal process, i.e. g, Z is N (0, g 2 )-distributed for any g ∈ L 2 and covariances are given by
We write Z ∼ N (0, ε Id). Note that Z cannot be realised as an element of L 2 , but only as an Gaussian process g → g, Z . The observation scheme (1.1) is equivalent to observing
Choosing an orthonormal basis (ϕ k ) k 1 , we obtain the series representation
Note that the distribution of (Z k ) does not depend on ϑ. If K ϑ is compact, it might be tempting to choose (ϕ k ) from the singular value decomposition (SVD) of K ϑ simplifying K ϑ f, ϕ k . However, such a basis of eigenfunctions will in general depend on the unknown ϑ and thus cannot be used.
By Kakutani's theorem, cf. Da Prato [6, Theorem 2.7], P ϑ,f is equivalent to the law
2 ) of the white noise εZ. Writing K ϑ f, Z := k 1 K ϑ f, ϕ k Z k with some abuse of notation, since Z is not in L 2 , we obtain the density
where we have used Y k = εZ k under P Y 0 for the second equality. Similarly, the distribution of T is given by P
Therefore, the likelihood of the observations (Y, T ) with respect to
Applying a prior Π on the parameter (ϑ, f ) ∈ Θ × L 2 , we obtain the posterior distribution
with the Borel-σ-algebra B on L 2 × Θ. Under the frequentist assumption that Y and T are generated under some f 0 and ϑ 0 , respectively, we obtain the representation
for the density
Note that even if a Gaussian prior is chosen, the posterior distribution is in general not Gaussian, since ϑ → K ϑ might be non-linear. Hence, the posterior distribution cannot be explicitly calculated in most cases, but has to be approximated by an MCMC algorithm, see for instance Tierney [27] and Section 6.
Contraction rates
Taking a frequentist point of view, we assume that the observations (1.1) and (1.2) are generated by some fixed unknown f 0 ∈ L 2 and ϑ 0 ∈ Θ. As a first main result the following theorem gives general conditions on the prior which ensure a contraction rate for the posterior distribution from (2.3) around the true f 0 .
Let (ϕ (j,l) : j ∈ I, l ∈ Z j ) be an orthonormal basis of L 2 . We use here the double-index notation which is especially common for wavelet bases, but also the single-indexed notation is included if Z j contains only one element. For any index k = (j, l) we write |k| := j. Let moreover V j = span{ϕ k : |k| j} be a sequence of approximation spaces with dimensions d j ∈ N associated to (ϕ k ). We impose the following compatibility assumption on (ϕ k ):
If K ϑ is compact and admits an orthonormal basis of eigenfunction (e k ) k 1 being independent of ϑ, then this is assumption is trivially satisfied for (ϕ k ) = (e k ) and m = 0. On the other hand this assumption allows for more flexibility for the considered approximation spaces and can be compared to Condition 1 by Ray [24] . As a typical example, the in general ϑ depended eigenfunctions (e ϑ,k ) k of K ϑ may be the trigonometric basis of L 2 while V j are generated by bandlimited wavelets. In other examples Assumption 1 could be verified without knowing the SVD of K ϑ , for instance, if K ϑ f = g ϑ * f is a convolution operator with a kernel g ϑ whose Fourier transform has compact support, then the assumption is again satisfied for a band-limited wavelet basis.
Having (ϕ k ) and thus V j fixed, we write A Vj →Vj := sup v∈Vj , v =1 Av for the operator norm for any bounded linear operator A : V j → V j where V j is equipped with the L 2 -norm. We denote by P j the orthognal projection of L 2 onto V j and define the operator
Moreover, let K ϑ,j be Lipschitz continuous with respect to ϑ in the following sense:
where L > 0 is a constant and · j is a norm on P j Θ. We suppose that the norm · j satisfies
Although projections on L 2 and on Θ are both denoted by P j , it will be always clear from the context which is used such that this abuse of notation is quite convenient. Since K ϑ,j is fully described by a d j × d j matrix, we naturally have the upper bound l j d 2 j . Let us illustrate the previous assumption in the models A,B and C from the introduction:
1. In Model A where Θ ⊆ R p , with a fixed p ∈ N, is a finite dimensional parameter space we may choose P j = Id and · j = | · | as the Euclidean distance on R p leading to the Lipschitz
the Gaussian concentration of W .
2. In Model B let K ϑ be compact and let (e i ) i 1 be an orthonormal basis consisting of eigenfunctions with corresponding eigenvectors (ρ ϑ,i ) i 1 and (ϕ k ) a wavelet basis fulfilling
We thus choose l j = C2 dj d j and · j as the supremum norm on P j Θ. Since W k are i.i.d. Gaussian, we have for some c > 0
Therefore, Assumption 2 is satisfied.
3. In Model C the projected operators K ϑ,j are given by R dj ×dj matrices and · j can be chosen as the operator norm or spectral norm of these matrices. The Lipschitz condition is then obviously satisfied. Moreover P j W P j is a R dj ×dj random matrix where all entries are i.i.d. N (0, 1) random variables. A standard result for i.i.d. random matrices is the bound E[ P j W P Finally, the degree of ill-posedness of K ϑ can be quantified by the smoothing effect of the operator:
Recall that the nuisance parameter ϑ cannot be consistently estimated without additional assumptions. Therefore, we study the contraction rate of the marginal posterior distribution Π(f ∈ ·|Y, T ). While we allow for a general prior Π f on L 2 for f , we will use a product prior on ϑ. For densities β k on R we thus consider prior distributions of the form
Theorem 5. Consider the model (1.1), (1.2) generated by some f 0 ∈ L 2 and ϑ 0 ∈ Θ with ε = ε n → 0 and δ = δ n → 0 for n → ∞, respectively, and let Assumptions 1, 2 and 4 be satisfied. Let Π n be a sequence of prior distributions of the form (3.1) on the Borel-σ-algebra on L 2 × Θ. Let (κ n ), (ξ n ) two positive sequences converging to zero and (j n ) a sequence of integers with j n → ∞. Suppose κ n /(ε n ∨ δ n ) → ∞ as n → ∞ as well as
Moreover assume for sufficiently large n
Then there exists a finite constant D > 0 such that the posterior distribution from (2.3) satisfies
as n → ∞ in P f0,ϑ0 -probability.
This result is similarly to Ray [24, Theorem 2.1] who has proven a corresponding theorem for known operators. However, the contraction rate is now determined by the maximum ε ∨ δ instead of ε, which is natural in view of the results by Hoffmann and Reiß [13] who have included the case δ > ε in their frequentist analysis. While ξ n corresponds to a bound of the classical bias, κ n /σ jn is the order of the stochastic error. In particular, we recover the ill-posedness due to σ jn → 0 in the denominator. To obtain the best possible contraction rate, we need to choose j n in way that ensures that ξ n is close to κ n /σ jn , i.e., we will balance the deterministic and the stochastic error.
Compared to the known operator case from [24] , we observe a modified condition on the small ball probabilities (3.3) which may require some discussion: Firstly, the maximum of ε and δ on the right-hand side within the probability introduces some difficulties. The prior has to weight a smaller neighbourhood of K ϑ0 f 0 or ϑ 0 , respectively, depending on whether ε is smaller than δ or the other way around. If, for instance, ε < δ the contraction rate is determined by δ but the prior has to put enough probability to the smaller ε-ball around K ϑ0 f 0 . We see such effects also in the construction of lower bounds, cf. [13] , where we may have in the extreme case a δ distance between f and f 0 while K ϑ0 f 0 = K ϑ f . Secondly, (3.3) depends only on finite dimensional projections of both K ϑ f and ϑ. This is particularly important as we do not assume any regularity conditions on ϑ such that we cannot expect the projection remainder (Id −P j+m )ϑ to be small. To allow for this relaxed small ball probability condition, the contraction rate is restricted to the set V j . The result can be extended to L 2 by appropriate constructions of the prior, in particular, if the support of Π n is contained in V j we can immediately replace V j by L 2 in (3.4). Another possibility are general product prior if the basis is chosen according to the singular value decomposition of K ϑ .
As 
vs.
To this end, we first study a frequentist estimator of f which then allows to construct a plug in test as proposed by Giné and Nickl [11] . The natural estimator for ϑ is T itself. In order to estimate f we use a linear Galerkin method based on the perturbed operator K T similar to the approaches in [9, 13] . We thus aim for a solution
For v ∈ {ϕ k : |k| j}, we obtain a system of linear equations depending only on the projected operator K T,j . There is a unique solution if K T,j is invertible. Noting that for the unperturbed operator K ϑ,j Assumption 4 implies K
(cf. Lemma 13 below), we set
for a projection level j and a cut-off parameter τ > 0. Adopting ideas from [11, 13] , we obtain the following non-asymptotic concentration result for the estimator f j .
Under Assumptions 2 and 4 there are constants c, C > 0 such that, if δσ
Note that some care will be needed to analyse the above mentioned tests since also the stochastic error term σ −1 j ( f ∨ 1)κ depends on the unknown function f and, for instance, a Gaussian prior on f will not sufficiently concentrate on a fixed ball {f ∈ L 2 : f R}.
A truncated product prior and the resulting rates
For the ease of clarity we fix a (S-regular) wavelet basis (ϕ k ) k∈{−1,0,1,... }×Z of L 2 with the associated approximation spaces V j = span{ϕ k : |k| j} where we write |k| = |(j, l)| = j as before. Investigating a bounded domain D ⊆ R d , we have in particular d j 2 jd . The regularity of f will be measured in the Sobolev balls
We will use Jackson's inequality and the Bernstein inequality: For −S < s t < S and f ∈ H s , g ∈ V j we have
Remark 7. The subsequent analysis applies also to the trigonometric as well as the sine basis in the case of periodic functions. Considering more specifically
, it is then easy to see that the inequalities (4.2) are satisfied for
j is replaced by j. Alternatively we may set V j = span{ϕ 1 , . . . , ϕ 2 j } which gives exactly (4.2).
For ϑ we use the product prior as in (3.1) with a fixed density β k = β. For f we also a apply a product prior. More precisely, we take a prior Π f determined by the random series
for a sequence (τ j ) j −1 , i.i.d. random coefficients Φ k (independent of ϑ k ) distributed according to a density α and a cut-off J ∈ N. Hence,
Under appropriate conditions on the distributions α, β and on J we will verify the conditions of Theorem 5.
Assumption 8. There are constants γ, Γ > 0 such that the densities α and β satisfy
Assumption 8 is very weak and is satisfied for many distributions with unbounded support, for example, Gaussian, Cauchy, Laplace distributions or Student's t-distribution. A consequence of the previous assumption is that any random variable Φ with probability density α (or β) satisfies
cf. Ray [24, estimate (5.2) ]. This lower bound will be helpful to verify the small ball probabilities (3.3).
To apply Theorem 5, we choose J = j n to ensure that the support of Π f lies in {f ∈ F :
Note that the optimal j n is not known in practice. We will discuss the a data-driven choice of J in Section 5. Alternatively to truncating the random series for f , the small bias condition could be satisfied if (τ j ) decays sufficiently fast and α has bounded support, as it is the case for uniform wavelet priors.
We start with the mildly ill-posed case imposing σ j = 2 −jt for some t > 0 in Assumption 4. In this case the operators K ϑ are naturally adapted to Sobolev scale, since then K ϑ : 
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Cj for constants c, C > 0 and some 0 < s 0 < s satisfies for any f 0 ∈ H s (R) and
with some constant D > 0 and in P f0,ϑ0 -probability.
Remark 10. This theorem is restricted to the case ε δ. However, its proof shows that in the special case where m = 0, for instance, if (ϕ k ) are eigenfunctions, the condition ε η δ ε can be weakened to log δ log ε, which also allows for ε < δ. The second restriction is l j 2 jd which is especially satisfied in the model B of unknown eigenvalues in the singular value decomposition of K ϑ . Larger l j could be incorporated if we put some structure on Θ which allows for applying a different prior on ϑ with better concentration of P j ϑ.
The contraction rate coincides with the minimax optimal convergence rate, as determined in [5, 13] for specific settings of ϑ → K ϑ , up to the logarithmic term. The conditions on τ j are very weak and allow for a large flexibility in the choice of prior, particularly, a constant τ j = 1 for all j is included. In contrast, the choice of the cut-off parameter J is crucial and depends on the regularity s of f 0 and the ill-posedness t of the operator.
In the severely ill-posed case the contraction rates deteriorates to a logarithmic dependence on ε ∨ δ and coincide again with the minimax optimal rate. Theorem 11. Let log ε log δ and let Assumptions 1, 2, Assumption 4 with σ j = exp(−r2 jt ) for some r, t > 0 as well as Assumption 8 be fulfilled. Then the posterior distribution from (2.3) with prior given by (4.3) where J is chosen such that
Adaptation via empirical Bayes
We saw above that the choice of the projection level J of the prior depends on the unknown regularity s (and the ill-posedness t) in order to achieve the optimal rate. We will now discuss how J can be chosen purely data-driven resulting in an empirical Bayes procedure that adapts on s. Noting that choice of J in Theorem 11 is already independent of s, we focus on the mildly ill-posed case and δ ε. The method is based on the observation that all conditions on the level j n in Theorem 5 are monotone (in the sense that they are also satisfied for all j smaller than the optimal j n ) except for the bias condition on f 0 − P jn f 0 ξ n . Given the optimal, called oracle, level J o = j n the result in Theorem 9 continuous to hold for any, empirically chosen J satisfying
To find J, we use Lepski's method [19] which is generally known for these two properties.
In Proposition 6 we saw that the variance of the estimator f j from (3.5) is of the order
2jt+jd . For some fixed lower bound s 0 on the regularity s of f 0 ∈ H s let
where x denotes be the largest integer smaller than x. The choice of J ε allows for applying the concentration inequality from Propotion 6 to all f j with j J ε . We then choose
for a constant ∆ > 0 which can be chosen by the practitioner. The idea of the choice J is as follows: Starting with large j the projection estimator f j has a small bias, but a standard deviation of order ε2 j(t+d/2) . Decreasing j lowers the variance while the bias increases. At the point where there is some i > j such that f i − f 0 + f j − f 0 f i − f j is larger than the order of the variance the bias starts dominating the estimation error. At this point we stop lowering j and select J. 
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with some constant D > 0, χ = (4s + 2t + d)/(2s + 2t + d) and in P f0,ϑ0 -probability.
Note that the empirical Bayes procedure is adaptive with respect to s and the Sobolev radius R. Compared to Theorem 9 where the oracle choice for J is used, we only lose a logarithmic factor for adaptivity.
Examples and Simulations

Heat equation with unknown diffusivity parameter
To illustrate the previous theory, we consider the heat equation
with Dirichlet boundary condition at x = 0 and x = 1 and some initial value function f ∈ L 2 ([0, 1]) satisfying f (0) = f (1) = 0. Different to [18, 24] we take into account an unknown diffusivity parameter ϑ > 0. A solution to (6.1) is observed at some time t > 0
The aim is to recover f from Y . The solution u(·, t) depends linearly on f via an operator K ϑ which is diagonolised by the sine basis
building a system of eigenfunctions of the Laplace operator. The corresponding eigenvalues of K ϑ are given by ρ ϑ,k := e −ϑπ 2 k 2 t , k 1, and we obtain the singular value decomposition
Note that K ϑ depends on ϑ only via its eigenvalues ρ ϑ,k while the eigenfunctions and thus the considered basis is independent of ϑ. Moreover the dependence of ρ ϑ,k on ϑ is non-linear. From the decay of the eigenvalues we see that the resulting inverse problem is severely ill-posed with σ j = exp(−ϑπ 2 tj 2 ). Since we can easily construct pairs (ϑ, f ) and (ϑ , f ) with K ϑ f = K ϑ f , the function f is indeed not identifiable only based on the observation Y and we need the additional observation T = ϑ + δW for some W ∼ N (0, 1).
Since the eigenfunctions are independent of ϑ, we can choose the basis ϕ k = e k thanks to Remark 7. We moreover select both prior densities α and β as centred normal densities with some fixed variances τ 2 and σ 2 . In our numerical example we set t = 0.1,
reproducing the same setting as considered in [18] , but taking the unknown ϑ into account. The Fourier coefficients of f 0 with respect to the sine series ϕ k are given by
By the decay of the coefficient, we have f 0,k ∈ H s for every s < 5/2. To implement our Bayes procedure, we need to sample from the posterior distribution which is not explicitly accessible. Fortunately, using independent normal N (0, τ 2 ) priors on the coefficients f k = f, ϕ k , we see from (2.2) that at least the conditional posterior distribution of f given ϑ, Y, T can be explicitly computed as
(6.4)
Profiting from this known conditional posterior distribution, we use a Gibbs sampler to draw (approximately) from the unconditional posterior distribution of f given Y, T , cf. [27] . Given some initial ϑ (0) , the algorithm alternates between draws from
The second conditional distribution is not explicitly given, due to the non-linear dependence of ρ ϑ,k from ϑ. We apply a standard Metropolis-Hastings algorithm to approximate the distribution of ϑ|f, Y, T using a random walk with N (0, v 2 ) increments as proposal chain. A similar Metropolis-within-Gibbs method has been used in [16] in a comparable simulation task. Using the sequence (ϑ (i) ) i from this algorithm, the final Markov chain Monte Carlo (MCMC) approximation of Π(f ∈ ·|Y, T ) is then given by an average
for sufficiently large B, M, l ∈ N, where we again profit from the explicitly given conditional posterior distribution (6.4). Figure 1 shows the typical posterior mean and 20 draws from the posterior distribution in a simulation using ε = δ = 10 −6 and 10 −8 . In both cases the projection level is chosen as J = 4 − log(ε). Especially for the smaller noise level, the common intersections of all sampled functions are conspicuous. They reflect a quite low variance of the posterior distribution in the first coefficients compared to a relatively large variance already for f 4 due to the severe ill-posedness, cf. (6.4).
As a reference estimator the Galerkin projector f J from (3.5) is plotted, too. We see that for ε = 10 −6 the posterior mean is much closer to the true function while for ε = 10 −8 both coincide almost perfectly. As shown by the theory, the figure illustrates that the posterior distribution concentrates around the truth for smaller noise levels. Monte Carlo simulations based on 500 iterations yield a root mean integrated squared error (RMISE) 0.3353 and 0.0512 for ε = 10
and ε = 10 −8 , respectively. For the posterior mean of ϑ we observe a root mean squared error of approximately 1.0 · 10 −6 and 9.7 · 10 −9 , respectively.
Deconvolution with unknown kernel
Another example is the deconvolution problem occurring for instance in image processing, cf. Johnstone et al. [15] . The aim is to recover some unknown 1-periodic function f from the observations where g ϑ ∈ L 2 is some 1-periodic convolution kernel (more general it might be a signed measure). Since the convolution operator K ϑ is smoothing, the inverse problem is ill-posed. In many applications the kernel g ϑ might not be known. In a density estimation setting this problem as already been intensively investigated, cf. [8, 14, 20] among others. However, the Bayesian perspective on this problem seem not thoroughly studied.
We consider the trigonometric basis
with the corresponding approximation spaces V J = span(ϕ j : j J, l ∈ {0, 1}). Assuming g ϑ is symmetric, we have g ϑ , ϕ j,0 = 0 and we have
by the angle sum identities (for non-symmetric kernels K ϑ could be diagonolised by the complex valued Fourier basis). We thus obtain the singular value decomposition
Depending on the regularity of g and thus the decay of g ϑ , ϕ j,1 the problem is mildly or severely ill-posed.
While in the most general case we may have g ϑ = ϑ parametrised by all (symmetric) 1-periodic kernels ϑ, in our simulation example we consider the family of periodic Laplace kernels given by
with constant C ϑ = 2ϑ(1 + e −1/(2ϑ) ) and some unknown bandwidth ϑ ∈ (0, 1) and we have for k ∈ N × {0, 1}
In particular, we have two degree of illposedness. We moreover fix ϑ 0 = 0.1 and use f 0 from (6.3). Using the again Gaussian product priors for f and ϑ, the posterior distribution can be approximated as described in Section 6.1. To implement the empirical Bayes procedure with the trigonometric basis and corresponding approximation spaces V j = span(ϕ k : |k| j), we need to replace 2 j by 2j as mentioned in Remark 7. Choosing some b > 1 and setting
for some lower bound s 0 s, the selection rule then reads as
For ε = δ = 10 −3 a typical trajectory of the posterior mean and again 20 draws from the posterior are presented in Figure 2 where the Lepski rule has chosen J = 5 (i.e. 11 basis functions). The posterior mean and the Galerkin projector basically coincide again. We see a much better concentration of the posterior distribution than in the severely ill-posed case discussed previously. Additionally, a histogram based on 200 draws of ϑ from the posterior distribution is given in Figure 2 where we see a small negative bias, but a good concentration. In a Monte Carlo simulation based on 500 iterations in this setting the posterior mean for f achieved a RMISE of 0.0186 which is approximately 1.4% of f 0 . The Lepski method has chosen J in {4, 5} with relative frequency 0.85. The posterior mean for ϑ has a root mean squared error of 0.0013.
Proofs
Lemma 13. Under Assumption 4 we have K
Proof. For g ∈ V j the function h = K −1 ϑ,j g ∈ V j is given by the unique solution to the linear system
for all v ∈ V j .
Assumption 4 then yields
Therefore,
ϑ,j g Q g holds true for all g ∈ V j .
Proof of Proposition 6
To simplify the notation, we abbreviate P = P f,ϑ in the sequel. We define the operator ∆ T,j := K T,j − K ϑ,j and set for γ ∈ (0, 1 − Q/τ )
ϑ,j ∆ T,j Vj →Vj γ}.
Lemma 13 yields
Under Assumption 2, we have due to the condition δσ
We thus may restrict on Ω T,j on which the operator
where we used Lemma 13 in the last step. Hence, for γ 1−Q/τ we have
The first term is the usual bias. For the second term in (7.1) we write on Ω T,j
To deduce a concentration inequality for P j Z , we proceed as proposed in [11] : For a countable dense subset B of the unit ball in L 2 , we have P j Z = sup f ∈B P j Z(f ) . The Borell-SudakovTsirelson inequality [12, Thm. 2.5.8] yields for any κ > 0
with σ
and d j ε −2 κ 2 , we find for some constant C > 0
Under Assumption 2 and due to d j δ −2 κ 2 , we analogously obtain
In combination with (7.2), the asserted concentration inequality is proven.
Proof of Theorem 5
We proof the theorem in two steps.
Step 1: We construct tests
Based on the estimator f j from (3.5), we set
for a constant D 1 2Cc 2 √ C 1 + 4R + 2C 0 ξ n with the constant C from Proposition 6. Due to Proposition 6 and κ n /σ jn c 2 ξ n , we then have
On the alternative set D = D 2 (1 + R) for some constant D 2 . For any ϑ ∈ Θ and any f ∈ F n with f − f 0
where the last inequality holds for
Step 2: Since E f0,ϑ0 [Ψ n ] → 0, it suffices to prove that
→ 0 in P f0,ϑ0 -probability.
Due to Assumption 1, we have
Since we assume that K ϑ,j+m depends only on P j+m ϑ = (ϑ 1 , . . . , ϑ lj+m ) and Π is a product prior in (ϑ k ), we may rewrite
Note that the latter is the density of the law of (Y , T ) where Y = P j+m K ϑ f +(Id −P j+m )K ϑ0 f 0 + εZ and T = P j+m ϑ + (Id −P j+m )ϑ 0 + δW with respect to P Y ϑ0,f0 ⊗ P T ϑ0 . By construction we have Ψ n (Y, T ) = Ψ n (Y , T ). Therefore, we can proceed as in the proof of the Theorems 7.3.1 and 7.3.5, respectively, in [12] . In particular, we see along the lines of Lemma 7.3.4 in [12] that due to the small ball probabilities (3.3) we obtain a lower bound e −(C1+2)κ 2 n /(εn∨δn) 2 for the denominator in (7.5) with probability 1 − (ε ∨ δ) 2 κ 2 . We obtain for any r > 0
Proof of Theorem 9
For the sake of brevity we omit the subscript n in the proof. c 1 , c 2 , . . . will denote positive, universal constants. We will choose κ, ξ and j = J according to
It is not difficult to see that these choices satisfy the requirements of Theorem 5 and f 0 −P j f 0 ξ holds by (4.2). Moreover, the support of Π f lies in V j such that (3.2) is trivially satisfied for F n = {f : f − P j f C 1 ξ}. It only remains to verify the small ball probability (3.3). Owing to
The last term is bounded by (Id −P j )f 0 H −t 2 −j(s+t) f 0 H s being of the order O(κε/(ε ∨ δ)) due to ε δ and the choice j as in (7.7) . We obtain Due to Assumption 8 and using again (4.4), we can estimate forκ = Therefore, (3.3) follows from j2 jd κ 2 (ε ∨ δ) −2 , which is satisfied due to (7.7), in combination with (7.8), (7.9) and (7.10).
The second factor is the same as in the proof of Theorem 9. Taking into account that log δ log ε and (7.11) imply − log log(κ −1 ) (2d+t)/t κ 2 (ε ∨ δ) −2 by the choice of κ from (7.11).
Proof of Theorem 12
Let us introduce the oracle which balances the bias and the variance term: where C is the constant from Proposition 6 and R is the radius of the Hölder ball. As ε → 0 we see that 2
J0
ε(log ε −1 ) −2/(2s+2t+d) , which coincides with the choice of j in the proof of Theorem 9. The rest of the proof is divided into three steps.
Step 1: We will proof that J J o with probability approaching one. We have for sufficiently small ε P f0,ϑ0 ( J > J o ) = P f0,ϑ0 ∃i > j J o : f i − f j > ε(log ε By definition of J o we have for every j J o and f 0 ∈ H s (R) that f 0 − P j f 0 R2
−js CR log(1/ε)ε2 j(t+d/2) . Hence, for ε sufficiently small we obtain P f0,ϑ0 ( J > J o ) 2J ε j J0 P f0,ϑ0 f j − f 0 > C f 0 ε(log ε −1 )2 j(t+d/2) + f 0 − P j f 0 .
For any j J ε we then have ε2 j(t+d/2) → 0 and the concentration inequality from Proposition 6 can be applied to f j for any κ ∈ (C −1 2 jd/2 ε, C2 −jt ε −1 ) for a certain constant C > 0. We can choose κ = 2 jd/2 ε(log ε −1 ) to obtain P f0,ϑ0 ( J > J o ) 6J Step 2: In order to prove the adaptive contraction rate, we replace the test Ψ n from the proof of Theorem 5 by Ψ := 1 { f J −f0 2ε(log ε −1 ) 2 2 Jo (t+d/2) } requiring to verify (7.3) for Ψ and κ = (ε log(1/ε)) 2(s+t)/(2s+2t+d) , ξ (log ε −1 ) ε(log ε −1 ) 2s/(2s+2t+d) . ε(log ε −1 ) 2s/(2s+2t+d) by the choice of the oracle J o . Thanks to
Step 1 we have
