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第1章 序論
1.1 背景
近年，各種センサやセンサネットワークに関する技術が大きく進展し，また，利用者や
環境の変化に対応できるコンテキスト・アウェア・コンピューティング，現実空間と仮想
空間を結びつけるサイバー・リアル・コンピューティングの研究も盛んに進められている．
このような状況の中，高齢者の見守りシステム [1, 2]，ライフ・ロギングシステム [3]，防
犯・監視システム [4]，現実－仮想空間の連携システム [5]など，センサネットワークで
得られたデータから利用者の位置情報を推定し，その結果を利用するアプリケーションが
多数提案・開発されている．
これらのアプリケーションが利用する人物の位置情報を獲得する手法の一つに，カメラ
ネットワークを用いた手法がある．この手法は，ネットワークに接続された複数のカメラ
で撮影された映像から，対象である人物の位置を検出するものであり，高精度な位置情報
を獲得可能，位置情報以外に映像情報も獲得可能，比較的安価に実現可能，また利用者が
デバイス等を装着する必要がないという利点を持つ．
しかし，カメラネットワークを用いた手法では，カメラで撮影した映像をサーバに転送
する際のネットワークのトラフィック，映像から位置情報を推定するためのサーバの負荷
など，リソースの状況が変化すると，推定される位置情報の頻度，遅延，精度，解像度，
対象領域などの出力品質（Quality of Service: QoS）が大きく変動する．また，位置情報
の出力に対し要求される様々なQoSは，アプリケーション毎にそれぞれ異なり，さらに，
同じアプリケーションでも，状況によっては異なるQoSの位置情報を必要とする場合も
ある．従って，種々に変化する状況の下，各アプリケーションが必要とする様々なQoSの
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位置情報を，カメラネットワークを用いた一つのシステムで安定に提供することは一般に
は困難であった．
そこで，本論文では，カメラネットワークを用いた人物位置検出システムに対し，出力
に対する要求や状況の変化に応じシステムのパラメータを制御することで，品質間でのト
レードオフを考慮しつつ，アプリケーションが要求するQoSの位置情報を安定に提供す
るための手法を提案する．
1.2 本研究のアプローチ
本研究の目的は，カメラネットワークで得られる映像を用い，様々なアプリケーション
が要求するQoSの位置情報を，状況の変化に応じて安定に提供するシステムを実現する
ことである．
人物位置検出システムにより出力される位置情報に対しては，以下のようなQoSを挙
げることができる [15]．
検出頻度
人物位置検出システムによる，単位時間当りの位置情報出力回数
遅延
映像を撮影してから人物位置検出システムが位置情報を出力するまでの時間
精度
人物位置検出システムが出力する位置情報の精度
解像度
出力された位置情報で区別可能な最小距離
対象領域
人物位置検出システムが位置を検出可能な領域の範囲
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以上のように，人物の位置情報に対しては様々なQoSが考えられるが，本論文では，こ
の中の「検出頻度」，「解像度」，「対象領域」を制御対象とする．
また，これら位置情報のQoSに影響を与える要因として，操作量，外乱にも様々なも
のが考えられる．本論文では，カメラで映像を撮影する際の「フレームレート」，「解像
度」，および，設置したカメラの内で映像撮影を行う「カメラ台数」を対象とする操作量
とし，映像を伝送する際の「ネットワークの負荷」と位置情報を計算する際の「サーバの
負荷」の変動を対象とする外乱とする．
従って，本研究で提案する制御手法では，カメラネットワークを用いた人物位置検出シ
ステムを対象に，アプリケーションが要求する様々なQoS（「検出頻度」，「解像度」，「対
象領域」）の位置情報を，種々に変化する状況（「ネットワークの負荷」，「サーバの負荷」）
の下で安定するために，位置情報の品質間のトレードオフを考慮しつつ，システムパラ
メータ（「フレームレート」，「解像度」，「カメラ台数」）を適切に操作することを目標とし
ている．
1.3 本論文の構成
本論文は全 5章からなる．
第 1章では，本研究の背景と全体概要を示した．
第 2章では，関連研究について述べる．
第 3章では，人物位置検出システムにおけるQoSの制御手法を提案する．
第 4章では，提案する制御手法の有効性についての評価を述べる．
第 5章では，本研究の結論と今後の課題について述べる．
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第2章 関連研究
本章では，まず，映像を用いた人物位置検出手法，および，本論文で対象とするHOG
特徴による人物検出手法について述べる．次に，カメラネットワークにおけるリソース制
御に関する関連研究を説明し，その問題点についてまとめる．
2.1 映像を用いた人物位置検出手法
各種アプリケーションでの使用を想定し，室内での利用者の位置情報を獲得する手法に
は，赤外線センサ [6]や超音波センサ [7, 8]を用いた手法，あるいは，RFIDタグを用い
た手法など様々なものがある．しかし，これらの手法を適用した場合，対象とするアプリ
ケーションによっては，アプリケーションが必要とする十分な箇所での位置情報を獲得す
ることが困難，アプリケーションが要求する精度の位置情報を獲得することができない等
の問題を生じることが多い．さらに，これらの手法は，一般に，装置の設置に必要となる
コストが高い，利用者がデバイス等を事前に装着する必要があるという問題を有する．
これに対し，カメラネットワークを用いる場合の利点は次のようになる．
1. 低コスト
カメラネットワークでは超音波センサなどのセンサに比べると低価格である．
2. デバイスの装着が不要
カメラネットワークを用いるこどで利用者はデバイスまたはセンサを装着必要がな
いため，利用者に負担がかからない．
3. カメラの増設が容易
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カメラネットワークではカメラを増設するためには難しい作業は必要なく，またカ
メラのコストが高価ではないため，必要に応じてカメラ台数を増やすことが出来る．
4. 多様な情報を取得可能
カメラを用いることにより，人物の位置だけでなくアプリケーションによっては他
のものの位置の検出も可能である．また，位置情報だけでなく，服の色やまわりの
状況なども取得可能であるので，応用性が高いというメリットがある．
図 2.1: カメラネットワークを用いた人物３次元位置検出
ネットワークに接続された複数のカメラを用いた人物の位置を検出するカメラネット
ワークシステムでは，図 2.1に示すように，次の処理が一般に行われる [9]．
1. 各カメラで撮影した映像から特徴を抽出
2. 各映像から抽出された特徴に基づき人物の 2次元位置を検出
3. （必要な場合）検出された人物の 2次元位置を映像中で追跡
4. （必要な場合）検出された人物の 2次元位置を統合し人物の 3次元位置を検出
この手法は，先に述べたような利点を有するものの，各カメラからの映像をネットワー
クで受信し，各映像を処理・統合する必要があるため，ネットワークや計算機で利用可能
なリソースにより，出力される位置情報の品質が大きく変動するという問題がある．ま
た，検出頻度，検出精度など，アプリケーションが位置情報に対し要求する品質が異なれ
ば，必要となるリソース自体が変化する．
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2.2 HOG特徴による人物検出
映像から人物を位置を検出する手法には様々なものがあるが，本節では，本研究で使用
した人物検出アルゴリズムである Histogram of Oriented Gradients (HOG)[10]について説
明する．
HOG特徴を用いた検出手法は，画像の輝度勾配方向ヒストグラムを用いて人物検出を
行う方法である．検出ステップは以下のようになる．
1. 入力画像をグレイスケール化し，画像からエッジ検出する．
2. エッジ検出した後，画像を 5x5ピクセルのセルに分割する．
3. 各セルにおいて輝度の勾配方向をヒストグラム化する．
4. ヒストグラム化されたセルで 3x3のセルで１つのブロックにし，そのヒストグラム
を正規化する．
5. 人物のデータ・セッをトヒストグラム化したデータで人物検出を行う
図 2.2: HOG特徴による人物検出
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2.3 カメラネットワークにおけるリソース制御
2.3.1 従来手法
防犯・監視システムの人物位置検出では対象の追跡が一つの重要な要素である．SSMTT[13]
では複数の対象人物の追跡アルゴリズムにスリープスケジューリングを提案し，センサ
ネットワークの消費電力を改善した．対象人物の動きから直線運動モデルを作成し，その
モデルをを用いて電力の消費を効率的にした．運動モデルから追跡領域の管理手法及び各
ノードのスリープスケジューリングを作成した．また，省電力のためのに各ノードに信号
を送信するための方法を紹介した．この研究結果より，一人の人物を追跡するときよりも
複数の人物を追跡するときの方は電力の消費を効率的に使用することができた．
近年映像のデータを獲得するために，スマートカメラも使われてきている．スマートカ
メラは的処理能力，メモリ量，また消費電力にも制限がある．そのためにリソースの [11]
では検出されたオブジェクトの速度を測定し，その速度をフィードバックすることにより
フレームレートを制御した．オブジェクトの速度が高い時にはフレームレートを増加さ
せ，またオブジェクトの速度が低いときはフレームレートを減少させた．また，トラッキ
ングをすることにより，プロセッサをアイドリング状態にするアルゴリズムも提案した．
このようにすることにより，処理量を減らすことができるので，プロセッサの使用率を減
らす事が可能であり，消費電力を減らすことができた．
[12]ではオブジェクトを検出するために，カメラを連携するアルゴリズムを提案した．
一つのカメラにオブジェクトが検出されれば隣のカメラに知らせし，オブジェクトが来る
タイミングを教える．このようにすることにより，オブジェクトの到着する時間を伝える
ことで，カメラを必要なときだけ動作させることが可能になるので，処理量を減らす事が
出来る．[13]ではオブジェクトの動く方向により，スリープ・スケジューリング・アルゴ
リズムを提案した．提案したアルゴリズムではオブジェクトの速度だけでなく動く方向も
考慮した．動く方向を考慮することにより，隣のセンサのすべてではなく，動く方向のセ
ンサにのみメッセージを伝えた．そのため，スリープスケジューリングがより効率的にな
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るため，使用するリソースも減らした．
2.3.2 問題点
以上の研究ではリソースを最小限にすることが出来るが出力される位置情報の品質を
考慮しないという課題が存在する．また，対象の移動速度を推定し，一つのシステムパラ
メータを制御する研究もあるが，複数のシステムパラメータは制御しないという課題が
ある．更に，状況の変化により，得られる品質が変わることとアプリケーションによる品
質の要求を考慮しない課題も存在する．そこで，本研究はリソースの使用を抑えながら，
状況の変動とアプリケーションからの品質要求に対応し，複数のシステムパラメータを制
御する手法を提案する．
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第3章 提案手法
本稿では本研究で利用するシステム構成及び提案手法について述べる．
3.1 カメラネットワークシステム
本節では本研究で想定するシステムについて述べる．
3.1.1 システムの概要
本研究で使われるシステムは図 3.1に示す．
図 3.1: 想定するシステムの
カメラネットワークで得られた画像はネッ概要トワークを通して画像をサーバの方に送
信する．サーバではその画像から人物の検出を行い，人物の位置情報を計算する．得ら
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れた位置情報はアプリケーションの方に送り，アプリケーションでその位置情報を利用す
る．もしアプリケーションで必要とされる品質が変化した場合，求められる品質の要求を
サーバに送る．サーバでは要求の品質と得られた位置情報の品質を比較し，その差を求め
る．品質の差で設定するシステムパラメータを計算し，カメラネットワークを制御する．
3.1.2 システム構成
本節ではシステム構成の詳細について述べる．
図 3.2: システム構成
本研究で使われるシステムではカメラ，サーバ，及びアプリケーションが同じネット
ワークにあるとする．各カメラはサーバの方から操作することが可能であり，またカメラ
からサーバの方に画像を送信可能である．各カメラには画像サイズとフレームレートを制
御することが出来る．
サーバ側では，送られた画像を処理し，人物の位置を検出する．得られた位置情報は
データベースに記録し，そのデータをアプリケーションに送信する．またデータベースか
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ら位置情報を取得し，アプリケーションから受信される要求品質比較し，品質の差を求め
る．品質の差からシステムのパラメータを計算し，カメラネットワークを制御する．カメ
ラ台数はサーバの方で決定し，画像を取得したいカメラからのみ画像を受信する．また，
フレームレートと画像サイズのパラメータをカメラネットワークにお送り，それぞれのカ
メラの設定を行う．
3.2 制御要素
本節では制御を行う際の要素について述べる．
3.2.1 操作量
必要な品質を獲得するために，カメラネットワークで制御出来るシステムパラメータが
複数存在するが，本研究では３つのシステムパラメータを操作量とする．そのシステムパ
ラメータは以下になる．
1. カメラのフレームレート．
カメラのフレームレートは時間単位当たりの画像枚数のことを言う．単位は [frames/sec(fps)]
である．
2. 画像サイズ．
画像サイズは画像の解像度のことをいう．単位は [ピクセル]で表す．
3. カメラ台数．
カメラ台数はカメラネットワークの中でサーバが利用するカメラの数である．単位
は [台]である．
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3.2.2 制御量
制御量は位置情報の品質であり，このシステムで観測する要素になる．本研究では以下
の品質を制御対象とする．
1. 検出頻度．
検出頻度は時間単位当たりの処理した画像枚数のこという．この品質の値を調べる
には１回位置検出を実行する必要がある．また，検出頻度の値がフレームレートを
超えることはない．単位は [回/sec]
2. 対象領域．
対象領域はカメラネットワークで監視出来る広さである．本研究では１台のカメラ
で一つの部屋を監視出来ると仮定し，対象領域はカメラ台数と比例する．単位は [部
屋]とする．
3. 分解能．
分解能は区別可能な位置の最小値とする．画角や対象までの距離などで左右される
が，ここでは画像サイズに比例するとする．
3.2.3 外乱
本研究で対応する外乱は以下のようになる．
1. サーバの負荷．他のプロセスによりプロセッサに負荷がかかった場合，画像を処理
する能力が減少するので，出力される位置情報の品質も変わる．他のプロセスによ
る負荷は予測できなく，また制御できないためサーバの負荷が外乱の一つになる．
2. ネットワークの負荷．ネットワークに負荷がかかる場合，画像をの送信に利用でき
る帯域が限れれてくるので，出力の品質に影響を与える．
できる物理サイズが限られてくるので，品質に影響を与える．
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3.2.4 制御要素の関係
制御要素の関係を図 3.3に示す．対象領域の制御はカメラ台数でフィードフォワード制
御で制御可能であり，分解能も画像サイズでフィードフォワード制御出来る．検出頻度は
すべてのパラメータが関わり，また検出頻度を測定するにはシステムで人物位置検出を１
回実行する必要があるため検出頻度についてはフィードバック制御で制御しなければなら
ない．
図 3.3: システムパラメータと品質の関係
3.3 制御手法
本節では位置情報を品質の制御するために，品質に優先度をつけシステムパラメータを
制御する．
3.3.1 概要
提案する制御手法の概要は以下のようになる．
1. 事前にキャリブレーションでシステムパラメータの初期値を決定する．
2. 優先度の高い品質から制御し，目標値になったら優先度の高い品質をモニタリング
しながら優先度の低い品質を制御する．
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3. 要求品質の変化，または CPU負荷の変化があれば制御手法を繰り返す．
図 3.4: 優先度による制御手法
3.3.2 キャリブレーション
初期値を決めるときと，制御を行うときに制御時間を短縮するためにキャリブレーショ
ンを行い，品質のシステムパラメータの数学的な関係を記録する．詳しい方法は以下に
なる
1. カメラを１台にし，画像サイズを最小のサイズにし，フレームレートを１ｆｐｓに
設定する．
2. 検出頻度が上がらなくなったら画像サイズを変化させ，検出頻度を小さい値に戻す．
3. また検出頻度が上がらなくなったらカメラ台数を少しずつ増やす．
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図 3.5: キャリブレーション方法
3.3.3 検出頻度の優先度の違いによる制御方法の違い
人物位置検出システムを制御する際，品質の優先順位が重要である．対象とした品質
の中で，一つの品質を制御するとき，検出頻度はフィードバック制御，分解能はフィード
フォワード制御，対象領域はフィードフォワード制御となる．提案手法では，優先度が低
い品質は高い品質を監視しながら制御行うため，フィードバック制御で制御する品質より
優先度が低い品質は同じくフィードバック制御行わなければならなくなる．そのため，提
案手法ではフィードフォーワードで制御する検出頻度の順位により制御手法が異なるよう
になる．以下は検出頻度の優先度が３の場合，２の場合，１の場合の手法を述べる．
A 優先度：対象領域，分解能＞検出頻度
検出頻度の優先度が最も低い場合，フィードバック制御で制御する品質は検出頻度の
みとなる．そのため，分解能と対象領域はは優先度が高いので，両方の品質はフィー
ドフォワードで制御する．詳しいアルゴリズムは図 3.6に示す．検出頻度の優先度が最
も低い場合，優先度：対象領域＞分解能＞検出頻度及び優先度：分解能＞対象領域＞
検出頻度というケースに分ける事ができる．しかし，対象領域及び分解能はフィード
フォワードで制御しているので，どちらが優先になっても同じ制御手法になる．その
ため，検出頻度の優先度が最低場合，一つの制御手法で行う．
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B 優先度：対象領域（分解能）＞検出頻度＞分解能（検出頻度）
検出頻度の優先度が２の場合，一つの品質が検出頻度より優先度が低いことになる．そ
のため，優先度３の品質はフィードバック制御で制御する．制御手法は以下のように
なる（図 3.7参照）．検出頻度の優先度が 2の場合は優先度：対象領域＞検出頻度＞分
解能及び優先度：分解能＞検出頻度＞対象領域のように 2つのケース分けることがで
きる．
(a) 優先度１の品質を制御する．
(b) 優先度２の品質に対してフィードフォワードを行う．もし優先度２の品質が上が
らない場合は優先度３の品質を下げる．
(c) 優先度３の品質と目標値との差が一番小さくなる値まで変えていく．ただし，優
先度２の品質が下がらない範囲で行う．検出頻度の品質が上がった場合，２番に
戻る．
C 優先度：検出頻度＞対象領域（分解能）＞分解能（対象領域）
検出頻度の優先度が最も高い場合，他の品質の優先度が検出頻度より低くなる．その
ため，すべての品質はフィードバック制御で行う．制御方法は以下のようになる（図
3.8参照）．
(a) まずは検出頻度を制御する．品質が上がらない場合は一番優先度の低い品質から
品質を減らしていく．
(b) 検出頻度が下がらない範囲で優先度２の品質を制御する．品質が上がらない場合
は，優先度３の品質を下げる．優先度１の品質が上がる場合は１番に戻る．
(c) 検出頻度の品質が変わらない範囲で優先度が最も低い品質を制御する．品質が上
がらない場合は終了し，優先度１の品質が上がった場合は１番に戻る．
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第4章 制御手法の評価
本章では実験の詳細について述べる．
4.1 実験環境
本実験で使用される環境は以下のようになる．
4.1.1 人物検出のサーバ
実験で使われるサーバのスペックは以下のようになる
• CPU : Intel Core i7 870 @ 2.93 GHz
• メモリ : DDR3 PC3-10700 (667 MHz) 2084 MBytes x4
4.1.2 カメラネットワークのサーバ
本研究では制御手法を評価するために，ビデオから映像を獲得し，カメラネットワーク
のように送るシステムを用いる．カメラネットワークとして使われるサーバのスペックは
以下のようになる．
• CPU : Intel Core i5 560M @ 2.67 GHz
• メモリ : DDR3 PC3-12800H (800 MHz) 4096 MBytes x2
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4.1.3 サンプル映像及びライブラリ
実験で使用されたサンプル映像及び検出手法のライブラリは以下のようになる．
• 検出手法ライブラリ : OpenCV 2.4.3 Histogram of Oriented Gradient (HOG) for Human
Detection[10]
• サンプル映像 : ”EPFL” data set: Multi-camera Pedestrian Videos Terrace sequences
seq.1 cam.0～3, seq.2 cam.0～3 [16]
映像サンプルを用いて人物位置を検出した結果は図 4.1のようになる．
図 4.1: マルチカメラのデータセット
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4.2 予備実験
本節では制御システムを作るため予備実験について述べる．
4.2.1 予備実験 1：人物検出可能な画像サイズの検証
本節は使用可能な画像サイズに関する予備実験について述べる．
A 目的
本実験の目的はサンプル映像を用いる場合，システムで検出可能な画像サイズを検証
するためである．
B 方法
実験方法は次のようになる．
(a) 映像を 36x28画素（倍率 0.1）から 720x576画素（倍率 2.0）まで画像サイズを変
化させる．
(b) 各画像サイズの映像において述べ人物検出を測定する．
C 結果
実験１の結果は図 4.2及び図 4.3に示す．図 4.2に示したように，サンプル映像では画
像サイズ 36x28画素（倍率 0.1）から 108x86画素（倍率 0．3）では延べ検出人物数が
0人になった．また，図 4.3の結果から人物画像サイズが 144x115画素（倍率 0.4）で
は人物の最小サイズと最大サイズが同じであることがわかった．また他の画像サイズ
では人物の最大サイズが画像サイズと比例し，人物の最小サイズが一定になっている．
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図 4.2: 各画像サイズにおける延べ検出人物数
図 4.3: 各画像サイズにおける人物のサイズ
D 考察
実験結果から 108x86画素（倍率 0.3）以下の画像サイズでは人物が検出されなくなり，
また 144x115画素（倍率 0.4）以上の画像サイズでは人物が検出された．この結果から
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システムの最小画像サイズを 144x115画素（倍率 0.4）に設定する．また，画像サイズ
を 720x576画素（倍率 2.0）まで増やしても人物が検出されるので，システムの最大画
像サイズを 720x576画素（倍率 2.0）に設定する．
4.2.2 予備実験 2：最大検出頻度測定
本節ではパラメータと品質の関係に関する予備実験について述べる．
A 目的
本実験の目的はパラメータと品質のトレードオフ関係を検証するためである．
B 方法
実験方法は以下のようになる．
(a) カメラ台数を 1から 8まで設定する．
(b) 各カメラ台数において，画像サイズを 144x115画素（倍率 0.4）から 720x576画
素（倍率 2.0）までに変化させる．
(c) 各画像サイズにおいて人物検出を行い，検出頻度を測定する．
C 結果
実験の結果は図 4.4に示す．
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図 4.4: キャリブレーション推定の結果
D 考察
図 4.4に示したように，各カメラ台数において最大検出頻度を測定した．図 4.4の結果
からカメラ台数が多ければ多いほど最大検出頻度が小さくなることが分かった．よっ
て，画像サイズと検出頻度が一定であるときに，カメラ台数が増えれば処理量が増え
ることが推定出来る．カメラ台数×最大検出頻度を計算すれば 1秒の間で処理される
フレーム数を計算出来るので，その結果を図 4.5に示す．
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図 4.5: サーバの処理能力
図 4.5に示したように画像サイズの倍率が 0.6～2ではカメラ台数が 3～8台では計算さ
れたフレーム数が同じである．またカメラ台数が 2台では画像サイズ倍率が 0.8～2の
間で計算されたフレーム数が同じになる．カメラ台数 1台の場合は画像サイズの倍率
が 1.2～2の間で計算されたフレーム数が同じである．
この結果から，画像サイズの倍率が 0.6～2において 1秒間に処理されるフレーム数が各
カメラ台数において同じであることがわかった．そのため，もしカメラ台数が c1の時に
最大検出頻度が f1とすると，カメラ台数が c2の場合の最大検出頻度 f2が f2=c1*f1/c2と
推定することが出来る．また，図 4.4の結果から，最大検出頻度の最大値が 22（回/sec）
であることから，最大検出頻度を計算した結果が 22以上になった場合その結果を 22に
なることを推定出来る．
したがって，この結果から制御システムのキャリブレーションではカメラ台数が 8台
の時に最大検出頻度 fを測定し，他のカメラ台数においては「最大検出頻度＝ f*8/カメ
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ラ台数」と推定する．また，最大検出頻度が 22以上になった場合，22に変更する．
4.3 本実験
4.3.1 実験 1：要求品質の変化及び優先度の変化に対応する制御
実験 1では各品質の優先度の組み合わせについて制御手法の有効性を評価する実験につ
いて述べる．
A ケース 1：優先度が対象領域＞分解能＞検出頻度の場合の制御
• 目的：優先度が対象領域＞分解能＞検出頻度の場合の制御手法を評価する．
• 実験方法
(a) 人物位置検出システムを初期値で実行する．
(b) 検出頻度を 5,10,5[回/s]，対象領域を 2台，分解能を 180x144画素して品質要
求を変更する．各品質を測定する．
• 実験結果
実験 4の結果は図 4.6に示す．
図 4.6: 優先度が対象領域＞分解能＞検出頻度の場合の制御
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• 考察
図 4.6の結果からフレームレートを変更させることで，検出頻度を制御すること
ができることがわかった．しかし，フレームレートが最大検出頻度より高い値に
変更させた場合，得られた検出頻度がフレームレートと同じではなく最大検出頻
度と同じ値になることが分かった．したがって，優先度が対象領域＞分解能＞検
出頻度であるときに，検出頻度の目標値が最大検出頻度より大きい場合フレーム
レートを最大検出頻度より大きい値に変更しても目標値が達成できないことが分
かった．
B ケース 2：優先度が対象領域＞検出頻度＞分解能の場合の制御
• 目的：優先度が対象領域＞検出頻度＞分解能の場合の制御手法を評価する
• 実験方法：
(a) 人物位置検出システムを初期値で実行する．
(b) 検出頻度を 6[回/s]，対象領域を 2台，分解能を 720x576画素（倍率２）にし
て品質要求を変更する．各品質を測定する．
• 実験結果
実験の結果は図 4.7に示す．
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図 4.7: ケース 2の実験結果
• 考察
図 4.7の結果から優先度が対象領域＞検出頻度＞分解能の場合，まず分解能と対
象領域を目標値に設定する必要がある．その後，検出頻度を測定し，検出頻度の
目標値と比較する．もし検出頻度の目標値が達成されなければ画像サイズを調整
し，分解能の品質を減らすことで検出頻度の目標値を達成させることができる．
C ケース 3：優先度が分解能＞検出頻度＞対象領域の場合の制御
• 目的：優先度が分解能＞検出頻度＞対象領域の場合の制御手法を評価する
• 実験方法：
(a) 人物位置検出システムを初期値で実行する．
(b) 検出頻度を 5[回/s]，対象領域を 8台，分解能を 360x288画素（倍率 1）にし
て品質要求を変更する．各品質を測定する．
• 実験結果
実験の結果は図 4.8に示す．
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図 4.8: ケース 3の実験結果
• 考察
図 4.8に示したように対象領域の品質を減らすことで，検出頻度の目標値を達成
させることができた．要求品質と優先度の変化が生じた場合，まずは目標値の対
象領域をカメラ台数に設定された．しかし，検出頻度の目標値 5(回/sec)は達成さ
れなかったため，少しずつ対象領域の品質が下げられた．最後に対象領域が 4台
になったところで検出頻度が 5（回/sec）になったので対象領域の目標値が達成さ
れ，制御が終了となった．
D ケース 4：優先度が検出頻度＞対象領域＞分解能の場合の制御
• 目的：優先度が検出頻度＞対象領域＞分解能の場合の制御手法を評価する
• 実験方法：
(a) 人物位置検出システムを初期値で実行する．
(b) 検出頻度を 20[回/s]，対象領域を 8台，分解能を 360x288画素（倍率 1）にし
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て品質要求を変更する．各品質を測定する．
• 実験結果
実験の結果は図 4.9に示す．
図 4.9: ケース 4の実験結果
• 考察
図 4.9に示したように検出頻度の目標値を達成させることができることが分かっ
た．要求品質と優先度の変化が生じたときにまずは検出頻度の目標値をカメラ台
数のパラメータに設定し，分解能の目標値を画像サイズのパラメータに設定され
た．しかし，そこで検出頻度の目標値が達成されなかった．そのため分解能の品
質が下げられ，検出頻度の品質が上がったがまだ検出頻度の目標値が達成されな
かった．分解能の品質を最小の品質にしても検出頻度の目標値が達成されなかっ
たため，対象領域の品質も下げられた．対象領域の品質を 7台まで下がったとこ
ろで，検出頻度の目標値が達成された．最終的な品質は分解能が 0.4倍 (114x115
画素)，対象領域が 7台，検出頻度が 20（回/sec）となった．
E ケース 5：優先度が検出頻度＞分解能＞対象領域の場合の制御
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• 目的：優先度が検出頻度＞分解能＞対象領域の場合の制御手法を評価する
• 実験方法：
(a) 人物位置検出システムを初期値で実行する．
(b) 検出頻度を 20[回/s]，対象領域を 8台，分解能を 360x288画素（倍率 1）にし
て品質要求を変更する．各品質を測定する．
• 実験結果
実験の結果は図 4.10に示す．
図 4.10: ケース 5の実験結果
• 考察
図 4.10に示したように検出頻度の優先度が最も高いときに，対象領域と分解能の
品質を制御することで検出頻度の目標値を達成させることが出来た．最初は対象
領域と分解能の目標値が達成されたが，検出頻度の目標値が達成されなかった．
そのため，まずは対象領域の品質が下げられ，検出頻度の目標値が上がった．し
かし，対象領域の品質を 1台まで下げても検出頻度の目標値が達成されなかった．
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次に検出頻度の品質を上げるために分解能の品質を下げ検出頻度の品質を制御し
た．最後に対象領域と分解能の目標値が達成されなかったが，優先度が最も高い
品質である検出頻度の目標値は達成できた．
4.3.2 実験 2：キャリブレーションによる制御時間短縮
本節ではキャリブレーションに関する実験について述べる．
A 実験 2a：キャリブレーションによる推定
• 目的：キャリブレーションの予測を評価する
• 実験方法：
(a) まずはカメラ台数を 8台に設定し，各画像サイズにおいて最大検出頻度を測
定する．
(b) 得られたデータからカメラ台数が 1～7台の場合，最大検出頻度を予測する．
(c) カメラ台数を実際に 1～7台に変更させ，各画像サイズにおいて最大検出頻度
を測定し，キャリブレーション結果と比較する．
• 実験結果
実験の結果は図 4.11，図 4.12及び図 4.13に示す．図 4.11では実際に各カメラ台
数及び各画像サイズにおいて最大検出頻度を計測した結果になる．図 4.12では
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図 4.11: 画像サイズと最大検出頻度の関係（測定結果）
図 4.12: カメラ 8台の場合の測定結果から 1～7台の場合を推定結果
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図 4.13: 測定結果と推定結果の差
• 考察
図 4.11に示したように最大検出頻度，画像サイズとカメラ台数の関係が計測され
た．カメラ台数が 8台の最大検出頻度のデータを用いてカメラ台数が 1～7台の最
大検出頻度の値を推定した結果は図 4.12に示した．図 4.11と図 4.12を比較する
と同じような結果が得られることがわかった．測定結果と推定結果の差を計算す
ると図 4.13に示したが，カメラ台数が 2～7台の場合最大検出頻度の推定結果が
測定結果とほぼ同じであることが分かった．最大検出頻度の差が 1（回/sec）以上
になるのはカメラ台数が 5台で画像サイズの倍率が 0.4の場合とカメラ台数が 1台
で画像サイズの倍率が 1～1．8の場合である．図 4.11の結果を見るとカメラ台数
が 5台で画像サイズの倍率が 0.4の場合，最大検出頻度の値がカメラ台数が 5台
以外の最大検出頻度の値より低いであることがわかった．カメラ台数が 6～8台で
は計算されるフレーム数はカメラ台数が 5台に比較すると多いので，理論上では
計算時間はがメラ台数が 5台の計算時間以上になることが言える．そのため，カ
メラ台数が 6～8台では最大検出頻度もカメラ台数が 5の場合に比べると低い値に
なる．しかし，図 4.11ではカメラ台数が 5台の場合，最大検出頻度がカメラ台数
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が 6～8台の場合より低いであるので大きな誤差が生じることが分かった．この結
果からカメラ台数が 5台で画像サイズの倍率が 0.4の時に測定結果と推定結果の
差が大きくなったのは大きな誤差が生じたからだと考えられる．また，カメラ台
数が 1台での最大検出頻度の差が大きくなったのはカメラ台数が 1台の時に計算
機の能力を 100％使い切れていないと考えられる．なぜかというと，カメラ台数
が 2～8台ではCPU使用率が 100％になったが，カメラ台数が 1台ではCPU使用
率が 100％になっていなかったである．このCPUの使用率が推定するときに考慮
に入れていなかったため，推定結果が大きく外れることになった．
B 実験 2b：キャリブレーションの有効性
本節では制御手法を行う前にキャリブレーションを行う場合，制御有効性を評価する．
(a) ケース 1：優先度が対象領域＞検出頻度＞分解能の場合のキャリブレーション有
効性
• 目的：優先度が対象領域＞検出頻度＞分解能の場合，キャリブレーションを
用いた制御を評価する
• 実験方法：
i. まずはカメラ台数を 8台に設定し，各画像サイズにおいて最大検出頻度
を測定する．
ii. 得られたデータからカメラ台数が 1～7台の場合，最大検出頻度を予測
する．
iii. カメラ台数を実際に 1～7台に変更させ，各画像サイズにおいて最大検出
頻度を測定し，キャリブレーション結果と比較する．
• 実験結果
実験の結果は図 4.14に示す．
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図 4.14: ケース 1のキャリブレーションの有効性
• 考察
図 4.14の実験結果より，キャリブレーションがある場合の方が制御時間が短
くなることがわかった．この実験では分解能の優先度が検出頻度より優先度
が低いため，制御は画像サイズの調整で行われた．キャリブレーションあり
の場合は制御開始直後に画像サイズが決定され，検出頻度の値が速く検出頻
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度の目標値に近づけることが分かった，一方，キャリブレーションなしでは
最初に画像サイズを分解能の目標値に設定するため，制御開始直後では検出
頻度の値がキャリブレーションありの場合と比べると目標値との差が大きい
であることがわかった．この結果から優先度が対象領域＞検出頻度＞分解能
の場合，キャリブレーションの結果を用いることで制御開始直後に品質を目
標値に近づけることが出来ることが分かった．
(b) ケース 2：優先度が分解能＞検出頻度＞対象領域の場合のキャリブレーション有
効性
• 目的：優先度が分解能＞検出頻度＞対象領域の場合，キャリブレーションを
用いた制御を評価する
• 実験方法：
i. 優先度を分解能＞検出頻度＞対象領域に設定し，キャリブレーションな
しで制御する．
ii. 次はキャリブレーションを実行してから制御をし，その結果を比較する．
• 実験結果
実験の結果は図 4.15に示す．
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図 4.15: ケース 2のキャリブレーションの有効性
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• 考察
図 4.15に示したようにキャリブレーションなしと比べるとキャリブレーショ
ンありの方が制御時間が短いであることがわかった．この実験では対象領域
の優先度が検出頻度の優先度より低いため，検出頻度の目標値を達成させる
ためにカメラ台数で制御された．キャリブレーションありの場合，カメラ台数
がすぐに決定され，目標値に近づけることが出来た．一方，キャリブレーショ
ンなしでは少しずつカメラ台数を修正する必要があるため，目標値に近づく
にはキャリブレーションありと比べると時間がかかることが分かった．この
結果から，優先度が分解能＞検出頻度＞対象領域の場合，キャリブレーショ
ンが有効であることが分かった．
(c) ケース 3：優先度が検出頻度＞対象領域＞分解能の場合のキャリブレーション有
効性
• 目的：優先度が検出頻度＞対象領域＞分解能の場合，キャリブレーションを
用いた制御を評価する
• 実験方法：
i. 優先度を検出頻度＞対象領域＞分解能に設定し，キャリブレーションな
しで制御する．
ii. 次はキャリブレーションを実行してから制御をし，その結果を比較する．
• 実験結果
実験の結果は図 4.16に示す．
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図 4.16: ケース 3のキャリブレーションの有効性
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• 考察
図 4.16に示したようにキャリブレーションを行わいない場合と比べるとキャ
リブレーションを行った方が制御時間が短いであることが分かった．キャリ
ブレーションありの場合は品質が目標値にすぐ近づけるができ，その後は少
しパラメータを調整し，目標値が達成されます．その一方，キャリブレーショ
ンなしではまずカメラ台数を対象領域の目標値に設定し，画像サイズを分解
能の目標値に設定必要があるため，制御開始直後では検出頻度の値が目標値
と大きく異なりました．そのあとは分解能の品質が制御されたが，検出頻度
の目標値がまだ達成されなかった．そのため，今度は対象領域が制御され検
出頻度の目標値が達成された．実験結果から，20秒間の間で分解能が調整さ
れたが，検出頻度の値の変化はあまり見られなかった．その後，対象領域の
品質が調整されたが大きく検出頻度の値が変わった．この結果から，優先度
が検出頻度＞対象領域＞分解能では対象領域の品質の変更の方が検出頻度に
影響することがわかった．
(d) ケース 4：優先度が検出頻度＞分解能＞対象領域の場合のキャリブレーション有
効性
• 目的：優先度が検出頻度＞分解能＞対象領域の場合，キャリブレーションを
用いた制御を評価する
• 実験方法：
i. 優先度を検出頻度＞分解能＞対象領域に設定し，キャリブレーションな
しで制御する．
ii. 次はキャリブレーションを実行してから制御をし，その結果を比較する．
• 実験結果
実験の結果は図 4.17に示す．
42
図 4.17: ケース 4のキャリブレーションの有効性
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• 考察
図 4.17に示したように優先度が検出頻度＞分解能＞対象領域の場合，キャリ
ブレーションを行う方が制御時間が短くなることが分かった．キャリブレー
ションありの場合は，すぐに目標値に近づけることができたが，キャリブレー
ションなしの場合は少し少しずつ変化していた．キャリブレーションなしの
場合はまずカメラ台数を対象領域の目標値に設定し，その後は画像サイズを
分解能に設定する．そのあとは検出頻度の値を測定し，検出頻度の値が低かっ
たためまずはカメラ台数を 1台まで変更した．しかし，それでも検出頻度の
目標値が達成されなかったので分解能の品質まで下げる必要があった．検出
頻度が目標値に近づいたところからはキャリブレーションありの場合と同じ
ような制御が見られます．この結果から，キャリブレーションの結果を用い
たことで制御時間が大幅に改善されることが分かった．
(e) 目標値が変化する場合のキャリブレーション有効性
• 目的：目標値が変化する場合優先度が検出頻度＞分解能＞対象領域の場合，
キャリブレーションを用いた制御を評価する
• 実験方法：
i. 優先度を検出頻度＞分解能＞対象領域に設定し，キャリブレーションあ
りで制御する．
ii. 検出頻度の目標値を 2→ 6→ 22→ 1に変更させる．
• 実験結果
実験の結果は図 4.18に示す．
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図 4.18: ケース 4のキャリブレーションの有効性
• 考察
図4.18に示したように検出頻度の目標値を連続で変更してもキャリブレ－ショ
ンを行う方が制御時間が短いことが分かった．検出頻度の目標値を 2（回/sec）
に変更した場合，フレームレートの調整のみで達成されたので分解能と対象
領域の品質も達成された．また，検出頻度の目標値を 6（回/sec）に変更する
と，今度はフレームレートの調整のみでは目標値に到達することは出来なかっ
た．そのため，分解能の品質が下げられ検出頻度の目標値が達成された．そ
の次には検出頻度の目標値を 2（回/sec）に設定するときに分解能だけではな
く，対象領域の品質も下げられた．また検出頻度の目標値を 1（回/sec）に変
更すると分解能と対象領域の品質が上がり，最終的にすべての品質が達成さ
れた．この結果からすべての目標品質が達成できない場合はまず優先度が最
も低い品質が下げられ，更に達成出来なければ優先度がより高い品質まで下
げられることになることが分かった．
(f) 優先度が変化する場合の制御有効性
• 目的：キャリブレーションを用いるときに優先度が変化する場合制御の有効
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性を評価する
• 実験方法：
i. 検出頻度の目標値を 7（回/sec），分解能の倍率を 1，対象領域を 8台に設
定する．優先度を分解能＞検出頻度＞対象領域の場合に設定し，キャリ
ブレーショありで制御する．
ii. 制御が終了したら優先度を検出頻度＞対象領域＞分解能に設定し制御を
行う．
iii. 更に優先度を対象領域＞分解能＞検出頻度に設定し制御を行う．
• 実験結果
実験の結果は図 4.19に示す．
図 4.19: ケース 4のキャリブレーションの有効性
• 考察
図 4.19から優先度が変化する場合，優先度の高い品質の目標値が達成される
が，優先度の低い品質の目標値が達成されない場合があることが分かった．最
初に優先度を分解能＞検出頻度＞対象領域の場合に設定するときは検出頻度
の目標値と分解能の目標値も達成されたが，対象領域の目標値が達成されな
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かった．また，優先度を検出頻度＞対象領域＞分解能に変更すると今度は検
出頻度と対象領域の目標値が達成されたが，分解能の品質が達成されなかっ
た．更に優先度を対象領域＞分解能＞検出頻度に変更すると対象領域と分解
能の品質が達成されたが，検出頻度の目標値が達成されなかった．この結果
から，各品質のトレードオフが生じるときに優先度が高い品質から目標値が
達成されることがわかった．
4.3.3 実験 3：状況変化における品質制御
本節では CPUとネットワークのリソースが変化する場合の実験について述べる．
A CPUのリソース変化における品質制御
• 目的：CPUリソースが変化するときに制御手法の有効性を評価する
• 実験方法：
(a) まずはサーバにおいて負荷をかけない状態で制御システムを行う．検出頻度
を 6[回/s]，対象領域を 8台，分解能を 360x288画素（倍率 1）にして品質要
求を変更する．優先度は検出頻度¿対象領域＞分解能に設定する．
(b) 検出システムが安定するまでに実行させる．
(c) CPUに他のプロセスで 50％の負荷をかけ，制御結果を測定する．
• 実験結果
実験の結果は図 4.20に示す．
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図 4.20: CPUの負荷の変化における制御結果
• 考察
図 4.20に示したように CPUの負荷が他プロセスにより生じた場合，検出頻度の
品質が下がることが分かった．その後，制御手法により検出頻度の変化を検出し，
検出頻度の目標値がされるように他の品質を下げる．他のプロセスで 50%のCPU
負荷がかかったため，人物位置検出システムで使用可能なCPUリソースは 50%し
か残っていなかった．検出頻度が 6（回/sec）からおよそ 3(回/sec)に下がったこと
から，検出頻度の変化は CPUの負荷に比例することが分かった．
B ネットワークのリソース変化における品質制御
• 目的：ネットワークリソースが変化するときに制御手法の有効性を評価する
• 実験方法：
(a) まずはネットワークにおいて位置検出システム以外のトラフィックがない状
態にし，制御システムを行う．検出頻度を 6[回/s]，対象領域を 8台，分解能
を 360x288画素（倍率 1）にして品質要求を変更する．優先度は検出頻度＞
対象領域＞分解能に設定する．
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(b) 検出システムが安定するまでに実行させる．
(c) ネットワークにトラフィックを 66.6Mbps発生させ，制御結果を測定する．
• 実験結果
実験の結果は図 4.21に示す．
図 4.21: ネットワークのトラフィックの変化における制御結果
• 考察
図 4.21からネットワークトラフィックが生じた場合，品質が変化しても制御手法に
より目標値を達成させることができることが分かった．ネットワークトラフィック
が無い状態では 50Mbpsの通信を行った．66．6Mbpsのトラフィックをさせた場合，
16．6Mbpsの帯域が足りなくなるので位置検出システムで使える帯域は 33.3Mbps
しかなくなった．そのため検出頻度が下がったが使用可能な帯域の減少と比較す
ると検出頻度の減少はそれほど大きくなかった．
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4.4 評価
予備実験からシステムで使用出来る画像サイズの範囲が倍率 0.4から倍率 2.0であるこ
とが分かった．本実験では本稿の制御手法の有効性を評価した．実験 1ではすべての優先
度において要求品質が変化する場合，制御手法が有効であることが分かった．実験 2では
キャリブレーションの有効性を評価した．キャリブレーション実験の結果から，キャリブ
レーションを用いることで制御時間を短縮させることができた．また，実験 3の結果から
CPUのリソース及びネットワークのリソースが変化するときに制御手法が有効であるこ
とがわかった．
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第5章 結論
5.1 結論
本論文では，様々なアプリケーションが要求する品質の位置情報を，状況の変化に応じ
た安定に提供するシステムの実現を目的として，出力された位置情報の品質をフィード
バックすることで，システムパラメータを動的に制御手法を提案した．
制御手法は以下のアルゴリズムにより構成された．
• 品質変更に対応する制御機能
• 状況変化に対応する制御機能
これらの提案手法に基づいて，要求される品質が変わるときまたは状況の変化が生じ
た時にに自動的にシステムパラメータを調整する手法を設計した．また，その設計に基づ
き，プロトタイプシステムの実装を行い，それを用いた実験によって提案手法の有効性を
示した．
上記の提案によって，本研究では，人物位置検出システムの自己修復機能を実現した．
これによって，本研究の目的である，品質要求の変動および状況の変動に対応して，安定
したQoSを提供することが可能な人物位置検出システムの構築に向けて貢献することが
できた．
5.2 今後の課題
今後は，人物位置検出システムにおいて，一つの品質要求だけではなく，複数の品質要
求が存在する場合の制御手法について検討する必要がある．現在のシステムでは最後に
51
受けた要求にしか対応しないため，２つ以上のアプリケーションが人物位置検出システム
を使う場合には一つのアプリケーションにしか対応できなくなる．そのため，複数のアプ
リケーションが存在する場合適切な判断が必要となり，目標の品質を決める機能が必要に
なる．
他の課題として，本研究では画像サイズ，カメラのフレームレート，及びカメラ台数の
３つパラメータしか制御していないため，今後はそれ以外のパラメータに関する制御手法
に関する研究が必要となる．また，CPU負荷とネットワークの負荷だけでなく，対象の
人数などの状況変化にも対応必要があると思われるため，今後はより柔軟なシステムを検
討していく予定である．
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