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1. Introduction
1.1. Background and Results. Given a finite, positive, and compactly supported measure
µ with infinitely many points in its support, let {ϕn(z)}∞n=0 be the corresponding sequence
of orthonormal polynomials satisfying∫
ϕn(z)ϕm(z)dµ(z) = δm,n.
The leading coefficient of ϕn is κn and ϕn/κn is a monic polynomial, which we denote by
Φn. If ever it is necessary to specify the measure of orthogonality, we will write ϕn(z;µ),
Φn(z;µ), and κn(µ). The degree n polynomial reproducing kernel Kn is given by
Kn(z, w;µ) :=
n∑
m=0
ϕm(z)ϕm(w)
and is so named because if Q(z) is a polynomial of degree at most n, then∫
Q(z)Kn(w, z;µ)dµ(z) = Q(w).
When one speaks of universality limits for such kernels, one is interested in determining
existence of the limit
lim
n→∞
Kn(z + 1(n), z + 2(n);µ)
Kn(z, z;µ)
, (1)
where j(n) → 0 as n → ∞ in a specific way for j = 1, 2. The motivation for calculating
such limits comes from random matrix theory and we refer the reader to [9, 25] for further
details. The term “universality” is used when one can establish existence of the limit (1)
for a large class of measures µ and points z ∈ supp(µ) in such a way that the limiting
1
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2expression is independent of the measure µ. An example of such a universality limit is the
sine kernel asymptotics that hold for a large class of well-behaved measures on the unit circle
and real line (see for example [4, 10, 21, 26, 33, 38, 40]). Many methods used to derive such
asymptotics are described in [23]. Another example is the Bessel kernel asymptotics that
are often observed at the edge of the support of a well-behaved measure on the real line (see
[8, 14, 16, 18, 20]).
A key aspect in all of the aforementioned results is the so-called regularity of the measure
in question. We follow the terminology introduced in [37] and say that a measure is regular
if
lim
n→∞
κ1/nn =
1
cap(supp(µ))
,
where cap(K) is the logarithmic capacity of the compact set K. The consequences of reg-
ularity are complicated to state without much additional notation, so we will restrict our
attention to discussing these consequences in the contexts of the specific supports on which
we will focus. For now, we mention that a measure µ on the unit circle is regular if and only
if
lim
n→∞
(
sup
deg(P )≤n
[‖P‖L∞(∂D)
‖P‖L2(µ)
]1/n)
= 1 (2)
(see [37, Theorem 3.2.3]).
Universality limits for less well-behaved measures are more difficult to establish. The 2011
paper [11] established a universality result for measures on [−1, 1] with a jump in the weight
at 0 and the limiting kernel is expressed in terms of the confluent hypergeometric function
1F1 (see also [13]). The recent paper [8] considers measures on the real line that have a
certain singular behavior near an interior point in the support of the measure. In 2012,
Bourgade [2, Theorem 3.2] established a result on the unit circle when the measure displays
a certain singularity at 1 (see also [3, Theorem 5]). Our first theorem is a generalization of
Bourgade’s result. For the statement of the theorem and throughout this paper, we identify
the unit circle with the interval [0, 2pi].
Theorem 1.1. Let µ be a regular measure on the unit circle given by w(θ) dθ
2pi
+ dµs, where
µs is singular with respect to Lebesgue measure. Suppose
w(θ) = g(θ)
4γ|Γ(1 + γ + iτ)|2
Γ(2γ + 1)
e(pi−θ)τ [sin(θ/2)]2γ, θ ∈ [0, 2pi], τ ∈ R, γ > −1
2
,
where g : R → [0,∞) is 2pi-periodic, continuous at 0 with g(0) > 0, and such that w(θ) is
integrable on [0, 2pi]. Suppose also that {0, 2pi} ∩ supp(µs) = ∅. Then uniformly for a and b,
in compact subsets of C it holds that
lim
n→∞
Kn(e
ia/n, eib/n;µ)
Kn(1, 1;µ)
(3)
= (2γ + 1)
1F1(y¯; 2γ + 1;−ib¯)1F1(y; 2γ + 1; ia)− 1F1(1 + y¯; 2γ + 1;−ib¯)1F1(1 + y; 2γ + 1; ia)
i(b¯− a) ,
where y = γ + iτ .
3Remark. If a = b¯, then we use continuity to interpret the right-hand side of (3) as(
1F1(1 + y¯; 2γ + 1;−ib¯) 1F1(2 + y; 2γ + 2; ib¯)(1 + y)
− 1F1(y¯; 2γ + 1;−ib¯) 1F1(1 + y; 2γ + 2; ib¯)y
)
.
Remark. Notice that if a and b are real and we set γ = τ = 0 in (3), then we recover [15,
Theorem 1.1]. For a related result, see [35, Theorem 5.9].
Although similar, Theorem 1.1 is distinct from Bourgade’s result [2, Theorem 3.2]. The
most important difference is that Bourgade’s result concerns the normalized kernel
K˜n(x, y) :=
√
w(x)w(y)
n∑
k=0
ϕk(x)ϕk(y),
which is only defined when x, y ∈ ∂D, while our result allows a and b to be complex. This
is especially relevant in determining the local asymptotics of the Christoffel function for
complex a (see Corollary 2.9 below). Furthermore, if γ < 0, then K˜n is undefined if either x or
y is equal to 1 because of the singularity in w there. Consequently, our Theorem 1.1 includes
a stronger uniformity statement than the one given in [2, Theorem 3.2]. Nevertheless, we
should mention that our proof of Theorem 1.1 is similar to the proof of [2, Theorem 3.2] in
that it relies on ideas and methods of Lubinsky (see for example [19]).
As noted in [11], the confluent hypergeometric function appears in the scaling limit of cor-
relation functions of the pseudo-Jacobi ensemble in [1]. It is also explained in [11] how one
can understand the connection between the sequence of weights in the pseudo-Jacobi ensem-
ble and the weight in Theorem 1.1 (see [11, Equation 24] and the accompanying discussion).
The weights considered in [1] are of the form
(1 + x2)−Re(s)−Ne2 Im(s) arg(1+ix), x ∈ R, N ∈ N.
If one writes z = (1 + ix)−1, then this becomes
|z|2 Re(s)+2Ne2 Im(s) arg(1/z), |z − 1/2| = 1/2,
which has an algebraic singularity and a jump at 0, just like the weight in our Theorem 1.1
does at θ = 0. Further motivation for the study of measures such as those that we consider
in Theorem 1.1 can be found in [2].
By setting γ = 0 in Theorem 1.1, we immediately obtain the following analog of [11,
Theorem 11] for the unit circle.
Corollary 1.2. Let µ be a regular measure on the unit circle given by w(θ) dθ
2pi
+ dµs, where
µs is singular with respect to Lebesgue measure. Suppose
w(θ) = g(θ)|Γ(iτ + 1)|2e(pi−θ)τ , θ ∈ [0, 2pi], τ ∈ R,
where g : R→ [0,∞) is 2pi-periodic, integrable on [0, 2pi], and continuous at 0 with g(0) > 0.
Suppose also that {0, 2pi} ∩ supp(µs) = ∅. Then uniformly for a and b, in compact subsets
4of C it holds that
lim
n→∞
Kn(e
ia/n, eib/n;µ)
Kn(1, 1;µ)
(4)
=
1F1(−iτ ; 1;−ib¯)1F1(iτ ; 1; ia)− 1F1(1− iτ ; 1;−ib¯)1F1(1 + iτ ; 1; ia)
i(b¯− a) .
Remark. If a = b¯, we interpret the expression on the right-hand side of (4) as
1F1(1− iτ ; 1;−ib¯) 1F1(2 + iτ ; 2; ib¯)(iτ + 1)− 1F1(−iτ ; 1;−ib¯) 1F1(1 + iτ ; 2; ib¯)(iτ)
If we set τ = 0 in Theorem 1.1, then we obtain the following result, which is reminiscent
of [8, Theorem 1.4].
Corollary 1.3. Let µ be a regular measure on the unit circle given by w(θ) dθ
2pi
+ dµs, where
µs is singular with respect to Lebesgue measure. Suppose
w(θ) = g(θ)
4γ|Γ(1 + γ)|2
Γ(2γ + 1)
[sin(θ/2)]2γ, θ ∈ [0, 2pi], γ > −1
2
,
where g : R → [0,∞) is 2pi-periodic, continuous at 0 with g(0) > 0, and such that w(θ) is
integrable on [0, 2pi]. Suppose also that {0, 2pi} ∩ supp(µs) = ∅. Then uniformly for a and b,
in compact subsets of C it holds that
lim
n→∞
Kn(e
ia/n, eib/n;µ)
Kn(1, 1;µ)
(5)
= (2γ + 1)
1F1(γ; 2γ + 1;−ib¯)1F1(γ; 2γ + 1; ia)− 1F1(1 + γ; 2γ + 1;−ib¯)1F1(1 + γ; 2γ + 1; ia)
i(b¯− a)
Remark. If a = b¯, we interpret the expression on the right-hand side of (5) as(
1F1(1 + γ; 2γ + 1;−ib¯) 1F1(2 + γ; 2γ + 2; ib¯)(1 + γ)
− 1F1(γ; 2γ + 1;−ib¯) 1F1(1 + γ; 2γ + 2; ib¯)γ
)
.
The form of the limiting kernel in (4) could be guessed from the results in [11]. One
distinction of our results is that the proof does not rely on the methods of Riemann-Hilbert
analysis. Instead we rely on the method that has been pioneered by Lubinsky and has lead
to many new results on this topic.
In recent years there has also been interest in proving universality results for measures
supported on sets other than the unit circle or real line. Such results include measures sup-
ported on arcs of the unit circle (see [26]), smooth Jordan regions (see [24, 34]), and smooth
Jordan curves (see [17]). Our second main result is a comparable result for a collection of
polynomial lemniscates.
Given any r > 0 and m ∈ N, let Gr,m be the region given by Gr,m := {z : |zm − 1| < rm}.
For any set X ⊆ C, we will denote its boundary by ∂X. For a measure µ on Gr,m, we will
let µ′ denote its Radon-Nikodym derivative with respect to area measure on Gr,m.
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Figure 1. A Mathematica plot of the boundary of the region Gr,3 when r =
3
√
0.94.
Theorem 1.4. Let r ∈ (0, 1) and m ∈ N be fixed and pick some z∗0 in the boundary of
Gr,m. Let µ be a regular measure on Gr,m and suppose that there is an open disk D centered
at z∗0 such that on Gr,m ∩ D, µ is absolutely continuous with respect to planar Lebesgue
measure. Assume moreover that µ′ is positive and continuous at each point of ∂Gr,m ∩ D.
Then uniformly for z0 in compact subsets of ∂Gr,m ∩D and a, b in compact subsets of C it
holds that
lim
n→∞
Kn(z0 + a/n, z0 + b/n;µ)
Kn(z0, z0;µ)
= H
(
w0az
m−1
0 + w0b¯z¯
m−1
0
rm
)
, (6)
where w0 =
zm0 −1
rm
∈ ∂D and
H(t) = 1F1(2; 3; t) =
{
2 e
t(t−1)+1
t2
t 6= 0
1 t = 0.
Remark. Notice that if we define φ(z) = z
m−1
rm
, then the right-hand side of (5) becomes
H
(
a
φ′(z0)
m
φ(z0) + b¯
φ′(z0)
m
φ(z0)
)
.
From this it is clear that if we substitute m = 1 into (6), then we recover the result of [24,
Theorem 1.1] in the case of the disk of radius r centered at 1.
Remark. The argument of aφ′(z0)φ(z0) appearing in this expression is the angle between a
and the outward normal to Gr,m at z0 (see [34, Remark 5.1]).
Remark. An alternative formula for H is given by
H(t) = 2
∫ 1
0
xetx dx,
6which means this kernel fits into the family of kernels discussed in [35, Section 5.4].
All of our proofs will utilize the method of Lubinsky, which relies on Christoffel function
estimates. For a measure µ and n ∈ N, we define the Christoffel function λn(z;µ) by
λn(z;µ) := inf
{
‖P‖2L2(µ) : deg(P ) ≤ n, P (z) = 1
}
.
It is well-known and easy to show that
λn(z;µ) =
1
Kn(z, z;µ)
and the infimum defining λn is a minimum with extremal function given by P (w) =
Kn(w,z;µ)
Kn(z,z;µ)
.
This relationship tells us that the diagonal of Kn satisfies certain monotonicity proper-
ties, which will be helpful in our later analysis. Specifically, if µ ≥ ν, then Kn(z, z;µ) ≤
Kn(z, z; ν). For more about Christoffel functions and their relation to orthogonal polynomi-
als, we refer the reader to [28, 29].
The rest of the paper is devoted to the proofs of the results we have already stated. In
Section 2 we will prove Theorem 1.1 and in Section 3 we will prove Theorem 1.4. In both
cases, the key step is establishing the needed asymptotics in an appropriate model case that
we will use for comparison. In the unit circle setting, we will rely on results from [2, 3, 36].
In the lemniscate setting, we will rely on results from [12] and [39].
1.2. Notation. For any complex number v and n ∈ {0, 1, 2, . . .}, we let (v)n denote the
rising factorial
(v)n =
{
1 n = 0
v(v + 1) · · · (v + n− 1) n > 0.
If Φn(z) is the degree n monic orthogonal polynomial for a measure µ, then we define the
polynomial Φ∗n as in [32] by
Φ∗n(z) := z
nΦn(1/z¯).
2. Proof of Theorem 1.1
In this section, we present a proof of Theorem 1.1. To do so, we will first need a comparison
example, and for that we turn to the results in [36].
2.1. A Model Case. We recall the results of [36], which concern the measure µ˜ defined by
dµ˜(θ) =
4γ|Γ(1 + γ + iτ)|2
Γ(2γ + 1)
e(pi−θ)τ [sin(θ/2)]2γ
dθ
2pi
, 0 ≤ θ ≤ 2pi, τ ∈ R, γ > −1
2
.
In [2], the measure µ˜ is said to have a Hua-Pickrell density and in [3, Section 3.2], the
weight is called a Fisher-Hartwig function. It is shown in [36, Theorem 4.1] and the proof
7of [36, Theorem 4.2] that the monic orthogonal polynomials and the leading coefficients of
the orthonormal polynomials are given by
Φn(z) =
(2γ + 1)n
(1 + γ + iτ)n
2F1(−n, 1 + γ + iτ ; 2γ + 1; 1− z),
Φ∗n(z) =
(2γ + 1)n
(1 + γ − iτ)n 2F1(−n, γ + iτ ; 2γ + 1; 1− z),
κn =
|(1 + γ + iτ)n|√
n!(2γ + 1)n
(see also [2, Section 3.2.1], compare with [1, Proposition 1.2]). With this information, one
can deduce the following fact, which appears in the proof of [3, Theorem 5].
Lemma 2.1. For the measure µ˜, it holds that
Kn(1, 1; µ˜) =
n2γ+1
Γ(2γ + 2)
(1 + o(1))
as n→∞.
By applying Lemma 2.1, we conclude that if a, b ∈ R \ {0} and a 6= b, then1 (with
y = γ + iτ)
lim
n→∞
Kn(e
ia/n, eib/n; µ˜)
Kn(1, 1; µ˜)
= Γ(2γ + 2) lim
n→∞
Kn(e
ia/n, eib/n; µ˜)
n2γ+1
= (2γ + 1)
1F1(y¯; 2γ + 1;−ib¯)1F1(y; 2γ + 1; ia)− 1F1(1 + y¯; 2γ + 1;−ib¯)1F1(1 + y; 2γ + 1; ia)
i(b¯− a) ,
where the last equality is given in the proof of [3, Theorem 5]. This proves the desired result
when µ = µ˜ and for certain values of a and b.
To complete the proof and to prove the assertions about uniformity when µ = µ˜, we will
show that {
Kn(e
ia/n, eib¯/n; µ˜)
Kn(1, 1; µ˜)
}
n∈N
is a normal family in the complex variables a and b. The key to the calculation will be the
following lemma.
Lemma 2.2. If y = γ + iτ with τ ∈ R and γ > −1/2, then for any compact set K ⊂ C
there is a constant CK such that for any a ∈ K, n ∈ N, and m ∈ {0, 1, . . . , n} it holds that
| 2F1(−m, 1 + y; 2γ + 1; 1− eia/n)| ≤ 2F1(−n, 1 + |y|; 2γ + 1;−CK/n).
1Even though we are assuming a, b ∈ R in this calculation, we write b¯ in the limiting expression because
the limiting kernel in Theorem 1.1 is analytic in a and b¯.
8Proof. The proof is by direct calculation. We can find a constant CK so that if a ∈ K, then
| 2F1(−m, 1 + y; 2γ + 1; 1− eia/n)|
=
∣∣∣∣∣
m∑
k=0
(
m
k
)
(1 + y)k
(2γ + 1)k
(eia/n − 1)k
∣∣∣∣∣ ≤
m∑
k=0
(
m
k
)
(1 + |y|)k
(2γ + 1)k
(
CK
n
)k
≤
n∑
k=0
(
n
k
)
(1 + |y|)k
(2γ + 1)k
(
CK
n
)k
= 2F1(−n, 1 + |y|; 2γ + 1;−CK/n).

Now, we can use Lemma 2.1, Lemma 2.2, and basic properties of the Γ function to conclude
that if a, b are in some compact set K, then there are constants C, C ′, and CK so that∣∣∣∣∣Kn(eia/n, eib¯/n; µ˜)Kn(1, 1; µ˜)
∣∣∣∣∣
≤ C
n2γ+1
n∑
m=0
∣∣
2F1(−m, 1 + y; 2γ + 1; 1− eia/n) 2F1(−m, 1 + y; 2γ + 1; 1− eib/n)
∣∣ Γ(2γ + 1 +m)
Γ(m+ 1)
≤ C
′
n
n∑
m=0
( 2F1(−n, 1 + |y|; 2γ + 1;−CK/n))2
= C ′ ( 2F1(−n, 1 + |y|; 2γ + 1;−CK/n))2 .
As n→∞, this last quantity is bounded (see [3, Equation (50)]) and hence we have shown
the desired normality property. The fact that the limiting kernel that we calculated when
both a and b are real (and distinct) is analytic in the variables a and b¯ implies the desired
uniform convergence on compact subsets of C× C.
We have thus proven Theorem 1.1 (and the subsequent corollaries) in the special case
µ = µ˜.
2.2. Hypergeometric Functions. In this section we prove some auxiliary results about
hypergeometric functions and the functions that appear in our main results. For any a ∈ R,
define
T (a) :=
(
1F1(1 + γ; 2γ + 1;−ia) 1F1(2 + γ; 2γ + 2; ia)(1 + γ) (7)
− 1F1(γ; 2γ + 1;−ia) 1F1(1 + γ; 2γ + 2; ia)γ
)
,
which is the function appearing in the remark after the statement of Corollary 1.3, but
restricted to a real variable. Our first lemma shows that T never vanishes in R.
Lemma 2.3. If γ > −1/2, then T (a) is a non-vanishing function on R.
Proof. Let σ be the measure µ˜ when τ = 0. Lemma 2.1 tells us that
lim
n→∞
Kn(1, 1;σ)
n2γ+1
=
1
Γ(2γ + 2)
> 0.
9Suppose for contradiction that a ∈ R is such that T (a) = 0. Note that we know a 6= 0.
Corollary 1.3 in the case µ = σ shows that
lim
n→∞
Kn(e
ia/n, eia/n;σ)
Kn(1, 1;σ)
= T (a) = 0.
The Cauchy-Schwarz inequality tells us that for any b ∈ C, we have
|Kn(eia/n, eib/n;σ)|
Kn(1, 1;σ)
≤
√
Kn(eia/n, eia/n;σ)
Kn(1, 1;σ)
√
Kn(eib/n, eib/n;σ)
Kn(1, 1;σ)
.
The first square root tends to 0 as n → ∞ and the second tends to some finite limit as
n→∞, so we have
lim
n→∞
Kn(e
ia/n, eib/n;σ)
Kn(1, 1;σ)
= 0
for all b ∈ C. However, this implies that the expression appearing on the right-hand side of
(5) is equal to 0 for all values of b ∈ C. If we plug in b = 0, then we see that
1F1(γ; 2γ + 1; ia) = 1F1(1 + γ; 2γ + 1; ia) 6= 0,
where the last inequality follows from [41, Theorem 1]. Dividing through by this quantity
on the right-hand side of (5) shows
1F1(γ; 2γ + 1;−ib¯) = 1F1(1 + γ; 2γ + 1;−ib¯)
for all complex numbers b. In other words, the functions
1F1(γ; 2γ + 1; z) and 1F1(1 + γ; 2γ + 1; z)
are the same function. However, these functions do not have the same derivative at 0, so
this gives us our contradiction. 
Remark. It would be interesting to see if one could prove Lemma 2.3 without using repro-
ducing kernel asymptotics.
Our next technical lemma will be helpful in establishing the finiteness of certain asymp-
totics in the next section.
Lemma 2.4. For any complex number a and γ > −1/2, it holds that
(2γ + 1)
| 1F1(γ; 2γ + 1; ia)|2 − | 1F1(1 + γ; 2γ + 1; ia)|2
2 Im(a)
> 0, (8)
where if a ∈ R, then we interpret this expression as T (a).
Proof. Let us keep our definition of σ from the previous proof. We will use ideas from the
proof of [11, Proposition 12]. First, notice that when s and t are real, we have
1F1(s; t; z) = 1F1(s; t; z¯).
Therefore, Corollary 1.3 in the case µ = σ implies
| 1F1(γ; 2γ + 1; ia)|2 − | 1F1(1 + γ; 2γ + 1; ia)|2
Im(a)
≥ 0. (9)
To show that this inequality is strict when Im(a) 6= 0, consider the function
Θ(a) :=
1F1(1 + γ; 2γ + 1; ia)
1F1(γ; 2γ + 1; ia)
=
eia 1F1(γ; 2γ + 1;−ia)
1F1(γ; 2γ + 1; ia)
,
10
where we used Kummer’s transformation, which says
1F1(x; y; z) = e
z
1F1(y − x; y;−z)
(see [5, Equation 12a]). We know from [41, Theorem 1], that Θ(a) is analytic on {a : Im(a) ≥
0} and it is easy to see that |Θ(a)| = 1 when a is real. Equation (9) tells us that |Θ(a)| ≤ 1
when Im(a) > 0 and Θ(a) is not constant, so by the Maximum Modulus Principle, we must
have |Θ(a)| < 1 when Im(a) > 0, so this proves the claim when Im(a) > 0. We prove the
claim when Im(a) < 0 by considering 1/Θ(a) and a similar argument. The statement for
a ∈ R is Lemma 2.3. 
Following the notation of [22], we recall that the Hermite-Biehler class of entire functions
is the set of all entire functions E that have no zeros in the upper half-plane {z : Im(z) > 0}
and satisfy
|E(z)| ≥ |E(z¯)|, Im(z) > 0.
The proof of Lemma 2.4 tells us that when γ > −1/2, the function 1F1(γ; 2γ+ 1; iz)e−iz/2 is
in the Hermite-Biehler class. A related result was proven in [11, Proposition 12].
2.3. The General Case. Now we will employ Lubinsky’s method and prove Theorem 1.1
in the general case. The first step is to control the diagonal of the reproducing kernel, and
to do this, we will use Christoffel functions. Our next lemma concerns the measure µ˜ from
Section 2.1.
Lemma 2.5. If γ > −1/2, then there is a continuous function G : C→ (0,∞) such that
lim
n→∞
n2γ+1λn(e
ia/n; µ˜) = G(a) (10)
and the convergence is uniform on compact subsets of C.
Remark. If a is a real number and γ = 0, then G(a) can be bounded above and below by
appealing to results in [28].
Proof. Existence and continuity of the limit (as an extended real number) follow from the
calculations in Section 2.1. Since the convergence demonstrated in Section 2.1 was uniform
in a and b in compact subsets of C, the statement about uniformity will follow once we
bound the function G away from zero and infinity on compact sets.
To estimate the limit, notice that there are positive constants C1 and C2 so that C1σ ≤
µ˜ ≤ C2σ, where σ is the measure µ˜ but with τ = 0. Therefore, due to the monotonicity
properties of Christoffel functions it suffices to establish the desired bounds in the case τ = 0.
Lemma 2.1 and Corollary 1.3 in the case µ = σ tell us
lim
n→∞
n2γ+1λn(e
ia/n;σ) = Γ(2γ + 2)
{
2 Im(a)/(2γ+1)
| 1F1(γ;2γ+1;ia)|2−| 1F1(1+γ;2γ+1;ia)|2 Im(a) 6= 0
1/T (a) Im(a) = 0
The desired conclusion now follows from Lemma 2.4. 
Lemma 2.5 tells us that the right-hand side of (3) is never 0 when a = b. Therefore, we
can strengthen our earlier observation and generalize [41, Theorem 1] as follows.
Corollary 2.6. If γ > −1/2 and τ ∈ R, then 1F1(γ + iτ ; 2γ + 1; iz)e−iz/2 is in the Hermite-
Biehler class.
The next technical lemma will also be helpful.
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Lemma 2.7. For any a ∈ C, any n ∈ N, and any r > 0,∣∣∣∣eiθ + eia/n2eia/n
∣∣∣∣rn ≤ eO(r), r → 0, θ ∈ R.
Furthermore, for any compact K ⊆ C, the implied constant can be chosen uniformly for
a ∈ K, θ ∈ R, and n ∈ N.
Proof. We calculate∣∣∣∣eiθ + eia/n2eia/n
∣∣∣∣rn = ∣∣∣∣1 + eiθe−ia/n2
∣∣∣∣rn = ∣∣∣∣1 + eiθ + eiθ(e−ia/n − 1)2
∣∣∣∣rn ≤ (1 + |a|2n ·
∣∣∣∣e−ia/n − 1−ia/n
∣∣∣∣)rn .
Notice that (e−ia/n−1)/(−ia/n) is uniformly bounded in n ∈ N and in a in compact subsets
K of C. If we denote this upper bound by CK , then we have shown∣∣∣∣eiθ + eia/n2eia/n
∣∣∣∣rn ≤ eCKr|a|/2, a ∈ K, n ∈ N, θ ∈ R
as desired. 
For γ > −1/2 and τ ∈ R fixed, let us retain the definition of G(a) from (10). Lemma 2.5
tells us that G(a) is finite and non-zero for any complex number a and also that G(a) is a
continuous function. This allows us to proceed with the key lemma of this section.
Lemma 2.8. Let µ be as in the statement of Theorem 1.1 and let µ˜ be as in Section 2.1.
For any a ∈ C it holds that
lim
n→∞
Kn(e
ia/n, eia/n; µ˜)
Kn(eia/n, eia/n;µ)
= g(0)
and the convergence is uniform for a in compact subsets of C.
Proof. We will use ideas from the proof of [28, Theorem 7]. Fix δ ∈ (0, g(0)). Choose  > 0
small enough so that the measure µ defined by
µ =
{
µ on {z : |z − 1| > }
(g(0) + δ)µ˜ on {z : |z − 1| ≤ }
satisfies µ ≥ µ.
Fix some r ∈ (0, 1) very small. For each m ∈ N, define
Qm(z) :=
Km(z, e
ia/n; µ˜)
Km(eia/n, eia/n; µ˜)
,
which is extremal for the problem defining λm(e
ia/n; µ˜). We calculate
λn(e
ia/n;µ) ≤
∫
|Qn−brnc(z)|2
∣∣∣∣z + eia/n2eia/n
∣∣∣∣2brnc dµ(z)
≤
∫
|z−1|≤
|Qn−brnc(z)|2
∣∣∣∣z + eia/n2eia/n
∣∣∣∣2brnc dµ + ∫|z−1|> |Qn−brnc(z)|2
∣∣∣∣z + eia/n2eia/n
∣∣∣∣2brnc dµ.
The first of these integrals can be bounded above by
(g(0) + δ)eO(r)
∫
|z−1|≤
|Qn−brnc(z)|2dµ˜(z) = (g(0) + δ)eO(r)λn−brnc(eia/n; µ˜),
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where we used Lemma 2.7 and the big-O notation is as r → 0. Similarly, we find that for
some t1 < t2 < 1,∫
|z−1|>
|Qn−brnc(z)|2
∣∣∣∣z + eia/n2eia/n
∣∣∣∣2brnc dµ ≤ O(tn1 )∫|z−1|> |Qn−brnc(z)|2dµ
≤ O(tn1 )µ(∂D)‖Qn−brnc‖2L∞(∂D)
≤ O(tn2 ),
where the big-O notation is as n → ∞ and we used the regularity of the measure µ˜ (in
particular, the property (2)) in the step where we replaced t1 by t2. These bounds show us
that (where rn = brnc/n)
lim sup
n→∞
n2γ+1λn(e
ia/n;µ)
≤ (g(0) + δ)eO(r) lim sup
n→∞
(
n
n− brnc
)2γ+1
(n− brnc)2γ+1λn−brnc(eia(1−rn)/(n−brnc); µ˜)
= (g(0) + δ)eO(r)
1
(1− r)2γ+1G(a(1− r))
by Lemma 2.5. Taking the infimum over all δ ∈ (0, g(0)) and r ∈ (0, 1) and using the
continuity of G gives the desired upper bound on the lim sup.
To lower bound the lim inf, we define the measure
µ˜ =
{
µ˜ on {z : |z − 1| > }
1
g(0)−δµ on {z : |z − 1| ≤ }
where  is chosen small enough so that satisfies µ˜ ≥ µ˜. We can then perform a calculation
similar to that above and, using the regularity of µ, show that
λn(e
ia/(n−brnc); µ˜) ≤ e
O(r)λn−brnc(eia/(n−brnc);µ)
g(0)− δ +O(t
n
3 )
as n→∞ for some t3 < 1. Repeating the analysis above shows
lim inf
n→∞
(n− brnc)2γ+1λn−brnc(eia/(n−brnc);µ) ≥ (1− r)2γ+1eO(r)(g(0)− δ)G
(
a
1− r
)
.
Since every k sufficiently large can be written as n− brnc for some n (as was shown in the
proof of [24, Theorem 3.1]), this shows
lim inf
k→∞
k2γ+1λk(e
ia/k;µ) ≥ (1− r)2γ+1eO(r)(g(0)− δ)G
(
a
1− r
)
.
Letting r and δ tend to 0 gives the desired conclusion.
The uniformity follows from the uniformity of convergence for the measure µ˜ and the
uniformity in the implied constants in the big-O estimates. 
Notice that the Cauchy-Schwarz inequality implies
|Kn(eia/n, eib/n;µ)|
Kn(1, 1;µ)
≤
√
Kn(eia/n, eia/n;µ)Kn(eib/n, eib/n;µ)
Kn(1, 1;µ)
.
If we combine this observation with Lemma 2.5 and Lemma 2.8, then we arrive at the
following corollary.
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Corollary 2.9. Suppose µ is as in Theorem 1.1 and a is a complex number. Then
lim
n→∞
n2γ+1λn(e
ia/n;µ) = g(0)G(a) > 0. (11)
Furthermore, the collection {
Kn(e
ia/n, eib¯/n;µ)
Kn(1, 1;µ)
}
n∈N
is a normal family in the variables a and b.
Remark. If γ = a = 0, then equation (11) is reminiscent of a recent result established by
Danka in [6] (see also [30]). If τ = a = 0, then this is reminiscent of [7, Theorem 1.1]. The
results in [6, 7] apply to more general sets than the circle.
Proof of Theorem 1.1. Our proof depends on [2, Theorem 3.10], which tells us that if we
verify some technical conditions, then we can make a conclusion about the similarity of the
asymptotics of Kn(z, w;µ) to those of Kn(z, w; µ˜). The first condition that we must verify
is that of mutual regularity, which means we must verify that as n→∞
sup
deg(P )≤n
(∫ |P |2dµ∫ |P |2dµ˜
)1/n
→ 1, sup
deg(P )≤n
(∫ |P |2dµ˜∫ |P |2dµ
)1/n
→ 1.
This is a simple consequence of the regularity of µ and µ˜ because if  > 0 is fixed, n is
sufficiently large, and deg(P ) ≤ n, then
‖P‖2L2(µ) ≤ µ(∂D)‖P 2‖L∞(∂D) ≤ µ(∂D)(1 + )n‖P‖2L2(µ˜)
and a similar string of inequalities holds if we switch the roles of µ and µ˜.
The second technical condition we must verify follows from Lemma 2.5, which shows that
lim
r→0+
lim sup
n→∞
Kn(e
ia/n, eia/n; µ˜)
Kn−brnc(eia/n, eia/n; µ˜)
= 1
uniformly for a in compact subsets of R. Therefore, we may apply the conclusion of [2,
Theorem 3.10] and conclude that if a and b are real, then
lim
n→∞
g(0)Kn(e
ia/n, eib/n;µ)−Kn(eia/n, eib/n; µ˜)
Kn(eia/n, eia/n;µ)
= 0.
By Corollary 2.9, we can rewrite this as
lim
n→∞
g(0)Kn(e
ia/n, eib/n;µ)−Kn(eia/n, eib/n; µ˜)
Kn(1, 1;µ)
= 0.
We can now apply Lemma 2.8 to obtain the desired conclusion when a and b are real numbers.
To obtain the general conclusion, we apply Corollary 2.9, which tells us that{
Kn(e
ia/n, eib¯/n;µ)
Kn(1, 1;µ)
}
n∈N
is a normal family in the complex variables a and b. Since the limiting kernel in the model
case is analytic in a and b¯ and we have already verified convergence when a and b are real,
we have the desired uniform convergence in (3) on compact subsets of C× C. 
14
3. Proof of Theorem 1.4
This section contains a proof of Theorem 1.4. Since we have already remarked that the
case m = 1 in Theorem 1.4 reduces to a result that is already known, we will assume that
m ≥ 2. The procedure we follow is motivated by the approach in [24] and requires some
technical details presented in [12, 39].
3.1. A Model Case. As in [24], we begin by proving Theorem 1.4 in one specific case. We
will consider area measure on the region Gr,m, which we denote by µ0. In this case, there is
an exact formula for the monic orthogonal polynomials when the degree is sufficiently high.
In order to avoid this degree technicality, we require the following lemma, which follows from
[39, Theorem 1.4].
Lemma 3.1. If z0 is as in the statement of Theorem 1.4, then
lim
n→∞
Kn(z0, z0;µ0) =∞.
Lemma 3.1 tells us that when we look at the limits of kernels, we can ignore any finite
collection of terms in the numerator of Kn(z0 + a/n, z0 + b/n;µ0)/Kn(z0, z0;µ0) without
changing the limit. Therefore, we will be able to ignore all of the polynomials to which the
next proposition does not apply.
Given r ∈ (0, 1) and m ∈ N and q > 0, let γ(q)r,m be the measure defined on the unit circle
by
dγ(q)r,m(w) =
|dw|
|rmw + 1|q .
Notice that this measure can be written as |f(w)|2|dw|, where f is analytic in a neighborhood
of the closed unit disk. The following result is Proposition 7.2 in [12].
Proposition 3.2. With v = 2− 2
m
− 2s
m
, the following formulas are valid for all sufficiently
large values of k:
Φkm+m−1(z;µ0) = zm−1(zm − 1)k,
Φkm+s(z;µ0) =
zsrm(k+1)
zm − 1 + r2m
Φk+1 (w; γ(v)r,m)− Φk+1
(
−rm; γ(v)r,m
)
Φk
(
−rm; γ(v)r,m
) Φk (w; γ(v)r,m)
 ,
where w = z
m−1
rm
and s = 0, 1, 2, . . . ,m− 2.
Proposition 3.2 tells us that in order to calculate the asymptotics of the orthogonal poly-
nomials for µ0, we will need to know the asymptotics of the orthogonal polynomials for
γ
(2− 2
m
− 2s
m
)
r,m when s = 0, 1, . . . ,m− 2. Fortunately, the analyticity of the measure γ(q)r,m for all
values of q > 0 permits such a precise description, which was given in [27]. Define
D(z; γ(q)r,m) := exp
(−q
4pi
∫ 2pi
0
log |rmeiθ + 1|e
iθ + z
eiθ − zdθ
)
,
which can be analytically continued to {z : |z| > rm}. In fact, we can evaluate the integral
using [31, Theorem 17.17] and calculate
D(z; γ(q)r,m) =
(
1 +
rm
z
)q/2
, (12)
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where the branch cut is taken so that D(∞; γ(q)r,m) = 1 (see also [12, Equation 8.38]). The
following result is part of [27, Proposition 1]:
Proposition 3.3. Uniformly on some neighborhood of the unit circle it holds that
lim
k→∞
Φk(w; γ
(q)
r,m)
wk
= D(w; γ(q)r,m).
Now that we have a precise understanding of the monic orthogonal polynomials for µ0,
we need to understand the behavior of the leading coefficients κn(µ0). The following result
is contained in the proof of [12, Proposition 7.1].
Proposition 3.4. For every k ∈ N, it holds that
κkm+m−1(µ0)2 =
mk +m
pir2mk+2m
.
If s = 0, . . . ,m − 2, then with v = 2 − 2
m
− 2s
m
, the following asymptotic formula holds as
k →∞:
κkm+s(µ0)
2 =
2Φk
(
−rm; γ(v)r,m
)
(mk + 1 + s)
−Φk+1
(
−rm; γ(v)r,m
)
r2km+m
( 1
2pi
+O(η2k)
)
,
where η is any real number in (rm, 1).
Using results from the theory of orthogonal polynomials on the unit circle, we can improve
this result in the following way:
Proposition 3.5. If s = 0, . . . ,m − 2, then with v = 2 − 2
m
− 2s
m
, the following asymptotic
formula holds as k →∞:
κkm+s(µ0)
2 =
(
(mk + 1 + s)(1 + v
2k
)
pir2km+2m
)
(1 +O(k−2)).
Proof. Let v = 2− 2
m
− 2s
m
. From [12, Equation 8.45], we see that
Φk+1
(
−rm; γ(v)r,m
)
Φk
(
−rm; γ(v)r,m
) = −rm [1− v
2k
+O(k−2)
]
, k →∞. (13)
Plugging this into the formula from Proposition 3.4 gives the result 
Now we are ready to begin our calculation, which uses ideas from the proof of the main
result in [24].
Proof of Theorem 1.4 when µ = µ0. Recall the definition of D from the statement of Theo-
rem 1.4 and let J ⊆ ∂Gr,m∩D be a closed arc containing a point z0. Let us fix some Y0 ∈ mN
large enough so that the conclusion of Proposition 3.2 is valid for Φn(z;µ0) when n ≥ Y0.
Define Y := Y0/m, zx := z0 +
x
n
, wx =
zmx −1
rm
, vs = 2 − 2m − 2sm , and suppose n = Lm + M ,
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where 0 ≤M < m. We have (as n→∞)
KLm+M (za, zb;µ0) =
Lm+M∑
j=Y0
ϕj (za;µ0)ϕj (zb;µ0) +O(1)
=
m−1∑
s=0
L−1∑
k=Y
ϕkm+s (za;µ0)ϕkm+s (zb;µ0) +O(1) +
M∑
h=0
ϕLm+h (za;µ0)ϕLm+h (zb;µ0)
=
m−1∑
s=0
L−1∑
k=Y
κkm+s(µ0)
2Φkm+s (za;µ0) Φkm+s (zb;µ0) +O(1)
+
M∑
h=0
κLm+h(µ0)
2ΦLm+h (za;µ0) ΦLm+h (zb;µ0)
=
m−2∑
s=0
L−1∑
k=Y
(mk + 1 + s)(1 + vs
2k
)
pi(1 + o(1))
Ds(wa)Ds(wb)w
k
awb
k(wa + r
m(1 + vs
2k
))(wb + r
m(1 + vs
2k
))zsazb
s
(zma − 1 + r2m)(zbm − 1 + r2m)
+
L−1∑
k=0
m(k + 1)
pirm(2k+2)
zm−1a (z
m
a − 1)k zm−1b (zmb − 1)k +O(1) (14)
+
M∑
h=0
(Lm+ 1 + h)(1 + vh
L
)
pi(1 + o(1))
Dh(wa)Dh(wb)w
L
awb
L(wa + r
m(1 + vh
2L
))(wb + r
m(1 + vh
2L
))zhazb
h
(zma − 1 + r2m)(zbm − 1 + r2m)
,
where Ds(x) := D(x; γ
(2− 2
m
− 2s
m
)
r,m ). The O(1) term accounts for the fact that Proposition 3.2
only applies to sufficiently large indices. The expression (14) has three parts: the double
sum over s and k (call it S1), the single sum over k (call it S2), and the sum over the index
h (call it S3). Let us estimate S3 first.
In the sum S3, the o(1) term is as L → ∞. Notice that the functions D(·; γ(vs)r,m ) are
uniformly bounded in a neighborhood of ∂D. Also, wa is within a distance of order O(n−1)
of the unit circle when n is large and zma − 1 has modulus close to rm when n is large and
the same is true when a is replaced by b and these estimates can be made uniformly for a
and b in compact subsets of C and z0 ∈ J . Therefore, every term in S3 is O(L) as L → ∞
and since there are at most m such terms, we have
S3 = O(L), L→∞. (15)
Now let us consider the sum S2, which is given by
L−1∑
k=0
m(k + 1)
pirm(2k+2)
zm−1a (z
m
a − 1)k zm−1b (zmb − 1)k. (16)
We can rewrite it as
mzm−1a zb
m−1
pir2m
L−1∑
k=0
(k + 1)
[
r−2m (zma − 1)
(
zmb − 1
)]k
=
mzm−1a zb
m−1
pir2m
L−1∑
k=0
(k + 1) [wawb]
k .
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Recall that
P∑
k=0
(k + 1)zk = −(P + 2) z
P+1
1− z +
1− zP+2
(1− z)2 , z 6= 1, (17)
(see [24]). Using this formula, one can see that{
2
L2
L−1∑
k=0
(k + 1)
(
1 +
z
L
)k}
L∈N
is a normal family, and as L → ∞ this sequence of functions converges to H(z) uniformly
on compact subsets of C, where H is defined as in the statement of Theorem 1.4.
If zm0 − 1 = w0rm with |w0| = 1, then we can write
(zma − 1)
(
zmb − 1
)
= r2m +
rmm
n
(w0az
m−1
0 + w0b¯z¯
m−1
0 ) +O(n−2)
= r2m +
rmw0az
m−1
0 + r
mw0b¯z¯
m−1
0
L
+O(L−2)
as L→∞. If we define
A :=
w0az
m−1
0 + w0b¯z¯
m−1
0
rm
, (18)
then we can write
L−1∑
k=0
(k + 1) [wawb]
k =
L−1∑
k=0
(k + 1)
(
1 +
A(1 + o(1))
L
)k
=
L2
2
H(A) + o(L2)
as L→∞ and the convergence is uniform in A in compact subsets of C, and hence uniform
in z0 ∈ J and uniform in a and b in compact subsets of C. We conclude that
S2 =
m|z0|2(m−1)
pir2m
[
L2
2
H(A) + o(L2)
]
(19)
as L→∞.
Now let us consider the sum S1 in (14). Due to the complexity of this expression, we will
need to break it into pieces. We begin by considering the sum only over the index k. This
allows us to temporarily ignore the factors that only depend on the index s and consider
L−1∑
k=Y
(mk + 1 + s)(1 + o(1))
(zma − 1 + r2m)(zbm − 1 + r2m)
(
1 +
vs
2k
)
wkawb
k
(
wa + r
m
(
1 +
vs
2k
))(
wb + r
m
(
1 +
vs
2k
))
,
where the o(1) term is as k →∞. We can rewrite the sum as
1
r2m
L−1∑
k=Y
(mk + 1 + s)wkaw
k
b
(
1 +
vs
2k
)(
1 +
rmvs
2k(wa + rm)
)(
1 +
rmvs
2k(wb + rm)
)
(1 + o(1))
=
m
r2m
L−1∑
k=Y
kwkaw
k
b +
L−1∑
k=Y
T (k, a, b, s, n, z0), (20)
where the term T (k, a, b, s, n, z0) is such that
lim
k→∞
|T (k, a, b, s, n, z0)|
k
= 0
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and the convergence is uniform in a and b in compact subsets of the complex plane, uniform
in s ∈ {0, 1, . . . ,m−2}, uniform in z0 ∈ J , and uniform in n ∈ N sufficiently large. Therefore,
using the calculations in the evaluation of S2, we find
Equation (20) =
m
r2m
L−1∑
k=Y
kwkaw
k
b + o(L
2)
=
L2
2
H(A)
m
r2m
+ o(L2), L→∞.
Furthermore, the o(L2) term obeys these asymptotics uniformly in a and b in compact subsets
of C, uniformly in s ∈ {0, 1, . . . ,m− 2}, and uniformly in z0 ∈ J . With this in mind, we can
use (12) to write (as n→∞)
S1 =
L2
2
H(A)
m
pir2m
m−2∑
s=0
(
1 +
rm
wa
)1− 1
m
− s
m
(
1 +
rm
wb
)1− 1
m
− s
m
zsaz¯
s
b (1 + o(1))
=
L2
2
H(A)
m
pir2m
m−2∑
s=0
∣∣∣∣1 + rmw0
∣∣∣∣2− 2m− 2sm |z0|2s + o(L2)
as L→∞, where the o(L2) term obeys these asymptotics uniformly in a and b in compact
subsets of C and uniformly in z0 ∈ J . If we write zm0 = 1 + rmeit, then w0 = eit and the
above expression reduces to
S1 =
L2
2
H(A)
m
pir2m
m−2∑
s=0
|z0|2m−2 + o(L2) = L
2
2
H(A)
m(m− 1)
pir2m
|z0|2m−2 + o(L2) (21)
as L→∞. Combining (15), (19), and (21) gives us the following theorem.
Theorem 3.6. Uniformly for a and b in compact subsets of C and z0 ∈ J it holds that
Kn
(
z0 +
a
n
, z0 +
b
n
;µ0
)
= o(n2) + n2H(A)
|z0|2m−2
2pir2m
,
as n→∞, where A is given by (18).
Notice that if a = b = 0, then A = 0. This observation yields the following corollary,
which also follows from [39, Theorem 1.4] (see (22) below).
Corollary 3.7. Using the notation and hypotheses of Theorem 3.6, uniformly for z0 ∈ J it
holds that
Kn (z0, z0;µ0) = o(n
2) + n2
|z0|2m−2
2pir2m
,
as n→∞.
Theorem 3.6 and Corollary 3.7 together prove Theorem 1.4 in the case µ = µ0. 
We note that for a fixed z0 as in the statement of Theorem 1.4, there is an alternative
proof of the uniformity of convergence in (6) for a and b in compact subsets of C when
µ = µ0. Indeed, let G0 be the connected component of G¯ that contains z0 and let µ0,0 denote
the restriction of µ0 to G0. Note that [24, Theorem 1.1] applies to the measure µ0,0 and the
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point z0. Let Qn be the extremal polynomial for the infimum defining λn(z0 + a/n;µ0). We
calculate
λn(z0 + a/n;µ0) =
∫
G
|Qn(w)|2dµ0(w) ≥
∫
G0
|Qn(w)|2dµ0,0(w) ≥ λn(z0 + a/n;µ0,0)
Therefore,
|Kn(z0 + a/n, z0 + b/n;µ0)|
n2
≤
√
Kn(z0 + a/n, z0 + a/n;µ0)
n
√
Kn(z0 + b/n, z0 + b/n;µ0)
n
≤
√
Kn(z0 + a/n, z0 + a/n;µ0,0)
n
√
Kn(z0 + b/n, z0 + b/n;µ0,0)
n
and [24, Theorem 1.1] and [39, Theorem 1.4] show that this last quantity is uniformly
bounded in a and b in compact subsets of C. Therefore,{
Kn(z0 + a/n, z0 + b¯/n;µ0)
Kn(z0, z0;µ0)
}
n∈N
is a normal family in the complex variables a and b, so convergence to a limiting function is
uniform on compact subsets of C2.
3.2. The General Case. The complete proof of Theorem 1.4 now follows from the calcu-
lations in Section 3.1 exactly as in Sections 3 and 4 of [24]. Indeed, many of the results of
[24, Sections 3 & 4] do not depend on the simple connectivity of the support of the measure,
only on the fact that z0 is a peak polynomial point (as defined in [24]) and a model case for
comparison. Rather than duplicate the proof in [24], we provide here only a sketch of the
necessary arguments.
The first step in proving the general case is to establish estimates on the Christoffel
functions, specifically on expressions of the form
lim
n→∞
n2λn(un;µ),
where un ∈ ∂Gr,m and |un−u| = O(n−1) as n→∞ for some u ∈ ∂Gr,m∩D. Fortunately, such
a result was already proven in [39, Theorem 1.4] and tells us that as long as u ∈ ∂Gr,m ∩D,
we have
lim
n→∞
n2λn(un;µ) = 2piµ
′(u)
( |u|m−1
rm
)−2
, (22)
where we used [39, Equation 2.2]. The result in [39] also tells us that if M > 0 is fixed, then
the conclusion (22) holds uniformly for u in compact subsets of ∂Gr,m ∩ D and sequences
{un}n∈N such that |un−u| ≤M/n (because of our continuity assumption on µ′). This result
will serve as an analog of [24, Theorem 3.1] for our proof.
The remainder of the proof proceeds exactly as in [24, Section 4]. Notice that [24, Lemma
4.1] does not depend on the geometry of supp(µ) nor does it depend on the absolute continuity
of the measure; it is simply a monotonicity result that applies to the setting of Theorem 1.4.
The proof of [24, Lemma 4.2] depends only on [24, Theorem 3.1], of which we have an
appropriate analog in (22). Therefore, we may obtain the same conclusion. The proof of
[24, Lemma 4.3] also immediately carries over to our setting if we use Kn(z, t;µ0) in place
of K˜Cn (z, t). The statement and proof of [24, Lemma 4.4] remain valid in our setting as well.
The proof of [24, Theorem 1.1] can then be copied almost verbatim to complete the proof of
Theorem 1.4.
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