I. INTRODUCTION

B
IONIC ears (BEs) or cochlear implants have been implanted in more than 20 000 people [1] . They mimic the function of the ear in stimulating neurons in the cochlea in response to sound. Fig. 1 shows an overview of a common signal-processing chain: sound is first sensed by a microphone. Preemphasis and gain control are then performed on the input. Bandpass filters (BPFs) then divide the sound into different frequency bands. The envelope of each channel is then detected. The dynamic range of each channel is compressed to fit into the patient's dynamic range. Finally, the signals from each channel are modulated and sent to the electrodes to stimulate the remaining neurons in the patient [2] .
Current systems use a DSP-based processor that may be worn as a pack on the belt or as a Behind-The-Ear unit. The challenge now is to move to designs that can be fully implanted. Reducing the power of the BE is one of the keys to moving to a fully implanted system and provides an important motivation for this work. We would like to implement BPFs with microwatt and submicrowatt power consumption rather than the hundreds of microwatts that are typical of current DSP implementations.
II. BE FILTER REQUIREMENTS
While the signal processing in current BEs is performed in DSPs, analog computation has been proposed as a mechanism for decreasing the power used in these steps [3] - [5] . The BE application offers a number of constraints on the design of BPFs. It is battery powered and required to run off a low voltage; this design is optimized for 2.8 V. The filter must be tunable over most of the audio range, from 100 to 10 kHz, it should have a dynamic range of at least 60 dB, and it must minimize power while achieving these specifications. Subthreshold filters were proposed for this application in [3] and [4] because of the wide tuning range and low power. The drawback of this choice is the small linear range of the transconductors, approximately 75 mV for a simple OTA. This forces the surrounding circuitry to interface to the filters with small signals that are prone to noise and other effects. A combination of degeneration, attenuation, and nonlinear term cancellation was proposed to increase the linear range in some of our prior work [3] , [4] , [6] . All of these techniques are aimed at decreasing the third harmonic that forms due to the saturation of the input differential pair and which limits the linear range of a simple transconductor. The combined techniques meet the linear range requirements listed above, but have limitations. The linear range cannot be easily increased above the achieved value because the techniques do not scale. Much of the increase in the linear range comes from using the well as an input such that the linear range is a function of the subthreshold body-effect parameter , which varies between processes and runs. As shown in Fig. 2 , in topologies that use wide-linear-range transconductors the second harmonic becomes significant at amplitudes well below where the third harmonic limits performance. Thus, there is a need to explore alternative strategies. This paper demonstrates BPFs that extend the linear range of transconductors using passive attenuators built with capacitors as proposed in [6] . These capacitive-attenuation techniques are similar to resistive-attenuation techniques found in some discrete transconductors [7] . The passive attenuation ensures that the attenuator does not introduce harmonic distortion and allows for simple scaling of the attenuation ratio to adjust the linear range. However, care must be taken to set the dc values of floating nodes, as we will discuss below.
III. BASIC CAPACITIVE-ATTENUATION FILTER TOPOLOGY
The basic bandpass topology examined here is a cascade of first-order highpass and first-order lowpass filters based on RC primitives (Fig. 3) . The low pole is proportional to the bias current of , while the high pole is proportional to the bias current of . The major limitation of this design is its small linear range. Signal amplitude is limited to the linear range of the transconductors. As shown in Fig. 4 , the linear range can be improved by attenuating the input and feedback-attenuating the output because the linear range of the transconductors is limited by their input swing, rather than their output swing. In the high-pass stage, the signal is attenuated by a factor of , where is the ratio of the attenuator capacitances. The full capacitance of is then used for filtering with . In the low-pass stage, a gain of is applied to signals in the passband. A capacitance is added in parallel with the attenuating capacitances to increase the filtering capacitance and lower the reverse transmission from the inverting node of to . The transfer function of the circuit in While this design has the proper transfer function, it will not function well in practice because the inverting input to does not have a well-defined dc value. The transconductor has a gate of a MOSFET at its input and the other two components attached to the node are capacitors; similarly, the output of is poorly constrained. Adding a transconductor that constructs a weak low-frequency path between the two nodes constrains both dc values, as shown in Fig. 5 . The transconductor operates on full-scale signals unlike and that operate on attenuated signals. Hence, for large signals, will saturate and introduce distortion. The low bias current of makes that distortion negligibly small.
The block diagram in Fig. 6 for the circuit filter in Fig. 5 shows another area for concern with this design: a capacitive path from the output of to its noninverting input provides positive feedback. If were configured as a resistor, this path would be guaranteed to have a gain of less than one, ensuring stability. With the current topology, the possibility for instability does exist, but it is avoided because of the low bias current for . This possibility of instability is also seen in the transfer function. The Routh criterion states that all coefficients in a second-order polynomial must have the same sign to ensure all the poles are in the left half plane [8] . The -term coefficient in the denominator of the second portion of the transfer function becomes negative if , shown in (2) at the bottom of the page.
A. Theoretical Noise Analysis of Basic Bandpass Topology
In order to size the devices, an attenuation ratio is first chosen based on the desired linear range of the system. Capacitor values are then selected to set the thermal kT/C noise at the required level for the desired dynamic range. The required current levels for the desired pole locations dictate the transistor sizing necessary to maintain fully subthreshold operation and a dominance of thermal over noise [6] . A signal swing of nearly 1 V can be achieved with an attenuation ratio of 12; given a transconductance amplifier linear range of 75 mV, then . Noise analysis begins with a calculation of the input-referred noise from each transconductor. Simple transconductors have four transistors that contribute noise to the output. In equilibrium, each transistor carries half of the bias current, yielding an output current noise of (3) This current noise can be referred to the input as voltage noise by dividing by the transconductance squared (4) where mV is the linear range of the transconductor. The total noise at the output is found by applying the input-referred noise sources from each of the transconductors to the circuit and summing the effect of each noise source on the output. This can be visualized in the block diagram in Fig. 7 or by using (5)- (9), shown at the bottom of the page.
For hand calculations of the noise, we neglect the effect of . The noise from is the same as the noise from a low-pass filter with capacitance equal to . Since is setting the lower pole of the transfer function, its noise falls in the passband of the filter. The noise at the output from is then calculated by techniques similar to those described in [6] (10)
Lowpass (7) where
where is Boltzman's constant, is the temperature, and is the subthreshold body-effect parameter. Similarily, if is assumed to be small, the noise from takes the form (11) This corresponds to a total integrated noise at the output from of (12) These hand calculations suggest that and should be around 6 pF for a noise floor of 200 at the output, which is necessary for a dynamic range of 70 dB with a maximum signal of 2 . More detailed computations in Matlab suggest that pF and pF are sufficient.
B. Transistor Sizing
This filter was designed around subthreshold transconductors because they offer low-power operation, a low saturation voltage, and a wide tuning range and are typically thermalnoise dominated [6] . To ensure that the transconductor is subthreshold, the devices must be scaled to accommodate relatively large subthreshold currents.
The pole locations are approximately
The maximum bias currents that are required are at the high end of the audio frequency range where the poles are set at 5 and 10 kHz. Those currents are computed to be 125 and 430 nA for and . The first chip was overly conservative with input transistors sized 5 by 400 . Although the area of these transistors is smaller than the capacitors in the filter, the parasitic gate-to-source capacitance is significant. Later designs scaled the transistors down to 8 by 40 without degraded performance.
C. Experimental Results
A chip with this capacitive-attenuation filter was fabricated on AMI's 1.5-m process through MOSIS. Fig. 8 shows that the filter can realize the ideal transfer function. The added pole and zero associated with are not visible. If the current in is turned up and the filter is set to lower frequencies by turning down the bias currents for and , the influence of can be observed as in Fig. 9 . We obtain a dynamic range of 62 dB with 2-W power consumption for a 5-10-kHz filter. Table I reveals further details.
The noise spectrum of the output node is plotted on top of simulation results from SPICE in Fig. 10 . The figure demonstrates that the measured noise was accounted for by a fit to (5)-(9). The initial low-frequency portion of the spectrum is due 
TABLE I EXPERIMENTAL RESULTS SECOND-ORDER FILTER
to (9), while the later high-frequency portion is due to (6)- (8) . Gratifyingly, the total integrated output noise was found to be 200 , which is in good agreement with our approximate prior hand calculations. The linear range of the filter is defined to be the amplitude of the input signal at which the rms amplitude of the harmonics is 5% of the amplitude of the output fundamental signal. Fig. 11 shows the percentage growth of second and third harmonics with input signal amplitude in rms. This figure demonstrates an improvement in the levels of second harmonic compared to the wide-linear-range transconductor data shown in Fig. 2 . The second harmonic still dominates the third harmonic over the operating region, which suggests that a differential topology may be helpful. We now describe experimental results from a differential topology.
IV. DIFFERENTIAL TOPOLOGY
By processing a signal and its inverse through identical channels, differential topologies double the linear range of the composite signal and help cancel out common effects such as power supply noise and even harmonics. The primary motivation with our differential filter is to attenuate the second harmonics. Often, when single-ended designs are converted to differential topologies, the two channels are combined into a common differential path using differential components, and an additional common-mode path is created with lower performance requirements.
That approach was considered here, but a topology with two fully independent channels was pursued: The power in our channels is mostly being used to set the operating bandwidth and noise levels. The potential savings in overhead of a combined differential approach are thus minimal. Our approach of two independent channels allows operation of half of the system as a single-ended design if one of the channels fails. In an implanted system, such flexibility may be useful.
The drawback of the two-channel approach is that care must be taken to ensure that the two channels will match. In designs that use differential transconductors, this only requires matching of pairs of transistors. With two independent channels, each component must be matched to its twin in the other channel. Fig. 12 shows the layout of such a stage with one of the channels shaded. The capacitors are interspersed and the transconductors are intertwined at the transistor level. Fig. 13 shows two such intertwined transconductors.
In addition to the layout concerns, device sizing must be adjusted for the differential design. As noted earlier, the linear range of the system doubles with two channels even if there are no improvements from canceling the second harmonic. This improvement is simply because the composite signal is now the value of the noninverted channel minus the value of the inverted channel. When the noninverted channel is at its maximum, the inverted channel is at its minimum and the difference is twice the maximum of either channel. The noise from the two channels adds, but, because the noise is independent, it adds as a sum of squares. Thus, the linear range doubles while the total noise only increases by a factor of . Since our single-channel system already demonstrated the required dynamic range, the capacitance of each channel may be decreased by a factor of two to lower the dynamic range of the differential scheme back to the single-channel value. Thus, the total capacitance and total power of the differential system is the same as that for a single-ended system, but the linear range is greater because of the effect of second-harmonic attenuation. Indeed, our experiments reveal that the differential filter has a dynamic range greater than 66 dB at 3.36-W for a 5-10 kHz filter, as shown in Table II .
Each of the two differential channels performs similarly to the single channel presented in Section III. The increase in linear range is a result of second-harmonic attenuation. Fig. 14 shows the expanded linear range and the fact that the second harmonic is quite low through most of the operating amplitudes. The second harmonic is below the third harmonic over a good range of amplitudes in contrast with the single-ended results of Fig. 11 .
V. CASCADING FILTERS
Having demonstrated that a filter with first-order rolloff above and below the pass band can be built, the next step is to demonstrate that such filters may be cascaded to achieve higher order rolloffs. The low-pass section does not load the high-pass section in a single stage because the transconductor in the low-pass section also acts as a buffer. But, to prevent the highpass section of a subsequent stage from loading the low-pass section of a previous stage, an explicit buffer is necessary.
This buffer is implemented with a simple source follower as depicted in Fig. 15 . To ensure that the output of the buffer can be treated as a low impedance node in our circuit, the buffer must have a much higher transconductance than the transconductors used in the filter stages. It is tempting to try and use a lower bias and simply include the buffer's output impedance in the filter design. The buffer is, however, operating on full-size signals and such an approach can significantly increase distortion. If, instead, the buffer is biased at the same current as , the performance of the filter is not affected much because its significantly higher bandwidth (greater by with respect to the preceding filter) allows the full-scale signal (greater by with respect to the preceding filter's input signal) to be passed through with little distortion.
While cascading two filters improves the roll off, it diminishes the dynamic range of the system by both increasing the noise and by diminishing the maximum undistorted signal at the input. The noise power could possibly increase by up to a factor of two because the number of devices contributing noise has doubled. However, some of the noise from the first stage is filtered by the second stage, reducing the amount of the noise increase at the output. Detailed calculations suggest that such filtering removes roughly half the noise power of the first filter for a one-octave filter.
The maximum undistorted signal at the output decreases because of the addition of harmonic content from the two stages and due to passband attenuation. The linear range decline due to harmonic addition in this design is minor because of the shape of the harmonics shown in Fig. 14: if the second stage does no harmonic filtering, harmonic addition in the two stages could possibly constrain the maximum signal to a point where the harmonics of a single stage are half of the acceptable level. How- ever, the harmonic content rises rapidly at the end of the linear range, and this steep slope causes only a small loss in operating range when referred to the input. The passband attenuation inherent in our passive topologies poses a larger effect on octave filters by lowering the passband signal by 3.5 dB or equivalently by increasing the input referred noise by the same factor.
These effects combine to set the dynamic range of our secondorder filter to 65 dB from the first-order result of slightly more than 66 dB. The detailed results are shown in Table III . Most BEs have a front-end gain control system that maps the 80-dB dynamic range in the input to a dynamic range of 40-60 dB at the input of the BPFs. Thus, our second-order filter's dynamic range is still within the specifications needed in BEs.
A. Experimental Results
The cascaded filter was fabricated on AMI's 1.5-m process (Fig. 16.) Fig. 17 shows experimental measurements of the second-order filter after its first stage and after its second stage. Theoretical fits to first-order and second-order filter transfer functions are also shown. The matching of the two stages appears to be excellent.
The noise increase with the addition of a second stage is shown in Fig. 18 . The integrated output noise after the first stage and the buffer is 325 , slightly more than was measured with a single stage alone. The integrated noise after the second stage is 433
, just short of times as much. The ability of the second stage to filter the noise from the first stage was less than predicted. It can be seen at high frequencies, however, that the two curves grow closer together, as the high-frequency noise from the first stage is removed via filtering at the second stage. Fig. 19 shows the harmonic distortion for the second-order filter.
The ability to program the pole locations of the filter over a wide range was an important reason for picking the subthreshold filter topologies. That programmability was tested using an on-chip 5-b DAC to supply the bias currents for each pole. Fig. 20 shows the frequency response of the second-order filter for each of the 32 values with the poles placed an octave apart. 
VI. CONCLUSION
Moving BEs from systems that are partially worn outside the body to true implants that are fully embedded inside the body requires overcoming a number of technical obstacles. One important obstacle involves ways to substantially lower the power of the signal processing. A first step in that direction is exploring and customizing filter technologies for these unique requirements. These filters must operate on low-voltage rails, with large dynamic range, be tunable over six octaves of frequency, and use minimal power. This work has demonstrated that subthreshold filters with explicit capacitive attenuation can meet those specifications while keeping harmonic distortion at low levels over the entire operating regime.
