INTRODUCTION
Let G be a group, H a subgroup of G, and ⍀ a transitive G-set. Under Ž what conditions can one guarantee that H has a regular orbit s of size < <.
Ž. Ž. H on ⍀? In this paper we prove that if PSL n, q : G : PGL n, q and Ž H is cyclic then H has a regular orbit in every non-trivial G-set with few . exceptions . To avoid trivialities we say that a permutation presentation of Ž . the group G = PSL n, q is trivial, and that the corresponding G-set is Ž . trivial, if its kernel contains PSL n, q . The result is no longer valid for arbitrary abelian group H. Let p be a w x w x prime such that p divides q. Lemma 3.9 in 15 and Proposition 1.6 of 14 Ž . say that if P is the stabilizer of a subspace of dimension i in G s PSL n, q i Ž . and H s O P then H is abelian and H has no regular orbit on the i p i i i Ž cosets of P in G unless i q j s n. For j s 1, n ) 3 this is obvious as
There is a related module theoretic problem: If K is a field, under what conditions does the permutation KG-module K ⍀ restricted to H contain a regular KH-submodule? For cyclic groups H these problems are equivalent to each other for arbitrary G and K. If H is not cyclic, the second Ž . problem is easier at least via our approach . We treat the second problem under a more general setting assuming that H is abelian with cyclic Sylow p-subgroup. 
Then M,¨iewed as an H-module, contains a regular KH-submodule unless one of the following holds:
Ž . Ž . ÄŽ . Ž .4 a n, q g 2, 2 , 2, 3 or Ž . Ž . Ž . < < b n, q s 4, 2 , H s 15 and dim M s 8.
We heavily use the machinery of ring theory. Formally, we could avoid this by dealing with the group of units of a ring instead of the ring itself. However, we see no reason to strive for group theoretical purity. We do hope that some of the ring theoretical results obtained here might be useful in other circumstances. The most essential result of ring theoretical nature is the following: < < that xAx l M s Z R unless n s 2 s F .
Ž
. Ž . Let V be the standard vector space for GL n, q and PSL n, q : G : Ž . PGL n, q . Let L L be the set of one-dimensional subspaces in V and let K L L denote the respective permutation module. Our method is based on a theorem saying that if H ; G is not transitive on L L then the permutation module associated with the action of G on the cosets of H contains a submodule isomorphic to K L L . This reduces the problem to analyzing the Ž case where H is transitive on L L . Such subgroups H are known Huppert, . Hering : with few exceptions H normalizes either the projective symplectic Ž . group or the image in G of the group of units of a subring of M n, q Ž k . < isomorphic to M nrk, q with k n. We use ring theoretic machinery to deal with this second case.
This shows that in order to extend Theorem 1.2 by replacing the abelian group H by a more complicated group B one would first have to guarantee the existence of the regular KB-submodule in K L L and then to deal with two other cases. As much as we are aware, very little is known Ž . about the action of subgroups of PGL n, q on the cosets of X ; Ž . Ž k . PGL n, q when X is a quotient of SL nrk, q with k ) 1. The problem Ž . of characterizing the groups H ; GL n, q which have a regular orbit on L L is known to be very difficult. Some progress has been made when Ž< < . w x w x H , q s 1 and q is large enough; see Liebeck 13 and Goodwill 4 . Our notation necessarily varies a little as we progress but it is explained at the beginnings of Sections 2, 3, 5, and 7 for each of those parts of the paper.
SOME GENERAL OBSERVATIONS ON PERMUTATION MODULES
Here we collect the general facts about permutation actions and modules we shall use in this paper. First recall the usual notation. Let G be some group and ⍀ a G-set. The image of g ⍀ under g g G is denoted by g and if H : G then H is the orbit of under H. The stabilizer of Ä 4 in G is G and if ⌫ : ⍀ then g ⌫ [ g␥ : ␥ g ⌫ . We assume throughout that all G-sets are finite. The number of G-orbits on ⍀ of given size k Ž . Ž . is denoted by n G, k or just n G, k . If K is a field then KG is the ⍀ group ring over K and K ⍀ denotes the natural KG-module with ⍀ as a basis. We use KG also to indicate the regular module of G over K. If a normal subgroup G U : G acts trivially on a submodule M then we often
Embedding Permutation Modules
Let ⌬ and ⍀ be two G sets. We are interested in conditions which guarantee the existence of a KG-embedding K ⍀¨K⌬. In general this is not an easy task. However, when G is doubly transitive on ⍀ then this problem presents itself as a simple alternative: THEOREM 2.1. Suppose that G acts doubly transiti¨ely on ⍀ and also < < Ž . transiti¨ely on ⌬, where ⍀ G 2. Neither action needs to be faithful. Let K be a field whose characteristic does not di¨ide the order of G. Then one and only one of the following occurs:
i There exists an injecti¨e KG-homomorphism : K ⍀ ª K⌬.
Ž .
ii For any g ⍀ and ␦ g ⌬ we ha¨e G s G и G . ␦ Ž . Ž . We refer to i as the embedding case and to ii as the factorization case. The condition G s G и G means that G is transitive on ⍀ or, equiva-␦ ␦ w x lently, that G is transitive on ⌬. This theorem is from 3 and as its proof is very short we will repeat it here.

Proof.
If ii holds then G has two orbits on ⍀ but only one orbit on ⌬. However, an injective G-homomorphism : K ⍀ ª K⌬ would imply that the multiplicity of the trivial KG -module in K ⍀ is no larger that the multiplicity of the trivial KG -module in K⌬. These multiplicities are the numbers of G -orbits on ⍀ and ⌬, respectively, and so there can be no such embedding.
Fix some g ⍀ and suppose that G has an orbit ⌽ / ⌬ on ⌬. Define 
This rules out C = B and so is injective.
Regular Decompositions
Here we analyze permutation modules in terms of regular modules. Let G be a group, ⍀ a G-set, and K some field. We arrange the normal subgroups of G as G \ G , G , . . . , G [ 1 in such a fashion that s ) t r ry1 1 < < < < implies G G G . Then let n be the multiplicity of the regular s r 1 Ž . K GrG -module in K ⍀ and let n KG \ R be the corresponding sub-
Ž . module of K ⍀. Next let n be the multiplicity of the regular K GrG 2 2 module in K ⍀rR and let R = R be the KG-submodule of K ⍀ for Ž . which R rR s n K GrG , etc. In this fashion we obtain the regular Proof. Let g g G be a generator of GrG U and suppose that :
G can be written as 
where A is the sum of all points in ␣ , and so this 1 sy1
U to a scalar multiple 1 q g q иии qg и G is the only such element in
Ž u we conclude that the polynomial x y 1 divides x y 1 x y 1 иии x y . 1 and so a primitive nth root of unity in a suitable extension field is Ä 4 among the roots of order s, t, . . . , u. Thus n g s, t, . . . , u which completes the proof. 
R is any regular decomposition, with multiplicities n , . . . , n , then n s
and the result holds. So suppose that there are several orbits and let < < ⍀ , ⍀ , . . . , ⍀ be all the orbits of maximal size m -⍀ . Let s be the Among the groups G , . . . , G of index m we find the stabilizer G of
where n G n, accounting for the n orbits of length 
Ž .
THE NATURAL ACTION OF PGL n, q
In order to apply the ideas arrived at in the last section we need some preliminary information about the natural action of the projective general linear groups. So let V be the n-dimensional vector space underlying Ž . GL n, q and let L L denote the set of all one-dimensional subspaces of V. Ž . Ž . The center of GL n, q is denoted by Z and the group PGL n, q s Then a¨s z¨s z¨; hence z s z.
Embedding the Natural PGL n, q Permutation Module
Ž . Now suppose that PGL n, q acts on some set ⌬ and that K is a field < Ž .< whose characteristic does not divide PGL n, q . We are interested in embeddings : K L L ª K⌬ and so we investigate the factorizations of the w x projective linear group. These have been determined by Hering 5 ; see w x also 12 .
Ž . Ž . THEOREM 3.2. Let SL n, q : G : GL n, q be a subgroup and let B be Ä 4 a maximal subgroup of G which is transiti¨e on V _ 0 and does not contain Ž . SL n, q . Then B is conjugate to one of the following groups:
Ž . iv N Q for n s 2 and q s 5, 7, 23,
for n s 2 and q s 9, 11, 19, 29, 59, and
In ii SL nrl, q is understood to be the Ž .
l image of the embedding induced by an embedding of
The following is therefore immediate from Theorem 2.1: 
to one of the subgroups listed in Theorem 3.2. G stands for the
Together with Corollary 2.5 and Proposition 3.1 this yields the main result in the embedding case:
² : = R be a regular decomposition for g when K is a field whose characteris- 
COUNTING REGULAR ORBITS AND THE BASE OF INDUCTION
Let B, H ; G be finite groups. First we derive an upper bound for the order of G in terms of B and H if H acts on the cosets of B without a regular orbit. This bound is very rough but sometimes useful.
Ž . Let T be a subgroup contained in H l B. Let r T, B denote the Ž . number of G-conjugates of B that contain T, and let n T, B be the number of the subgroups in B that are G-conjugate to T. Consider the set 
Proof. By assumption we have: 
2 Suppose that any two conjugates T , T : H of S are conjugate
Ž . Now we turn to the proof of Theorem 1.1 when n, q s 2, q for Ž . Ž . arbitrary q and n, q s 4, 2 . This will serve as a basis for induction later on. 
Then H is contained in the centralizer of the involution h and this can be ruled out in the same fashion.
Proof. Suppose that B intersects every conjugate of H non-trivially. < < Then H has at least two different prime divisors and clearly 7 cannot 
INTERSECTIONS OF SUBALGEBRAS
We now begin with the ring theoretical discussion. The notation is as X Ž . follows. If B is a group then B is the derived subgroup of B and Z B is the center of B. If X is a ring with identity then X U is the group of units Ž . Ž. s invertible elements of X and Z X is the center of X. We often write 
Ž . 2 Let T be a semisimple subring of R such that Z ; T, and L
simple if and only if T is simple.
which is not the case.
be central idempotents of S . Let V s e V and n s dim V . Then the If n, F g 2, 2 , 2, 3 then the lemma can be veri-Ž < <. Ž . Ž . fied directly. Suppose that n, F / 2, 2 , 2, 3 . Observe that S l G Ž . < < Z G unless F s 2 and S is a direct sum of the fields of two elements. In the first case S U contains G X by Theorem 5.2. It is well known that for Ž < <. Ž .
X ² X : n, F / 2, 2 the group G is absolutely irreducible. Therefore G s Ž . Ž . M n, F and so S s M n, F . This is a contradiction. Let S be a direct sum of k copies of the field of two elements. Then n G k ) 1 and hence G X permutes these k summands. It follows that G X has a normal subgroup L such that G X rL is isomorphic to a subgroup of Sym , the symmetric Proof. Obviously, k F l and after reordering the A 's one can assume
As D is maximal, after reordering the D 's and A 's we have
the maximality of D that the last sum should contain at most two summands, i.e., k
Proof of Theorem 1.3. Suppose the contrary. Take for R a minimal counterexample; i.e., we assume that the theorem holds for m -n. Further, as every F-subalgebra of A is semisimple, we assume that A is a minimal counterexample, in the sense that for any proper F-subalgebra B Ž . of A the theorem holds; i.e., there exists an element x g SL n, F such that xBx y1 l M : Z. < < The cases n s 1 and n s F s 2 are obvious. Thus we assume in what < < follows that n ) 1, and that F ) 2 when n s 2.
Let 
1 ii so C is a direct sum of exactly k simple components C s C , . . . , C . By reordering the C 's we can assume that
Let e denote the identity of D and C . By
Then A ; C , and C is not commutative as F for every i -k. It follows that A contains a subfield isomorphic to F . 4 4 This contradicts the assumption about D above. show that this is impossible. Let e g C be the central idempotent of C . As C g C, the element
Ž . LEMMA 5.7. Let p s char F and let A ; G be a finite abelian group. Let X be a subring of R such that Z ; X. Suppose that the Sylow p-subgroup A of A is cyclic. Then there is g
Ž . c s e q иии qe q c q e q иии qe g C for each c g C and c
x s x is of order p so c x c y e f Z C for some c g C . So 
SUBRING NORMALIZERS
Notation. In this section F s F . We first prove the following theorem. 
It follows that N rG is isomorphic to the Galois group of Z rZ. 
. Then K is a field and K : Z s l.
As K is finite, the group K U rZ U is cyclic and hence Ž . y1 and elements a g S and x g P such that aTa
Ž .
iii Let e g S be an idempotent such that 0 / e / 1, and K s ² Ž . :
Proof. i Obviously, T should be simple, so by Wedderburn's theorem Ž . ² Ž .: 
Ž . of T is inner 5.1 and so x s yc where y g T and c g C T . However, Ž .
X y1
where . Then det a s 1 so a g S . Set e s aea s e q ye . Hence we
p , . . . , p q p , p , . . . , p q yp e . As bT b s T , we have bTb s Ž . some c g T . Then c bts tc b for all t g T, so c bg C T .
G LŽ k, P .
The right hand side group consists of scalar matrices over P by Schur's lemma. Hence b g N implies the existence of r g P such that rp g Q, Ž . is impossible unless p s 0. However, p s 0 means that b g Z T , which 2 2 is a contradiction.
Ž . Ž . iv Suppose the contrary and let a g L l N. By ii we can express a s td for some t g T and
Proof of Theorem 6.1. Consider a minimal counterexample; i.e., we assume that the theorem holds for m -n. The cases n s 1 and n s q s 2 are obvious. Thus we assume in what follows that n ) 1 and nq ) 4.
² : ² :
Ž . which is a contradiction. This is in fact the Clifford theorem. We denote by r the number of simple components of M and set s s nrr. Let e , . . . , e be the minimal central idempotents of M. By the Clifford 1 r theorem all they have the same rank s. As A is semisimple, we can also assume that A is minimal in the sense that for any proper F-subalgebra B of A there exists an element x g G X such that xBx y1 l N : Z.
Step 1. Here we prove the theorem for the case where A is a field. Let D be a maximal subfield of A containing Z. Set A : D s . Clearly, is a prime. By minimality of A we can assume that D l N : Z.
Consider first the case D s Z. Then A : Z s is a prime. Ž . Suppose first that r ) 1. We can assume that A s diag a, . . . , a , where Ž . is a = -matrix with t blocks Y at the right hand side columns and 0's s elsewhere. By Schur's lemma Y is non-degenerate. This is a contradiction. Suppose next that s n. As s n is prime, we have r s 1. Obviously, we then have gAg
is not scalar then y permutes e 's so y g Z. As A is cyclic, we have x s y j z for some integer i 1 F j -and z g Z. But then x g N which is a contradiction. Ž . It follows that r s 1. This means that M is simple. Then L s Z M is a field. Let l be some prime dividing L : Z, and let L be a subfield of
Ž . This means that it suffices to prove that gAg l N L : Z for some
However, this follows from Lemma 6.3. Step 2. Here we assume that A is not a field.
where A , . . . , A are fields. Let D be any maximal proper subring of A. If 
Ž . Observe that D s Z C by Theorem 5.1, so C is a direct sum of exactly k simple components C , . . . , C . By reordering C 's we can assume that C for i s 1, . . . , k. By the above A resp., A q A belongs 
It follows that C s C . Let 1 s f q иии qf where
q иии qf q x . Then x is invertible if and only if so is x. Observe that S s C D . By Lemma 6.4 iii there exists g g S such that gAg l N : 
Ž .
A s 1 for i ) l. Observe that C is not commutative for i F l. Clearly
not simple then H centralizes all e , . . . , e so again H ; M. As H is i g 1, . . . , l , we shall deduce a contradiction by showing that this is impossible for some x g X. In the exceptional case we show that N has to be the group of all monomial matrices over F . We shall handle this case 2 by an alternative argument. 
Ž
. Clearly, there is g g G such that e g¨/ 0 and Id y e g¨/ 0. We can 1 1 assume that this holds for¨itself. Next, we shall look for g such that Ž . ge s e g. Under an appropriate basis we can assume that g s diag g , g Proof. Suppose the contrary. By replacing A by gAg y1 with g g Ž . SL 4, F one can assume that both V , V are non-degenerate and orthogo- 1 2 nal to each other. Assume that this is the case. Let B , B be bases in is of order 2 so the claim is trivial. Otherwise, by replacing V and V we 1 2 can assume that A is not scalar. Step 1. Suppose first that D s L so L : Z s 2. As n ) 2, L is re-Ž . Ž . ducible and completely reducible in M n, F ; hence there is a non-trivial Ž . idempotent e g M n, F that centralizes L. If n ) 4, we are done by Lemma 7.4. The case n s 4 follows from Lemma 7.1 if q / 3. If q s 3 then the group L U is not an elementary abelian 2-group. Hence we are again done by Lemma 7.1.
Step 2. Suppose that D / L. By minimality of L we have D l gHg y1
X˜y1
; Z for some g g G . If x g L l gHg and x f Z then by Lemma 7.7 ² :
Ž . 
