Abstract. We present a limited-memory method for maximum-likelihood-based state estimation of hidden Markov models. We reduce the memory storage requirements by expressing the optimal states as a function of checkpoints bounding a shooting interval. All states can then be recomputed as needed from a recursion stemming from the optimality conditions. The matching of states at checkpoints are imposed, in a multiple shooting fashion, as constraints on the optimization problem, which is solved with an augmented Lagrangian method. We prove that for nonlinear systems under certain assumptions the condition number of the Hessian matrix of the augmented Lagrangian function is bounded above with respect to the number of shooting intervals. Hence the method is stable for increasing time horizon. The assumptions include satisfying the observability conditions of the linearized system on a shooting interval. We also propose a recursion-based gradient evaluation algorithm for computing the gradient, which in turn allows the algorithm to proceed by storing at any time only the checkpoints and the states on a shooting interval. We demonstrate our findings with simulations in different regimes for Burgers' equation.
1. Introduction. Data assimilation is the process of estimating the underlying states of a physical system based on reconciliation of observations and physical laws governing its evolution [4, 6, 13] . The setup is most commonly described by a hidden Markov model with stochastic normal model error and measurement noise [13] , x 0 = x B + η B , x j+1 = M j (x j ) + η j , y j = H j (x j ) + ε j , (1.1)
In particular, we will focus on the circumstance where we are memory-limited, and thus we may be unwilling to simultaneously store the entire trajectory vector because of the O(JN ) memory requirements.
In the limiting case of Q j = 0 J×J , and thus η j = 0 J , the system is called "strongly constrained" in the sense that every state is determined by the previous one and all states are functions of only the initial state x 0 . However, many sources (e.g., discretization and parametrization) can contribute to model errors that have non-negligible effects [5, 24, 25] . The explicit inclusion of the model error term in the physical evolution [8, 19, 20] leads precisely to (1.1)-(1.2). This paradigm is called a hidden Markov model [21, 22] , and it is one of the most studied state estimation paradigms [13] . It has generated a large number of methods to solve it, including Kalman filters, extended Kalman filters, and particle methods [7, 13] . However, such methods may not be suitable to the kind of problems described here because of reliance on linearity of M j (·) (Kalman filters) [12] ; memory that increases superlinearly with the dimension of x (extended Kalman filters) [10] ; and slow convergence, particularly when interested primarily in best estimates (particle methods) [3] .
In this work we focus on variational methods: methods that aim to express the minus loglikelihood of the hidden Markov model (1.1)-(1.2) and then minimize it with deterministic methods, such as limited-memory BFGS [18] . The objective function of that minimization is the following weakly constrained function [15, 16, 25, 26, 27] :
where φ j (x j , x j+1 ) = (x j+1 − M j (x j )) T Q −1
The best estimation of the states x 0 , x 1 , . . . , x N then amounts to minimizing (1.3), which is equivalent to maximizing the likelihood of the hidden Markov model. In the strongly constrained case, only x 0 is a free variable. Using adjoint approaches for the minimization of (1.3) in that limiting case with a checkpointing strategy results in storage requirements of about O(J log(N )) with a recomputation effort that is relatively bounded with J and N [9] . In the presence of model error, however, it is no longer possible to constrain the states by using model propagation, and hence the storage is N + 1 fold larger since all states x 0 , x 1 , . . . , x N are free variables. In the case of a large J or N , which we are increasingly approaching in atmospheric sciences as more refined physics models are coming online, the sheer amount of storage makes applications to real systems with higher resolution out of practical reach.
To this end, we recently [1] proposed to reduce memory by using the constraints of the optimality conditions themselves. 0 = ∇ x0 φ 0 (x 0 , x 1 ) + ∇ x0 γ 0 (x 0 ) (1.4) 0 = ∇ xj φ j (x j , x j+1 ) + ∇ xj φ j−1 (x j−1 , x j ) + ∇ xj γ j (x j ), 1 ≤ j ≤ N (1.5) 0 = ∇ x N φ N −1 (x N −1 , x N ) + ∇ x N γ N (x N ) (1.6) Enforcing optimality conditions (1.4) and (1.5) gives a recursion for computing x 1 in terms of x 0 and x i+1 in terms of x i and x i−1 for 1 ≤ i ≤ N − 1. Hence each state effectively is reduced to a function of just the initial state by using the optimality conditions as constraints; we call this recursively computable function λ i (x 0 ), i = 1, 2, . . . , N . The objective function then becomes (1.7)Γ(x 0 ) = 1 N N −1 i=0 γ i (λ i (x 0 )) + φ i (λ i (x 0 ), λ i+1 (x 0 )) + γ N (λ N (x 0 )) .
Quasi-Newton methods such as L-BFGS can be used to minimize (1.7). The recursive nature of the method opens the door for instability when the time horizon increases or under certain model parameters, as also discussed in [1] . That is, the recursion may exhibit rapid exponential increase of the solution, resulting in numerical overflow. Numerical experiments show that in the presence of large model error, large observation gap, large time step, or increased time horizon, the method may encounter such stability issues and fail to progress. The method that minimizes (1.7) in [1] uses essentially a single shooting idea. Each initial state x 0 determines the whole trajectory through λ i (x 0 ), and the optimality is found by satisfying the optimality condition at the end ∇ x N φ N −1 + ∇ x N γ N = 0. We propose a multiple shooting approach for which multiple restart points across the whole horizon are used. We call such restart points checkpoints, given their identical functionality in adjoint calculations [9] . Each checkpoint sequence determines a "shooting" segment of the trajectory, and optimality is achieved by both minimizing the resulting function and matching at each checkpoint. To compute the function and its gradients on a shooting interval, we use a recursion like (1.5) restarted at the last checkpoint; a "shooting" approach. At the cost of modestly increased storage, we expect the method to improve stability by reducing the length of recursion on each segment.
The rest of this article is organized as follows. Section 2 describes the lowmemory multiple shooting method and proves the consistency of the solution with the full-memory data assimilation method. In Section 3, we show that for nonlinear systems within a certain regime, the condition number of the multiple shooting method is bounded above with respect to the number of shooting intervals. Section 4 describes a recursive limited-memory algorithm to evaluate the descent direction of the resulting optimization problem in preparation for numerical experiments. Section 5 presents numerical experiments that implement the multiple shooting method for Burgers' equation under different parameter settings. Improvements and limitations are discussed in the conclusion.
2. Multiple shooting approach. We note that the recursion defining x j+1 through (1.5) is a two-term recursion; therefore a checkpointing approach here would need two consecutive states. In the following, d pairs of checkpoints {x P1−1 , x P1 , . . . ,
2dJ are equally spaced across the entire state. To simplify the discussion, we assume that the number of states on each shooting interval is constant; we let k = N/(d + 1) be that number. We also denote P 0 = 0 and P d+1 = N . For each shooting interval [x Pi , x Pi+1 ] we define byΓ i the component of the objective function (1.3) attached to that interval:
The mappings x j (x Pi−1 , x Pi ) are defined implicitly from the optimality conditions (1.4) and (1.5). This step is possible as soon as
. This is equivalent to requiring that ∇ xj M j (x j )Q −1 j be an invertible matrix. Since M j (·) are propagating operators, they can be assumed to be invertible from properties of dynamical systems (see also the discussion at the beginning of [1, §3] ). Since the covariance matrix Q j is assumed to be positive definite, it immediately follows that the recursion (1.5) is uniquely solvable in x j+1 .
At points immediately following the checkpoints, the mappings x Pi+1 (x Pi−1 , x Pi ) are the solution of the optimality conditions (1.4) and (1.5) at checkpoint P i :
. At all other points, x j (x Pi−1 , x Pi ) is defined recursively from x j−1 (x Pi−1 , x Pi ) and x j−2 (x Pi−1 , x Pi ) by using the optimality conditions (1.5) as follows:
Under model (1.1), the recursions (2.2)-(2.4) can be written at points immediately following checkpoints as
. At all other points between checkpoints we obtain
Repeated use of (2.7) together with (2.5) and (2.6) results in computing all mappings x j (x Pi−1 , x Pi ) Then, by gathering the objective function components (2.1) and by imposing matching constraints at the checkpoint pairs, we obtain the following multiple shooting optimization problem.
The Lagrangian associated with the constraint problem (2.8) is
are Lagrange multipliers for the equality constraints c i (x) = 0 and g i (x) = 0, i = 1, 2, . . . , d.
We also define the full memory form of the objective functions for each shooting interval as follows:
We now define a list of symbols frequently used in the rest of the article. Definition 2.1.
Note that for Γ i defined in (2.10), we have
Note that the first block row of Λ i is [0, I J ] and the first block row of Λ 0 is I J . Let L 0 (x 0 ) and L i (x Pi−1 , x Pi ) be the last two block rows respectively of Λ 0 (x 0 ) and
block tridiagonal matrices defined as follows (with the arguments of β · ,θ · ,α · dropped for brevity).
. We now illustrate the relationship between the solution of the multiple shooting constrained optimization problem (2.8) and the solution of the full-memory data assimilation problem (1.3) Theorem 2.2. Let x * 0:N be a local minimizer of Γ(x 0:N ) (1.3) that satisfies the first-and second-order sufficient conditions. Let
). Then (a) x * satisfies the KKT conditions of (2.8) with Lagrangian multipliers λ *
The Hessian matrix of the Lagrangian at optimality satisfies
* satisfies the second-order sufficient conditions of (2.8). Proof. The optimality conditions (2.2)-(2.4) uniquely determine the recursion of x j , 0 ≤ j ≤ N (Theorem 1 of [1] ). Therefore the solution x First, we aim to verify part (a), that is, check the KKT conditions with Lagrangian multipliers λ *
Note that from the definitions of α Pi , β Pi (Definition 2.1(a)) and optimality conditions (1.4) and (1.5), we have that for 1
By the chain rule and from the definition of the constraints (2.8b) and (2.8c) and Definitions 2.1(a) and (c), the first-order derivatives are
, where
. . .
Optimality conditions (1.4), (1.5) and (2.11a) imply V 0 = 0, and hence we have
, from the definition of the constraints (2.8d) and (2.8e) and Definitions 2.1(a) and (c), we obtain that
Optimality conditions (1.4) and (1.5) and (2.11a) and (2.11b) imply that V i = 0, and hence we have ∇ (
For the last shooting interval, from the definition of the constraints (2.8d) and (2.8e) and Definitions 2.1(a) and (c), we obtain that
Optimality conditions (1.5) and (1.6) and (2.11b) imply that V d = 0, and hence we have
This completes the proof of part (a). We now derive the Hessian matrix. For 1 ≤ i ≤ d, directly applying the chain rule to (2.12) and (2.14), we note that
For the last shooting interval, applying the chain rule to (2.16) and from Definitions 2.1(a) and (d) and the fact that V d = 0, we obtain that
Since the constraints are separable, there are no cross terms in the Hessian matrix.
This completes the proof of part (b).
The critical cone at optimality, from Definition 2.1(d) and (2.8d) and (2.8e), is
We define the vector u ∈ R (N +1)J by
From Definition 2.1(c) the first block row of Λ i is [0, I J ] for 1 ≤ i ≤ d, and I J for i = 0. Now we consider w ∈ C(x * , λ * , ψ * ) and w = 0. This implies that w 1 = 0; and since
and L (Pi)
Substituting this equation in (2.18), using (2.20) , using the expression of J i from Definition 2.1(d), and using the fact that from Definition 2.1(a) we have that
This completes the proof of part (c).
3. Stability analysis. The constrained optimization problem (2.8) is now solved with an augmented Lagrangian method. From the Lagrangian function (2.9) and using the notations of (2.8), we define the augmented Lagrangian function.
Here µ > 0 is the penalty parameter that helps enforce feasibility. In the rest of this work we assume µ is fixed but large enough so that when λ * and ψ * are the Lagrange multipliers of (2.8), the solution x * of (2.8) is a local minimizer of (3.1). Such a µ > 0 exists from augmented Lagrange theory [18] and Theorem 2.2.
In this section we investigate the condition number of the Hessian matrix for L A with respect to the number of shooting intervals. In ideal circumstances, the condition number would be bounded above by a constant and thus would prevent exponential growth of the solution in time, which is the signature of instability discussed in §1. Our aim is thus to identify under what circumstances this favorable situation can occur.
For this analysis we use several simplifications to our approach. While our investigations have indicated that similar results can be obtained without making the simplifications, leaving them out would significantly complicate and extend the analysis. We thus keep the number of time points in each shooting interval fixed at k, and we use for all d shooting intervals a fixed time step ∆t. Since k is fixed, d grows linearly with N . We consider a constant covariance matrix for model error Q and observation error R for all time steps. The observation mapping is time-dependent linear; that is, H i (x i ) = B i x i for all 0 ≤ i ≤ N and some B i ∈ R L×J . Note that we allow observation gaps in time, which can be modeled by setting some B i and the respective observations to 0. Theorem 2.2(b), definitions of the constraints (2.8b)-(2.8e) and of the critical cone (2.19), and Definition 2.1(c) imply that the Hessian for L A at optimality satisfies
for any w = (w 1 , . . . , w 2d+1 ) ∈ R (2d+1)J , where we denoteŵ
We now introduce the definition of the observability matrix for each shooting interval, which is based on the standard one for the linearized system on a given system trajectory [11] .
as the observability matrix for the (i+1)th shooting interval. For our work, the importance of the observability condition is that it will ensure that the objective function of (1.3) when applied to the linearized system is positive definite on one shooting interval.
Lemma 3.2. C i (x) being full rank is equivalent to
Note that the assumption C i s 0 = 0 and the definition of s imply that
Then, (3.3) and the definition of s give that Q(s) = 0. Note that s = 0 since s 0 = 0.
On the other hand, suppose Q(s) = 0 for some
Then, (3.4) implies that C i s Pi = 0. Note that s Pi = 0 because otherwise s = 0.
A full-rank result holds for the Jacobian matrix of the recursion.
Adapting optimality recursion (2.6) to our simplified model gives
and it implies L
is the (2,1)th block, Λ i (x Pi−1 , x Pi ) is full rank.
In addition to observability on one shooting interval, we will make slightly stronger assumptions than the ones implied by Lemmas 3.2 and 3.3. That is, we will assume that those bounds hold uniformly with the shooting interval index i.
Assumption 3.4. There exist γ k > 0 and ρ k > 0 dependent on k but not on i, or d, such that for any N > 0, we have the following.
(a) The observability matrices C i (x * ) are full rank for
The second set of assumptions characterizes the system, states, and observations as follows.
Assumption 3.5. For any N > 0, (a) max 0≤j≤N x * j , x B ≤ C 1 and max 0≤j≤N y j ≤ C 2 for some constant
In fact, Assumptions 3.5(d) and (e) are consequences of (a) and the fact that M j is at least twice continuously differentiable. We nonetheless state them as assumptions so that the bounds we will use in the proof will have convenient references.
We now make a small nonlinearity assumption. It is shown in [1] that for s × s matrix S and s × 1 vector u and x, we have
j (u) are bounds limiting nonlinearity. Note that under Assumption 3.5(e), denoting
For our proof, however, we need an even sharper restriction for the nonlinearity described below.
Assumption 3.6. There exists 0 ≤ b k < γ k such that for any N > 0,
where γ k is as defined in Assumption 3.4.
Other than the observability assumption on each shooting interval, Assumptions 3.4 and 3.5 are primarily stating uniformity, and thus are only marginally stronger than the existing assumptions. Assumption 3.6 on the other hand, puts a relatively hard bound on how much nonlinearity we can tolerate in our analysis. At the end of this section we will discuss the effect of this assumption and its significance.
With these definitions and assumptions, we now proceed to the main results of our paper. That is, we now prove that for the nonlinear system satisfying Assumptions 3.4, 3.5, and 3.6, the condition number of the Hessian matrix for the augmented Lagrangian is bounded above. First, we derive a lower bound.
Proposition 3.7. Under Assumptions 3.4 and 3.6, for any w ∈ R kJ and w = 1, we have that w
Referring back to Definition 2.1(a), we have that (3.7)
So for w = 1, referring to Definition 2.1 (d), we have
for which equality holds for 1 ≤ i ≤ d. For i = 0, the difference between the two sides is w
B w 0 , which is non-negative. By Assumption 3.4(b) we have that
and by Assumption 3.6 we have that
We now derive upper bounds in a series of lemmas. Lemma 3.8. Under Assumption 3.5, for each
and for 0 ≤ i ≤ d and
Also define
Then for any 1 ≤ i ≤ d and P i + 1 ≤ j ≤ P i + k, from optimality recursions (2.7) and the chain rule, the recursion of
where p = P i , P i − 1. For the initial shooting interval, the recursion runs through 2 ≤ j ≤ P 1 and p = 0. From (2.5), the initialization of the recursion for the initial shooting interval is
For the other shooting intervals 1 ≤ i ≤ d, from (2.6), the recursion is initialized by
Now we give upper bounds for the propagation matrices. For some
) and using equation (3.5), we have that
Now we can give bounds to each part involved in the propagation. By equation (3.11), Assumption 3.5, and equation (3.6), we have that
We then have that
. Then, bounding each term in the propagation relations (3.8), (3.9), and (3.10) by its Forbenius norm, we have for 1
, and for the initial shooting interval, similarly we have for 1
Lemma 3.9. Under Assumptions 3.5 and 3.6 and using notations in Definition
Proof. Because of the block tridiagonal structure of J i for 0 ≤ i ≤ d, we have that
Proposition 3.10. For any w ∈ R (2d+1)J and w = 1, we have that 
Defining U k to be the last quantity above completes the proof.
We are now in a position to state and prove our main result. Theorem 3.11. Under Assumptions 3.4, 3.5, and 3.6, the condition number of the Hessian matrix for the augmented Lagrangian is bounded above independent of the number of shooting intervals, d. That is,
.
Proof. For any w ∈ R (2d+1)J and w = 1, using Proposition 3.7 and Assumption 3.4(c), we have that
Combining with Proposition 3.10, we obtain
, which completes the proof.
Discussion. An interpretation of Theorem 3.11 is that, under observability Assumption 3.4 and small nonlinearity Assumption 3.6, the condition number of the multiple shooting problem is bounded above with the number of multiple shooting intervals d. This prevents the exponential increase of the solution, which we define as instability, and thus makes the multiple shooting problem computable. We note that the upper bounds of the lemmas preceding Theorem 3.11 allow for exponential increase within the shooting interval; but as long as observability holds, this increase stops at the end of a shooting interval. As for Assumptions 3.6, we note that the amount of nonlinearity needs to be upper bounded by the lower bound γ k that is related to observability by Lemma 3.2. This points out that the bound on nonlinearity in Assumption 3.6 is not absolute; it only needs to be small compared with how much information can be found in the observations. That is, increasing the measurement space would increase the lower eigenvalue of B T i R −1 B i and thus γ k , which in turn would increase the prospects for Assumption 3.6 to hold.
Another important question is whether these assumptions are necessary. While an if and only if statement between observability and the bounded condition number of the multiple shooting Lagrangian probably does not hold, some of the assumptions are necessary in the following way. As we can see from Appendix A, multiple shooting without observations still results in exponential increase of the condition number and thus of the solution. Therefore some amount of observability, or, otherwise said, state space coverage by data, is necessary. As we can see from Appendix B, without multiple shooting the condition number of the Hessian matrix for the single shooting function (1.7) also increases exponentially and thus is unstable. We conclude that some form of observability and multiple shooting are necessary to obtain a stability result as Theorem 3.11.
Recursive gradient evaluation.
When implementing minimization of the augmented Lagrangian function (3.1), gradient evaluation is required. In this section, we describe a recursive method for computing the gradient of (3.1) that fits into our memory-saving framework.
First we derive the gradients of the augmented Lagrangian function. Note that θ j ( x j−1 , x j , x j+1 ) = 0 for all P i + 1 ≤ j ≤ P i+1 − 1, 0 ≤ i ≤ d, and θ 0 (x 0 , x 1 ) = 0. For the first interval we obtain that (4.1)
, we obtain that
For the last shooting interval, we obtain that
Note that the derivatives are composed of a matrix-vector product for which the vector can be computed through one forward recursion similar to the one for the states. The Jacobian matrix L (Pi) Pi+1 , however, needs to also be computed by forward recursion, and it turns out to be dense. The computation thus would require O(J 2 ) storage and inhibit the low-memory advantage of our approach. Instead, we compute the matrix-vector product using a backward recursion separately on each multiple shooting interval, as follows. Since the evaluation procedure is the same for each interval, we illustrate our method with the first interval (assuming it has length N ).
The target of our algorithm is to compute v T L
N for some constant vector v. This algorithm can then be used to compute the gradient components defined in the beginning of this section. For example, for computing the first component (4.1) we note that we have two such matrix-vector products, where N is, succesively P 1 and P 1 −1 and v is succesively ∇ x P 1 φ P1−1 ( x P1−1 , x P1 ) + λ 1 − µc 1 (x) and (ψ 1 − µg 1 (x)). Similar embeddings hold for all other gradient components.
The computation of v T L
N proceeds as follows. The optimality recursion states that θ j ( x j−1 (x 0 ), x j (x 0 ), x j+1 (x 0 )) = 0 for 1 ≤ j ≤ N − 1. Differentiating with respect to x 0 gives
Now we write the recursion ansatz and substitute (4.2) to obtain
where c l+1 and b l+1 for l = 2, . . . , N −2 are defined by sought-after recursions
Then the matrix-vector product of interest can be expressed as 
Since the recursion can be computed separately on each shooting interval, the total storage does not exceed the number of multiple shooting checkpoints plus the length of an interval, which adds up to 2d + 1 + N/(d + 1). We can use checkpointing within the shooting interval to reduce the storage even further, but we do not pursue that avenue here.
Numerical results.
In this section, we apply our multiple shooting method to Burgers' equation in order to verify some of our theoretical findings. This is a one-spatial-dimension, time-dependent, partial differential equation that exhibits both diffusion and nonlinear advection. Since implementation of new ideas in an operational environment is a development-intensive process, in many research references discussing new state estimation methods Burgers' equation is considered an important first test of a method [2, 13, 14, 26] .
The partial differential equation describing it is the following:
where ν > 0 is viscosity coefficient and (x, t) ∈ (0, 1) × (0, T ). We denote by u m j the unknown value at grid coordinates (j∆x, m∆t) and ∆x = 1/J. We use a centered finite-difference discretization [2] :
To demonstrate the benefits of multiple shooting, we choose parameters for which the single shooting method in [1] exhibits instability. To make the problem closer to intended application target, we also experiment with larger model error and sparser observations, which are known to be more difficult [1] . We compare the solution of the multiple shooting method with that obtained from directly minimizing the fullmemory function (1.3) in our examples. Note that the full-memory problem itself is not without difficulties: it cannot be solveed to high accuracy by LBFGS in any of our examples within 2,000 iterations. The norm of gradient of (1.3) decreases slowly approaching the end and never gets below 10 −6 . In this section, we refer to the approach of minimizing the full-memory function as 4D-Var for brevity, although our example is (1+1)D.
Results for Burgers' equation.
We choose ∆x = 1/500, ∆t = ∆x/500, background state x B = sin (πx), and background covariance Q B = 0.01I. We generate the initial state u 0 by sampling from the background distribution, namely, u 0 ∼ N (x B , Q B ). The rest of the states are generated by model propagation plus a model error term, namely, u t+1 = M t (u t ) + η t for 0 ≤ t < N , where η t ∼ N (0, Q) and Q = (∆t) 2 diag(2, 1, . . . , 1, 2) is the covariance of model error. The observations are generated by applying H t (u t ) = sin (u t ) to the underlying states U = {u 0 , . . . , u N } plus a mean zero normal observation error term to mimic the action of a noisy nonlinear operator. We note that for analytic simplicity our theoretical results consider only the linear observation operator case; but we expect the nonlinear one to be even harder, so we could use the results to validate the outcome of multiple shooting. The covariance of observation error is chosen as R = 0.01I. The observations are made with a gap of 10 steps in time and space.
Our aim is to minimize the augmented Lagrangian function (3.1). For achieving our limited-memory purpose, we use LBFGS [18] with p = 6 stored vectors. To obtain an initial point for minimization, we first perturb the underlying state U by the error of the background distribution. This mimics the situation where the estimation does not start cold; in other words, initial estimates of the states do exist from previous runs of the algorithm. On each shooting interval, we run the 4D-Var minimization of (2.10) with LBFGS for 200 iterations to get a "warm start" state {w 0 , . . . , w N }. Note that 4DVar is run only in the beginning on each interval separately on which p trajectories are stored. The largest amount of memory required is then max{2d + 1 + N d+1 , (p + 1) N d+1 } state vectors. We also note that applying LBFGS to the 4DVar problem on the entire horizon requires (p + 1)N state vectors, which is most times d times larger. We add that in this and in the other numerical sections, it proved difficult to find another starting strategy that will reliably produce a point from which the multiple shooting algorithm will converge. On the other hand, this strategy does work and does not alter the storage reduction benefits of our approach.
The checkpoints of the warm start state {w 0 , w P1−1 , w P1 , . . . , w P d −1 , w P d } are then used as the initial point for minimizing (3.1). The Lagrangian multiplier and penalty parameters are initially chosen as λ
) = 10 and are subject to the usual Lagrange multiplier updates [18] .
In Table 5 .1 we tabulate the number of checkpoint pairs d, number of stored vectors, and percentage of storage over full-memory storage for each of the examples in this section. For N = 800, d = 12 is the smallest number of checkpoint pairs to make the computation stable. For each 800 ≤ N ≤ 1600, the corresponding d is chosen so that d/ √ N = 12/ √ 800. For N = 2400, d is chosen to satisfy d/N = 12/800. We choose d ∝ N for N = 800 and 2400 to demonstrate that the method is stable for increasing N and hence to verify Theorem 3.11. For 1000 ≤ N ≤ 1600, we choose another relation d ∝ √ N to demonstrate empirically the consequences of a more N 800 1000 1200 1400 1600 2400 d  12  14  15  17  19  36  storage  434  469  525  546  560  455 storage (p+1)N 7.8% 6.7% 6.3% 5.6% 5.0% 2.7% Table 5 .1: Number of checkpoint pairs d and maximal storage for ∆t = ∆x/500.
Fig. 5.1:
Function value of (3.1) at each iteration of LBFGS for ∆t = ∆x/500 and N = 800, 1000, 1200, 1400, 1600, 2400. Gradient norm of (3.1) at each iteration of LBFGS for ∆t = ∆x/500 and N = 800, 1000, 1200, 1400, 1600, 2400. aggressive checkpointing schedule. Figure 5 .1 compares the function value reduction of (3.1) at each iteration of LBFGS for increasing time horizon. For 800 ≤ N ≤ 1600, the rate of the initial descent (before iteration 50) becomes smaller as N increases, which indicates slower convergence for increasing N . This means that a more aggressive checkpoint schedule (e.g., d ∝ √ N ) can lead to slower convergence. In contrast, the rate of descent for N = 2400 is closer to that of N = 800 and much larger than those of 1000 ≤ N ≤ 1600. It indicates that the method not only is stable but converges with similar speed for increasing N if d is allowed to increase linearly in N . Figure 5 .2 shows the norm of gradient at each iteration. Figure 5 .3 shows the Frobenius norm of constraints c i , g i , 1 ≤ i ≤ d at each iteration. Figure 5 .4 plots the Euclidean distance scaled by ∆x of each iteration to the checkpoints of the full-memory 4D-Var solution. Note that the distance is not scaled by the number of states and is expected to increase with d.
In this experiment, we see significant reduction (by 8-9 orders of magnitude) for both the function value and the norm of gradient, even if the gradient did not decrease to a point that triggered the Lagrange multiplier update. Figure 5 .5 plots the solution surface of multiple shooting and 4D-Var when N = 2400. Both of them approach a perturbed version of the noise-free solution. Figure 5 .6 compares multiple shooting and 4D-Var solutions at fixed time and space nodes. Note that the two solutions are both close to the underlying state so that the trajectories overlap for most of the part. Although the problem is not solved to high accuracy as suggested by the norm of the gradient and norm of the constraint, we conclude that it does approach the 4D-Var solution. Norm of constraint at each iteration of LBFGS in minimizing (3.1) for ∆t = ∆x/500 and N = 800, 1000, 1200, 1400, 1600, 2400. From the simulations we see that keeping N/d fixed (at its lowest value) results in faster convergence compared with the alternatives. We thus conclude that the statement of Theorem 3.11 is satisfied, although its conditions are stronger than the case tested here (we did not enforce small nonlinearity and linearity of the observation operator). However, for the case of smaller N (e.g., 800 to 1600), even increasing d slower than linear in N (e.g., √ N ) would give stable results and thus even more memory savings at a cost of somewhat slower convergence.
Larger model error.
In this section, we experiment with increased model error. We choose ∆x = 1/500, ∆t = ∆x/1000, and a background covariance matrix Q B = 0.01I. The covariance for the model error and observation error are chosen to be 10 −3 I. Observations are reduced to every 10 steps in time and every 100 steps in space. To initialize the minimization of (3.1), we run the 4D-Var minimization on one interval, and for the next interval we run 4D-Var constrained at the checkpoint Both the function value and the norm of the gradient converge slower after some significant initial progress. Since the norm of the gradient stalls and fails to progress below 0.1, we do not observe either Lagrangian multiplier or penalty parameter update during the experiments. However, both the function value and the norm of the gradient achieve 4 to 6 orders of magnitude decrease, and the multiple shooting solution approaches reasonably well the full-memory 4D-Var solution. Clearly the problem has too much noise for the estimates to be close to the underlying state. However, the approach does show that multiple shooting has a performance comparable to that of 4DVar, with much less memory, and that is the goal of this paper.
With the same parameters as those in [1, §5.2.5] but with a much longer horizon, N = 500 as opposed to N = 110, our method is able to produce iterations of moderate size, make nontrivial progress through minimization, and result in solutions comparable to that of full-memory method for a longer time horizon. Counting the storage during warm start, gradient evaluation, and stored vectors of LBFGS, the maximal number of states stored at any time of the algorithm is 91 and is about 18.2% of the total number of states N . The storage used by multiple shooting is 2.6% of the memory used by full-memory minimization using LBFGS with 6 vectors.
5.3. Sparser observations. In this section, we consider the case where observations are made sparser in both time and space. We choose ∆x = 1/700, ∆t = ∆x/34, and background covariance as Q B = 10 −3 I. The covariance matrix for the model error and observation error are Q = 10 −8 I and 0.01I, respectively. Observations are made every 30 steps in time and every 200 steps in space. The initial point for multiple shooting is the same warm-start point described in the precedent section. The parameters are the same as those in [1, §5.2.5] but with a longer horizon. We take N = 300 as opposed to N = 32 in [1] , and we take number of checkpoint pairs d = 30. We note that this setup is significantly far from satisfying the observability condition. Indeed, the rank of the observability matrix in Definition 3.1 cannot be larger than 8, whereas Theorem 3.11 required a full rank, that is, 701.
For this experiment, 14 suggest the reason is primarily that our warm-starting using 4D-Var on each shooting interval produces an initial point for multiple shooting close to the 4D-Var solution itself. On the other hand, even if in the distance to the 4D-Var solution there is not much progress beyond the warm start, the gradient is significantly reduced, and we can evaluate the convergence properties of the method, running LBGFS to detect whether we see an improvement, while needing less memory than 4D-Var with LBFGS (only 3.4% of the latter's). Therefore the multiple shooting method provides an improvement over 4D-Var with LBFGS in terms of memory and over single shooting in terms of stability even in this case, which is significantly outside the applicability of Theorem 3.11.
6. Conclusions. Determining the best state estimation for dynamical systems with model error raises new challenges in developing algorithms that reduce storage while maintaining stability. The reason is that, as opposed to the strongly constrained setups where only the initial state is free, all the states of a trajectory contribute to the number of degrees of freedom.
We present an approach where the number of degrees of freedom is reduced by the optimality conditions, as we previously introduced in [1] , but now coupled with a multiple shooting approach in an augmented Lagrangian framework to improve stability. The multiple shooting approach can use a reverse recursion scheme on each shooting interval to ensure that the memory requirements for computing one gradient of the augmented Lagrangian never exceed 2d + 1 + N d+1 state vectors, where d + 1 is the number of shooting intervals and N is the length of the horizon. The full-memory data assimilation method, on the other hand, needs to store N + 1 state vectors when evaluating its gradient. We prove in Theorem 3.11 that under an observability assumption and when the nonlinearity is small relative to the parameter characterizing the observability, the condition number of the augmented Lagrangian matrix is bounded above, irrespective of the number of shooting intervals. This ensures that the multiple shooting approach is stable: the method does not exhibit exponentially increasing error for an increasing size of the assimilation interval. This is a feature shared by neither the single shooting approach derived from [1] nor by the multiple shooting approach without observations. Therefore both multiple shooting and sufficiently informative observations appear to be necessary for stability to occur.
Our numerical simulations on cases described in [1] validate these points. First, for all of them the single shooting method showed an exponential increase of the solution and ran into overflow. For both small model error and larger model error setups, the multiple shooting approach converges to a solution close to that of the full-memory method while using only a fraction of the memory needed by the latter, never more than 8%. To achieve convergence, we needed to use the full-memory approach but only on the smaller, shooting intervals to create a good initial point for our multiple shooting approach. In the case of sparse observations, this initialization strategy was responsible for much of the improvement of the method in terms of distance to the full-memory 4D-Var solution, while using only 3.4% of the memory of the latter. But with that initialization strategy, which does not alter our maximum memory count, we reliably obtained reductions in the augmented Lagrangian gradients and solutions close to the ones of the full-memory approach. We are not aware of another optimization-based approach to reduce the memory requirements of weakly constrained data assimilation approaches. From the numerical experiments and the theory, we conclude that, particularly in the data-rich case, the multiple shooting method appears promising at reducing memory and producing a point of a quality comparable to that of the full-memory case without the instability of the previous single shooting approach.
We plan to explore new initialization strategies that empirically appear to be important for the robustness of the overall method. The method also has good potential for paralellism, although in that case the memory saving is less of a benefit. An interesting question would be to tie the stability of multiple shooting to a condition requiring enough information in the observations but weaker than observability on one shooting interval. We have observed the good behavior of the multiple shooting aproach in several such instances, but it is unclear how such a condition might be expressive enough and practical.
Appendix A. Multiple shooting with zero observability. In this section, we prove that for a class of linear systems, under zero observability, the condition number of the Hessian matrix of augmented Lagrangian has an exponential lower bound. Hence the multiple shooting method is not stable if there are no observations. We consider the model propagation mapping to be time independent, that is, M (x j ) = Ax j , and B j = 0 for 0 ≤ j ≤ N . We assume A has at least one real eigenvalue with modulus strictly larger than 1. With this model specification, J i are identical for all 1 ≤ i ≤ d and so are Λ i . For simplicity, we denote them respectively as J 1 and Λ 1 for 1 ≤ i ≤ d. The expanded forms of J 1 and Λ 1 are
For p = P i , P i − 1, adapting the optimality recursions (2.7) to the linear system under consideration and applying the chain rule, we have that the recursion of L (p)
Denote L 1 to be the last two block rows of Λ 1 .
Proof. We first prove that for 1 ≤ j ≤ k, the jth block ofΛ is (Λ) j = A j by induction. It is evident for j = 1, 2. Suppose it is true for all j ≤ j 0 , 2 ≤ j 0 ≤ k − 1. Then by recursion (A.1),
A direct multiplication completes the proof. Proposition A.2. Let |λ| > 1, λ ∈ R be an eigenvalue of A. Denote λ k = λ k−1 . Then, for the linear system under consideration, we have that
where the last equality follows from Lemma A.1.
Since L 1 consists of the last two block rows of Λ 1 , we have that
Hence by the definition of s for 2 ≤ i ≤ d, we obtain that
Using (A.3) and (A.4) in (A.2), we obtain that
From the definition of s, we have that
Hence we have that
On the other hand, let t = (t 1 , . . . , t 2d+1 ) ∈ R (2d+1)J be such that t 1 = 1 and t i = 0 for all 2 ≤ i ≤ 2d + 1. J 0 differs from J 1 by only the (1,1)th block element so that
Hence we have that (A.6)
Combining equation (A.5) and (A.6) completes the proof.
Appendix B. Single shooting condition number. In this section, we prove that for a certain class of linear systems that satisfy the observability condition, the condition number of the Hessian matrix for the single shooting function (1.7) has an exponential lower bound in N . Hence the single shooting method is not stable for this class of systems.
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