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BOUNDEDNESS OF HYPERBOLIC COMPONENTS OF NEWTON MAPS
HONGMING NIE AND KEVIN M. PILGRIM
Abstract. We investigate boundedness of hyperbolic components in the moduli space of Newton maps. For
quartic maps, (i) we prove hyperbolic components possessing two distinct attracting cycles each of period
at least two are bounded, and (ii) we characterize the possible points on the boundary at infinity for some
other types of hyperbolic components. For general maps, we prove hyperbolic components whose elements
have fixed superattracting basins mapping by degree at least three are unbounded.
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1. Introduction
In this paper, we study boundedness properties of hyperbolic components of Newton maps.
A rational map is hyperbolic if every critical point converges to a (super)attracting cycle under iteration.
Hyperbolicity is an open condition invariant under conjugacy. Conjecturally hyperbolic maps are dense in
moduli space, see [23, 27]. A connected component of the set of the hyperbolic maps is called a hyperbolic
component. Any two maps in the same hyperbolic component are quasiconformally conjugate on a neighbor-
hood of their Julia sets [16]. For a hyperbolic component whose elements have connected Julia sets, there is
up to Mo¨bius conjugacy a unique post-critically finite map in this component [25]. In terms of the “dictio-
nary” between rational maps and Kleinian groups, hyperbolic components are analogous to components of
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the set of convex compact discrete faithful representations of a fixed group into PSL2(C); see [25, 37]. For
more properties of hyperbolic components, we refer [28,38].
Our general focus is on hyperbolic components in algebraic subfamilies F of the moduli space ratd of
rational maps of degree d, which is the quotient of the parameter space Ratd ⊂ P2d+1 of all rational maps
of degree d under the conjugation action by Aut(P1). If H ⊂ F ⊂ ratd is a component of hyperbolic maps
in F , we say it is bounded in F if the closure H ⊂ ratd is compact.
The simplest examples of hyperbolic components arise in the quadratic polynomial family Pc(z) = z
2 +
c. In this case, there two kinds of components. The unbounded escape locus is the complement of the
Mandelbrot set, and has fractal boundary. The bounded components are uniformized by the multiplier λ of
the unique attracting cycle [10], so as subsets of the plane they are semi-algebraic, defined as a component
of the real-algebraic inequality |λ| < 1. More general structural results regarding hyperbolic components in
the spaces of higher degrees polynomials are given in [32,39,44].
Boundedness results. For quadratic rational maps, in [38] Rees divided the hyperbolic components into
4 types (see also [29]), and showed boundedness of certain one real dimension loci in hyperbolic components
of certain types. Epstein [12] provided the first general compactness result for hyperbolic components in
moduli space of rational maps. Following Rees’ classification, we say a hyperbolic component H ⊂ rat2
is type D if its maps possess two distinct attracting cycles. Epstein showed that if H is of type D and
the periods of the attractors are each at least two, then H is bounded in rat2. Epstein’s argument relies
crucially on two facts: (i) a sequence in the moduli space of rational maps is bounded if and only if the
multipliers at fixed-points remain bounded, and (ii) there are two distinct cycles of periods at least two whose
multipliers remain bounded. In general degrees, and using very different methods inspired by Cui’s extremal
length control of distortion technique, Haissinsky and Tan [15] showed a boundedness result similar to Rees’
op. cit. for certain simple pinching deformations in wide generality. In [26] McMullen conjectured that
if a hyperbolic rational map has Julia set homeomorphic to the Sierpinski carpet, then the corresponding
hyperbolic component is bounded.
Unboundedness results. On the other side, Petersen [35] related the failure of mating to unboundedness
of hyperbolic components. Makienko [24] gave sufficient conditions for the unboundedness of hyperbolic
components, also see [43]. These use so-called pinching deformations; cf. [37].
Newton maps. Our main results concern boundedness properties of hyperbolic components in the algebraic
family of Newton maps. Recall that for a polynomial P (z) ∈ C[z] of degree d ≥ 2 with distinct roots
{r1, . . . , rd}, its Newton map is defined by
NP (z) = N{r1,...,rd}(z) := z −
P (z)
P ′(z)
.
We denote by NMd ⊂ Ratd the subspace of Newton maps and by nmd the moduli space of affine conjugacy
classes of Newton maps. Since nmd is closed in ratd, a sequence in nmd tends to infinity in nmd if and only
if it tends to infinity in ratd.
Since
N ′P (z) =
P (z)P ′′(z)
P ′(z)2
,
a critical point of NP (z) is either a zero of P (z), a zero of P
′′(z) or both. We say a critical point of NP
is additional if it is a zero of P ′′(z), and we say it is free if it is not fixed. Note a free critical point is
additional. Thus, a Newton map NP (z) is hyperbolic if and only if each free critical point is attracted to
some (super)attracting cycle.
The space nm2 is a singleton, a fact known to Cayley [5]; there are no additional critical points. The
space nm3 is isomorphic to C; there is one additional critical point; there is a unique unbounded hyperbolic
component and all other components are bounded with Jordan curves boundaries, see [40]. In general, the
space nmd has dimension d− 2; there are d− 2 additional critical points.
1.1. Main result. Our first main result is the following theorem, which is an analogue of Epstein’s bound-
edness result for quadratic rational maps. To set up the statement, we say a hyperbolic component H ⊂ nm4
is type D if there are two distinct (super)attracting cycles each of period at least two; each then attracts a
free critical point. We call these cycles the free (super)attracting cycles of elements of H.
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Main Theorem. A hyperbolic component H ⊂ nm4 of type D is bounded in nm4.
In the proof of the Main Theorem, instead of degenerating sequences in Epstein’s argument [12], we
study degenerating holomorphic (one-complex-dimensional) families: holomorphic maps D → Ratd given
by t → ft with ft ∈ Ratd if t 6= 0. The fact that we can reduce sequences to such families comes from
the semi-algebraicity of the component H. In any algebraic family, Milnor announced that a hyperbolic
component is semi-algebraic if it possesses the maximal number of distinct (super)attracting cycles. For a
more general version of his result, we refer [33]. In our setting, if H is type D, then H is semi-algebraic and
hence semi-analytic. Our Main Theorem is a consequence of the following Main Lemma.
Main Lemma. Suppose H ⊂ nm4 is of type D. Suppose {Nt} is a holomorphic family of quartic Newton
maps with the property that there exists a sequence {tk} with tk → 0 as k → ∞ such that [Ntk ] ∈ H. Then
[Nt] is bounded, as t→ 0, in nm4.
Proof of the Main Theorem. We first lift from moduli to parameter space. For distinct complex r, s with
|r| ≤ 1, |s| ≤ 1, and neither r nor s equal to 0 or 1, let N(0,1,r,s) denote the Newton map for the polynomial
z(z − 1)(z − r)(z − s) with distinct and marked roots {0, 1, r, s}, and let nm#4 ⊂ D × D be the set of such
Newton maps with marked roots. There is a natural surjective map p : nm#4  nm4.
Now suppose H ⊂ nm4 is a hyperbolic component of type D, and let H# be a component of p−1(H). A
result of Milnor [33] implies that H# is a semi-algebraic bounded domain in C2; see Lemma 2.3 below.
Now suppose x is a boundary point of H# in D×D. By the semi-analytic version of the Curve Selection
Lemma [20] (see [9] for a survey), there is an analytic function κ : [0, 1]→ R4 = C2 such that κ((0, 1]) ⊂ H#
and x = κ(0) /∈ H#. Write κ(t) = (κ1(t), κ2(t), κ3(t), κ4(t)) for t ∈ [0, 1]. Then κ extends to a holomorphic
function κ : D → C2 ⊂ Rat4, sending t ∈ D to (κ1(t) + iκ2(t), κ3(t) + iκ4(t)). We obtain a holomorphic
family Nt of Newton maps for the polynomials z(z − 1)(z − (κ1(t) + iκ2(t)))(z − (κ3(t) + iκ4(t))).
The hypotheses of the Main Lemma are satisfied, so [Nt] is bounded, as t→ 0, in nm4. It follows that H
is bounded in nm4. 
Figure 1. The locus Per2(0) ∩ nm4, showing part of c-plane for the family of Newton
maps for the polynomial z4/12− cz3/6 + (4c− 3)z/12 + (3− 4c)/12, with additional critical
points 0 and c. The periodic critical orbit is 0 → 1 → 0. The letters indicate the types
of hyperbolic components, see section 2.8. This and subsequent images were created using
“FractalStream”, see [14].
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Figure 2. The part of locus Per2(0)∩nm4 by zooming in the type B component indicated
in Figure 1. The Main Theorem asserts that the hyperbolic components in nm4 containing
a part indicated by D are bounded. The component labelled B has “fractal” boundary while
those labelled D have real algebraic boundaries.
1.2. Idea of proof of the Main Lemma. Our overall strategy mimics that of Epstein [12] and proceeds by
contradiction. We begin by assuming the existence of a holomorphic family Nt such that [Nt] meets H in a
degenerating sequence Ntk . We then show the existence of a suitable rescaling limit g = lim
k→∞
M−1k ◦N◦qtk ◦Mk.
Using both analytical and geometric estimates, we show that the critical orbit dynamics of g are constrained.
Finally, we use Epstein’s refined Fatou-Shishikura inequality [11] to derive further constraints on the critical
orbit dynamics of the limit, leading to a contradiction.
Our arguments here replace some of the delicate analytical estimates in Epstein’s proof [12] with a softer
analysis using Berkovich dynamics. This fruitful idea was used by Kiwi in [19] to investigate rescaling limits
for one-parameter holomorphic families. Later it was used in DeMarco-Faber’s work on the weak limits of
measures of maximal entropy under degenerating sequences and families, see [7,8]. Inspired by each of these
investigations, our present work is based on recent results on degenerating Newton maps obtained by the
first author in [34]. For details of what follows in the remainder of this subsection, see [17,18] and section 3
below.
Let {ft} be a holomorphic family, let L be the completion of the field of formal Puiseux series in the
indeterminate t over C, and let P1 be the corresponding Berkovich space. It turns out that the family {ft}
induces a map f : P1 → P1 and the dynamical system (f ,P1) can be regarded as encoding the possible
limits of the complex dynamical systems (ft,P1) at scales and locations varying in t.
Returning the discussion back to Newton maps, a holomorphic family {Nt} of Newton maps induces a
Newton map N ∈ L(z) acting on the Berkovich space P1. The Berkovich dynamics of N give restrictions on
the limiting locations of the attracting cycles of Nt which in turn constrain the limiting behavior of orbits of
critical points. Another ingredient, which uses only complex analysis, is the estimation of the sizes of some
immediate basins of the attracting cycles; see Proposition 2.8, which is an analogue of [12, Proposition 5].
1.3. Boundaries of hyperbolic components and tameness. The proof of Main Theorem exploits the
fact that the boundaries of such hyperbolic components are not too pathological. Our techniques allow us
to obtain some partial results regarding boundedness of other types of hyperbolic components.
A rational map in the boundary of a hyperbolic component has either a critical point in Julia set or an in-
different cycle. The boundaries of hyperbolic components, and hence the hyperbolic components themselves,
may have complicated structure, see [3] for the hyperbolic components of antipode preserving cubic rational
maps. In [33], Milnor conjectured that if there is a rational map having no indifferent cycles in the boundary
of some hyperbolic component, then this boundary is a fractal set. However, in the complementary case,
Milnor conjectured that the boundaries of corresponding hyperbolic components are in fact semi-algebraic.
To formulate our partial results, we need a very weak notion of accessibility of a boundary point.
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Definition 1.1. For n ≥ 1, suppose U ⊂ Pn is an analytic space and x ∈ ∂U . We say the pair (U , x) is
holomorphically sequentially accessible if there is a holomorphic map φ : D → Pn and a sequence {tk} ⊂ D
with tk → 0 as k →∞ such that φ(0) = x and φ(tk) ∈ U .
This is much weaker than other notions of accessibility. For example, in P1 = C∪{∞}, let U = C\{seies :
s ≥ 0}. Then (U ,∞) is holomorphically sequentially accessible via the family φ(t) = 1/t. On the other hand,
consider V = {(x, y) ∈ C2 : e−1/|x|2 < |y| < 2e−1/|x|2}. The pair (V, 0) is not holomorphically sequentially
accessible. Using similar ideas it is easy to further arrange that V is simply-connected.
To set up the next definition, let H ⊂ ratd be a hyperbolic component, and H˜ its lift to Ratd. Recall that
we have a GIT compactification ratd ⊂ ratGITd , which is the categorical quotient of the semistable points in
Ratd = P2d+1, see [42].
Definition 1.2 (Tame boundary point). A boundary point [f ] ∈ ∂H of a hyperbolic component H ⊂ ratGITd
is a tame boundary point if (i) there exists a point f0 ∈ ∂H˜ ⊂ Ratd such that (H˜, f0) is holomorphically
sequentally accessible via a family ft, and (ii) for some sequence tk → 0, [ftk ]→ [f ]. Otherwise, the boundary
point [f ] of H is wild.
Note that in the definition we do not require that f0 be semistable, i.e. that [f ] = [f0] in the GIT
compactification.
Theorem 1.3. Let H ⊂ nm4 be a hyperbolic component of quartic Newton maps having a free (su-
per)attracting cycle whose grand orbit basin contains both additional critical points. If [N ] ∈ ∂H ∩ ∂nm4,
then either
(1) [N ] is wild, or
(2) [N ] = [N0] is tame, where in projective coordinates,
N0([X : Y ]) = Y N{0,1,r}([X : Y ])
for r ∈ C \ {0, 1} such that N{0,1,r} has a nonfixed (super)attracting, irrationally indifferent or
parabolic-repelling cycle.
In other words, if H is unbounded, then as one approaches a boundary point at infinity, H either looks
geometrically very weird, or the dynamics degenerates in a very specific way that our techniques cannot
rule out. The proof proceeds as follows. If [N ] ∈ ∂H ∩ ∂nm4 is tame, then by definition, as in the proof of
Theorem 1.1, we can find a holomorphic family degenerating along a sequence in H. We again analyze the
induced Berkovich dynamics and use an analog of the Main Lemma.
There is a classification of hyperbolic components in nm4 which is somewhat analogous to that for qua-
dratic rational maps; see Section 2.8. Theorem 1.3 asserts that a hyperbolic component H ⊂ nm4 of type
indicated by A, B or C in Figure 1 is either (i) bounded in nm4, or (ii) its boundary at infinity consists of
wild points and/or tame points of the above specific type.
In the other direction, we obtain unboundedness results for components we call type IE, which stands for
“immediate escape”; see Section 2.8. Using quasiconformal deformations and ideas of Petersen-Ryd [36], we
show
Theorem 1.4. Suppose H ⊂ nmd is a hyperbolic component consisting of maps for which some additional
critical point lies in the immediate basin of a superattracting fixed point. Then H is unbounded.
Our use of the term “escape” here is different from that used to describe both hyperbolic components for
quadratic rational maps in [29] and cubic polynomials in [4].
1.4. Outline. In section 2, we give the complex analytic background. We also prove some properties of
the reduction of the induced map for a degenerate family of quartic Newton maps, and give a classification
of hyperbolic components in nm4. In section 3, we summarize the structure results regarding Berkovich
dynamics of quartic Newton maps used in this work. In section 4, we identify the limits of the distingiushed
attracting cycles. Then we prove the Main Lemma in section 5 and Theorem 1.3 in section 6. Finally, we
prove Theorem 1.4 in section 7.
1.5. Acknowledgements. Kevin Pilgrim was supported by Simons Collaboration Grant # 245269.
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2. Complex analytic preliminaries
2.1. Rational maps. Parametrized by the coefficients, the space Ratd of degree d rational maps can be
identified with an open dense subset of P2d+1. For each point f ∈ P2d+1, there exists two homogenous degree
d polynomials Fa(X,Y ) and Fb(X,Y ) such that
f([X : Y ]) = [Fa(X,Y ) : Fb(X,Y )].
Set Hf = gcd(Fa, Fb). Then we can write f = Hf fˆ , where fˆ is a rational map of degree at most d. A zero
of Hf is called a hole of f . We say a point f ∈ P2d+1 is a degenerate rational map if it has a hole. Denote
Hole(f) the set of all holes of f .
Lemma 2.1. [6, Lemma 4.1] Suppose that a sequence {fk} ⊂ Ratd converges to f = Hf fˆ ∈ P2d+1. Then
fk converges to fˆ locally uniformly outside Hole(f).
For t ∈ D, a collection {ft} ⊂ P2d+1 is a holomorphic family of degree d ≥ 1 rational maps if the map
D → P2d+1, sending t to ft, is a holomorphic map and ft ∈ Ratd if t 6= 0. We say {ft} is degenerate if
f0 6∈ Ratd. For the version of Lemma 2.1 for holomorphic families, we refer [19, Lemma 3.2].
The moduli space ratd := Ratd/PSL2(C), modulo the action by conjugation of the group of Mo¨bius
transformations, is a complex orbifold of dimension 2d−2. For quadratic case, the space rat2 is biholomorphic
to C2 [29, Lemma 3.1].
2.2. Newton maps. Fix d ≥ 2, and suppose (r1, . . . , rd) ∈ Cd are pairwise distinct. Let P := (z− r1) · . . . ·
(z − rd). We denote the corresponding Newton map by
N{r1,...,rd}(z) := NP (z) ∈ NMd.
It is often convenient to work with marked maps. We denote by NM∗d ⊂ Ratd × Cd the set of marked maps
N(r1,...,rd)(z); note the subscript is a list, not a set.
The map NP also has degree d and each root of P is a superattracting fixed point of NP . The only
other fixed point of NP is at ∞ with multiplier d/(d− 1). Hence if two Newton maps are Mo¨bius conjugate,
then the conjugacy is affine. Thus the moduli space of degree d Newton maps is naturally defined by
nmd := NMd/Aut(C), which is a subset of ratd. Since Newton maps are uniquely determined by the roots
of the corresponding polynomials, the moduli space nmd has complex dimension d− 2. The moduli space of
marked maps nm∗d := NM
∗
d/Aut(C) is canonically isomorphic to Cd−2 −∆, where ∆ = {ri = 0, rj = 1, rk =
rl(k 6= l)}i,j,k,l∈{1,...,d−2}.
A family of Newton maps tends to infinity in parameter space NMd if and only if some roots collide
and/or some roots tend to infinity. Using homogeneous coordinates, we may extend the notation N{r1,...,rd}
to describe such degenerate maps.
Example 2.2. Consider the cubic Newton map N{0,1,t}(z) for the polynomial z(z − 1)(z − t). If t→ 0, in
projective coordinates we get the degenerate Newton map with a hole at z = 0
N0([X : Y ]) = X[2X
2 −XY : 3XY − 2Y 2] =: N{0,0,1}([X : Y ]).
In this case, we have N̂0 has degree two, a superattracting fixed point at 1, and an attracting fixed point at
0 with multiplier 1/2.
If t→∞, we get the degenerate Newton map with a hole at z =∞
N∞([X : Y ]) = Y [X2 : 2XY − Y 2] =: N{0,1,∞}([X : Y ]).
In this case, N̂∞ = N{0,1} is a degree two nondegenerate Newton map and has two superattracting fixed
points at 0 and 1.
This example is interesting since the first family N{0,t,1} is conjugate to the second family N{0,1,1/t} via
the affine family Mt(z) = z/t.
2.3. Lifting to marked normalized maps. By conjugating via an affine map so that a pair of roots
maximizing the planar distance between the d roots is sent to the pair {0, 1}, we obtain a finite-to-one
surjective map
p : nm#d := D
d−2 −∆ nmd
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given by
(r3, . . . , rd) 7→ [N{0,1,r3,...,rd}].
Note that p factors as a composition nm#d ↪→ NM∗d  nmd.
Lemma 2.3. Suppose H ⊂ nmd is a hyperbolic component consisting of maps with d − 2 distinct free
(super)attracting cycles. Then p−1(H) ⊂ Dd−2 is semi-algebraic. It consists of finitely many connected open
bounded sets H#, each of which is semi-algebraic.
Proof. Milnor [33] shows that in any complex algebraic family F ⊂ Ratd := P2d+1 of complex dimension m,
a component H˜ of the locus where m distinct attracting cycles have multipliers less than one in modulus
is a semi-algebraic set. Applying this to the m := d − 2-complex-dimensional algebraic family F of maps
N{0,1,r3,...,rd} ⊂ Ratd, we conclude that such hyperbolic components H˜ ⊂ F are semi-algebraic in P2d+1. The
natural quotient map q : Cd−2 −∆ → NMd ⊂ P2d+1 given by (r3, . . . , rd) 7→ N{0,1,r3,...,rd} is a polynomial
map, hence the preimage
˜˜H := q−1(H˜) ⊂ Cd−2 is semi-algebraic. The locus nm#d ⊂ Cd−2 is defined by a
collection of real-algebraic polynomial equalities and inequalities of the form
ri 6= 0, rj 6= 1, rk 6= rl(k 6= l), |rn|2 ≤ 1 (i, j, k, l, n ∈ {3, . . . , d})
and so is semi-algebraic. An intersection of semi-algebraic sets is semi-algebraic (see [2]). Hence
˜˜
H ∩nm#d =
p−1(H) is semi-algebraic. The natural projection nm#d → nmd is continuous and H is open, hence p−1(H)
is open. A semi-algebraic set has finitely many connected components, each of which is semi-algebraic
( [2, Proposition 2.8]), and the Lemma follows.

We now specialize to quartic maps and first roughly classify the possible degeneracies. Suppose (rk, sk) ∈
nm#4 converges to (r, s) ∈ ∆ ∩ ∂nm#4 . Up to conjugacy, there are precisely three qualitatively distinct
possibilities:
(1) type 1 0 = r 6= s 6= 1;
(2) type 2 0 = r 6= s = 1;
(3) type 3 0 = r = s 6= 1.
In fact, if (r(t), s(t)) is holomorphic in t and defines a degenerating family Nt, we will further distinguish
two subcases 3a, 3b in type 3 according to the relative rates at which (r(t), s(t))→ (0, 0) (Lemma 3.2).
2.4. Epstein’s invariants. To control the dynamical possibilities of rescaling limits, we will use Epstein’s
refined version of the Fatou-Shishikura inequality (FSI) [11], presented here in this section.
Let f be an analytic map on U ⊂ C fixing z ∈ U . Then the multiplier ρz(f) is defined by ρz(f) = f ′(z).
If f is not the identity, then the topological multiplicity mz(f) of f at z is defined by
mz(f) =
1
2pii
∫
C
1− f ′(z)
z − f(z) dz
and the holomorphic index is defined by
iz(f) =
1
2pii
∫
C
1
z − f(z)dz,
where C is any sufficiently small, positively-oriented, simple closed curve around z. These quantities are
invariant under holomorphic change of coordinates, and the topological multiplicity mz(f) is always a positive
integer. Note that mz(f) = 1 if and only if ρz(f) 6= 1, and in this case
iz(f) =
1
1− ρz(f) .
The Cauchy’s integral formula implies∑
z=f(z)∈V
mz(f) =
1
2pii
∫
∂V
1− f ′(z)
z − f(z) dz
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and ∑
z=f(z)∈V
iz(f) =
1
2pii
∫
∂V
1
z − f(z)dz
for any open set V b U with rectifiable boundary containing no fixed points. Thus if f : P1 → P1 be a
rational map of degree d, it follows from the residue theorem that∑
z=f(z)∈P1
mz(f) = d+ 1
and ∑
z=f(z)∈P1
iz(f) = 1.
We say a fixed point z of the map f is superattracting, attracting, indifferent or repelling according to
ρz(f) = 0, 0 < |ρz(f)| < 1, |ρz(f)| = 1 or |ρz(f)| > 1. If |ρz(f)| 6= 1 or ρz(f) = 1, we have mz(fn) = mz(f)
for any n ≥ 1. When studying the case ρz(f) = 1, it is convenient to work on the re´sidu ite´ratif Iz(f)
defined by
Iz(f) =
mz(f)
2
− iz(f).
In this case for all n 6= 0, we have
Iz(f) = nIz(f
n).
For a fixed point z of the map f , if ρz(f) = e
2piip/q, where (p, q) = 1, and fq is not identity, then
there is an integer ν such that mz(f
q) = νq + 1. We say this fixed point z is parabolic and its degeneracy
is ν. Furthermore, we say z is parabolic-attracting, parabolic-indifferent or parabolic-repelling according to
Re(Iz(f)) is negative, zero or positive.
For a degree d ≥ 1 rational map f : P1 → P1, we say z is a periodic point if fn(z) = z for some
n ≥ 1. The smallest such n is called the period of z. Denote 〈z〉 the cycle {z, f(z), . . . , fn−1(z)} and denote
z(i) = f i(z) ∈ 〈z〉. The multiplier, multiplicity and index of the cycle 〈z〉 are the corresponding invariants
of z as a fixed point of fn. The Fatou-Shishikura inequality asserts that f has at most 2d− 2 nonrepelling
cycles, see [41]. Now associate to each cycle 〈z〉 the cycle invariant
γ〈z〉 =

0 if 〈z〉 is repelling or superattracting,
1 if 〈z〉 is attracting or irrationally indifferent,
ν if 〈z〉 is parabolic-repelling,
ν + 1 if 〈z〉 is parabolic-attracting or parabolic-indifferent.
We now define two invariants of the map f itself. Let
γ(f) =
∑
〈z〉⊂P1
γ〈z〉.
Finally, let δ(f) denote the number of infinite tails of critical orbits. Obviously, δ(f) ≤ 2d−2. The following
result, due to Epstein, refines the FSI.
Proposition 2.4 (Refined FSI). [11, Theorem 1] Let f be a rational map of degree at least 2. Then
γ(f) ≤ δ(f).
2.5. Restrictions on N̂ via refined FSI. We now combine the FSI with the possible degeneracies of
our normalized quartic Newton maps to obtain some dynamical restrictions on the limits. To set up the
statement, for a rational map f , we denote Fixsa(f) and Fixa(f) the set of superattracting fixed points and
the set of attracting fixed points, respectively.
Now suppose {(rk, sk)} ⊂ nm#4 is a sequence converging to (r, s) ∈ ∆ ∩ ∂nm#4 . Let N = HN N̂ be the
limit of N{0,1,rk,sk}. Then the possibilities of (r, s) in section 2.3 give us the following restrictions on N̂ .
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deg N̂ #Fixsa(N̂) #Fixa(N̂) γ(N̂) δ(N̂)
type 1 3 2 1 1 or 2 1 or 2
type 2 2 0 2 2 2
type 3 2 1 1 1 1
Table 1. Epstein’s invariants for N̂ .
2.6. Restrictions on limiting cycles via refined FSI. We begin with the following general elementary
result.
Lemma 2.5. Let f and fk be analytic on a compact set K ⊂ C such that fk → f uniformly on K. Let 〈zk〉
and 〈wk〉 be two distinct cycles of fk in K. Let Γ1 and Γ2 be the limits of 〈zk〉 and 〈wk〉, respectively. Then
Γ1,Γ2 are cycles of f . If Γ1 ∩ Γ2 6= ∅, then Γ1 = Γ2 is a parabolic cycle of f .
Proof. Uniform convergence implies Γ1 and Γ2 are cycles of f . So they are same if they have nonempty
intersection. Now we show this cycle is parabolic. Let n1 and n2 be the periods of 〈zk〉 and 〈wk〉, respectively.
Assume z
(i)
k converges to z
(i) and w
(i)
k converges to w
(i). Suppose z(0) = w(0) ∈ Γ1 ∩ Γ2. Then there exists
analytic functions hk(z) such that
fn1n2k (z)− z =
n1−1∏
i=0
(z − z(i)k )
n2−1∏
j=0
(z − w(i)k )hk(z).
Hence we have
fn1n2(z)− z = (z − z(0))2
n1−1∏
i=1
(z − z(i))
n2−1∏
j=1
(z − w(i))h(z)
for some holomorphic function h(z). Thus (fn1n2)′(z(0)) = 1. Note (fn1n2k )
′(z(0)k ) converges to (f
n1n2)′(z(0)).
Then (fn1k )
′(z(0)k ) converges to e
2piim/n2 for some 0 ≤ m ≤ n2 − 1. Hence (fn1)′(z(0)) = e2piim/n2 . Let p be
the period of Γ1, then p | n1. Therefore, Γ1 is parabolic. 
If a rational map f has an n-cycle with multiplier ρ = e2pip/q and degeneracy ν, then a generic perturbation
of f splits this cycle into an n-cycle with multiplier close to ρ and a ν-tuple of nq-cycles with multipliers
close to 1. In particular,
Lemma 2.6. [12, Lemma 1] Let f be analytic on U ⊂ C with a parabolic n-cycles 〈z〉 of multiplier e2piip/q.
Let fk be analytic with fk → f locally uniformly on U , and with n-cycle 〈z[0]k 〉 and nq-cycles 〈z[1]k 〉, . . . 〈z[ν]k 〉
converging to 〈z〉. If all 〈z[j]k 〉 are attracting for k sufficiently large then 〈z〉 is parabolic-attracting or parabolic-
indifferent.
For degenerating Newton maps with two distinct free (super)attracting cycles, we obtain constraints on
limits of cycles via the following. To set up the statement, we place ourselves in the setting of Lemma 2.3,
and let H# be the lift of a hyperbolic component H ⊂ nm4 of type D. The proposition below says that at
least one of the free (super)attracting cycles collides with a root at a hole.
Proposition 2.7. Let {(rk, sk)} ⊂ H# ⊂ nm#4 be a degenerating sequence converging to (r, s) ∈ ∆∩ ∂nm#4 .
Let N = HN N̂ be the limit of N{0,1,rk,sk} in Rat4. Let 〈zk〉 and 〈wk〉 be the free (super)attracting cycles of
N{0,1,rk,sk}. Let Γ1 and Γ2 be the limits of 〈zk〉 and 〈wk〉, respectively. Then there exists i ∈ {1, 2} such that
Γi ∩Hole(N) 6= ∅.
Proof. Write N = HN N̂ . Suppose Γi ∩Hole(N) = ∅ for i = 1, 2. Without loss of generality, we may assume
(r, s) is of type 1, type 2 or type 3.
Case 1: Γ1 ∩ Γ2 6= ∅. Let U be a small neighborhood of Γ1 ∪ Γ2 such that U ∩ Hole(N) = ∅. Then
N{0,1,rk,sk} → N̂ uniformly on U . By Lemmas 2.5 and 2.6, we know Γ1 = Γ2 is a parabolic-attracting or
10 HONGMING NIE AND KEVIN M. PILGRIM
parabolic-indifferent cycle Γ of N̂ . Since N̂ has at least one attracting fixed point, we have
γ(N̂) > γΓ ≥ 2.
which contradicts Table 1 of Section 2.5.
Case 2: Γ1 ∩ Γ2 = ∅. In this case Γ1 and Γ2 are both non-repelling and neither of them is a (super)attracting
fixed point.
If both of them are not superattracting, again, the existence of attracting fixed points implies
γ(N̂) > γΓ1 + γΓ2 ≥ 2
which again contradicts Table 1. Now suppose Γ1 is superattracting. If (r, s) is of type 1, we have
γ(N̂) ≥ γ〈0〉 + γΓ2 ≥ 1 + γΓ2 .
However, in this case δ(N̂) = 1. Thus γΓ2 = 0. If (r, s) is of type 2 or 3, then γΓ2 = 0. Hence Γ2 is also
superattracting, contradicting Table 1.
Thus at least one of the Γis intersects with Hole(N). 
2.7. Restrictions on limits of critical orbits via analytical estimates. Suppose N = HN N̂ is a
degenerate Newton map for which two or more roots have collided and deg(N̂) ≥ 2. Then N has a hole that
is an attracting fixed point of N̂ . The following general result about fixed-points colliding with attracting
cycles constrains the orbits of the critical points in a somewhat general setting. The idea is due to Epstein,
see [12, Proposition 5]. Our proof below replaces Epstein’s analytical argument (specifically, his use of his
Lemma 5) with a topological one.
Proposition 2.8. Let {fk} be a sequence of degree d ≥ 2 rational maps such that fk converges to f = Hf fˆ .
Assume deg fˆ ≥ 2 and 0 ∈ Hole(f) is a fixed point of fˆ . Let 〈zk〉 be a (super)attracting cycle of period
n ≥ 2 and let Ω(`)k be the Fatou component containing z(`)k . Suppose that z(`)k → z(`) for ` = 0, · · · , `− 1 with
z(0) = 0 and z(i) 6= 0 for some 1 ≤ i ≤ n− 1. Then
(1) Ω
(0)
k converges to 0 in the sense that for each  > 0, Ω
(0)
k ⊂ D := {|z| < } for all k sufficiently
large, and
(2) there exists a neighborhood V of 0 such that Ω
(i)
k ∩ V = ∅ for k sufficiently large.
Proof. Write n = i+ j. Then f jk(z
(i)
k ) = z
(0)
k . Since deg fˆ ≥ 2, f ` is well defined for all ` ≥ 1, see [6]. Pick a
small neighborhood V of 0 such that V is away from nonzero holes of fn and nonzero z(`)s. We can further
assume that V ∩∪c∈Crit(fˆ){c, · · · , fˆn(c)} ⊂ {0} and V ∩∪h∈Hole(f){fˆ(h), · · · , fˆn(h)} ⊂ {0}. Now pick r > 0
such that 0 ∈ Dr b V and fˆ i(Dr) b V . Let B be the component of fˆ−j(Dr) containing z(i). Shrinking Dr if
necessary, we can suppose V and B are disjoint. Let Bk be the component of f
−j
k (Dr) containing z
(i)
k . Since
∂B is away from the holes of f , from locally uniform convergence off holes, Bk is in a small neighborhood of
B for sufficiently large k. Hence we have V and Bk are disjoint.
Let Wnk be the component of f
−i
k (Bk) containing z
(0)
k . We claim that W
n
k → 0. Otherwise, since z(0)k → 0,
passing to a subsequence if necessary, there exists 0 < s1 < s2 < r such that W
n
k ∩ {s1 ≤ |z| ≤ s2} 6= ∅ for
sufficiently large k. Let zk ∈ Wnk ∩ {s1 ≤ |z| ≤ s2}. Then f ik(zk) ∈ f ik(Wnk ) = Bk. On the other hand, from
locally uniform convergence off holes, f ik(zk) ∈ fˆ i(Dr) ⊂ V . It is impossible.
Now let W`k be the component of f−n`k (Dr) containing z(0)k . Then W1k = Wnk converges to 0. Hence
W1k ⊂ Dr for sufficiently large k. It follows that W`+1k ⊂ W`k. Let Wk be the interior of the component of
∩`≥0W`k containing z(0)k . Since {fn`k } is bounded, hence normal, on Wk and Wk is a connected open set, we
have Wk ⊂ Ω(0)k . On the other hand, for any z ∈ Ω(0)k , there exists an open neighborhood U of z such that
fn`k (U) ⊂ Dr for sufficiently large `. Since Ω(0)k is a connected open set, we have Ω(0)k ⊂ Wk. Therefore, we
have Ω
(0)
k =Wk. Thus Ω(0)k → 0.
Note Ω
(i)
k = f
i
k(Ω
(0)
k ) ⊂ f ik(Wnk ) = Bk for k sufficiently large. Since Bk ∩ V = ∅. Thus Ω(i)k ∩ V = ∅. 
In the above Proposition 2.8, the hypothesis that the entire cycle does not collide with the hole is necessary.
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Example 2.9. Let Nt = N{−1,−t,0,t,+1} and let ft = −Nt. Let f0 = Hf0 fˆ0 be the limit of ft. As t→ 0, the
superattracting 2-cycle {−t, t} converges to the hole 0 of f0, which is an attracting fixed point of fˆ0. Note
Nt is odd and that ft ◦ ft = Nt ◦Nt. Thus ft and Nt have same Julia sets. Hence, the Fatou components
containing −t and t for ft are unbounded.
2.8. Classification of hyperbolic components. As in the cases of quadratic rational maps [29] and of
cubic polynomials [31], we can classify hyperbolic components of quartic Newton maps according to the
dynamics on the smallest forward-invariant set of basins containing the set of critical points. Focusing on
the orbits of the additional critical points, we have the following seven types. That each type arises can
be justified by appealing to the classification theory of [21, 22]. Below we simply give explicit formulas
illustrating each case.
Type A. Adjacent critical points, with both additional critical points in the same component of the
immediate basin of a free (super)attracting cycle.
Type B. Bitransitive, with both additional critical points in the immediate basin of a free (su-
per)attracting period cycle, but they do not lie in the same component.
Type C. Capture, with one additional critical point in the immediate basin of a free (super)attracting
cycle, the other additional critical point in the basin but not the immediate basin of this cycle.
Type D. Disjoint (super)attracting orbits, with both additional critical points in the immediate
basins of two distinct free (super)attracting cycles.
Type IE. Immediate Escape, with some additional critical point in the immediate basin of a superat-
tracting fixed point.
Type FE1. One Future Escape, with one additional critical point in the basin (but not immediate
basin) of a superattracting fixed point, while the other additional critical point is in the immediate basin of
a free (super)attracting cycle.
Type FE2. Two Future Escape, with both additional critical points in the basins (but not immediate
basins) of one or two superattracting fixed points.
In the remainder of this subsection, we give examples of hyperbolic quartic Newton maps in the compo-
nents of each type.
Figure 3. Type A: The Julia set
of the Newton map for polynomial
P (z) = z4/12− z/4 + 1/4. The addi-
tional critical point 0 is multiple with
the cycle 0→ 1→ 0.
Figure 4. Type B: The Julia set
of the Newton map for polynomial
P (z) = z4/12−z2/2+z−11/12. The
two additional critical points are ±1
and they are in the two cycle −1↔ 1.
3. Berkovich Dynamics of Newton Maps
3.1. Berkovich spaces. In this subsection, we give brief background of Berkovich space and the related
dynamics for rational maps. For more details, we refer [1].
Recall that L is the completion of the field of formal Puiseux series in variable t over C with respect to the
natural non-Archimedean absolute value. Each element in L has the form
∑∞
n=0 ant
qn , where a0 ∈ C \ {0}
and qn increases to ∞, and the absolute value is |
∑∞
n=0 ant
qn | = e−q0 . Let OL be the corresponding ring of
integers and let ML be the unique maximal ideal in OL. Then the residue field OL/ML is isomorphic to C.
A rational map φ ∈ L(z) is normalized if the maximum of the absolute values of its coefficients is 1. For a
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Figure 5. Type C: The Julia set
of the Newton map for polynomial
P (z) = z4/12+(1/6−i/4)z3−(7/12−
i/2)z + 7/12 − i/2. The additional
critical point 0 is periodic with orbit
0 → 1 → 0. The other additional
critical point −1 + 3i/2 maps to the
immediate basin of 0.
Figure 6. Type D: The Julia set
of the Newton map for polynomial
P (z) = z4/12 − 13z3/60 + (13/30 −
1/4)z − 13/30 + 1/4. The additional
critical point 0 is in the cycle 0 →
1 → 0 and the other additional criti-
cal point 1.3 is in the cycle 1.3→ a→
1.3.
Figure 7. Type IE: The Julia set
of the Newton map for polynomial
P (z) = z4/12 − 7z3/24 + 3z/4. The
additional critical point 0 is fixed and
the other additional critical point 7/4
is in the basin but not the immediate
basin of 0.
Figure 8. Type FE2: The Julia set
of the Newton map for polynomial
P (z) = z4/4− 3z2/2 + z − 15/4. The
two additional critical points are ±1
and they maps to the fixed point −3
with orbit −1→ 1→ −3.
normalized degree d ≥ 0 rational map φ ∈ L(z), the reduction red(φ) is a degree at most d rational map in
C(z) defined by the image of φ under the map OL(z)→ OL/ML(z). Since every rational map has a unique
normalized form, the reduction map extends to L(z). If the normalized rational map f ∈ L(z) is induced by
a holomorphic family {ft}, then the reduction red(f) = lim
t→0
ft.
The Berkovich space P1 over L is a uniquely arcwise connected compact Hausdorff topological space
which therefore has a tree structure. It contains 4 types of points. The projective space P1L is contained in
P1 as type I points. The type II points and type III points correspond to closed disks in L depending on
whether the radius is in the value group |L×| or not. The type IV points are related to a decreasing sequence
of closed disks in L with empty intersection. The type II point corresponding to the closed unit disk in L
is called the Gauss point and denoted by ξg. For ξ ∈ P1, the set of the connected components of P1 \ {ξ}
is called the tangent space at ξ and denoted by TξP
1. At each type II point ξ, the tangent space TξP
1 can
be identified to P1. In particular, at the Gauss point ξg, this identification is canonical. For each ~v ∈ TξP1,
the Berkovich ball Bξ(~v)
− is the corresponding connected component of P1 \ {ξ}. We call the point ξ to be
the boundary point of Bξ(~v)
−. For ~v ∈ TξgP1 and two type I points ξ1, ξ2 ∈ Bξg (~v)−, denote by ξ1 ∨ ξ2 the
unique intersection of segments [ξ1, ξg] and [ξ2, ξg]. For a nontrivial closed finite subtree T ⊂ P1 and a point
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ξ ∈ P1 \ T , the projection piT (ξ) from ξ to T is the point in T at which the points ξ and ξ′ are in different
directions for any point ξ′ ∈ T \ {piT (ξ)}. If ξ ∈ T , we set piT (ξ) = ξ.
Each rational map φ ∈ L(z) extends to a rational map on P1. To abuse notation, we also write φ for
the extension. At each point ξ ∈ P1, the map φ induces a map Tξφ : TξP1 → Tφ(ξ)P1. If φ(ξg) = ξg, then
Tξgφ = red(φ) is nonconstant. A point ξ ∈ P1 belongs to the Julia set JBer(φ) if for all neighborhoods
U of ξ, we have that ∪φn(U) omits at most two points. The complement of the Julia set is the Fatou set
FBer(φ). As in complex settings, we can define attracting, indifferent and repelling cycles for φ in P
1. If
U is a p-periodic Fatou component of φ, then U is either the immediate basin of an attracting p-periodic
point, which is the Fatou component containing this attracting periodic point, or a Rivera domain, which is
a Fatou component on which φp is a bijection.
If the rational map f ∈ L(z) is induced by a holomorphic family {ft}, then a p-periodic point z(t) of ft,
which is algebraic in t and therefore can be regarded as an element in L, induces a p-periodic point z of f .
Recall that a direction ~v ∈ TξP1 is a bad direction of f if f(Bξ(~v)) = P1. The bad directions of f are related
to the holes of f0, see [13, Lemma 3.17]. To end this subsection, we formulate Proposition 2.8 in Berkovich
dynamics view.
Proposition 3.1. Let {ft} be a holomorphic family of rational maps and let f ∈ L(z) be the induced map.
Suppose that deg red(f) ≥ 2 and ~v ∈ TξgP1 is a bad direction of f . Let 〈z(t)〉 be a (super)attracting n-cycle
of ft such that z
(0) ∈ Bξg (~v)− and z(i) 6∈ Bξg (~v)− for some 1 ≤ i ≤ n− 1. If Tξg f(~v) = ~v, then there exists a
critical point c of f such that f `(c) ∈ Bξg (~v)− and fs(c) 6∈ Bξg (~v)− for some 0 ≤ `, s ≤ n− 1. In particular,
let ~w ∈ TξgP1 be the direction such that c ∈ Bξg (~w)−. If ~w is not a bad direction, then red(c) is prefixed
under iteration of red(f).
3.2. Berkovich dynamics of quartic Newton maps. We now consider the Berkovich dynamics induced
by degenerating families corresponding to the three cases in section 2.3. For more Berkovich dynamics of
general Newton maps, we refer [34].
Suppose r, s ∈ L \ {0, 1}, and define N(z) := N{0,1,r,s}(z) be the Newton map for the polynomial P(z) =
z(z − 1)(z − r)(z − s) ∈ L(z).
Refining the classification of degenerations from section 2.3, we say the map N is of
• type 1 if red(r) = 0 and red(s) ∈ C \ {0, 1};
• type 2 if red(r) = 0 and red(s) = 1;
• type 3a if red(r) = red(s) = 0 and |r| < |s|;
• type 3b if red(r) = red(s) = 0 and |r− s| = |r| = |s|.
In type 3a, the root corresponding to r converges to zero at a faster rate in t than does s, while in type 3b
they converge at asymptotically the same rate in t.
Viewing types 1, 2, 3a, 3b as normal forms, we now study their structure as Berkovich dynamical systems.
We follow [34], specializing to the quartic case. Define
Hfix := Hull({0, 1, r, s,∞}).
Then N(Hfix) = Hfix [34, Lemmas 3.13, 3.19]. Set
Vrep := {ξ ∈ Hfix : ValHfix(ξ) ≥ 3},
where ValHfix(ξ) is the valence of the point ξ in the tree Hfix. Then Vrep is the set of type II repelling fixed
points of N [34, Lemma 3.13]. We illustrate the corresponding Hfix and Vrep for these four types Newton
maps in Figure 9.
Using this structure, we now show that types 1, 2, 3a and 3b cover all possibilities for degenerations in
moduli space:
Lemma 3.2. Let {Nt} be a holomorphic family of marked quartic Newton maps. Suppose that [Nt] → ∞
in nm4. Then there exists an affine map Mt(z) ∈ L(z) such that the induced map of M−1t ◦ Nt ◦Mt is of
type 1, 2, 3a or 3b.
Proof. For 1 ≤ i ≤ 4, let ri(t) be the surperattracting fixed points of Nt. Regard ri(t) as a point in L and
denote by ri. Now consider the convex hull H = Hull({r1, · · · , r4,∞}). Then H is a subtree and there are
at most three points whose valences in H are at least three. If there is only one such point, then [Nt] 6→ ∞.
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(a) Type 1
(b) Type 2
(c) Type 3a (d) Type 3b
Figure 9. The convex hulls Hfix for different types of N. The set Vrep consists of the black dots.
If there are two such points, we can normalize Nt such that the induced map N is of type 1 or 3b. If there
are three such points, we normalize Nt such that the induced map N is of type 2 or 3a. 
In the remainder of this subsection, we assume Nt = N(0,1,r(t),s(t)) is a holomorphic family with induced
map N of type 1, 2, 3a, or 3b. Write N0 = HN N̂ . Then Nt → N̂ locally uniformly outside the set of at
most two holes, which are attracting fixed-points of N̂ . Moreover, we have red(N) = N̂ .
Continuing our analysis of the dynamical structure, define
Hrep := Hull(Vrep).
Then any point ξ ∈ Hrep is a fixed point of N. In fact, the set of non type I fixed points of N is Hrep∪(ξg,∞)
[34, Lemma 3.13]. Note for any point ξ ∈ P1 and any ~v ∈ TξP1, if the Berkovich ball Bξ(~v)− is disjoint with
Vrep, then N(Bξ(~v)
−) 6= P1 [34, Corollary 3.17]. For the dynamics on these trees, we have
Lemma 3.3. [34, Lemma 3.19] For any ξ ∈ {0, 1, r, s}, the segment (ξ, piHrep(ξ)) is forward invariant, and
any point on the segment (ξ, piHrep(ξ)) is attracted to ξ .
Recall that an annulus in P1 is the intersection of two Berkovich balls B1,B2 with distinct boundary
points such that B1 ∪B2 = P1.
Lemma 3.4. [34, Lemma 3.18] Let U be a component of FBer(N) fixed by N.
(1) U is a fixed Rivera domain if and only if U is a component of P1 \ Vrep which is either an annulus
or a ball containing ∞.
(2) U is a fixed attracting domain if and only if U is a component of P1 \ Vrep which contains some
ξ ∈ {0, 1, r, s}.
The following result gives us basic information about the locations of the Berkovich type I cycles encoding
asymptotics of cycles in the dynamical complex plane.
Proposition 3.5. Let 〈z〉 be a type I periodic cycle of period n ≥ 2. Then for 0 ≤ i ≤ n− 1,
piHfix(z
(i)) ∈ Vrep.
Proof. We first claim that any periodic point in a fixed Rivera domain is fixed. For any type II point
ξ ∈ (Hrep \ V ) ∪ (ξg,∞), let M ∈ L(z) be an affine map such that M(ξg) = ξ. It is easy to check
red(M−1 ◦N ◦M) is a degree 1 rational map with no nonfixed periodic points. Thus any point in the fixed
Rivera domains can not be a periodic point of period at least 2.
By Lemma 3.4, we only need to show piHfix(z
(i)) 6∈ (ξ, piHrep(ξ)) for all ξ ∈ {0, 1, r, s}. It immediately
follows from Lemma 3.3. 
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For any critical point c ∈ Crit(N), the projection piHrep(c) ∈ Vrep since the points in Hrep \Vrep have local
degree 1. For any point ξ ∈ Vrep, let M ∈ L(z) be an affine map such that M(ξg) = ξ. Then the reduction
of M−1 ◦N ◦M is nonconstant. Moreover, degξ(N) = deg red(M−1 ◦N ◦M). Thus, for ξ ∈ Hrep, there are
2 degξ(N) − 2 critical points c ∈ Crit(N) such that piHrep(c) = ξ. As in complex setting, we say a critical
point c ∈ P1L of Newton map N is additional if P′′(c) = 0 and it is free if N(c) 6= c.
Proposition 3.6. [34, Lemma 3.16] Let c1 and c2 be the additional critical points. Denote Σ the set of
projections piHrep(c1) and piHrep(c2). Then
(1) If N is of type 1 or 2, Σ = {ξg}.
(2) If N is of type 3a or 3b, Σ = {ξg, 0 ∨ s}
Now denote by FreeCrit(N) the set of the free critical points of the map N. The reductions of the
free critical points of N give critical points ci of N̂ . Proposition 3.6 implies that their orbits under N̂ are
constrained according to the three cases. Table 2 lists the number of critical points ci of N coming from the
reduction of free critical points, the locations of the attracting fixed points of N̂ , and the behavior of the
orbit of ci under iteration of N̂ . The precise statement is in the following Proposition 3.7.
#FreeCrit(N) Fixa(N̂) orbit of ci’s under N̂
type 1 1 or 2 {0} for some ci, 0 6= ci → 0 with infinite orbit
type 2 2 {0, 1} 0 6= ci → i, i = 0, 1, each with infinite orbit
type 3a 2 {0} c0 = 0, 0 6= c1 → 0 with infinite orbit
type 3b 1 or 2 {0} c0 = 0, 0 6= c1 → 0 with infinite orbit
Table 2. The number of free critical points of N, locations of the attracting fixed points
of N̂ , and orbit of reductions ci under N̂ .
Proposition 3.7. There is a free critical point c such that the projection piHfix(c) = ξg. In particular,
(1) If N is of type 1, the reduction of a free critical point is attracted to 0 under N̂ .
(2) If N is of type 2, the reduction of a free critical point is attracted to 0 under N̂ and the reduction of
the other free critical point is attracted to 1 under N̂ .
(3) If N is of type 3a or 3b, the reduction of a free critical point is attracted to 0 under N̂ , and the
reduction of the other additional critical point is 0.
4. Constraints on limiting cycles via Berkovich dynamics
In this section, we apply the study of Berkovich dynamics from section 3 to obtain finer results on limits
Γ1,Γ2 of the free attracting cycles for holomorphic family degenerating along a sequence in a hyperbolic
component of type D.
To this end, let {Nt} be a holomorphic family of Newton maps for polynomials z(z−1)(z− r(t))(z− s(t))
converging to N = HN N̂ with induced map N of type 1, 2, 3a, or 3b. We further assume a sequence Ntk
lies in a lift H# of a type D hyperbolic component, and again denote the two free (super)attracting cycles,
by 〈zk〉 and 〈wk〉. Let Γ1 and Γ2 be the limits of 〈zk〉 and 〈wk〉, respectively. Proposition 2.7 asserts that
there is i0 ∈ {1, 2} such that Γi0 ∩ Hole(N) 6= ∅. Without loss of generality, we let i0 = 1. The following
result gives more precise information about the intersection of limiting cycles and Hole(N).
Proposition 4.1. Let Γ1 and Γ2 be as above.
(1) If N is of type 1, then {0} $ Γ1.
(2) If N is of type 2, then {a} $ Γ1 for some a ∈ {0, 1}.
(3) If N is of type 3a, then {0} ⊂ Γ1. Moreover, if Γ1 = {0}, let {Mt(z)} be a family of scaling maps
such that the induced map M(ξg) = 0 ∨ s. Set z˜k = M−1tk (zk) and let Γ˜1 be the limit of 〈z˜k〉. Then
{0} $ Γ˜1.
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(4) If N is of type 3b, then {0} ⊂ Γ1 and {0} ⊂ Γ2. Moreover, if Γ1 = {0}, then {0} $ Γ2.
Proof. We treat each type in turn.
If N is of type 1, then Hole(N) = {0}. If Γ1 = {0}, then by Proposition 3.5, we have |z(i)k | = O(|r(tk)|)
for all 0 ≤ i ≤ n−1. Let {Mt(z)} be a family of affine maps such that the induced map M(ξg) = 0∨r. Then
〈M−1tk (zk)〉 converges to a nonrepelling cycle of red(M−1 ◦N ◦M). Note red(M−1 ◦N ◦M) is a quadratic
rational map with two fixed critical points. Thus it has no other nonrepelling cycles. Thus {0} $ Γ1.
If N is of type 2, then Hole(N) = {0, 1}. Since Γ1 ∩ Hole(N) 6= ∅, without of lose generality, we suppose
0 ∈ Γ1. Then it follows from an analogue of the case when N is of type 1.
If N is of type 3a, then Hole(N) = {0}. If 0 6∈ Γ1, then Γ1 is a nonrepelling cycle of N̂ . It is impossible
since N̂ is a quadratic rational maps with two (super)attracting fixed points. If Γ1 = {0}, then Γ˜1 is either a
nonrepelling cycle of red(M−1 ◦N ◦M) or 0 ∈ Γ˜1. Note red(M−1 ◦N ◦M) is a quadratic rational map with
two (super)attracting fixed points. Hence it has no other nonrepelling cycles. Thus 0 ∈ Γ˜1. If Γ˜1 = {0},
then by Proposition 3.5, we have |z˜(i)k | = O(|r(tk)|). Let {Lt(z)} be a family of affine maps such that the
induced map L(ξg) = 0∨ r. Then 〈L−1tk (zk)〉 converges to a nonrepelling cycles of the map red(L−1 ◦N ◦L).
Note the red(L−1 ◦N ◦L) is a quadratic rational map with two superattracting fixed points. Thus it has no
other nonrepelling cycles. Thus {0} $ Γ˜1.
If N is of type 3b, we have Hole(N) = {0}. Since N̂ is a quadratic rational maps with two (super)attracting
fixed points, 0 6∈ Γ1 ∩ Γ2. If Γ1 = Γ2 = {0}, then again by Proposition 3.5, we have |z(i)k | = O(|r(tk)|). Let
{Lt(z)} be a family of affine maps such that the induced map L(ξg) = 0 ∨ r. Let Γ˜1 and Γ˜2 be the limits of
〈L−1tk (zk)〉 and 〈L−1tk (wk)〉, respectively. Let N be the reduction of L−1 ◦N ◦ L. Then N is a cubic rational
map with three superattracting fixed points. The FSI implies that Γ˜1 ∩ Γ˜2 6= ∅. Then by Lemmas 2.5 and
2.6, we know Γ˜1 = Γ˜2 is either parabolic-attracting or parabolic-indifferent. Then the Epstein’s invariant
γ(N) ≥ 2. However, the number of infinite tails of critical orbits is δ(N) ≤ 1. It contradicts to Proposition
2.4. 
5. Boundedness
In this section, we prove the Main Lemma.
Proof of the Main Lemma. Suppose H is a type D component and Nt a holomorphic family as in the state-
ment. Suppose to the contrary that [Ntk ]→∞ in nm4 for some sequence tk → 0. Then Nt → N = HN N̂ ∈
Ratd = P2d+1.
By Lemma 3.2, we may and do assume that the induced map N is of type 1, 2, 3a or 3b. Let 〈zk〉 and
〈wk〉 be the free attracting cycles of Ntk . Suppose that they are of periods n1 ≥ 2 and n2 ≥ 2, respectively.
Let c1(t) and c2(t) be the two additional critical points of Nt. Assume c1(tk) is in the immediate basin of
〈zk〉 and c2(tk) is in the immediate basin of 〈wk〉. Let Γ1 and Γ2 be the limits of 〈zk〉 and 〈wk〉, respectively.
By Proposition 2.7, we may assume Γ1 ∩Hole(N) 6= ∅.
Again we treat each type in turn.
If N is of type 1, the unique hole 0 of N is an attracting fixed point of N̂ . Then by Propositions 2.8 and
4.1, there exists 0 ≤ q1 ≤ n1 − 1 such that Nq1tk (c1(tk)) converges to 0. It follows that for the induced map
N, the reduction red(Nq1(c1)) = 0. Thus the critical point red(c1) of N̂ satisfies N̂
q1(red(c1)) = 0. Note
there is a nonzero critical point of N̂ in the immediate basin of 0. Thus 0 ∈ Γ2. By Proposition 4.1, we have
{0} $ Γ2. Then by Proposition 2.8, there exists 0 ≤ q2 ≤ n2 − 1 such that Nq2tk (c2(tk)) converges to 0. It
follows that for the induced map N, the reduction red(Nq2(c2)) = 0. It contradicts to Proposition 3.7.
If N is of type 2, by Propositions 2.8 and 4.1, there exists 0 ≤ q1 ≤ n1−1 such that Nq1tk (c1(tk)) converges
to a point in Hole(N). It follows that for the induced map N, the reduction red(Nq1(c1) is either 0 or 1. It
contradicts to Proposition 3.7.
If N is of type 3a, by Propositions 4.1, we know 0 ∈ Γ1∩Γ2. If {0} $ Γ1 and {0} $ Γ2, by Proposition 2.8,
there exist 0 ≤ q1 ≤ n1−1 and 0 ≤ q2 ≤ n2−1 such that Nq1tk (c1(tk)) converges to 0 and Nq2tk (c2(tk)) converges
to 0. It follows that for the induced map N, the reductions red(Nq1(c1)) = 0 and red(N
q2(c2)) = 0. It
contradicts to Proposition 3.7. Now we may assume Γ1 = {0}. Let {Mt(z)} be a family of scaling maps such
that the induced map M(ξg) = 0∨s. Set N˜t = M−1t ◦Nt◦Mt and assume N˜t → N˜ . Then Hole(N˜) = {0,∞}.
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Set z˜k = M
−1
tk
(zk) and denote Γ˜1 the limit of 〈z˜k〉. By Proposition 4.1, we have {0} $ Γ˜1. Note 0 is an
attracting fixed point of red(M−1 ◦N ◦M). Thus by Proposition 2.8, there exist 0 ≤ q1 ≤ n1 − 1 and a
critical point c˜(tk) of N˜tk such that N˜
q1
tk
(c˜(tk)) converges to 0. Equivalently, there is i ∈ {1, 2} such that
|Nq1(ci)| < |s|. It also contradicts to Proposition 3.7.
If N is of type 3b, by Propositions 4.1, we know 0 ∈ Γ1 ∩ Γ2. If {0} $ Γ1 and {0} $ Γ2, by Proposition
2.8, there exists 0 ≤ q1 ≤ n1 − 1 and 0 ≤ q2 ≤ n2 − 1 such that Nq1tk (c1(tk)) converges to 0 and Nq2tk (c2(tk))
converges to 0. It follows that for the induced map N, the reductions red(Nq1(c1)) = 0 and red(N
q2(c2)) = 0.
It contradicts to Proposition 3.7. If Γ1 = {0}, then by Propositions 4.1, we have {0} $ Γ2. By Propositions
2.8, 3.6 and 3.7, we know |c2| ≤ |r|. Let {Lt(z)} be a family of affine maps such that the induced map
L(ξg) = 0 ∨ r. Suppose 〈L−1tk (zk)〉 converges to Γ˜1. Then Γ˜1 is a nonrepelling cycle of red(L−1 ◦N ◦ L).
However, red(L−1 ◦N ◦ L) is a cubic rational map with three fixed critical points and one critical points
mapping to the repelling fixed point under iterate. It contradicts with the FSI. 
6. Proof of Theorem 1.3
In this section, we prove Theorem 1.3.
Proof. Let H˜ be the preimage of H in Rat4. Suppose [N ] ∈ ∂H is tame. By the definition of tame, there
exists Ntk ∈ H˜ for some holomorphic family Nt of Newton maps. By changing this parameterization by
replacing t with some power tl to account for the fact that the roots are not functions of t a priori, we may
find a degenerating holomorphic family Nt = N{a(t),b(t),c(t),d(t)} → N := HN Nˆ such that Ntk ∈ H˜ for some
sequence tk → 0.
By Lemma 3.2, by replacing Nt with an affine conjugate family Mt ◦Nt ◦M−1t , we may and do assume
the induced map N of {Nt} is of type 1, 2, 3a, or 3b.
We first assume the following result, which is an analogue of Proposition 2.7.
Proposition 6.1. Let Nt, Ntk , N be as above. Let 〈zk〉 be the non-fixed attracting cycle of Ntk and let Γ be
the limit of 〈zk〉. Then Γ ∩Hole(N) 6= ∅.
Assuming Proposition 6.1, we continue with the proof. Let n1 be the period of the non-fixed attracting
cycle and let n2 be the smallest nonnegative integer such that the n2-th forward images of both two additional
critical points c1(tk) and c2(tk) lie in the immediate basin of the non-fixed attracting cycle. Set n = n1 +n2.
If the induced map N is of type 1, 2, or 3a, replace Γ1 by Γ, the conclusions (1)− (3) of Proposition 4.1 still
hold. Then considering M−1t ◦Nt◦Mt if necessary, by Proposition 2.8, we know there exist 0 ≤ q1 ≤ n−1 and
0 ≤ q2 ≤ n− 1 such that Nq1tk (c1(tk)) converges to 0 and Nq2tk (c2(tk)) converges to the holes of N . It follows
that for the induced map N, the reductions red(Nq1(c1)) and red(N
q2(c2)) are in Hole(N). It contradicts to
Proposition 3.7. Thus N is of type 3b. Again, by Propositions 2.8 and 3.7, we know Γ = {0}. Let {Lt(z)}
be a family of affine maps such that the induced map L(ξg) = 0∨r and let Γ˜ be the limit of 〈L−1tk (zk)〉. Then
Γ˜ is a nonrepelling cycle of red(L−1 ◦N ◦ L). Proposition 2.4 implies that Γ˜ is not parabolic-attracting or
parabolic-indifferent. 
Now we prove Proposition 6.1; the proof uses complex analytical estimates.
Proof of Proposition 6.1. Suppose to the contrary that Γ ∩Hole(N) = ∅ and write N = HN N̂ . Then Γ is a
nonrepelling cycle of N̂ . The FSI implies the induced map N is not of type 2, 3a, or 3b.
We may therefore assume that the case that N is of type 1. Let n1 be the period of the non-fixed
attracting cycle and let n2 be the smallest nonnegative integer such that the n2-th forward images of both
two additional critical points c1(tk) and c2(tk) lie in the immediate basin of the non-fixed attracting cycle.
Assume z
(i)
k → z(i) and let Ω(i)k be the Fatou component containing z(i)k .
We claim that there is a neighborhood V of 0 such that Ω
(i)
k ∩ V = ∅ for sufficiently large k and all
0 ≤ i ≤ n1 − 1. Indeed, consider a small neighborhood V of 0 in the immediate basin of the fixed point 0
for the map N̂ . We can choose V small enough such that z(i) 6∈ D for all 0 ≤ i ≤ n1 − 1, where D is the
component of N̂−n1(V ) containing 0. Let B be a small neighborhood of ∂D such that V ⊂ D\B and z(i) 6∈ B
for 0 ≤ i ≤ n1−1. Note Hole(Nn1)∩(D\B) = {0}. Then for sufficiently large k, we have Nn1tk (D\B) ⊂ V . Let
U
(i)
k,0 be a small neighborhood of z
(i)
k such that N
n1
tk
(U
(i)
k,0) ⊂ U (i)k,0 and the boundary ∂U (i)k,0 is a simple closed
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curved containing no iterated forward images of critical points. Let U
(i)
k,j be the component of N
−jn1
tk
(U
(i)
k,0)
containing z
(i)
k . Then U
(i)
k,j ⊂ U (i)k,j+1 and Ω(i)k = ∪j≥0U (i)k,j . If there is j ≥ 1 such that U (i)k,j ∩ (D\B) 6= ∅, let j0
be the smallest such j. Then we have Nn1tk (U
(i)
k,j0
∩ (D \B)) ⊂ Nn1tk (U
(i)
k,j0
) = U
(i)
k,j0−1 ⊂ Ĉ \ (D \B) and hence
Nn1tk (U
(i)
k,j0
∩ D \ B) ⊂ Ĉ \ V . On the other hand, we have Nn1tk (U
(i)
k,j0
∩ (D \ B)) ⊂ Nn1tk (D \ B) ⊂ V . It is a
contradiction. So U
(i)
k,j ∩ (D \B) = ∅ for all j ≥ 0. It follows that Ω(i)k ∩ (D \B) = ∅. Therefore, Ω(i)k ∩V = ∅.
By Proposition 3.7, there exists at least one critical point, say c1, of the induced map N such that
red(N`(c1)) → 0 as ` → ∞. Then there exists n3 ≥ n2 such that Nn3tk (c1(tk)) ∈ V for sufficiently large k.
However, Nn3tk (c1(tk)) ∈ Ω
(i0)
k for some 0 ≤ i0 ≤ n1 − 1. It is impossible since Ω(i0)k ∩ V = ∅ for sufficiently
large k. Therefore, we have Γ ∩Hole(N) 6= ∅. 
7. Immediate escape components are unbounded
In this section, we prove Theorem 1.4, which asserts that the immediate escape regions in nmd are
unbounded.
Proof of Theorem 1.4. Suppose f is a hyperbolic Newton map for which some additional critical point lies
in the immediate basin Ω of some root; we may assume this root is the origin. Applying the quasiconformal
surgery arguments of McMullen [25] to the backward (equivalently, grand) orbit of the basin Ω, we may alter
f within Ω to assume that (i) each additional critical point c′ of f lying in some preimage Ω′ 6= Ω is in the
backward orbit of the origin, (ii) each critical point not in the grand orbit of Ω has finite forward orbit, and
(iii) the dynamics of f on the basin Ω is holomorphically conjugate to the Blaschke product
Ba(w) = −wk w − a
1− aw , 0 < |a| < 1, k ≥ 2.
Letting a ↑ 1 along the reals then uniquely determines a real-analytic one-parameter family a 7→ fa of
Newton maps in H. As a ↑ 1, direct calculations show (i) the unique non-fixed critical point xa of Ba tends
to 1; (ii) the “ray segment” [0, xa] is forward-invariant under Ba; (iii) the hyperbolic distance d(xa, Ba(xa))
remains bounded; (iv) Ba degenerates, converging locally uniformly on the complement of the point w = 1
to the lower degree map w 7→ wk. We will show, indirectly, that the family fa tends to infinity in H as a ↑ 1.
Suppose otherwise. Then for some sequence an ↑ 1, the family fn := fan converges uniformly to some
limiting Newton map f . The argument below is a special case of a general method used to show convergence of
certain “rational angle” (in this case, the angle is 0/1) parameter rays; see [36]. Our setting is combinatorially
simpler, and we use the language of Carathe´odory convergence; see [27].
Let Ωn denote the immediate basin of the origin for fn, and cn 6= 0 the other critical point of fn in Ωn; in
the Blaschke product model, this critical point is on the positive real axis, between 0 and a. Since fn → f ,
(i) the origin is again a superattracting fixed-point of f of local degree k; let Ω denote its immediate basin,
and (ii) the critical points cn converge to a (necessarily simple) critical point c of f .
Property (i) of the previous paragraph implies the pointed basins (Ωn, 0) → (Ω, 0) converge in the
Carathe´odory topology. Indeed, for any compact subset K ⊂ U , there exists a disk B(0, r) such that
K ⊂ B(0, r) ⊂ Ω ∩ Ωn for sufficiently large n, and for any open connected subset U ⊂ Ωn containing 0
for infinitely many n, there are no repelling periodic points of fn in U , which implies U ⊂ Ω. Since the
hyperbolic distance in Ωn between cn and 0 tends to infinity, c 6∈ Ω. Consider the pointed basins (Ωn, cn).
There are now two cases to consider. If no Carathe´odory limit point exists, then the Euclidean distance
between cn and ∂Ωn tends to zero [27, Theorem 5.2]. Since the hyperbolic distance in Ωn between cn and
fn(cn) is uniformly bounded and the hyperbolic distance is comparable to the “1/d”-metric [27, Theorem
2.3], we conclude |cn−fn(cn)| → 0, hence that f(c) = c 6= 0, which is impossible since fkn(cn)→ 0 as k →∞.
We condlude there is a limit point (Ω′, c) of (Ωn, cn). Since the hyperbolic distance in Ωn between cn and
fn(cn) is uniformly bounded, the domain Ω
′ is a fixed simply-connected Fatou component of f distinct from
Ω mapping to itself by degree two. It therefore cannot be a Siegel disk or Hermann ring. It cannot be an
attracting or superattracting basin since these are stable under perturbation. We conclude as in [36] that Ω
is an immediate basin of a parabolic fixed-point for f .
This, however, is impossible. Since f is a Newton map, the point at infinity is the unique non-critical
fixed-point: by the Holomorphic Fixed-Point Index Formula [30, Theorem 12.4] it is repelling with multiplier
d/(d− 1). 
BOUNDEDNESS OF HYPERBOLIC COMPONENTS OF NEWTON MAPS 19
References
[1] M. Baker and R. Rumely, Potential theory and dynamics on the Berkovich projective line, vol. 159 of Mathematical
Surveys and Monographs, American Mathematical Society, Providence, RI, 2010.
[2] J. Bochnak, M. Coste, and M.-F. Roy, Real algebraic geometry, vol. 36 of Ergebnisse der Mathematik und ihrer
Grenzgebiete (3) [Results in Mathematics and Related Areas (3)], Springer-Verlag, Berlin, 1998. Translated from the 1987
French original, Revised by the authors.
[3] A. Bonifant, X. Buff, and J. Milnor, Antipode preserving cubic maps: the Fjord theorem, Proc. Lond. Math. Soc. (3),
116 (2018), pp. 670–728.
[4] A. Bonifant, J. Kiwi, and J. Milnor, Cubic polynomial maps with periodic critical orbit. II. Escape regions, Conform.
Geom. Dyn., 14 (2010), pp. 68–112.
[5] P. Cayley, Desiderata and Suggestions: No. 3.The Newton-Fourier Imaginary Problem, Amer. J. Math., 2 (1879), p. 97.
[6] L. DeMarco, Iteration at the boundary of the space of rational maps, Duke Math. J., 130 (2005), pp. 169–197.
[7] L. DeMarco and X. Faber, Degenerations of complex dynamical systems, Forum Math. Sigma, 2 (2014), pp. e6, 36.
[8] , Degenerations of complex dynamical systems II: analytic and algebraic stability, Math. Ann., 365 (2016), pp. 1669–
1699. With an appendix by Jan Kiwi.
[9] Z. Denkowska and M. P. Denkowski, A long and winding road to definable sets, J. Singul., 13 (2015), pp. 57–86.
[10] A. Douady and J. H. Hubbard, E´tude dynamique des polynoˆmes complexes. Partie I,II, vol. 85 of Publications
Mathe´matiques d’Orsay [Mathematical Publications of Orsay], Universite´ de Paris-Sud, De´partement de Mathe´matiques,
Orsay, 1984/1985. With the collaboration of P. Lavaurs, Tan Lei and P. Sentenac.
[11] A. Epstein, Infinitesimal Thurston Rigidity and the Fatou-Shishikura Inequality, arXiv:math/9902158, (1999).
[12] A. L. Epstein, Bounded hyperbolic components of quadratic rational maps, Ergodic Theory Dynam. Systems, 20 (2000),
pp. 727–748.
[13] X. Faber, Topology and geometry of the Berkovich ramification locus for rational functions, I, Manuscripta Math., 142
(2013), pp. 439–474.
[14] FractalStream, http://www.math.cornell.edu/ noonan/fstream.html.
[15] P. Ha¨ı ssinsky and L. Tan, Convergence of pinching deformations and matings of geometrically finite polynomials, Fund.
Math., 181 (2004), pp. 143–188.
[16] A. Kameyama, On Julia sets of postcritically finite branched coverings. I. Coding of Julia sets, J. Math. Soc. Japan, 55
(2003), pp. 439–454.
[17] J. Kiwi, Puiseux series polynomial dynamics and iteration of complex cubic polynomials, Ann. Inst. Fourier (Grenoble),
56 (2006), pp. 1337–1404.
[18] , Puiseux series dynamics of quadratic rational maps, Israel J. Math., 201 (2014), pp. 631–700.
[19] , Rescaling limits of complex rational maps, Duke Math. J., 164 (2015), pp. 1437–1470.
[20] S. a.  L ojasiewicz, On semi-analytic and subanalytic geometry, in Panoramas of mathematics (Warsaw, 1992/1994),
vol. 34 of Banach Center Publ., Polish Acad. Sci. Inst. Math., Warsaw, 1995, pp. 89–104.
[21] R. Lodge, Y. Mikulich, and D. Schleicher, A classification of postcritically finite Newton maps, arXiv:1510.02771,
(2015).
[22] , Combinatorial properties of Newton maps, arXiv:1510.02761, (2015).
[23] M. Lyubich, The quadratic family as a qualitatively solvable model of chaos, Notices Amer. Math. Soc., 47 (2000),
pp. 1042–1052.
[24] P. M. Makienko, Unbounded components in parameter space of rational maps, Conform. Geom. Dyn., 4 (2000), pp. 1–21.
[25] C. McMullen, Automorphisms of rational maps, in Holomorphic functions and moduli, Vol. I (Berkeley, CA, 1986),
vol. 10 of Math. Sci. Res. Inst. Publ., Springer, New York, 1988, pp. 31–60.
[26] C. T. McMullen, The classification of conformal dynamical systems, in Current developments in mathematics, 1995
(Cambridge, MA), Int. Press, Cambridge, MA, 1994, pp. 323–360.
[27] , Complex dynamics and renormalization, vol. 135 of Annals of Mathematics Studies, Princeton University Press,
Princeton, NJ, 1994.
[28] J. Milnor, Self-similarity and hairiness in the Mandelbrot set, in Computers in geometry and topology (Chicago, IL,
1986), vol. 114 of Lecture Notes in Pure and Appl. Math., Dekker, New York, 1989, pp. 211–257.
[29] , Geometry and dynamics of quadratic rational maps, Experiment. Math., 2 (1993), pp. 37–83. With an appendix
by the author and Lei Tan.
[30] , Dynamics in one complex variable, vol. 160 of Annals of Mathematics Studies, Princeton University Press, Prince-
ton, NJ, third ed., 2006.
[31] , Cubic polynomial maps with periodic critical orbit. I, in Complex dynamics, A K Peters, Wellesley, MA, 2009,
pp. 333–411.
[32] , Hyperbolic components, in Conformal dynamics and hyperbolic geometry, vol. 573 of Contemp. Math., Amer. Math.
Soc., Providence, RI, 2012, pp. 183–232. With an appendix by A. Poirier.
[33] , Hyperbolic component boundaries, http://www.math.stonybrook.edu/ jack/HCBkoreaPrint.pdf, (Sept. 06, 2018).
[34] H. Nie, Iteration at the Boundary of Newton Maps, arXiv:1803.08032, (2018).
[35] C. L. Petersen, No elliptic limits for quadratic maps, Ergodic Theory Dynam. Systems, 19 (1999), pp. 127–141.
[36] C. L. Petersen and G. Ryd, Convergence of rational rays in parameter spaces, in The Mandelbrot set, theme and
variations, vol. 274 of London Math. Soc. Lecture Note Ser., Cambridge Univ. Press, Cambridge, 2000, pp. 161–172.
[37] K. M. Pilgrim, Cylinders for iterated rational maps, ProQuest LLC, Ann Arbor, MI, 1994. Thesis (Ph.D.)–University of
California, Berkeley.
20 HONGMING NIE AND KEVIN M. PILGRIM
[38] M. Rees, Components of degree two hyperbolic rational maps, Invent. Math., 100 (1990), pp. 357–382.
[39] P. Roesch, Hyperbolic components of polynomials with a fixed critical point of maximal order, Ann. Sci. E´cole Norm. Sup.
(4), 40 (2007), pp. 901–949.
[40] P. Roesch, X. Wang, and Y. Yin, Moduli space of cubic Newton maps, Adv. Math., 322 (2017), pp. 1–59.
[41] M. Shishikura, On the quasiconformal surgery of rational functions, Ann. Sci. E´cole Norm. Sup. (4), 20 (1987), pp. 1–29.
[42] J. H. Silverman, The space of rational maps on P1, Duke Math. J., 94 (1998), pp. 41–77.
[43] L. Tan, On pinching deformations of rational maps, Ann. Sci. E´cole Norm. Sup. (4), 35 (2002), pp. 353–370.
[44] X. Wang, Hyperbolic components and cubic polynomials, arXiv:1710.03955, (2017).
Department of Mathematics, Indiana University
E-mail address: nieh@indiana.edu, pilgrim@indiana.edu
