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Abstract: In the present work, an innovative method for solving stochastic partial differential equations
is presented. A multiresolution method permitting to compute statistics of the quantity of interest for a
whatever form of the probability density function is extendd to permit an adaptation in both physical
and stochastic spaces. The efficiency of this strategy, in terms of refinement/derefinement capabilities, is
displayed for stochastic algebraic and differential equations with respect to other more classical techniques,
like Monte Carlo (MC) and Polynomial Chaos (PC). Finally, the proposed strategy is applied to the heat
equation, displaying very promising results in terms of accura y, convergence and regularity.
Key-words: Multiresolution, Ordinary Differential Equations, Partial Differential Equation, Uncertainty
Quantification, Heat Equation.
Sch́ema multir ésolution pour la résolution d’équations différentielles
stochastiques dans l’espace couplé physique/stochastique
Résuḿe : Dans cettéetude, on pŕesente une ḿethode innovante pour résoudre leśequations aux d́erivées partielles
stochastiques. Une ḿethode, pŕećedemment d́evelopṕee afin de calculer une quantité d’intér̂et pour une fonction den-
sité de probabilit́e quelconque, estétendue pour permettre l’adaptation dans les espaces physiques et stochastiques en
même temps. L’efficacit́e de cette stratégie, en terme de capacité à raffiner/déraffiner, est d́emontŕee sur deśequations
algébriques et différentielles par rapportà d’autres techniques plus classiques, tel que Monte Carlo et Chaos Polyno-
mial. Enfin, cette stratégie est appliqúeeà l’équation de la chaleur avec des résultats tr̀es prometteurs en terme de
précision, convergence et régularit́e.
Mots-clés : Multir ésolution,équations différentielles ordinaires,́equation aux d́erivées partielles, quantification de
l’incertitude,équation de la chaleur.
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1. Introduction
In the last fifty years, a strong effort has been devoted to develop efficient numerical methods for solving partial
differential equations. Estimating the predictivity of a numerical simulation remains very challenging. One of the most
important issues is that the physical model and/or the initial/boundary conditions are strongly affected by uncertainties.
A general agreement is reached on the necessity to take into account experimental and modeling uncertainties in the
numerical simulation. The so-called Uncertainty Quantification (UQ) is a branch of the numerical analysis that has
been developed more recently to quantify the uncertainty and to estimate the confidence interval of a certain quantity
of interest.
The first and most known UQ method is the Monte Carlo method. The Polynomial Chaos (PC) techniques has
acquired great popularity in last years. In the original workf Wiener [1], the solution is expanded in a polyno-
mial Hermite basis, the so-called homogeneous chaos expansion, while in recent years, Xiu and Karniadakis [2]
demonstrated that the optimal convergence can be achieved iforthogonal basis are chosen following the so-called
Wiener-Askey scheme. This leads to the well-known generalized Polynomial Chaos (gPC) approach. However, prob-
lems with discontinuities in the random space can lead to slow convergence. Similarly, long-time integration problems
could be encountered [3], where this behavior is due to the modification in time of the statistic properties of the solu-
tion inducing an efficiency loss of the polynomial basis in time. Recently, Gerritsma [4] proposed a time-dependent
generalized Polynomial Chaos scheme based on the research of a time varying optimal polynomial basis. The majors
drawbacks related to the application of the PC to real-like cases is related to the presence of discontinuities, in both
physical and stochastic spaces, to long-time integration pr blems and to the use of a custom-defined form of probabil-
ity density function (for example discontinuous and unsteady). Actually, handling a discontinuity in both physical and
stochastic spaces remains a very challenging issue. In the cont xt of gPC schemes, Wan and Karniadakis introduced
an adaptive class of methods for solving discontinuities byusing local basis functions, the multi-element generalized
Polynomial Chaos (ME-gPC) [5]. This strategy deals with an adaptive decomposition of the domain on which local
basis are employed. In order to treat discontinuous responsesurfaces, Le Mâıtre et al. applied a multiresolution anal-
ysis to Galerkin projection schemes [6, 7, 8]. This class of schemes relies on the projection of the uncertain data on a
multi-wavelets basis consisting of piecewise polynomial (smooth) functions. This approach is shown to be very CPU
demanding. Consequently, two cures are then explored in thecontext of adaptive methods: automatically refine the
multi-wavelets basis or adaptively partitioning the domain.
More recently, Abgrall et al. [9, 10, 11] introduces a new class of finite volume schemes capable to deal with
discontinuous problems for shock-dominated flows. The so called semi-intrusive scheme (SI) exhibits promising
results in term of accuracy and efficiency compared to more classical Monte Carlo and PC methods. A step-forward
for reducing the computational cost and preserving accuracy is made by the authors with a new technique inspired
to the Multiresolution framework of Harten [12, 13, 14]. Preliminary results in this direction [15], for problems with
custom-defined probability density functions, displays promising results with respect to classical techniques like MC
and PC.
In this work, this method is extended to solve not only ordinary differential equations, as made in [15] using
the Truncate and Encode (TE) technique, but also partial differential equations. A new stochastic technique, called
spatial-TE (sTE), is presented with refinement/derefinement capabilities in time for both the physical and stochastic
spaces. The main advantage is the overall reduction of the toal number of points needed to reach a certain level of
accuracy for the complete stochastic solution.
The approach proposed in the present work is based on a multireso ution concept, as already made in Le Maı̂tre et
al. [8]. Anyway, the approach differs completely since here no spectral projection is employed, as it will be explained
in the next section. Moreover, the possibility to reject a wavelets (equal to an interpolation error as in the original
Harten framework) is based only on local tests, then is different from Galerkin projection approach where 1D energy
estimators along stochastic dimensions are used. For details on the multiresolution approach applied to Galerkin
projection schemes, the reader can refer to the extremely exhaustive reference [16].
This paper is organized as follows. In Section 2, the mathematical problem is defined. The new strategy,i.e. the
sTE, is illustrated in Section 3. Then, the application to the stochastic heat equation is presented in Section 4. Section
5 presents several numerical results for different test-cases. Finally, some conclusions and perspectives are drawn in
Section 6.
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2. Mathematical setting
Consider the following problem for an output of interestu(x, t, ξ(ω))1:
L(x, t, ξ(ω); u(x, t, ξ(ω))) = S(x, t, ξ(ω)), (1)
where the operatorL can be either an algebraic or a differential operator (in this case we need appropriate initialand
boundary conditions). The operatorL and the source termS are defined on the domainD×T ×Ξ, wherex ∈ D ⊂ Rnd ,
with nd ∈ {1,2,3}, andt ∈ T are the spatial and temporal dimensions. Randomness is introduced in (1) and its initial
and boundary conditions in term ofd second order random parametersξ(ω) = {ξ1(ω1), . . . , ξd(ωd)} ∈ Ξwith parameter
spaceΞ ⊂ Rd. The symbolω = {ω1, . . . , ωd} ∈ Ω ⊂ R denotes realizations in a complete probability space (Ω,F , P).
HereΩ is the set of outcomes,F ⊂ 2Ω is theσ-algebra of events andP : F → [0,1] is a probability measure. In our
case the random variablesω are by definition standard uniformlyU(0,1) distributed. Random parametersξ(ω) can
have any arbitrary probability density functionp(ξ(ω)), in this wayp(ξ(ω)) > 0 for all ξ(ω) ∈ Ξ andp(ξ(ω)) = 0 for
all ξ(ω) < Ξ; we can now drop the argumentω for brevity. The probability density functionp(ξ(ω)) is defined as a
joint probability density function from the independent probability function of each variable:p(ξ(ω)) =
∏d
i=1 pi(ξi).
This assumption allows an independent polynomial representatio for each direction in the probabilistic space with
the possibility to recover the multidimensional representation by tensorization. The aim of UQ is to find the statistical
moments of the solutionu(ξ).
3. The spatial-TE (sTE) strategy
The aim of the present work is to propose an efficient strategy to solve efficiently stochastic partial differential
equation.
In [15], we presented a technique inspired to the classical multiresolution framework of Harten [13, 14], but
adapted to the computation of statistics in the stochastic spa eΞ in the case of time dependent and eventually dis-
continuous probability density functions. This so-calledtruncate and encode strategy (TE) can be employed to obtain
non-intrusive solutions in the case of problems defined onlyin the stochastic space. This basic algorithm is briefly
presented in Section 3.1 and 3.2, where the strategy describing the evolution in time is shown.
In this paper, we show how this algorithm could be extended inorder to solve stochastic partial differential equa-
tion. A detailed description of this new algorithm is then illustrated in Section 3.3.
3.1. The Truncate and Encode strategy
Here, for simplicity, only the 1D case with uniform distribution of points is considered, even if the same conclu-
sions hold for higher dimensional meshes of non structured type (see [17]). In the following, we indicate the generic






, ξkj = jhk, hk = 2
kh0, Nk = N0/2
k.
A representation of the solution on a finest grid is computed starting from a coarsest grid, with a lower number of
evaluation of the function (in the spaceΞ). The remaining points can be obtained by interpolation under the hypothesis
to make an error that can be driven by a threshold parameterε. The Harten framework consists of three different steps:
• Encoding: the solution represented on the finest meshG0 is employed to obtain a hierarchical representation on
a nested sequence of levelsk = 1, . . . , L whereGk are obtained directly fromGk−1 without considering the odd
points. For eachmissing point ξkj ∈ Gk+1 − Gk, a detail or wavelet is computed asdkj = uk−12 j−1 − ũk−12 j−1, where
ũk−12 j−1 is an approximation of the value employing a whatever interpolation operatorI(ξ; uk) that interpolates the
functionu on the levelk in the pointξ. In the present work, we have chosen, in order to simplify theexposure,
the simplest example, namely a linear interpolation operator. However, the extension to more complex and
1In the following the exposition is made for a scalar output variable (u) for brevity, but the extension to the multidimensional output case is
straightforward.
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more accurate interpolation would lead to similar algorithms. The final result of thencoding procedure is to
obtain a multiresolutionuM representation ofu: (uM)T = (d1, d2, . . . , dL, uL) wheredk = {dkj } andk = L is the
coarsest level. For brevity, the procedure can be re-arranged in matrix form:uM = Mu0.
• Truncation: to obtain a data compression of the solution at the finest level ˆu0, a threshold can be introduced to
eliminate the non-significantwavelets. In particular, a truncatedetail is defined as follows
d̂kj =
{
dkj if |dkj | > εk
0 if |dkj | ≤ εk.
(2)
As a consequence, the truncated multiresolution representatio consists in ˆuM = (d̂1, d̂2, . . . , d̂L, uL).
• Decoding: once the truncation is performed, the solution onthe finest level can be obtained directly from the
coarsest one ˆu0 = M−1ûM. The following estimation holds (see [12] for a proof)
||u0 − û0|| ≤ Cε, (3)
if εk = ε/2.
Now, we can introduce our procedure permitting to perform the encoding and truncation procedure at the same
time starting from the coarsest level to the finest. This is necessary if the system is affected by unsteady probabil-
ity density function, so at each time step a new multiresoluti n representation should be computed without using
information from the previous time steps.
Let us consider only the dependence of a scalar functionu = u(ξ) from the stochastic spaceΞ = [0,1]. The TE
strategy is constituted by the following steps (the notation is the same of the Harten’s multiresolution framework, i.e
k = 0 for the finest level andk = L for the coarsest):
• Initialization
- Fix a thresholdε (the solution is assumed to be solved with this threshold on the finest grid2);
- Fix an indexmmax ∈ N for the maximum allowed level (Nmax = N0 = 2mmax);
- Fix an indexmL ∈ N for the coarsest level (NL = 2mL );
- The conditionmL < mmax must be satisfied.
• Evaluationof the functionu at each location at the coarsest levelu(ξLj ) = u
L






, ξLj = jhL, hL = 2
Lh0, NL = N0/2
L, (4)













, ξL−1j = jhL−1, hL−1 = 2
L−1h0, NL−1 = N0/2
L−1. (5)
2This is the same hypothesis of the classical MR framework.
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• Starting of the adaptive strategy by means of a recursive procedure












for 0 ≤ j ≤ Nk with j odd; (6)
This is one of the occurences where the linear interpolationis used. If more accurate interpolant are used,
the detail in (6) will still be the difference betweent the actual value and the value of the interpolant at the
interpoation location.
B - The wavelets coefficients are compared with the thresholdεk = ε/2k. If |dkj | > εk then the two nodesξk−12 j+1
andξk−12 j−1 will be flagged as active on the next finer meshGk−1. If |dkj | < εk then thewavelets is truncated,
i.e. its value is posed zero.
C - The new levelk − 1 is generated ifk > 0 and only on the activated points the functionu is evaluated.
D - Moving from a levelk to the finer adjacent onek − 1, three different cases are possible:
* If ξ
k
j ∈ Gk ∩ Gk+1 thenukj = uk+12 j (shifting)
* If ξ
k











The relation (7) is the second, and last, occurence where thein erpolant is used. In case of more
accurate interpolant, (7) is replaced by the value of the interpolant onGk+1 at ξkj .
* If ξ
k
j < Gk ∩Gk+1 and it is flagged as active (by the step B of the algorithm) thenevaluate, i.e. call the
model.
E - The algorithm stops when the maximum level is reached or when all thewavelets coefficients can be
truncated (at a certain levelk > 0).
Some remarks could be done at this point to make things consiste t with the application of this strategy to the





whereE is the expectancy ofu dependent on the random parameterξ with pdf p(ξ) in the spaceΞ. The TE strategy
presented above is applied to the product ofu(ξ) and p(ξ). In the general case of unsteady pdf, this procedure must
be also applied at each time step and the information betweensuccessive time steps must be exchanged by the time
advancing technique presented in the next section.
3.2. An accurate preserving time advancing technique
The aim of the TE strategy and the time stepping technique is to minimize the number of points in the spaceΞ×T .
The unsteady solution should be solved on all the possible traj ctories in the spaceT , then this implicitly involves to
know the solution in all the points inΞ × T . The procedure we propose relies on the application of a multiresolution
encoding and truncation of the solution at each time steps. This ensures that the overall error is bounded by (3).
Moving from the initial condition toward the ultimate time step can be performed, for each trajectory, by advancing
the overall spaceΞ time step by time step. This reflects, in the case of an ordinary differential equation, in the
computation of the solutionu(ξ̄, t̄) in a fixed pointξ̄ at the timet̄ knowing the solution at the previous time steps for
all ξ ∈ Ξ andt < t̄. In a rigorous sense, the solution is known only in a limited st of points,i.e. the activated points
of the TE strategy. However, relying on the result (3), if a point in the portion of the spaceΞ × T with t < t̄ is needed,
an interpolation can be performed, with the same operatorI employed by the TE strategy, with an error bounded by
ε. The final result is to obtain, for each pointξ ∈ Ξ, some trajectories inT where the evaluations could stop and
RR n° 7996
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interpolations could start (from the adjacent ones). Eventually these sequences of interpolations and evaluation can
continue to invert virtually at each time step.
A schematic view of these sequences of interpolation and evaluations is reported in figure 1. The points shown are
related to the activated points at each time step while the lines ndicate the advancing in time that can be performed
from a known point (continuous line) or from an interpolatedvalue (dashed lines).
ξ
t
Figure 1: Time advancing. In dashed line the advancing in time from interpolated values and with continuous line the integration from computed
value.
3.3. Extension to physical dependent solutions
In this section, we show how the TE strategy, presented in thelast two sections, can evolve in the spatial-TE
(sTE)strategy,i.e. can be extended to partial differential equations. Let us consider partial differential equation
defined on 1D physical and stochastic spaces. Obviously, thenumerical scheme associated to an adaptive distribution
of points in the spaceD × T × Ξ, cannot be independent from the specific equation to solve. Inthis section, the
procedure is described in a general way supposing to have a deterministic numerical scheme able to compute the
solutionu(x̄, t̄, ξ̄) knowing all the solutionsu(x, t, ξ) for all x ∈ D, ξ ∈ Ξ andt < t̄. In the section §4, an example of the
application of the present strategy to the heat equation is illustrated.
The key idea of the algorithm is to fix a finer enough spatial discretization, as well as a time discretization, in order
to solve the deterministic problem with the desired accuracy. These requirements are the same of the classical MR
approach. In fact, it is clear that the MR scheme cannot produce more accurate solutions than the non compressed
finest level solution (remember the estimation (3)). Once the deterministic scheme is provided, the parameters for
the TE algorithm, in the stochastic space, must be provided:a maximum levelmmax, a minimum levelmL and a
thresholdε. According to the mathematical setting of the problem, the initial condition must be discretized on the grid
D × Ξ employing the finest resolution level (mmax) in the stochastic space and the fixed spatial discretization ch sen.
Two different cases can arise here: the initial condition is affected by uncertainty or not. However in both cases we
can suppose to know analytically the initial condition. After hese preliminaries, the spatial-TE (sTE)strategy can
be employed as follows. At each time step and for each spatialnode, the TE strategy is applied to the associated
stochastic spaceΞ obtaining the MR representation of the solutionu(x̄, t̄, ξ), i.e. the representation of the 1D (in this
case) stochastic function obtained at a fixed physical spacex̄ nd timet̄ location (see figure 2).
Once all the physical points are used by the algorithm, the solution u(x, t̄, ξ) is known. In fact, if a point is
evaluated, anexact solution is provided for it, otherwise it can be interpolated, mploying the operatorI of the
TE strategy along the stochastic space with an error boundedby the thresholdε. This procedure continues until
the final time step is reached. Obviously, depending on the spatial and time discretization adopted for the problem,
different stencils in the physical space could be required. Thisstencil must be assembled, knowing the solution at
RR n° 7996
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the previous time step, eventually by interpolation along the stochastic space. For instance, in the case of a finite
element discretization with a fourth order Runge-Kutta scheme the stencil can be identified in an automatic way
using only the finite element mass matrix and stiffness matrix. All the details are reported in the section §4. Once
the stencil is reconstructed, the value of the function in all the nodes belonging to the stencil must be computed.
Two different situation are possible: the point has been already computed or an interpolation must be performed
(with the interpolation operatorI along the stochastic space). We remark that the interpolation must be performed
always in the stochastic direction while the stencil assembling procedure could require to use different multiresolution





Figure 2: Sketch of the interpolation (same direction of the TE strategy) and stencil assembling procedures.
The entire sTE strategy can be summarized as follows :
• Preliminary
- Choose a deterministic solver with a spatial fixed discretization and a proper time discretization technique;
- Fix the parameters for the TE strategy: finest levelmmax, coarsest levelmL and thresholdε;
• sTE
- For each time step and for each spatial node, the TE strategyshould be applied in order to represent the
solution along the stochastic space;
- The proper stencil must be assembled using different spatial locations (see figure 2); some interpolationsalong
the stochastic space could be necessary at this stage.
In the next section, this algorithm will be adapted to the heat equation discretized by a finite element method in
the physical space and a fourth order Runge-Kutta method in time.
4. A Finite Elements deterministic solver
In this section, we present the discretization of the heat equation, described by a parabolic partial differential
equation with a random initial condition.























, ξ ∈ Ξ
u(0, t, ξ) = u(1, t, ξ) = 0, for t ∈ T
u(x,0, ξ) = u0(x, ξ),
(9)
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where the initial conditions is supposed uncertain.
The problem (9) can be recast in the weak form multiplying both side for a test functionv ∈ V = H10(0,1), i.e.














dx = 0. (10)
The Galerkin formulation of the problem can be obtained searching the (approximated) solution in the finite dimen-
sional space:uh =
∑Nh
i=1 ui(t; ξ)φi(x) ∈ Vh. The spaceVh is the so-called finite element space of basis{φ j}
Nh
j=1.





where the so-called mass M and stiffness A matrices are of (Nh × Nh) dimension and the vectorU is employed to
collect all the degree of freedom of the problemU(t) = {u1(t), u2(t), . . . , uNh (t)}T. We remark here that the present
formulation is quite general not depending on the number of physical space dimensions. As reported in Appendix A,
the matrices M and K are quite sparse and symmetric. In particular, if the finite element space of linear functions is
employed, the matrices are both tridiagonal.
Finally, the initial parabolic partial differential system of equations, is reduced to a system of ordinary differential
equations (ODEs). In the next section, the time integrationtechnique is illustrated.
4.1. A recast fourth-order Runge-Kutta
In this section, we aim to use a time integration technique permitting to apply the sTE strategy in order to solve
the stochastic partial differential problem (9). The TE technique, described in Section 3, requires the solution of the
problem in a specific point of the space ( ¯x, t̄, ξ̄), whenever all the solution at the previous time stepst < t̄ are available.
This means that the numerical scheme adopted to solve the system of ODEs should be able to compute the solution in
a certain nodēi at the timet̄ knowing the solution in all the nodes at timet < t̄. As it has been described in §3, the TE
strategy is employed in the stochastic direction, while, obvi usly, the deterministic solver produces solutions in the
physical space. The coupling between these two spaces will be described more in details in Section §4.3.
For instance, let us suppose to know the solutionU(t) for t < t̄ and that the deterministic solver is able to compute
the ī-th coefficient of the vectorU(t̄), i.e. the ī-th degree of freedom of the finite element expansion of the solution
uh ∈ Vh. In this work, we choose to use an explicit time integration technique, in particular the fourth order Runge-
Kutta scheme [18], described as follows for a Cauchy problem:
{
ẏ(t) = f (t, y(t)) t ∈ [0, t f ]
y(0) = y0,
(12)
wherey ∈ C(0, t f ) can be formulated as [18]
yn+1 = yn +
∆t
6
(k1 + 2k2 + 2k3 + k4) , (13)



















































k4 = f (tn + ∆t, yn + ∆tk3) :
(14)
In this form, the Runge-Kutta (RK4) method is extended to a system of ODEs in a straightforward manner.
In the case of the heat equation, the system of ODEs (11) can berecast to a set of decoupled equations if the
so-calledmass lumping technique is adopted. In particular, as shown in Appendix A,if a trapezoidal integration
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technique is employed to compute the term of the mass matrix M, a diagonal matrix can be obtained and, in the case






wheremi j indicates the generic element of the mass matrix M at thei−th row andj−th column.
If we indicate withM̂ the corresponding lumped mass matrix, the system of ODEs can be written as
dU(t)
dt
= −νM̂−1AU(t) = f(U(t)) (16)


























































Un+1 = Un +
∆t
6



































































To compute thēi−th term of the vectorU(tn+1) is then necessary to compute the corresponding termī−th term of each
















. We remark that̂M−1 indicates the inversion of a diagonal matrix and then the
productM̂−1A can be done in a very non expensive way. Once the four matrices are computed, thēi−th term of the
four vectorsk1, k2, k3 andk4, can be computed (less than a multiplying factor), as the scalar product between the
ī−th row vector (of each of the fourk1, k2, k3 andk4 matrices) and the vectorUn (already known from the stencil
assembling procedure). This procedure allows to select automatically the stencil needed by the time integration
technique. For adapting this deterministic scheme to the solution of the stochastic parabolic equation by the sTE
strategy, the reconstruction of the vectorUn from the different multiresolution representation (one for each physical
node) of the solution is needed; this will be described in detail in section 4.3.
Obviously, if the deterministic scheme described above is applied for each time step to each node of the physical
grid, the time dependent solution of the problem on the wholephysical spacex ∈ D = [0,1] can be computed when
a fixed value for the parameterξ ∈ Ξ = [0.2,0.8] is chosen. The sTe strategy, as shown in §3, needs to fix a physical
mesh on which the deterministic solution can be representedwith the desired accuracy. To identify the proper mesh
to employ in the section §5, a spatial convergence study is report d in the next section.
4.2. Space convergence for the deterministic solver
In this section, the space convergence properties of the deterministic scheme is presented. For this reason, a
reference solution should be computed. Then, the equivalent modal problem using the method originally proposed by
Fourier is solved.
The solution can be searched as a product of two functions depending only from the space and time, respectively.
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f (x) = A sin(
√





The application of the boundary condition to the spatial function f (x) makes possible to computeB = 0 andλ = n2π2






The solutionu(x, t) is the product of the two functions (f x) andg(t)) and it becomes















The amplitudeHn for each mode can be obtained by normalization employing theorthogonality between modes,i.e.
∫ 1
0














The modal truncated solution with a large number of modesNmod = 10 000 with each termHn computed by a
trapezoidal rule on an equally spaced mesh of 100 000 points has been employed as reference solution. In the figure
3, different solutions computed on uniform meshes of 51, 101 and 201points are reported in 3(a), while the errors
measured in normL2 are shown in 3(b) for the same meshes.
x
u
























Figure 3: Space convergence for the FE deterministic solver.(a) Solutions with different spatial resolutions and (b)L2 error norm of the solution
with respect the reference modal solution (ν = 0.01 anda = 1).
As it can be observed from these results, the mesh with 101 points shows to be finer enough to achieve a good
spatial accuracy and then it will be adopted for the computations. For stability and accuracy requirements, a time step
equal to∆t = 0.001 (the same employed in the spatial convergence results) isa good trade-off.
The coupling between the deterministic scheme and the TE strategy described in section 3 is described with more
detail in the next section.
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4.3. sTE strategy applied to the 1D heat equation
In this section, the algorithm for the stochastic heat equation is presented. The deterministic solver employs a
spatial finite element discretization and a Runge-Kutta method o integrate the solution in time. The scheme is able to
compute a specific degree-of-freedomuī(tn+1) when the vector of all the degree-of-freedomU(tn) at the previous time
step is provided. This is not dependent on the finite element space,i.e. the degree of the basis functions. A sequence
of evaluations must be performed for all the activated points (in the TE strategy) at different locations in the physical
and stochastic space. However, the vectorU(tn) could not be available for each parameterξ (see figure 2). This issue
is solved in the sTE strategy performing an interpolation, along the stochastic space, in order to compute the value at
a certain physical location by means of the stencil assembling procedure.
The complete algorithm for the sTE strategy applied to the heat equation (9) is as follows :
• Preliminary
- A fixed uniform spatial resolution is fixed with points:{xi}N+1i=0 ;
- A uniform time discretization is chosentn = n∆t, where∆t = t f /Nt with Nt number of time steps;
- The parameters for the TE strategy are fixed:mL, mmax andε;
- The mass matrixM is computed, lumped and inversed obtainingM̂−1;
- The stiffness matrixA is computed;
- The four matrices (̂M−1A), (M̂−1A)2, (M̂−1A)3, (M̂−1A)4 are computed and stored.
• sTE strategy
- For each time step all the (internal) spatial nodes{xi}Ni=1 are considered;
- For each spatial nodexī considered, a MR representation is obtained foru(xī, tn+1, ξ) in the stochastic
space;
A- To evaluate the solution in (xī, tn+1, ξ j̄), the vectorU(tn, ξ j) must be assembled;
B- k1ī, k2ī, k3ī, k4ī are computed employing theī−th row of the four matrices (̂M−1A)n andU(tn, ξ j);
C- Evaluation:u(xī, tn+1, ξ j̄) = Uī(tn, ξ j̄) +
∆t
6
(k1ī + 2k2ī + 2k3ī + k4ī).
The vector assembling procedure for the vectorU(tn, ξ j̄), is illustrated in the case of linear interpolation as follows:
• For all the nodes{xi}Ni=1, if the point (xi, tn, ξ j̄) has been already computed, the value is stored inUi(tn, ξ j̄);
• Otherwise the left and right values are identified for interpolation as follows:
- Left value: greater value ofξ j at thei−th spatial position less thanξ j̄;
- Right value: pointξ j+1 at thei−th spatial position;
- Interpolation: linear interpolation betweenξ j andξ j+1 at the stochastic positionξ j̄.
The procedure described in this section is able to reduce theoverall number of evaluations in the spaceD × T × Ξ
by determining the important point,i.e. the points that cannot be interpolated within the prescribed error with the
chosen interpolation operator. The final result is an unsteady p ttern of the activated points in the spaceD × Ξ on
which the solution is computed by means of the deterministicsolver, while the remaining point are interpolated.
5. Numerical results
In this section, the sTE strategy is applied to some numerical problems: a steady discontinuous function (§5.1);
an ordinary differential equation (§5.2) with the application of the time integration strategy reported in §3.2. Finally,
the stochastic partial differential equation (9) describing the heat conduction and the evolving temperatureu along a
1D rod subjected to an uncertain and discontinuous initial condition, is solved by means of the sTE strategy in (§5.3).
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In this section, the expectancyE and the variance Var for a generic functionf (ξ), are computed according to the
following definitions




Var( f (ξ)) =
∫
Ξ
( f (ξ) − E( f (ξ)))2p(ξ)dξ,
(23)
where the probability distributionp(ξ) is chosen systematically as uniform.
All the results reported in this section are compared to two classical methods in uncertainty quantification, namely
Monte Carlo (MC) and Polynomial Chaos (PC). These two methods are employed in a complete non-intrusive way
and the reference solution is assumed to be the fully converged Monte Carlo solution.
5.1. Steady problem
The first example is a functionf (ξ) : Ξ → R whereξ is a random parameter having an uniform distribution
ξ ∼ U [0,1]. Function f3 is a piecewise function, composed by a tangent and a wave sinefunction with decreasing
wavelength (see figure 4(a)):
f3(ξ) =
{
tan (ξπ) ξ ≤ 0.41234
sin (5πξ4) ξ > 0.41234 (24)
The coarsest level is assumed to be equal to 21 (ml = 1) intervals, while the finest one to 28 (mmax = 8). The
threshold is fixed toε = 10−1 with a variation related to the refinement level (k) equal toεk = ε/2k. In figure 4(b),
the sequence of evaluated points (Neval) is reported. The circles represent the evaluations of the function f (ξ), while
a full black dots indicate the activated, i.e. greater than the thresholdεk, wavelets Nw. It is evident that the algorithm











Figure 4: Functionf3(ξ) (a) and the pattern of computed and activated (stored) points (b).
In the table 1, the compression properties of the sTE strategy are reported when applied to the functionf3. In
particular, the compressionµcr and the evaluationτ ratios reported in the table 1 are computed as follows
µcr =
2mmax + 1
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They indicate the ratio between the number of points of the non-compressed solution and the number of activated
wavelets (these sets include the points of the coarsest level) and the ratio between the number of points at the finest
level and the number of evaluationsNeval needed by the TE strategy, respectively.
The error norms reported in the table 1 are computed in theL1 andL∞ space as
errL1 = || f 0 − f̂ ||L1 =
1
N
| f 0i − f̂i|
errL∞ = || f 0 − f̂ ||L∞ = maxi | f 0i − f̂i|,
(26)
where f 0 is the function at the finest level and̂f is the compressed function, i.e. the function evaluated only in the set
of points corresponding to the activated wavelets.
mmax Nsto Neval µ τ err L1 err L∞
5 21 29 1.571429 1.137931 0.1341053E-01 0.7356531E-03
6 31 49 2.096774 1.326531 0.1160966E-01 0.8490046E-03
7 39 73 3.307692 1.767123 0.1003391E-01 0.1228993E-02
8 49 95 5.244898 2.705263 0.1291483E-01 0.1506392E-02
9 58 113 8.844828 4.539823 0.8991428E-02 0.1307482E-02
Table 1: Final result for the functionf3 (ε = 10−1)
Thanks to the adaptive distribution of points, the present stra egy allows computing the statistical moments very
efficiently even with a simple quadrature formula (like the compsite trapezoidal rule [18]). This is not the case for
MC or PC methods.










They are reported in figure 5 both for mean and variance. The number of points for the PC method areN = n0 + 1,
wheren0 is the total degree of the polynomial representation. Concerning the proposed algorithm, several solutions
are obtained by varying the maximal level allowed between 22 and 29 with the coarsest level equal to 21 and the
thresholdε = 10−1.
The adaptive strategy displays better results both in termsof accuracy and efficiency with respect to the MC and
PC methods. For MC and PC, an high non smooth behavior arises wh n increasing the number of point. This is due
to the presence of discontinuities that can prevent the convergence of these quadrature techniques.
5.2. A Differential ordinary equation (0D-1D)
In this section, the case of an ordinary differential equation is addressed. In the following, this caseis indicated as
0D in the physical space and 1D in the stochastic space, becaus there is only one uncertainty affecting the solution





















dt = α(ρ̄ − ρ) − γρ − β(ρ − ρ̄)ρ
2
ρ̄ = 1+ 12 sin (5ω + 8/5)
β = 20ω,
(28)
whereα = 1, γ = 0.01 andω ∈ U[0,1]. A discontinuous initial solution in the stochastic space is chosen in order to
address a more challenging problem with respect to the one proposed in [16] :













































Figure 5: Percentage error with respect the reference MC solution for the mean (a) and the variance (b).
The time integration is performed by means of an explicit Runge-Kutta scheme, the so-called RK4, with a time
step∆t = 0.01. The multiresolution representation at each time step allows advancing the solution in time along
patches constituted by true evaluations and interpolations thanks to the accuracy reconstruction embedded in the
multiresolution framework. The final results is a refine/derefine capability in the time-stochastic domain that suits
very well the efficiency requirement needed in complex and high costly applications. In the figure 6, the pattern in the
spacet − ω of the computed, i.e. evaluated points, is reported.
t
ω







Figure 6: Pattern in thet − ω space of the computed points of equation 29.
The error of the statistical moments, are reported in figure 7with respect to a MC reference solution of 2× 106
points at each time step (N = 400× 106 evaluations in theω − t space). Dealing with an unsteady solution, aL1 norm
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(in time) is employed according to the following definitions






































where errE and errVar are the errors for the expectancy and the variance. The solution ρ is compared to the reference
solution ρ̂ discretized with the same total number of time steps equal toNt = ∆t × t f , where the total time of the

































Figure 7:L1 norm of the errors for the mean and variance ofρ(t).
The strategy presented in this work exhibits the fastest convergence and a smoother behavior with respect to Monte
Carlo and the Polynomial Chaos both for mean and variance. Similar results are obtained for different norms (L2, L∞)
not reported here for brevity.
5.3. A Partial differential equation (1D-1D)
In this section, the solution of the stochastic parabolic partial differential equation described in (9) is addressed.
This unsteady problem is 1D in the physical space and 1D in thestochastic space.
The diffusivity is assumed to be equal toν = 0.01 and the parameter of amplitude related to the initial condition
(30) toa = 1.











0 if x < ξ
a
ξ − 1(x − 1) if x ≥ ξ,
(30)
with the stochastic parameterξ ∈ Ξ = [0.2,0.8] with uniform distribution inΞ.
For instance, the initial condition for the parameterξ = 0.5 is reported in figure 8 (fora = 1). Relying on the
convergence study reported in section 4.2, let us consider aphysical domain defined inD = [0,1] discretized by an
uniform mesh ofNx = 101 nodes and a uniform time step equal to∆ = 0.001 for a total time of simulation equal to
t f = 0.5 (Nt = 500 time steps).
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x
u







Figure 8: Initial condition for the problem (9) with the stochastic parameterξ = 0.5 on a mesh with 101 equally spaced points.
Concerning the sTE strategy, the initial condition should be discretized on the finest mesh (Nx × (2mmax + 1)) in the
spacex − ξ. The initial condition 9(a) of the problem and the meshes corresponding to the solution at timet = 0.001
9(b), t = 0.25 10(a) andt = 0.5 10(b) are reported for the parametersmL = 3, mmax = 11 andε = 10−1.
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Figure 9: Meshes corresponding to the initial condition (a)of the problem (9) and the derefined mesh after the first time step(b).
For performing more accurate comparison, a signal is extracted at fixed space locations. Three different probes
at the spatial locationsx = 0.2 (P1), x = 0.5 (P2) andx = 0.8 (P3) are considered. For each one of these probes,
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Figure 10: Meshes corresponding to the half time (t = 0.25) simulation (a) and the final time (t = 0.5) pattern (b).






















where the reference solution is indicated as ¯u andµm indicates both mean and variance. The reference solution is
obtained in this case with a fully converged MC solution withthe same spatial grid (Nx = 101), the same time
discretization (∆t = 0.001) but a number of points in the stochastic space equal toNξ = 2.5× 106.
The results for mean corresponding to the three probes are reported in the figures 11, 12 and 13, respectively. The
sTE strategy is applied withmL = 6, mmax between 8 and 16 with a threshold equal toε = 10−1. MC and PC results
obtained on the same physical mesh and with the same time discretization are also reported. In particular, the two
methods are employed with a number of points, in the stochastic space, varying betweenNξ = 100 andNξ = 300 for
MC and degree between 100 and 300 for PC. In all the presented results, the number of pointsN represent the overall








































Figure 11: Error norms of the mean of the variableu, corresponding to the probe P1, for the 1D heat equation problem with uniform pdf in theL1
(a), L2 (b) andL∞ (c) spaces.
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Figure 12: Error norms of the mean of the variableu, corresponding to the probe P2, for the 1D heat equation problem with uniform pdf in theL1










































Figure 13: Error norms of the mean of the variableu, corresponding to the probe P3, for the 1D heat equation problem with uniform pdf in theL1
(a), L2 (b) andL∞ (c) spaces.
All the results display systematically very good performances of the presented approach both in term of accuracy
and efficiency. The sTE strategy converges smoothly (and in a monotone way) to higher accurate solutions when a
large number of points is considered. This is not the case forMC and PC.
The results concerning the variance for the probes P1, P2 andP3 are reported in figures 14, 15 and 16, respectively.
Except for the variance computed at the probe P2, the behaviour of the proposed approach is monotone and
smoother than both MC and PC. A lower error with a lower globalnumber of points is attained by the sTe strategy
with respect to MC and PC. The worse behavior of MC and PC can bejustified with the presence of discontinuities in
the physical space.
We expect that the sTE strategy will perform much more better, with respect the MC and PC methods, if the
solution exhibits a non smooth behavior along the stochastic space. In order to clarify the problem at the probe P2,
the solution relative to this probe (x = 0.5) is reported as a function of the stochastic space in the figure 17 at the final
time step. As clearly shown in figure 17, several discontinuites arise in this case in the stochastic space, even if all
the solutions of the heat problem are smooth in the physical space, except for the initial conditions.
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Figure 14: Error norms of the variance of the variableu, corresponding to the probe P1, for the 1D heat equation problem with uniform pdf in the













































Figure 15: Error norms of the variance of the variableu, corresponding to the probe P2, for the 1D heat equation problem with uniform pdf in the













































Figure 16: Error norms of the variance of the variableu, corresponding to the probe P3, for the 1D heat equation problem with uniform pdf in the
L1 (a), L2 (b) andL∞ (c) spaces.
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Figure 17: Solutionu(0.5,0.5, ξ) corresponding to the probe P2 at the final time step obtained with 1000 MC samples.
6. Concluding remarks
This paper presents an innovative adaptive strategy for stochastic differential equations, the sTE algorithm, in-
spired to the classical Harten’s framework. A representation of the solution on a finest grid is computed starting
from a coarsest one, with a reduced number of function evaluations. As a consequence, only a reduced set of point
values on the finest grid is evaluated, while the remaining set is obtained by interpolation (from the previous levels).
This procedure moves recursively, with a combination of interpolation and evaluation, from the coarsest level to the
finest and from each time step to the successive one. At each time step, the scheme allows to recover the solution
on the finest level with a one time scheme that embeds the encoding and the truncation procedures of the classical
Harten framework. Afterwards, this strategy is extended tothe partial differential equation. A spatial discretization
is chosen, as well as the time discretization, in order to solve the deterministic problem with a desired accuracy. The
initial condition is discretized on the gridD × Ξ employing the finest resolution level in the stochastic space and the
chosen spatial discretization. Then, the sTE strategy is applied to the associated stochastic space obtaining the MR
representation of the solution at each time step, for each spatial node,i.e. the representation of the stochastic function
obtained at a fixed physical space and time.
The sTE strategy is applied to some ”simplified” numerical test-cases and compared to classical stochastic meth-
ods. Finally, it is applied to the stochastic heat equation dscretized by finite elements and integrated in time by means
of a fourth order Runge-Kutta method. A discontinuous initial condition is considered. The sTE displays very promis-
ing results in terms of accuracy, convergence and regularity. Future works will focus on the extension of the present
strategy to hyperbolic partial differential equations.
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Appendix A. Finite element discretization of the 1D heat equation
In this section, we want to provide more details about the finite element scheme employed to solve the heat
problem (9). For an exhaustive analysis of the problem, the reader may refer to [19].
Let us consider first, how to reduce the problem (9) from the weak form to the algebraic form (11). The weak
formulation can be obtained by multiplying the equation (9), for the test functionv ∈ V. As a consequence, the































































where the test functions are equal to zero at the boundaries (v(0) = v(1) = 0) and a Dirichlet boundary condition is
applied. The integrals are well-posed ifv ∈ H10(0,1):
H10(0,1) =
{
v ∈ H1(0,1) : v(0) = v(1) = 0
}
. (A.3)













dx ∀c ∈ V. (A.4)
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The Galerkin approximation of the problem can be obtained bysearching for an approximate solutionuh ∈ Vh ⊂ V,
where the spaceVh has a finite dimensionNh, with the test functionsv in the same spaceVh. In the latter case,i.e.
using the same space for the solution and the tests functions, the approximation is the so-called Bubnov-Galerkin
approximation.























xi−1 ≤ x ≤ xi
xi+1 − x
xi+1 − xi
xi ≤ x ≤ xi+1
0 otherwise.
(A.5)
If the tessellation of the domain is obtained with the nodes{xi}N+1i=0 , the solution can be expanded as a linear
combination of the Lagrangian functions (for all the internal odes)uh(x, t) =
∑N


















dx, ∀φ j ∈ Vh (A.6)
whereDi j indicates the non-null support of the product functionφiφ j.



























where the vectorU(t) = {ui(t), . . . , uN(t)}T ∈ RN is the collection of all the degrees of freedom of the linear expansion
for uh(t). The original (9) parabolic partial differential problem is recast in a set of (coupled) ordinary differential
equations.
Thanks to the compact support of the Lagrangian basis both M and A have a regular pattern of sparsity. In par-
ticular they are symmetric tridiagonal matrices. For recasting the system of ODEs in a set of decoupled ordinary
differential equations, the mass matrix can be approximated by adiagonal matrixM̂, i.e. the so-called mass lumping
technique. Thanks to the properties of the linear Lagrangian element (
∑N
j=1 φ j = 1) the mass matrix can be approxi-
mated by







































































where we employed a uniform tessellation of the physical space xi = i∆x with i = 0, . . . ,N + 1 and∆x = 1/N.
The finite element formulation of the problem is obtained herein the physical 1D case only for the sake of
simplicity, but both the deterministic scheme and the sTE strategy, described in 4.3, can be easily extended to physical
(and even stochastic) multidimensional cases replacing the mass and stiffness matrices with their multidimensional
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