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UHF-SLICING AND CLASSIFICATION OF NUCLEAR
C∗-ALGEBRAS
KAREN R. STRUNG AND WILHELM WINTER
Abstract. In this paper we show that certain simple locally recursive sub-
homogeneous (RSH) C∗-algebras are tracially approximately interval algebras
after tensoring with the universal UHF algebra. This involves a linear alge-
braic encoding of the structure of the local RSH algebra allowing us to find
a path through the algebra which looks like a discrete version of [0, 1] and
exhausts most of the algebra. We produce an actual copy of the interval and
use properties of C∗-algebras tensored with UHF algebras to move the honest
interval underneath the discrete version. It follows from our main result that
such C∗-algebras are classifiable by Elliott invariants. Our theorem requires
finitely many tracial states that all induce the same state on the K0-group; in
particular we do not require that projections separate tracial states. We apply
our results to classify some examples of C∗-algebras constructed by Elliott to
exhaust the invariant. We also give an alternate way to classify examples of
Lin and Matui of C∗-algebras of minimal dynamical systems. In this way our
result can be viewed as a first step towards removing the requirement that
projections separate tracial states in the classification theorem for C∗-algebras
of minimal dynamical systems given by Toms and the second named author.
0. Introduction
The aim of Elliott’s programme is to classify separable nuclear C∗-algebras by
their K-theory, tracial state spaces, and the natural pairings between these objects.
Restricting to the simple case, the programme has met with some highly satisfactory
successes: the classification of the approximately finite dimensional (AF) algebras,
the approximately circle (AT) algebras and the approximately homogeneous (AH)
algebras with slow dimension growth.
In the case of the AF, AT and AH algebras, classification was via inductive limit
structures consisting of manageable classes of C∗-algebras from which maps at the
level of the invariant are known to be liftable. However, in more general classes it is
often difficult to obtain a suitable inductive limit structure for a given C∗-algebra.
A particular example is the class of C∗-algebras of minimal dynamical systems of
compact metrizable spaces. Though these are all known to be simple separable
nuclear unital stably finite C∗-algebras which satisfy the universal coefficient theo-
rem (UCT), in the general case no inductive limit structure by tractable building
blocks is known unless the system consists of a smooth manifold with a minimal
diffeomorphism [22]. Even in this setting, the building blocks turn out to be quite
complicated and these C∗-algebras remain unclassified.
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In 2001, Huaxin Lin introduced the notion of tracial approximation of C∗-algebras
in his paper on tracially approximately finite dimensional (TAF) algebras [14].
Using his classification result for TAF algebras, one is given a means of obtaining
classification results by showing that a given class of C∗-algebras are TAF. This
requires no construction of an inductive limit structure; it might be thought of
as a route towards classification that is, in a sense, more axiomatic. It might
also be regarded as the finite counterpart of Kirchberg’s and Phillips’ celebrated
classification of simple purely infinite C∗-algebras.
Tracial approximation has since been generalized beyond the class of finite di-
mensional algebras. If S is a given class of separable unital C∗-algebras, then a
C∗-algebra that is TAS may be thought of as a C∗-algebra that is locally approxi-
mated by C∗-algebras in the class S in trace.
If a C∗-algebra is simple and TAF, hence classifiable by the results of Lin [14],
it is known that it must also have real rank zero [14, Theorem 3.4]. This implies
the presence of many projections. It is no surprise, then, that data from K-theory
is more easily extracted. In the case of TAI algebras, that is, those which are
tracially approximated by interval algebras, this is no longer necessarily the case;
we can no longer assume suitably many projections in any such sense. Despite this,
these C∗-algebras are also known to be classifiable in the presence of the UCT [16].
Nevertheless, showing a particular class of C∗-algebras are TAI remains tricky when
one has relatively few projections available.
Further complications to the classification problem can be described (and partly
resolved) with the aid of the Jiang–Su algebra Z, a simple separable unital C∗-
algebra which is, in a sense, invisible to the usual invariant: despite the fact that
the Jiang–Su algebra is infinite dimensional, its K-theory and tracial state space
are identical to those of C. If A is a C∗-algebra that falls within the present scope
of the classification programme, it turns out that the invariant of A is isomorphic
to the invariant of A⊗Z.
This isomorphism holds at the level of the invariant even in pathological examples
where it turns out that the C∗-algebra A is not Z-stable (that is, A ∼= A⊗ Z) for
example, those algebras constructed in [37, 30, 33, 9]). Thus one cannot assume a
priori that a particular C∗-algebra is Z-stable and one often looks for classification
“up to Z-stability”, or “localized at Z” in the sense of [42].
In [42] (see also [15, 19, 17, 20]), the second named author showed that clas-
sification results up to Z-stability can often be deduced from classification up to
U-stability where U is a UHF algebra of infinite type. This turns out to be par-
ticularly useful for those situtations when C∗-algebras A, B need not have many
projections. In this case, one may tensor with some UHF algebra and work in-
stead with the algebras A ⊗ U and B ⊗ U . Not only does the UHF algebra bring
along its many projections, we also gain many useful properties for the resulting
tensor products that may not be present in the original C∗-algebras such as strict
comparison and Z-stability.
The general strategy is then to tensor with a UHF algebra and show that a
C∗-algebra is of some classifiable type. In particular it is known that classification
up to Z-stability is true for simple C∗-algebras satisfying the UCT which are TAF
or TAI after tensoring with UHF algebras [19, 17, 20]. This strategy has already
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proven successful with regards to C∗-algebras of minimal dynical systems of infinite
compact metric spaces where projections separate tracial states: in the case of finite
dimensional metric spaces, these are completely classified [36, 35]; more generally
the result holds up to Z-stability [31].
Our original motivating examples come from minimal dynamical systems. In [5,
Section 5], Connes points out that there are minimal homeomorphisms α : Sn →
Sn of the n-dimensional sphere Sn for n = 2k + 1, k ∈ N \ {0} such that the
resulting C∗-algebra crossed product C(Sn)⋊α Z has no nontrivial projections. In
[38] it was shown that such homeomorphisms exist with any prescribed number
of invariant probabibility measures. Via the correspondence between α-invariant
Borel probabilty measures on the space and tracial states on the C∗-algebra, as
soon as we move beyond the uniquely ergodic case, we no longer have projections
separating tracial states and cannot apply the classification theorem in [36, 35].
An inspection of the invariant (see [21, Proposition 5.3]) suggests that these C∗-
algebras should all be TAI after tensoring with a UHF algebra (see [20, Sections
5 and 6] for the range of the invariant of such C∗-algebras). By [31, Theorem 4.6]
it is enough to show that a large C∗-subalgebra, denoted (C(Sn)⋊α Z)y , obtained
by breaking the orbit at a point y ∈ Sn is TAI after tensoring with Q. Since such
a C∗-subalgebra can be written as an inductive limit of recursive subhomogeneous
(RSH) C∗-subalgebras (see [21, Section 3]), the problem becomes more tractable.
It has thus become prudent to develop techniques for dealing with cases with few
projections and more complicated tracial state spaces in the setting of C∗-algebras
which can be locally approximated by recursive subhomogeneous C∗-algebras. Our
main result does this in the case that the C∗-algebra can be locally approximated
by RSH algebras with a decomposition into base spaces X0, X1, . . . , XR that can be
arranged so that we can extend a projection from one space to the next in a suitable
way (see Section 3 for more details) and under the assumption that there are only
finitely many extremal tracial states all inducing the same state on the K0-group.
We prove that such C∗-algebras are TAI after tensoring with the universal UHF
algebra Q (that is, the UHF algebra satisfying K0(Q) = Q).
To show that a limit of recursive subhomogeneous algebras is TAI, we interpret
the building blocks as matrix valued bundles and implement path-like structures
in their base spaces. The technical difficulty comes from the fact that these base
spaces are non-Hausdorff, and that such paths cannot always exist due to K-theory
obstructions. We then enrich the K0-groups to obtain rational vector spaces in
which certain linear equations (determined by matrix sizes at the non-Hausdorff
phase transitions) can be solved (provided the obstructions vanish); these solutions
now show us how to arrange the paths through the non-Hausdorff base spaces.
As an application, this gives classification, via results of Lin [17] (also Lin and
Niu [20]), of the C∗-algebras in question, provided that they can always be approx-
imated by RSH algebras that in addition have finite topological dimension. This
includes the examples of Elliott in [7] (at least for finitely many extremal tracial
states all inducing the same state on the K0-group). Note in particular that these
classification results cover the case where projections do not separate tracial states.
(Similar results were so far only known in much more specialized situatio
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For minimal dynamical systems we show that our main theorem gives another
classification of some examples given by Lin and Matui in [18] of minimal home-
omorphisms on the product of the Cantor set and the circle. Such results give
us confidence that similar techniques can be extended to broader classes, includ-
ing those C∗-algebras arising from the minimal dynamical systems (Sn, α) of odd
dimensional spheres.
The paper is organized as follows. In Sections 1 and 2 we introduce notation and
definitions for tracial approximation and recursive subhomogeneous C∗-algebras.
Section 1 includes results which allow us to simplify the verification of the TAI
properties. Section 3 provides a result for lifting a projection along the stages
of a recursive subhomogeneous algebra. In Section 4 we introduce (F , η)-excisors
and (F , η)-bridges, which are the key tool used to cut out a large interval algebra.
After developing a calculus for the (F , η)-excisors and bridges, Sections 5 and 6
show how these are related to a given recursive subhomogeneous decomposition
and how we can control the tracial weights of an (F , η)-bridge. The main lemma
in Section 7 uses linear algebra to manipulate (F , η)-bridges to find a tracially
large path through the algebra. Section 8 provides the technical results to find an
interval that is large on all traces as well as a method for moving this interval from
a general position and placing it underneath the discrete model given by the (F , η)-
path. The proof of the main result is then given in Section 9 where applications
and an outlook are also discussed.
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1. UHF-stable tracial approximation
We begin with the general definition for a tracially approximately S (TAS) algebra,
where S can be any class of separable unital C∗-algebras. For the time being, we will
only be interested in the case where the class S consists of interval algebras. Despite
the fact that both are notions of approximation for C∗-algebras, the TAS class may
be much broader than the AS class, that is, inductive limits of C∗-algebras in the
class S. For example, the class of simple unital tracially approximately interval
(TAI) class contains all simple unital AH algebras with slow dimension growth,
clearly not all of which are AI [16, Section 10].
1.1 Definition: (cf. [12, 8]) Let S denote a class of separable unital C∗-algebras.
Let A be a simple unital C∗-algebra. Then A is tracially approximately S (or TAS)
if the following holds.
For every finite subset F ⊂ A, every ǫ > 0, and every nonzero positive element
c ∈ A, there exist a projection p ∈ A and a unital C∗-subalgebra B ⊂ pAp with
1B = p and B ∈ S such that:
(i) ‖pa− ap‖ < ǫ for all a ∈ F ,
(ii) dist(pap,B) < ǫ for all a ∈ F ,
(iii) 1A − p is Murray–von Neumann equivalent to a projection in cAc.
In this paper we consider tracial approximation by the class I of interval algebras.
An interval algebra is a C∗-algebra A of the form
A =
N⊕
n=1
C(Xn)⊗Mrn
for some N ∈ N \ {0}, where Xn = [0, 1] or Xn is a single point, and rn ∈ N \ {0},
0 ≤ n ≤ N .
We denote the universal UHF algebra byQ. This is the unique UHF algebra whose
K0-group is isomorphic to Q. Recall that if U is a UHF algebra of infinite type
then it is strongly self-absorbing [34, Example 1.14 (i)]: there are a ∗-isomorphism
φ : U → U ⊗U and a sequence of unitaries (vn)n∈N in U ⊗U such that ‖v∗nφ(d)vn−
idU (d)⊗ 1U‖ → 0 as n→∞ for every d ∈ U [34, Definition 1.3 (iv)].
Any C∗-algebra in the class I can be written as a finitely presented universal C∗-
algebra (i.e. with finitely many generators and relations) and is semiprojective. In
particular, any A ∈ I has stable, hence weakly stable, relations [23]. Therefore we
may make use of the following lemma, which says that to prove TAI after tensoring
with Q it is enough to show that the approximating C∗-algebras can always be
chosen to have units that are bounded above zero in trace. The proof uses the
same geometric series argument as the one given in [40, Lemma 3.2].
1.2 Lemma: Let A be a separable simple unital stably finite exact C∗-algebra and
let U be a UHF algebra of infinite type. Suppose S is a class of C∗-algebras that can
be finitely presented with weakly stable relations (as universal C∗-algebras), contains
all finite dimensional C∗-algebras, and is closed under direct sums. Then A ⊗ U
is TAS if and only if there is an n ∈ N such that, for any ǫ > 0 and any finite
subset F ⊂ A ⊗ U , there exist a projection p ∈ A ⊗ U and a unital C∗-subalgebra
B ⊂ p(A⊗ U)p and B ∈ S such that:
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(i) ‖pb− bp‖ < ǫ for all b ∈ F ,
(ii) dist(pbp,B) < ǫ for all b ∈ F ,
(iii) τ(p) > 1/n for all τ ∈ T (A⊗ U).
Proof: If A⊗U is TAS then (i) and (ii) are easily satisfied from the definition of
TAS. To show (iii) with, for example, n = 2, take a positive element c ∈ A⊗U with
τ(c) ≤ 1/2 for all τ ∈ T (A⊗ U) and use the fact that A⊗ U has strict comparison
[29, Theorem 5.2(a)]. Now let a finite subset F ⊂ A ⊗ U , ǫ > 0 and a nonzero
positive element c ∈ A ⊗ U be given, and suppose that A ⊗ U satisifies (i), (ii),
(iii) with respect to some n ∈ N. We show that A⊗ U is TAS; the proof is almost
identical to that of Lemma 3.2 of [40]. First we note that A⊗U has property (SP)
(every nonzero hereditary C∗-subalgebra has a nonzero projection) since A⊗U has
strict comparison and projections that are arbitrarily small in trace. Thus we find
a projection q ∈ c(A⊗ U)c, just as in [40, Lemma 3.2].
We inductively construct C∗-algebras Bi ⊂ A⊗ U with each Bi ∈ S.
As in [40, Lemma 3.2] the initial B0 exists by assumption.
The construction of Bi+1 from Bi is similar to the construction in Lemma 3.2
of [40]. We cannot apply Lemma 3.4 of [40] directly, even though A ⊗ U is simple
and unital and has the comparability property, since we do not want to make
the assumption that K0(A ⊗ U)+ has dense image in the positive affine functions
T (A⊗ U). However, the result will still hold by choosing the projection e in that
proof to be of the form (1A⊗U − p) ⊗ q for some projection q ∈ U (using the fact
that U is strongly self-absorbing) satisfying
1/(t+ 1) < τU (q) < 1/t
where τU is the unique tracial state on U . The projection e then satisfies the
requirements of the projection in the proof, and the results of [40, Lemma 3.4]
hold. Thus we get the finite dimensional C∗-algebras C0, C1 and D as in [40,
Lemma 3.2].
Let G := {x1, . . . , xn, 1Bi} ⊂ Bi where x1, . . . , xn are generators for Bi. Let γ > 0
be as in [40, Lemma 3.2]. Since Bi has weakly stable relations, there is a ϑ˜ > 0
with the following property: If E is another C∗-algebra, p ∈ A a projection and
φ : Bi → E a ∗-homomorphism satisfying ‖pφ(b) − φ(b)p‖ < ϑ˜ for all b ∈ G, then
there is a ∗-homomorphism φ˜ : Bi → pEp satisfying ‖φ˜(b) − pφ(b)p‖ < γ for all
b ∈ G.
Now choose 0 < ϑ < min{γ, ϑ˜} such that the assertion of [40, Proposition 3.3]
holds for the finite dimensional algebra D. Set F˜ := F ∪G ∪ κ(D)1 where κ : D →
A⊗ U is a ∗-homomorphism given by [40, Lemma 3.4] and κ(D)1 denotes the unit
ball of κ(D).
By hypothesis there is a C∗-algebra F ⊂ A⊗U , F ∈ S satisfying d), e), f) of [40,
Proposition 3.3] with respect to F˜ . As in [40, Lemma 3.2], d) and the choice of ϑ
provides the ∗-homomorphisms
̺ : Bi → (1A⊗U − 1F )A⊗ U(1A⊗U − 1F )
satisfying
‖̺(b)− (1A⊗U − 1F )b(1A⊗U − 1F )‖ < γ for all b ∈ G
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and
κ¯ : D → (1A⊗U − 1F )A⊗ U(1A⊗U − 1F )
such that
‖κ¯− (1A⊗U − 1F )κ(d)(1A⊗U − 1F )‖ < γ · ‖d‖ for all 0 6= d ∈ D.
Set Bi+1 := ̺(Bi) ⊕ F. Then one easily checks that the same calculations given
in [40, Proposition 3.3] can be used to complete the proof.
The next lemma shows we need only consider finite subsets of A⊗Q of a simplified
form, that is, essentially the only difficulty lies in approximating elements from A.
1.3 Lemma: Let S denote a class of separable unital C∗-algebras that is closed
under tensoring with finite dimensional C∗-algebras. Let A be a separable unital
C∗-algebra with T (A) 6= 0 and let 0 < η ≤ 1 such that, for any ǫ > 0 and any
finite subset G ⊂ A, there are a projection p ∈ A ⊗ Q and a unital C∗-subalgebra
B ⊂ p(A⊗Q)p with 1B = p and B ∈ S such that
(i) ‖p(a⊗ 1Q)− (a⊗ 1Q)p‖ < ǫ for all a ∈ G,
(ii) dist(p(a⊗ 1Q)p,B) < ǫ for all a ∈ G,
(iii) τ(p) ≥ η for all τ ∈ T (A⊗Q).
Then, for any ǫ > 0 and any finite subset F ∈ A ⊗ Q, there are a projection
q ∈ A⊗Q and a unital C∗-subalgebra C ⊂ q(A⊗Q)q with 1C = q and C ∈ S such
that
(iv) ‖qa− aq‖ < ǫ for all a ∈ F,
(v) dist(qaq, C) < ǫ for all a ∈ F ,
(vi) τ(q) ≥ η for all τ ∈ T (A⊗Q).
Proof: The proof essentially appears in the proof of [31, Lemma 4.4]. Let ǫ > 0
and let F ⊂ A⊗Q be a finite subset. Using the identification
A⊗Q ∼= A⊗MS ⊗Q ∼= A⊗Q⊗MS,
for S ∈ N, we may assume that the finite set is of the form
({1A} ⊗ {1Q} ⊗ B) ∪ (G ⊗ {1Q} ⊗ {1MS})
where S ∈ N, B is a finite subset of MS and G is a finite subset of A. We may
further assume that 1A ∈ G and also that 1MS ∈ B. Then we have
F = G ⊗ {1Q} ⊗ B.
By assumption, there exists a B ∈ S and a projection p = 1B satisfying properties
(i) – (iii) of the lemma for the finite set G, with ǫ/max({‖b‖ | b ∈ B}, 1) in place of
ǫ.
Define C = B ⊗MS and q := 1D = p⊗ 1MS ∈ A⊗Q⊗MS. The fact that q and
C satisfy properties (iv) and (v) of the lemma for F˜ and ǫ is shown in the proof of
[31, Lemma 4.4].
To show (vi), simply observe that τ ∈ T (A⊗Q⊗MS) is of the form τ1⊗ τ2 where
τ1 ∈ T (A⊗Q) and τ2 ∈ T (MS). Then
τ(q) = τ(p⊗ 1MS ) = τ1(p)τ2(1MS ) = τ(q) ≥ η.
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2. Recursive subhomogeneous C∗-algebras
In [25], Phillips introduced the notion of recursive subhomogeneous algebras. These
are subhomogeneous C∗-algebras (that is, all irreducible representations are bounded
in dimension) which arise as iterated pullbacks of homogeneous C∗-algebras.
2.1 Definition: [25, Definition 1.1] A recursive subhomogeneous (RSH) algebra is
a C∗-algebra with the following recursive definition:
(i) Let X be a compact Hausdorff space and n ∈ N. Then C(X,Mn) is a
recursive subhomogeneous algebra.
(ii) Let A be a recursive subhomogeneous C∗-algebra, X a compact Hausdorff
space and n ∈ N. Suppose Ω ⊂ X is a closed (possibly empty) subset,
φ : A→ C(Ω,Mn) is a unital ∗-homomorphism, and let
ρ : C(X,Mn)→ C(Ω,Mn)
be the restriction map. Then the pullback
A⊕C(Ω,Mn) C(X,Mn) = {(a, f) ∈ A⊕ C(X,Mn) | φ(a) = ρ(f)}
is a recursive subhomogeneous C∗-algebra.
We will restrict to the case where the X in the above definition is metrizable so
that the resulting C∗-algebra is separable. Note also that Definition 2.1 implies
that a recursive subhomogeneous C∗-algebra is unital.
For a given C∗-algebra, its recursive subhomogeneous decomposition (if it exists)
is not unique; for us it will be important to keep track of the actual decompositions.
If B is a recursive subhomogeneous algebra, then we may write (cf. [25, Definition
1.5])
B =
(
. . .
((
C0 ⊕C(0)1
C1
)
⊕
C
(0)
2
C2
)
. . .
)
⊕
C
(0)
R
CR,
where Cl = C(Xl)⊕Mnl for some compact metrizable Xl and some integer nl ≥ 1,
l ∈ {0, . . . , R} and C
(0)
l = C(Ωl)⊕Mnl for a closed subset Ωl ⊂ Xl.
For 0 ≤ l ≤ R, define the lth-stage of B to be the C∗-algebra obtained by
truncating the recursion after the lth step,
Bl =
(
. . .
((
C0 ⊕C(0)1
C1
)
⊕
C
(0)
2
C2
)
. . .
)
⊕
C
(0)
l
Cl.
Note that BR = B.
2.2 Definition: Let B be a unital recursive subhomogeneous C∗-algebra. A re-
cursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
for B consists of compact Hausdorff spaces Ωl ⊂ Xl and rl ∈ N, unital C∗-algebras
Bl for l ∈ {1, . . . , R}, and of unital ∗-homomorphisms
φl : Bl → C(Ωl+1)⊗Mrl+1
for l ∈ {1, . . . , R− 1}, such that
Ω1 = ∅, B1 = C(X1)⊗Mr1 , BR = B
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and such that we have pullback diagrams
(1) Bl+1 // //

Bl
φl

C(Xl+1)⊗Mrl+1 // // C(Ωl+1)⊗Mrl+1,
where the lower horizontal map is restriction. We then have a canonical unital
embedding
ιB : B →֒ C(X1)⊗Mr1 ⊕ . . .⊕ C(XR)⊗MrR ,
canonical quotient maps
ψl : B → Bl
and canonical embeddings
ιl : C0(Xl \ Ωl)⊗Mrl →֒ Bl
for l ∈ {1, . . . , R}.
We will usually assume that Xl+1 \ Ωl+1 6= ∅, for otherwise the horizontal maps
in (1) are just equalities.
2.3 Remark: In the situation above, if x ∈ Xl \ Ωl for some l ∈ {1, . . . , R}, then
the map (evx ⊗ idMrl ) ◦ ιB : B →Mrl is surjective.
3. Lifting projections
3.1 Definition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1.
We say that projections can be lifted along [Bl, Xl,Ωl, rl, φl]
R
l=1, if for any N ∈ N,
any l ∈ {1, . . . , R − 1} and any projection p ∈ Bl ⊗ MN there is a projection
p¯ ∈ Bl+1 ⊗MN lifting p.
3.2 Proposition: Let X be compact metrizable with dimX ≤ 1. Let k, r ∈ N,
Ω ⊂ X a closed subspace and p ∈ C(Ω,Mr) a projection with constant rank k.
Then there is a projection p¯ ∈ C(X,Mr) extending p.
Proof: It is straightforward to find a closed neighborhoodW of Ω and a projection
p˜ ∈ C(W,Mr)
extending p. Let U ⊂ X be an open subset such that
Ω ⊂ U ⊂W.
Let (Wλ)Λ be a finite collection of open subsets of X such that
(i) W ⊂
⋃
ΛWλ
(ii) ‖p˜(x)− p˜(x′)‖ ≤ 12 whenever x, x
′ ∈Wλ for some λ ∈ Λ
(iii) Wλ ⊂ U if Wλ ∩ Ω 6= ∅.
From (ii) it is not hard to see that for each λ, p˜|Wλ is homotopic to a constant
projection of rank k; this yields projections
(2) pλ ∈ C(Wλ × [0, 1],Mr)
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such that
pλ(x, t) =
{
p˜(x), for t ∈ [ 23 , 1]
1k, for t ∈ [0,
1
3 ]
(where we think of 1k as sitting in the upper left corner of Mr).
Since dimX ≤ 1, there is a finite open cover (Vγ)Γ of X refining the open cover
consisting of Wλ, λ ∈ Λ, and X \W , and such that
(3) Vγ0 ∩ Vγ1 ∩ Vγ2 = ∅
whenever γ0, γ1, γ2 ∈ Γ are pairwise distinct. Let
(hγ)Γ
be a partition of unity subordinate to (Vγ)Γ. Set
Γ′ := {γ ∈ Γ | Vγ ∩ Ω 6= ∅}
and
Γ′′ := {γ ∈ Γ \ Γ′ | Vγ ∩ Vγ′ 6= ∅ for some γ
′ ∈ Γ′}
Note that by (ii) above, for any γ′ ∈ Γ′ there is λ(γ′) ∈ Λ such that
(4) Vγ′ ⊂Wλ(γ′) ⊂ U ⊂W.
We now define p¯, observing that for each x ∈ X , by (3) there are at most two
indices γ, γ′ ∈ Γ such that hγ(x), hγ′(x) 6= 0.
Case 1: There is only one index γ ∈ Γ such that hγ(x) 6= 0; in this case, hγ(x) = 1.
Case 1a: If γ ∈ Γ′, set
p¯(x) := p˜(x);
this is well defined by (4).
Case 1b: If γ ∈ Γ \ Γ′, set
p¯(x) := 1k.
Case 2: There are two distinct indices γ, γ′ ∈ Γ such that hγ(x), hγ′(x) 6= 0.
Case 2a: If γ, γ′ ∈ Γ′, set
p¯(x) := p˜(x);
again, this is well defined by (4).
Case 2b: If γ, γ′ ∈ Γ \ Γ′, set
p¯(x) := 1k.
Case 2c: If γ ∈ Γ \ Γ′, γ′ ∈ Γ′, then hγ(x) + hγ′(x) = 1, so hγ′(x) ∈ [0, 1] and by
(4) and (2) we may set
p¯(x) := pλ(γ′)(x, hγ′(x)).
We have now defined a projection valued map
p¯ : X →Mr
which by construction clearly extends p (note that if x ∈ Ω, then only Cases 1a and
2a occur). It remains to check that p¯ is continuous.
So let x ∈ X . In Case 2, there are γ 6= γ′ ∈ Γ with hγ(x), hγ′(x) 6= 0. But then
hγ(y), hγ′(y) 6= 0 for all y in some small neighborhood Vx of x. In Case 2a, note
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that the map y 7→ p˜(y) is continuous; in Case 2b, p¯(y) = p¯(x) for y ∈ Vx; in Case
2c, the map
y 7→ pλ(γ′)(y, hγ′(y))
is continuous on Vx since hγ′ and pλ(γ′) are.
In Case 1, we have hγ(x) = 1. But then there is some neighborhood Vx of x such
that hγ(y) ≥
2
3 for all y ∈ Vx, and we obtain
p¯(y) =
{
p˜(y), if γ ∈ Γ′ (in Case 1a, 2a or 2c for y in place of x)
1k, if γ ∈ Γ \ Γ′ (in Case 1b for y in place of x)
for y ∈ Vx, whence p¯ is continuous at x.
3.3 Corollary: Let B be a unital recursive subhomogeneous C∗-algebra with
decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1.
Assume that dimXl ≤ 1 for l ≥ 2.
Then projections can be lifted along [Bl, Xl,Ωl, rl, φl]
R
l=1.
Proof: Obvious from Proposition 3.2 and Definition 2.2.
4. Approximately excising approximate paths
Recall that a completely positive map has order zero when it preserves orthogonal-
ity, that is, a c.p. map φ : A→ B between the C∗-algebras A and B such that, for
any orthogonal positive elements a, b ∈ A with ab = 0 we have φ(a)φ(b) = 0 in B.
4.1 Definition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ be finite a subset, where B
1
+ denotes the positive elements in the unit
ball of B, and η > 0 be given.
An (F , η)-excisor (E, ρ, σ) for B consists of a finite dimensional C∗-algebra
E =
⊕R
l=1El,
a unital ∗-homomorphism
ρ = ⊕Rl=1ρl : B →
⊕R
l=1 El = E
and an isometric c.p. order zero map
σ = ⊕Rl=1σl :
⊕R
l=1El = E → B ⊗Q
such that
‖σ(1E)(b ⊗ 1Q)− σρ(b)‖ < η for b ∈ F .
We say (E, ρ, σ) is compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1, if each ρl factorizes
through
B
ψl

ρl // El
Bl
ψˇl // C(Xˇl)⊗Mrl
ρˇl
OO
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for some compact Xˇl ⊂ Xl \ Ωl.
If (E, ρ, σ) is as above and
κ : E → Q
is a unital ∗-homomorphism, we say (E, ρ, σ, κ) is a weighted (F , η)-excisor com-
patible with [Bl, Xl,Ωl, rl, φl]
R
l=1.
4.2 Definition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given. Let (Ei, ρi, σi, κi), i ∈ {0, 1}, be weighted
(F , η)-excisors (compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1).
An (F , η)-bridge from (E0, ρ0, σ0, κ0) to (E1, ρ1, σ1, κ1) (compatible with the de-
composition [Bl, Xl,Ωl, rl, φl]
R
l=1) consists of K ∈ N and weighted (F , η)-excisors
(each compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1)
(E j
K
, ρ j
K
, σ j
K
, κ j
K
), j ∈ {1, . . . ,K − 1},
satisfying
(5) ‖κ j
K
ρ j
K
(b)− κ j+1
K
ρ j+1
K
(b)‖ < η for b ∈ F and j ∈ {0, . . . ,K − 1}.
We write
(E0, ρ0, σ0, κ0) ∼(F ,η) (E1, ρ1, σ1, κ1)
if such an (F , η)-bridge exists.
4.3 Remarks: (i) Clearly, the relation ∼(F ,η) defines an equivalence relation on
the set of compatible weighted (F , η)-excisors (with fixed F , η and recursive sub-
homogeneous decomposition).
(ii) If (E, ρ, σ, κi), i ∈ {0, 1}, are (F , η)-excisors with κ0 and κ1 unitarily equiva-
lent, κ0 ≈u κ1, then
(E, ρ, σ, κ0) ∼(F ,η) (E, ρ, σ, κ1)
since κ0 and κ1 are in fact homotopic.
(iii) Let (E, ρ, σ, κ) and (E′, ρ′, σ′, κ′) be (F , η)-excisors with an embedding
ι : E′ → E
and such that
ρ′ = ι ◦ ρ, σ′ = σ ◦ ι, κ′ = κ ◦ ι.
Then
(E, ρ, σ, κ) ∼(F ,η) (E
′, ρ′, σ′, κ′),
with an (F , η)-bridge of length K = 1.
4.4 Definition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given.
(i) Let (Ej , ρj , σj , κj), j ∈ {1, . . . , L}, be weighted (F , η)-excisors. We say they
are pairwise orthogonal if there are pairwise orthogonal projections
qj ∈ Q, j ∈ {1, . . . , L},
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such that
σj(Ej) ⊂ B ⊗ qjQqj ⊂her B ⊗Q, j ∈ {1, . . . , L}.
(ii) Let (Ej , ρj , σj , κj), j ∈ {1, . . . , L}, be pairwise orthogonal weighted (F , η)-
excisors, and let
γ :
⊕L
j=1Q→ Q
be a unital ∗-homomorphism.
We define the γ-direct sum⊕
γ(Ej , ρj , σj , κj) := (
⊕L
j=1 Ej ,
⊕L
j=1 ρj ,
⊕L
j=1 σj , γ ◦ (
⊕L
j=1 κj)),
which is easily seen to be a weighted (F , η)-excisor.
If the (Ej , ρj, σj , κj) are compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1, then so is the γ-direct
sum.
Since, up to unitary equivalence in Q, the maps γ ◦ (
⊕L
j=1 κj) only depend on
the positive rational weights νj := τQ(γ(1j)), we will sometimes neglect to explicitly
specify γ and write ⊕L
j=1 νj · κj
instead of γ ◦ (
⊕L
j=1 κj) and, similarly,⊕L
j=1 νj · (Ej , ρj , σj , κj)
instead of
⊕
γ(Ej , ρj , σj , κj).
(iii) If (Ej , ρj, σj , κj), j ∈ {1, . . . , L}, are as above but not necessarily pairwise
orthogonal, and if νj, j ∈ {1, . . . , L}, are positive rationals with
∑
j νj = 1, we may
choose a unital ∗-homomorphism
γ :
⊕L
j=1Q→ Q
with τQ(γ(1j)) = νj; then, the (Ej , ρj , γj ◦ σj , κj) are pairwise orthogonal and we
write ⊕
j νj · (Ej , ρj , σj , κj)
for ⊕
j νj · (Ej , ρj , γj ◦ σj , κj).
This is well-defined since
⊕
j γj ◦ σj only depends on the choice of γ up to unitary
equivalence.
4.5 Proposition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given. Let (Ej , ρj, σj , κj), j ∈ {1, . . . , L}, be
weighted (F , η)-excisors.
Then there are pairwise orthogonal weighted (F , η)-excisors (Ej , ρj , σ˙j , κj), j ∈
{1, . . . , L}, such that, for each j,
(6) (Ej , ρj , σj , κj) ∼(F ,η) (Ej , ρj , σ˙j , κj).
If the (Ej , ρj , σj , κj) are compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1, we may choose the
(Ej , ρj , σ˙j , κj) and the (F , η)-bridges to be compatible as well.
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Proof: Choose pairwise orthogonal nonzero projections qj ∈ Q, j ∈ {1, . . . , L},
and isomorphisms
θj : Q→ qjQqj;
set
σ˙j := (id⊗ θj) ◦ σj .
It is clear that the (Ej , ρj , σ˙j , κj) are pairwise orthogonal weighted (F , η)-excisors.
Now (6) holds, in fact with an (F , η)-bridge of length K = 1, since passing from σj
to σ˙j does not affect (5). Also, changing the σj does not affect compatibility with
the recursive subhomogeneous decomposition.
4.6 Proposition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given. Let (Ej , ρj, σj , κj), j ∈ {1, . . . , L}, be
pairwise orthogonal weighted (F , η)-excisors. Let (E′j , ρ
′
j , σ
′
j , κ
′
j), j ∈ {1, . . . , L}, be
another set of pairwise orthogonal weighted (F , η)-excisors, and let
γ :
⊕L
j=1Q→ Q
be a unital ∗-homomorphism. Suppose that
(Ej , ρj , σj , κj) ∼(F ,η) (E
′
j , ρ
′
j, σ
′
j , κ
′
j)
for each j ∈ {1, . . . , L}.
Then ⊕
γ(Ej , ρj , σj , κj) ∼(F ,η)
⊕
γ(E
′
j , ρ
′
j , σ
′
j , κ
′
j).
If the (Ej , ρj , σj , κj) and the (E
′
j , ρ
′
j , σ
′
j , κ
′
j) are compatible with the decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1, we may choose the (F , η)-bridge between the γ-direct sums to
be compatible as well.
Proof: For each j ∈ {1, . . . , L} choose an (F , η)-bridge between (Ej , ρj , σj , κj)
and (E′j , ρ
′
j , σ
′
j , κ
′
j); by repeating some of the steps, if necessary, we may assume
that all of these have the same length, say K, and are given by weighted (F , η)-
excisors (Ej, i
K
, ρj, i
K
, σj, i
K
, κj, i
K
) with
(Ej,0, ρj,0, σj,0, κj,0) = (Ej , ρj , σj , κj)
and
(Ej,1, ρj,1, σj,1, κj,1) = (E
′
j , ρ
′
j , σ
′
j , κ
′
j).
As in the proof of Proposition 4.5, choose pairwise orthogonal nonzero projections
qj ∈ Q, j ∈ {1, . . . , L}, as well as isomorphisms
θj : Q→ qjQqj.
Set
σ˙j, i
K
:= (id⊗ θj) ◦ σj, i
K
,
then the sums ⊕
γ(Ej, iK , ρj,
i
K
, σ˙j, i
K
, κj, i
K
)
are (F , η)-excisors implementing an (F , η)-bridge⊕
γ(Ej,0, ρj,0, σ˙j,0, κj,0) ∼(F ,η)
⊕
γ(Ej,1, ρj,1, σ˙j,1, κj,1).
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As in the proof of 4.5, it remains to observe that⊕
γ(Ej , ρj , σj , κj) ∼(F ,η)
⊕
γ(Ej,0, ρj,0, σ˙j,0, κj,0)
and ⊕
γ(E
′
j , ρ
′
j , σ
′
j , κ
′
j) ∼(F ,η)
⊕
γ(Ej,1, ρj,1, σ˙j,1, κj,1).
4.7 Definition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given.
If (Ej , ρj , σj , κj) and (Ej , ρj , σ˙j , κj), j ∈ {1, . . . , L}, are as in Proposition 4.5,
and if
γ :
⊕L
j=1Q→ Q
is a unital ∗-homomorphism, we say
(7)
⊕
γ(Ej , ρj, σ˙j , κj)
is a compatible γ-direct sum of the (Ej , ρj, σj , κj).
4.8 Remark: Of course, the γ-direct sum in (7) depends on the choice of the σ˙j in
Proposition 4.5, but for a different choice, say σ¨j , it follows from Proposition 4.6
that ⊕
γ(Ej , ρj , σ˙j , κj) ∼(F ,η)
⊕
γ(Ej , ρj , σ¨j , κj).
4.9 Proposition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given.
Let (
E =
⊕L
j=1 Ej , ρ, σ, κ
)
be an (F , η)-excisor and let
γ :
⊕L
j=1Q→ Q
be a unital ∗-homomorphism such that
τQ(γj(1Q)) = τQ(κ(1Ej )) for j ∈ {1, . . . , L}.
Then there are pairwise orthogonal (F , η)-excisors
(Ej , ρj = ρ|Ej , σ˙j , κ˙j : Ej → κ(1Ej)Qκ(1Ej )
∼= Q)
such that
(8) κ ≈u γ ◦ (
⊕L
j=1 κ˙j)
and such that
(9) (E, ρ, σ, κ) ∼(F ,η)
⊕
γ(Ej , ρj , σ˙j , κ˙j).
If (E, ρ, σ, κ) is compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1, we may choose the γ-direct
sum and the (F , η)-bridge to be compatible as well.
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Proof: Let
ζj : κ(1Ej )Qκ(1Ej)→ Q
be an isomorphism for each j ∈ {1, . . . , L}, then the maps
κ˙j := ζj ◦ κ|Ej
clearly satisfy (8). Choose pairwise nonzero orthogonal projections qj ∈ Q, j ∈
{1, . . . ,K}, as well as isomorphisms
θj : Q→ qjQqj;
define
σ˙j := (idB ⊗ θj) ◦ σ|Ej .
It is then clear that the (Ej , ρj , σ˙j , κ˙j) are pairwise orthogonal (F , η)-excisors and
that ⊕
γ(Ej , ρj , σ˙j , κ˙j) ∼(F ,η) (E, ρ, σ, γ ◦ (
⊕L
j=1 κ˙j)).
Finally, (9) follows from (8) and Remark 4.3(ii).
4.10We note the following lifting result, which will imply the existence of sufficiently
many (F , η)-excisors, cf. Remark 4.12(ii) below.
Proposition: Let B, F be C∗-algebras, F finite dimensional, and π : B → F a
surjective ∗-homomorphism; let F ⊂ B1+ finite and η > 0 be given.
Then there is an isometric c.p. order zero map
σ : F → B
such that
(10) ‖σ(1F )b− σπ(b)‖ < η for b ∈ F .
Proof: Since F and F are separable, we may clearly also assumeB to be separable,
hence σ-unital. Recall that c.p.c. order zero maps are projective, whence there is a
c.p. isometric order zero lift
σ˙ : F → B.
Choose an approximate unit (hn)n∈N for kerπ which is quasicentral for B. Define
c.p.c. maps
σ¨n : F → B
by
σ¨n( . ) := (1B∼ − hn)
1
2 σ˙( . )(1B∼ − hn)
1
2
(here, B∼ denotes the smallest unitization of B). The σ¨n clearly induce a c.p.
isometric order zero map
σ¨ : F → B∞
∏
N
B/
⊕
N
B
which in turn lifts to a c.p. isometric order zero map
σ¯ : F →
∏
N
B
with components σ¯n. Upon dropping finitely many components and rescaling, if
necessary, we may assume each σ¯n to be isometric. It is now straightforward to
check that, for large enough N , σ := σ¯N will satisfy (10).
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4.11 Notation: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1.
If l ∈ {1, . . . , R} and x ∈ Xl, then
(evx ⊗ idMrl ) ◦ ιB : B →Mrl
factorizes through a sum of irreducible representations, say
B
ρx
−→ Ex
ιEx−→Mrl .
Upon fixing a unital embedding
Mrl → Q
we obtain unital ∗-homomorphisms
B
ρx
−→ Ex
κx−→ Q
such that ρx is a sum of surjective irreducible representations and
τQκx = τMrl ιEx .
4.12Remarks: (i) The maps ρx and κx are uniquely determined by x up to unitary
equivalence.
(ii) By Proposition 4.10, for any finite subset F ⊂ B1+ and η > 0, and for any
x ∈ Xl, there is an isometric c.p. order zero map
σx : Ex → B
such that (Ex, ρx, σx, κx) is a weighted (F , η)-excisor (which is compatible with the
decomposition [Bl, Xl,Ωl, rl, φl]
R
l=1, provided x ∈ Xl \ Ωl).
(iii) It is clear that, if x, x′ ∈ Xl are such that
‖(evx ⊗ idMrl ) ◦ ιB(b)− (evx′ ⊗ idMrl ) ◦ ιB(b)‖ ≤ η
for all b ∈ F , then
(Ex, ρx, σx, κx) ∼(F ,η) (Ex′ , ρx′ , σx′ , κx′),
in fact via an (F , η)-bridge of length K = 1.
4.13 Proposition: Let B be a unital recursive subhomogeneous C∗-algebra with
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let F ⊂ B1+ finite and η > 0 be given.
Fix l ∈ {1, . . . , R} and x ∈ Xl \ Ωl, and let (Ex, ρx, σx, κx) be an (F , η)-excisor,
with (Ex, ρx, κx) as in 4.11 (note that Ex ∼=Mrl since x ∈ Xl \ Ωl). Let
γ :
⊕L
j=1Q→ Q
be a unital embedding for some L ∈ N.
Then there are pairwise orthogonal (F , η)-excisors
(Ex, ρx, σx,j , κx), j ∈ {1, . . . , L},
such that
(11) (Ex, ρx, σx, κx) ∼(F ,η)
⊕
γ(Ex, ρx, σx,j, κx).
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Proof: Choose qj and θj as in the proof of Proposition 4.9. We take
σx,j := (idB ⊗ θj) ◦ σx
(these correspond to the maps σ˙x from Proposition 4.9); as in the proof of 4.9 one
checks that ⊕
γ(Ex, ρx, σx,j , κx) ∼(F ,η) (Ex, ρx, σx, γ ◦ (κ
⊕L
x )).
Now observe that κx ≈u γ ◦ (κ⊕Lx ), and apply Remark 4.3(ii) to obtain (11).
5. (F , η)-connected decompositions
5.1 Definition: Let B be a unital recursive subhomogeneous C∗-algebra, and let
F ⊂ B1+ finite and η > 0 be given.
A recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
for B is (F , η)-connected if the following holds:
If l ∈ {1, . . . , R} and x, y ∈ Xl, and if (Ex, ρx, σx, κx) and (Ey, ρy, σy, κy) are
(F , η)-excisors with (Ex, ρx, κx) and (Ey, ρy, κy) as in 4.11, then
(Ex, ρx, σx, κx) ∼(F ,η) (Ey , ρy, σy, κy).
5.2 Proposition: Let B be a unital recursive subhomogeneous C∗-algebra and let
F ⊂ B1+ finite and η > 0 be given.
Then B has an (F , η)-connected recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1.
If drB ≤ n, then X1, . . . , XR may be chosen so that dimXl ≤ n for l ∈ {1, . . . , R}.
Proof: This follows immediately from Remark 4.12(iii) after decomposing each
Xl in to pairwise disjoint closed subsets
Xl =
∐Nl
k=1Xl,k
such that, for each l ∈ {1, . . . , R}, k ∈ {1, . . . , Nl} and x0, x1 ∈ Xl,k, there are
K ∈ N and x j
K
∈ Xl,k such that
‖(evx j
K
⊗ idMrl ) ◦ ιB(b)− (evx j+1
K
⊗ idMrl ) ◦ ιB(b)‖ ≤ η
for all j ∈ {0, . . . ,K − 1} and b ∈ F .
The last statement follows from [39], since in this case the Xl (and hence the
Xl,k) may be chosen to have dimension at most n.
5.3 Proposition: Let B be a unital recursive subhomogeneous C∗-algebra; let
F ⊂ B1+ finite and η > 0 be given and suppose
[Bl, Xl,Ωl, rl, φl]
R
l=1
is an (F , η)-connected recursive subhomogeneous decomposition for B.
Let (
Ei =
⊕R
l=1Ei,l, ρi =
⊕R
l=1 ρi,l, σi =
⊕R
l=1 σi,l, κi
)
, i ∈ {0, 1}
UHF-SLICING 19
be weighted (F , η)-excisors (compatible with the decomposition) satisfying
yl := τQ(κ0(1E0,l)) = τQ(κ1(1E1,l)), l ∈ {1, . . . , R}
and such that each ρi,l factorizes as
ρi,l : B → C(Xl)⊗Mrl → Ei,l.
Then (via a compatible (F , η)-bridge),
(E0, ρ0, σ0, κ0) ∼(F ,η) (E1, ρ1, σ1, κ1).
Proof: For each l ∈ {1, . . . , R}, choose xl ∈ Xl \ Ωl. Set
E :=
⊕R
l=1Exl , ρ :=
⊕R
l=1 ρxl , κ := γ ◦
(⊕R
l=1 κxl
)
,
where Exl , ρxl , κxl are as in 4.11 and
γ :
⊕R
l=1Q → Q
is a unital embedding such that
τQ(γl(1Q)) = yl, l ∈ {1, . . . , R}.
Note that Exl
∼= Mrl , since xl ∈ Xl \ Ωl by Remark 2.3.
By Proposition 4.10, there is an isometric c.p. order zero map
σ : E → B ⊗Q
such that (E, ρ, σ, κ) is a weighted (F , η)-excisor which is compatible with the
decomposition [Bl, Xl,Ωl, rl, φl]
R
l=1. By Proposition 4.9, there are (compatible)
pairwise orthogonal (F , η)-excisors of the form
(Exl , ρxl , σ˙xl , κxl), l ∈ {1, . . . , R},
such that (in a compatible way)
(12) (E, ρ, σ, κ) ∼(F ,η)
⊕
γ(Exl , ρxl , σ˙xl , κxl).
Similarly, for i ∈ {0, 1} and l ∈ {1, . . . , R} there are (compatible) pairwise orthog-
onal (F , η)-excisors
(Ei,l, ρi,l, σ˙i,l, κ˙i,l)
such that
κi ≈u γ ◦
(⊕R
l=1 κ˙i,l
)
and such that (in a compatible way)
(13) (Ei, ρi, σi, κi) ∼(F ,η)
⊕
γ(Ei,l, ρi,l, σ˙i,l, κ˙i,l).
Since (Ei,l, ρi,l, σ˙i,l, κ˙i,l) is compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1, there are Ni,l ∈
N and xi,l,m ∈ Xl \ Ωl for m ∈ {1, . . . , Ni,l} such that
(Ei,l, ρi,l, σ˙i,l, κ˙i,l) =
(⊕Ni,l
m=1Exi,l,m ,
⊕Ni,l
m=1 ρxi,l,m ,
⊕Ni,l
m=1 σ˙xi,l,m ,
⊕Ni,l
m=1 κ˙xi,l,m
)
;
note that
Exi,l,m
∼= Mrl
for all i, l,m.
Let
γi,l :
⊕Ni,l
m=1Q → Q
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be a unital embedding such that
τQ(γi,l,m(1Q)) = τQ(κ˙i,l(1Ei,l,m)), m ∈ {1, . . . , Ni,l}.
By Proposition 4.9, there are pairwise orthogonal (F , η)-excisors
(Exi,l,m , ρxi,l,m , σ¨xi,l,m , κ¨xi,l,m), m ∈ {1, . . . , Ni,l},
such that
κ˙i,l ≈u γi,l ◦
(⊕Ni,l
m=1 κ¨i,l,m
)
and such that
(14) (Ei,l, ρi,l, σ˙i,l, κ˙i,l) ∼(F ,η)
⊕
γi,l
(Exi,l,m , ρxi,l,m , σ¨xi,l,m , κ¨xi,l,m).
By Proposition 4.13, there are pairwise orthogonal (F , η)-excisors
(Exl , ρxl , σ˙xl,m, κxl), m ∈ {1, . . . , Ni,l},
such that
(15) (Exl , ρxl , σ˙xl , κxl) ∼(F ,η)
⊕
γi,l
(Exl , ρxl , σ˙xl,m, κxl).
Since [Bl, Xl,Ωl, rl, φl]
R
l=1 is (F , η)-connected, for each i, l,m we have
(Exl , ρxl , σ˙xl,m, κxl) ∼(F ,η) (Exi,l,m , ρxi,l,m , σ¨xi,l,m , κ¨xi,l,m).
By Proposition 4.6, we have⊕
γi,l
(Exl , ρxl , σ˙xl,m, κxl) ∼(F ,η)
⊕
γi,l
(Exi,l,m , ρxi,l,m , σ¨xi,l,m , κ¨xi,l,m)
which in turn yields
(Exl , ρxl , σ˙xl , κxl) ∼(F ,η) (Ei,l, ρi,l, σ˙i,l, κ˙i,l)
by (14) and (15).
Again by Proposition 4.6, together with (12) and (13) this gives
(E, ρ, σ, κ) ∼(F ,η) (Ei, ρi, σi, κi), i ∈ {0, 1},
from which we obtain
(E0, ρ0, σ0, κ0) ∼(F ,η) (E1, ρ1, σ1, κ1),
as desired. Of course all the (F , η)-bridges above may be chosen to be compatible
with the given recursive subhomogeneous decomposition.
6. Excising traces
6.1 Notation: Let B be a separable unital recursive subhomogeneous C∗-algebra
with (separable) recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let τ ∈ T (B) be a tracial state. We inductively define positive tracial functionals
τl, τ¯l : Bl → C, l ∈ {1, . . . , R}
as follows:
For each l, let 0 ≤ hl ≤ 1 be a strictly positive element of C0(Xl \ Ωl). Set
τR := τ : B ∼= BR → C.
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If τl : Bl → C has been constructed, set
τ¯l(b) := lim
n→∞
τl((h
1
n
l ⊗ 1Mrl )b), b ∈ Bl.
(On positive elements b, the limit is over a bounded increasing sequence, hence
exists; but then the limit also exists for general b).
If τl, τ¯l have been constructed, set
τl−1(b) = τl(bˆ)− τ¯l(bˆ), b ∈ Bl−1,
where bˆ ∈ Bl is a lift for b. It is easy to see that τl, τ¯l, l ∈ {1, . . . , R}, are well-defined
positive functionals which do not depend on the choice of the hl, that τ¯l ≤ τl, that
(16) yτl := τl(1Bl)− τl−1(1Bl−1) = ‖τ¯l‖(≤ 1)
and that
(17)
∑R
l=1 y
τ
l = 1.
Call the yτl the weights of τ with respect to the decomposition [Bl, Xl,Ωl, rl, φl]
R
l=1.
Now suppose
W ⊂ Xl \ Ωl
is a subset closed in Xl. Let
0 ≤ gl ≤ 1
be a strictly positive element for C0(Xl \W ), with g|Ωl ≡ 1. It is not hard to check
that, for all b ∈ Bl,
lim
n→∞
τl(((1− g
1
n
l )⊗ 1Mrl )b) = limn→∞
τ¯l(((1 − g
1
n
l )⊗ 1Mrl )b)
(and, in particular, that the limits exist). As above, one may define a positive
tracial functional
τ˜W : C(W )⊗Mrl → C
by
τ˜W (b) = lim
n→∞
τl((1− g
1
n
l )bˆ),
where bˆ ∈ Bl is a lift of b ∈ C(W )⊗Mrl .
6.2Proposition: Let B be a separable unital recursive subhomogeneous C∗-algebra
with (separable) recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1;
let τ ∈ T (B) be a tracial state and let F ⊂ B1+ finite and η > 0 be given.
Then, for any γ > 0, there is an (F , η)-excisor(
E =
⊕R
l=1El, ρ =
⊕R
l=1 ρl, σ =
⊕R
l=1 σl
)
which is compatible with [Bl, Xl,Ωl, rl, φl]
R
l=1 and such that
(τ¯l ⊗ τQ) ◦ (ψl ⊗ idQ) ◦ σl(1El) ≥ y
τ
l − γ, l ∈ {1, . . . , R}.
Proof: It is straightforward to find, for each l ∈ {1, . . . , R}, an Nl ∈ N and subsets
Wl ⊂ Xl \ Ωl satisfying the following:
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(i) Each Wl is a disjoint union Wl =
∐Nl
n=1Wl,n of closed subsets Wl,n ⊂ Xl,
each containing a point wl,n ∈ Wl,n,
(ii) Xl \Wl is an open neighborhood of Ωl,
(iii) yτl = ‖τ¯l‖ ≥ ‖τ˜Wl‖ ≥ ‖τ¯l‖ − γ (see 6.1 for notation),
(iv) for any b ∈ F , l ∈ {1, . . . , R}, n ∈ {1, . . . , Nl} and w,w
′ ∈ Wl,n,
‖evwπWl(b)− evw′πWl(b)‖ < η/2,
where
πWl : Bl → C(Wl)⊗Mrl
denote the canonical surjections.
Define
(18) El :=
⊕Nl
1 Mrl ,
ρl :=
⊕Nl
n=1 evwl,n : B → El
and
σ˜l :=
⊕Nl
n=1 1Wl,n ⊗ idMrl : El →
⊕Nl
n=1 C(Wl,n)⊗Mrl
∼= C(Wl)⊗Mrl .
Note that
σ˜ :=
⊕R
l=1 σ˜l :
⊕R
l=1El →
⊕R
l=1 C(Wl)⊗Mrl
is a ∗-homomorphism, hence in particular c.p. order zero.
Let
π :
⊕R
l=1 πWl ◦ ψl : B →
⊕R
l=1 C(Wl)⊗Mrl
Using projectivity of c.p.c. order zero maps together with an approximate unit
for kerπ ✁ B which is quasicentral for B, it is not hard to find a c.p.c. order zero
lift
σ =
⊕R
l=1 σl :
⊕R
l=1 El → B
with the right properties; the argument is essentially the same as in the proof of
Proposition 4.10, so we omit the details.
7. (F , η)-bridges via linear algebra
7.1 Proposition: Let B be a separable unital recursive subhomogeneous C∗-
algebra and let F ⊂ B1+ finite and η > 0 be given. Suppose B has an (F , η)-
connected recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
along which projections can be lifted and such that Xl \ Ωl 6= ∅ for l ≥ 1.
Let τ0, τ1 ∈ T (B) be tracial states with
(τ0)∗ = (τ1)∗
(as states on the ordered K0(B)) and let 0 < β¯ ≤ 1 be given.
Then there are xl ∈ Xl \ Ωl for l ∈ {1, . . . , R} and pairwise orthogonal weighted
(F , η)-excisors
(Exl , πxl , σxl , κxl), l ∈ {1, . . . , R},
as well as unital embeddings
γ0, γ1, γ˜ :
⊕R
l=1Q → Q
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and
γ¯ : Q⊕Q → Q
such that, for
E :=
⊕R
l=1 Exl , π :=
⊕R
l=1 πxl , σ :=
⊕R
l=1 σxl ,
(19) κ¯i := γi ◦
(⊕R
l=1 κxl
)
, κ¯ := γ˜ ◦
(⊕R
l=1 κxl
)
,
the weighted (F , η)-excisors (E, π, σ, κ¯i), i ∈ {0, 1}, and (E, π, σ, κ¯) satisfy
(20) (E, π, σ, γ¯ ◦ (κ¯0 ⊕ κ¯)) ∼(F ,η) (E, π, σ, γ¯ ◦ (κ¯1 ⊕ κ¯))
and such that
(21) y¯i,l := τQ(γi(1l))
satisfy
(22) |y¯i,l − y
τi
l | < β¯
for i ∈ {0, 1}, l ∈ {1, . . . , R}, where yτil is defined as in 16.
Proof: Choose xl ∈ Xl\Ωl, l ∈ {1, . . . , R}; by Remark 4.12(ii) and Proposition 4.5
there are pairwise orthogonal weighted (F , η)-excisors (Exl , πxl , σxl , κxl); note that
Exl
∼=Mrl for all l.
Claim 1: For l ∈ {2, . . . , R}, there are L(l) ∈ N and pairwise disjoint nonempty
subsets
Ωl,1, . . . ,Ωl,L(l) ⊂ Ωl
and
ν
(l)
m,k ∈ Q+, m ∈ {1, . . . , R}, k ∈ {1, . . . , L
(l)},
such that the following hold:
a)
∑R
m=1 ν
(l)
m,k = 1 for k ∈ {1, . . . , L
(l)} and ν
(l)
m,k = 0 if m ≥ l,
b)
⋃L(l)
k=1Ωl,k = Ωl,
c) for each x ∈ Ωl,k, k ∈ {1, . . . , L(l)}, there are finite subsets
Yl,x,m ⊂ Xm \ Ωm, m ∈ {1, . . . , l − 1},
and, for each y ∈ Yl,x,m, there is a positive integer
µl,x,y ∈ N
such that
(23) πx ≈u
⊕l−1
m=1
(⊕
y∈Yl,x,m
(⊕µl,x,y
1 πy
))
and
(24)
∑
y∈Yl,x,m
µl,x,y · rm = ν
(l)
m,k · rl, m ∈ {1, . . . , l − 1};
moreover, we have
(25) (Ex, πx, σx, κx) ∼(F ,η)
⊕
m∈{1,...,l−1}
y∈Yl,x,m
rmµl,x,y
rl
· (Ey, πy, σy , κy).
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Proof of Claim 1: Note that we do not rule out Ωl = ∅. In this case, we set
L(l) = 0 and there is nothing to show.
Now for each l ∈ {2, . . . , R} and x ∈ Ωl, πx is unitarily equivalent to a direct
sum of irreducible representations of Bl−1. More precisely, there are finite subsets
Yl,x,m ⊂ Xm \ Ωm, m ∈ {1, . . . , l − 1}, and for each y ∈ Yl,x,m there is µl,x,y ∈ N
such that
πx ≈u
(⊕l−1
m=1
(⊕
y∈Yl,x,m
(⊕µl,x,y
1 πy
)))
.
The ranks of the representations of Bl−1 (with multiplicities) add up to the rank
of πx, so that
(26)
∑l−1
m=1
(∑
y∈Yl,x,m
µl,x,y · rm
)
= rl.
From this it follows that there are only finitely many, say L(l), values for tuples of
the form
(µl,x,y)m∈{1,...,l−1},y∈Yl,x,m
where x ranges over Ωl. Decompose Ωl into L
(l) pairwise disjoint nonempty subsets
Ωl,k, k ∈ {1, . . . , L(l)}, such that the maps
x 7→ (µl,x,y)m∈{1,...,l−1},y∈Yl,x,m
are constant on each Ωl,k. For k ∈ {1, . . . , L(l)} and m ∈ {1, . . . , l − 1} set
(27) ν
(l)
m,k :=
∑
y∈Yl,x,m
rmµl,x,y
rl
;
set
ν
(l)
m,k := 0 for m ≥ l.
Then property a) of Claim 1 holds by (26); b) and c) hold by construction.
Claim 2: For l ∈ {1, . . . , R} and k ∈ {1, . . . , L(l)} let
κ
(l)
k : E → Q
be a unital ∗-homomorphism such that
(28) τQ ◦ κ
(l)
k (1Exm ) = ν
(l)
m,k, m ∈ {1, . . . , R}
(such κ
(l)
k exist by Claim 1a)).
Then
(29) (E, π, σ, κxl) ∼(F ,η) (E, π, σ, κ
(l)
k ),
where we have slightly misused notation by writing κxl for the (canonical) exten-
sion of κxl : Exl → Q to all of E. Moreover (cf. 4.4 for notation),
(30) (E, π, σ, κ
(l)
k ) ∼(F ,η)
⊕R
m=1 ν
(l)
m,k · (E, π, σ, κxm).
Proof of Claim 2: Take Ωl,k and ν
(l)
m,k, m ∈ {1, . . . , l−1} as in Claim 1; fix x ∈ Ωl,k
and let Yl,x,m, µl,x,y be as in Claim 1c).
Note that since our recursive subhomogeneous decomposition is (F , η)-connected,
we have
(31) (Ex, πx, σx, κx) ∼(F ,η) (Exl , πxl , σxl , κxl)
UHF-SLICING 25
and, for each m ∈ {1, . . . , l − 1} and y ∈ Yl,x,m,
(32) (Ey, πy, σy, κy) ∼(F ,η) (Exm , πxm , σxm , κxm),
with notation as in 4.11.
Moreover note that
(33) (Exl , πxl , σxl , κxl) ∼(F ,η) (E, π, σ, κxl)
by Remark 4.3(iii). It follows from (23) that
κx ◦ πx ≈u
⊕
m∈{1,...,l−1}
y∈Yl,x,m
(
rm
rl
µl,x,y
)
· κy ◦ πy,
cf. 4.4 for notation.
But then by Proposition 4.6 we have
(Ex, πx, σx, κx)
(25)
∼(F ,η)
⊕
m∈{1,...,l−1}
y∈Yl,x,m
(
rm
rl
µl,x,y
)
· (Ey , πy, σy, κy)
(32)
∼(F ,η)
⊕
m∈{1,...,l−1}
y∈Yl,x,m
(
rm
rl
µl,x,y
)
· (Exm , πxm , σxm , κxm)
(27)
∼(F ,η)
⊕
m∈{1,...,l−1} ν
(l)
m,k · (Exm , πxm , σxm , κxm)
(33)
∼(F ,η)
⊕
m∈{1,...,l−1} ν
(l)
m,k · (E, π, σ, κxm)
(28)
∼(F ,η) (E, π, σ, κ
(l)
k ).
Combining this with (31) and (33) now yields (29); it also shows (30). We have
now verified Claim 2.
Claim 3: Let p ∈ B be a projection such that
(34)
1
rl
· rank(p|Xl) ≡ ξl ∈ Q
is constant for each l ∈ {1, . . . , R}.
Then, for each l ∈ {2, . . . , R}, the ξl satisfy the relations
(35) ξl =
∑R
m=1 ν
(l)
m,k · ξm, k ∈ {1, . . . , L
(l)},
where the ν
(l)
m,k are as in Claim 1.
Proof of Claim 3: For l ∈ {2, . . . , R} and k ∈ {1, . . . , L(l)} choose x ∈ Ωl,k ⊂ Xl
and let Yl,x,m and µl,x,y be as in Claim 1c).
We have
ξl
(34)
= 1rl · rank(πx(p))
(23)
= 1rl ·
(∑l−1
m=1
(∑
y∈Yl,x,m
(∑µl,x,y
1 rank(πy(p))
)))
(34)
= 1rl ·
(∑l−1
m=1
(∑
y∈Yl,x,m
µl,x,y · rm · ξm
))
(24)
=
∑l−1
m=1 ν
(l)
m,k · ξm,
so (35) holds and Claim 3 is proven.
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Before moving on to Claim 4, let us set
L¯ :=
∑R
l=2 L
(l)
and define L¯×R matrices
T+ :=


ν
(2)
1,1 0 . . .
...
...
ν
(2)
1,L(2)
0 . . .
...
ν
(l)
1,1 . . . ν
(l)
l−1,1 0 . . .
...
...
...
ν
(l)
1,L(l)
. . . ν
(l)
l−1,L(l)
0 . . .
...
ν
(R)
1,1 . . . ν
(R)
R−1,1 0
...
...
...
ν
(R)
1,L(R)
. . . ν
(R)
R−1,L(R)
0


and
T− :=


0 1 . . .
...
...
0 1 . . .
...
0 . . . 0 1 . . .
...
...
...
0 . . . 0 1 . . .
...
0 . . . 0 1
...
...
...
0 . . . 0 1


and note that, with these definitions, ξ1, . . . , ξR satisfy the equation (35) for l ∈
{2, . . . , R}, k ∈ {1, . . . , L(l)} if and only if
(36)


ξ1
...
ξR

 ∈ ker(T+ − T−).
Claim 4: Suppose we have
ξ =


ξ1
...
ξR

 ∈ ker(T+ − T−) ∩ NR.
Then there are N¯ ∈ N and a projection
p ∈ B ⊗MN¯ ⊂
⊕R
l=1 C(Xl)⊗Mrl ⊗MN¯
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such that
(37)
1
rl
· rank(p|Xl) ≡ ξl
for l ∈ {1, . . . , R}.
Proof of Claim 4: Take a trivial projection p1 in B1 = C(X1)⊗Mr1 ⊗MN¯ (for N¯
large enough) with rank r1ξ1.
Now suppose we have constructed projections p1, . . . , pl in B1, . . . , Bl, respec-
tively, such that
(38)
1
rm
· rank(pl′ |Xm) ≡ ξm for 1 ≤ m ≤ l
′ ≤ l
and
ψ′l′(pl′+1) = pl′ for l
′ ∈ {1, . . . , l − 1},
where
ψ′l′ : Bl′+1 ։ Bl′
denotes the canonical surjection, cf. (1).
If Ωl+1 = ∅, then
Bl+1 ∼= C(Xl+1)⊗Mrl+1 ⊕Bl
and we may define
pl+1 := ql+1 ⊕ pl,
where
ql+1 ∈ C(Xl+1)⊗Mrl+1 ⊗MN¯
is a trivial projection with rank ξl+1rl+1.
If Ωl+1 6= ∅, then φl⊗ idMN¯ (pl) is a projection in C(Ωl+1)⊗Mrl+1 ⊗MN¯ and, for
x ∈ Ωl+1, we have
rank((φl ⊗ idMN¯ )(pl)(x))
(23)
=
∑l
m=1
∑
y∈Yl+1,x,m
µl+1,x,y · rank(pl|Xm)
(38)
=
∑l
m=1
∑
y∈Yl+1,x,m
µl+1,x,y · ξmrm
(24)
=
∑l
m=1 ν
(l+1)
m,k · rl+1ξm
(35)
= ξl+1rl+1.
But then by hypothesis, (φl ⊗ idMN¯ )(pl) lifts to a projection p
′
l+1 in C(Xl+1) ⊗
Mrl+1⊗MN¯ ; by changing p
′
l+1 on those components of Xl+1 which do not intersect
Ωl+1, if necessary, we may assume that p
′
l+1 has constant rank ξl+1rl+1 on Xl+1.
Now
pl+1 := p
′
l+1 ⊕ pl ∈ Bl+1 ⊗MN¯ ⊂ C(Xl+1)⊗Mrl+1 ⊗MN¯
satisfies
1
rm
· rank(pl+1|Xm) ≡ ξm
for 1 ≤ m ≤ l + 1. Proceed inductively to construct p1, p2, . . . , pR, then
p := pR
will be as desired. This proves Claim 4.
Let ξ, N¯ and p be as in Claim 4. Since (τ0)∗ = (τ1)∗, we have
(τ0 ⊗ trMN¯ )(p) = (τ1 ⊗ trMN¯ )(p),
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whence ∑R
l=1 ξl · y
τ0
l =
∑R
l=1 ξl · y
τ1
l ,
cf. 6.1. But this just means that
〈ξ, y(0)〉 = 〈ξ, y(1)〉
or, equivalently,
(39) ξ ⊥ (y(0) − y(1)) in RR,
where
(40) y(i) =


yτi1
...
yτiR

 , i ∈ {0, 1}.
Since 1B ∈ B is a projection with
1
rl
· rank(1B|Xl) = 1 for all l, we see from Claim
3 and (36) that
(41) r :=


1
...
1

 ∈ ker(T+ − T−) ∩ ZR.
But positive integer multiples of r are also in ker(T+−T−)∩NR, from which follows
that
(42) ker(T+ − T−) ∩ Z
R = ker(T+ − T−) ∩ N
R − ker(T+ − T−) ∩ N
R.
Moreover, Claim 4 and (42) imply
ker(T+ − T−) ∩ Z
R ⊥ (y(0) − y(1)) in RR,
whence
ker(T+ − T−) ∩Q
R ⊥ (y(0) − y(1)) in RR;
since T+ and T− have only rational coefficients, it follows that ker(T+ − T−) ∩QR
is dense in ker(T+ − T−), whence
ker(T+ − T−) ⊥ (y
(0) − y(1)) in RR.
By elementary linear algebra we have
(ker(T+ − T−))
⊥ = Im(T+ − T−)
∗,
so there is ζ ∈ RL¯ such that
(T+ − T−)
∗ζ = y(0) − y(1).
We may then write
ζ = ζ
+
− ζ
−
with ζ
+
, ζ
−
∈ RL¯+
to obtain the equation
y(0) + T ∗+ζ− + T
∗
−ζ+ = y
(1) + T ∗+ζ+ + T
∗
−ζ−
in RR, in which all vectors and matrices have only positive entries.
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We wish to interpret the entries of the y(i), ζ
+
and ζ
−
as coefficients of sums of
(F , η)-bridges. To this end, we have to approximate them by rationals. Let us first
set
(43) α :=
β¯
8R
(≤ 1).
Claim 5: There are
g(i) = (g
(i)
l )l∈{1,...,R} ∈ Q
R, i ∈ {0, 1},
z+ = (z
(l)
+,k) l∈{2,...,R}
k∈{1,...,L(l)}
∈ QL¯+
and
z− = (z
(l)
−,k) l∈{2,...,R}
k∈{1,...,L(l)}
∈ QL¯+
satisfying
(44) ‖g(i) − y(i)‖max ≤ α, i ∈ {0, 1},
‖z+ − ζ+‖max, ‖z− − ζ−‖max ≤ α,
(45) ‖g(0) + T ∗+z− + T
∗
−z+ − (g
(1) + T ∗+z+ + T
∗
−z−)‖max ≤ α,
(46) 〈r, g(0)〉 = 〈r, g(1)〉
(with r as in (41)), and
(47) 〈r, T ∗+z− + T
∗
−z+〉 = 〈r, T
∗
+z+ + T
∗
−z−〉.
Proof of Claim 5: Easy.
We now set
(48) v(0) := T ∗+z− + T
∗
−z+, v
(1) := T ∗+z+ + T
∗
−z−,
(49) G := 〈r, g(0)〉 =
∑R
l=1 g
(0)
l
(46)
= 〈r, g(1)〉,
(50) Z+ := 〈r, T ∗−z+〉 =
∑
m∈{2,...,R}
k∈{1,...,L(m)}
z
(m)
+,k
and
(51) Z− := 〈r, T ∗−z−〉 =
∑
m∈{2,...,R}
k∈{1,...,L(m)}
z
(m)
−,k .
Note that
(52) |G− 1|
(40),(17)
= |〈r, g(0) − y(0)〉|
(44)
≤ Rα.
For any
z = (z
(m)
k ) m∈{2,...,R},
k∈{1,...,L(m)}
∈ RL¯
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we compute (observing that ν
(m)
l,k = 0 if m ≤ l)
〈r, T ∗+z〉 =
∑R
l=1
∑R
m=2
∑L(m)
k=1 ν
(m)
l,k · z
(m)
k
=
∑R
m=2
∑L(m)
k=1
(∑R
l=1 ν
(m)
l,k
)
· z
(m)
k
Claim 1a)
=
∑R
m=2
∑L(m)
k=1 z
(m)
k
= 〈r, T ∗−z〉,(53)
so that in particular
〈r, T ∗+z+〉 = Z+ = 〈r, T
∗
−z+〉
and
〈r, T ∗+z−〉 = Z− = 〈r, T
∗
−z−〉,
see (50), (51).
We set
(54) V := 〈r, v(0)〉
(48)
= 〈r, v(1)〉
(50),(51)
= Z+ + Z−.
By (45), we may choose w+, w− ∈ QR+ such that
(55) − (g(0) + v(0)) + (g(1) + v(1)) = w+ − w−
and such that
(56) ‖w+‖max, ‖w−‖max ≤ α.
Set
(57) W := 〈r, w+〉
(46),(47)
= 〈r, w−〉.
Note also that
|G+W − 1| ≤
1
2
|〈r, g(0)〉+ 〈r, g(1)〉
+〈r, w+〉+ 〈r, w−〉
−〈r, y(0)〉 − 〈r, y(1)〉|
≤
1
2
(|〈r, g(0) − y(0)〉|+ |〈r, g(1) − y(1)〉|
+|〈r, w+〉|+ |〈r, w−〉|
≤ 2Rα (= β¯/4 < 1/2),
whence
(58) 1G+W ≤ 1 + 4Rα.
(The estimate is only nontrivial for 0 ≤ 1 −G+W ≤ 2Rα(< 1/2); in this case we
use that 1/(1− θ) ≤ 1 + 2θ for 0 ≤ θ ≤ 1/2.)
Let el denote the unit of the l
th copy of Q in ⊕Rl=1Q. We now choose unital
∗-homomorphisms
γ0, γ1, γ˜ :
⊕R
l=1Q → Q
and
γ¯ : Q⊕Q → Q
such that
(59) τQ ◦ γ0(el) =
g
(0)
l
+w+,l
G+W ,
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τQ ◦ γ1(el) =
g
(1)
l
+w−,l
G+W ,
τQ ◦ γ˜(el) =
g
(0)
l
+v
(0)
l
G+V ,
for l ∈ {1, . . . , R} and
(60) τQ ◦ γ¯((1, 0)) =
G+W
2G+V+W ,
τQ ◦ γ¯((0, 1)) =
G+V
2G+V+W ;
these exist by (49), (57) and (54).
Next observe that
y¯0,l
(21)
:= τQ(γ0(el))
(59)
=
g
(0)
l
+w+,l
G+W ,
so
|y¯0,l − y
τ0
l | =
∣∣∣ 1G+W (g(0)l + w+,l)− yτ0l ∣∣∣
= 1G+W |g
(0)
l + w+,l − (G+W )y
τ0
l |
≤ 1G+W (|g
(0)
l − y
τ0
l |+ |G− 1|y
τ0
l + w+,l +Wy
τ0
l )
(16)
≤ 1G+W (|g
(0)
l − y
τ0
l |+ |G− 1|+ 2W )
≤ (1 + 4Rα)(α+ 3Rα)
(43)
< 8Rα
(43)
= β¯
and (22) holds. Here, for the third inequality we have used (58), (44), (40), (52)
and (56).
Set
z := (z
(l)
k ) l∈{2,...,R}
k∈{1,...,L(l)}
∈ QL¯+
and
Z := 〈r, T ∗+z〉;
note that
Z = 〈r, T ∗−z〉;
by (53). We then compute⊕R
m=1
1
Z (T
∗
+z)m · (E, π, σ, κxm)
=
⊕R
m=1
(∑R
l=2
∑L(l)
k=1 ν
(l)
m,k
z
(l)
k
Z
)
· (E, π, σ, κxm)
4.4(iii),4.6
∼(F ,η)
⊕R
l=2
⊕L(l)
k=1
z
(l)
k
Z ·
(⊕R
m=1 ν
(l)
m,k · (E, π, σ, κxm)
)
(30)
∼(F ,η)
⊕R
l=2
⊕L(l)
k=1
z
(l)
k
Z · (E, π, σ, κ
(l)
k )
(29)
∼(F ,η)
⊕R
l=2
⊕L(l)
k=1
z
(l)
k
Z · (E, π, σ, κxl)
=
⊕R
m=1
1
Z (T
∗
−z)m · (E, π, σ, κxm).(61)
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As a consequence, we obtain⊕R
m=1
1
V v
(0)
m · (E, π, σ, κxm)
=
⊕R
m=1
1
V ((T
∗
+z−)m + (T
∗
−z+)m) · (E, π, σ, κxm)
∼(F ,η)
Z−
V ·
(⊕R
m=1
1
Z−
(T ∗+z−)m · (E, π, σ, κxm)
)
⊕ Z+V ·
(⊕R
m=1
1
Z+
(T ∗−z+)m · (E, π, σ, κxm)
)
(61)
∼(F ,η)
Z−
V ·
(⊕R
m=1
1
Z−
(T ∗−z−)m · (E, π, σ, κxm)
)
⊕ Z+V ·
(⊕R
m=1
1
Z+
(T ∗+z+)m · (E, π, σ, κxm)
)
∼(F ,η)
⊕R
m=1
1
V ((T
∗
−z−)m + (T
∗
+z+)m) · (E, π, σ, κxm)
=
⊕R
m=1
1
V v
(1)
m · (E, π, σ, κxm).(62)
We finally compute
(E, π, σ, γ¯ ◦ (κ¯0 ⊕ κ¯))
(60),(59),(19),4.3(iii)
∼(F ,η)
⊕R
m=1
1
2G+V+W (g
(0)
m + w+,m + g
(0)
m + v
(0)
m ) · (E, π, σ, κxm)
(55)
=
⊕R
m=1
1
2G+V+W (g
(1)
m + v
(1)
m + w−,m + g
(0)
m ) · (E, π, σ, κxm)
4.6
∼(F ,η)
2G+W
2G+V+W ·
(⊕R
m=1
1
2G+W (g
(1)
m + w−,m + g
(0)
m ) · (E, π, σ, κxm)
)
⊕ V2G+V+W ·
(⊕R
m=1
1
V v
(1)
m · (E, π, σ, κxm)
)
4.6,(62)
∼(F ,η)
⊕R
m=1
1
2G+V+W (g
(1)
m + w−,m + g
(0)
m + v
(0)
m ) · (E, π, σ, κxm)
(60),(59),(19)
∼(F ,η) (E, π, σ, γ¯ ◦ (κ¯1 ⊕ κ¯)),
thus establishing (20).
7.2Proposition: Let B be a separable unital recursive subhomogeneous C∗-algebra
with recursive subhomogeneous decomposition [Bl, Xl,Ωl, rl, φl]
R
l=1 and let F ⊂ B
1
+
finite and η, δ > 0 be given.
Let (E, π, σ, κ¯0), (E, π, σ, κ¯1) and (E, π, σ, κ¯) be weighted (F , η)-excisors and let
γ¯ : Q⊕Q → Q
be a unital embedding such that
(63) (E, π, σ, γ¯ ◦ (κ¯0 ⊕ κ¯)) ∼(F ,η) (E, π, σ, γ¯ ◦ (κ¯1 ⊕ κ¯))
(compatible with the decomposition).
Then there is a unital embedding
γ : Q⊕Q → Q
such that
(E, π, σ, γ ◦ (κ¯0 ⊕ κ¯)) ∼(F ,η) (E, π, σ, γ ◦ (κ¯1 ⊕ κ¯))
(also compatible with the decomposition) and
|τQ(γ((p, 0)))− τQ(p)| < δ
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for every projection p ∈ Q, in particular
τQ(γ((1Q, 0))) > 1− δ.
Proof: Choose N ∈ N so large that
τQ(γ¯((0, 1)))
N · τQ(γ¯((1, 0))) + τQ(γ¯((0, 1)))
< δ
and a unital embedding
θ : CN+1 ⊗Q → Q
such that
τQ(θ(ei ⊗ 1Q)) =
τQ(γ¯((1, 0)))
N · τQ(γ¯((1, 0))) + τQ(γ¯((0, 1)))
for i ∈ {1, . . . , N} and
τQ(θ(eN+1 ⊗ 1Q)) =
τQ(γ¯((0, 1)))
N · τQ(γ¯((1, 0))) + τQ(γ¯((0, 1)))
.
Define
γ : Q⊕Q → Q
by
γ := θ ◦
(((∑N
i=1 ei
)
⊗ idQ
)
⊕ (eN+1 ⊗ idQ)
)
and
γj : Q⊕Q⊕Q⊕Q → Q
by
γj := θ ◦
(((∑j−1
i=1 ei
)
⊗ idQ
)
⊕ (ej ⊗ idQ)
⊕
((∑N
i=j+1 ei
)
⊗ idQ
)
⊕ (eN+1 ⊗ idQ)
)
for j ∈ {1, . . . , N}.
We clearly have
τQ(γ((1Q, 0))) > 1− δ.
Note also that
(64) γ ◦ (κ¯0 ⊕ κ¯) = γN ◦ (κ¯0 ⊕ κ¯0 ⊕ κ¯1 ⊕ κ¯)
and
(65) γ ◦ (κ¯1 ⊕ κ¯) = γ1 ◦ (κ¯0 ⊕ κ¯1 ⊕ κ¯1 ⊕ κ¯),
since
γN ((0, 0, x, 0)) = γ1((x, 0, 0, 0)) = 0
for x ∈ Q.
We furthermore have
(66) γj ◦ (κ¯0 ⊕ κ¯0 ⊕ κ¯1 ⊕ κ¯) = γj+1 ◦ (κ¯0 ⊕ κ¯1 ⊕ κ¯1 ⊕ κ¯)
for j ∈ {1, . . . , N − 1}. From (63) and 4.6 we obtain
(67) (E, π, σ, γj ◦ (κ¯0 ⊕ κ¯0 ⊕ κ¯1 ⊕ κ¯)) ∼(F ,η) (E, π, σ, γj ◦ (κ¯0 ⊕ κ¯1 ⊕ κ¯1 ⊕ κ¯)).
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We now have
(E, π, σ, γ ◦ (κ¯0 ⊕ κ¯))
(64)
= (E, π, σ, γN ◦ (κ¯0 ⊕ κ¯0 ⊕ κ¯1 ⊕ κ¯))
(67)
∼(F ,η) (E, π, σ, γN ◦ (κ¯0 ⊕ κ¯1 ⊕ κ¯1 ⊕ κ¯))
...
(66)
= (E, π, σ, γj ◦ (κ¯0 ⊕ κ¯0 ⊕ κ¯1 ⊕ κ¯))
∼(F ,η) (E, π, σ, γj ◦ (κ¯0 ⊕ κ¯1 ⊕ κ¯1 ⊕ κ¯))
...
= (E, π, σ, γ1 ◦ (κ¯0 ⊕ κ¯0 ⊕ κ¯1 ⊕ κ¯))
∼(F ,η) (E, π, σ, γ1 ◦ (κ¯0 ⊕ κ¯1 ⊕ κ¯1 ⊕ κ¯))
(65)
= (E, π, σ, γ ◦ (κ¯1 ⊕ κ¯)).
7.3 Proposition: Let B be a separable unital recursive subhomogeneous C∗-
algebra and let F ⊂ B1+ finite and 0 < η, β ≤ 1 be given.
Suppose B has an (F , η)-connected recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
along which projections can be lifted and such that Xl \ Ωl 6= ∅ for l ≥ 1.
Let τ0, τ1 ∈ T (B) be tracial states with
(τ0)∗ = (τ1)∗
(as states on the ordered K0(B)).
Then there are xl ∈ Xl \ Ωl for l ∈ {1, . . . , R} and pairwise orthogonal (F , η)-
excisors
(Exl , πxl , σxl), l ∈ {1, . . . , R};
in this case,
Exl
∼= Mrl , l ∈ {1, . . . , R}
and
(68)
(
E :=
⊕R
l=1Exl , π :=
⊕R
l=1 πxl , σ :=
⊕R
l=1 σxl
)
is an (F , η)-excisor.
Furthermore, there are unital embeddings
κi : E → Q, i ∈ {0, 1},
such that
(E, π, σ, κ0) ∼(F ,η) (E, π, σ, κ1)
and such that
(69) yi,l := τQ(κi(1Exl ))
satisfy
(70) |yi,l − y
τi
l | < β
for i ∈ {0, 1}, l ∈ {1, . . . , R}, where the yτil are as in (16).
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Proof: Apply Proposition 7.1 with
β¯ :=
β
3
to obtain xl ∈ Xl \ Ωl, pairwise orthogonal weighted (F , η)-excisors
(Exl , πxl , σxl , κxl), l ∈ {1, . . . , R},
and unital embeddings
γ0, γ1, γ˜ :
⊕R
l=1Q → Q
and
γ¯ : Q⊕Q → Q.
Apply Proposition 7.2 with
δ :=
β
3
and with
κ¯i := γi ◦
(⊕R
l=1 κxl
)
, i ∈ {0, 1},
and
κ¯ := γ˜ ◦
(⊕R
l=1 κxl
)
to obtain a unital embedding
γ : Q⊕Q → Q
such that
(71) |τQ(γ((p, 0)))− τQ(p)| <
β
3
for every projection p ∈ Q, whence in particular
(72) τQ(γ((0, 1Q))) <
β
3
,
and such that
κi := γ ◦ (κ¯i ⊕ κ¯), i ∈ {0, 1}
satisfy
(E, π, σ, κ0) ∼(F ,η) (E, π, σ, κ1).
With
yi,l = τQ(κi(1Exl )) = τQ(γ(γi(κxl(1Exl ))⊕ γ˜(κxl(1Exl ))))
and
y¯i,l := τQ(γi(κxl(1Exl )))
we have
|yi,l − y
τi
l | ≤ |yi,l − y¯i,l|+ |y¯i,l − y
τi
l |
≤ |τQ(γ(γi(κxl(1Exl ))⊕ 0))− τQ(γi(κxl(1Exl )))|
+τQ(γ(0⊕ γ˜(κxl(1Exl ))))
+|y¯i,l − y
τi
l |
(71),(72),(22)
≤
β
3
+
β
3
+
β
3
.
7.4 Lemma: Let B be a separable unital recursive subhomogeneous C∗-algebra and
let F ⊂ B1+ finite and η > 0 be given.
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Suppose B has an (F , η)-connected recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
along which projections can be lifted and such that Xl \ Ωl 6= ∅ for l ≥ 1.
Let τ (0), . . . , τ (n−1) ∈ T (B) be n faithful tracial states with
(τ (0))∗ = . . . = (τ
(n−1))∗
(as states on the ordered K0(B)).
Then there are
0 = K0 < K1 < . . . < Kn−1 = K ∈ N
and pairwise orthogonal weighted (F , η)-excisors
(Q j
K
, ρ j
K
, σ j
K
, κ j
K
), j ∈ {0, . . . ,K},
implementing (F , η)-bridges
(QK0
K
, ρK0
K
, σK0
K
, κK0
K
) ∼(F ,η) . . . ∼(F ,η) (QKm
K
, ρKm
K
, σKm
K
, κKm
K
)
∼(F ,η) . . . ∼(F ,η) (QKn−1
K
, ρKn−1
K
, σKn−1
K
, κKn−1
K
),
and such that, for each projection q ∈ QKm
K
, m ∈ {0, . . . , n− 1},
(73) (τ (m) ⊗ τQ)σKm
K
(q) ≥
1
n+ 1
· τQκKm
K
(q).
Proof: Let us first prove the lemma for n = 2. Choose
0 < α¯, β, δ <
1
n
such that
(74)
(
1
n
− δ
)
· (1− 2α¯) ≥
1
n+ 1
and
(75) β < α¯ ·
yτ
(i)
l
4
for all i ∈ {0, 1}, l ∈ {1, . . . , R}
(this is possible since Xl \ Ωl 6= ∅ and the traces are faithful, whence yτ
(i)
l > 0).
Let (E, π, σ, κi) and yi,l = τQ(κi(1Exl ))
for i ∈ {0, 1}, l ∈ {1, . . . , R}, be as in
Proposition 7.3.
Choose
0 < γ < β,
then
yi,l − γ − β ≥ yi,l − 2β
(75)
≥ yi,l − α¯ ·
yτ
(i)
l
2
(75)
≥ yi,l − α¯ · (y
τ (i)
l − β)
(70)
≥ (1− α¯) · yi,l.(76)
By Proposition 6.2, there are (F , η)-excisors
(E˙i, ρ˙i, σ˙i), i ∈ {0, 1},
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compatible with the recursive subhomogeneous decomposition, with
E˙i =
⊕R
l=1 E˙i,l
and each E˙i,l a direct sum of copies of Mrl , cf. (18), and such that
(τ¯i,l ⊗ τQ) ◦ (ψl ⊗ idQ) ◦ σ˙i,l(1E˙i,l)
≥ yτ
(i)
l − γ
(70)
≥ yi,l − γ − β
(76)
≥ (1 − α¯) · yi,l.(77)
Choose unital ∗-homomorphisms
κ˙i : E˙i → Q, i ∈ {0, 1},
such that
τQ ◦ κ˙i(1E˙i,l) = yi,l
and
(τ (i) ⊗ τQ) ◦ σ˙i(q) ≥ (τ¯i,l ⊗ τQ) ◦ (ψl ⊗ idQ) ◦ σ˙i,l(q) ≥ (1− α¯) · τQ ◦ κ˙i(q)
for all projections q ∈ E˙i,l; it follows that
(78) (τ (i) ⊗ τQ) ◦ σ˙i(q) ≥ (1 − α¯) · τQ ◦ κ˙i(q)
for all projections q ∈ E˙i.
Now by Proposition 5.3, we have
(79) (E˙i, ρ˙i, σ˙i, κ˙i) ∼(F ,η) (E, π, σ, κi)
for i ∈ {0, 1}. By Proposition 7.3,
(E, π, σ, κ0) ∼(F ,η) (E, π, σ, κ1),
so by transitivity,
(80) (E˙0, ρ˙0, σ˙0, κ˙0) ∼(F ,η) (E˙1, ρ˙1, σ˙1, κ˙1),
with a bridge consisting of (F , η)-excisors
(E˙ j
K
, ρ˙ j
K
, σ˙ j
K
, κ˙ j
K
), j ∈ {0, . . . ,K},
for some K ∈ N.
Choose pairwise orthogonal projections
q0, q1/K , . . . , q1 ∈ Q
such that ∑K
j=0 q j
K
= 1Q
and
τQ(q0) = τQ(q1) =
1
2
− δ
and
τQ(qj/K) =
2δ
K − 1
, j ∈ {1, . . . ,K − 1}.
Choose a ∗-isomorphism
θ : Q⊗Q → Q
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and define, for j ∈ {0, . . . ,K},
Q j
K
:= E˙ j
K
,
ρ j
K
( . ) := ρ˙ j
K
( . ),
σ j
K
( . ) := (idB ⊗ θ) ◦ (σ˙ j
K
( . )⊗ q j
K
),
κ j
K
:= κ˙ j
K
.
We check that the (Q j
K
, ρ j
K
, σ j
K
, κ j
K
), j ∈ {0, . . . ,K}, have the right properties:
Each σ j
K
is an isometric c.p. order zero map since σ˙ j
K
is and since q j
K
is nonzero.
The σ j
K
have pairwise orthogonal images, since the q j
K
are pairwise orthogonal.
For i ∈ {0, 1} and q ∈ Qi a projection, we have
(τ (i) ⊗ τQ)(σi(q)) = (τ
(i) ⊗ τQ)(idB ⊗ θ)(σ˙i(q)⊗ qi)
= (τ (i) ⊗ τQ ⊗ τQ)(σ˙i(q)⊗ qi)
= τQ(qi) · (τ
(i) ⊗ τQ)(σ˙i(q))
≥ (1/2− δ) · (1− α¯) · τQ ◦ κi(q)
≥
1
2 + 1
· τQ ◦ κi(q).(81)
For j ∈ {0, . . . ,K} and b ∈ F ,
‖σ j
K
(1Q j
K
)(b⊗ 1Q)− σ j
K
ρ j
K
(b)‖
= ‖((idB ⊗ θ)(σ˙ j
K
(1Q j
K
)⊗ q j
K
))((idB ⊗ θ)(b ⊗ 1Q ⊗ 1Q))
−(idB ⊗ θ)(σ˙ j
K
ρ˙ j
K
(b)⊗ q j
K
)‖
= ‖(σ˙ j
K
(1Q j
K
)(b⊗ 1Q))⊗ q j
K
− σ˙ j
K
ρ˙ j
K
(b)⊗ q j
K
‖
< η,
so each (Q j
K
, ρ j
K
, σ j
K
, κ j
K
) is a weighted (F , η)-excisor (which is clearly compatible
with the given recursive subhomogeneous decomposition).
We now turn to the case of arbitrary n. Fix (E, π, σ) as in the first part of the
proof, cf. (68). Choose α¯, β, δ as above; we may in addition assume that
(82) (τ (m) ⊗ τQ)σ(q) ≥
nβ
δ
for all m ∈ {0, . . . , n− 1} and all nonzero projections q ∈ E.
We now apply the first part of the proof to each pair τ (m), τ (m+1), m ∈ {0, . . . , n−
2}. This yields for each m ∈ {0, . . . , n− 1} and i ∈ {0, 1} (F , η)-excisors
(E, π, σ, κ
(m)
i )
and
y
(m)
i,l
(69)
= τQ(κ
(m)
i (1Mrl )), l ∈ {1, . . . , R},
such that
|y
(m)
i,l − y
τ (m+i)
l |
(70)
< β
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as well as (F , η)-excisors
(E˙
(m)
i , ρ˙
(m)
i , σ˙
(m)
i , κ˙
(m)
i )
with
(E, π, σ, κ
(m)
0 )
(79)
∼(F ,η) (E˙
(m)
0 , ρ˙
(m)
0 , σ˙
(m)
0 , κ˙
(m)
0 )
(80)
∼(F ,η) (E˙
(m)
1 , ρ˙
(m)
1 , σ˙
(m)
1 , κ˙
(m)
1 )
(79)
∼(F ,η) (E, π, σ, κ
(m)
1 )(83)
and with
(τ (m+i) ⊗ τQ) ◦ σ˙
(m)
i (q)
(78)
≥ (1 − α¯) · τQ ◦ κ˙
(m)
i (q)
for all projections q ∈ E˙
(m)
i , m ∈ {0, . . . , n− 2}, i ∈ {0, 1}.
But then it is not hard to find unital ∗-homomorphisms
κ(m), κˆ
(m)
1 , κˆ
(m+1)
0 : E → Q
such that
(84) 1−nβ/21−(n−1)β/2 · κ
(m) ⊕ β/21−(n−1)β/2 · κˆ
(m)
1 ≈u κ
(m)
1
and
(85) 1−nβ/21−(n−1)β/2 · κ
(m) ⊕ β/21−(n−1)β/2 · κˆ
(m+1)
0 ≈u κ
(m+1)
0
(here, we use notation as in 4.4(ii) to denote weighted sums of ∗-homomorphisms
E → Q).
Combining (83), (84) and (85) with Remark 4.3(ii), one checks that
(1− (n− 1)β2 ) · (E, π, σ, κ
(m)
0 )
⊕
(⊕
m′∈{0,...,n−1}\{m}
β
2 · (E, π, σ, κˆ
(m′)
0 )
)
∼(F ,η) (1− (n− 1)
β
2 ) · (E, π, σ, κ
(m+1)
0 )
⊕
(⊕
m′∈{0,...,n−1}\{m+1}
β
2 · (E, π, σ, κˆ
(m′)
0 )
)
.(86)
Combining (83) with (86) we see that, for all m ∈ {0, . . . , n− 2},
(1− (n− 1)β2 ) · (E˙
(m)
0 , ρ˙
(m)
0 , σ˙
(m)
0 , κ˙
(m)
0 )
⊕
(⊕
m′∈{0,...,n−1}\{m}
β
2 · (E, π, σ, κˆ
(m′)
0 )
)
∼(F ,η) (1− (n− 1)
β
2 ) · (E˙
(m+1)
0 , ρ˙
(m+1)
0 , σ˙
(m+1)
0 , κ˙
(m+1)
0 )
⊕
(⊕
m′∈{0,...,n−1}\{m+1}
β
2 · (E, π, σ, κˆ
(m′)
0 )
)
.(87)
Note that, for any projection q ∈ E˙
(m)
i ,
(1− (n− 1)β2 ) · (τ
(m+i) ⊗ τQ) ◦ σ˙
(m)
i (q)
≥ (1− (n− 1)β2 )(1 − α¯) · τQ ◦ κ˙
(m)
i (q)
≥ (1− 2α¯) · τQ ◦ κ˙
(m)
i (q).
We may therefore assume that there are
0 = K0 < K1 < . . . < Kn−1 = K ∈ N
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and an (F , η)-bridge consisting of (F , η)-excisors
(Q j
K
, ρ j
K
, σ¯ j
K
, κ j
K
), j ∈ {0, . . . ,K}
with
(QKm
K
, ρKm
K
, σ¯Km
K
, κKm
K
)
= (1 − (n− 1)β2 ) · (E˙
(m)
0 , ρ˙
(m)
0 , σ˙
(m)
0 , κ˙
(m)
0 )
⊕
(⊕
m′∈{0,...,n−1}\{m}
β
2 · (E, π, σ, κˆ
(m′)
0 )
)
for m ∈ {0, . . . , n− 1}.
Choose pairwise orthogonal projections
q0, q 1
K
, . . . , q1 ∈ Q
such that ∑
j q j
K
= 1Q
and such that each qKm
K
can be written as a sum of two projections
qKm
K
= q′Km
K
+ q′′Km
K
with
τQ(q
′
Km
K
) = 1/n− δ,
τQ(q
′′
Km
K
) = δ/2
and such that all other projections have the same tracial value nδ/2K.
As in the first part of the proof, choose an isomorphism
θ : Q⊗Q → Q
and define
σ j
K
:= (idB ⊗ θ) ◦ (σ¯ j
K
( . )⊗ q j
K
).
Then the
(Q j
K
, ρ j
K
, σ j
K
, κ j
K
)
clearly are (F , η)-excisors implementing an (F , η)-bridge. (73) is now checked in a
similar manner as (81), using (74) and (82).
8. Tracially large intervals
Let a, b ∈ A+. Recall that the element a is Cuntz subequivalent to b, written a - b,
if there is a sequence (zn)n∈N ⊂ A such that ‖z∗nbzn − a‖ → 0 as n→∞.
For any tracial state τ we may define a dimension function on the positive elements
of M∞(A) by
dτ (a) = lim
n→∞
τ(a1/n).
We say that a simple unital C∗-algebra A has strict comparison (of positive ele-
ments) if dτ (a) < dτ (b) for all τ ∈ T (A) implies that a - b.
The technical foundation for our main result, Theorem 9.1, is laid out in The-
orem 8.4. There we must find an interval in the C∗-algebra that is large on all
traces and can be moved into position under the “discrete” version of the interval
that will come from the (F , η)-bridges of the previous sections. The interval is
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twisted into place using a partial isometry obtained from strict comparison. To do
this, we will tracially match the endpoints of the (F , η)-bridges to functions in a
partition of unity. This requires that the finitely many traces be separated along
the interval. The next lemma shows that we can find an interval with each trace
almost concentrated at distinct points.
In Proposition 8.3, we find a positive element which acts as an “almost” partial
isometry which takes order zero maps to order zero maps. In Theorem 8.4 such an
element will be perturbed into an honest partial isometry (dependent on the finite
subset F ⊂ A ⊗ Q and ǫ > 0) and its support projection will be the unit for the
approximating interval algebra. Proposition 8.3 below will furnish this unit with
the appropriate properties so that (i) and (ii) of Definition 1.1 are satisfied.
The next two lemmas show how to find an interval that is large on all traces. In
Lemma 8.1 we follow the techniques of Kishimoto in [11, Theorem 4.5], Matui and
Sato in [24, Lemma 3.2] and Toms, White and the second author in [32, Lemma
3.4] to move positive contractions of given tracial sizes that are approximately
tracially orthogonal to positive contractions which are norm orthogonal and remain
approximately the same tracial size as the original elements. In Lemma 8.2 we line
up pairwise orthogonal elements, which, using Lemma 8.1, can be of a specified
tracial size, in such a way as to generate an interval.
8.1 Lemma: For every ǫ > 0 and every k ∈ N there is δ > 0 such that if A is a sep-
arable unital C∗-algebra with T (A) 6= ∅ and a0, . . . , ak ∈ A are positive contractions
satisfying τ(aiai′) < δ for all τ ∈ T (A), i 6= i′, then there are pairwise orthogonal
positive contractions b0, . . . , bk ∈ A satisfying 0 < τ(ai − bi) < ǫ for all τ ∈ T (A).
Proof: First of all, there is a 0 < δ0 < 1 such that if A is a C
∗-algebra and
e0, . . . , ek ∈ A+ are contractions satisfying ‖eiei′‖ < δ0 when i 6= i′ ∈ {0, . . . , k}
then there are contractions e˜0, . . . , e˜k ∈ A+ such that ‖e˜i − ei‖ < ǫ/2 and e˜ie˜i′ = 0
for every i 6= i′ ∈ {0, . . . , k} [12, Lemma 2.5.15].
Define a continuous function fδ0 : (0,∞]→ [0, 1] by
fδ0(t) = min(1,
t
δ0
).
Note that (1− fδ0(t))t ≤ δ0 for every t ≥ 0.
Let A be a separable unital C∗-algebra with nonempty tracial state space T (A).
Choose
0 < δ <
ǫ · δ0
2k
and suppose that a0, . . . , ak ∈ A are positive contractions with τ(aiai′) < δ for
every τ ∈ T (A) whenever i 6= i′ ∈ {0, . . . , k}.
For each i ∈ {0, . . . , k} define
(88) gi = a
1/2
i
(∑
i′∈{0,...,k}
i′ 6=i
ai′
)
a
1/2
i .
Then
τ(gi) = τ
(∑
i′∈{0,...,k}
i′ 6=i
aiai′
)
< kδ < ǫ·δ02
for every τ ∈ T (A).
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For each i ∈ {0, . . . , k} define positive contractions
(89) xi = a
1/2
i (1− fδ0(gi))a
1/2
i .
We have that fδ0(t) ≤
t
δ0
for every t ∈ [0, k − 1] from which it follows that
0 ≤ τ(ai − xi) = τ(a
1/2
i fδ0(gi)a
1/2
i )
≤ τ(fδ0(gi))
≤
τ(gi)
δ0
<
ǫ
2
,
for every τ ∈ T (A).
We compute
‖xi′xi‖
2 = ‖xix
2
i′xi‖
≤ ‖xi(
∑
j∈{0,...,k}
j 6=i
xj)xi‖
(89)
= ‖a
1/2
i (1 − fδ0(gi))a
1/2
i (
∑
j∈{0,...,k}
j 6=i
xj)a
1/2
i (1− fδ0(gi))a
1/2
i ‖
(89)
≤ ‖a
1/2
i (1 − fδ0(gi))a
1/2
i (
∑
j∈{0,...,k}
j 6=i
a
1/2
j (1− fδ0(gj))a
1/2
j )a
1/2
i
(1− fδ0(gi))a
1/2
i ‖
≤ ‖a
1/2
i (1 − fδ0(gi))a
1/2
i (
∑
j∈{0,...,k}
j 6=i
aj)a
1/2
i (1− fδ0(gi))a
1/2
i ‖
(88)
= ‖a
1/2
i (1 − fδ0(gi))gi(1 − fδ0(gi))a
1/2
i ‖
≤ ‖(1− fδ0(gi))gi‖
≤ δ0.
By the choice of δ0 there are b0, . . . , b1 ∈ A pairwise orthogonal positive contrac-
tions with ‖bi − xi‖ < ǫ/2. Thus
τ(ai − bi) = τ(ai − xi) + τ(xi − bi)
< ǫ/2 + ‖bi − xi‖ · τ(1A)
< ǫ.
8.2 For 0 ≤ β1 < β2 ≤ 1, define functions fβ1,β2 and gβ1,β2 ∈ C0((0, 1]) by
fβ1,β2(t) =


0, 0 ≤ t ≤ β1
linear, β1 ≤ t ≤ β2
t, β2 ≤ t ≤ 1.
gβ1,β2(t) =


0, 0 ≤ t ≤ β1
linear, β1 ≤ t ≤ β2
1, β2 ≤ t ≤ 1.
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Note that if β1 < β2 < β3 ≤ 1 then
(90) gβ1,β2fβ2,β3 = fβ2,β3gβ1,β2 = fβ2,β3 .
Lemma: Let A be a separable simple unital nuclear C∗-algebra with exactly n > 0
extreme tracial states τ0, . . . , τn−1 ∈ T (A). For i ∈ {0, . . . , n−1}, define continuous
functions on [0, 1] by
γi(t) =


0, t ∈ [0, 1] ∩ ((−∞, i−1n−1 ] ∪ [
i+1
n−1 ,∞))
1, t = in−1
linear, elsewhere.
Then for any δ > 0 there is a ∗-homomorphism
φ : C([0, 1])→ A⊗Q
such that for i ∈ {0, . . . , n− 1}
τi ⊗ τQ(φ(γi)) ≥ 1− δ,
and
0 < τj ⊗ τQ(φ(γi)) < δ
when j 6= i.
Proof: Choose 0 < β < min(12 ,
δ
3 ) and from Lemma 8.1 obtain δ0 for n − 1 in
place of k and ǫ < δ6 .
Let Affb(T (A ⊗ Q)) denote the set of R-valued bounded affine functions on the
tracial state space T (A⊗Q). For each i ∈ {0, . . . , n−1} define continuous functions
h˜i on the extreme boundary of T (A⊗Q) by
h˜i(τi ⊗ τQ) = 1
and
0 < h˜i(τj) ≤ min(
δ
6 , δ0) when i 6= j.
Since the extreme boundary of T (A⊗Q) has only finitely many points and hence
is compact, each h˜i extends to a continuous affine function hi ∈ Affb(T (A ⊗ Q))
satisfying 0 < hi(τ) ≤ 1 for all τ ∈ T (A⊗Q) [1, Theorem II.3.12].
Note that the hi are not only continuous but are also strictly positive. Since A
is simple and unital, by [2, Corollary 3.10], there are positive contractions ai ∈ A+
satisfying
τ(ai) = hi(τ) for all τ ∈ T (A⊗Q).
This gives
τ(aiai′) < δ0 for all τ ∈ T (A⊗Q) and i 6= i
′,
whence the previous lemma allows us to obtain pairwise orthogonal positive con-
tractions y0, . . . , yn−1 ∈ A⊗Q such that τi ⊗ τQ(yi) ≥ 1 −
δ
3 and τi′ ⊗ τQ(yi) ≤
δ
3
for i 6= i′ ∈ {0, . . . , n− 1}.
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Define the following positive elements:
b˜n−1 = yn−1
bn−1 = fβ,2β(b˜n−1)
b˜n−2 = g0,β(b˜n−1) + yn−2
bn−2 = fβ,2β(b˜n−2)
...
b˜1 = g0,β(b˜2) + y1
b1 = fβ,2β(b˜1)
b0 = 1.
Then we have
(R) ‖bi‖ ≤ 1 and bibi−1 = bi−1bi = bi for every i ∈ {1, . . . , n− 1}.
Thus we obtain the map
φ : C([0, 1])→ C∗(b0, . . . , bn−1)
satisfying
φ(1C([0,1])) = b0 and φ(g i−1
n−1 ,
i
n−1
) = bi for i ∈ {1, . . . , n− 1},
since C([0, 1]) can be written as the universal C∗-algebra generated by positive
contractions satisfying the relations (R).
For each i = 1, . . . , n− 2 we have that
γi = g i−1
n−1 ,
i
n−1
− g i
n−1 ,
i+1
n−1
and also
γ0 = 1− g0, 1
n−1
, γn−1 = gn−2
n−1 ,1
.
Thus φ(γi) = bi − bi+1.
We note that
τi ⊗ τQ(bi+1) ≤ τi ⊗ τQ(b˜i+1)
= τi ⊗ τQ(g0,β(b˜i+2)) + τi ⊗ τQ(yi+1)
≤ 1β τi ⊗ τQ(b˜i+2) + τi ⊗ τQ(yi+1)
...
≤ 1βn−i−1 ·
δ
3 +
1
βn−i−2 ·
δ
3 + · · ·+
1
β ·
δ
3 +
δ
3
= δ3 · (1−
1
βn−i )/(1−
1
β )
< δ3 .
It follows that
τi ⊗ τQ(φ(γi)) = τi ⊗ τQ(bi)− τi ⊗ τQ(bi+1)
≥ τi ⊗ τQ(yi)− β −
δ
3
≥ 1− δ.
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Since
∑n−1
j=0 γj = 1, whenever j 6= i we get
γj ≤ 1− γi,
whence
τi ⊗ τQ(φ(γj)) ≤ 1− τi ⊗ τQ(φ(γi)) ≤ δ.
8.3 Recall that if F and A are separable C∗-algebras with F unital and σ : F → A
is a c.p. order zero map, we may define a functional calculus for σ as follows.
Let πσ denote the supporting
∗-homomorphism of σ. Then for f ∈ C([0, 1]), we
define f(σ)(x) = f(σ(1F ))πσ(x), and f(σ) is a well-defined c.p. order zero map [43,
Corollary 3.2], [41, 1.3].
Proposition: Let A be a separable simple unital nuclear C∗-algebra with stable
rank one and strict comparison. Let F be a finite dimensional C∗-algebra. Let
0 < α, ǫ < 1 and suppose
θ, σ : F → A
are c.p. order zero maps satisfying
τ(σ(p)) − dτ (θ(p)) ≥ α
for every nonzero projection p ∈ F and for every τ ∈ T (A). Then, for 0 < β1 <
α/2, there exists s ∈ A satisfying, with β1 < β2 < 1, the following:
(i) s∗s ∈ Her(fβ1,β2(σ(1F ))),
(ii) (θ(x) − ǫ)+ss∗ = ss∗(θ(x) − ǫ)+ = (θ(x) − ǫ)+ for every x ∈ F
(iii) s∗(θ(x)− ǫ)+s = g0,β1(σ)(x)s
∗(θ(1F )− ǫ)+s = s∗(θ(1F )− ǫ)+sg0,β1(σ)(x)
for every x ∈ F .
Proof: Let ǫ and α be given and let θ, σ : F → A be c.p. order zero maps satisfying
the statement of the proposition. Denote the supporting ∗-homomorphisms for the
c.p. order zero maps θ and σ as πθ and πσ, respectively. By the functional calculus,
fβ1,β2(σ) is a well-defined order zero map for any choice of 0 < β1 < β2 < 1.
We claim that dτ (θ(p)) < τ(σ(fβ1,β2)(p)) for every projection p ∈ F and every
τ ∈ T (A).
Note that if σ is a ∗-homomorphism then fβ1,β2(σ) = σ for any choice of 0 <
β1 < β2 < 1. In this case, the claim follows immediately.
Otherwise, we have
fβ1,β2(t) ≥ t−
β1
1−β1
· (1− t) for all t ∈ [0, 1],
thus
fβ1,β2(σ)(p) ≥ σ(p)−
β1
1−β1
· (1− σ(p)).
Note that if p ∈ F is nonzero then τ(σ(p)) 6= 0 for any τ ∈ T (A ⊗ Q) since A is
simple. So τ(σ(p)) > 0 for every τ ∈ T (A ⊗ Q). Also, since α < 1 we also have
β1 <
1
2 . Thus
τ(fβ1,β2(σ)(p)) ≥ τ(σ(p)) −
β1
1−β1
· dτ (1 − σ(p))
> τ(σ(p)) − 2β1 · dτ (1− σ(p))
> τ(σ(p)) − α
≥ dτ (θ(p))(91)
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for every τ ∈ T (A⊗Q) and every nonzero projection p ∈ F , proving the claim.
Write
F = Mr1 ⊕ · · · ⊕MrL ,
and for l = 1, . . . , L, let e
(l)
i,j denote the partial isometry in F corresponding to the
(i, j)th matrix unit in Mrl . For 1 ≤ l ≤ L, by (91) we have that
dτ (θ(e
(l)
1,1)) < τ(fβ1,β2(σ)(e
(l)
1,1)) for all τ ∈ T (A),
so by strict comparison it follows that θ(e
(l)
1,1) - fβ1,β2(σ)(e
(l)
1,1). By [29, Proposition
2.4], there are unitaries ul ∈ A such that
(92) ul(gǫ/2,ǫ(θ)(e
(l)
1,1))u
∗
l ∈ Her(fβ1,β2(σ)(e
(l)
1,1)).
Let
(93) dl = (gǫ/2,ǫ(θ)(e
(l)
1,1))
1/2u∗l .
Then dl satisfies
(94) dld
∗
l (θ(e
(l)
1,1)− ǫ)+ = gǫ/2,ǫ(θ)(e
(l)
1,1))(θ(e
(l)
1,1)− ǫ)+ = (θ(e
(l)
1,1)− ǫ)+,
and similarly (θ(e
(l)
1,1)− ǫ)+dld
∗
l = (θ(e
(l)
1,1)− ǫ)+.
Furthermore, since d∗l (θ(e
(l)
1,1)− ǫ)+dl ∈ Her(fβ1,β2(σ)(e
(l)
1,1)) by (92), we have
g0,β1(σ)(e
(l)
1,1)d
∗
l (θ(e
(l)
1,1)− ǫ)+dl
(90)
= d∗l (θ(e
(l)
1,1)− ǫ)+dl
(90)
= d∗l (θ(e
(l)
1,1)− ǫ)+dlg0,β1(σ)(e
(l)
1,1).(95)
Set
(96) s =
∑L
l=1
∑rl
k=1 πθ(e
(l)
k,1)dlπσ(e
(l)
1,k).
Note that since d∗l dl ∈ Her(fβ1,β2(σ)(e
(l)
1,1)) we have that
dlπσ(e
(l)
1,k)
(90)
= dlg0,β1(σ)(e
(l)
1,1)πσ(e
(l)
1,k) = dlg0,β1(σ)(e
(l)
1,k) ∈ A,
and similarly, since dld
∗
l ∈ Her(gǫ/2,ǫ(θ)(e
(l)
1,1)) we have
πθ(e
(l)
k,1)dl
(90)
= πθ(e
(l))
k,1 )gǫ/4,ǫ/2(θ)(e
(l)
1,1)dl = gǫ/4,ǫ/2(θ)(e
(l)
k,1)dl ∈ A
thus
πθ(e
(l)
k,1)dlπσ(e
(l)
1,k) = gǫ/4,ǫ/2(θ)(e
(l)
k,1)dlg0,β1(σ)(e
(l)
1,k) ∈ A,
and hence s ∈ A.
Since the hereditary C∗-subalgebras Her(fβ1,β2(σ)(e
(l)
1,1)) are pairwise orthogonal,
we have that dld
∗
l′ = 0 when l 6= l
′ and
(97) ss∗ =
∑L
l=1
∑rl
k=1 πθ(e
(l)
k,1)dld
∗
l πσ(e
(l)
1,k).
We have that s∗s ∈ Her(fβ1,β2(σ(⊕
L
l=1e
(l)
1,1)) ⊂ Her(fβ1,β2(σ(1F )), showing (i).
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For (ii), it is obviously enough to show that (θ(e
(l)
i,j) − ǫ)+ss
∗ = (θ(e
(l)
i,j) − ǫ)+ =
ss∗(θ(e
(l)
i,j) − ǫ)+ for arbitrary i, j, l. Furthermore, since θ is order zero, it is clear
that (θ(e
(l)
i,j)− ǫ)+πθ(e
(l′)
k,1 ) = 0 when l 6= l
′. Thus
(θ(e
(l)
i,j)− ǫ)+ss
∗
(97)
= (θ(e
(l)
i,j)− ǫ)+(
∑rl
k=1πθ(e
(l)
k,1)dld
∗
l πθ(e
(l)
1,k))
= (θ(e
(l)
i,j)− ǫ)+πθ(e
(l)
j,1)dld
∗
l πθ(e
(l)
1,j)
= πθ(e
(l)
i,1)(θ(e
(l)
1,1)− ǫ)+dld
∗
l πθ(e
(l)
1,j)
(94)
= πθ(e
(l)
i,1)(θ(e
(l)
1,1)− ǫ)+πθ(e
(l)
1,j)
= πθ(e
(l)
i,1)(θ(e
(l)
1,j)− ǫ)+
= (θ(e
(l)
i,j)− ǫ)+.
The fact that ss∗(θ(e
(l)
i,j) − ǫ)+ = (θ(e
(l)
i,j) − ǫ)+ follows from a nearly identical
calculation.
For (iii), again it suffices to show the case x = e
(l)
i,j .
s∗(θ(e
(l)
i,j)− ǫ)+s
= (πσ(e
(l)
i,1)d
∗
l πθ(e
(l)
1,i))(θ(e
(l)
i,j)− ǫ)+(πθ(e
(l)
j,1)dlπσ(e
(l)
1,j))
= πσ(e
(l)
i,1)d
∗
l (θ(e
(l)
1,1)− ǫ)+dlπσ(e
(l)
1,j)
(95)
= πσ(e
(l)
i,1)g0,β1(σ)(e
(l)
1,1)d
∗
l (θ(e
(l)
1,1)− ǫ)+dlπσ(e
(l)
1,j)
= g0,β1(σ)(e
(l)
i,j)πσ(e
(l)
j,1)d
∗
l (θ(e
(l)
1,1)− ǫ)+dlπσ(e
(l)
1,j)
= g0,β1(σ)(e
(l)
i,j)πσ(e
(l)
j,1)d
∗
l πθ(e
(l)
1,j)(θ(e
(l)
j,j)− ǫ)+πθ(e
(l)
j,1)dlπσ(e
(l)
1,j)
= g0,β1(σ)(e
(l)
i,j)s
∗(θ(1F )− ǫ)+s.
Similarly, s∗(θ(e
(l)
i,j)− ǫ)+s = s
∗(θ(1F )− ǫ)+sg0,β1(σ)(e
(l)
i,j).
8.4 Theorem: Let A be a separable simple unital locally recursive subhomoge-
neous C∗-algebra. Suppose that an approximating recursive subhomogeneous alge-
bra B can always be chosen to have an (F , η)-connected recursive subhomogeneous
decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
along which projections can be lifted and such that Xl \ Ωl 6= ∅ for l ≥ 1. Suppose
further that A has exactly n extreme tracial states τ0, . . . , τn−1 ∈ T (A) satisfying
(τi)∗ = (τj)∗ for every i, j ∈ {0, . . . , n − 1}. Then, for any finite subset F ⊂ A1+
and any 0 < ǫ1, there are a partial isometry s ∈ A ⊗ Q, a finite dimensional
C∗-subalgebra F ⊂ Q and a ∗-homomorphism
Φ : C([0, 1])⊗ F → A⊗Q
such that
ss∗ = Φ(1C([0,1]) ⊗ 1F )
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and
(i) ‖s∗s(a⊗ 1Q)− (a⊗ 1Q)s∗s‖ < ǫ for all a ∈ F ,
(ii) dist(s∗s(a⊗ 1Q)s∗s, s∗Φ(C([0, 1])⊗ F )s) < ǫ for all a ∈ F ,
(iii) τ ⊗ τQ(s
∗s) ≥ 12(n+2) for all τ ∈ T (A).
Proof: Let F and ǫ be given. Since A is locally recursive subhomogeneous, we
may assume, by taking a sufficiently good approximation, that F ⊂ B for some
recursive subhomogeneous C∗-algebra B.
We may furthermore assume that 1A ⊂ F so that τ
(B)
i := τi|B ∈ T (B) are faithful
and, as states on K0(B), satisfy (τ
(B)
i )∗ = (τ
(B)
j )∗ for all i, j ∈ {0, . . . , n− 1}.
Let η > 0 and β1 <
1
8 be so small that
(98) η < β16 · ǫ.
We may apply Lemma 7.4 with respect to η and F to get
0 = K0 < K1 < . . . < Kn−1 = K ∈ N
and pairwise orthogonal weighted (F , η)-excisors
(Q j
K
, ρ j
K
, σ˜ j
K
, κ j
K
), j ∈ {0, . . . ,K},
implementing (F , η)-bridges
(QK0
K
, ρK0
K
, σ˜K0
K
, κK0
K
) ∼(F ,η) . . . ∼(F ,η) (QKm
K
, ρKm
K
, σ˜Km
K
, κKm
K
)
∼(F ,η) . . . ∼(F ,η) (QKn−1
K
, ρKn−1
K
, σ˜Kn−1
K
, κKn−1
K
),
and such that, for each projection q ∈ QKi
K
, i ∈ {0, . . . , n− 1}, from (73) we have
(99) τi ⊗ τQ(σ˜Ki
K
(q)) ≥ 1n+1 · τQκKi
K
(q).
Let 0 < α1 < α2 <
1
2(n−1) and choose
(100) 0 < δ < 23
to apply Lemma 8.2 with
(101) 0 < δ0 <
(n−1)δα2
2n
to get a ∗-homomorphism
φ : C([0, 1])→ A⊗Q
satisfying
τi ⊗ τQ(φ(γ˜i)) ≥ 1− δ0,
and
0 < τj ⊗ τQ(φ(γ˜i)) < δ0
for i 6= j ∈ {0, . . . , n− 1}, where
γ˜i(t) =


0, t ∈ [0, 1] ∩ ((−∞, i−1n−1 ] ∪ [
i+1
n−1 ,∞))
1, t = in−1
linear, elsewhere.
For i ∈ {0, . . . , n− 1}, define γˆi ∈ C([0, 1]) by
γˆi = g i
n−1−α2,
i
n−1−α1
− g i
n−1+α1,
i
n−1+α2
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and for i ∈ {0, . . . , n− 2} define γi,i+1 ∈ C([0, 1]) by
γi,i+1 = g i
n−1+α1,
i
n−1+α2
− g i+1
n−1−α2,
i+1
n−1−α1
,
where we set g−α2,−α1 = 1 and g1+α1,1+α2 = 0. Note that
γˆn−1 +
∑n−2
i=0 γˆi + γi,i+1 = 1C([0,1])
We will now estimate the traces of the φ(γˆi), and φ(γi,i+1). We have
0 ≤ γˆi−1(t), γi−1,i(t) ≤
1
(n− 1)α2
· γ˜i−1(t)
for all t ∈ [0, 1], for all i ∈ {1, . . . , n− 1}, so
τi ⊗ τQ(φ(γi−1,i)), τi ⊗ τQ(φ(γˆi−1)) ≤
1
(n−1)α2
· τi ⊗ τQ(φ(γ˜i−1))
< δ0(n−1)α2
(101)
< δ2n .
One similarly shows that
τi ⊗ τQ(φ(γi,i+1)), τi ⊗ τQ(φ(γˆi+1)) ≤
1
(n−1)α2
· τi ⊗ τQ(φ(γ˜i+1)) <
δ
2n .
It follows that
(102) τi ⊗ τQ(φ(γˆi)) = τi ⊗ τQ(1−
∑n−2
j=0 φ(γj,j+1)−
∑n−1
j=0,j 6=i φ(γˆj)) > 1− δ.
Let t0 < t1 < · · · < tK be a partition of the interval [0, 1] satisfying
tKi−1 =
i−1
n−1 , tKi−1+1 =
i−1
n−1 + α1, tKi−1+2 =
i−1
n−1 + α2
and
tKi−2 =
i
n−1 − α2, tKi−1 =
i
n−1 − α1, tKi =
i
n−1
for i ∈ {1, . . . , n− 1}. When j = Ki for some i ∈ {0, . . . , n− 1}, set
γ j
K
:= γˆj .
When j ∈ {0, . . . ,K} \ {K0, . . . ,Kn−1}, define
γ j
K
(t) =


0, 0 ≤ t ≤ tj and t ≥ tj+2
1, t = tj+1
linear, tj ≤ t ≤ tj+1 and tj+1 ≤ t ≤ tj+2,
so that the γ j
K
are a partition of unity corresponding to t0 < t1 < · · · < tK .
Let p ∈ Q be a projection satisfying τQ(p) =
1
n+2 . Then by (99) and the choice
of δ we have, for each 0 ≤ j ≤ K, that
τ ⊗ τQ(φ(γ j
K
)⊗ κ j
K
(q)⊗ p) < τ ⊗ τQ(σ˜ j
K
(q))
for all τ ∈ T (A⊗Q) and for all projections q ∈ Q j
K
.
Define c.p.c. order zero maps
θ j
K
: Q j
K
→ A⊗Q⊗Q⊗Q ∼= A⊗Q
by
(103) θ j
K
(a) = φ(γ j
K
)⊗ κ j
K
(a)⊗ p.
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Each finite-dimensional C∗-algebra Q j
K
, j ∈ {0, . . . ,K} can be written as a sum
of L(j) ∈ N matrix algebras, Q j
K
= M
r
(j)
1
⊕· · ·⊕M
r
(j)
L(j)
for some r
(j)
1 , . . . , r
(j)
L(j)
∈ N.
Note that for every n ∈ N and every a ∈ (Q j
K
)+ we have that
τ ⊗ τQ(θ j
K
(a)1/n) ≤ τQ ⊗ τQ((κ j
K
(a)⊗ p)1/n) for all τ ∈ T (A).
Thus we see that for every projection q ∈ Q j
K
dτ (θ j
K
(q)) < dτQ⊗τQ(κ j
K
(q)⊗ p)
= τQ ⊗ τQ(κ j
K
(q)⊗ p)
= 1n+2τQ(κ jK
(q))
< 1n+1τQ(κ jK
(q))
(99)
≤ τ(σ˜ j
K
(q))(104)
for all τ ∈ T (A⊗Q).
Define order zero maps by
σ j
K
= g0,β1(σ˜ j
K
).
Note that
(105) g0,β1(t) ≤
1
β1
t, for all t ∈ [0, 1],
thus
‖σ j
K
(1Q j
K
)(b ⊗ 1Q)− σ j
K
(ρ j
K
(b))‖
= ‖g0,β1(σ˜ j
K
(1Q j
K
))πσ˜ j
k
(1Q j
K
)(b ⊗ 1Q)− g0,β1(σ˜ j
K
(1Q j
K
))πσ˜ j
k
(ρ j
K
(b))‖
(105)
≤ 1β1 ‖σ˜ jK
(1Q j
K
)(b ⊗ 1Q)− σ˜ j
K
(ρ j
K
(b))‖
(98)
≤ ǫ6 .(106)
Let η1 > 0 be so small that if a ∈ A and p is a projection such that ‖a∗a−p‖ < η1
then there is v ∈ A such that v∗v = p and ‖v − a‖ < ǫ12 .
Since (104) holds for θ j
K
and σ˜ j
K
for every j ∈ {0, . . . ,K}, we may apply
Lemma 8.3 with
(107) η0 = min{
ǫ
96 ,
1
4 ,
η1
3 }
in place of ǫ to each j ∈ {0, . . . ,K} to get elements
s j
K
∈ A⊗Q
satisfying
(108) s∗j
K
s j
K
∈ Her(fβ′1,β2(σ˜ jK
)(1Q j
K
))
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with 0 < β′1 < min{(σ˜ j
K
(q))− dτ (θ j
K
(q)), β1}, and
s j
K
s∗j
K
(θ j
K
(a)− η0)+(109)
= (θ j
K
(a)− η0)+s j
K
s∗j
K
= (θ j
K
(a)− η0)+ for all a ∈ Q j
K
,
and
σ˜ j
K
(a)s∗j
K
(θ j
K
(1Q j
K
)− η0)+s j
K
(110)
= s∗j
K
(θ j
K
(1Q j
K
)− η0)+s j
K
σ˜ j
K
(a)
= s∗j
K
(θ j
K
(a)− η0)+s j
K
for all a ∈ Q j
K
.
If f is a continuous function then upon approximating by polynomials we have
(111) s j
K
s∗j
K
f((θ(1Q j
K
)−η0)+) = f((θ(1Q j
K
)−η0)+)s j
K
s∗j
K
= f((θ(1Q j
K
)−η0)+).
Moreover
f(s∗j
K
θ(1Q j
K
)− η0)+s j
K
) = s∗j
K
f((θ(1Q j
K
)− η0)+)s j
K
,
hence
(112) σ j
K
(a)s∗j
K
f((θ(1Q j
K
)− η0)+)s j
K
= s∗j
K
f((θ(1Q j
K
)− η0)+)s j
K
σ j
K
(a)
for all a ∈ Q j
K
. Now put
(113) s˜ =
∑K
j=0((θ j
K
(1Q j
K
)− η0)+)1/2s j
K
.
Since Q is a UHF algebra, there is a finite-dimensional C∗-algebra F ⊂ Q such
that
(114) ‖1F − 1Q‖ < η0
and
{κ j
K
◦ ρ j
K
(a) | a ∈ F , 0 ≤ j ≤ K} ⊂η0 F.
Let ι : F →֒Q be the inclusion map and set
(115) Φ := φ(·)⊗ ι(·) ⊗ p : C([0, 1])⊗ F → A⊗Q⊗Q⊗Q (∼= A⊗Q).
Since the σ˜ j
K
have orthogonal images, it follows from (108) above that
(116) s j
K
s∗j′
K
= 0,
and
(117) s j
K
σ j′
K
(a) = 0 for all a ∈ Q j′
K
whenever j 6= j′.
It follows from (116) that
s˜s˜∗ =
∑K
j=0((θ j
K
(1Q j
K
)− η0)+)1/2s j
K
s∗j
K
((θ j
K
(1Q j
K
)− η0)+)1/2
(109)
=
∑K
j=0(θ j
K
(1Q j
K
)− η0)+,
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and we estimate
‖s˜s˜∗ − Φ(1C([0,1]) ⊗ 1F )‖
= ‖
∑K
j=0(θ j
K
(1Q j
K
)− η0)+ − Φ(1C([0,1]) ⊗ 1F )‖
(103)
≤ ‖
∑K
j=0 φ(γ j
K
)⊗ κ j
K
(1Q j
K
)⊗ p− Φ(1C([0,1]) ⊗ 1F )‖+ 2 · η0
(115)
= ‖φ(1C([0,1])⊗ 1Q ⊗ p− φ(1C([0,1]))⊗ ι(1F )⊗ p‖+ 2 · η0
(114)
= 3 · η0
(107)
< η1.
By our choice of η1 there is an honest partial isometry s ∈ A⊗Q satisfying
ss∗ = Φ(1C([0,1]) ⊗ 1F )
and
(118) ‖s˜− s‖ < ǫ12 .
Let a ∈ F and consider the element
∑K
j=0 σ j
K
(ρ j
K
(a)) ∈ A⊗Q. We will use this
to estimate ‖as˜∗s˜− s˜∗s˜a‖. Note that since the functions γ j
K
and γ j′
K
are pairwise
orthogonal whenever |j − j′| ≥ 2 we have that θ j
K
(1Q j
K
)θ j′
K
(1Q j′
K
) = 0 whenever
|j − j′| ≥ 2 whence
(119) (θ j
K
(1Q j
K
)− η0)
1/2
+ s j
K
)∗((θ j′
K
(1Q j′
K
)− η0)
1/2
+ s j′
K
) = 0
whenever |j − j′| ≥ 2. We calculate
(
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗ s˜
(113)
= (
∑K
j=0 σ j
K
(ρ j
K
(a)))(
∑K
j=0 s
∗
j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+ )(
∑K
j=0(θ j
K
(1Q j
K
)− η0)
1/2
+ s j
K
)
(117)
= (
∑K
j=0 σ j
K
(ρ j
K
(a))s∗j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+ ) · (
∑K
j=0(θ j
K
(1Q j
K
)− η0)
1/2
+ s j
K
)
(119)
=
∑K
j=0 σ j
K
(ρ j
K
(a))s∗j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+(120)
·(
∑
{j′ | |j−j′|<2} θ j′
K
(1Q j′
K
)− η0)
1/2
+ s j′
K
).
A similar calculation yields
s˜∗s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))(121)
=
∑K
j=0 s
∗
j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+ · (
∑
{j′ | |j−j′|<2}(θ j′
K
(1Q j′
K
)− η0)
1/2
+ s j′
K
σ j′
K
(ρ j′
K
(a))).
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Thus
‖s˜∗s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))− (
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗s˜‖
(120),(121)
≤ ‖
∑K
j=0 s
∗
j
K
(θ j
K
(1Q j
K
)− η0)+s j
K
σ j
K
(ρ j
K
(a))
−σ j
K
(ρ j
K
(a))s∗j
K
(θ j
K
(1Q j
K
)− η0)+s j
K
‖
+‖
∑K
j=0
∑
{j′ | |j−j′|=1} s
∗
j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+
(θ j′
K
(1Q j′
K
)− η0)
1/2
+ s j′
K
σ j′
K
(ρ j′
K
(a))− σ j
K
(ρ j
K
(a))s∗j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+
(θ j′
K
(1Q j′
K
)− η0)
1/2
+ s j′
K
‖
(110)
= ‖
∑K
j=0
∑
{j′ | |j−j′|=1} s
∗
j
K
(θ j
K
(1Q j
K
)− η0)
1/2
+ (θ j′
K
(ρ j′
K
(a))− η0)
1/2
+ s j′
K
−s∗j
K
(θ j
K
(ρ j
K
(a))− η0)
1/2
+ (θ j′
K
(1Q j′
K
)− η0)
1/2
+ s j′
K
‖
≤ ‖
∑D1
i=0 s
∗
2i
K
(θ 2i
K
(1Q j
K
)− η0)
1/2
+ (θ 2i+1
K
(ρ 2i+1
K
(a))− η0)
1/2
+ s 2i+1
K
−s∗2i
K
(θ 2i
K
(ρ 2i
K
(a))− η0)
1/2
+ (θ 2i+1
K
(1Q 2i+1
K
)− η0)
1/2
+ s 2i+1
K
+s∗2i+1
K
(θ 2i+1
K
(1Q j
K
)− η0)
1/2
+ (θ 2i
K
(ρ 2i
K
(a))− η0)
1/2
+ s 2i
K
−(θ 2i+1
K
(ρ 2i+1
K
(a))− η0)
1/2
+ (θ 2i
K
(1Q 2i
K
)− η0)
1/2
+ s 2i
K
‖
+‖
∑D2
i=0 s
∗
2i+1
K
(θ 2i+1
K
(1Q 2i+1
K
)− η0)
1/2
+ (θ 2i+2
K
(ρ 2i+2
K
(a))− η0)
1/2
+ s 2i+2
K
−s∗2i+1
K
(θ 2i+1
K
(ρ 2i
K
(a))− η0)
1/2
+ (θ 2i+2
K
(1Q 2i+2
K
)− η0)
1/2
+ s 2i+2
K
+s∗2i+2
K
(θ 2i+2
K
(1Q j
K
)− η0)
1/2
+ (θ 2i+1
K
(ρ 2i+1
K
(a))− η0)
1/2
+ s 2i+1
K
−s∗2i+2
K
(θ 2i+2
K
(ρ 2i+2
K
(a))− η0)
1/2
+ (θ 2i+1
K
(1Q 2i
K
)− η0)
1/2
+ s 2i+1
K
‖,
where
D1 =
{
D
2 − 1, if D is even
D−1
2 , if D is odd,
D2 =
{
D
2 − 1, if D is even
D−3
2 , if D is odd.
Note that if i and i′ are either both even or both odd, i 6= i′ we have(
s∗i
K
x0s i+1
K
+ s∗i+2
K
x1s i+1
K
)
· (s∗i′
K
x2s i′+1
K
+ s∗i′+2
K
x3s i′+1
K
) = 0,
for any x0, . . . , x3 ∈ A⊗Q since |i + 1− i
′| > 2 implies
s i+1
K
(s i+1
K
)∗s i′
K
(s i′
K
)∗ = 0.
Thus each sum in the norm estimates above consists of mutually orthogonal sum-
mands, allowing us to estimate
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‖s˜∗s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))− (
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗s˜‖
≤ 2 · max
j=0...,K
(‖(θ j
K
(1Q j
K
)− η0)
1/2
+ (θ j+1
K
((ρ j+1
K
(a))− η0)
1/2
+
−(θ j
K
((ρ j
K
(a))− η0)
1/2
+ )(θ j+1
K
(1Q j+1
K
)− η0)
1/2
+ ‖
+‖(θ j+1
K
(1Q j+1
K
)− η0)
1/2
+ )(θ j
K
(ρ j
K
(a))− η0)
1/2
+
−(θ j+1
K
(ρ j+1
K
(a))− η0)
1/2
+ )(θ j
K
(1Q j
K
)− η0)
1/2
+ ‖)
≤ 4 · (4η
1/2
0 + max
j=0,...,K
‖θ j+1
K
(1Q j+1
K
)1/2θ j
K
(ρ j
K
(a))1/2 − θ j+1
K
(ρ j+1
K
(a))1/2θ j
K
(1Q j
K
)1/2‖)
(103)
< 4 · (4η
1/2
0 + max
j=0,...,K
‖κ j+1
K
(1Q j+1
K
)1/2κ j
K
(ρ j
K
(a))1/2 − κ j+1
K
(ρ j+1
K
(a))1/2κ j
K
(1Q j
K
)1/2‖)
(5)
< 16η
1/2
0 + 4η
1/2
(107)
< ǫ/6 + ǫ/12
(98)
< ǫ/4.(122)
It is straightforward to check that s j
K
= s j
K
σ j
K
(1Q j
K
). Then note that
‖s j
K
σ j
K
(ρ j
K
(a))) − s j
K
(a⊗ 1Q)‖ ≤ ‖σ j
K
(ρ j
K
(a))− σ j
K
(1Q j
K
)(a⊗ 1Q)‖
(106)
< ǫ/6.(123)
Thus
‖s∗s(a⊗ 1Q)− (a⊗ 1Q)s
∗s‖
≤ 4 · ‖s˜− s‖+ ‖s˜∗s˜(a⊗ 1Q)− (a⊗ 1Q)s˜
∗s˜‖
(118)
≤ ǫ/3 + 2 ·max
j
‖s j
K
σ j
K
(ρ j
K
(a))) − s j
K
(a⊗ 1Q)‖
+‖s˜∗s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))− (
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗s˜‖
(123),(122)
< ǫ/3 + ǫ/3 + ǫ/4
< ǫ.
For (ii), we calculate, for a ∈ F ,
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s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗
(117)
=
∑K
j=0(θ(1Q j
K
)− η0)
1/2
+ s j
K
σ j
K
(ρ j
K
(a))s∗j
K
(θ(1Q j
K
)− η0)
1/2
+
(111)
=
∑K
j=0 s j
K
s∗j
K
(θ(1Q j
K
)− η0)
1/2
+ s j
K
σ j
K
(ρ j
K
(a))s∗j
K
(θ(1Q j
K
)− η0)
1/2
+
(112)
=
∑K
j=0 s j
K
σ j
K
(ρ j
K
(a))s∗j
K
(θ(1Q j
K
)− η0)
1/2
+ s j
K
s∗j
K
(θ(1Q j
K
)− η0)
1/2
+
(111)
=
∑K
j=0 s j
K
σ j
K
(ρ j
K
(a))s∗j
K
(θ(1Q j
K
)− η0)+s j
K
s∗j
K
(110)
=
∑K
j=0 s j
K
s∗j
K
(θ(ρ j
K
(a))− η0)+s j
K
s∗j
K
(109)
=
∑K
j=0(θ(ρ j
K
(a))− η0)+
(103)
=
∑K
j=0(φ(γ j
K
)⊗ κ j
K
(ρ j
K
(a)) ⊗ p− η0)+.
Define h ∈ C([0, 1])⊗Q⊗Q by
h :=
∑K
j=0 φ(γ j
K
)⊗ κ j
K
(ρ j
K
(a))⊗ p.
Let a j
K
∈ F be elements satisfying
(124) ‖a j
K
− κ j
K
(ρ j
K
(a))‖ < η0,
and put
h′ :=
∑K
j=0 Φ(γ j
K
⊗ a j
K
) ∈ Φ(C([0, 1])⊗ F ).
Then
‖h− h′‖ ≤ ‖
∑
j even φ(γ j
K
)⊗ (κ j
K
(ρ j
K
(a))− a j
K
)‖
+‖
∑
j odd φ(γ j
K
)⊗ (κ j
K
(ρ j
K
(a))− a j
K
)‖
(124)
< 2 · η0
(107)
< ǫ/48
< ǫ/4.
We calculate
‖s˜∗hs˜− s˜∗s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗ s˜‖
≤ ‖h− s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗‖
(124)
< 2 · η0
(107)
< ǫ/4,
56 KAREN R. STRUNG AND WILHELM WINTER
so
‖s∗h′s− s∗s(a⊗ 1Q)s
∗s‖ ≤ 6 · ‖s− s˜‖+ ‖h− h′‖
+‖s˜∗hs˜− s˜∗s˜(
∑K
j=0 σ j
K
(ρ j
K
(a)))s˜∗ s˜‖
< ǫ/2 + ǫ/4 + ǫ/4
= ǫ.
This shows (ii).
Finally,
τ(s∗s) = τ(ss∗)
= τ(φ(1C([0,1]))⊗ 1F ⊗ p)
(114)
> 1−η0n+2 · τ(φ(1C([0,1]))
≥ 1−η0n+2 · (
∑n−1
i=0 τ(φ(γi)))
(102)
≥ 1−η0n+2 · (1− δ)
(100),(107)
≥ 1n+2 ·
3
4 ·
2
3
> 12(n+2) ,
for all τ ∈ T (A⊗Q), showing that (iii) holds.
9. Main result, applications and outlook
9.1 Theorem: Let A be a separable simple unital locally recursive subhomogeneous
C∗-algebra with exactly n > 0 extreme tracial states τ0, . . . , τn−1 ∈ T (A) satisfying
(τi)∗ = (τj)∗ for all i, j ∈ {0, . . . , n − 1}. Suppose that an approximating recur-
sive subhomogeneous algebra B can always be chosen to have an (F , η)-connected
recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
along which projections can be lifted and such that Xl \ Ωl 6= ∅ for l ≥ 1. Then
A⊗Q is TAI.
Proof: The class I contains the finite dimensional C∗-algebras, is closed under
direct sums and tensor products with finite dimensional C∗-algebras, and every C∗-
algebra in I can be written as a universal C∗-algebra with weakly stable relations.
Thus we may apply Lemma 1.2, and it is enough to show that there is an m ∈ N
such that, for any ǫ > 0 and any finite subset F ⊂ A ⊗Q, there exist a projection
p ∈ A⊗Q and a unital C∗-subalgebra B ⊂ p(A⊗ U)p and B ∈ S such that:
(i) ‖pb− bp‖ < ǫ for all b ∈ F ,
(ii) dist(pbp,B) < ǫ for all b ∈ F ,
(iii) τ(p) > 1/m for all τ ∈ T (A⊗Q).
By Lemma 1.3 we need only consider finite subsets of the form F = G ⊗{1Q} for
G ⊂ A. Now the result follows from Theorem 8.4 with m = 2(n+ 2).
9.2 Corollary: Let A be a separable simple unital locally recursive subhomo-
geneous C∗-algebra with exactly n > 0 extreme tracial states τ0, . . . , τn−1 ∈ T (A)
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satisfying (τi)∗ = (τj)∗ for all i, j ∈ {0, . . . , n − 1}. Suppose that an approximat-
ing recursive subhomogeneous algebra B can always be chosen to have a recursive
subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
such that dimXl ≤ 1 for l ≥ 2. Then A⊗Q is TAI.
Proof: Follows from Theorem 9.1 with Corollary 3.3.
Let A be a unital separable simple C∗-algebra. The Elliott invariant of A is given
by
Ell(A) = (K0(A),K0(A)+, [1A],K1(A), T (A), rA),
where (K0(A),K0(A)+, [1A]) is the partially ordered K0-group with positive cone
K0(A)+ and order unit [1A], K1(A) the K1-group of A, T (A) the simplex of tra-
cial states and rA : T (A) → S(K0(A)) is the map given by rA(τ)([p] − [q]) =
τ(p) − τ(q). For two C∗-algebras A and B, we write Ell(A) ∼= Ell(B) if there are
an order and unit preserving group homomorphism φ : (K0(A),K0(A)+, [1A]) →
(K0(B),K0(B)+, [1B]), a group homomorphism ψ : K1(A) → K1(B) and a home-
omorphism γ : T (B)→ T (A) such that the following diagram commutes:
T (B)
rB

γ // T (A)
rA

S(K0(B))
·◦φ // S(K0(A)).
9.3 Notation: We let A denote the class of C∗-algebras such that if A ∈ A then
A is a unital separable simple locally recursive subhomogeneous C∗-algebra such
that the approximating recursive subhomogeneous algebra B can always be chosen
to have an (F , η)-connected recursive subhomogeneous decomposition
[Bl, Xl,Ωl, rl, φl]
R
l=1
along which projections can be lifted and such that Xl \ Ωl 6= ∅ for l ≥ 1.
9.4Corollary: Let A ∈ A with exactly n > 0 extreme tracial states τ0, . . . , τn−1 ∈
T (A) satisfying (τi)∗ = (τj)∗ for all i, j ∈ {0, . . . , n − 1}. Let p be a supernatural
number and Mp the associated UHF algebra. Then A⊗Mp is TAI.
Proof: This follows immediately from Theorem 9.1 and [20, Theorem 3.6] with
[13, Theorem 7.1 (b)], which shows that a simple unital C∗-algebra is TAI if and
only if it has tracial rank less than or equal to one. We note that [13, Theorem
7.1 (b)] uses Gong’s decomposition theorem [10]. To avoid this technical theorem,
we observe that tracial rank less than or equal to one can be replaced by TAI in
the statements of Lemma 3.4 and Theorem 3.6 of [20] and that the proofs work in
exactly the same way by simply replacing all C∗-algebras of tracial rank less than or
equal to one with C∗-algebras that are TAI, and invoking the more general Lemma
2.3 of [8] instead of [16, Proposition 3.6].
9.5 Proposition: Let A be a separable simple unital locally recursive subhomoge-
neous C∗-algebra. Then A satisfies the UCT.
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Proof: For any ǫ > 0 and any finite subset F ⊂ A we may approximate A by a
subhomogeneous C∗-algebra B. Since B is Type I, B satisfies the UCT. Therefore
the result follows immediately by appealing to Theorem 1.1 of [6].
9.6 Corollary: Let A,B ∈ A be C∗-algebras, and let n ∈ N \ {0}. Suppose there
are exactly n extreme tracial states τ0, . . . , τn−1 ∈ T (A) satisfying (τi)∗ = (τj)∗ for
all i, j ∈ {0, . . . , n− 1}. Then
A⊗Z ∼= B ⊗Z if and only if Ell(A⊗Z) ∼= Ell(B ⊗Z).
If, in addition, A and B have finite decomposition rank, then
A ∼= B if and only if Ell(A) ∼= Ell(B).
Proof: A⊗Q and B⊗Q are TAI by Theorem 9.1. Since A and B satisfy the UCT,
the result follows by applying [17, Corollary 11.9]. Since A and B are separable,
simple, nonelementary and unital, the second statement then follows from the fact
that finite decomposition rank implies Z-stability [41, Theorem 5.1].
In [7, Section 5], Elliott constructs examples of approximately subhomogeneous
C∗-algebras by attaching one-dimensional spaces to the circle. These examples
exhaust the Elliott invariant in the weakly unperforated case. In that paper, the
Elliott invariant of these algebras is computed but classification results are not
given. In the case of finitely many traces inducing the same state on K0, we are
able to obtain classification by the results above. In particular this shows that
Elliott’s examples, assuming the restriction to finitely many tracial states inducing
the same state onK0, agree with the examples of [20]; this was previously unknown.
9.7 Corollary: Let A and B be inductive limits of building block algebras defined
in [7, Section 5.1.2] and let n ∈ N\{0}. Suppose there are exactly n extreme tracial
states τ0, . . . , τn−1 ∈ T (A) satisfying (τi)∗ = (τj)∗ for all i, j ∈ {0, . . . , n− 1} and
exactly n extreme tracial states τ ′0, . . . , τ
′
n−1 ∈ T (B) satisfying (τ
′
i)∗ = (τ
′
j)∗ for all
i, j ∈ {0, . . . ,m− 1}. Then A⊗Q and B ⊗Q are TAI and we have
A ∼= B if and only if Ell(A) ∼= Ell(B).
Proof: By definition, A and B can be written as inductive limits A = lim−→An
and B = lim−→Bn where An and Bn are recursive subhomogeneous C
∗-algebras of
topological dimension less than or equal to one. It follows from Corollary 3.3 that
A,B ∈ A and thus by the assumptions on the tracial state spaces, we have A⊗Q
and B⊗Q are TAI by Corollary 9.2. Since the approximating algebras An and Bn
all have dimension less than or equal to one, both A and B have finite decomposition
rank. Thus classification follows from Corollary 9.6.
At least to some extent, we are also able to apply our result in the context of
C∗-algebras of minimal dynamical systems. In [18], Lin and Matui study minimal
dynamical systems on the product of the Cantor set and T. Let X be the Cantor set
and let ξ : X → T be a continuous map. Then we can define Rξ : X → Homeo(T)
by Rξ(x)(t) = t+ ξ(x) for x ∈ X and t ∈ T. If α : X → X is a homeomorphism of
the Cantor set X , then
α×Rξ : X × T→ X × T : (x, t) 7→ (α(x), Rξ(x)(t))
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is a homeomorphism of X × T.
In the case that the homeomorphisms α × Rξ are minimal, Lin and Matui show
that the crossed products C(X × T) ⋊α×Rξ Z are tracially approximately finite or
have tracial rank one and hence classifiable as they satisfy the UCT [18, Theorem
4.3]. Under the additional assumption of finitely many extreme tracial states, all of
which induce the same state at the level ofK0, our Theorem 9.1 offers an alternative
route to the same result.
9.8 Corollary: Let (X,α) and (Y, β) be Cantor dynamical systems, ξ : X → T
and ζ : Y → T continuous maps and suppose that α×Rξ and β×Rζ are minimal.
Put A := C(X×T)⋊α×Rξ Z and B := C(Y ×T)⋊α×Rζ Z. Suppose T (A) and T (B)
each have finitely many extreme points such that [τA]∗ = [τ
′
A]∗ in K0(A) for every
extreme point τA, τ
′
A and [τB ]∗ = [τ
′
B ]∗ in K0(B) for every extreme point τB , τ
′
B.
Then
A ∼= B if and only if Ell(A) ∼= Ell(B).
Proof: Let A and B be as above. Let u and v be the canonical unitaries inducing
the actions of Z in A and B, respectively. For x ∈ X × T and y ∈ Y × T, define
Ax := C
∗(C(X × T), uC0((X × T) \ {x})),
and similarly,
By := C
∗(C(Y × T), vC0((Y × T) \ {y})).
These are generalizations of the subalgebras introduced by Putnam in [26]. By
[21, Section 3] Ax and By can be written as inductive limits Ax = limA
(n)
x and
By = limB
(n)
y where A
(n)
x and B
(n)
y are recursive subhomogeneous C∗-algebras of
topological dimensions dim(X×T) and dim(Y ×T), respectively. Hence by Propo-
sition 5.2 the recursive subhomogeneous algebras can be chosen to have (F , η)-
connected decompositions with base spaces of dimension less than or equal to one.
It follows from Corollary 3.3 that projections can be lifted along the recursive sub-
homogeneous decompositions.
We have affine homeomorphisms T (Ax) ∼= T (A), T (By) ∼= T (B) and order iso-
morphisms K0(Ay) ∼= K0(A), K0(By) ∼= K0(By) [21, Theorem 1.2 (2), (4)] so the
requirements for Corollary 9.2 are satisfied, hence with Corollary 9.4 we see that
Ax⊗Mp and By⊗Mp are TAI for any supernatural number p. From [31, Theorem
4.5] this implies that A⊗Mp and B ⊗Mp are both TAI.
Since A and B satisfy the UCT and are Z-stable [35, Theorem B] (also see [36,
Theorem 0.2]), as in the proof of Corollary 9.7, the result now follows from [17,
Corollary 11.9]
Since our main theorem does not require that projections separate tracial states
(indeed, we assume this is not the case if there is more than one tracial state),
this classification result is not covered by [35, Theorem A] (see also Theorem 0.1
of [36]). Despite the fact that all tracial states induce the same state on K0, our
result does not cover Connes’ odd sphere examples [5, Section 3]. In this case, the
dimension of base spaces of the standard RSH decomposition of Ay will not have
dimension less than or equal to one, and so it is not clear that any decomposition
can be found which satisfies the projection lifting requirement. At present this
is needed to guarantee that the solving of the linear system in Proposition 7.1
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produces a projection, but it is possible that the lifting result is more than is
necessary. It seems promising that our current techniques can be adapted to cover
more general C∗-algebras, specifically more complicated C∗-algebras of minimal
dynamical systems including the Connes spheres.
In subsequent work we will pass from finitely many extremal traces to arbitrary
trace spaces. This requires an additional set of UHF slicing tools as well as certain
lifting results for maps between Cuntz semigroups (see for example [3, 28, 4, 27]).
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