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Abstract: Study of patterns on images is recognized as an important step in characterization and classification of 
image. The ability to efficiently analyze and describe image patterns is thus of fundamental importance. The study 
of syntactic methods of describing pictures has been of interest for researchers. Array Grammars can be used to 
represent and recognize connected patterns. In any image the patterns are recognized using connected patterns. It 
is very difficult to represent all connected patterns (CP) even on a small 3 x 3 neighborhood in a pictorial way. The 
present paper proposes the model of array grammar capable of generating any kind of simple or complex pattern 
and derivation of connected pattern in an image neighborhood using the pro posed grammar is discussed. 
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1. INTRODUCTION 
Today string grammars are studied widely in the field of 
computer science, mathematics and linguistics since they 
describe various forms of language constructs. The string 
grammar plays a significant and crucial role in the analysis of 
any language especially in high level languages. Similarly the 
study of syntactic methods of describing pictures considered 
as connected, digitized finite arrays in a two-dimensional 
plane[1] have been of great interest for many researchers. 
There are two different types of models one, puzzle languages 
[2] and the other, recognizable picture languages [1]. The 
former introduced to solve certain problems of tiling, is a type 
of Rosenfeld model [3]. In the context free case, the 
generative capacity of puzzle grammars is the same as that of 
Context Free array grammars [2] but in the case of basic 
puzzle grammars consisting of an extension of the right linear 
rules, the generative power is higher than that of regular array 
grammars [5] . The second model was introduced in an 
attempt to extend the notion of recognizability in one 
dimension to two dimensions. In the one-dimensional case, 
the notions of languages generated by the right linear (left 
linear) grammars, languages accepted by finite automata 
(deterministic or non-deterministic), rational languages, 
recognizable languages all coincide. The new model of 
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recognizable picture language extends to two dimensions the 
characterization of the one-dimensional recognizable 
languages in terms of the alphabetic morphism of local 
languages. This has good closure properties but is still not 
closed under complementation and has an undecidable 
emptiness problem. The class has been shown to be equivalent 
to the class recognized by on-line tessellation automaton [6], a 
kind of cellular automata and has also been characterized in 
terms of existential, monadic, second-order definable picture 
languages [7]. In 1990 two different types of picture language 
models called Puzzle languages and recognizable picture 
languages describing digitized pictures  using 2 – D plane are 
introduced [2, 3, 4, 8]. G Siromoney et. al[9] derived 
parallel/sequential model capable of generating interesting 
classes of pictures that do not maintain a fixed proportion. 
Later KAG is motivated by the intricate patterns and found in 
the kolam (the folk are of India, also called rangoli or 
rangavalli) and the need to have array rewriting rules. 
Motivated by this[8] a second set of rectangular models 
(hereafter called rectangular kolam arrays) which are more 
powerful and are suited to generating patterns that maintain 
fixed proportion. In order to show growth along the edges and 
to extend Lindenmayer systems [12] to arrays, G Siromoney 
et. al. introduced rectangular and radial L-models [10,11]. 
These models compare favorably with kolam models in their 
generative power, but they are easier to operate. 
 The present paper is organized as follows. The section two 
deals with Role of patterns in image processing. In section 
three the definition of Isometric Array Grammar is given. The 
section four discusses the need and definition of connected 
pattern array grammar (CPAG). The section five presents 
examples of derived CP by the proposed CPAG. The section 
six gives the conclusions.  
 2. Role of Pattern in Image Processing 
 Today images are obtained without noise with high resolution, 
accuracy, without any illumination and reflection effects after 
the development of powerful high resolution digital cameras, 
powerful scanners and other image capturing devices. That‟s 
why Image analysis and characterization was widely studied 
over the last three decades in a variety of applications, 
including medical imaging, pattern recognition, industrial 
inspection, age classification, face recognition, texture 
classification, and texture based image retrieval.  
 Patterns have been recognized as an important attributes of 
image data. They are used extensively in the visual 
interpretation of image data, in which pattern is often more 
important than the other image attributes. A simple pattern of 
a neighborhood can be considered as one of the image 
primitive feature. Image patterns can often be used to 
recognize familiar objects in an image or retrieve images with 
similar pattern. Study of patterns plays a significant role in 
texture analysis.  
 The present paper assumes image texture as characterized not 
only by the grey value at a given pixel, but also by the grey 
value pattern in a neighborhood surrounding the pixel. The 
ability to efficiently analyze and describe textured patterns is 
thus of fundamental importance. A simple pattern of a 
neighborhood can be considered as one of the texture 
primitive feature. Textural patterns can often be used to 
recognize familiar objects in an image or retrieve images with 
similar texture from a database. 
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2.1 Representation of connected patterns on a 
3 x 3 neighborhood 
Though the study and derivation of patterns plays a 
significant and crucial role in image texture analysis, most 
of the researchers find it difficult to represent/denote 
various patterns in a neighborhood. For example, a 3 * 3 
neighborhood will have nine pixels and representing CP in 
a pictorial way is very difficult. The proposed paper 
derives an array grammar model that efficiently represents 
various connected patterns in the neighborhood. 
Based on the above significance of patterns and their role 
in various image analysis, classification, recognition and 
representation issues, few researchers concentrated on 
developing a Grammatical representations to patterns. 
These representations are called as Array Grammars (AG).  
If we count “Connected Patterns”(CP) in a 3 x 3 
neighborhood by always assuming  the central pixel of the 
window is a grain or one. In the following figures „0‟ 
indicates no grain and „1‟ indicates a grain. There will be 
eight different formations of CP with two grain 
components by fixing one of the grains at pixel location 
(0,0) on a 33 mask as shown in Fig.1. 
1 0 0  0 1 0 
0 1 0  0 1 0 
0 0 0  0 0 0 
 (a)    (b)  
0 0 1  0 0 0 
0 1 0  0 1 1 
0 0 0  0 0 0 
 (c)    (d)  
0 0 0  0 0 0 
0 1 0  0 1 0 
0 0 1  0 1 0 
 (e)    (f)  
0 0 0  0 0 0 
0 1 0  1 1 0 
1 0 0  0 0 0 
   (g)    
Fig.1 Representation of CP with two grain components by 
fixing one of the grain component at (0, 0) 
In the similar way there will be twenty eight formations of 
CP with two grain by positioning one of the grains at the 
pixel location (0, 0) and changing the position of the other 
without repetition of patterns. Proceeding in the same 
manner by increasing the fixed grain components, many 
connected patterns can be generated on a 33 window. This 
indicates that we can generate different patterns by fixing 
grains. Representing such a huge number of patterns is 
tedious task. The present paper addresses this, by deriving a 
new array grammar called “Connected Patten Array 
Grammar (CPAG)”. 
3 Array Grammars 
The language of an array grammar has been defined as the 
set of finite, connected terminal arrays. The terminal array 
components are continuous forming connected patterns. 
To ensure connectedness of patterns few AG models have 
made use of special „#‟ symbol surrounding the start 
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symbol and also they play an extensive role in maintaining 
the geometrically isometric properties of production 
rules[13]. 
The digitized finite arrays in a two-dimensional plane have 
been of great interest for many researchers. Picture 
languages generated by array grammars or recognized by 
array automata have been advocated since the 1970s for 
problems arising in the framework of pattern recognition 
and image processing [14]. The language of an array 
grammar has been defined by many researchers as the set 
of finite connected terminal arrays, surrounded by #‟s, that 
can be derived by an initial/starting symbol S surrounded 
by #‟s[13]. 
Isometric (or Isotonic) AG introduced by Rosenfeld[3] is a 
formal model of two dimensional pattern generation.  
Definition: An isometric array grammar (IAG) is a system 
defined by  
  G = (N, T, P, S, #) 
where N is a finite nonempty set of nonterminal symbols, 
T is a finite nonempty set of terminal symbols (N ∩ T = 
Φ), S (є N) is a start symbol, # (doesn‟t belong to N U T) 
is a special blank symbol. 
P is a finite set of rewriting rules of the form α → β where 
α and β are words over N U T U {#} and sat isfy the 
following conditions: 
1. The shapes of α and β are geometrically identical. 
2. α contains at least one nonterminal symbol. 
3. Terminal symbols in α are not rewritten by the 
rule α → β. 
4. The application of the rule α → β preserves the 
connectivity of the host array 
4 Generation of Connected Patterns 
Study of patterns on textures is recognized as an important 
step in characterization and classification of texture. Various 
approaches are existing to investigate the textural and spatial 
structural characteristics of image data, including measures of 
texture [16], Fourier analysis [15,17], fractal dimension [18], 
variograms [19,20,21,23] and local variance measures [22].  
The present paper after studying the significance of pattern 
representation and also to avoid and to overcome the tedious 
process of representing CP as described in section 2.1, derived 
a new array grammar called Connected pattern Array Grammar 
(CPAG). The CPAG is a useful representation to derive CP on 
any neighborhood. No researcher has concentrated in the 
grammars for deriving connected patterns that can overcome 
the tedious way of pictorial representation.  
A CPAG is defined by 5 tuple form where G = ({S, A}, {a, b}, 
P, S, #) where S and A are the non-terminals, a and b are 
terminals, P is the set of production rules as mentioned below, 
S is the start symbol and # is the special blank symbol. 
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The set P of rules is as follows:
 
In the above representation, the terminal symbol a is treated as 
grain component or with intensity value 1, b is represented as 
non-grain component or 0 intensity value. 
The proposed CPAG is an Isometric Array Grammar as each 
pair of rules in G satisfies the condition of Isometric Array 
Grammar production rules and also the production rules 
satisfies the condition of Context Free Array Grammar as α 
contains exactly one non terminal and possibly one or more 
#s. 
5 Generation of CP by the proposed CPAG 
The following productions of the proposed CPAG derives  
CP with one grain component (central pixel is assumed to 
be a grain) on a 3x 3 neighborhood. 
S # #  b A #  b b A  
# # # → # # # → # # # → 
# # #  # # #  # # #  
            
b b a  b b a  b b a  
# # A → # A b → A a b → 
# # #  # # #  # # #  
            
b b a  b b a  b b a  
b a b → b a b → b a b → 
A # #  b A #  b b A  
            
b b a          
b a b          
b b b          
 
6 Conclusions 
The proposed CPAG attempted and overcome the tedious 
way of representing the connected patterns in an image 
neighborhood. Since the same production rules are used to 
generate any kind of connected pattern no necessity of 
defining new set of production rules for each kind of pattern 
in CPAG. The proposed CPAG is easy to understand as it is 
more or less similar to Context Free class of string 
grammars and also easy to derive any kind of connected 
patterns as it is having less number of production rules. The 
proposed work can be extended for deriving patterns of 
signal processing. Also, a recognizing device may be 
constructed to recognize CPAG derived patterns. 
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