Quantum Recurrences in Periodically Driven Systems by Saif, Farhan
ar
X
iv
:q
ua
nt
-p
h/
06
03
09
9v
1 
 1
1 
M
ar
 2
00
6
Quantum Recurrences in Periodically Driven Systems
Farhan Saif
Department of Electronics, Quaid-i-Azam University, Islamabad, Pakistan.
(October 11, 2018)
We investigate the quantum recurrence phenomena in periodically driven systems. We calculate
the classical period and the quantum recurrence time and develop their interdependence. We further
predict the behavior of the recurrence phenomena for the power law potentials.
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I. INTRODUCTION
The phenomena of recurrence or revival is a beautiful
combination of classical mechanics, wave mechanics, and
quantum laws. A wave packet evolves over a short period
of time in a potential, initially following classical mechan-
ics. It spreads while moving along its classical trajectory,
however rebuilds itself after a classical period. It follows
wave mechanics in its long time evolution and gradually
observes a collapse. However, the discreteness of quan-
tum mechanics leads to the restoration and restructuring
of the wave packet.
In one degree of freedom systems the phenomena of
quantum revivals are well studied both theoretically and
experimentally. The quantum revivals were first stud-
ied in cavity quantum electrodynamics [1–3]. Recently,
the existence of revivals has been investigated in atomic
[4–11] and molecular [12–15] wave packet evolution.
The periodically driven quantum systems [16–18],
and two-degree-of-freedom systems such as stadium bil-
liard [19] indicate the presence of quantum revivals in
higher dimensional systems. Latter, it is proved that the
recurrence or revival phenomenon is a generic property
of the one degree of freedom periodically driven quantum
systems [20]. In the present contribution we calculate the
classical period and quantum revival time for the driven
systems. Moreover, we calculate their interdependence
for different dynamical regimes. Latter we explain these
interdependences for the power law potentials.
The layout of the paper is as follows: In Sec. II,
we write general Hamiltonian for the periodically driven
time dependent systems. In Sec. III, we calculate the
quasi-energy eigen functions and quasi-energies for these
systems. In Sec. IV we calculate the classical period
and quantum recurrence time and write their interdepen-
dence in Sec. V. We dedicate section VI for a discussion
of this interdependence in power law potentials.
II. PERIODICALLY DRIVEN SYSTEMS
In its evolution in time a material wave packet displays
quantum revivals in a one dimensional system driven by
an external periodic force [20]. Subject to the strength
of the external modulation, the classical dynamics may
support stable and unstable motion. The Hamiltonian of
the system in the dimensionless form is expressed as,
H = H0 + λV (z) sin t . (1)
Here, H0 = p
2/2m + V1, is the Hamiltonian of the un-
driven system, and V1 is the potential of the undriven sys-
tem. The eigen states and the eigen values of the time in-
dependent system are, |n〉, and, En, respectively. More-
over, λ expresses the dimensionless modulation strength,
and V (z) defines the coupling between the one dimen-
sional potential and the external modulation.
The measurement of the time of the revival in the clas-
sical domain and in the quantum domain requires the so-
lution of the periodically driven quantum system. In the
time dependent system the energy is no more a constant
of motion. Therefore, the periodically driven system is
made to solve in the region of resonances by using the
secular perturbation theory [21]. In this approach, the
faster frequencies are averaged out and the dynamical
system is effectively reduced to one degree of freedom,
which is integrable. Thus, the solution of the periodi-
cally driven system yields the quasi-eigen energy and the
quasi-energy eigen states.
III. QUASI-ENERGY AND QUASI-ENERGY
EIGEN STATES
In order to calculate the quasi- energy eigen states and
the quasi-energy of the driven system, we [22,23] make
the ansatz that the solution of the Schro¨dinger equation
corresponding to the Hamiltonian (1) is written as,
|ψ(t)〉 =
∑
n
Cn(t)|n〉 exp
{
−i
[
Er + (n− r) h¯
N
]
t
h¯
}
,
(2)
where, h¯ is the scaled Planck’s constant, and Er is the
average energy of the wave-packet in the Nth resonance.
We substitute Eq. (2) in the time dependent
Schro¨dinger equation. By following the method of sec-
ular perturbation theory, we [23] get the transformed
Schro¨dinger equation as,
1
ih¯
∂g
∂t
=
[
− h¯
2N2ζ
2
∂2
∂θ2
− iNh¯
(
ω − 1
N
)
∂
∂θ
+H0 + λV sin(θ)
]
g .
(3)
The scaled parameters, ζ = E′′r /h¯
2, and, ω = E′r/h¯, phys-
ically express the nonlinearity in the system and its fre-
quency, respectively. Here, E′′r , defines the second deriva-
tive and E′r defines the first derivative of the unperturbed
energy, calculated at the mean quantum number, n = r.
We apply the method of factorization, such that,
g(θ, t) = g˜(θ)e−iEt/h¯e−i(ω−1/N)θ/Nζh¯ (4)
and change the variable, θ, as θ = 2z + pi/2. The sub-
stitutions reduce the Eq. (3) to the standard Mathieu
equation [24], viz.,
[
∂2
∂z2
+ a− 2q cos(2z)
]
g˜(z) = 0 . (5)
Here,
a =
8
N2ζh¯2
(
E − H¯0 + (ω − 1/N)
2
2ζ
)
, (6)
where, E is the quasi-energy of the system. Moreover,
q = 4λV/N2ζh¯2, and g˜(z) is a pi-periodic function.
The function g˜(θ) is related to Cn(t) as,
Cm =
1
2pi
2pi∫
0
g(ϕ)e−i(m−r)ϕ dϕ
=
1
2Npi
2Npi∫
0
g(θ)e−i(m−r)θ/N dθ . (7)
Hence, the Floquet quasi-energy eigen functions are
|ψk(t)〉 = e−iEkt/h¯ |uk(t)〉 , (8)
where, quasi energy eigen values Ek, and |uk(t)〉 are de-
fined as
Ek ≡ h¯
2N2ζ
8
aν(k) −
(ω − 1/N)2
2ζ
+ H¯0 , (9)
|uk(t)〉 ≡ 1
2pi
∑
n
eint/N
2pi∫
0
dϕeiνNϕ/2e−i(n−r)ϕ/2Pν(k) |n〉 . (10)
In this way, we have obtained an approximate solution
for a nonlinear resonance of our explicitly time-dependent
system.
In order to obtain a pi-periodic solution in ϕ-
coordinate, we require the coefficient of ϕ in the expo-
nential factor to be equivalent to an even integer, k. This
condition provides the value for the index ν as,
ν =
2k
N
+
2(ω − 1/N)
Nζh¯
. (11)
IV. THE QUANTUM RECURRENCE TIMES
An initial excitation produced at the action, I = I0,
observes various time scales at which it reappears com-
pletely or partially during its evolution in the dynamical
system. In order to find these time scales at which re-
vivals occur in the quantum mechanical modulated sys-
tem, we employ the eigen energy Ek of the system [20,26].
These time scales, T
(j)
λ , are inversely proportional to
the frequencies, ω(j), where j is an integer. The fre-
quency, ω(j), is defined as
ω(j) = (j!)−1h¯(j−1)
∂(j)Ek
∂I(j)
= (j!h¯)−1
∂(j)Ek
∂n(j)
, (12)
calculated at I = I0 = n0h¯. The index j describes the
order of differentiation of the quasi energy, Ek. With the
increasing values of j, we have smaller frequencies which
indicate longer times for the higher-order revivals.
The time scale, T
(1)
λ = T
(cl)
λ , defines classical period of
the driven system and is inversely proportional to ω(1).
In the absence of external periodic modulating force, the
frequency ω(1) reduces to ω.
The time scale, T
(2)
λ = T
(Q)
λ , defines quantum me-
chanical revival time in the modulated systems. It
has inverse proportionality with ω(2). Here, we have
ω(2) = (2!)−1h¯∂2Ek/∂I2|I=I0 . Partial reappearance of
the initially excited wave packet occurs, at the fractions
of the revival time. Therefore, it is appropriately named
as fractional revival phenomenon.
On substituting the value for the quasi energy, Ek, from
Eq. (9) in ω(1), we obtain the classical period as,
T
(cl)
λ = [1−M (cl)o ]T (cl)0 ∆. (13)
By making the same substitution in, ω(2), we find the
quantum revival time for the driven system as,
T
(Q)
λ = [1−M (Q)o ]T (Q)0 . (14)
Here, the time scales, T
(cl)
0 (≡ 2pi/ω), and T (Q)0 (≡
2pi( h¯2!ζ)
−1), define the classical period and the quantum
revival time in the absence of external modulation. More-
over, ∆ = (1− ωN/ω)−1 where ωN = 1/N .
The time modification factorM
(cl)
o andM
(Q)
o are given
as,
M (cl)o = −
1
2
(
λV ζ∆2
ω2
)2
1
(1− µ2)2 , (15)
and
2
M (Q)o =
1
2
(
λV ζ∆2
ω2
)2
3 + µ2
(1− µ2)3 (16)
where,
µ =
N2h¯ζ∆
2ω
. (17)
Equations (13) and (14) express the classical period
and the quantum revival time in a one degree of freedom
system in the presence of an external modulation. These
time scales are function of the modulation strength λ,
the frequency, ω, and the nonlinearity, ζ, associated with
the unmodulated system.
As the modulation term vanishes, that is λ = 0, the
modification terms M
(cl)
o and M
(Q)
o disappear. Thus,
from Eqs. (13) and (14), it is obvious that the classical
period and the quantum revival time in the presence and
in the absence of external modulation are equal, that is,
T
(cl)
λ = T
(cl)
0 and T
(Q)
λ = T
(Q)
0 . As there exist no reso-
nances for λ = 0, we find ∆ = 1.
V. CLASSICAL PERIOD AND QUANTUM
REVIVAL TIME: INTERDEPENDENCE
The nonlinearity present in the energy spectrum of the
undriven system, contributes to the classical period and
the quantum revival time in the presence and in the ab-
sence of an external modulating force [26].
A. Vanishing nonlinearity
In the absence of nonlinearity in the energy spectrum,
i.e for ζ = 0, the time modification factor for the classi-
cal period M
(cl)
o and for the quantum revival time M
(Q)
o
vanish, which is evident from Eqs. (15) and (16). Thus,
a periodically driven linear system displays the quantum
revivals after infinite time, i.e T
(Q)
λ = T
(Q)
0 =∞.
Hence, in the modulated linear system only classical
period exists. The system displays revivals after the clas-
sical period, that is T
(cl)
λ = T
(cl)
0 ∆ = 2pi∆/ω.
B. Weak nonlinearity
For weakly nonlinear energy spectrum, the classical pe-
riod, T
(cl)
λ , and the quantum revival time, T
(Q)
λ , in the
presence of modulation are related with, T
(cl)
0 , and, T
(Q)
0 ,
of the unmodulated system as,
3T
(cl)
λ T
(Q)
0 +∆T
(cl)
0 T
(Q)
λ = 4∆T
(Q)
0 T
(cl)
0 . (18)
Since the quantum revival time, T
(Q)
λ , and, T
(Q)
0 , de-
pend inversely on nonlinearity in the unmodulated sys-
tem, they are much larger than the classical period, T
(cl)
λ ,
and T
(cl)
0 . Thus, the time modification factors M
(cl)
o and
M
(Q)
o are related as,
M (Q)o = −3M (cl)o = −3α, (19)
where
α =
1
2
(
λV ζ
ω2
)2
. (20)
The modification factor α is directly proportional to the
square of the nonlinearity, ζ2 in the system.
In the asymptotic limit, i.e. for ζ approaching zero, the
quantum revival time in the modulated and unmodulated
system are equal and infinite, that is T
(Q)
λ = T
(Q)
0 =∞.
Furthermore, the classical period in the modulated and
unmodulated cases are related as, T
(cl)
λ = T
(cl)
0 ∆, as men-
tioned above.
The quantum revival time T
(Q)
λ reduces by 3αT
(Q)
0 ,
whereas, T
(cl)
λ increases by αT
(cl)
0 .
C. Strong nonlinearity
For strongly nonlinear energy spectrum, the classical
period, T
(cl)
λ , and the quantum revival time, T
(Q)
λ , in the
presence of the coupling are related with the, T
(cl)
0 , and,
T
(Q)
0 , of the uncoupled system as,
T
(cl)
λ T
(Q)
0 −∆T (cl)0 T (Q)λ = 0. (21)
We have the time modification factors related as
M (Q)o =M
(cl)
o = −β, (22)
where
β =
1
2
(
4λV
N2ζh¯2
)2
. (23)
Hence, for a highly nonlinear case β approaches to zero.
Thus, the time modification factors, given in Eqs. (15)
and (16), vanish both in the classical domain and in the
quantum domain. As a result, the Eqs. (13) and (14) re-
duces to, T
(cl)
λ = T
(cl)
0 ∆, and T
(Q)
λ = T
(Q)
0 , which proves
the equality given in Eq. (21).
The quantity β which determines the modification
both in classical period and in quantum revival time is in-
versely depending on fourth power of Planck’s constant
h¯, hence for highly quantum mechanical cases we find
that the revival times remain unchanged.
3
VI. QUANTUM RECURRENCES AND POWER
LAW POTENTIALS
We may express a large number of potentials as power
law potentials [25], such that V1(z) = V0| za |k, where V0
and a are arbitrary constants. For the corresponding one
degree of freedom system, the energy eigen value is
E(k)n =
[(
n+
1
2
)
pih¯
2a
√
2m
V
1/k
0
Γ(1/k + 3/2)
Γ(1/k + 1)Γ(3/2)
]2k/k+2
.
(24)
The corresponding classical frequency and nonlinearl-
ity in the absence of any external force is defined as
ω =
1
h¯
2k
k + 2
(
r +
1
2
)−1
E(k)r , (25)
and
ζ =
1
h¯2
2k(k − 2)
(k + 2)2
(
r +
1
2
)−2
E(k)r . (26)
Hence the classical period and the quantum recurrence
time read as
T
(cl)
0 =
2pih¯
E
(k)
r
k + 2
2k
(
r +
1
2
)
, (27)
and
T
(Q)
0 =
4pih¯
E
(k)
r
(k + 2)2
2k(k − 2)
(
r +
1
2
)2
, (28)
respectively.
We substitute the values of T
(cl)
0 and T
(Q)
0 from
Eqs. (27) and (28) in the Eqs. (18) and (21). Thus for a
weak nonlinearity in the power law potentials, the inter-
dependence between the classical period and the quan-
tum recurrence time in the presence of external periodic
modulation becomes
T
(Q)
λ = −3CkT (cl)λ + 4T (Q)0 , (29)
and, for a strong nonlinearity it reads as,
T
(Q)
λ = CkT
(cl)
λ , (30)
respectively. Here, we define Ck as
Ck =
2
∆
(
k + 2
k − 2
)(
r +
1
2
)
. (31)
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