Abstract-The project portfolio scheduling problem has become very popular in recent years. Current project oriented organisations have to design a plan in order to execute a set of projects sharing common resources such as personnel teams. These projects must, therefore, be handled concurrently. This problem can be seen as an extension of the job shop scheduling problem; the multi-purpose job shop scheduling problem. In this paper, we propose a hybrid approach to deal with a biobjective optimisation problem; Makespan and Total Weighted Tardiness. The approach consists of three phases; in the first phase we utilise a Genetic Algorithm (GA) to generate a set of initial solutions, which are used as inputs to recurrent neural networks (RNNs) in the second phase. In the third phase we apply adaptive learning rate and a Tabu Search like algorithm with the view to improve the solutions returned by the RNNs. The proposed hybrid approach is evaluated on some well-known benchmarks and the experimental results are very promising.
I. INTRODUCTION
The project portfolio scheduling focuses on discrete projects [1] , and it has attracted significant research interest [2] , [3] , [4] , [5] because the modern organisations operate in multi-project and multi-objective environment. The typical approach to this problem usually aims at a single objective. However, recent studies [1] , [6] have proposed multiobjective models that are close to the real world projects.
Job shop scheduling problem (JSSP) has been explored by many researchers during the last few decades. Some of these efforts utilised a very promising concept, the recurrent neural network (RNN) [7] . Other researchers [8] combined two evolutionary approaches i.e. Neural Networks and Genetic Algorithms in order to solve similar problem; the Resource Constraint Project Scheduling problem. According to this approach, the key difference between the two techniques is that GA is suitable for global search while neural network fits well with local search. This distinction is also strong for our problem because we need to enhance a RNN method, as it depends on the initial conditions e.g. the initial solution. Hence, we need a method that will feed the RNN with good initial solutions and the GA approach can provide a set of good initial solutions.
The motivation of the current work is its subject matter. It deals with projects that are implemented by an organisation not just a single isolated project. Secondly, it utilises an MPM JSSP model that fits well in other disciplines such as manufacturing. Another important aspect of this work is the combination of GA, RNN, Tabu and it aims at solving a multi-objective formulation of the problem.
In this paper, not only we propose an approach that combines two well known techniques; the neural network and the Genetic Algorithm (GA) in order to deal with the multipurpose machines JSSP (MPM JSSP), but also we propose an auxiliary tabu search like algorithm (TSA) to improve the final solution.
Exact techniques for exploring the whole solution space are NP-complete, therefore, heuristic methods could provide a good alternative that can return good solutions within a reasonable execution time. The basic concept of Tabu search aims to continue the search whenever a local optimum is reached by allowing non-improving moves. Tabus prevent the examination of previously visited solutions while the nontabu list concentrates only on promising searches. Using a combination of RNNs with the Tabu meta-heuristic method is a very promising technique since Tabu search could accelerate the process by not allowing returning back to already visited solutions.
The rest of the text is organised as follows: The system model is presented in Section II. In Section III we discuss the adopted and adapted benchmark instances. In Section IV we present the proposed approach while in Section V we present the experimental results and corresponding analysis. Finally, in Section VI we conclude and discuss some future research directions.
II. SYSTEM MODEL
A globally accepted notation for theoretical study of scheduling problems was proposed by Graham et al. [9] . According to this classification α|β|γ, the generalised version of our problem can be expressed as follows (1):
The system model of the project portfolio scheduling problem is adopted from [1] , [6] . Briefly, each schedule S is a vector that consists of the start times of the activities (operations) of all projects (jobs). So, the generalised constrained model can be expressed as follows:
Objective o Note that the activities a ix and a jy can be assigned to the same resource r m . The studied objectives are the Makespan (C max ) and the Total Weighted Tardiness (
Subject to
S ix − S ix+1 + φ ix ≤ 0, i ≤ N, x ≤ X − 1 S ix ≥ 0, i ≤ N, 1 ≤ x ≤ X δ m ix,jy (S m ix − S m jy + φ ix ) ≤ 0, ∀r m ∈ r ix ∩ r jy , i = j (1 − δ m ix,jy )(S m jy − S m ix + φ jy ) ≤ 0, ∀r m ∈ r ix ∩ r jy , i = j S m ix = S ix , ∀m ∈ RN i=1 w i T i ).
III. BENCHMARKS
Our approach exploited the method used by Dermikol et al. [10] in order to obtain instances suitable for the Total Weighted Tardiness. We used a random generator to produce for every instance a corresponding set of weights and the due times for all jobs (projects). So, the derived benchmarks consists of the following subsets (we keep the initial code names for the instances):
These benchmarks have their advantages and limitations. While they give more freedom, we cannot compare our results to the previous works as they did not use the same benchmarks. However, we still can measure the performance of our approach by calculating how close the returned solutions are to the optimal ones.
IV. PROPOSED APPROACH
The overall approach of the solving method aiming at the problem consists of three distinguished phases that perform in serial fashion. In other words, the outcome of each phase is the input of the next one. More specifically, the phases are the Initial Schedule derivation, the Generation of a set of Schedules, and the core RNN learning process.
Regarding the first phase, we need to underline that RNN based search approaches require a start point, i.e. a initial solution. So, the first step of the solving process is the construction of the initial schedules. In order to complete this stage, we used a greedy technique that gives good schedules (better than the random schedule). The key issue of this technique is to assign to each activity a resource without violating the constraints of the problem. The criterion for this choice is that the shortest or the longest first unassigned activity from all projects is assigned to the first available resource that can execute it. The technique and its results are described in detail in a previous work [6] .
The second phase is responsible for the enrichment of the set of the schedules that will be used as start points by the RNN learning process. This phase receives as input the two initial schedules that were produced in phase 1 and then by employing a Genetic Algorithm which generates a number of schedules, completes a set of initial feasible solutions. In other words, the GA, that is used, enhances the diversity of the initial set of solutions.
Finally, the third phase is the main phase of the overall solving method. This phase implements the RNN learning process within an additional heuristic technique, the Tabu Search, in order to improve its performance.
A. Genetic Algorithm
The algorithm that produces initial schedules [6] , [1] returns very good start points to the RNN for many problems instances. However, the algorithm does not perform well for large scale and complicated instances giving distant points of the solution space.
Apparently, the main cause of this effect is due to the assignment part of the algorithm and a technique which can amend the solution process is the employment of a Genetic Algorithm that will change the initial resource assignment deriving more and better initial schedules.
Genetic Algorithm (GA) is an adaptive search technique that can perform in large solution spaces. According to some researchers [8] , this technique is convenient for global searching. On the other hand, it is not so effective for searching in local level because GA produce new solutions by perturbation that lead to new distant points (solutions) of the solution space.
According to GA terminology, one significant ingredient is the solution's encoding that called chromosome. The chromosome of our problem is the schedule. Each gene of the chromosome corresponds to a specific activity of the schedule and the assigned resource. Actually, each gene is a quadruple that consists of the necessary info regard to an activity. More specifically, the gene contains the project id, the phase id, the start time of the activity, and the resource identifier which has been assigned to it. Algorithm 1 describes, step by step, the proposed GA.
SELECT the best two solutions parent1, parent2 6: CROSSOVER randomly parts of parent1, parent2
FORM of f spring1, of f spring2 8: MUTATE of f spring1, of f spring2
EVALUATE of f spring1, of f spring2
P L ← P L {of f spring1}
12:
P LCounter ← P LCounter + 1 13: end if 14: if (Eval(of f spring2) < (Eval(parent1) and (Eval(of f spring2) < (Eval(parent2) then
15:
P L ← P L {of f spring2} end if 18: end while Our choice for the solution's (schedule's) encoding is its encoding as an integer. Because the derived genes (resources assignments) after the crossover, and especially after the mutation sometimes form non-feasible schedules then we made adjustment corrections or discard the problematic offspring. Actually, we utilized the adjustment algorithm, presented on the next section, which keeps the schedules feasible. Moreover, our choice for the population size is equal to ten schedules because larger number will affect significantly the total algorithm's speed and we utilized the two-points crossover as selection method for offspring production.
B. Neural Network
The proposed RNN has only one energy function, which is the sum of the two energy functions but the objective is not a linear combination of the two objective functions. Similarly, there is only one equation of motion for both objectives, the Makespan and Total Weighted Tardiness. The altered model uses a single RNN for all objective functions. This combined form of the previous objectives is significantly different than previous approaches [6] where each objective has a dedicated RNN. Actually, the proposed RNN is an ensemble of RNN. The combined RNN can be extended to cover more than 2 objectives.
Note that this RNN does not have hidden layers and consists of only one layer of neurons with zero input. The number of the RNN neurons is calculated easily by the product 2 × N × X where N is the number of projects and X the number of activities for every project. The energy function and the equations of motion, for all RNNs, are defined by the equations (2), (3):
The above function (2), more analytically is expressed as (4),:
Where c i (S) are the transformations used in order to express the above problem into an unconstrained form:
where, γ, ω, and ξ = γ + 2ω are respectively the number of conjunctive constraints, the number of disjunctive constraints, and the total number of constraints is (δ is equal to 0 or 1).
This transformation is the result of the constraints' relaxation but this type of formulation has a serious drawback. There are two competitive terms that require minimisation. Unfortunately, this antagonism provokes too many local minima. Hence, every similar approach needs a mechanism that deviates the local minima as much as possible.
Most of the existing research works were focused on single objective function problems. Adibi et al [11] tried to minimise concurrently two different objectives; the Makespan and the tardiness of the JSSP. The interesting point of this study is that the authors combined the two objectives into one using a linear combination. We believe that this choice is not well justified and it is quite arbitrary. However, this work [11] is one of the rare endeavors that aim at tackling JSSP using neural network technique for minimising multiobjective functions.
Although most of the machine learning systems use predefined fixed learning rates, this choice affects significantly the convergence speed. Therefore, some researchers adopted more flexible learning rates that can be changed during the neural network evolution. This approach is called dynamic learning rate [12] or adaptive learning rate [13] . The justification of this idea is based on the empirical results. These findings show when learning rate is very high, the algorithm do not converge, or it has too high penalty cost. On the other hand, when the learning rate is very low, the algorithm is very slow and ineffective. A usual approach is to start with a high learning rate and then decrease it over time. A better method is to adopt a learning rate that is increased slightly after each iteration where the cost is decreased, and it is decreased sharply when the cost rises.
Hence, we adopt a similar approach. More specifically, when the energy function (or cost function) is decreased then we increase the learning rate in order to accelerate the convergence speed and when the same function is increased then we reduce the learning rate in order to adjust the evolution process. We based our rate adjustments on the iteration number. Actually, this modification improves radically the quality of our solutions in local level, e.g. when we trigger the neural network from a good start point then the adaptive learning rate seems to perform perfectly.
Algorithm 2 Constraints Adjustment
1: SORT all items of T S (Temp Schedules) according to StartTime 2: for all items of Sorted T S do 3: if T S i,j .startime + T S i,j .load > T S i,j+1 .startime then 4: T S i,j+1 .startime ← T S i,j .startime + T S i,j .load 5: INSERT T S i,j in T S (using binary search) 6: end if 7: for all T S x,y involved in a Disjunctive Constraint with T S i,j do 8: if T S i,j .startime + T S i,j .load > T S x,y .startime then 9: T S x,y .startime ← T S i,j .startime+T S i,j .load 10: INSERT T S x,y in T S (using binary search) 11: else 12: if T S x,y .startime + T S x,y .load > T S i,j .startime then 13: T S i,j .startime ← T S x,y .startime + T S x,y .load 14: INSERT T S i,j in T S (using binary search) Moreover, we associate the step of this adjustment with the resource density (density coefficient) of the benchmarks instances because the experimental results showed that the neural network evolution needs different rates regarding to their set of applied benchmark instances. That means that when there are many possible resource choices for an activity (e.g. rdata and vdata benchmark instances), the learning rate should be changed more drastically. So, we trigger the neural network evolution using an initial value for the learning rate (from 0.51 to 0.91) and then we permit the evolution to lead the rate's adjustment.
C. Adjustment Algorithm
One of the main concerns of the RNN's learning process is the feasibility of the derived schedules. Apparently, this is not guaranteed after each iteration of the learning process and an adjustment algorithm that maintains the feasibility of the schedule is required. The complexity of our problem makes the situation even worse because the schedule can be non feasible for two reasons, either a conjunctive or a disjunctive constraint is violated. So, it is rarely, that the derived schedule after each iteration remains feasible.
Recent research work [7] , tries to solve this issue by applying two distinguished algorithms and facing separately the two types of constraint violation. This solution presents an obvious drawback in our case. More specifically, the algorithm that resolves the conjunctive constraint violation provokes more disjunctive constraint violations than the RNN's learning process and vice versa. Moreover, if the two algorithms use a shift approach in order to push every activity that has start time greater than the resolved activity every time a constraint violation is met, then the RNN's learning process actually leads to derived schedules that diverge significantly from the optimal or near optimal solution.
Our proposed solution tries to face simultaneously the two types of the constraint violation, conjunctive and disjunctive, constructing one algorithm that resolves the deficiencies of the past approaches. The main idea is to sort the schedule's activities according to their Start Time and then perform the core work of the adjustment. The proposed algorithm is analytically described in Algorithm 2.
First, we sort the array and then we start from the left, i.e. the activity which has the lowest Start Time and in each iteration of the learning process the algorithm checks if there is any violation either of a conjunctive constraint or disjunctive constraint. Every time a constraint violation is detected, it is resolved by shifting an activity in order to ensure the feasibility. Moreover, after each correction the algorithm keeps the rest elements of the activities' array sorted by inserting the changed activities in the right position.
Finally, after the core algorithm's execution the schedule needs a left shift operation in order to eliminate the gaps between consecutive activities, that usually are created in each iteration of the RNN's learning process. CALCULATE CurrentM akespan 12: else 13: ADD CurrentM akespan in T abuArray 14: end if
D. Avoiding local minima
The majority of the machine learning methods suffer from trapping in local minima [14] . This drawback led us to the development of a mechanism that eliminates or reduces the trapping effect. The main idea of our approach is based on a Tabu Search like algorithm. The Tabu array keeps stored the last derived from the neural network values of the Makespan objective. We have to underline that we don't need to store the whole derived schedules that give these values because this would increase significantly the total computation. Apparently, this is not a straightforward Tabu Search approach but rather a variant of this technique and surely it is faster than the original method.
More specifically, when an iteration of the RNN's learning process is completed the Makespan's value is calculated, and then the algorithm searches the Tabu array structure in order to find if the new derived value is already stored in this array. If the value is not found in the Tabu array then it is stored as the last derived value by shifting the rest values, i.e. the first value of the array is dropped.
If Makespan's new value is found in the Tabu array then the algorithm has to act, in order to escape from the possible local minimum. Moreover, this algorithm has to deal with the observed ping-pong effect that is displayed when is applied in some benchmark instances. This is also the main cause why we use Tabu Search algorithm instead of a simple algorithm that deals only with the local minima.
However, there is a main issue that must be resolved, in order to help the solving method escaping from the local minima or the ping-pong area. There are two options for this, the first is to adopt a perturbation algorithm such as the algorithm proposed by [7] or to invent an algorithm that will change the initial resources' assignment of some activities. The latter option can be performed more efficiently on benchmark instances that offer more than one resource choices for each activity. We have to underline that Algorithm 3 is executed in every iteration of the RNN's learning process and it increases the total time of the convergence. The brief description of the second approach, i.e. the alteration of the assignments is as follows: the algorithm finds an activity that is intact after the last two iterations of the RNN's learning process and then it finds an alternative resource that is valid for assignment to this activity. Intact activity is the activity which retains the same start time and same resource's assignment after an iteration of the learning process.
The alteration process consists of five steps:
• Find an intact activity.
• Assign the alternative resource r m to this activity.
• Change the constraints' structure, in order to activate the new constraints and deactivate the old ones (constraints' refreshment).
• Call Algorithm 2, in order to keep the derived schedule feasible. The whole process, i.e. the RNN's learning process is terminated when the Makespan is near to the known optimal solution or near optimal solution (optimal solution's area). An alternative termination condition can be a given threshold of the processing time or a specific number of iterations.
V. EXPERIMENTAL RESULTS
The proposed approach is performed on the benchmark instances described analytically in section III and the derived results are presented in Table I . Although the algorithms and the overall simulator are written in C programming language, the processing of the results was implemented in R language. The values of the parameters that have been used are as follows:
• Table I and their meaning are as follows: the Benchmark Instance (Instance), the obtained value of the Makespan (MakeSpan), the percent of variance between the Makespan and the known optimal or near optimal (Var%), the obtained value of the Total Weighted Tardiness (WTardiness), the initial Learning Rate (LearningRate) that gave the best result, the execution time (ExecTime) and the Chromosome number (Chromosome), i.e. the initial schedule that leaded to this result. Regarding to the rdata set of benchmark instances (the rdata is the set of benchmark instances whose activities are offered more than two possible resources for each assignment), our approach gives promising results for many instances although they cannot be compared with the above sets' results. Observing Table I , it is easy for someone to see that in some cases the makespan objective obtained values quite away from the optimal but we have to bear in mind that our goal is to minimise simultaneously two objective functions. Moreover, the second objective, Total Weighted Tardiness, obtained very low values and the convergence is accomplished in few iterations. However, there are some instances that gave non competitive results and they require more investigation (8 out of 31 instances).
In this set of benchmark instances, the derived solutions are significantly improved by the GA application in the Phase 2 of the proposed solution method. Apparently, this set of instances provides more resources as assignment options to activities and consequently the mutation process generates offspring with wider diversity than those given by the sdata and edata sets. This conclusion, according to the experimental results, is true for the low complexity instances. Unfortunately, we cannot assert the same conclusion for the rest of the instances where the observed improvement does not guarantee high quality final solutions. Probably, a more sophisticated mutation process would amend this issue in future work.
VI. CONCLUSION
In this work, we presented a combination of intelligent methods into an integrated approach that address effectively a multi-objective scheduling problem, the MPM Job Shop Scheduling Problem. By developing a model based on JSSP formulation, we utilized a Genetic Algorithm that enhances the diversity of the initial schedules, which in their turn feed Recurrent Neural Networks, in order to find the best combination of the two objectives, i.e. the Makespan and Total Weighted Tardiness. Moreover, we accelerate the RNN's convergence speed by using three improvement techniques: adaptive learning rate, adjustment algorithm, and Tabu Search like algorithm. Finally, we presented some of the experimental findings by applying the set of the above techniques on benchmark instances that are partially our construction in order to suit the Total Weighted Tardiness objective.
