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ABSTRACT
Context. To determine the local dark matter density of the solar system is a classical problem in astronomy. Recently, a novel method
of determining the local dark matter density from stellar distribution and vertical velocity dispersion profiles perpendicular to the
Galactic plane was devised. This method has the advantage of abolishing conventional approximations and using only a few assump-
tions.
Aims. Our aims are to carefully scrutinize this method and to examine influences by uncertainties of astrometric observations. We
discuss how the determinations of the local dark matter density vary with observational precisions on parallax, proper motion, and
line-of-sight velocity measurements.
Methods. To examine the influences by the observational imprecision, we created mock observation data for stars that are dynamical
tracers based on an analytical galaxy model and applied parametrized observational errors to the mock data. We evaluated the accu-
racy of determining the dark matter density by applying the method to the mock data. In addition, we estimated a sample size and
observational precision required to determine the dark matter density with accuracy.
Results. We find that the method is capable of determining the local dark matter density with accuracy if the sample size and observa-
tional precisions are satisfactory. The required sample size is approximately 6,000 stars. The random errors of parallaxes and proper
motions can cause systematic overestimation of the dark matter density. We estimate the required precisions of the parallax measure-
ments to be approximately 0.1–0.3 milliarcseconds at 1 kpc away from the Sun; the proper motion precisions do not seem to be as
important as the parallaxes. Moreover, we find that the line-of-sight velocity errors can cause either underestimation or overestimation
of the dark matter density, which is contingent on distance-dependence of the errors.
Conclusions. From these results, we expect that using the Hipparcos catalog would overestimate the local dark matter density because
of the imprecise parallax measurements if this method is applied; however, we emphasize the capability of the method. We expect
that Gaia will provide data precise enough to determine the local dark matter density.
Key words. Methods: analytical – Astrometry – Galaxy: kinematics and dynamics – solar neighborhood – dark matter
1. Introduction
In recent years, dedicated searches for candidates of dark mat-
ter (DM) particles have intensified. Experiments aiming at di-
rect detection of the DM particles look for signals from recoil of
DM particles with nuclei inside the detector (e.g., Spooner 2007;
Baudis 2012, and references therein). Thus, the event rates of the
direct detection are clearly proportional to the local DM density
(LDMD) around the solar system, ρ⊙dm. This is why the problem
of determining the LDMD at the solar position has recently been
attracting a great deal of attention.
Because of the “dark” nature, however, it is difficult to un-
derstand details of the structures of the DM halo. Usually, we
have to resort to dynamical analyses of observable phenom-
ena, such as motions of stars, gas, and satellite galaxies. For
example, a rotation velocity curve of the Galactic disk is of-
ten used to measure the DM halo mass and density profile
(e.g., Allen & Martos 1986; Allen & Santillan 1991; Sofue et al.
2009; Irrgang et al. 2013); Sofue (2012)1 has recently estimated
⋆ e-mail: shigeki.inoue@nao.ac.jp
1 Sofue (2012) used an extrapolation of a Navarro-Frenk-White den-
sity profile, which is determined by fitting to outer Galactic regions.
However, he mentioned that his rotation curve inside R ∼ 20 kpc can-
not constrain the DM density profile.
that ρ⊙dm = 0.00612± 0.00080 M⊙ pc−3; the other recent works
also proposed ρ⊙dm ≃ 0.01 M⊙ pc−3.2 However, the analyses us-
ing rotation curves posit global mass-modelings and a spheri-
cal assumption of the Galactic halo. If the Galactic DM halo
is far from a round shape, the rotation curve analyses can lead
to erroneous determinations since estimated LDMDs are spher-
ically averaged densities (e.g., Zemp et al. 2009). Cosmological
simulations have indeed shown that DM halos are generally as-
pherical (e.g., Dubinski & Carlberg 1991; Allgood et al. 2006;
Bett et al. 2007; Kuhlen et al. 2007). Moreover, recent stud-
ies on dynamical analyses of the Sagittarius stream have pre-
ferred a nearly oblate halo in which the minor axis is approxi-
mately aligned with the line of sight to the Galactic center (e.g.,
Law & Majewski 2010; Ibata et al. 2012; Deg & Widrow 2013,3
although see Olling & Merrifield 2001; Debattista et al. 2013).
Thus, more accurate determination of the LDMD requires fol-
lowing a more direct methodology than modeling the whole
halo.
2 1 M⊙ pc−3 ≃ 38.0000 GeV cm−3.
3 Some studies are, however, inconsistent with the result of the oblate
halo, preferring an approximately spherical halo (e.g., Ibata et al. 2001;
Fellhauer et al. 2006) and a prolate halo (e.g., Helmi 2004).
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Some studies have tried to determine the LDMD with anal-
yses of local kinematics. For example, Salucci et al. (2010)
used an equation of centrifugal equilibrium and an observed
local radial gradient of the rotation curve: They determined
ρ⊙dm = 0.0113± 0.0055 M⊙ pc−3. In addition, other methods
of fitting various dynamical parameters, such as Galactic rota-
tions, halo masses and thicknesses of gas layers also derived
LDMDs of ρ⊙dm ≃ 0.01 M⊙ pc−3 (Olling & Merrifield 2000,
2001; Weber & de Boer 2010; Catena & Ullio 2010). These
methods, relying on the Galactic rotations and its gradients, how-
ever, still posit axisymmetric assumptions.
As another approach, density distribution and vertical mo-
tions of disk stars near the Sun are frequently used to determine
the LDMD (e.g., Oort 1932; Bahcall 1984b; Kuijken & Gilmore
1989c). This method is advantageous in terms of being indepen-
dent from the global shape of the DM halo. Previous studies have
determined that ρ⊙dm <∼ 0.01 M⊙ pc−3 (e.g., Bienayme et al.
1987; Creze et al. 1989; Kuijken & Gilmore 1989a,b; Kuijken
1991; Flynn & Fuchs 1994; Pham 1997; Creze et al. 1998;
Holmberg & Flynn 2004; Bovy & Tremaine 2012; Smith et al.
2012; Zhang et al. 2012)4 although some earlier works indicated
a preference for much higher LDMDs (e.g., Oort 1932, 1960;
Hill 1960; Bahcall 1984a,c).
Recently, Garbari et al. (2011, 2012, hereafter G11 and
G12) have devised a new method of determining the LDMD
from stellar density profile and motions perpendicular to the
Galactic disk. Their method was named the minimal assump-
tion (MA) method and uses, as the name suggests, only a
few assumptions and a flexible 15-component galaxy model
(see Sect. 2). With the MA method, they determined the
LDMDs of ρ⊙dm = 0.033+0.008−0.009 M⊙ pc−3 in G11 and ρ⊙dm =
0.022+0.013−0.015 M⊙ pc−3 in G12. They seemed to show that the
methods of Holmberg & Flynn (2004) and Kuijken & Gilmore
(1989a,b,c) have systematic biases and underestimate the
LDMD due to unsuitable assumptions of separable distribu-
tion function and isothermality for tracer stars, whereas the MA
method does not need these assumptions. They applied the MA
method to N-body simulation data, and demonstrated that their
method can determine the LDMD within the 90 % confidence
level. As our first aim, we examined the capability of the MA
method by applying it to mock observation data generated with
an analytical galaxy model.
Fortunately, launches of next-generation astrometry satel-
lites are now approaching: Gaia (Perryman et al. 2001), Nano-
JASMINE (Japan Astrometry Satellite Mission for INfrared
Exploration, Gouda 2011), and JMAPS (Joint Milli-Arcsecond
Pathfinder Survey, Gaume et al. 2009). These satellites will pro-
vide astrometric information of Galactic stars with unprece-
dented precision. Therefore, it is worth performing a feasibility
study of determining the LDMD with astrometric data provided
by them. We study the dependence of LDMD determinations on
a sampling region and observational errors such as parallaxes,
proper motions, and line-of-sight velocities (LOSVs). Our sec-
ond aim is to evaluate a sample size and observational precisions
required to determine the LDMD with accuracy.
The basic concept of the MA method is described in Sect. 2.
Our galaxy model for the mock observations and how to cre-
ate the mock data are explained in Sect. 3 and 4. A Markov
chain Monte Carlo (MCMC) technique combined with the MA
4 Moni Bidin et al. (2012) proposed an absence of DM around the
Sun from their analysis of thick-disk stars. However, Bovy & Tremaine
(2012) claimed that this result significantly underestimates the LDMD
because of a false assumption.
method is explained in Sect. 5. Our results are shown in Sect.
6. Discussion and our conclusions are presented in Sect. 7 and
Sect. 8.
2. The MA method
2.1. Basic equations and deduced galaxy models for the MA
method
We assume that the Galaxy can be modeled as a superposition of
multiple visible components, such as stellar and gaseous disks,
stellar halo, and a dark component, i.e., ρtot ≡∑ρi+ρdm, where
ρi represents the mass density of the i-th visible component, and
ρtot and ρdm are the total and DM mass density. The MA method
introduces only three assumptions:
(1) the system is in equilibrium,
(2) a “tilt” term of the Jeans equation is negligible,
(3) the DM density is constant in the region we consider.
G11 have confirmed that all of these assumptions hold in an N-
body simulation of a barred spiral galaxy.
From assumption (1), the i-th component satisfies the Jeans
equation. Considering the direction perpendicular to the Galactic
disk (z-axis) and ignoring the tilt term of assumption (2), the
Jeans equation can be reduced to
σ2z,i
∂νi
∂ z +νi
(
∂σ2z,i
∂ z +
∂Φ
∂ z
)
= 0, (1)
where νi is density of the i-th component under the total grav-
itational potential Φ and σz is the vertical velocity dispersion.
Integrating this equation, one can obtain a density profile of the
i-th population as
νi(z)
νi(0)
=
σ2z,i(0)
σ2z,i(z)
exp
(
−
∫ z
0
1
σ2z,i(z
′)
dΦ
dz′ dz
′
)
. (2)
σz,i(0) are given as parameters, whereas the profiles of σz,i(z)
must be assumed to solve this equation. G11 introduced
parametrized runs of σz,i(z), and G12 assumed isothermality for
the model. Following G12, we also assume that the model com-
ponents are isothermal; however, we discuss the influence of dif-
ferent σz,i(z) profiles on the calculation in Appendix A. With the
isothermal assumption, Eq. (2) becomes
ρi(z) = ρi(0)
σ2z,i(0)
σ2z,i(z)
exp
(
− Φ(z)
σ2z,i(0)
)
. (3)
Here, ρi is mass density: ρi = νimi, where mi is the mass-to-
light ratio of the i-th population. ρi(0) are given as parame-
ters. Finally, one can describe the profile of the total observ-
able density as ρs(z) = ∑i ρi(z). Then, the total matter den-
sity is ρtot(z) = ρs(z) + ρdm from assumption (3). In addition,
the total surface density of the observable matters is derived as
Σs(z) = 2
∫ z
0 ρs(z′)dz′.
Next, ρtot is connected to the total gravitational potential Φ
via the Poisson equation. By ignoring the radial gradient of the
Galactic rotation curve,5 this is transformed to
∂ 2Φ
∂ z2 = 4piG(ρs(z)+ρdm) . (4)
5 Bovy et al. (2012a) estimated that the contribution of the gradient
of the rotation curve to the local density is only 0.0002+0.0002−0.0025 M⊙ pc
−3
.
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One can now compute the potential of the model galaxy Φ
by numerical integration of Eqs. (3) and (4) with a given pa-
rameter set of ρi(0), σz,i(0) and ρdm and boundary conditions
of Φ = ∂Φ∂ z = 0 at z = 0. The total number of the parameters is,
therefore, 2n+ 1, where n is the number of visible components
in the galaxy model. In this paper, we refer to the computed po-
tential Φ as the “deduced model”.
2.2. A tracer population
The reliability of a trial parameter set used in the above com-
putation of Φ must be evaluated by comparing it with observa-
tions. To this end, the MA method prepares an observed sample
of “tracer” population stars. The tracer stars must share the same
kinematic state. The preferred tracer stars are considered to be
old (well-mixed), bright (observationally precise and accurate)
and large in number (statistically reliable).
We now assume that a sample of tracer stars is available, and
we obtain density and velocity dispersion profiles νobstrac(z) and
σobsz,trac(z) in a range from zmin to zmax. Substituting σobsz,trac(z) for
σz,i in Eq. (2), one can deduce a fall-off of the tracer density
profile under the modeled potential Φ as
νdedtrac(z)
νdedtrac(zmin)
=
σ2 obsz,trac (zmin)
σ2 obsz,trac (z)
exp
(
−
∫ z
zmin
1
σ2 obsz,trac (z
′)
dΦ
dz′ dz
′
)
. (5)
This deduced density fall-off can be compared with the observed
fall-off νobstrac(z)/νobstrac(zmin) and the goodness-of-fit between them
is calculated. Although our study uses a single tracer population,
the MA method does not necessarily require only a single tracer,
but multiple tracers can be used. Since the MA method usually
introduces a large number of parameters, an MCMC technique
should be applied to explore the vast parameter space (see Sect.
5). Then, as a result, probability distribution functions (PDFs)
and their degrees of uncertainties are obtained for all model pa-
rameters.
3. An assumed Galaxy model for mock
observations
We made no use of observational data, nor do we intend to deter-
mine the LDMD in the real Galaxy. Instead, our study performs
mock observations of a tracer sample using an analytical model.
To this end, we prepared an assumed galaxy model for the pur-
pose of creating the mock tracer data.
First, we assume that density profiles of all visible compo-
nents are represented as ρassi ∝ sech2 (z/(2hi)) although this may
not be suitable for gas or stellar halo components. Then, the total
density profile perpendicular to the disk plane is
ρasstot (z) = ∑
i
ρassi (0)sech2
(
z
2hi
)
+ρdm, (6)
where ρassi (0), hi and ρdm are set arbitrarily. By integrating the
Poisson equation with the boundary condition of ∂Φass∂ z = 0 at
z = 0, the differential of this galactic potential is calculated ana-
lytically:
dΦass
dz = 4piG
[
2∑
i
hiρassi (0) tanh
(
z
2hi
)
+ρdmz
]
. (7)
This is related to the total surface density as dΦassdz = 4piGΣ
ass(z),
and the surface density of all observable matters is Σasss (z) =
2∑i hiρassi (0) tanh(z/(2hi)). Next, we may integrate Eq. (1) from
arbitrary z to z =+∞. Since ρassi (z)→ 0 as z→+∞,
σ2z,i(z) =
1
ρassi
∫
∞
z
ρassi
dΦass
dz′ dz
′. (8)
Substituting Eq. (7) and z = 0 in this equation, we can compute
σz,i(0) when a set of ρassi (0), hi and ρdm are given. We refer to
this galaxy model as an “assumed model”.
Following Garbari et al., we assume that the model consists
of fifteen visible components with ρassi (0) listed in Table 1 that
are taken from observations of Flynn et al. (2006). The LDMD is
set to ρdm = 0.01 M⊙ pc−3. In addition, we determine hi as fol-
lows: in the calculation above, σz,i(0) are the output, and hi are
the input parameters; however, σz,i(0) can be determined by ob-
servations of nearby stars and gas, whereas hi are poorly known.
Therefore, it is preferable to search for a set of hi that matches
σz,i(0) computed by Eq. (8) to the observed values. Accordingly,
we employ an MCMC method to find such a set of hi. The result
of the set of hi is shown in the last column of Table 1.6 After
hi are obtained, we recompute σz,i(0) by Eq. (8) with the set
of hi. These are shown in the fifth column, indicating excellent
agreement with the observations (the fourth column). We adopt
ρassi (0) in the third column and σz,i(0) in the fifth column for the
assumed model described by Eq. (6).
The total observable surface density of the assumed model
is Σasss |z=∞ = 49.6 M⊙ pc−2, this agrees excellently with the
observed value of Σobss = 49.4± 4.6 M⊙ pc−2 by Flynn et al.
(2006); however, it should be noted that hi seem to be some-
what shorter than observed scale heights of ≃ 300 pc for
Galactic thin-disk components (e.g., Gilmore & Reid 1983;
Binney & Merrifield 1998; Bovy et al. 2012b,d).
4. The mock data
We created tracer stars dynamically consistent with the assumed
galaxy model in Sect. 3. We assigned three-dimensional posi-
tions and velocities, (x,y,z,3x,3y,3z) to the tracer stars. In this
model, the Sun is presumed to be located at (x,y,z) = (0,0,0)
and at rest.
As well as the model components, we assume the tracer den-
sity profile to be
νtrac(z) = νtrac(0)sech2
(
z
2htrac
)
, (9)
where we set htrac = 200 pc. We assume that the tracer stars are
uniformly distributed on the xy-plane at a height above the plane.
Thus, we can place tracer stars at random in spatial coordinates
according to Eq. (9).
The vertical velocity dispersion profile can be calculated by
Eq. (8) using the assumed model:
σ2z,trac(z) =
1
νtrac
∫
∞
z
νtrac
dΦass
dz′ dz
′. (10)
Motions of the tracers in the Galactic radial (x-) and azimuthal
(y-) directions are taken from the observational fitting functions
of Bond et al. (2010). The radial velocity dispersion is
σx,trac(z) = 40+ 5
(
z
kpc
)1.5
km s−1. (11)
6 This MCMC calculation can also take ρdm as another parameter.
In this case, the MCMC can estimate ρdm directly. However, the result
prefers an extremely low LDMD ρdm ≃ 0 in this case. This may imply
that the density profiles of sech2 (z/(2hi)) cannot be applied to some
components in the Galaxy.
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Table 1. Parameters used in the assumed galaxy model. This model assumes the fifteen visible com-
ponents shown in the second column, following Garbari et al., in which their disk mass model is taken
from Flynn et al. (2006, the third and fourth columns). In this model, we adopt ρdm = 0.01 M⊙ pc−3 and
derive hi (the last column) with MCMC calculation. Using the set of hi, the fifth column is recalculated
by Eq. (8). Our assumed model of Eq. (6) uses the third and sixth columns. The uncertainties on σz,i(0)
are set to be the same as in Garbari et al.
# Component ρ
ass
i (0) [M⊙ pc−3] σz,i(0) [km s−1] σz,i(0) [km s−1] hi [pc](observation) (observation) (MCMC) (MCMC)
1 H2 0.021 4.0 3.80±1.0 32.4
2 HI(1) 0.016 7.0 7.00±1.0 63.4
3 HI(2) 0.012 9.0 9.02±1.0 84.7
4 Warm gas 0.0009 40.0 40.1±2.0 564
5 Giants 0.0006 20.0 20.0±2.0 224
6 M3 < 2.5 0.0031 7.5 7.56±2.0 69.2
7 2.5 < M3 < 3.0 0.0015 10.5 10.7±2.0 103
8 3.0 < M3 < 4.0 0.0020 14.0 14.1±2.0 144
9 4.0 < M3 < 5.0 0.0022 18.0 18.1±2.0 197
10 5.0 < M3 < 8.0 0.007 18.5 18.5±2.0 203
11 M3 > 8.0 0.0135 18.5 18.4±2.0 201
12 White dwarfs 0.006 20.0 20.1±5.0 226
13 Brown dwarfs 0.002 20.0 20.0±5.0 224
14 Thick disk 0.0035 37.0 37.7±5.0 519
15 Stellar halo 0.0001 100.0 99.8±10.0 1891
We assume that there is no meridional motion: 3x,trac = 0. The
mean azimuthal velocity with respect to the sun decreases with
z,
3y,trac(z) =−19.2
(
z
kpc
)1.25
km s−1. (12)
Also, the azimuthal velocity dispersion profile is given as
σy,trac(z) = 30+ 3.0
(
z
kpc
)2.0
km s−1. (13)
Assuming Gaussian velocity distributions with the dispersions
above, we can assign a velocity vector to each tracer star.
However, it should be noted that velocity distributions may not
be Gaussian in the real Galaxy. In addition, the observations of
Bond et al. (2010) are for blue stars, whereas the tracer popula-
tion should be old (red) stars.
Now that we can assign (x,y,z,3x,3y,3z) to the tracer stars
according to the equations and assumptions above, the positions
and the velocities are converted to the spherical coordinates of
(d,θ ,φ ,3los,3θ ,3φ ), which are centered at the Sun, where d is
distance from the Sun, and 3los is LOSV. We applied mock ob-
servational errors to the stellar positions and velocities (see Sect.
6), then we turned the errored positions and velocities back to
the Cartesian coordinates (x′,y′,z′,3′x,3′y,3′z). Next, we picked out
stars contained in a certain sampling region, then we divided
the sample stars into z-bins; the number of the bins was set
to nbin = 10 in this study. The z-bins have the equal widths of
(zmax− zmin)/nbin, which are centered at z j. Finally, we obtained
profiles of νobstrac(z j) and σobsz,trac(z j) affected by the mock errors.
We hereafter set zmin = 0.2 kpc and zmax = 1.2 kpc unless other-
wise stated.
5. The MCMC method
The MA method is combined with the MCMC technique to ex-
plore the vast parameter space. We introduce fitting errors of the
tracer density bins as
χ2ν =
1
nbin
nbin∑
j=1
[
νdedtrac(z j)/νdedtrac(zmin)−νobstrac(z j)/νobstrac(zmin)
ενobstrac(z j)/νobstrac(zmin)
]2
, (14)
and an error of the surface density of all observable matters as
χ2Σ =
[
Σasss (zmax)−Σs(zmax)
εΣs(zmax)
]2
, (15)
where ε is a constant that mimics uncertainty in actual observa-
tions (e.g., stellar mass estimation error). Throughout this study,
we set ε = 0.1. Generally, the result does not depend too much
on ε . Σasss (zmax) is 47.1 M⊙ pc−2 in the assumed model. We de-
fine the total error of the fittings to be
χ2tot = (1−w)χ2ν +wχ2Σ, (16)
where w is a weight of the surface density error. Following G12,
we set w = 0.1.7 We confirmed that our results do not depend on
the value of w in the range between 0 and 0.5.
We used a Metropolis-Hasting algorithm for our sampling
scheme and ran the MCMC chains of 50,000 steps: however, the
first 5,000 steps were excluded as a burn-in period. Parameter
ranges surveyed in our study are from 0 to 0.2 M⊙ pc−3 for
ρdm, ±10 % and ±25 % for ρassi (0) of stellar and gas compo-
nents, respectively. The ranges for σz,i(0) are listed in Table
1 and are much wider than actual observational uncertainties
(Holmberg & Flynn 2000). The medians of resulting PDFs were
used as the best-fit values. The 90 % confidence levels (inter-
vals between the 5th and 95th percentiles) were used as ranges
of uncertainties of the calculation.
7 In G12, w = 0.1 was adopted although they did not introduce the
parameter explicitly: they used nine bins of a tracer density profile and
a surface density.
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Fig. 1. PDFs of LDMD, local and surface densities of all visi-
ble matters. Here, we adopt the analytical solutions of the tracer
density and velocity dispersion profiles. The left and right pan-
els illustrate the PDFs of LDMD v.s. local and surface densities
of the visible matters, respectively. The brighter regions mean
higher probabilities. The green solid lines indicate the ranges of
the 90 % confidence levels, and their intersection points are the
medians. The red dotted lines indicate the true values in the as-
sumed model.
 0
 0.5
 1
 1.5
 2
-1 -0.5  0  0.5  1
z 
[kp
c]
x [kpc]
wide cone
narrow cone
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narrow cylinder
wide cylinder
Fig. 2. Sampling regions for the tracer stars. These are axisym-
metric.
6. Results
6.1. Application to the analytical solutions
Before adapting the MA method to the mock observation data,
we directly substituted the analytical velocity dispersion profile
of Eq. (10) into Eq. (5) and ran the MCMC by fitting with the
analytical density of Eq. (9). In this case, we can investigate in-
trinsic systematic biases of the MA method.
The result is shown in Figure 1. We can see that the LDMD
is accurately determined. From this result, we expect that the
isothermality assumed in Eq. (2) for the deduced model does not
lead to significant systematic biases (see also Appendix A) and
that the MA method would be capable of determining the LDMD
accurately if there are no observational errors and a sample size
is large enough. We find, however, that ρi(0) and σz,i(0) of each
component are largely degenerate with one another and not par-
ticularly well constrained.
6.2. Application to the mock observation data
We generated the mock tracer population following the proce-
dure described in Sect. 4 and observed the sample stars con-
tained in various regions. We tested five sampling regions: “nar-
row cone”, “very narrow cone”, “wide cone”, “narrow cylinder”,
and “wide cylinder”. These cone regions are directed to the z-
axis (θ = 0) and contain stars within θ < 22◦ (narrow), 2.4◦
(very narrow) and 40◦ (wide). The cylinders cover the regions of
R =
√
x2 + y2 < 0.5 kpc (narrow) and < 1.0 kpc (wide). Figure
2 delineates these sampling regions.
6.2.1. Sample sizes
If tracer stars are insufficient in their sample size, statistical un-
certainty may lead to an ill-determined LDMD. We investigated
the sample size required to determine the LDMD precisely. For
this reason, we assumed no observational errors here. In this
case, since our tracer model assumes horizontally uniform distri-
bution and kinematics, the widths of the sampling regions do not
change the results. The cylinder sampling region contains more
stars at lower z since the stellar density decreases with z, whereas
the cone region can cover wider areas at higher z. Therefore, if
the sample size is fixed, samples in the cylinder and the cone can
be statistically reliable in low and high-z regions, respectively.
We performed the calculations using the MA method with
tracer samples of 1,500–24,000 stars. Our results in the cases of
cone and cylinder regions are shown in Figure 3. For each case,
we ran the same computation six times using different random
seeds in generating the samples. For the cone and cylinder sam-
pling regions, the resulting LDMDs with ≤ 3,000 stars are not
precise, and the true LDMDs are often out of the error ranges.
The samples of ≥ 6,000 stars seem sufficient for determining
the LDMD within the errors in all runs. Therefore we consider
that the minimum sample size to determine the LDMD would be
approximately∼ 6,000 stars.
6.2.2. Distance errors
One of the great advantages of astrometric observations is that
systematic errors are generally very small (e.g., Perryman et al.
1997; de Bruijne et al. 2005; Perryman 2012). For this reason,
we examined the influence of distance-dependent random er-
rors of parallax measurements. We assumed no systematic er-
rors —in other words, the mock observations are accurate but
imprecise— and no errors on stellar position measurements (θ
and φ ); additionally, we excluded dust extinction and binary
stars.
To begin with, we simply analyzed how the precisions of
astrometric measurements vary with the distances of stars. Let
ϖ and µθ be parallax and proper motion in the θ -direction of
a star, respectively. Except for bright sources, the uncertainty
of the parallax is thought to be dominated by photon statistics
to determine an image centroid (e.g., de Bruijne et al. 2005). In
this case, the parallax error εϖ varies with the observed stellar
flux f as εϖ ∝ 1/√ f . Since f ∝ d−2, εϖ ∝ d. If the source is
bright enough to obtain a sufficient number of photons and the
photons do not saturate the image, the parallax error is expected
to be independent of the distance. Accordingly, we can formu-
late the parallax measurement error as εϖ ∝ dα , where α = 0 or
1. Moreover, the parallax itself decreases as distance increases:
ϖ = 1/d. Thus, the fractional parallax error depends on the dis-
tance as εϖ/ϖ ∝ dα+1 (e.g., Bailer-Jones 2009). Since we can
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Fig. 3. Results of derived LDMDs with various sample sizes. For
each sample size, we performed the same computation six times
with samples generated by different random seeds. The points
and the error bars indicate the best-fit values and the 90 % con-
fidence levels, respectively. The horizontal dotted line indicates
the true LDMD, ρdm = 0.01 M⊙ pc−3.
equate this fractional parallax error with the fractional distance
error (FDE), we formalize as
εFDE = A
(
d
kpc
)α+1
, (17)
where A is a parameter that corresponds to the precisions of par-
allax measurements at d = 1 kpc in milliarcsecond (mas) units.
We applied this FDE with Gaussian probability distributions, the
dispersion of which is εFDE to the mock tracer stars. In addition,
since astrometric measurements determine transverse velocities
as 3θ = d × µθ , the velocities are also subject to the distance
error as 3′θ = 3θ
d′
d , where 3
′
θ and d′ are errored transverse ve-
locities and distances. However, it should be noted that the for-
mulation above may be simplistic. α would not be a constant
but varies with d in actual observations: when α = 1, the paral-
lax uncertainties cannot be zero at d = 0 but are limited to cal-
ibration errors and/or instrument stability at a certain distance.
Additionally, for conical sampling regions with fixed angles,
observations may suffer from Lutz-Kelker effect, which biases
probability distribution of parallaxes toward low values by a ge-
ometrical effect and can lead to systematic errors (Lutz & Kelker
1973; Binney & Merrifield 1998). In this study, we ignored this
effect. In this subsection, we examine the influence on determin-
ing the LDMD by the distance error alone; therefore, we ignore
the errors on proper motions and LOSVs here.
Figure 4 shows our results of LDMDs determined for various
A, α and the sampling regions. Our results obviously demon-
strate that the distance errors cause systematic overestimation of
the LDMD. ρdm is significantly overestimated beyond the error
ranges when A ≥ 0.3 in all cases except the wide cylinder with
α = 1. The setting of A = 0.1 corresponds to the parallax mea-
surement precision of 0.1 mas at d = 1 kpc. Only for the wide
cylinder with α = 1, the required precision seems to be 0.05 mas.
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Fig. 5. Changes of density fall-off and vertical velocity disper-
sion profiles of the tracers. Here we take into account the dis-
tance errors only. The line colors indicate results of different
sampling regions and α . The solid and dashed lines indicate re-
sults of A = 0.3 and 0.5, respectively. Here we used mock data
of one million tracer stars in all cases.
Figure 5 shows how the distance errors deteriorate the re-
producibility of these profiles. The density fall-offs are similarly
affected in both the cone and the cylinder sampling regions. In
the top panel, the velocity dispersion profile is hardly changed
for the very narrow cone; however, the LDMD is significantly
overestimated even in this case (Figure 4). Therefore, it can be
said that the overestimation can be caused solely by the change
of density fall-off; however, it can also be caused solely by the
change of velocity dispersion (see Sect. 6.2.4). The changes of
velocity dispersion profiles are more serious for cylinders than
in the cones. This is due to inclusion among tracer stars in the
cylinder regions stars whose θ are large in low-z regions. The
transverse velocities of these stars have more information about
3z than their LOSVs.
6.2.3. Proper motion errors
Proper motion uncertainties vary with distance in the same way
as parallaxes in Eq. (17), we therefore formalize the proper mo-
tion error in the θ -direction as
εµ = B
(
d
kpc
)α
mas yr−1, (18)
where B corresponds to the precisions of proper motion mea-
surements at d = 1 kpc in the unit of mas yr−1. We assumed
Gaussian errors with the dispersion of εµ and added the er-
rors to the true proper motions. Errored transverse velocities are
3
′
θ = d′× µ ′θ , where µ ′θ is the errored proper motion.
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Fig. 7. LDMDs determined for ignored proper motion measure-
ment. Here we set µθ = 0 for all tracer stars.
In most cases in Figure 4, the LDMD is overestimated by the
distance errors when A ≥ 0.3; therefore, we here set A = 0.1 in
all cases. Figure 6 shows our results of adopting various B, α ,
and sampling regions. In the figure, the overestimation is hardly
visible where the cone sampling regions were used, even when
β = 3.0. However, a slight overestimation can be seen for the
narrow cylinder when B ≥ 2.0, and significant overestimation
occurs for the wide cylinder when B ≥ 1.0. Again, this is be-
cause the cylindrical regions include stars with larger θ in lower
z regions. Therefore, sampling in the cylindrical regions seems
to include a risk of tracer kinematics becoming susceptible to the
proper motion errors. Moreover, the magnitude of the overesti-
mate seems to strongly depend on the widths of the cylinders.
Accordingly, we suggest that the shapes and widths of sampling
regions be chosen carefully. The wide cylinder would be useful
to gather more stars in low-z regions; however, if the precision of
proper motion measurements is insufficient, the tracer sampling
should be conducted in a conical region.
From the result above, it may be expected that the proper mo-
tion measurements are not indispensable for deriving the LDMD
with the MA method if the sampling region is a cone. Distances
to stars can be measured not only by astrometry, but also by other
observations (e.g., photometric distances). Hence, if the LDMD
can be determined without proper motions, we do not necessarily
need astrometry. Accordingly, we examined the cases of ignor-
ing the proper motion, where we set µθ = 0 for all tracers. Figure
7 shows our results for the very narrow and narrow cone sam-
pling regions. The LDMD can be accurately determined without
proper motions if the sampling region is the very narrow cone.
On the other hand, neglecting the proper motion measurements
causes overestimation for the narrow cone. These results do not
change even if small distance errors with A = 0.1 are applied.
Accordingly, it can be said that if tracer stars are observed in a
sufficiently narrow conical region, proper motion measurements
are not necessary. However, it may be difficult or impossible for
such a narrow cone to contain a sufficient number of tracer stars;
our result in Figure 3 suggests that the required sample size is
approximately 6,000 stars.
6.2.4. Line-of-sight velocity errors
Since we cannot obtain LOSVs of stars from astrometry alone
and need independent spectroscopic observations, observational
errors on LOSVs have no relation to the distance and proper mo-
tion errors. As well as the functional forms of the astrometric
errors we introduced with Eq. (17) and (18), here we formalize
the LOSV error as
εlos3 =C
(
d
kpc
)β
km s−1, (19)
where C and β are parameters. C corresponds to the LOSV un-
certainties at d = 1 kpc in the unit of km s−1. If the quality of
the spectroscopic observations is good enough, the LOSV preci-
sions would be limited to wavelength resolutions and/or calibra-
tion errors of the observations: precision floors. In this case, the
LOSV precisions can be assumed to be independent of distances
to stars, which correspond to β = 0. Otherwise, we assume that
the LOSV errors depend on the signal-to-noise ratios of the stars.
If these are dominated by photon statistics, the LOSV errors can
be ideally assumed to vary with stellar flux as εlos3 ∝ 1/
√ f ∝ d.
This case corresponds to β = 1. However, the LOSV errors in ac-
tual observations are highly complicated (e.g., Katz et al. 2004;
de Bruijne et al. 2005). We therefore examined cases of β = 0–
3; in actual LOSV measurements, β seems to be in the range
of 2–3 (e.g., Prusti 2012). However, again it should be noted that
this formalization is simplistic. Even if it is the case of β ≥ 1, the
uncertainties are limited to the precision floors at d ≃ 0. Besides,
the uncertainties depend on stellar populations. We assumed no
astrometric errors here: A= B= 0. In this case, the tracer density
is not affected by the observational errors.
Figures 8 and 9 show our results of adopting the variousC, β ,
and sampling regions. For β = 0, the conical sampling regions
overestimate the LDMD when C > 3.0 km s−1, and the cylin-
ders overestimate it when C > 5.0 km s−1 in some runs. These
values of C can be considered as the required precision floors
of the LOSV measurements. Where β = 1, all sampling regions
overestimate the LDMD when the errors are > 7.5 km s−1 at
d = 1 kpc in some runs. Where β = 2 and 3, the behavior of the
derived LDMDs is interesting; the LDMDs are underestimated.
Where β = 2, the LOSV precision required to prevent signifi-
cant underestimation is approximately 20 km s−1 at d = 1 kpc
for the conical sampling regions and 30 km s−1 for the cylinders.
Where β = 3, the precision required is approximately 10 km s−1
at d = 1 kpc for the conical sampling regions and 15 km s−1 for
the cylinders.
Figure 10 shows tracer density fall-offs deduced from Eq. (5)
under the LOSV errors. All parameters of ρi(0), σz,i(0) and ρdm
are set to the true values. This figure explains why the LOSV er-
rors underestimate or overestimate the LDMD depending on β .
Where β = 0 and 1, the MA method tends to predict thicker dis-
tributions of the tracer than when the LOSV errors are excluded;
on the other hand, for β = 2 and 3, the MA method predicts
thinner distributions. Generally, higher LDMDs make the tracer
distribution thinner, while lower LDMDs yield thicker tracer dis-
tribution. Therefore, in the cases of β = 0 and 1, high LDMDs
are required to match with the observed density fall-offs; in the
cases of β = 2 and 3, low LDMDs are preferred.
7. Discussion
7.1. Required observational precision
In Sect. 6.2.1, we found that the sample size required to de-
termine the LDMD with accuracy is approximately 6,000 stars.
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Fig. 10. Tracer density fall-offs deduced by the MA method.
Here we set all parameters to the true values and applied the
LOSV errors only. Because distance errors are not taken into
account, the deduced profile for no errors corresponds to the ob-
served density fall-off. The mock data of one million stars were
used.
G11 have used three tracer populations in their study, and their
sample sizes are 139 K giants from z = 0.2 kpc to 0.7 kpc, 2026
A stars, and 3080 F stars in z≤ 0.2 kpc. Although the total num-
ber of their tracer stars is similar to the required sample size we
estimated, their sample of the K stars in the high-z region seems
to be insufficient in number. G12 used a single tracer population
that consists of 2016 K stars used for the density fall-off and
580 K stars used for the velocity dispersion profile. The sam-
ple size of G12 is still smaller than the required sample size we
estimated.
In Sect. 6.2.2, we estimated that the required precision of
the parallax measurements is approximately σϖ <∼ 0.1 mas at
d = 1 kpc in almost all cases. Standard errors of Hipparcos ob-
servations are in the range of σϖ = 0.7–0.9 mas even for stars
brighter than ninth magnitude (mag) in a catalog published in
1997 (Perryman et al. 1997; Perryman 2012).
It should be noted that our results may depend on details of
our settings. For example, we arbitrarily set the scale height of
our tracer to htrac = 200 pc. zmin = 0.2 kpc and zmax = 1.2 kpc
are also arbitrary. It is expected that such a small sample can
avoid high-z regions where the observational errors become
large. Figure 11 shows determined LDMDs for zmax = 0.75 kpc.
Here, the parallax measurement errors are taken into account.
Although the overestimation of the LDMD is slightly mitigated
for the narrow cone sampling region, significantly high LDMDs
are predicted when A ≥ 0.5. Therefore, we expect that the re-
quired parallax precisions are σϖ = 0.1–0.3 mas.
We can readily simulate the Hipparcos observations by mod-
ifying our FDE model of Eq. (17). The floor precision of par-
allax measurements by Hipparcos is approximately 0.7 mas
(Perryman et al. 1997; Perryman 2012), and the FDEs increase
linearly within d <∼ 100 pc for A and F stars (Holmberg & Flynn
2000); this floor precision corresponds to εFDE = 0.07 at d =
100 pc. Therefore, here we used the following FDE model in-
stead of Eq. (17):
εFDE = 0.07
(
d
100 pc
)α+1
, (20)
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Fig. 11. Influence of the distance errors on determining the
LDMD for zmax = 0.75 kpc and zmin = 0.2 kpc. The other set-
tings are the same.
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Fig. 12. LDMD determinations by our simulations of Hipparcos
(left) and Gaia (right) observations adopting Eq. (20) and (21),
respectively. Here we ignored the proper motion and the LOSV
errors and set zmin = 0 and zmax = 0.75 kpc. The sampling re-
gions are the narrow cylinder in both cases.
where α = 0 when d < 100 pc, and α = 1 when d > 100 pc.
Our result for the narrow cylinder region is shown in the left
panel of Figure 12. In this simulation, we set zmin = 0 and
zmax = 0.75 kpc. The Hipparcos simulation clearly overesti-
mates the LDMD. This result indicates that the Hipparcos cat-
alog is too imprecise to determine the LDMD with accuracy.
The error ranges in these simulations are much larger than in
our previous calculations. This is because of the large paral-
lax uncertainties of Hipparcos and the settings of zmin = 0 and
zmax = 0.75 kpc. The region near to the disk plane has little infor-
mation about the LDMD, where observable densities are nearly
flat and degenerate with the background DM. Moreover, because
the sample size is now fixed, the inclusion of the low-z region
leads to poor statistics in high-z region. 8
In Sect. 6.2.3, we estimated the required precision of proper
motion measurements, which seems higher than 3 mas yr−1
at d = 1 kpc. For the cylindrical sampling regions, however,
8 We included the low-z region to discuss how the transition of α
affects the LDMD determination.
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the required precision becomes severe: approximately σµ ≤
1 mas yr−1 at d = 1 kpc for the narrow cylinder and σµ ≤
0.3 mas yr−1 for the wide cylinder.
In Sect. 6.2.4, we estimated the required precisions of LOSV
measurements and found that the LOSV errors lead to either
overestimation or underestimation of the LDMD, which is con-
tingent on the distance dependence of the errors. When we ap-
plied uniform errors β = 0, the required precision was found
to be ≤ 3.0 km s−1 for the cylindrical sampling regions and
5.0–7.5 km s−1 for the cylinder sampling regions. The required
precision in this case corresponds to required precision floors.
Where the errors only weakly depend on distances, the LOSV
errors can cause an overestimation of the LDMD, whereas for a
strong distance dependence of the errors, the LOSV errors can
cause underestimation.
In Sect. 6.1, our results demonstrated that the MA method
does not indicate any systematic biases and is capable of de-
termining the LDMD with accuracy if sample size and ob-
servational precisions are sufficient. Our study, however, does
not discuss the LDMDs determined by methods other than the
MA method. Although G11 and G12 demonstrated that the
methods of Holmberg & Flynn (2000) and Kuijken & Gilmore
(1989a,b,c) are systematically biased to underestimate the
LDMD, the other methods (e.g., Zhang et al. 2012) should also
be assessed carefully. Some studies have used data of photomet-
ric distances (e.g., G12; Zhang et al. 2012). However, our study
cannot discuss the accuracy of the LDMD determined by these
studies using the photometric distances. Photometric distances
may have systematic errors. For example, Bovy et al. (2012d)
have shown that stellar distances of G dwarfs determined with an
isochrone of An et al. (2009) are nearly 10 % larger than those
determined with an isochrone of Ivezic´ et al. (2008) in the Sloan
Digital Sky Survey observations. Systematically large distances
of tracer stars result in large scale-heights of the distributions.
Such thick tracers can underestimate the LDMD if the system-
atic bias is significant.
7.2. Validity of our galaxy modeling
We have to mention, however, that our analytical model for gen-
erating the mock data is somewhat simplistic. For example, we
assumed that the galaxy model consists of the 15 visible mat-
ter components. This modeling may not necessarily well repre-
sent the real Galaxy. Bovy et al. (2012b,c,d) have recently dis-
cussed that the Galactic disk is composed of a lot of continuous
“mono-abundance sub-populations” and that there are no dis-
tinct thin/thick disks. If this is the case, the stellar classification
provided in Flynn et al. (2006, Table 3 in this paper) may not be
suitable. In addition, as an observational difficulty, even if data
are accurate and precise enough, it may be laborious to pick out
kinematically homogeneous tracer stars and to verify the homo-
geneity. Contaminated tracer samples can lead to ill-determined
LDMDs (e.g., Kuijken & Gilmore 1989a,b). This also needs re-
liable stellar population synthesis theory and spectroscopic ob-
servations.
The tracer in our study was modeled to have uniform den-
sity and velocity distributions in a z-plane. But, stellar density
and velocity dispersions in the Galaxy vary in the radial direc-
tion with scale radii of ∼ 3.0 kpc (e.g., Lewis & Freeman 1989;
Bovy et al. 2012d).9 Therefore, if tracer-sampling regions are
9 Bovy et al. (2012c) have observationally shown that the scale radii
of vertical velocity dispersions are as long as ∼ 7.1 kpc.
too wide, the kinematic homogeneity for the tracer can be broken
in actual observations (see G11).
If our modeling can represent the real Galaxy well, our
mock observations may be used to calibrate erroneously deter-
mined LDMDs. An advantageous point of astrometric obser-
vations is that observational uncertainties are already known.
Therefore, even if sufficiently precise data are not available, our
method can estimate magnitudes of under/overestimation of the
ill-determined LDMDs by applying the known astrometric er-
rors to the mock data.
7.3. Toward future astrometric observations
Our results have shown that the MA method requires a high de-
gree of astrometric precision to determine the LDMD, which
still cannot be achieved by present astrometric observations.
The near-future astrometric satellite Gaia, however, will sig-
nificantly exceed Hipparcos. Gaia is expected to observe the
complete sample of all stars brighter than 20 mag with end-of-
mission parallax precisions of ≃ 0.01 mas at V = 10 mag,10
0.01–0.03 mas at V = 15 mag and up to 0.1–0.35 mas at
V = 20 mag (e.g., de Bruijne et al. 2005; Bailer-Jones 2009;
Jordi et al. 2010; Prusti 2012); proper motion precisions in the
unit of mas yr−1 are comparable with the parallax precisions.
A frequently used tracer population are K dwarfs, whose abso-
lute magnitude is V ∼ 7 mag (Binney & Merrifield 1998). This
means that K stars at d = 1 kpc have a brightness of V ∼ 17 mag.
Therefore, these stars are expected to be observed with preci-
sions of < 0.1 mas. Thus Gaia will be able to achieve the re-
quired astrometric precision we estimated. Furthermore, Gaia
is designed to measure LOSVs of the stars simultaneously. The
LOSV precisions are 10–17 km s−1 at V = 17 mag with pre-
cision floors of ≃ 1 km s−1 (de Bruijne et al. 2005; Katz et al.
2004; Jordi et al. 2010), whose distance dependence apparently
is β = 2–3 (from comparison with Figure 7 of Prusti 2012).
From comparing with Figure 9, Gaia seems to be able to de-
termine the LDMD within the ranges of 90 % confidence lev-
els although there may be a slight underestimation if β = 3 and
C = 15. Accordingly, Gaia is expected to enable determining
the LDMD using the MA method although it may be better to
replace the LOSV data with more precise measurements.
Here we try to simulate the Gaia observations. The floor pre-
cision of the parallax measurements of Gaia is ∼ 0.01 mas, and
the uncertainties increase for stars brighter than G ∼ 12 mag11
(e.g., Prusti 2012). This brightness roughly corresponds to a K-
dwarf star at d ∼ 100 pc.12 A parallax uncertainty of 0.01 mas
corresponds to εFDE = 0.001 at d = 100 pc. Accordingly, we as-
sume the following FDE model for our Gaia simulation:
εFDE = 0.001
(
d
100 pc
)α+1
, (21)
where α = 0 when d < 100 pc, and α = 1 when d > 100 pc. The
right panel of Figure. 12 shows the determinations of the LDMD
by our Gaia simulation. In this simulation, we set zmin = 0 and
zmax = 0.75 kpc, and the narrow cylinder sampling region was
used. This result clearly demonstrates that the MA method will
be able to determine the LDMD with accuracy when the Gaia
catalog becomes available. Although the error ranges of these
simulations are somewhat larger than the other calculations in
10 V denotes Johnson V magnitude
11 G denotes magnitude in Gaia-band.
12 G−V ≃−0.4 for the K stars (Jordi et al. 2010).
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this paper, this is again because of the settings of the low zmin
and zmax. It seems important to cover the high-z region to re-
duce the uncertainty of the LDMD determination. However, as
we showed in Sect. 6.2.2, large distance errors in the high-z re-
gion may cause overestimation. Moreover, the high-z region may
not have a sufficient number of tracer stars. Hence, we suggest
that careful analyses be performed using various z-ranges and
tracer populations even when the Gaia catalog becomes avail-
able.
In addition to Gaia, Nano-JASMINE and JMAPS are also
individually planned to produce all-sky astrometric catalogs.
By combining their data with the Hipparcos and Tycho posi-
tional data from 1991, proper motions with 0.1 mas yr−1 are
expected to be achievable for bright stars (Michalik et al. 2012).
This high-precision astrometry will improve not only the LDMD
determination but also our understanding of various aspects of
Galactic dynamics.
8. Conclusions
We scrutinized the MA method devised by G11 and G12
and carefully assessed their LDMD determinations. We created
mock observational data and applied the MA method. As re-
sults, we found that the MA method is capable of determining
the LDMD with accuracy if the sample size of a tracer and ob-
servational precision is sufficient. We found that the sample size
must be larger than approximately 6,000 stars. Astrometric er-
rors, however, can cause overestimation on the LDMD determi-
nation, and we estimated that the required precision is approx-
imately 0.1–0.3 mas for parallax measurements. Proper motion
precision does not seem to be as important as the parallax pre-
cision. In addition, LOSV errors can cause either overestima-
tion or underestimation of the LDMD determination: if the er-
rors weakly or strongly depend on distance, the LDMD can be
overestimated or underestimated, respectively.
From our results, we expect that the MA method will over-
estimate the LDMD when Hipparcos data are used, because of
the insufficient astrometric precision. The near-future astromet-
ric satellite Gaia can be expected to measure parallaxes, proper
motions, and LOSVs with sufficient precisions. Our results indi-
cate that Gaia will enable us to determine the LDMD using the
MA method.
Acknowledgements. We would like to thank the referee for a careful reading
of the manuscript and useful comments. We acknowledge Taihei Yano, Shingo
Kahima, Takuji Hara, Yuji Chinone, and Ken-ichi Tadaki for their helpful dis-
cussion. Numerical computations and data analyses were in part carried out on
the analysis server system at the Center for Computational Astrophysics, CfCA,
of National Astronomical Observatory of Japan. This research was partially sup-
ported by the Ministry of Education, Science, Sports and Culture, Grant-in-Aid
for Scientific Research (A), No.23244034, 2011-2015.
References
Allen, C. & Martos, M. A. 1986, Rev. Mexicana Astron. Astrofis., 13, 137
Allen, C. & Santillan, A. 1991, Rev. Mexicana Astron. Astrofis., 22, 255
Allgood, B., Flores, R. A., Primack, J. R., et al. 2006, MNRAS, 367, 1781
An, D., Pinsonneault, M. H., Masseron, T., et al. 2009, ApJ, 700, 523
Bahcall, J. N. 1984a, ApJ, 287, 926
Bahcall, J. N. 1984b, ApJ, 276, 169
Bahcall, J. N. 1984c, ApJ, 276, 156
Bailer-Jones, C. A. L. 2009, in IAU Symposium, Vol. 254, IAU Symposium, ed.
J. Andersen, Nordstro¨ara, B. m, & J. Bland-Hawthorn, 475–482
Baudis, L. 2012, Physics of the Dark Universe, 1, 94
Bett, P., Eke, V., Frenk, C. S., et al. 2007, MNRAS, 376, 215
Bienayme, O., Robin, A. C., & Creze, M. 1987, A&A, 180, 94
Binney, J. & Merrifield, M. 1998, Galactic Astronomy (Princeton: Princeton
Univ. Press)
Bond, N. A., Ivezic´, ˇZ., Sesar, B., et al. 2010, ApJ, 716, 1
Bovy, J., Allende Prieto, C., Beers, T. C., et al. 2012a, ApJ, 759, 131
Bovy, J., Rix, H.-W., & Hogg, D. W. 2012b, ApJ, 751, 131
Bovy, J., Rix, H.-W., Hogg, D. W., et al. 2012c, ApJ, 755, 115
Bovy, J., Rix, H.-W., Liu, C., et al. 2012d, ApJ, 753, 148
Bovy, J. & Tremaine, S. 2012, ApJ, 756, 89
Catena, R. & Ullio, P. 2010, J. Cosmology Astropart. Phys., 8, 4
Creze, M., Chereul, E., Bienayme, O., & Pichon, C. 1998, A&A, 329, 920
Creze, M., Robin, A. C., & Bienayme, O. 1989, A&A, 211, 1
de Bruijne, J., Perryman, M. A. C., Lindegren, L., et al. 2005, Technical Note
Gaia-JdB-022, http://www.rssd.esa.int/index.php?project=Gaia
Debattista, V. P., Roskar, R., Valluri, M., et al. 2013, preprint (astro-
ph/1301.2670)
Deg, N. & Widrow, L. 2013, MNRAS, 428, 912
Dubinski, J. & Carlberg, R. G. 1991, ApJ, 378, 496
Fellhauer, M., Belokurov, V., Evans, N. W., et al. 2006, ApJ, 651, 167
Flynn, C. & Fuchs, B. 1994, MNRAS, 270, 471
Flynn, C., Holmberg, J., Portinari, L., Fuchs, B., & Jahreiß, H. 2006, MNRAS,
372, 1149
Garbari, S., Liu, C., Read, J. I., & Lake, G. 2012, MNRAS, 425, 1445
Garbari, S., Read, J. I., & Lake, G. 2011, MNRAS, 416, 2318
Gaume, Jr., R. A., Dorland, B., Hennessy, G., et al. 2009, in Bulletin of the
American Astronomical Society, Vol. 41, American Astronomical Society
Meeting Abstracts #213, #451.01
Gilmore, G. & Reid, N. 1983, MNRAS, 202, 1025
Gouda, N. 2011, Scholarpedia, 6(10), 12021,
http://www.scholarpedia.org/article/JASMINE
Helmi, A. 2004, ApJ, 610, L97
Hill, E. R. 1960, Bull. Astron. Inst. Netherlands, 15, 1
Holmberg, J. & Flynn, C. 2000, MNRAS, 313, 209
Holmberg, J. & Flynn, C. 2004, MNRAS, 352, 440
Ibata, R., Lewis, G. F., Irwin, M., Totten, E., & Quinn, T. 2001, ApJ, 551, 294
Ibata, R., Lewis, G. F., Martin, N. F., Bellazzini, M., & Correnti, M. 2012,
preprint (astro-ph/1212.4958)
Irrgang, A., Wilcox, B., Tucker, E., & Schiefelbein, L. 2013, A&A, 549, A137
Ivezic´, ˇZ., Sesar, B., Juric´, M., et al. 2008, ApJ, 684, 287
Jordi, C. et al. 2010, A&A, 523, A48
Katz, D. et al. 2004, MNRAS, 354, 1223
Kuhlen, M., Diemand, J., & Madau, P. 2007, ApJ, 671, 1135
Kuijken, K. 1991, ApJ, 372, 125
Kuijken, K. & Gilmore, G. 1989a, MNRAS, 239, 605
Kuijken, K. & Gilmore, G. 1989b, MNRAS, 239, 651
Kuijken, K. & Gilmore, G. 1989c, MNRAS, 239, 571
Law, D. R. & Majewski, S. R. 2010, ApJ, 714, 229
Lewis, J. R. & Freeman, K. C. 1989, AJ, 97, 139
Lutz, T. E. & Kelker, D. H. 1973, PASP, 85, 573
Michalik, D., Lindegren, L., Hobbs, D., Lammers, U., & Yamada, Y. 2012,
in Astronomical Society of the Pacific Conference Series, Vol. 461,
Astronomical Data Analysis Software and Systems XXI, ed. P. Ballester,
D. Egret, & N. P. F. Lorente, 549
Moni Bidin, C., Carraro, G., Me´ndez, R. A., & Smith, R. 2012, ApJ, 751, 30
Olling, R. P. & Merrifield, M. R. 2000, MNRAS, 311, 361
Olling, R. P. & Merrifield, M. R. 2001, MNRAS, 326, 164
Oort, J. H. 1932, Bull. Astron. Inst. Netherlands, 6, 249
Oort, J. H. 1960, Bull. Astron. Inst. Netherlands, 15, 45
Perryman, M. 2012, Astronomical Applications of Astrometry
Perryman, M. A. C., de Boer, K. S., Gilmore, G., et al. 2001, A&A, 369, 339
Perryman, M. A. C. et al. 1997, A&A, 323, L49
Pham, H.-A. 1997, in ESA Special Publication, Vol. 402, Hipparcos - Venice ’97,
ed. R. M. Bonnet, E. Høg, P. L. Bernacca, L. Emiliani, A. Blaauw, C. Turon,
J. Kovalevsky, L. Lindegren, H. Hassan, M. Bouffard, B. Strim, D. Heger,
M. A. C. Perryman, & L. Woltjer, 559–562
Prusti, T. 2012, Astronomische Nachrichten, 333, 453
Salucci, P., Nesti, F., Gentile, G., & Frigerio Martins, C. 2010, A&A, 523, A83
Smith, M. C., Whiteoak, S. H., & Evans, N. W. 2012, ApJ, 746, 181
Sofue, Y. 2012, PASJ, 64, 75
Sofue, Y., Honma, M., & Omodaka, T. 2009, PASJ, 61, 227
Spooner, N. J. C. 2007, Journal of the Physical Society of Japan, 76, 111016
Weber, M. & de Boer, W. 2010, A&A, 509, A25
Zemp, M., Diemand, J., Kuhlen, M., et al. 2009, MNRAS, 394, 641
Zhang, L., Rix, H.-W., van de Ven, G., et al. 2012, preprint (astro-ph/1209.0256)
10
Shigeki Inoue and Naoteru Gouda: Astrometric mock observations for determining the local dark matter density
 2
 4
 6
 8
 10
 12
 14
 16
 0  0.2  0.4  0.6  0.8  1  1.2
σ
z 
[km
 s-
1 ]
z [kpc]
Comp. #1
Comp. #3
Comp. #6
 10
 15
 20
 25
 30
 35
 40
 45
 0  0.2  0.4  0.6  0.8  1  1.2
σ
z 
[km
 s-
1 ]
z [kpc]
Comp. #8
Comp. #10
Comp. #14
Fig. A.1. Velocity dispersion profiles of some model components
in Table 1. The solid and dashed lines indicate analytical solu-
tions computed with Eq. (8) and fittings with the quadratic func-
tion, respectively.
Appendix A: Validity of the isothermality for the
deduced model
The deduced galaxy models of G11 and G12 are slightly differ-
ent from each other. G11 has used parametrized runs of velocity
dispersions assuming a behavior similar to the observational fit-
ting in Bond et al. (2010). G12, on the other hand, assumed that
all components are isothermal. Here, we discuss the impact of
these velocity dispersion profiles on the calculation of the MA
method. In addition, we verify the appropriateness of the isother-
mal assumption used in G12 and this study.
The dispersion runs introduced in G11 are described by a
quadratic form:
σ2z,i(z) = σ
2
z,i(0)
(
1+ cz2
)
, (A.1)
where the constant of c is chosen so that this function satisfies
the observational fitting reported in Bond et al. (2010):
σz,i(zmax) = σz,i(0)+ 4
(
zmax
kpc
)1.5
. (A.2)
Figure A.1 shows a comparison between the quadratic functions
and the analytical solutions of the Jeans equation for some model
components. Although some components seem to be fitted well
by the quadratic functions, some others are fitted poorly. This
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Fig. A.2. Comparison between surface densities deduced from
the Jeans and Poisson equations (4piG)−1dΦ/dz and the den-
sity profile assumed in the model, Σass. The top panel indicates
the surface density profiles. Since the three lines almost overlap,
they may be indistinguishable by eye. The bottom panel shows
fractional differences between the deduced surface density pro-
files and the assumed model.
is because the observations of Bond et al. (2010) were made for
blue disk stars and/or our assumed model is artificial.
We set all parameters of ρi(0), σz,i(0) and ρdm to the true val-
ues and computed surface density profiles of the deduced mod-
els, (4piG)−1dΦ/dz, following the procedure of Sect. 2.1 with
the quadratic functions and the isothermality. Figure A.2 shows
the results. In the top panel, we compare the results with the
assumed density profile of Eq. (7). Since all of them are almost
consistent, it can be said that both the quadratic functions and the
isothermality can reproduce the assumed galactic potential well.
The bottom panel shows fractional differences between the re-
sults and the assumed model. In both cases, the deduced models
underestimate the surface density in z <∼ 0.2 kpc and overesti-
mate in z >∼ 0.2 kpc. However, magnitudes of the overestima-
tion at zmax are only ∼ 0.5 % and ∼ 1.5 % for the isothermal
and the quadratic dispersions, respectively. From these results,
we can see that the isothermality for the deduced model hardly
affects the determination of the LDMD. In addition, the runs of
velocity dispersions of the model components do not seem to
be important. G11 have also come to the same conclusion and
mentioned the following: Although the velocity dispersion pro-
file of the tracer directly affects the tracer density fall-off and
11
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has a significant impact on the result, uncertainties in dispersion
profiles of the model components are, by contrast, marginalized
out when we calculate ρdm and ρs(0), since they appear only
in Eq. (4) through Eq. (2). From the above results, it is verified
that assuming isothermality for the model components does not
lead to an erroneous determinations of the LDMD. Although the
quadratic function used in G11 is not necessarily better than the
isothermal approximation, the impact of the difference between
them seems trivial.
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Fig. 4. Influence of the astrometric distance errors on determining the LDMD. The left and right panels indicate the results of
adopting α = 0 and α = 1, respectively. In each case, we conducted the same computation with different tracer samples generated
in the same conditions (ID = 1–6). The horizontal dotted line indicates the true LDMD. For the wide cylinder with α = 1 (the right
bottom panel), we additionally show the result of adopting A = 0.05.
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Fig. 6. Influence of the proper motion errors on determining the LDMD. The left and right panels indicate the results of adopting
α = 0 and α = 1, respectively. In all cases, we set the magnitude of distance error to be A= 0.1. In each case, we conducted the same
computations with different tracer samples generated from the same conditions (ID = 1 – 6). The horizontal dotted line indicates the
true LDMD. For the wide cylinder with α = 1 (the right bottom panel), we omitted the result of adopting B = 3.0 since the derived
LDMDs become extremely high.
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Fig. 8. Influence of the LOSV errors on determining LDMD. The left and right panels indicate the results of adopting β = 0 and
β = 1, respectively. In all cases, we assumed that there are no distance and proper motion errors: A = B = 0. In each case, we
conducted the same computations with different tracer samples generated from the same conditions (ID = 1 – 6). The horizontal
dotted line indicates the true LDMD.
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Fig. 9. Same as Figure 8, but adopting β = 2 (left panels) and β = 3 (right panels).
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