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Resumo
Neste trabalho estudamos a dinâmica completa de dois sistemas físicos, um oscilador
harmônico simples conectado a um reservatório térmico e dois osciladores harmônicos
acoplados cada um conectado a um reservatório térmico a temperatura distinta. Fizemos
este estudo utilizando tanto integrais de trajetória quanto equações de Langevin quânticas
visto que cada uma dessas metodologias se mostra adequada para a obtenção de certas
propriedades e desejávamos estudar todo o espectro de grandezas.
Para diferentes regimes dissipativos e temperaturas, estudamos a termalização destes
sistemas analisando as energias cinética, potencial e interna, o fluxo de calor, a produção
de entropia, a capacidade térmica de um oscilador harmônico e a condutância térmica
entre dois reservatórios térmicos a temperaturas diferentes. Utilizamos métodos analíticos
para obter as soluções exatas e numéricos para graficar estas grandezas.
Estudamos a produção de entropia de um oscilador harmônico simples para o limite
clássico mostrando que a mesma é estritamente positiva e vai a zero conforme o sistema
se aproxima do equilíbrio. Para o caso quântico desenvolvemos dois métodos para estudar
esta grandeza. No primeiro utilizamos um parâmetro auxiliar sobre o qual efetuamos uma
integral de trajetória já no segundo precisamos de uma hierarquia de quarta ordem de
momentos estocásticos quânticos. Para obter tal hierarquia definimos uma prescrição que
relaciona a média de um operador ao momento estocástico quântico necessário.
Obtivemos uma forma analítica para o fluxo de calor entre dois reservatórios térmicos
no estado estacionário e mostramos que esta forma é uma generalização da lei de Fourier
para o domínio quântico. Analisando o limite clássico do fluxo de calor obtivemos uma
forma fenomenológica fechada para a condutância térmica.
Estudamos o operador densidade de equilíbrio de um oscilador harmônico simples e
mostramos que ele não corresponde ao operador de Gibbs e mostramos ainda que esta
suposição leva a resultados inadequados.
Para realizar este trabalho utilizamos o modelo de osciladores harmônicos para o
reservatório térmico que é a base formal para o estudo de sistemas quânticos abertos.
Além disso, introduzimos nesta tese os conceitos necessários para entender tal estudo.
Abstract
Using both path integrals and quantum Langevin equations we studied the complete
dynamics of two systems: a simple harmonic oscillator coupled to a thermal reservoir
and two coupled simple harmonic oscillators each one coupled to a thermal reservoir
at distinct temperature. Each approach is appropriate for obtaining certain properties,
therefore, using both, we can study the whole spectrum.
For a range of dissipative parameters and temperatures, we studied the thermalization
of these systems by analyzing their kinetic, potential and internal energy, the heat flux, the
entropy production, the heat capacity of one simple harmonic oscillator and the thermal
conductance between two thermal reservoirs at different temperatures. We used analytical
methods to obtain exact expressions for those physical quantities and numerical methods
to plot them.
We have shown that the entropy production of a simple harmonic oscillator in the clas-
sical limit is strictly positive and goes to zero as the system approaches the equilibrium.
In the quantum domain, we developed two methods to study this physical quantity. In
the first one, we used an auxiliary parameter to perform a path integral, in the latter ap-
proach we required a hierarchy of quantum stochastic momenta. To obtain such hierarchy
we defined a prescription which relates a quantum operator to the quantum stochastic
momentum that is required.
We obtained an analytical expression for the heat flux between two thermal reservoirs
at distinct temperatures in the stationary state and shown that this is a generalization of
the Fourier law on the quantum domain. By taking the classical limit of the heat flux we
obtained a closed phenomenological expression for the thermal conductance.
We have shown that the Gibbs operator is not the equilibrium reduced density operator
of one harmonic oscillator; furthermore, we have also shown that assuming such equality
leads to inadequate results.
The harmonic oscillator model for the thermal reservoir, which is the formal basis for
the theory of quantum open systems, was used to perform those studies. Furthermore, in
this thesis, we introduced the necessary concepts to understand them.
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Capítulo 1
Introdução
A mecânica quântica surgiu para tratar fenômenos na escala atômica e subatômica e
como nosso mundo é constituido por partículas nestas escalas, podemos dizer que esta é
a teoria mais fundamental que existe atualmente. Esta teoria é inerentemente probabilís-
tica e possui resultados que estão em contradição direta com a intuição humana. De fato
podemos citar Feynman nesse aspecto "I think I can safely say that nobody understands
quantum mechanics". Porém, como dissemos, as partículas que obedecem as leis da me-
cânica quântica são as mesmas que constituem o nosso mundo macroscópico no qual não
observamos efeitos de emaranhamento por exemplo.
Para entender a conexão entre as partículas que obedecem as leis da mecânica quântica
e o mundo macroscópico, precisamos considerar um número grande de partículas. Dentro
deste contexto começamos inevitavelmente a ter interações entre o sistema que estamos
estudando e o meio no qual este está inserido uma vez que não é mais possível isolar uma
única partícula. De fato, não podemos nem considerar que este sistema está fracamente
acoplado com o meio, devemos levar em conta esta interação em todo o seu caráter e
considerar que nosso sistema quântico está aberto e, consequentemente, sofre dissipação.
Essa dissipação será responsável pela decoerência que é a destruição, numa escala de
tempo curta, da sobreposição de estados macroscópicos distintos, ou seja, a emergência
do mundo clássico.
Porém, a importância do estudo de sistemas quânticos abertos vai além dos funda-
mentos da física e de suas interpretações. O contínuo desenvolvimento de técnicas expe-
rimentais cada vez mais sofisticadas está permitindo o acesso detalhado a fenômenos em
escalas meso e nanoscópica. Dentro deste contexto se destacam as máquinas quânticas
(cujo paradigma é representado por computadores e refrigeradores quânticos) [1–5], biolo-
gia quântica [6–8], teoria da informação e medida quântica [9, 10], colisão de íons pesados
[11–13], etc [14–19].
Em especial o desenvolvimento de máquinas quânticas pede o estudo detalhado das
propriedades termodinâmicas de sistemas quânticos. Transporte de calor, trabalho, pro-
dução e fluxo de entropia são conceitos centrais para a descrição de tais máquinas. Para
definir estes conceitos de forma precisa e útil para aplicações, a área de termodinâmica
quântica vem emergindo e ganhando cada vez mais interesse.
O trabalho desenvolvido nesta dissertação se encaixa dentro deste contexto. Utili-
zando a vasta e robusta teoria de sistemas quânticos abertos nós estudamos dois sistemas
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relevantes tanto do ponto de vista de fundamentos quanto de aplicações, um oscilador
harmônico conectado a um reservatório térmico e dois osciladores harmônicos acoplados
entre si e cada um conectado a um reservatório a temperatura distinta.
Consideramos ambos os sistemas inicialmente distantes do equilíbrio e por isso sua
descrição é inteiramente dinâmica. Além de conseguirmos ver todos os efeitos transientes
da evolução do sistema para o equilíbrio (no caso de um reservatório) ou estado estacio-
nário (no caso de dois reservatórios) podemos estudar estes estados tomando o limite de
tempos longos nas expressões encontradas. Em particular, para um oscilador harmônico
simples no equilíbrio estudamos extensivamente seu operador densidade reduzido para
mostrar que o mesmo não se encontra no estado de Gibbs e mostramos que tal suposição
leva a resultados errôneos.
Para realizar estes estudos foram necessários conceitos de processos estocásticos, ter-
modinâmica e física estatística fora do equilíbrio, e da teoria de sistemas quânticos abertos.
Logo, nesta tese introduziremos rudimentos destes tópicos a fim de familiarizar o leitor
com o conteúdo necessário para abordar tais problemas.
No capítulo 2 desenvolvemos rudimentos de mecânica estocástica e tratamos o movi-
mento browniano tanto fenomenologicamente através de equações de Langevin, Fokker-
Planck e de sua densidade de probabilidade condicional quanto a partir de um modelo
efetivo para o reservatório. Utilizando estes conceitos desenvolvemos as teorias de sistemas
fora de equilíbrio que serão utilizadas nesta tese, a teoria de Onsager e a termodinâmica
estocástica.
No capítulo 3 utilizamos o modelo efetivo para o movimento browniano para desenvol-
ver a teoria de sistemas quânticos abertos utilizando tanto integrais de trajetória quanto
equações de Heisenberg. Discutimos também, a partir de integração funcional, a forma
de equilíbrio do operador densidade reduzido.
Por fim, no capítulo 4 aplicamos os conceitos desenvolvidos nos capítulos anteriores
tanto para um oscilador harmônico simples conectado a um reservatório quanto para dois
osciladores acoplados cada um conectado a um reservatório a temperatura distinta. Para
ambos os sistemas obtivemos exatamente o operador densidade reduzido utilizando inte-
gração funcional e os operadores posição e momento na versão de Heisenberg. Utilizando
estas grandezas realizamos estudos numéricos das energias cinética, potencial e interna
de ambos os sistemas. Estudamos também o calor específico de um oscilador harmônico,
a produção de entropia e fluxo de calor nestes sistemas. Por último obtivemos o fluxo de
calor entre dois reservatórios térmicos que é uma generalização da lei de Fourier para o
domínio quântico e, tomando o limite clássico desta expressão, obtivemos a condutância
térmica.
No capítulo 5 discutimos as conclusões deste trabalho e delineamos as próximas etapas
nesta linha de pesquisa.
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Capítulo 2
Mecânica Estatística Fora de
Equilíbrio
A termodinâmica se propõe a estudar o comportamento coletivo de um número muito
grande de corpos. Na descrição termodinâmica de um sistema nenhuma referência é feita
à mecânica microscópica do mesmo. De fato, como o número de constituintes do sistema
é muito grande seria impossível, e até mesmo inútil, ter uma descrição mecânica completa
de todos os corpos que formam o sistema macroscópico.
Ao invés de tentar tratar uma quantidade gigantesca de dados, a termodinâmica de
equilíbrio, formalizada por Clausius e Caratheodory entre outros utiliza potenciais ter-
modinâmicos (entropia, energia livre de Helmholtz, etc) para descrever sistemas físicos.
Observando variações nesses potenciais, obtemos grandezas macroscópicas como tempe-
ratura, pressão, potencial químico, etc.
Um conceito central para descrever transformações físicas dentro deste formalismo
são os processos quasi-estáticos. Um processo quasi-estático é um processo tão lento,
comparado ao tempo característico dos processos microscópicos do sistema, que podemos
dizer que o sistema de interesse está em equilíbrio em todos os instantes de tempo. Sendo
assim, os resultados da termodinâmica de equilíbrio podem ser aplicados em qualquer
instante. Formalmente, durante um processo quasi-estático, a trajetória de um sistema
termodinâmico no espaço do potencial que o descreve está arbitrariamente perto de uma
variedade de equilíbrio desse potencial.
Vemos então uma limitação natural da termodinâmica de equilíbrio: quando o tempo
característico de evolução do sistema não é infinitamente maior que o tempo característico
dos processos microscópicos do mesmo (sejam eles clássicos ou quânticos) não podemos
utilizar os resultados da termodinâmica de equilíbrio. Ao invés disso devemos formular
resultados válidos para este tipo de regime.
Vemos que, para obter uma termodinâmica fora do equilíbrio consistente, é essencial
entendermos a conexão entre a mecânica microscópica do sistema e o seu comportamento
macroscópico. Podemos estudar esta conexão através de duas etapas
1) Partindo da mecânica microscópica, seja ela clássica ou quântica, chegar a uma
teoria estocástica.
2) A partir da teoria estocástica obtida derivar as leis da termodinâmica.
Para trilhar este caminho, neste capítulo estudaremos rudimentos da teoria estocás-
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tica clássica e do movimento browniano clássico. Além de utilizar este formalismo nas
próximas seções, pretendemos desenvolver uma base intuitiva sobre a qual construiremos
a teoria mais complexa dos sistemas quânticos abertos baseada no modelo de osciladores
harmônicos para o banho térmico [14–19].
Em seguida estudaremos um pilar da termodinâmica fora do equilíbrio, a teoria de
Onsager [20, 21]. Por último, utilizando a teoria estocástica desenvolvida, estudaremos a
obtenção das leis da termodinâmica (o ponto 2 acima). O método que apresentaremos e
que será utilizado nesta tese foi desenvolvido por Tomé e de Oliveira [22–24].
2.1 Mecânica Estocástica
A teoria estocástica, que será a base para a conexão com a termodinâmica desenvol-
vida por Tomé e de Oliveira, tem sua base na teoria de probabilidade clássica. Logo, para
introduzí-la de maneira clara, é útil rever alguns conceitos da teoria de probabilidade
clássica. A seguir seguiremos os passos de Breuer e Petruccione [18] e Caldeira [16] para
introduzir a teoria estocástica.
A teoria de probabilidade clássica é construída a partir de três conceitos; o espaço de
eventos Ω, uma σ-álgebra e uma medida de probabilidade sobre a σ-álgebra.
O espaço de eventos Ω é constituído dos eventos fundamentais ω. Porém, os eventos
aos quais queremos associar uma probabilidade nem sempre são os eventos fundamentais.
Por exemplo, caso Ω seja infinito e incontável não faz sentido associarmos uma medida
de probabilidade finita à um evento fundamental ω. Ao invés disso construímos uma
σ-álgebra que é um sistema A de subconjuntos de Ω e associaremos uma medida de pro-
babilidade aos conjuntos Ai ∈ A. O sistema A deve ter as propriedades:
1) O próprio espaço de eventos e o conjunto vazio pertencem à σ-álgebra i.e. Ω ∈ A
e ∅ ∈ A.
2) Se A1 e A2 pertencem a A então A1 ∪ A2 ∈ A, A1 ∩ A2 ∈ A e A1\A2 ∈ A.
3) Uma união contável de eventos Ai ∈ A pertence a A i.e. ∪∞i=1Ai ∈ A.
Sobre A associamos a medida µ
A 7→ µ(A) ∈ R (2.1)
com as propriedades
1) Para qualquer A ∈ A
0 ≤ µ(A) ≤ 1 (2.2)
2) A medida µ é normalizada
µ(Ω) = 1 (2.3)
CAPÍTULO 2. MECÂNICA ESTATÍSTICA FORA DE EQUILÍBRIO 15
3) Se temos uma união disjunta de eventos
A1, ..., An ∈ A com Ai ∩ Aj = ∅ para i 6= j (2.4)
então
µ(∪∞i=1Ai) =
∞∑
i=1
µ(Ai) (2.5)
Com os conceitos introduzidos até agora é possível construir toda a teoria de proba-
bilidade clássica. Porém, para trabalharmos com mais facilidade é interessante introduzir
funções que estão correlacionadas aos eventos que desejamos medir, e associar distribui-
ções de probabilidade a essas funções. Essas funções são chamadas de variáveis aleatórias
e são um mapa
X : Ω 7→ R. (2.6)
Essas funções relacionam um número real a cada evento fundamental do espaço de eventos
ou seja
x = X(ω). (2.7)
Para que possamos utilizar toda a teoria de probabilidade sobre as variáveis aleatórias
precisamos introduzir uma σ-álgebra sobre os conjuntos de borel B em R. A σ-álgebra B
é composta de conjuntos B tais que A = X−1(B) onde A ∈ A. Desta forma temos uma
medida probabilidade associada à variável aleatória X
P (B) = µ(A). (2.8)
Temos também a distribuição de probabilidade, p(x), em R com a qual construímos a
probabilidade P (B)
P (B) =
∫
B
dxp(x). (2.9)
Com estes conceitos estamos prontos para introduzir o processo estocástico. Um pro-
cesso estocástico é somente uma variável aleatória que evolui com o tempo
X : Ω× T → R. (2.10)
A este processo estocástico corresponde uma função de probabilidade conjunta asso-
ciada
Pn(Bn, tn;Bn−1, tn−1; ...;B1, t1) ≡ µ(X(tn) ∈ Bn;X(tn−1) ∈ Bn−1; ...;X(t1) ∈ B1) (2.11)
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e sua distribuição de probabilidade conjunta associada
Pn(Bn, tn;Bn−1, tn−1; ...;B1, t1) =
∫
Bn,Bn−1,...,B1
dxndxn−1...dx1pn(xn, tn;xn−1, tn−1; ...;x1, t1)
(2.12)
cuja normalização é dada por∫
dxn...dx1pn(xn, tn;xn−1, tn−1; ...;x1, t1) = 1. (2.13)
Se integrarmos esta distribuição em uma das variáveis aleatórias obtemos pn−1∫
dxnpn(xn, tn;xn−1, tn−1; ...;x1, t1) = pn−1(xn−1, tn−1; ...;x1, t1). (2.14)
Utilizando esta propriedade e lembrando que a probabilidade condicional é dada por
p11(x2, t2|x1, t1) = p2(x2, t2;x1, t1)
p1(x1, t1)
, (2.15)
podemos estudar a evolução da distribuição de probabilidade de uma variavel aleatória
através da equação
p1(x2, t2) =
∫
dx1p11(x2, t2|x1, t1)p1(x1, t1). (2.16)
A densidade de probabilidade condicional p11(x2, t2|x1, t1) descreve a evolução da variável
aleatória x(t) a partir do instante inicial x(t1) = x1 para um instante final x(t2) = x2 e
obedece a condição de normalização∫
dx2p11(x2, t2|x1, t1) = 1. (2.17)
Um caso de grande interesse são os processos Markovianos. Os processos Markovianos
são processos onde não há memória no sistema, ou seja, a distribuição de probabilidade
conjunta depende somente do instante imediatamente anterior e não da história completa
do sistema. Formalmente a condição de Markovianiedade é expressa por
p1,n−1(xn, tn|xn−1, tn−1; ...;x1, t1) = p11(xn, tn|xn−1, tn−1). (2.18)
Utilizando esta condição, e as propriedades anteriores, podemos escrever
p2(x3, t3;x1, t1) =
∫
dx2p3(x3, t3;x2, t2;x1, t1) =
p1(x1, t1)
∫
dx2p11(x3, t3|x2, t2)p11(x2, t2|x1, t1),
(2.19)
o que implica na equação de Chapman-Kolmogorov
p11(x3, t3|x1, t1) =
∫
dx2p11(x3, t3|x2, t2)p11(x2, t2|x1, t1). (2.20)
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Vemos então que a equação 2.20 juntamente com 2.16 determinam completamente um
processo Markoviano.
Em muitas situações é útil associar à distribuição de probabilidade uma equação dife-
rencial. As equações resultantes são chamadas de equações mestras e de Fokker-Planck.
Para deduzí-las vamos estudar uma evolução infinitesimal da distribuição de probabilidade
p(x, t+ τ) =
∫
dx′p11(x, t+ τ |x′, t)p(x′, t). (2.21)
temos então
∂
∂t
p(x, t) = lim
τ→∞
p(x, t+ τ)− p(x, t)
τ
=
lim
τ→∞
1
τ
∫
dx′{p11(x, t+ τ |x′, t)p(x′, t)− p11(x, t|x′, t)p(x′, t)}.
(2.22)
Vamos expandir em primeira ordem a densidade de probabilidade condicional p11(x, t|x′, t).
Para isto note que p11(x, t|x′, t) = δ(x − x′). Vamos definir a taxa de transição como a
derivada da densidade de probabilidade condicionalWt(x, x′) = ∂∂tp11(x, t|x′, t′)|t=t′ . Logo,
p11(x, t+ τ |x′, t), em primeira ordem em τ , pode ser escrito como
p11(x, t+ τ |x′, t) ≈ δ(x− x
′) + τWt(x, x′)
1 + τ
∫
dxWt(x, x′)
. (2.23)
O denominador na equação 2.23 serve para mantermos a normalização em primeira ordem
que seria perdida caso só expandíssemos a função ingenuamente. Expandindo o inverso
do denominador em 2.23 obtemos
p11(x, t+ τ |x′, t) ≈ δ(x− x′)
[
1 + τ
∫
dxWt(x, x′)
]
+ τWt(x, x′), (2.24)
que nos leva à celebrada equação mestra
∂
∂t
p(x, t) =
∫
dx′Wt(x, x′)p(x′, t)−
∫
dx′Wt(x′, x)p(x, t). (2.25)
Como a nossa variável aleatória, x(t), é contínua, nossa equação mestra se torna uma
equação integro-diferencial. Porém, em muitas situações é útil uma equação mestra para
espaços discretos. Por exemplo, podemos associar as taxas de transição dadas pela regra
de ouro de Fermi às taxas de transição do processo estocástico
Wij =
2pi
~
λ2|Vij|2δ(Ei − Ej) (2.26)
onde o sistema quântico sendo estudado é descrito pelo hamiltoniano H = H0 + λV e
Vij = 〈i|V |j〉. Desta forma obtemos a equação mestra de Pauli [28]
∂
∂t
pi(t) =
∑
j
[
Wijpj(t)−Wjipi(t)
]
. (2.27)
Esta equação será utilizada como a base estocástica para termodinâmica fora de equilíbrio
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que desenvolveremos na seção 2.2.2. Porém, é possível utilizar a equação mestra para
espaços contínuos para formalizar a termodinâmica fora de equilíbrio [22–24] obtendo
resultados similares.
Para estudarmos o Movimento Browniano, que será abordado na seção seguinte, pre-
cisamos desenvolver a equação 2.25 expandindo-a em uma série de Taylor. Esta expansão
é conhecida como expansão de Kramers-Moyal e tem a forma
∂
∂t
p(x, t) =
∞∑
n=1
(−1)n
n!
∂n
∂xn
{αn(x)p(x, t)} (2.28)
onde αn(x) é o limite de τ → 0 dos momentos estocásticos associados à densidade de
probabilidade condicional
αn(x) = lim
τ→0
1
τ
∫
dx′(x− x′)np11(x, t+ τ |x′, t). (2.29)
É possível demonstrar que esta expansão também é válida para a densidade de probabi-
lidade condicional p11(x, t|x′, t′). Logo, para achar a densidade de probabilidade condi-
cional de um processo Markoviano, basta achar uma função que satisfaça a equação de
Chapman-Kolmogorov 2.20 e a expansão de Kramers-Moyal 2.28 para o conjunto ade-
quado de momentos estocásticos αn. Mais a frente, utilizaremos este método para obter
a densidade de probabilidade condicional do movimento browniano.
No caso de uma variável estocástica multidimensional x ∈ RN a expansão de Kramers-
Moyal fica
∂
∂t
p(x, t) = −
N∑
i=1
∂i
∂xi
{αi(x)p(x, t)}+ 12
N∑
i,j=1
∂2
∂xi∂xj
{αij(x)p(x, t)}+ ... (2.30)
onde
αi(x) = lim
τ→0
1
τ
∫
dx′i(xi − x′i)p11(x, t+ τ |x′, t), (2.31)
αij(x) = lim
τ→0
1
τ
∫
dx′idx
′
j(xi − x′i)(xj − x′j)p11(x, t+ τ |x′, t), (2.32)
e os momentos de ordem mais alta são definidos analogamente. A equação de Fokker-
Planck ocorre quando todos os momentos estocásticos são nulos para n > 2.
Na seção seguinte analisaremos a equação de Langevin que é o modelo fenomenológico
para o movimento browniano. Obteremos a densidade de probabilidade condicional e
uma equação de Fokker-Planck para a distribuição de probabilidade associada à posição
da partícula browniana demonstrando assim que podemos usar a teoria estocástica para
descrever este fenômeno.
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2.1.1 Movimento Browniano - O Paradigma da Dissipação Clás-
sica
No movimento browniano uma partícula de massam, chamada de partícula browniana,
é inserida em um fluido viscoso. Este fluido, chamado de banho térmico ou reservatório
térmico, é composto de muitas partículas menores que a partícula browniana.
Porém, os constituintes do banho não são pequenos o suficiente em relação à partí-
cula browniana para que possamos considerar o banho como sendo contínuo e aplicar o
formalismo da mecânica de fluidos. As partículas do banho são grandes o suficiente para
que choques entre elas e a partícula browniana causem uma mudança significativa no mo-
mento da mesma. Desta maneira tem-se o comportamento irregular que foi primeiramente
observado por R. Brown que notou que pequenas partículas, como pólen, se inseridas em
um fluido viscoso apresentam um comportamento extremamente irregular.
Como não é possível descrever a mecânica completa das partículas do banho térmico,
uma vez que temos um número enorme destas partículas, podemos utilizar propriedades
estatísticas do mesmo e modelar o movimento browniano usando a teoria estocástica.
Com o tempo viu-se que a abordagem teórica capaz de descrever este fenômeno é a
equação de Langevin
mx¨+ 2mγx˙+ V ′(x) = f(t) (2.33)
onde f(t) é um termo forçante cuja média e função correlação temporal tem os valores
〈f(t)〉 = 0 e 〈f(t)f(t′)〉 = 4mγkBTδ(t− t′).
A seguir veremos como obter uma equação de Fokker-Planck e a densidade de probabi-
lidade condicional associada à equação de Langevin que descreve o movimento Browniano.
Por último mostraremos que se conectarmos a partícula de interesse a um reservatório
térmico composto por osciladores harmônicos simples, obtemos a equação de Langevin
após algumas considerações fenomenológicas. De fato, a equação obtida neste modelo é
mais geral que 2.33 uma vez que vai além do caso Markoviano e do ruído branco.
Utilizaremos este modelo para generalizar o movimento browniano para o domínio
quântico e desenvolver uma teoria robusta para sistemas quânticos abertos.
Equação de Fokker-Planck e Densidade de Probabilidade Condicional
Para evitar confusões com o momento da partícula, denotaremos por P a distribuição
de probabilidade das variáveis dinâmicas. Analisaremos aqui tanto o movimento browni-
ano de uma partícula livre quanto de uma partícula num potencial genérico.
Para V = 0 a equação 2.33 pode ser escrita como
m
dv
dt
+ 2mγv = f(t). (2.34)
Para variações infinitesimais de tempo ∆t podemos integrar esta equação no tempo
∆v = −2γv∆t+ 1
m
∫ t+∆t
t
dt′f(t′). (2.35)
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Desejamos escrever uma equação mestra para a distribuição de probabilidade. Para isto
precisamos calcular os momentos estocásticos αn da expansão de Kramers-Moyal. Se
considerarmos a velocidade da partícula como a variável aleatória, usando 2.29, podemos
calcular os momentos estocásticos obtendo
α1(v) = lim∆t→0
〈∆v〉
∆t = −2γv (2.36)
α2(v) = lim∆t→0
〈(∆v)2〉
∆t =
1
m
lim
∆t→0
∫ t+∆t
t
∫ t+∆t
t
dt′dt′′4γkBTδ(t′ − t′′) = 4γkBT
m
(2.37)
αn(v) = 0 se n ≥ 3. (2.38)
Substituindo estes resultados em 2.28, temos a equação de Fokker-Planck de uma partícula
browniana livre
∂
∂t
P (v, y) = 2γ ∂
∂v
[vP (v, t)] + 2γkBT
m
∂2
∂v2
P (v, t). (2.39)
Notando que
P11(v, t|v0, 0) = 1√
2pi〈(∆v(t))2〉
exp− [v − v0 exp {−2γt}]
2
2〈(∆v(t))2〉 , (2.40)
onde
〈(∆v(t))2〉 = kBT
m
[
1− e−4γt
]
, (2.41)
satisfaz a equação de Fokker-Plank 2.39 e de Chapman-Kolmogorov 2.20 vemos que esta
é a densidade de probabilidade condicional que descreve a partícula browniana livre. A
equação 2.40 é conhecida por processo de Orstein-Uhlenbeck que foi utilizado por esses
dois cientistas para desenvolver sua teoria para o movimento browniano [26]. Vale a pena
ressaltar que 2.40 mostra que v é uma variável aleatória gaussiana e que a propriedade
2.38 é válida para qualquer variável aleatória gaussiana.
Para uma partícula browniana submetida a um potencial V (x), as equações de hamil-
ton do sistema são
dx
dt
= p
m
(2.42)
dp
dt
= −2γp− V ′(x) + f(t). (2.43)
Integrando estas equações em t obtemos
∆x = p
m
∆t (2.44)
∆p = −2γp∆t− V ′(x)∆t+
∫ t+∆t
t
dt′f(t′). (2.45)
Considerando que este é um processo estocástico com duas variáveis aleatórias x e p então,
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a fim de utilizar 2.30, calculamos os seguintes momentos estocásticos
αx = lim∆t→0
〈∆x〉
∆t =
p
m
(2.46)
αp = lim∆t→0
〈∆q〉
∆t = −2γp− V
′(x) (2.47)
αxx = lim∆t→0
〈(∆x)2〉
∆t = 0 (2.48)
αxp = lim∆t→0
〈∆x∆p〉
∆t = 0 (2.49)
αpp = lim∆t→0
〈(∆p)2〉
∆t = 4mγkBT. (2.50)
Substituindo-os em 2.30 obtemos a equação de Fokker-Planck de uma partícula browniana
em um potencial genérico
∂P
∂t
= − p
m
∂P
∂x
+ V ′∂P
∂p
+ 2γ ∂(pP )
∂p
+ 2mγkBT
∂2P
∂p2
. (2.51)
Utilizando o colchete de Poisson,
{A,B} = ∂A
∂x
∂B
∂p
− ∂A
∂p
∂B
∂x
, (2.52)
e H = p22m + V (x), podemos escrever a equação 2.51 como
∂P
∂t
= {H,P}+ 2γ{x, pP}+ 2γkBT
m
{x, {x, P}}. (2.53)
Esta forma é útil para comparar com limites clássicos de modelos para o movimento
browniano quântico. De fato, tomando o limite para altas temperaturas do modelo que
será desenvolvido na seção 3.1 Caldeira e Leggett [14–16] provaram que a distribuição de
Wigner deste modelo recupera a equação 2.53. Esta forma também foi utilizada por de
Oliveira [27] para desenvolver seu modelo para sistemas quânticos abertos.
Banho Composto por Osciladores Harmônicos
Apesar de termos a equação de Langevin e a de Fokker-Planck da partícula browniana,
para muitas finalidades (e.g. quantizar o movimento browniano) é interessante acharmos
um modelo microscópico do qual possamos obter essas equações. Isto é, modelar o reser-
vatório e achar uma hamiltoniana que, dentro das considerações adequadas, recupere o
movimento browniano.
Nesta seção mostraremos que não é necessário um modelo microscópico detalhado do
reservatório para obter o movimento browniano. Basta criar um modelo mínimo consi-
derando que o reservatório térmico no qual inserimos a nossa partícula é composto por
osciladores harmônicos. Mostraremos que este modelo, além de ser capaz de recuperar
o movimento browniano, nos fornece um formalismo muito mais geral no qual podemos
estudar efeitos não-markovianos e ruído colorido.
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A hamiltoniana completa do sistema global, i.e. a hamiltoniana do sistema mais o
banho, é dada por
H = p
2
2m + V (x) +
∑
i
[
p2i
2mi
+ miω
2
i
2
(
xi − ci
miω2i
x
)2]
. (2.54)
Nesta hamiltoniana o sistema de interesse é acoplado linearmente às coordenadas do banho
através de um termo de interação −x∑i cixi. Também é fundamental para este modelo
o termo x2∑i c2i2miω2i da hamiltoniana que é comumente chamado de contra-termo. Este
termo é introduzido para compensar a renormalização do potencial V (x) causada pelo
acoplamento linear com o banho. Note que se não considerarmos este termo teremos um
deslocamento negativo na frequência do sistema de m(∆ω)2 = −∑i c2imiω2i como visto em
[34].
É essencial considerarmos o contra-termo para que o contato com o banho gere ex-
clusivamente dissipação no sistema de interesse. Para exemplificar este ponto considere
um oscilador harmônico com frequência ω como o sistema de interesse. Se ignorarmos o
contra-termo teríamos uma frequência efetiva ω2eff = ω2 + (∆ω)2 que pode assumir até
valores negativos caso o deslocamento causado pela renormalização seja muito grande.
Vemos que até mesmo o comportamento qualitativo do sistema pode ser alterado se não
levarmos o contra-termo em consideração no modelo.
As equações de Hamilton para este sistema são
dx
dt
= p
m
(2.55)
dxi
dt
= pi
mi
(2.56)
dp
dt
= −V ′(x)− x∑
i
c2i
miω2i
+
∑
i
cixi (2.57)
dpi
dt
= −miω2i xi + cix (2.58)
ou seja,
x¨i + ω2i xi =
ci
mi
x, (2.59)
mx¨+ V ′(x) + x
∑
i
c2i
miω2i
=
∑
i
cixi. (2.60)
Para resolver este sistema de equações diferenciais acopladas vamos tomar a transfor-
mada de Laplace da equação 2.59 e subistituir o resultado em 2.60
z2xˆi − zxi(0)− x˙i(0) + ω2i xˆi =
ci
mi
xˆ
xˆi =
z
z2 + ω2i
xi(0) +
ωi
z2 + ω2i
pi(0)
miωi
+ ωi
z2 + ω2i
ci
miωi
xˆ
xi(t) = cosωit xi(0) + sinωit
pi(0)
miωi
+ ci
miωi
∫ t
0
ds sinωi(t− s)x(s).
(2.61)
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Chamando fi(t) = cosωit xi(0) + sinωit pi(0)miωi temos
xi(t) = fi(t) +
ci
miωi
∫ t
0
ds sinωi(t− s)x(s). (2.62)
Substituindo este resultado na equação 2.60 obtemos
mx¨(t) + V ′(x) + x
∑
i
c2i
miω2i
−∑
i
c2i
miωi
∫ t
0
ds sinωi(t− s)x(s) =
∑
i
cifi(t). (2.63)
Antes de desenvolver uma abordagem fenomenológica sobre o banho térmico para que a
equação acima tome a forma de uma equação de Langevin, note que
∫ t
0
ds sinωi(t− s)x(s) = x(t)
ωi
− cosωitx(0)
ωi
−
∫ t
0
ds
cosωi(t− s)
ωi
x˙(s). (2.64)
Subistituindo esse resultado na equação 2.63 obtemos
mx¨(t) + V ′(x) +
∫ t
0
ds
∑
i
c2i
miω2i
cosωi(t− s)x˙(s) =
∑
i
cifi(t)− x(0)
∑
i
c2i
miω2i
cosωit.
(2.65)
Agora introduzimos a densidade espectral que é o termo sobre o qual faremos uma mo-
delagem fenomenológica. A densidade espectral é definida como
J(ω) = pi
m
∑
i
c2i
miωi
δ(ω − ωi), (2.66)
e com isso temos
∑
i
c2i
miω2i
cosωi(t− s) = m
pi
∫ ∞
0
dω
J(ω)
ω
cosω(t− s) = mγ(t− s). (2.67)
Substituindo 2.67 em 2.65 temos
mx¨(t) + V ′(x) +m
∫ t
0
dt′γ(t− t′)x˙(t′) = ∑
i
cifi(t)−mγ(t)x(0) (2.68)
Precisamos checar agora se o lado direito da equação 2.68 satisfaz as codições de um
termo forçante. Para isso vamos considerar que o ensemble de equilíbrio é dado por
ρG =
1
Z exp
{
− β∑
i
[
pi(0)2
2mi
+ miω
2
i
2
(
xi(0)− ci
miω2i
x(0)
)2]}
. (2.69)
Definindo então
f(t) =
∑
i
cifi(t)−mγ(t)x(0) (2.70)
vemos que 〈f(t)〉 = 0 e 〈f(t)f(t′)〉 = 2mkBTγ(t− t′).
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Logo, a equação final é
mx¨(t) + V ′(x) +m
∫ t
0
dt′γ(t− t′)x˙(t′) = f(t) (2.71)
que generaliza 2.33 pra casos nos quais a dissipação depende da história do sistema e casos
nos quais o ruído é colorido.
Como o caso Markoviano e de ruído branco é de especial interesse, vale a pena res-
saltar a fenomenologia necessária para obtê-lo. Este caso é recuperado quando temos um
reservatório ôhmico. Um reservatório ôhmico possui uma densidade espectral dada por
J(ω) = 2γω. Substituindo este valor na equação 2.67 temos
γ(t) = 1
pi
∫ ∞
0
dω
J(ω)
ω
cosωt = 2γ
pi
∫ ∞
0
dω cosωt = 2γ
pi
lim
ω→∞
sinωt
t
= 2γδ(t) (2.72)
que substituida em 2.71 no leva a 2.33.
2.2 Termodinâmica Fora do Equilíbrio
Nesta seção abordaremos duas teorias para tratar processos fora do equilíbrio.
A primeira teoria devido a Onsager [20, 21] é inteiramente termodinâmica e não faz
referência alguma à mecânica microscópica do sistema. Porém, ao assumirmos que existem
variações de parâmetros termodinâmicos no sistema e que existe um funcional de entropia
associado a cada ponto do mesmo podemos achar fluxos e forças termodinâmicas e calcular
grandezas como produção de entropia, fluxo de entropia, etc.
A segunda teoria desenvolvida por Tomé e de Oliveira [22–24] assume que podemos
relacionar a mecânica microscopia do sistema de interesse a um processo estocástico. A
partir deste processo estocástico é desenvolvida uma teoria robusta para tratar sistemas
fora do equilíbrio. É possível formalizar muitos conceitos centrais da termodinâmica, tanto
de equilíbrio quanto fora de equilíbrio, como a desigualdade de Clausius, produção e fluxo
de entropia, comportamento monotônico dos potenciais termodinâmicos, convexidade das
variedades de equilíbrio, etc.
2.2.1 Teoria de Onsager
Nesta seção seguiremos a abordagem de Callen [20]. Considere que temos um sistema
composto por dois subsistemas. Vamos considerar que cada um desses subsistemas tem
um parâmetro extensivo Xk com a condição
X
(1)
k +X
(2)
k = X
(0)
k , (2.73)
em especial, cada um desses sistemas tem uma função de entropia S1 e S2 respectivamente.
Definimos então uma grandeza chamada afinidade, que é uma força generalizada em
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relação ao parâmetro Xk, como
Fk = ∂S
(1)
∂X
(1)
k
− ∂S
(2)
∂X
(2)
k
= F (1)k − F (2)k . (2.74)
Vemos que a condição de equilíbrio entre esses dois subsistemas é Fk = 0, ou seja, quando
os parâmetros intensivos Fk forem iguais e.g
FU = ∂S
(1)
∂U (1)
− ∂S
(2)
∂U (2)
= 1
T (1)
− 1
T (2)
= 0. (2.75)
Sempre que a afinidade tiver um valor finito os parâmetros extensivos de cada subsis-
tema são forçados a variar no tempo para alcançar o equilíbrio. Podemos então definir a
produção de entropia como
dS
dt
=
∑
k
∂S
∂Xk
dXk
dt
. (2.76)
Definindo os fluxos como
Jk =
dXk
dt
, (2.77)
como a entropia do sistema total é dada pela soma de S1 e S2, a produção de entropia,
que em muitas situações é denotada por Π, é dada por
Π =
∑
k
FkJk. (2.78)
Desejamos agora estender essa análise para sistemas cujos parâmetros variam conti-
nuamente, e.g. uma barra metálica cujas extremidades estão conectadas a reservatórios
térmicos com temperaturas distintas. Consideraremos que para cada ponto do sistema
existe um funcional de entropia local S que depende dos parâmetros extensivos locais Xk
e que essa dependência é idêntica ao funcional de equilíbrio.
Ou seja, consideramos que cada ponto do sistema se comporta como um sistema em
equilíbrio. Graças a essa definição podemos falar, por exemplo, da temperatura no meio
da barra durante o transporte de calor. A princípio não poderíamos falar dessa grandeza
nessa situação uma vez que a temperatura só é definida no equilíbrio e esse processo é
claramente um processo fora de equilíbrio.
Como estamos trabalhando localmente no sistema é mais conveniente utilizar a entro-
pia por unidade de volume s. Temos então uma forma diferencial associada ao sistema
ds =
∑
k
Fkdxk. (2.79)
Como estamos analisando um sistema contínuo e temos fluxos em todas as direções deve-
mos considerar os fluxos como grandezas vetoriais. Definimos então a corrente de entropia
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como
Js =
∑
k
FkJk. (2.80)
A produção de entropia em uma região é a soma da entropia que está deixando a
região, dada pelo divergente da corrente de entropia Jk (o fluxo de entropia), com o
aumento de entropia dentro da região, ou seja
ds
dt
= ∂s
∂t
+∇ · Js. (2.81)
Se considerarmos que cada um dos parâmetros extensivos Xk são conservados (e.g.
energia intena), temos uma equação de continuidade associada a cada um deles isto é
∂xk
∂t
+∇ · Jk = 0. (2.82)
Note que esta consideração é uma extensão da condição 2.73. Anteriormente consideramos
que o sistema era dividido somente em dois subsistemas cada um com um parâmetro
extensivo X(1)k e X
(2)
k . Agora estamos particionando o sistema de forma que o parâmetro
Xk varie continuamente mas ainda desejamos que este seja conservado o que é garantido
por 2.82. Como
∂s
∂t
=
∑
k
Fk
∂xk
∂t
(2.83)
e
∇ · Js =
∑
k
∇Fk · Jk +
∑
k
Fk∇ · Jk, (2.84)
a produção de entropia, se os parâmetros extensivos são conservados, é dada por
Π =
∑
k
∇Fk · Jk. (2.85)
Vemos que no caso contínuo a afinidade, ou força generalizada, relacionada a um parâ-
metro intensivo é o gradiente deste parâmetro Fk = ∇Fk.
A teoria de Onsager apresentada até o momento é extremamente geral e pode ser
vastamente aplicada. Formalmente ela parte da suposição que existe um funcional de
entropia S no espaço termodinâmico e sua derivada direcional sempre tangencia uma
variedade de equilíbrio. As consequências desta suposição tomam força em um caso
de particular importância, a análise de sistemas puramente resistivos e lineares. Nestes
contextos podemos provar as relações de reciprocidade de Onsager, ou teorema de Onsager
que lhe forneceram o prêmio Nobel de Química de 1968. A importância das relações de
reciprocidade de Onsager são enormes. Alguns autores, em particular na abertura da
cerimônia do Nobel, se referem-se a elas como a quarta lei da termodinâmica [29, 30].
Em um sistema puramente resistivo os fluxos dependem somente das afinidades no
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exato instante de tempo em que são calculados, isto é os fluxos são funções lineares das
afinidades [31]. Por exemplo, um resistor elétrico é um sistema puramente resistivo porém
um circuito com indutor e capacitor não é puramente resistivo uma vez que temos efeitos
da inércia do circuito.
Consideramos então fluxos que têm dependência instantânea nas afinidades. Deixando
a notação vetorial dos fluxos de lado no momento, vamos expandir em série esses fluxos.
Como os fluxos devem ser nulos caso não haja afinidades então o termo de ordem zero
dessa série deve ser nulo, obtemos
Jk =
∑
i
LikFi + 12
∑
ij
LijkFiFj + ... (2.86)
onde
Lik =
∂Jk
∂Fi e Lijk =
∂2Jk
∂Fi∂Fj (2.87)
são os coeficientes cinéticos de primeira e segunda ordem respectivamente e os coeficientes
de ordem mais alta são definidos analogamente.
Quando as afinidades são pequenas o suficiente para que termos além da primeira
ordem possam ser ignorados temos os sistemas lineares e puramente resistivos. Nestes
sistemas temos
Jk =
∑
i
LikFi. (2.88)
É interessante notar que o fluxo do k-ésimo parâmetro depende não somente da afi-
nidade deste parâmetro mas também da afinidade de todos os outros parâmetros. Por
exemplo, o fluxo de corrente em um circuito feito de metais diferentes causa aquecimento
nas junções, o efeito Peltier, e se mantivéssemos as junções a temperaturas diferentes
veríamos uma corrente no circuito.
Esse tipo de fenômeno nos faz perguntar se há alguma relação entre os coeficiente Lik
e Ljk. Essa relação é expressa pelo teorema de reciprocidade de Onsager. O teorema diz
que para sistemas puramente resistivos
Lik = Lki. (2.89)
Vemos que esse resultado é particularmente útil para sistemas lineares, mas note que ele
não é restrito a esses casos.
As restrições de que os sistemas sejam puramente resistivos e lineares parecem ser
grandes, mas, na verdade, grande parte dos sistemas de interesse satisfazem essas condi-
ções. A lei de Ohm para a condução elétrica ou a lei de Fick para difusão são alguns dos
muitos exemplos de leis fenomenológicas em processos nos quais as afinidades são parti-
cularmente pequenas e podemos utilizar 2.88 e todo o poder do teorema de reciprocidade
de Onsager.
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2.2.2 Termodinâmica Estocástica
Nesta seção revisaremos os trabalhos de Tomé e de Oliveira [22–24]. Assumindo que
a mecânica microscópica nos fornece uma dinâmica estocástica, derivaremos as leis da
termodinâmica dentro e fora do equilíbrio. Para isso faremos duas suposições.
I) Assumiremos a extensão da entropia informacional (entropia de Shanon) para a
entropia termodinâmica de equilíbrio e a validade desta equação fora do equilíbrio
S(t) = −k∑
i
Pi(t) lnPi(t). (2.90)
A entropia termodinâmica, bem como os outros potenciais termodinâmicos, não é definida
fora do equilíbrio. Aqui supomos que existe uma grandeza informacional descrita pela
equação 2.90 que converge à variedade da entropia no equilíbrio.
II) A segunda hipótese se refere à forma da produção de entropia. Esta é uma quantia
informacional dinâmica e deve satisfazer duas condições: ela deve ser não negativa e nula
no equilíbrio termodinâmico. Schnakenberg [25] definiu a produção de entropia como
Π(t) = k2
∑
ij
{WijPj(t)−WjiPi(t)} ln WijPj(t)
WjiPi(t)
. (2.91)
Note que como cada termo da soma tem o formato (x − y) ln(x/y), esta forma é não
negativa.
Na equação 2.91, Wij são as taxas de transição do estado j para o estado i. Estas são
as mesmas taxas de transição utilizadas na equação mestra de Pauli 2.27 que, como abor-
damos na seção 2.1, é a equação mais geral para um processo estocástico entre estados
discretos. Para estados contínuos devemos usar a equação 2.25 e como vimos, sob condi-
ções físicas bem gerais, a equação mestra para estados contínuos se torna uma equação
de Fokker-Planck.
Fluxo de Entropia
Antes de analisar o fluxo de entropia, vamos analisar primeiramente o fluxo da energia
do sistema. A energia do sistema é dada por
U(t) =
∑
i
EiPi(t). (2.92)
Assim, por construção, o fluxo de energia do reservatório para o sistema é dado pela
equação
φu =
∑
ij
(Ei − Ej)WijPj(t) (2.93)
que é compatível com a equação mestra de Pauli
d
dt
U(t) = φu. (2.94)
A equação 2.94 é essencialmente uma equação de continuidade para a energia U o que
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implica que esta é conservada. Porém, como a entropia não é uma quantidade conservada,
devemos adicionar o termo de produção de entropia que é responsável pelo aumento da
desordem durante a evolução do sistema
dS
dt
= Π− φs (2.95)
onde φs é o fluxo de entropia do sistema para o reservatório.
Utilizando a equação mestra, lembrando que ∑i P˙i = 0 e absorvendo o sinal trocando
a ordem dos termos, a derivada da entropia pode ser escrita como
d
dt
S(t) = k
∑
ij
{WijPj(t)−WjiPi(t)} lnPj(t) = k
∑
ij
WijPj(t) ln
Pj(t)
Pi(t)
. (2.96)
Escrevendo a produção de entropia como
Π(t) = k
∑
ij
WijPj(t) ln
WijPj(t)
WjiPi(t)
(2.97)
e utilizando a equação 2.95 obtemos o fluxo de entropia
φs(t) = k
∑
ij
WijPj(t) ln
Wij
Wji
(2.98)
que pode ser escrito como
φs(t) =
k
2
∑
ij
{WijPj(t)−WjiPi(t)} ln Wij
Wji
. (2.99)
Obtemos então uma forma estocástica para as três grandezas informacionais que descre-
vem a dinâmica do sistema, a entropia, a produção de entropia e o fluxo de entropia.
Se integrarmos a equação 2.95 obtemos
∆S =
∫
Πdt−
∫
φsdt. (2.100)
Estas grandezas são chamadas na literatura recente de mudança interna da entropia (∆S),
mudança total da entropia (
∫
Πdt) e mudança ambiental da entropia (
∫
φsdt).
Processos Estacionários e Equilíbrio
Neste formalismo podemos distinguir claramente o equilíbrio de um processo estaci-
onário. Num processo estacionário a probabilidade é independente do tempo porém há
produção constante de entropia. Logo, para um processo estacionário o lado direito de
2.27 deve ser nulo o que nos fornece a condição de balanço global
∑
j
{WijPj −WjiPi} = 0. (2.101)
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O balanço global é uma condição necessária, porém não suficiente para o equilíbrio.
O equilíbrio ocorre quando não há mais produção de entropia no sistema. A partir da
equação 2.91 vemos que para haver equilíbrio o balanço detalhado deve ser satisfeito isto
é
WijPj = WjiPi. (2.102)
Note que a condição de balanço detalhado só é satisfeita quando o sistema está em
equilíbrio ou seja Pi = P eqi e a forma da probabilidade de equilíbrio, P
eq
i , é apropriada ao
ensemble que descreve o sistema. Porém, como a taxa de transição Wij é independente
do tempo então em qualquer instante
Wij
Wji
= P
eq
i
P eqj
. (2.103)
Podemos então obter a razão das taxas de transição para qualquer instante de tempo para
o ensemble apropriado.
A definição de entropia proposta por Clausius, e a termodinâmica em geral, só funci-
onam para processos quasiestáticos. A seguir mostraremos como as grandezas informaci-
onais, que no equilíbrio convergem para a variedade do potencial termodinâmico (como
a entropia, energia livre de Helmholtz, etc), podem ser analisadas arbitrariamente fora
do equilíbrio. Levando em conta o fato de que as taxas de transição satisfazem o ba-
lanço detalhado para o contato com o reservatório apropriado, analisaremos os ensembles
microcanônico, canônico e gran canônico.
Microcanônico
Com este ensemble descreveremos a relaxação de um sistema isolado arbitrariamente
fora do equilíbrio. Neste caso todos os constituintes do sistema tem energia U logo
Pi(t) 6= 0 se Ei = U e Pi = 0 se Ei 6= U . Neste caso condição de balanço detalhado 2.102
nos fornece Wij = Wji, então pela equação 2.98, φs = 0. Logo,
dS
dt
= Π⇒ dS
dt
≥ 0. (2.104)
Ou seja, a entropia de um sistema isolado é uma grandeza monotonicamente crescente
com o tempo.
Ensemble Canônico
Este ensemble descreve a relaxação de um sistema em contato com um reservatório
térmico arbitrariamente fora do equilíbrio. No equilíbrio, a probabilidade de cada estado
é descrita pela distribuição de Gibbs i.e.
P eqi =
e−βEi
Z , (2.105)
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onde β = 1/kT . Logo, a razão entre as taxas de transição é
Wij
Wji
= e−β(Ei−Ej). (2.106)
Substituindo este resultado em 2.98 obtemos
φs(t) = − 1
T
∑
ij
(Ei − Ej)WijPj(t). (2.107)
Relacionando este resultado com a energia do sistema 2.92 e utilizando a equação mestra
2.27 podemos escrever
φs = − 1
T
dU
dt
. (2.108)
Utilizando a equação 2.95 vemos que
Π = dS
dt
− 1
T
dU
dt
. (2.109)
Como, dada uma temperatura fixa T , a energia livre de Helmholtz é definida como F =
U − TS, temos
dF
dt
= −TΠ⇒ dF
dt
≤ 0. (2.110)
Ou seja, a energia livre de um sistema em contato com um reservatório é uma função mo-
notonicamente decrescente com o tempo para um temperatura fixa. Em outras palavras,
a energia livre de Helmholtz é minimizada em uma variedade de temperatura constante.
Considerando que a mudança da energia interna só é feita através de transporte de
calor, identificamos φs(t) = − 1T dQdt . Então, 2.100 pode ser escrita como
∆S =
∫
Πdt+
∫ dQ
T
. (2.111)
Como a integral
∫
Πdt é sempre um valor positivo, obtemos a desigualdade de Clausius
∆S ≥
∫ dQ
T
. (2.112)
Clausius usou esta desigualdade para definir a entropia de processos quasiestáticos.
De fato para processos quasiestáticos o balanço detalhado é válido para qualquer instante
de tempo e ∆S =
∫ dQ
T
. A diferença ente ∆S e
∫
Πdt para processos mais gerais representa
de acordo com Clausius a "transformação não compensada".
Ensemble Gran Canônico
Este ensemble descreve a relaxação de um sistema em contato com um reservatório
térmico e um reservatório de partículas arbitrariamente fora do equilíbrio. O sistema é
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descrito pela distribuição de probabilidade
P eqi =
1
Qe
−β(Ei−µni), (2.113)
logo, a razão entre as taxas de transição é dada por
Wij
Wji
= e−β((Ei−Ej)−µ(ni−nj)). (2.114)
Se definirmos o número médio de partículas como
N(t) =
∑
i
niPi(t) (2.115)
e usarmos a condição 2.114 apropriada para este ensemble vemos que
φs = − 1
T
∑
ij
WijPj(t)[(Ei − Ej)− µ(ni − nj)] = − 1
T
dU
dt
+ µ
T
dN
dt
. (2.116)
Utilizando (2.95) obtemos
Π = dS
dt
− 1
T
dU
dt
+ µ
T
dN
dt
. (2.117)
E como o grande potencial termodinâmico é dado por Φ = U − TS − µN , então
dΦ
dt
= −TΠ⇒ dΦ
dt
≤ 0. (2.118)
Segue, como no último caso, que o grande potencial termodinâmico decai monotoni-
camente para o seu valor de equilíbrio. Integrando a equação 2.117 obtêm-se
(U − U0)− T (S − S0)− µ(N −N0) = −T
∫
Πdt ≤ 0. (2.119)
Se considerarmos que para tempos muito longos o sistema alcança a temperatura T e que
no instante t0 o sistema estava em equilíbrio, a desigualdade 2.119 nos diz que U , S e N
formam uma variedade convexa em acordo com a termodinâmica de equilíbrio.
Este formalismo conhecido como Termodinâmica Estocástica pode ser desenvolvido de
maneira muito mais extensa e abrangente que o que foi exposto nesta seção. Porém, para
a finalidade deste trabalho os resultados aqui demonstrados são suficientes. Direcionamos
o leitor interessado aos trabalhos de Tomé e de Oliveira [22–24] para a continuidade da
teoria.
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Capítulo 3
Sistemas Quânticos Abertos
Sistemas quânticos abertos são centrais em mecânica quântica tanto do ponto de vista
dos seus fundamentos quanto de sua aplicação em situações realistas.
A primeira tentativa de tratar o problema da dissipação quântica data dos primórdios
da física moderna quando Seeger [32] tentou quantizar a equação do oscilador harmônico
simples amortecido.
Esta primeira tentativa já mostrou um problema recorrente no desenvolvimento de
um formalismo capaz de tratar dissipação no domínio quântico. Brittin [33] mostrou
que o processo de quantização usado por Seeger implica em inconsistências nas relações
canônicas de comutação e no princípio da incerteza, o que invalidou este modelo.
Durante os anos seguintes todas as tentativas acabavam caindo nessas mesmas in-
consistências. Para descrever a dinâmica quântica precisamos quantizar, pelo método
canônico, hamiltonianas ou lagrangianas que descrevam o problema classicamente; porém
para sistemas dissipativos essas hamiltonianas ou lagrangianas sempre são dependentes
do tempo. Acabamos inevitavelmente carregando a dependência temporal para o princí-
pio de incerteza. Por exemplo, ao tentar quantizar o hamiltoniano de Kanai-Caldirola,
do qual obtemos as equações de movimento clássicas com um termo dissipativo linear
na velocidade, obtemos o princípio de incerteza ∆x∆p ≥ ~2e−λt, que é completamente
insatisfatório pois nos diz que, para tempos grandes, podemos medir posição e velocidade
com precisão absoluta. Para não incorrer nessas inconsistências é necessária uma outra
abordagem.
Como vimos na seção 2.1.1, ao supor que o reservatório térmico pode ser descrito por
osciladores harmônicos, obtemos o hamiltoniano 2.54 que é independente do tempo e for-
nece a equação de Langevin generalizada 2.71 que possui um termo dissipativo, um termo
estocástico e não está restrita ao caso markoviano. Caldeira e Leggett [14–16] quantizaram
este hamiltoniano obtendo assim uma teoria robusta para sistemas quânticos abertos. Ao
considerarmos que a dissipação é causada pelo ambiente recuperamos as interpretações
usuais da mecânica quântica e obtemos o ferramental necessário para aplicar a teoria aos
casos de interesse. De fato, para efetuar cálculos precisos em situações realistas esse é o
único método disponível atualmente [17].
Neste capítulo apresentaremos este modelo para um sistema conectado a um reserva-
tório térmico. Porém, está abordagem não esta restrita a este caso e como temos interesse
em estudar dois osciladores harmônicos, cada um conectado a um reservatório térmico
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distinto, mostraremos também como fica esse formalismo para N sistemas conectados a
N reservatórios. Desta forma, no capítulo 4 só precisamos aplicar a teoria desenvolvida
aqui para os casos N = 1 e N = 2.
Veremos como tratar este modelo utilizando integrais de trajetória (abordagem inici-
almente utilizada por Caldeira e Leggett) na seção 3.1 e na seção 3.2 como tratá-lo na
versão de Heisenberg. Mostraremos que podemos recuperar a equação de Langevin e o
propagador no domínio quântico. Abordaremos algumas consequências dessa teoria por
exemplo, mostraremos que no equilíbrio o operador densidade reduzido não é necessaria-
mente descrito pelo estado de Gibbs e mostraremos sob quais circunstâncias recuperamos
o estado de Gibbs no equilíbrio.
Indicamos também o trabalho de Hu, Paz e Zhang [34] para os interessados em uma
equação de Fokker-Planck quântica consistente com este modelo.
3.1 Integrais de Trajetória - A Teoria de Feynman-
Vernon
Utilizando integrais de trajetória é posivel obter uma forma fechada para o operador
densidade reduzido do sistema. Para fazer isso note, primeiramente, que a evolução do
operador densidade é dada por
ρ(t) = U(t)ρ(0)U †(t). (3.1)
onde U(t) é o operador evolução temporal usual
U(t) = e− i~Ht. (3.2)
Utilizamos então a hamiltoniana do modelo 2.54 para obter o operador evolução temporal
e estudar a dinâmica do sistema apartir de um instante de tempo inicial. Denotando os
estados do sistema e banho por
|x,R〉 = |x,R1, R2, ..., Rn, ...〉, (3.3)
a representação de coordenada da equação 3.1 é dada por
〈x,R|ρ(t)|y,Q〉 =
∫
dx′dy′dR′dQ′〈x,R|U(t)|x′,R′〉〈x′,R′|ρ(0)|y′,Q′〉〈y′,Q′|U †(t)|y,Q〉.
(3.4)
Consideraremos que no estado inicial o operador densidade é separável e que o banho
térmico está no estado de Gibbs, ρBG = e
−βHB
Z
, i.e.
ρ(0) = ρS(0)⊗ e
−βHB
Z
. (3.5)
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Utilizando integrais de trajetória, o propagador é dado por
〈x,R|U(t)|x′,R′〉 = K(x,R, t|x′,R′, 0) =
∫ x,R
x′,R′
Dx(t)DR(t)e i~S[x(t),R(t)] (3.6)
onde S[x(t),R(t)], a ação clássica do sistema, é dada por
S[x(t),R(t)] =
∫ t
0
dt′L(x˙, x, R˙,R) =∫ t
0
dt′
{
m
2 x˙
2 − V (x) +∑
j
[
µj
2 R˙
2
j −
µjω
2
j
2
(
Rj − cj
µjω2j
x
)2]}
.
(3.7)
Como estamos interessados somente no sistema, podemos tomar o traço sobre as variá-
veis do reservatório do operador densidade. Desta forma obtemos o operador densidade
reduzido do sistema, ρS(x, y, t), que contém toda a informação necessária para estudar o
problema. Ou seja, o operador densidade reduzido é dado por
ρS(x, y, t) =
∫
dRρ(x,R, y,R, t). (3.8)
Definindo o superpropagador do sistema como
J(x, y, t|x′, y′, 0) =
∫ xy
x′y′
Dx(t)Dy(t)e i~{Ss[x(t)]−Ss[y(t)]}F [x(t), y(t)] (3.9)
onde F [x(t), y(t)] é o funcional de influência dado por
F [x(t), y(t)] =
∫
dRdR′dQ′ρBG(R′,Q′)
∫ R,Q
R′,Q′
DR(t)DQ(t)e i~{SIB [x(t),R(t)]−SIB [y(t),Q(t)]}
(3.10)
onde as ações Ss[x(t)] e SIB[x(t),R(t)] são dadas por
Ss[x(t)] =
∫ t
0
dt′
{
m
2 x˙
2 − V (x)
}
, (3.11)
SIB[x(t),R(t)] =
∫ t
0
dt′
{∑
j
[
µj
2 R˙
2
j −
µjω
2
j
2
(
Rj − cj
µjω2j
x
)2]}
, (3.12)
temos
ρS(x, y, t) =
∫
dx′dy′J(x, y, t|x′, y′, 0)ρS(x′, y′, 0). (3.13)
Temos então uma forma fechada para o operador densidade reduzido. A partir deste
operador podemos calcular as propriedades quânticas e estatísticas desse sistema e estudar
sua dinâmica tanto fora do equilíbrio quanto no equilíbrio, tomando t → ∞, ou fazendo
uma rotação de Wick.
Vemos que o superpropagador do sistema possui duas partes: uma parte referente à di-
nâmica não dissipativa do sistema, e i~{Ss[x(t)]−Ss[y(t)]}, e outra associada à dinâmica dissipa-
tiva do sistema, F [x(t), y(t)] [14–18]. Para calcular a primeira parte precisamos do poten-
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cial V (x) porém, podemos calcular o funcional de influência uma vez que SIB[x(t),R(t)]
é completamente definido. Mais do que isso, como a lagrangiana clássica utilizada na
integral de caminho é de um oscilador harmônico simples, podemos calcular exatamente
o funcional de influência. Para isto note que
F [x(t), y(t)] =
∫
dRdR′dQ′ρBG(R′,Q′)
∫ R,Q
R′,Q′
DR(t)DQ(t)e i~{SIB [x(t),R(t)]−SIB [y(t),Q(t)]} =
∞∏
j=1
∫
dRjdR
′
jdQ
′
jρ
B
G(R′j, Q′j)
∫ Rj ,Qj
R′j ,Q
′
j
DRj(t)DQj(t)e i~{SIB [x(t),Rj(t)]−SIB [y(t),Qj(t)]}.
(3.14)
Para computar o funcional de influência faremos uso da expressão para o j-ésimo pro-
pagador do oscilador harmônico quando submetido à força externa −cjx. Este propagador
é dado por [42]
KjRI =
√
µjωj
2pii~ sinωjt
e
i
~S
j
cl (3.15)
e a j-ésima ação clássica, Sjcl é dada por
Sjcl =
µjωj
2 sinωjt
{
(R2j +R′2j ) cosωjt− 2RjR′j
− 2cjRj
µjωj
∫ t
0
x(t′) sinωjt′dt′ −
2cjR′j
µjωj
∫ t
0
x(t′) sinωj(t− t′)dt′
− 2c
2
j
µ2jω
2
j
∫ t
0
∫ t′
0
dt′dt′′x(t′)x(t′′) sinωj(t− t′) sinωjt′′
}
.
(3.16)
Além disso, assumimos que o reservatório está no estado de Gibbs no instante inicial.
Notando que ao utilizar tempo imaginário β = it/~ temos U(t) → ZρG, onde Z é a
função de partição, vemos que para obter o estado de Gibbs basta efetuar esta subistituição
(rotação de Wick) e lembrar que não temos o termo forçante. Logo, o operador densidade
do banho no instante inicial é
ρBG(R′,G′) =
∏
j
µjωj
2pi~ sinh ~ωj
kT
exp−
{
µjωj
2~ sinh ~ωj
kT
[
(R′2j +Q′2j ) cosh
~ωj
kT
− 2R′jQ′j
]}
.
(3.17)
Substituindo estas expressões em 3.14 vemos que todas as integrais que temos que efetuar
em Rj, R′j e Qj são gaussianas. Embora trabalhosas, essas integrais são prontamente
resolvidas e obtemos
F [x(t), y(t)] = e− 1~φ[x(t),y(t)] (3.18)
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onde
φ[x(t), y(t)] =
∫ t
0
∫ t′
0
dt′dt′′{x(t′)− y(t′)}{L(t′ − t′′)x(t′′)− L∗(t′ − t′′)y(t′′)}
+ imγ(0)2
∫ t
0
dt′{x2(t′)− y2(t′)}
(3.19)
e
L(t) = L′(t) + iL′′(t) = 1
pi
∫ ∞
0
dωJ(ω)
(
coth ~ω2kT cosωt− i sinωt
)
, (3.20)
mγ(0) =
∑
j
c2j
µjω2j
= 1
pi
∫ ∞
0
dω
J(ω)
ω
. (3.21)
Note que toda a fenomenologia sobre o reservatório é feita sobre a densidade espectral
J(ω) tanto no domínio clássico quanto no quântico.
Para ver que todos os efeitos de dissipação e difusão estão dentro da função L(t) e
consequentemente no funcional de influência, utilizando {, } para o anticomutador, note
que
〈{F (t′), F (t′′)}〉 = 1
pi
∫ ∞
0
dωJ(ω) coth ~ω2kT cosω(t
′ − t′′) (3.22)
d
dt′
γ(t′ − t′′) = − 1
pi
∫ ∞
0
dωJ(ω) sinω(t′ − t′′) (3.23)
onde F (t) é o operador forçante e γ(t) é o kernel de dissipação da equação de Lange-
vin quântica 3.65 que estudaremos com detalhes na seção 3.2. Podemos então separar
φ[x(t), y(t)] em duas partes, uma imaginária e uma real, escrevendo
φ[x(t), y(t)] = φD[x(t), y(t)] + iφγ[x(t), y(t)] (3.24)
onde cada uma destas partes é definida como
φγ[x(t), y(t)] =
∫ t
0
∫ t′
0
dt′dt′′{x(t′)− y(t′)} d
dt′
γ(t′ − t′′){x(t′′) + y(t′′)}
+ mγ(0)2
∫ t
0
dt′{x2(t′)− y2(t′)}
(3.25)
φD[x(t), y(t)] =
∫ t
0
∫ t′
0
dt′dt′′{x(t′)− y(t′)}〈{F (t′), F (t′′)}〉{x(t′′)− y(t′′)}. (3.26)
Vemos então que a parte imaginária do funcional de influência é responsável por efeitos
de dissipação e a parte real por efeitos de difusão causados pelo banho no espaço dos
momentos.
Estes resultados nos fornecem uma metodologia fechada para a análise de qualquer
sistema quântico dissipativo [14–18]. Utilizando o potencial adequado ao sistema de inte-
resse, a fenomenologia adequada ao reservatório que o sistema está conectado e tomando
os limites de tempo adequados, podemos estudar qualquer sistema dissipativo.
CAPÍTULO 3. SISTEMAS QUÂNTICOS ABERTOS 38
3.1.1 N sistemas conectados a N reservatórios
A extensão dos resultados discutidos até aqui para N sistemas conectados a N re-
servatórios é direta. Para estudar esse caso faremos a extensão de 2.54 assumindo um
hamiltoniano da forma
H =
N∑
i=1
p2i
2mi
+ V (x) +
i=N,j=∞∑
i=1,j=1
[ P 2ij
2µij
+
µijω
2
ij
2
(
Rij − cij
µijω2ij
xi
)2]
, (3.27)
onde x = (x1, x2, ..., xN). Neste modelo consideramos que cada uma das N partículas está
conectada à somente um reservatório e esta conexão é feita através de um acoplamento
linear entre a posição da i-ésima partícula com a posição do j-ésimo oscilador do i-ésimo
banho. Note também que não há nenhum contato direto entre os reservatórios, toda a
conexão entre os reservatórios é feita através das partículas que por sua vez se comunicam
através do potencial V (x).
Novamente a evolução do operador densidade é dada por 3.1 e denotando os estados
do sistema por
|x, Rˆ〉 = |x1, R11, R12, ...;x2, R21, R22, ...; ..., xn, Rn1, Rn2, ...〉 (3.28)
o operador densidade reduzido é dado por
ρS(x,y, t) =
∫
dx′dy′J(x,y, t|x′,y′, 0)ρS(x′,y′, 0), (3.29)
onde o superpropagador do sistema é dado por
J(x,y, t|x′,y′, 0) =
∫ xy
x′y′
Dx(t)Dy(t)e i~{Ss[x(t)]−Ss[y(t)]}F [x(t),y(t)]. (3.30)
O funcional de influência por sua vez é separável e podemos escrevê-lo como o produtório
dos N funcionais influências de cada partícula submetida a seu banho
F [x(t),y(t)] =
N∏
i=1
F [xi(t), yi(t)]. (3.31)
Finalmente, podemos escrever o i-ésimo funcional de influência como F [xi(t), yi(t)] =
e−
1
~φi[xi(t),yi(t)] onde
φi[xi(t), yi(t)] =
∫ t
0
∫ t′
0
dt′dt′′{xi(t′)− yi(t′)}{Li(t′ − t′′)xi(t′′)− L∗i (t′ − t′′)yi(t′′)}
+ imiγi(0)2
∫ t
0
dt′{x2i (t′)− y2i (t′)}
(3.32)
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e
Li(t) = L′i(t) + iL′′i (t) =
1
pi
∫ ∞
0
dωJi(ω)
(
coth ~ω2kTi
cosωt− i sinωt
)
, (3.33)
miγi(0) =
∑
j
c2ij
µijω2ij
= 1
pi
∫ ∞
0
dω
Ji(ω)
ω
. (3.34)
Novamente, toda a fenomenologia sobre o i-ésimo reservatório é feita sobre a densidade
espectral Ji(ω) tanto no domínio clássico quanto no quântico.
Para obter o operador densidade reduzido para N partículas conectadas a N reser-
vatórios, a complicação de agora em diante é a mesma que integrais funcionais sempre
apresentam i.e. calcular a ação clássica para um potencial qualquer. Veremos no capítulo
4 que é possível resolver essas integrais funcionais para osciladores harmônicos simples e
estudaremos esses sistemas.
3.1.2 Operador Densidade Reduzido no Equilíbrio
Um caso de particular interesse da teoria desenvolvida nesta seção é o equilíbrio tér-
mico de um sistema quântico aberto. Este caso foi utilizado por exemplo para estudar o
tunelamento quântico dissipativo [15, 16]. Note que para haver de fato equilíbrio é neces-
sário que consideremos somente uma partícula em um reservatório térmico. É necessário
fazermos essa restrição pois os reservatórios que estamos trabalhando são grandes o sufi-
ciente para que o fluxo de energia entre eles através do sistema de interesse seja pequeno
demais para haver termalização. Mais especificamente, se tomarmos t → ∞ na equação
3.8 teremos o estado estacionário do sistema e não o equilíbrio térmico.
Temos duas opções para obter o operador densidade reduzido. Podemos usar o ope-
rador densidade reduzido e tomar t → ∞ ou podemos tomar o traço nas varíaveis do
reservatório do estado de Gibbs (que é equivalente a fazer a rotação de Wick). Nesta
seção utilizaremos o segundo método.
Como só temos uma partícula e um reservatório utilizamos novamente o hamiltoniano
2.54
H = p
2
2m + V (x) +
j=∞∑
j=1
[ P 2j
2µj
+
µjω
2
j
2
(
Rj − cj
µjω2j
x
)2]
. (3.35)
Assumiremos que o sistema global está em contato com um reservatório térmico infinito
que define a temperatura β = 1/kT . Sobre estas circunstâncias, no equilíbrio, o sistema
mais o reservatório são descrito pelo estado
ρG =
e−βH
Z
(3.36)
e o operador densidade reduzido no equilíbrio é dado por
ρeqs (x, y) =
1
Z
∫
dR〈x,R|e−βH |y,R〉. (3.37)
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Como agora estamos usando tempo imaginário para calcular as grandezas do sistema,
precisamos usar as ações euclidianas. O operador densidade reduzido é então
ρeqs (x, y) =
1
Zs
∫ z(~β)=x
z(0)=y
Dz e− 1~SEs [z]FE[z] (3.38)
onde a função Zs é definida como a função que normaliza o operador densidade reduzido
de equilíbrio, FE[z], o funcional de influência euclideano, é dado por
FE[z] = 1ZR
∮
DR e− 1~SER,I [z,R], (3.39)
e ZR é definida como a razão entre a função de particão do sistema mais reservatório com
a função Zs into é, ZR ≡ Z/Zs. Além disso, as ações euclideanas são dadas por
SEs [z] =
∫ ~β
0
dτ
{
m
2 z˙
2 + V (z)
}
(3.40)
SER,I [z,R] =
j=∞∑
j=1
∫ ~β
0
dτ
{
µj
2 R˙
2
j +
µjω
2
j
2
(
Rj − cj
µjω2j
x
)2}
. (3.41)
Novamente, como a ação clássica que compõe o funcional de influência é a de um
oscilador harmônico, podemos calcular exatamente o funcional de influência. Dessa vez
porém a integral de caminho é feita num circuito fechado o que nos leva ao resultado final
sem que haja a necessidade de resolver integrais posteriormente. Obtemos então uma
maneira fechada para calcular o operador densidade reduzido de um sistema quântico
aberto em equilíbrio térmico
ρeqs (x, y) =
1
Zs
∫ z(~β)=x
z(0)=y
Dz e− 1~{SEs [z]+φE [z]}, (3.42)
onde
φE[z] = 12
∫ ~β
0
dτ
∫ τ
0
dτ ′K(τ − τ ′)[z(τ)− z(τ ′)]2 (3.43)
e o kernel K(t) é dado por
K(τ − τ ′) = 12pi
∫ ∞
0
dωJ(ω)e−ω|τ−τ ′|. (3.44)
Note que este operador densidade é descrito pelo estado de Gibbs com a hamiltoniana HS
se, e somente se, φE[z] = 0. Podemos sim ter um sistema que é descrito por um operador
Gibbs effetivo com uma hamiltoniana Heff como acontece com o oscilador harmônico em
equilíbrio [35]. Porém note que desta forma os termo [HS, ρS] que aparecem nas equações
de Fokker-Planck quânticas [16, 17, 34, 36] não são nulos.
Vamos agora estudar as circunstâncias sob as quais φE[z] = 0. Vamos considerar
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primeiramente reservatórios ôhmicos, super-ôhmicos ou sub-ôhmicos isto é
J(ω) = 2γω
[
ω
ω˜
]n−1
(3.45)
onde 
n < 1 sub-ohmico
n = 1 ohmico
n > 1 super-ohmico
(3.46)
substituindo esta densidade espectral em 3.44, temos
K(τ − τ ′) = γ
piω˜n−1
Γ(n+ 1)
|τ − τ ′|n+1 . (3.47)
Como a função gamma não possui zeros, o kernel é nulo se γ = 0 ou se |τ − τ ′| → ∞.
A primeira opção implica que não há dissipação e não nos interessa. A segunda opção
nunca será satisfeita uma vez que K(τ − τ ′) será integrada em τ e τ ′ e por isso |τ − τ ′|
toma todos os valores nos intervalos de integração e não somente o limite que anularia o
kernel dissipativo.
Evidentemente, esta consideração nos mostra que para qualquer tipo de reservatório
podemos ter γ << ωS, onde ωS é a frequência característica fornecida pelo potencial do
sistema V (x), de forma que φE[z] ≈ 0 e Heff ≈ HS de forma que [HS, ρS] ≈ 0.
Podemos também considerar que a densidade espectral possui um decaimento expo-
nencial. Esta forma, largamente utilizada na literatura [34, 37], é dada por
J(ω) = 2γω
[
ω
ω˜
]n−1
e−ω
2/Λ2 . (3.48)
Substituindo esta densidade espectral em 3.44, temos
K(τ − τ ′) = γ
piω˜n−1
∫ ∞
0
dωωne−(ω|τ−τ
′|+ω2/Λ2) =
γe|τ−τ
′|2Λ2/4
piω˜n−1
∫ ∞
0
dωωne−
1
Λ2 (ω+Λ|τ−τ
′|/2)2 .
(3.49)
A integral acima pode ser expressa utilizando a função hipergeométrica confluente de
primeira ordem
1F1(a, b, z) =
1
Γ(a)
∫ ∞
0
dte−ztta−1(1 + t)b−a−1. (3.50)
Podemos então escrever a integral como
Λn+1
2
[
Γ
(
n+ 1
2
)
1F1
(
− n2 ,
1
2 ,−
|τ − τ ′|2
4
)
− |τ − τ
′|
2 nΓ
(
n
2
)
1F1
(1− n
2 ,
3
2 ,−
|τ − τ ′|2
4
)]
.
(3.51)
Vemos que se houver algum valor de n que anule 3.51 para todos os valores de |τ − τ ′|
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que estão dentro dos limites de integração, então teremos a condição desejada para que o
operador densidade reduzido seja o estado de Gibss. Porém, cálculos numéricos mostram
que não existe n > 0 que satisfaça as condições supracitadas.
3.2 Versão de Heisenberg - Equação de Langevin Quân-
tica
Nem sempre a teoria desenvolvida na seção anterior é a mais adequada para estudar
os fenômenos de interesse. Caso estejamos interessados em comparar a evolução de di-
ferentes estados iniciais ou analisar um sistema cujo estado inicial é muito complexo, é
extremamente trabalhoso utilizar o propagador para estudar sua dinâmica.
Um exemplo muito simples que clareia essa questão é o oscilador harmônico em um
estado excitado. O operador densidade do oscilador harmônico é gaussiano no estado
fundamental o que torna as integrações triviais. Porém, o operador densidade dos estados
excitados são dados por combinações de polinômios de Hermite e funções gaussianas
ρn(x, y) =
1
2nn!
√
mω
pi~
e
mω
2~ (x
2+y2)Hn
(√
mω
~
x
)
Hn
(√
mω
~
y
)
. (3.52)
Logo, é extremamente trabalhoso estudar a evolução de diferentes estados excitados e
compará-los utilizando integrais de trajetória.
Para as situações supracitadas é conveniente trabalhar com a versão de Heisenberg
uma vez que as médias são tomadas sobre os estados iniciais e toda a dinâmica está
embutida nos operadores de interesse.
Nesta seção, utilizando o modelo de osciladores harmônicos para o banho, desenvolve-
remos um formalismo para tratar o movimento browniano quântico de várias partículas
cada uma conectada a um reservatório diferente na versão de Heisenberg. Desta forma,
obteremos a equação de Langevin quântica.
Recapitulando, o hamiltoniano do modelo é dado por
H =
∑
i
p2i
2mi
+ V (x) +
∑
ij
[ P 2ij
2µij
+
µijω
2
ij
2
(
Rij − cij
µijω2ij
xi
)2]
. (3.53)
Logo, as equações de Heisenberg do sistema são
x˙i =
1
i~
[xi, H] =
∂H
∂pi
= pi
mi
R˙ij =
1
i~
[Rij, H] =
∂H
∂Pij
= Pij
µij
p˙i =
1
i~
[pi, H] = −∂H
∂xi
= − ∂
∂xi
V (x)− xi
∑
j
c2ij
µijω2ij
+
∑
j
cijRij
P˙ij =
1
i~
[Pij, H] = − ∂H
∂Rij
= −µijω2ijRij + cijxi
(3.54)
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Podemos então escrever a última equação como
R¨ij + ω2ijRij −
cij
µij
xi = 0. (3.55)
Efetuando uma trasformada de Laplace temos
s2Rˆij(s)− sRij(0)− R˙ij(0) + ω2ijRˆij(s)−
cij
µij
xˆi(s) = 0,
⇒Rˆij(s) = s
s2 + ω2ij
Rij(0) +
ωij
s2 + ω2ij
R˙ij(0)
ωij
+ cij
µijωij
ωij
s2 + ω2ij
xˆi(s).
(3.56)
Portanto,
Rij(t) = cosωijt Rij(0) + sinωijt
Pij(0)
µijωij
+ cij
µijωij
sinωijt ∗ xi(t) (3.57)
onde "∗"denota o produto de convolução entre as funções. Vamos analisar o termo com a
convolução
sinωijt ∗ xi(t) =
∫ t
0
ds sinωij(t− s)xi(s) = −
∫ t
0
ds
d
dt
cosωij(t− s)
ωij
xi(s) =
− d
dt
∫ t
0
ds
cosωij(t− s)
ωij
xi(s) +
xi(t)
ωij
(3.58)
e ainda definir a função
Fij(t) = cosωijt Rij(0) + sinωijt
Pij(0)
µijωij
. (3.59)
Substituindo estes resultados na equação para Rij(t) temos
Rij(t) = cosωijt Rij(0) + sinωijt
Pij(0)
µijωij
− cij
µijω2ij
d
dt
[cosωijt ∗ xi(t)] + cij
µijω2ij
xi(t)
= Fij(t)− cij
µijω2ij
d
dt
[cosωijt ∗ xi(t)] + cij
µijω2ij
xi(t).
(3.60)
Vamos substituir essa solução para Rij(t) na equação de pi(t), o que nos leva a
mix¨i(t) +
∂
∂xi
V (x) + xi(t)
∑ c2ij
µijω2ij
−∑
j
cijRij(t) = 0. (3.61)
Logo, obtemos
mix¨i(t) +
∂
∂xi
V (x) + d
dt
∫ t
0
ds
∑
j
c2ij
µijω2ij
cosωij(t− s)xi(s) = Fi(t). (3.62)
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Definindo o kernel de amortecimento como
miγi(t) =
∑
j
c2ij
µijω2ij
cosωijt, (3.63)
e a desidade espectral do i-ésimo banho como
Ji(ω) =
pi
m
∑
j
c2ij
µijωij
δ(ω − ωij), (3.64)
obtemos a equação para xi(t)
x¨i(t) +
1
mi
∂
∂xi
V (x) + d
dt
∫ t
0
dsγi(t− s)xi(s) = Fi(t)
mi
(3.65)
onde
γi(t) =
1
pi
∫ ∞
0
dω
Ji(ω)
ω
cosωt. (3.66)
Vamos agora estudar as propriedades estatísticas das funções Fi(t). Vamos escrever o
operador posição e momento do banho utilizando seus operadores de aniquilação e criação.
Temos então
Rij(0) =
√√√√ ~
2µijωij
(bij + b†ij), Pij(0) = i
√
µijωij~
2 (b
†
ij − bij), (3.67)
esses operadores obedecem as relações de comutação
[bij, bkl] = 0, [b†ij, b
†
kl] = 0, [bij, b
†
kl] = δikδjl. (3.68)
Vale ressaltar que nestes operadores o primeiro índice se refere ao banho que o operador
criação (aniquilação) faz referência e o segundo índice a qual oscilador de um mesmo
banho esse operador se refere. Como na seção anterior, o primeiro índice vai de 1 a N
(número de banhos e partículas) e o segundo de 1 a infinito.
Podemos então escrever o operador Fi(t) como
Fi(t) =
∑
j
cij
(
cosωit Rij(0) + sinωit
Pij(0)
miωi
)
=
∑
j
cij
√√√√ ~
2µijωij
(eiωijtb†ij + e−iωijtbij)
(3.69)
então, para estudarmos as propriedades de Fi(t) devemos obter as propriedades estatísticas
dos operadores criação e aniquilação dos banhos. Como estamos na versão de Heisenberg,
essas médias devem ser efetuadas nos operadores inicias do banho e do sistema que são
separáveis. Logo, como bij e b†ij atuam exclusivamente no banho, basta calcular sua média
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com o operador densidade inicial do banho
ρBG =
exp−β
{∑
ij
1
2µijPij(0)
2 + µijω
2
ij
2 Rij(0)
2
}
ZB
. (3.70)
Então,
〈bij〉 = 〈b†ij〉 = 〈bijbkl〉 = 〈b†ijb†kl〉 = 0
〈b†ijbkl〉 = δikδjln(ωj), 〈bijb†kl〉 = δikδjl[1 + n(ωj)]
(3.71)
onde n(ω) é a distribuição de Bose-Eistein
n(ω) = 1
eβ~ω − 1 , (3.72)
e, portanto,
〈Fi(t)〉 =
∑
j
cij
√√√√ ~
2µijωij
(eiωijt〈b†ij〉+ e−iωijt〈bij〉) = 0
〈Fi(t)Fj(t′)〉 = 0 se i 6= j
〈Fi(t)Fi(t′)〉 =
∑
j
~c2ij
2miωi
(eiωij(t−t′)〈b†ijbij〉+ e−iωij(t−t
′)〈bijb†ij〉) =
∑
j
~c2ij
2µijωij
(eiωij(t−t′)n(ωj) + e−iωij(t−t
′)[1 + n(ωj)]) =
~
pi
∫ ∞
0
dωJi(ω)(eiω(t−t
′)n(ω) + e−iω(t−t′)[1 + n(ω)]).
(3.73)
Desenvolvendo o último termo chegamos a
〈Fi(t)Fi(t′)〉 = ~
pi
∫ ∞
0
dωJi(ω)
[
coth β~ω2 cosω(t− t
′)− i sinω(t− t′)
]
= χi(t− t′).
(3.74)
Temos então
〈{Fi(t), Fi(t′)}〉 = 2~
pi
∫ ∞
0
dωJi(ω) coth
β~ω
2 cosω(t− t
′)
〈[Fi(t), Fi(t′)]〉 = −i2~
pi
∫ ∞
0
dωJi(ω) sinω(t− t′).
(3.75)
onde {, } e [, ] são respectivamente o anticomutador e o comutador dos operadores.
Utilizando a equação 3.65, as propriedades estatísticas de Fi(t) dadas por 3.75 e a
equação de Heisenberg para pi podemos obter o momento e a posição das partículas brow-
nianas e suas médias e variâncias. Com estes valores podemos estudar várias grandezas
de interesse do sistema como sua energia total, energia cinética, etc.
46
Capítulo 4
Sistemas Quânticos Abertos a
Tempo Finito
Nos últimos capítulos nós introduzimos e desenvolvemos os conceitos necessários para
estudar a dinâmica de um sistema quântico aberto longe do equilíbrio. Utilizando estes
conceitos, neste capítulo estudaremos dois sistemas; um oscilador harmônico conectado a
um reservatório térmico e dois osciladores harmônicos conectados cada um a um reserva-
tório com temperatura diferente.
Além de serem integráveis e importantes do ponto de vista teórico, osciladores harmô-
nicos são importantíssimos do ponto de vista de aplicação da teoria visto que partículas
confinadas em um potencial geralmente podem ser aproximadas por osciladores harmôni-
cos.
4.1 Um Oscilador Harmônico conectado a Um Re-
servatório Térmico
Nesta seção estudaremos a dinâmica de um oscilador harmônico conectado a um re-
servatório térmico. Utilizaremos tanto integrais de caminho quanto equações de Langevin
quânticas.
A hamiltoniana do sistema de interesse neste caso é dada por
H = p
2
2m +
mω20
2 x
2. (4.1)
Utilizando integrais de trajetória nós obteremos o operador reduzido de um pacote gaus-
siano (estado fundamental de um oscilador harmônico isolado) e estudaremos suas pro-
priedades termodinâmicas: energia média, produção de entropia, calor específico, terma-
lização com o reservatório, etc. Discutiremos também sobre quais condições podemos
utilizar a função de partição do sistema para obter grandezas termodinâmicas através do
método usual de física estatística. Apesar desta abordagem ter sido largamente utilizada
na literatura [27, 38, 39] veremos que, se utilizada fora de seu limite de validade, ela é
incorreta e fornece resultados inadequados.
Esse erro se deve ao fato de que, para obter relações termodinâmicas a partir da função
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de partição, utilizamos explicitamente que o sistema está no ensemble canônico, ou seja, é
descrito pelo estado de Gibbs. E como foi discutido, apesar de o sistema mais reservatório
estarem no estado de Gibbs, o sistema reduzido não está. Logo, não podemos utilizar
estas relações.
Utilizaremos então equações de Langevin quânticas para estudar as propriedades de
sistemas que inicialmente não se encontram no estado fundamental. Obteremos as gran-
dezas termodinâmicas destes sistemas e mostraremos que independente da energia inicial
do sistema as grandezas termodinâmicas termalizam sempre no mesmo valor o que mostra
a consistência do modelo.
4.1.1 Integrais de Trajetória
Restringindo a teoria desenvolvida em 3.1 para o caso de uma única partícula e um
único reservatório, o operador densidade reduzido é dado por
ρs(x, y, t) =
∫
dx′dy′J(x, y, t|x′, y′, 0)ρs(x, y, 0) (4.2)
onde o superpropagador é dado por
J(x, y, t|x′, y′, 0) =
∫
Dx(t)Dy(t)e i~{Ss[x(t)]−Ss[y(t)]}e− 1~φ[x(t),y(t)], (4.3)
e o expoente do funcional de influência é dado por
φ[x(t), y(t)] =
∫ t
0
∫ t′
0
dt′dt′′[x(t′)− y(t′)]L′(t′ − t′′)[x(t′′)− y(t′′)]+
i
∫ t
0
∫ t′
0
dt′dt′′[x(t′)− y(t′)]L′′(t′ − t′′)[x(t′′) + y(t′′)] + iµ2
∫ t
0
dt′{x(t′)2 − y(t′)2}.
(4.4)
Onde L(t) = L′(t) + iL′′(t) é dado por 3.33.
Para tratarmos este problema escolheremos uma densidade espectral J(ω) de um ba-
nho ôhmico com um cutoff Ω,
J(ω) =
{
2γω se ω < Ω
0 se ω > Ω , (4.5)
Utilizando esta densidade espectral, podemos calcular o superpropagador do sistema [14–
16] obtendo
J = e im~ {[α(t)−γ]qξ−β(t)qξ′−δ(t)q′ξ+[α(t)+γ]q′ξ′}e− 1~{A(t)ξ2+G(t)ξ′ξ+D(t)ξ′2}. (4.6)
Nesta expressão a parte imaginária é composta pela ação clássica do sistema. Esta parte
leva em consideração efeitos da dinâmica dissipativa do problema e é composta pelas
funções
α(t) = ω cotωt, β(t) = ωe
γt
sinωt, δ(t) =
ωe−γt
sinωt.
(4.7)
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Já a parte real de 4.6 é responsável tanto pela dinâmica dissipativa quanto pelas flutuações
no sistema e como veremos toda a influência da temperatura se dá neste termo visto que
somente nesta parte há termos dependentes da temperatura. As funções A(t), G(t) e D(t)
possuem a forma
f(t) = mγ
pi
∫ Ω
0
dνν coth ~ν2kT fν(t) (4.8)
onde
Aν(t) =
e−2γt
sin2 νt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cos ν(t′ − t′′) sinωt′ sinωt′′
Gν(t) =
e−γt
sin2 νt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cos ν(t′ − t′′) sinωt′ sinω(t− t′′)
Dν(t) =
1
sin2 νt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cos ν(t′ − t′′) sinω(t− t′) sinω(t− t′′).
(4.9)
Voltaremos a encontrar essas funções quando formos estudar os dois osciladores harmô-
nicos acoplados na seção 4.2.1.
Consideraremos que nosso sistema está inicialmente no estado fundamental, logo seu
operador densidade reduzido é gaussiano e é dado por
ρ(q′, ξ′, 0) = 1√
2piσ2
e
−
{
q′2
2σ2 +
ξ′2
8σ2
}
. (4.10)
Utilizando o estado inicial acima e o superpropagador 4.6, a integral 4.2 é exclusivamente
gaussiana logo, apesar de trabalhosa pode ser prontamente resolvida. Obtemos assim o
operador densidade reduzido de um oscilador harmônico conectado a um banho térmico
que é dado por
ρ(q, ξ, t) = 1Z(t)e
iK(t)qξ−L(t)ξ2−M(t)q2 (4.11)
onde
K(t) = M
~
[
{α(t)− γ}+ 2λ(t)β(t)
(
G(t)
~
− M
2σ2
~2
δ(t){α(t) + γ}
)]
, (4.12)
L(t) = A(t)
~
+ M
2σ2δ(t)2
2~2 − λ(t)
(
G(t)− M
2σ2
~2
δ(t){α(t) + γ}
)2
(4.13)
M(t) = M
2
~2
λ(t)β(t)2 (4.14)
e
λ(t) = ~
2
2
(
M2σ2{α(t) + γ}2 + 2~
(
~
8σ2 +D(t)
)) (4.15)
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Por último, usando trρ = 1 obtemos a normalização do operador densidade reduzido
Z(t) =
√
pi
M(t) . (4.16)
Energia Interna, Cinética e Potencial
A energia interna é definida por U(t) = 〈H〉 = K+V . Podemos calcular a média pelo
procedimento padrão de mecânica quântica, i.e. 〈oˆ〉 = tr{ρoˆ}, obtendo a energia cinética
e a potencial que são dadas respectivamente por
K =
〈
p2
2m
〉
= ~
2
4mM(t)
[
4L(t)M(t) +K(t)2
]
,
V =
〈
mω20
2 x
2
〉
= mω
2
0
4M(t) .
(4.17)
Sabemos que para temperaturas altas recupera-se o resultado clássico e todos os efeitos
quânticos desaparecem [14–18]. Neste limite a energia média é dada por U = kT . Para um
dado regime dissipativo (um par de valores ω0 e γ) desejamos entender quais temperaturas
recuperam os resultados clássicos e quais temperaturas fornecem um regime no qual efeitos
quânticos são relevantes. Para entender essa correlação, é esclarecedor estudar o limite
de V (t) e K(t) para t → ∞. Esses limites são facilmente obtidos utilizando a expressão
para estas grandezas na versão de Heisenberg 4.95 e 4.96. Obtemos
Keq = ~γ2m2pi
∫ ∞
∞
dω coth ~ω2kT
γω3
(ω2 − ω20)2 + 4γ2ω2
, (4.18)
V eq = ~γm
2ω20
2pi
∫ ∞
∞
dω coth ~ω2kT
γω
(ω2 − ω20)2 + 4γ2ω2
. (4.19)
Podemos então comparar o valor kT com o valor fornecido pela soma das expressões 4.18 e
4.19 para determinar, para um dado γ, qual é a temperatura na qual recuperamos o limite
clássico (no qual a energia é dada pelo teorema de equipartição de energia). Utilizando
unidades naturais nas quais a constante de Planck vale ~ = 1 e a de Boltzmann k = 1
(unidades de Planck), na tabela 4.1 comparamos os valores de kT e da energia interna
dada pela soma de 4.18 e 4.19 para um valor fixo de ω0 e três valores diferentes de γ.
Tabela 4.1: Energia dada pela soma de 4.18 e 4.19 para ω0 = 0.5 e três valores distintos de γ.
kT U eq
γ = 0, 01 γ = 0, 125 γ = 2, 00
0,1 0, 27 0,39 1,55
0,5 0, 55 0,66 1,77
1 1, 03 1,11 2,09
2 2, 02 2,08 2,84
3 3, 01 3,06 3,66
4 4, 00 4,05 4,52
8 8, 00 8,02 8,15
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Vemos que para o menor valor de temperatura nesta tabela, kT = 0, 1, há uma discre-
pância significativa entre o valor previsto pelo teorema de equipartição de energia e pela
soma das expressões 4.18 e 4.19 para qualquer regime dissipativo. Conforme aumentamos
a temperatura do reservatório a energia do sistema vai se aproximando do valor kT ou
seja, estamos recuperando o limite clássico. Vemos também que para o parâmetro dissi-
pativo γ = 0, 01 a energia tende para o limite clássico muito antes do que acontece para
os outros parâmetros e que quanto mais forte é o acoplamento mais a discrepância entre
a energia e o teorema de equipartição perdura.
Vemos que efeitos quânticos são relevantes para temperaturas abaixo de kT = 1 para
γ = 0.01, kT = 4 para γ = 0.125 e kT = 8 para γ = 2. Este estudo mostra que um
acoplamento forte tende a manter os efeitos quânticos para um intervalo de temperaturas
maior.
Utilizando o software Mathematica graficamos a energia cinética e potencial (Figura
4.1) para diferentes regimes de dissipação utilizando as mesmas unidades naturais. Es-
tudamos três regimes um com o amortecimento extremamente fraco com ω0 = 0.5 e
γ = 0.01, um levemente subamortecido no qual ω0 = 0.5 e γ = 0.125 e também um re-
gime superamortecido no qual ω0 = 0.5 e γ = 2. Tentamos estudar um regime fortemente
superamortecido com ω0 = 0.5 e γ = 25 porém como neste caso o sistema demora muito
para alcançar o equilíbrio, por limitações computacionais, não conseguimos estudar o sis-
tema com precisão adequada até o equilíbrio. Para cada regime dissipativo consideramos
quatro temperaturas diferentes kT = 0.1, kT = 0.5, kT = 2 e kT = 8.
Figura 4.1: Energia cinética e potencial de um oscilador harmonico simples em contato com um reservatório térmico para
diferentes regimes de dissipação e temperaturas.
O regime superamortecido (representado no painel à direta da figura 4.1) apresenta
resultados particularmente interessantes. Note primeiramente que a soma dos valores as-
sintóticos da energia cinética e potencial coincidem com kT somente para a temperatura
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mais alta (curva azul) quando os efeitos quânticos começam a ser suprimidos. Esse com-
portamento também é observado nos outros regimes, mas de forma menos evidente. O
regime de acoplamento forte nos fornece um bom cenário para estudarmos efeitos pura-
mente quânticos na termodinâmica do sistema.
Note também que a energia cinética (que descreve efeitos transientes) entra em equilí-
brio num tempo extremamente curto e depois a energia potencial evolui lentamente para
o equilíbrio. Na figura 4.1 vemos que, para os parâmetros utilizados, a energia cinética
entra em equilíbrio em um tempo aproximadamente cem vezes menor que a potencial.
Observando o insert no painel da direita vemos que a evolução até o equilíbrio, mesmo
no caso superamortecido, apresenta pequenas oscilações o que não acontece no regime
clássico. Na seção 4.1.2, utilizando a solução da equação de Langevin deste sistema,
mostraremos que estas oscilações são causadas pelo ruído colorido característico do regime
quântico que invariavelmente some no limite clássico.
Produção de Entropia
Para calcular a produção de entropia utilizando o operador densidade reduzido do
sistema precisamos obter a entropia do sistema através da relação de von-Neuman
S = −ktrρs ln ρs (4.20)
e substituir o valor encontrado em F = U − TS cuja derivada está relacionada com a
produção de entropia através de
Π = − 1
T
dF
dt
. (4.21)
Porém, a forma do operador densidade reduzido 4.11, torna o uso de 4.20 proble-
mático. Note que, para tirar o traço de ρs ln ρs precisamos colocar estes operadores na
representação de posição, ou seja,
S = −k
∫
dxdy〈x|ρs|y〉〈y| ln ρs|x〉 (4.22)
porém, 〈y| ln ρs|x〉 = ln〈y|ρs|x〉 se, e somente se, ρs for diagonal na representação de po-
sição o que não é satisfeito por 4.11 uma vez que este operador depende de termos com
ξ. Para contornar este problema e esclarecer alguns conceitos fundamentais, vamos pri-
meiramente obter a entropia e a produção de entropia para o limite clássico (kT  ~ω0
e kT  ~γ).
A conexão do operador densidade com a distribuição de probabilidade no espaço de
fase clássico é obtida pela transformada de Wigner deste operador definida como
ρW (p, q, t) =
∫
dξ
e−i
pξ
~
2pi~
〈
q + ξ2
∣∣∣∣∣ρ
∣∣∣∣∣q − ξ2
〉
. (4.23)
Note que sem efetuar a transformada de Wigner sobre o operador densidade reduzido, o
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mesmo não possui nem mesmo uma interpretação clara no limite clássico. Substituindo
4.11 na equação acima obtemos
ρW (p, q, t) =
1
2pi~
√
M
L
exp−
{
1
4~2Lp
2 + K2~Lpq +
K2 + 4LM
4L q
2
}
(4.24)
identificamos então a função de partição do sistema como.
Z = 2pi~
√
L
M
. (4.25)
É importante notar que 4.16 não é a função de partição do sistema, ela é somente a função
que normaliza o operador densidade reduzido na representação de posição 4.11. Isso ocorre
porque no limite clássico é a transformada de Wigner do operador densidade reduzido que
se conecta à distribuição de pontos no espaço de fase clássico não 4.11. Consequentemente
a função que normaliza 4.24 que se conecta à função de partição. Note que a função 4.11
não possui significado físico algum no limite clássico.
A função 4.24 no limite kT  ~ω0 e kT  ~γ satisfaz a equação de Fokker-Planck para
um oscilador harmônico simples [14–16] logo, relaxa para o estado de Gibbs no equilíbrio.
Vemos então que neste limite, após o sistema ter alcançado o equilíbrio, podemos utilizar
as relações do ensemble canônico
U = − ∂
∂β
lnZ (4.26)
F = −kBT lnZ (4.27)
para obter grandezas termodinâmicas. A função partição do sistema que deve ser usada
em 4.26 e 4.27 é a que normaliza a transformada de Wigner do operador densidade re-
duzido 4.25. Neste trabalho utilizaremos Z para função de partição do sistema e Z para
normalização do operador densidade reduzido a representação de posição.
Neste ponto, antes de prosseguirmos para a obtenção da produção de entropia, gos-
taríamos de utilizar a discussão sobre a função de partição e o limite clássico para tecer
uma crítica a suposição de que o sistema relaxa para o estado de Gibbs e a utilização das
expressões 4.26 e 4.27 fora dos limites adequados.
Como sabemos, as expressões 4.26 e 4.27 são deduzidas no ensemble canônico quando
o sistema está no estado de Gibbs e como vimos, um sistema quântico aberto não relaxa
para o estado de Gibbs no equilíbrio. Porém, caso supusermos que o sistema relaxa
para o estado de Gibbs então poderíamos utilizar 4.26 para obter a energia no equilíbrio.
Na figura 4.2 graficamos a energia interna obtida utilizando a relação quântica usual,
U = trρsH, e a obtida utilizando 4.26.
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Figura 4.2: Energia interna do oscilador harmônico no estado fundamental utilizando as relações quânticas usuais e as
relações do ensemble canônico.
Vemos que há uma grande discrepância entre os resultados obtidos. Primeiramente há
uma discrepância na evolução temporal até o equilíbrio entre os valores obtidos através
de U = trρsH e da expressão 4.26 porém, mesmo no equilíbrio, a previsão dada por essas
duas expressões são diferentes nos regimes nos quais efeitos quânticos são relevantes. Este
fato é especialmente evidente para o caso superamortecido (γ = 2) no qual a diferença é
significativa mesmo para temperaturas altas. Vemos que as duas expressões vão coincidir
somente para temperaturas muito altas nas quais não há mais nenhum resquício de efeitos
quânticos.
Isso ocorre, como foi discutido em 3.1, porque apesar de o sistema mais o reservatório
estarem no estado de Gibbs, o operador densidade reduzido não está, logo as relações
supracitadas não têm validade neste regime. Advogamos aqui que, apesar dessas relações
e especificamente a relação para o calor específico,
C = kBβ2c
∂2
∂β2
lnZ, (4.28)
serem amplamente utilizadas na literatura [27, 38, 39], este procedimento é errôneo e não
deve ser empregado. Devemos ao invés disso utilizar no equilíbrio as relações termodinâ-
micas usuais e entender que fora do equilíbrio essas relações fornecem grandezas análogas
às de equilíbrio no sentido de Onsager [21].
Continuando para obtermos a produção de entropia, como estamos no limite clássico,
temos uma prescrição clara para obter a entropia deste sistema definida pelo teorema H
de Boltzmann. Essa prescrição nos diz que dada uma distribuição de probabilidade no
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espaço de fase clássico, a entropia relacionada a esse sistema é dada por
S = −k
∫
dpdqρW (p, q, t) ln ρW (p, q, t), (4.29)
substituindo 4.24 e efetuando as integrais em p e q notando que
∫
dpdx(ax2 + bpx+ cp2)e−(ax2+bpx+cp2) =
[
d
du
∫
dpdxe−(ax
2+bpx+cp2)u
]
u=1
, (4.30)
obtemos
S = k(1 + lnZ). (4.31)
Utilizando então a expressão 4.21 graficamos a produção de entropia no limite clássico
para os parâmetros de interesse.
Figura 4.3: Produção de entropia de um oscilador harmônico conectado a um reservatório térmico no limite clássico para
diferentes temperaturas.
Vemos que para os três casos a produção de entropia é estritamente positiva e vai a
zero como esperado.
Para estudar a produção de entropia para os casos nos quais efeitos quânticos do-
minam, precisamos achar a representação de coordenadas do operador ln ρs. Dada a
dificuldade desta tarefa, propomos aqui uma abordagem diferente. Propomos o ansatz
ρs =
1
Z
e−[ax
2+bp2+c(xp+px)] (4.32)
para o operador densidade reduzido e vamos obter a, b e c de forma que
〈x|ρs(t)|y〉 = ρs(q, ξ, t), (4.33)
onde ρs(q, ξ, t) é dada por 4.11 aonde q = (x+ y)/2 e ξ = x− y. Note que utilizando esse
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ansatz, temos
S = k[a trρx2 + b trρp2 + c trρ(xp+ px) + lnZ]
= k[a〈x2〉+ b〈p2〉+ c〈{x, p}〉+ lnZ] (4.34)
e consequentemente
Π = S˙ − U˙
T
. (4.35)
Uma vez que temos 〈x2〉, 〈p2〉, U e Z, nosso problema está resumido a calcular a, b, c,
suas derivadas e 〈xp〉.
Desenvolvemos dois métodos para obter as funções a, b e c. No primeiro método
utilizamos um parâmetro de controle que no final igualamos a um para efetuar uma
integral de trajetória que relaciona as funções a, b e c às funções K, L e M 4.12, 4.13
e 4.14. No segundo método tomando a derivada das médias de x2, p2 e do momento
estocástico px obtivemos um sistema linear para as derivadas das funções a, b e c em
funções dos momentos estocásticos quânticos de quarta ordem do sistema.
Método I - Integração Funcional
Vamos analizar o operador
e−A(x,p)u (4.36)
onde A(x, p) = a(t)x2 + b(t)p2 + c(t)(xp + px) e u é um parâmetro auxiliar sobre o qual
faremos a integração funcional e no final colocaremos u = 1 para obtermos 4.32. Queremos
colocar este operador na representação de posição logo, podemos escrever
〈x|e−A(x,p)u|y〉 =
∫ ∞
−∞
dx1...dxk...dxN−1〈x|e−A(xN−1,pN−1)|xN−1〉〈xN−1|
...|xk〉〈xk|e−A(xk,pk)|xk−1〉〈xk−1|...|x1〉〈x1|e−A(x1,p1)|y〉
(4.37)
onde u = N. Para o k-ésimo intrevalo temos
〈xk|e−A(xk,pk)|xk−1〉 ≈ 〈xk|1− A(xk, pk)|xk−1〉
= 〈xk|xk−1〉 − a〈xk|x2|xk−1〉 − b〈xk|p2|xk−1〉 − c〈xk|(xp+ px)|xk−1〉
=
∫ ∞
−∞
dpk〈xk|pk〉〈pk|xk−1〉(1− [ax2k + bp2k + cpk(xk + xk−1)])
≈ 1√
2pi~
∫ ∞
−∞
dpke
i
pk
~ (xk−xk−1)e−[ax
2
k+bp
2
k+cpk(xk+xk−1)].
(4.38)
Vamos agora integrar em pk para isso, definimos
αk = − i~(xk − xk−1) + c(xk + xk−1) (4.39)
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de forma que temos
1√
2pi~
∫ ∞
−∞
dpke
−b(p2k+
αk
b
pk)e−ax
2
k = 1√
2~b
e
α2
k
4b−ax2k . (4.40)
Substituindo este resultado em 4.37 temos
〈x|e−A(x,p)u|y〉 =
∫ ∞
−∞
dx1...dxk...dxN−1
 N∏
k=1
√
1
2~b
 exp N∑
k=1

(
α2k
42b − ax
2
k
)
. (4.41)
O somatório dentro da exponencial pode ser escrito como
N∑
k=1

[
− 14~2b
(
xk − xk−1

)2
− ic
~b
(
xk − xk−1

)(
xk + xk−1
2
)
+ c
2
b
(
xk + xk−1
2
)2
− ax2k
]
.
(4.42)
Tomando o limite para N →∞ e → 0 de forma que N→ u, denotando derivadas em
u como d
du
x = x˙ e fazendo u→ 1 temos
S[x(u′)] =
∫ 1
0
du′
{
1
4~2bx˙
2 + ic
~b
x˙x+
(
a− c
2
b
)
x2
}
. (4.43)
Obtemos então a representação de integral funcional do operador 4.32
〈x|e−A(x,p)|y〉 =
∫ x
y
Dx(u′)e−S[x(u′)]. (4.44)
Precisamos agora efetuar esta integral de trajetória para obter o operador 4.32 na repre-
sentação de posição. Para isto note que a ação 4.43 é calculada sobre uma lagrangiana
quadrática do tipo
L = αx˙2 + γx˙x+ βx2. (4.45)
Cuja equação de Eular-Lagrange é
d
du
∂L
∂x˙
− ∂L
∂x
= 0 (4.46)
x¨− Ω2x = 0. (4.47)
onde Ω =
√
β
α
. Logo, a solução da equação de Euler-Lagrange da Lagrangiana L conside-
rando as condições de contorno x¯(0) = y e x¯(1) = x é
x¯(u) = 1sinh Ω
[
x sinh Ωu+ y sinh Ω(1− u)
]
. (4.48)
Fazemos então a substituição
x(u) = y(u) + x¯(u) (4.49)
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onde y(0) = y(1) = 0 e obtemos
〈x|e−A(x,p)|y〉 = G(t)e−S¯[x,y,t] (4.50)
onde
G(t) =
∫ 0
0
Dy(u) exp−
∫ 1
0
du′
{
αy˙2 + γy˙y + βy2
}
(4.51)
é exclusivamente dependente do tempo logo funciona somente como uma normalização.
Vamos então ignorar este termo e obter a normalização no final utilizando trρs = 1. Já o
termo S¯[x, y, t] é a ação clássica do sistema que pode ser escrita como
S¯[x, y, t] =
∫ 1
0
du′
{
α ˙¯x2 + γ ˙¯xx¯+ βx¯2
}
= α
∫ 1
0
du′
{
˙¯x2 + γ
α
˙¯xx¯+ Ω2x¯2
}
.
(4.52)
Notando que
Ω = 2~
√
ab− c2 γ
α
= i4~c (4.53)
podemos definir Γ = i2~c e ω0 = 2~
√
ab de forma que temos
Ω =
√
ω20 + Γ2. (4.54)
Escrevemos então
S¯[x, y, t] = α
∫ 1
0
du′
{
˙¯x2 + 2Γ ˙¯xx¯+ Ω2x¯2
}
. (4.55)
Substituindo 4.48 em 4.56 e efetuando a integral em u′, temos
S¯[x, y, t] = α
{
x2[Ω tanh Ω + Γ]− 2xy Ωsinhω + y
2[Ω tanh Ω− Γ]
}
. (4.56)
Por fim, obtemos o operador densidade reduzido na representação de posição
〈x|ρs|y〉 = 1Z exp−α
{
x2[Ω tanh Ω + Γ]− 2xy Ωsinh Ω + y
2[Ω tanh Ω− Γ]
}
(4.57)
para comparar esta função com o operador densidade reduzido podemos escrever ρs(q, ξ, t)
como
ρs(q, ξ, t) =
1
Z exp−
{
x2
[
M
4 + L+ i
K
2
]
− 2xy
[
L− M4
]
+ y2
[
M
4 + L− i
K
2
]}
. (4.58)
Temos então
αΩ tanh Ω = M4 + L
αΩ
sinh Ω = L−
M
4 αΓ = i
K
2 (4.59)
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Note que temos três equações com três variáveis a, b e c porém, todas são equações
transcendentes. Definindo η = αΩ podemos reescrever esse sistema como um sistema
com duas equações {
η(tanh Ω + 1sinh Ω) = 2L
η(tanh Ω− 1sinh Ω) = M2
(4.60)
resolver numericamente para η e Ω para cada valor de t e depois obter a, b e c através de
b = 14~2
∣∣∣∣∣Ωη
∣∣∣∣∣ a = (4~2η2 +K2)b c = Kb. (4.61)
Na continuação deste trabalho, desenvolveremos um método numérico para resolver tal
sistema e assim obter a produção de entropia no caso puramente quântico.
Método II
A obtenção das funções a, b e c é muito complicada e não há esperança de obtê-las
de forma analítica. Desta forma o procedimento que desenvolveremos a seguir tem em
mente a utilização de métodos computacionais. Podemos calcular 〈x2〉, 〈p2〉 e 〈px〉 com-
putacionalmente obter suas derivadas e relacioná-las com a forma analitica das mesmas
grandezas. Por exemplo, para 〈x2〉 temos
˙〈x2〉 = trdρs
dt
x2 = tr
{
a˙x2 + b˙p2 + c˙(px+ xp) + Z˙
Z
}
x2ρs
= a˙〈x4〉+ b˙〈p2x2〉+ c˙2〈px3〉 − Z˙
Z
〈x2〉.
(4.62)
Podemos então escrever o sistema de três equações e três incógnitas
〈x4〉 〈x2p2〉 2〈x3p〉
〈x2p2〉 〈p4〉 2〈xp3〉
〈x3p〉 〈xp3〉 2〈x2p2〉


a˙
b˙
c˙
 =

˙〈x2〉+ Z˙
Z
〈x2〉
˙〈p2〉+ Z˙
Z
〈p2〉
˙〈xp〉+ Z˙
Z
〈xp〉
 . (4.63)
Definindo
nx2 = ˙〈x2〉+ Z˙
Z
〈x2〉 np2 = ˙〈p2〉+ Z˙
Z
〈p2〉 nxp = ˙〈xp〉+ Z˙
Z
〈xp〉
N = 〈x2p2〉3 − 2〈p3x〉〈x2p2〉〈x3p〉+ 〈p4〉〈x3p〉2 + 〈p3x〉2〈x4〉 − 〈p4〉〈x2p2〉〈x4〉
(4.64)
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a solução do sistema 4.63 é dada por
a˙ = nx2{〈xp
3〉2 − 〈p4〉〈x2p2〉}+ np2{〈x2p2〉2 − 〈p3x〉〈x3p〉}+ nxp{〈p4〉〈x3p〉 − 〈p3x〉〈x2p2〉}
N
b˙ = nx2{〈x
2p2〉2 − 〈p3x〉〈x3p〉}+ np2{〈x3p〉2 − 〈p2x2〉〈x4〉}+ nxp{〈p3x〉〈x4〉 − 〈p2x2〉〈x3p〉}
N
c˙ = nx2{〈p
4〉〈x3p〉 − 〈p3x〉〈x2p2〉}+ np2{〈xp3〉〈x4〉 − 〈p2x2〉〈x3p〉}+ nxp{〈x2p2〉2 − 〈p4〉〈x4〉}
2N .
(4.65)
Obtendo numericamente expressões para a˙, b˙, c˙ podemos, também numericamente, obter
expressões para a, b, c. Substituímos então estes valores em 4.35 para finalmente obter a
produção de entropia.
Vemos porém que para obter expressões para a˙, b˙, c˙ precisamos calcular a média
de uma hierarquia de quarta ordem de momentos estocásticos quânticos associados aos
operadores x e p. Nós desejamos que os momentos estocásticos quânticos tenham sentido
físico e para isso acontecer precisamos de uma prescrição que relacione este momento a
operadores quânticos.
É fácil ver a necessidade de tal prescrição se tentarmos calcular o momento 〈xp〉 de
forma ingênua,
〈xp〉 =
∫
dxdydp′〈x|xp|p′〉〈p′|y〉〈y|ρ|x〉 =
∫
dp′p′
∫
dxdy
xeip
′(x−y)/~
2pi~ ρ(x, y)
= 1Z
∫
dp′p′
∫
dqdξ
(q + ξ2)e
ip′ξ/~
2pi~ e
−iK(t)qξ−L(t)ξ2−M(t)q2 = (K(t) + iM(t))~2M(t)
(4.66)
que é completamente inaceitável uma vez que temos um valor imaginário. Note porém
que poderíamos ter calculado
〈px〉 =
∫
dxdydp′〈x|p|p′〉〈p′|x|y〉〈y|ρ|x〉 =
∫
dp′p′
∫
dxdy
yeip
′(x−y)/~
2pi~ ρ(x, y)
= 1Z
∫
dp′p′
∫
dqdξ
(q − ξ2)eip
′ξ/~
2pi~ e
−iK(t)qξ−L(t)ξ2−M(t)q2 = (K(t)− iM(t))~2M(t)
(4.67)
que fornece um termo imaginário que cancela identicamente o termo imaginário achado
em 4.66. Ou seja, vemos que na verdade o momento estocástico representado pelo símbolo
〈xp〉 na verdade se refere à média do operador
{x, p}
2 . (4.68)
Definimos então a seguinte prescrição para obter momentos estocásticos quânticos de
operadores que não comutam.
• Dados dois operadores que não comutam A e B, o momento estocástico quântico
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〈AB〉 associado é a média do operador C definido por
C = {A,B}2 . (4.69)
Esta definição associa a A e B um operador que cuja média tem sentido físico. Vemos
que esta prescrição deve ser extensivamente aplicada para o obtenção de a˙, b˙, c˙. Vamos
exemplificar a utilização desta prescrição construindo a hierarquia de operadores de quarta
ordem relacionados a x e p
xp→ {x, p}2
x2p→ {x, {x, p}}4
x3p→ {x, {x, {x, p}}}8
xp2 → {p, {p, x}}4
xp3 → {p, {p, {p, x}}}8
p2x2 → {{x, p}, {x, p}}8
(4.70)
Vemos agora que para obter os momentos estocásticos necessários em 4.65 devemos tomar
a média nos operadores definidos em 4.70. Por exemplo, o símbolo 〈x2p2〉 em 4.65 na
verdade significa 〈{{x, p}, {x, p}}
8
〉
. (4.71)
Podemos então calcular os momentos estocásticos quânticos que precisamos obtendo
〈p4〉 = 3~
4
4M(t)2 [K(t)
2 + 4L(t)M(t)]2,
〈p3x〉 = 3~
3K(t)
4M(t)2 [K(t)
2 + 4L(t)M(t)],
〈p2x2〉 = ~
2
4M(t)2 [3K(t)
2 + 4L(t)M(t)],
〈px3〉 = 3~K(t)4M(t)2 ,
〈x4〉 = 34M(t)2 .
(4.72)
Com estas expressões analíticas podemos obter computacionalmente a˙, b˙ e c˙, integrá-los
numericamente e finalmente obter a produção de entropia de um oscilador harmônico
quântico conectado a um reservatório térmico. Na continuação deste trabalho faremos
este estudo numérico.
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4.1.2 Versão de Heisenberg
Restringindo a teoria desenvolvida em 3.2 para uma partícula e um banho e subisti-
tuindo V = mω
2
0
2 x
2 em 3.65, a equação de Langevin quântica, chegamos à equação
x¨+ ω20x+
d
dt
∫ t
0
dsγ(t− s)x(s) = 1
m
F (t). (4.73)
Tomando a transformada de laplace desta equação obtemos
z2xˆ(z)− zx(0)− x˙(0) + ω20xˆ(z) + zγˆ(z)xˆ(z)− limt→0
[ ∫ t
0
dsγ(t− s)x(s)
]
= 1
m
Fˆ (z).
(4.74)
Note que o último termo do lado esquerdo não é necessariamente nulo. Caso γ(t) divirja
na origem, e.g. uma função delta, então este termo nos fornece uma contribuição finita.
Veremos que o problema de interesse, movimento browniano markoviano, é justamente
um no qual γ(t) é proporcional a uma função delta. Temos então
xˆ(z) = z
z2 + ω20 + zγˆ(z)
x(0) + 1
z2 + ω20 + zγˆ(z)
x˙(0) +
limt→0
[ ∫ t
0 dsγ(t− s)x(s)
]
z2 + ω20 + zγˆ(z)
+
1
m
Fˆ (z) 1
z2 + ω20 + zγˆ(z)
.
(4.75)
Vamos calcular a trasformada de Laplace de γ(t). Usaremos a densidade espectral de um
reservatório Ohmico J(ω) = 2γω. Temos então
γ(t) = 1
pi
∫ ∞
0
dω
J(ω)
ω
cosωt
γ(t) = 2γ
pi
∫ ∞
0
dω cosωt = 2γ
pi
lim
ω→∞
sinωt
t
= 2γδ(t)
⇒ γˆ(z) = 2γ.
(4.76)
Logo, a equação para a transformada de Laplace da posição de um oscilador harmônico
simples browniano e markoviano é
xˆ(z) = z + 2γ
z2 + 2γz + ω20
x(0) + 1
z2 + 2γz + ω20
x˙(0) + 1
m
Fˆ (z) 1
z2 + ω20 + zγˆ(z)
. (4.77)
Supondo duas soluções G1(t) e G2(t) cujas condições de contorno são
G1(0) = 1, G˙1(0) = 0,
G2(0) = 0, G˙2(0) = 1,
(4.78)
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temos
Gˆ1(z) =
z + γ
(z + γ)2 + ω2 +
γ
ω
ω
(z + γ)2 + ω2 , (4.79)
Gˆ2(z) =
1
ω
ω
(z + γ)2 + ω2 , (4.80)
onde ω =
√
ω20 − γ2. Invertendo essas transformadas temos
G1(t) = e−γt
(
cosωt+ γ
ω
sinωt
)
, (4.81)
G2(t) =
e−γt
ω
sinωt, (4.82)
logo,
x(t) = e−γt
(
cosωt+ γ
ω
sinωt
)
x(0) + e
−γt
ω
sinωtp(0)
m
+ 1
mω
∫ t
0
dse−γ(t−s) sinω(t− s)F (s)
(4.83)
temos então que
〈x2(t)〉 =e−2γt
(
cosωt+ γ
ω
sinωt
)2
〈x(0)2〉+ e
−2γt
ω2
sin2 ωt 1
m2
〈p(0)2〉+
e−2γt
ω
(
cosωt+ γ
ω
sinωt
)
sinωt 12m〈{x(0), p(0)}〉+
e−2γt
2m2ω2
∫ t
0
∫ t
0
dsds′eγ(s+s
′) sinω(t− s) sinω(t− s′)〈{F (s), F (s′)}〉.
(4.84)
Vamos calcular a média do anticomutador de x(0) e p(0). Utilizando
x(0) =
√
~
2mω (a+ a
†), p(0) = i
√
mω~
2 (a− a
†)
obtemos o anticomutador de x(0) e p(0),
{x(0), p(0)} = i~(aa− a†a†),
cuja média é nula. Além disso,
〈{F (s), F (s′)}〉 = 4mγ~
pi
∫ Ω
0
dωω coth ~ω2kBT
cosω(s− s′). (4.85)
Logo, podemos escrever 4.84 como
〈x2(t)〉 = e−2γt
(
cosωt+ γ
ω
sinωt
)2
〈x(0)2〉+ e
−2γt
ω2
sin2 ωt 1
m2
〈p(0)2〉+
2γ~
mpiω2
e−2γt
∫ Ω
0
dυυ coth ~υ2kBT
∫ t
0
∫ t
0
dsds′eγ(s+s
′) cos υ(s− s′) sinω(t− s) sinω(t− s′).
(4.86)
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Vamos agora achar o p(t) utilizando a equação de Heisenberg p(t) = mx˙(t). Note que
G˙1(t) = −e
−γt
ω
(γ2 + ω2) sinωt (4.87)
G˙2(t) =
e−γt
ω
(ω cosωt− γ sinωt) = e−γt
(
cosωt− γ
ω
sinωt
)
. (4.88)
Substituindo essas equações na equação de Heisenberg para o momento p(t) obtemos
p(t) = −e
−γt
ω
(γ2 + ω2) sinωt mx(0) + e−γt
[
cosωt− γ
ω
sinωt
]
p(0)+
1
m
∫ t
0
ds
[
cosω(t− s)− γ
ω
sinω(t− s)
]
e−γ(t−s)F (s)
(4.89)
temos então
〈p(t)2〉 = e
−2γt
ω2
(γ2 + ω2)2 sin2 ωt m2〈x(0)2〉+ e
−2γt
ω2
[
ω cosωt− γ sinωt
]2
〈p(0)2〉+
2γ~
mpiω2
e−2γt
∫ Ω
0
dυυ coth ~υ2kBT
∫ t
0
∫ t
0
dsds′eγ(s+s
′)[ω cosω(t− s)− γ sinω(t− s)]
cos υ(s− s′)[ω cosω(t− s′)− γ sinω(t− s′)]
(4.90)
Para simplificar a notação, vamos definir as funções
x¯2(t) = mω
2
0
2
{
e−2γt
(
cosωt+ γ
ω
sinωt
)2
〈x(0)2〉+ e
−2γt
ω2
sin2 ωt 1
m2
〈p(0)2〉
}
(4.91)
Ix(t, υ) =
γω20~
ω2pi
e−2γt
∫ t
0
∫ t
0
dsds′eγ(s+s
′) cos υ(s− s′) sinω(t− s) sinω(t− s′) (4.92)
p¯(t)2 = 12m
{
e−2γt
ω2
(γ2 + ω2)2 sin2 ωt m2〈x(0)2〉+ e
−2γt
ω2
[
ω cosωt− γ sinωt
]2
〈p(0)2〉
}
(4.93)
Ip(t, υ) =
γ~
m2ω2pi
e−2γt
∫ t
0
∫ t
0
dsds′eγ(s+s
′) cos υ(s− s′)[ω cosω(t− s)− γ sinω(t− s)]
[ω cosω(t− s′)− γ sinω(t− s′)]
(4.94)
de tal forma que
K(t) = 12m〈p(t)
2〉 = p¯2(t) +
∫ Ω
0
dυυ coth ~υ2kBT
Ip(t, υ) (4.95)
V (t) = mω
2
0
2 〈x
2(t)〉 = x¯2(t) +
∫ Ω
0
dυυ coth ~υ2kBT
Ix(t, υ) (4.96)
e como U(t) = K(t) + V (t) então
U(t) = x¯2(t) + p¯2(t) +
∫ Ω
0
dυυ coth ~υ2kBT
[Ix(t, υ) + Ip(t, υ)]. (4.97)
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Logo, para estudarmos a dinâmica do n-ésimo estado excitado ao ser conectado a um
reservatório térmico basta substituir 〈x(0)2〉 e 〈p(0)2〉 adequados, ou seja
〈x2n(0)〉 =
~
2mω0
(2n+ 1) 〈p2n(0)〉 =
~ω0m
2 (2n+ 1). (4.98)
Podemos então ir além do que foi feito na seção 4.1.1 e utilizar 4.95 e 4.96 para graficar
a energia cinética e potencial (Figura 4.4) para diferentes estados iniciais. Utilizamos os
mesmos parâmetros dissipativos e temperaturas que foram utilizados anteriormente mas
escolhemos para cada temperatura três estados iniciais distintos |0〉, |5〉 e |10〉.
Figura 4.4: Energia cinética e potencial de um oscilador harmônico simples em contato com um reservatório térmico para
diferentes condições iniciais, regimes de dissipação e temperatura.
Vemos na figura 4.4 que independentemente do estado inicial no qual o sistema se
encontra ele sempre irá termalizar para o mesmo valor de energia. Além disso, a escala
de tempo na qual se dá essa termalização é a mesma. As equações 4.95 e 4.96 elucidam
muito bem esse fato pois o primeiro termo à direita nessas equações (que carrega a de-
pendência no estado inicial) é inteiramente suprimido com o tempo e o valor de equilíbrio
é determinado exclusivamente pelo segundo termo que depende apenas do banho e não
das condições iniciais.
Vendo o insert no painel à direita nota-se as oscilações durante a termalização da ener-
gia cinética também observadas na figura 4.1 e discutidas na seção anterior. Ressaltamos
que essas oscilações não são triviais uma vez que no regime superamortecido fazemos a
transformação
√
ω20 − γ2 → i
√
γ2 − ω20 e assim os senos e cossenos na equação 4.90 viram
senos e cossenos hiperbólicos que não apresentam oscilações. De fato, no regime clássico
não são vistas tais oscilações.
Para entender a natureza dessas oscilações, note, na equação 4.90, que há um termo
que não vira uma função hiperbólica. Mais precisamente, pegando somente a integral na
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equação 4.90 para o regime superamortecido temos
2γ~
mpiω2
e−2γt
∫ Ω
0
dυυ coth ~υ2kBT
∫ t
0
∫ t
0
dsds′eγ(s+s
′)[ω coshω(t− s)− γ sinhω(t− s)]
cos υ(s− s′)[ω coshω(t− s′)− γ sinhω(t− s′)].
(4.99)
Dentro da integral cos υ(s− s′) ainda é um termo oscilante logo ele é o responsável pelas
oscilações. Olhemos então somente para o termo
∫ Ω
0
dυυ coth ~υ2kBT
cos υ(s− s′) (4.100)
da integral que representa um ruído colorido no nosso sistema. Esse ruído colorido é
uma propriedade exclusiva do regime quântico e é suprimido conforme nos aproximamos
do limite clássico aumentando a temperatura. Note que para temperaturas muito altas
devemos expandir a cotangente hiperbólica obtendo
2kBT
~
∫ Ω
0
dυ cos υ(s− s′) = 2kBT
~
lim
Ω→∞
sin Ω(s− s′)
(s− s′) =
2pikBT
~
δ(s− s′) (4.101)
que é um termo característico de ruído branco.
Vemos então que as oscilações não triviais vistas durante a termalização do sistema no
regime superamortecido são causadas pelo ruído colorido característico do regime quântico
e por isso são intrínsecas a este regime. Estas oscilações serão suprimidas somente quando
a temperatura for suficientemente alta de forma que recuperamos o limite clássico no qual
o ruído é branco.
Calor Específico
Podemos também nos inspirar na relação termodinâmica usual para o calor específico
para definir
c = dU
dT
= 12m
d
dT
〈p2(t)〉+ mω
2
0
2
d
dT
〈x2(t)〉. (4.102)
Temos então
c = ~2kT 2
∫ Ω
0
dυ
υ2
sinh2 ~υ2kT
[Ix(t, υ) + Ip(t, υ)]. (4.103)
Uma vez que o calor específico só é definido no equilíbrio, devemos ressaltar aqui que a
grandeza 4.103 é uma grandeza que no equilíbrio converge para o calor específico, porém,
fora dele, não é o calor específico em si mas sim uma versão dinâmica com interpretação
semelhante.
Para obter o calor específico a partir de 4.103 basta tomar o limite para tempos longos.
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Obtemos
c = ~
2γ
4pikT 2
∫ ∞
−∞
dω
ω2
sinh ~ω2kT
{
1
m2
γω3
(ω2 − ω20)2 + 4γ2ω2
+m2ω20
γω
(ω2 − ω20)2 + 4γ2ω2
}
,
(4.104)
que é exatamente a expressão obtida para o calor específico através do teorema flutuação
dissipação [35].
Utilizando os mesmos parâmetros utilizados anteriormente graficamos (Figura 4.5) a
energia interna 4.97.
Figura 4.5: Energia interna de um oscilador harmônico simples em contato com um reservatório térmico para diferentes
condições iniciais, regimes de dissipação e temperatura.
4.2 Dois Osciladores Harmônicos conectados a Re-
servatórios de Termperaturas Distintas
Um sistema em contato com dois reservatórios térmicos é a base do estudo das ma-
quinas térmicas dentro do contexto da termodinâmica clássica. Com o crescente desen-
volvimento de técnicas capazes de acessar sistemas em escalas nano e mesoscópica cresce
o interesse pelas chamadas máquinas quânticas dentro das quais se destacam os compu-
tadores quânticos e os refrigeradores quânticos. Dentro deste contexto faz-se necessária
uma abordagem teórica capaz de descrever contato de um sistema puramente quântico
com dois ambientes de temperatura distintas.
Nesta seção, a fim de estudar um sistema quântico com dois reservatórios térmicos,
consideraremos dois osciladores harmônicos acoplados e conectaremos cada um desses
osciladores a reservatórios térmicos a temperaturas distintas (Figura 4.6).
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Figura 4.6: Dois osciladores harmônicos acoplados e cada um conectado a um reservatório térmico a temperaturas distintas
T1 e T2.
Estudaremos este sistema primeiramente utilizando integrais de trajetória e depois
utilizando equações de Langevin quânticas. Na primeira abordagem obteremos o ope-
rador densidade reduzido do sistema que descreve completamente as suas propriedades,
em particular, ele fornece uma metodologia clara e direta para estudarmos a perda de
emaranhamento entre os osciladores harmônicos e a perda de coerência interna em cada
um deles. Já a segunda abordagem será utilizada para estudarmos as grandezas termodi-
nâmicas do sistema e seus valores no estado estacionário.
4.2.1 Integrais de Caminho
Primeiramente, para estudar este sistema vamos achar a lagrangiana de dois oscila-
dores harmônicos acoplados da figura 4.6. Suponha que as partículas de massas M1 e
M1 estejam conectadas às paredes com constante de mola k′ e que existe uma mola que
conecta essas partículas com constante k. Logo as forças que agem sobre as partículas
são
M1x¨1 = −k′x1 − k(x1 − x2) (4.105)
M2x¨2 = −k′x2 − k(x2 − x1) (4.106)
então, a lagrangiana destes dois osciladores harmônicos clássicos acoplados é
L = M12 x˙
2
1 +
M2
2 x˙
2
2 −
k
2(x1 − x2)
2 − k
′
2 (x
2
1 + x22). (4.107)
Adaptando o formalismo desenvolvido na seção 3.1 para duas partículas e dois reser-
vatórios, vemos que o operador densidade é dado por
ρ(x1, x2, y1, y2, t) =
∫
dx′1dx
′
2dy
′
1dy
′
2J(x1, x2, y1, y2, t|x′1, x′2, y′1, y′2, 0)ρ(x1, x2, y1, y2, t)
(4.108)
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onde o superpropagador é dado por
J =
∫ x1,x2,y1,y2
x′1,x
′
2,y
′
1,y
′
2
Dx1Dx2Dy1Dy2e i~ (Ss[x1]−Ss[y1]+Ss[x2]−Ss[y2])e− 1~φ1[x1,y1]e− 1~φ2[x2,y2]. (4.109)
Vamos restringir nossa análise ao caso markoviano. Logo, o funcional de influência é dado
por
φi[xi, yi] = iMiγi
∫ t
0
(xix˙i + xiy˙i − yix˙i − yiy˙i)
− 2Miγi
pi
∫ Ω
0
dωωcoth
~ω
2kbTi
∫ t
0
∫ t′
0
dt′dt′′[xi(t′)− yi(t′)]cos ω(t′ − t′′)[xi(t′′)− yi(t′′)].
(4.110)
Substituindo 4.110 e a lagrangiana 4.107 no superpropagador, a parte imaginária da
exponencial da integral de caminho é
∫ t
0
[
M1
2 x˙
2
1 +
M2
2 x˙
2
2 −
k
2(x1 − x2)
2 − k
′
2 (x
2
1 + x22)−M1γ1x1y˙1 +M1γ1y1x˙1
−M12 y˙
2
1 −
M2
2 y˙
2
2 +
k
2(y1 − y2)
2 + k
′
2 (y
2
1 + y22)−M2γ2x2y˙2 +M2γ2y2x˙2
−M1γ1x1x˙1 +M1γ1y1y˙1 −M2γ2x2x˙2 +M2γ2y2y˙2
]
dt′.
(4.111)
Para calcular esta integral de caminho faremos a substituição
xi(t′) = x¯i(t′) + xci(t′)
yi(t′) = y¯i(t′) + yci(t′)
(4.112)
onde xci e yci são as soluções das equações de movimento clássicas e x¯i e y¯i são nulas nos
extremos das trajetórias, i.e. x¯i(0) = x¯i(t) = y¯i(0) = y¯i(t) = 0. Como xci e yci são funções
fixas então
Dxi = Dx¯i e Dyi = Dy¯i. (4.113)
Precisamos então obter as equações de movimento clássicas e achar suas soluções para
efetuarmos a substituição desejada. Utilizaremos por conveniência somente as duas pri-
meiras linhas de 4.111 para calcular as equações de movimento clássicas. Organizando as
equações de Euler-Lagrange, obtemos um sistema de quatro equações e variáveis acopladas
M1x¨1 + 2M1γ1y˙1 + (k + k′)x1 − kx2 = 0
M1y¨1 + 2M1γ1x˙1 + (k + k′)y1 − ky2 = 0
M2x¨2 + 2M2γ2y˙2 + (k + k′)x2 − kx1 = 0
M2y¨2 + 2M2γ2x˙2 + (k + k′)y2 − ky1 = 0.
(4.114)
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Podemos desacoplar estas equações duas a duas utilizando as coordenadas
q1 =
x1 + y1
2 ξ1 = x1 − y1 q2 =
x2 + y2
2 ξ2 = x2 − y2. (4.115)
Utilizando essas coordenadas obtemos o sistema
M1q¨1 + 2M1γ1q˙1 + (k + k′)q1 − kq2 = 0
M1ξ¨1 − 2M1γ1ξ˙1 + (k + k′)ξ1 − kξ2 = 0
M2q¨2 + 2M2γ2q˙2 + (k + k′)q2 − kq1 = 0
M2ξ¨2 − 2M2γ2ξ˙2 + (k + k′)ξ2 − kξ1 = 0.
(4.116)
Logo, obtemos dois sistemas de duas equações diferenciais ordinárias acopladas. Pre-
cisamos fazer mais uma substituição para desacoplar totalmente o sistema e resolver o
sistema.
Porém, não é possível efetuar o desacoplamento total sem fazermos mais alguma sim-
plificação. Isto porque não existe um sistema de coordenadas que desacople simultanea-
mente os termos com a segunda e a primeira derivada. Para desacoplar completamente o
sistema vamos supor
M1 = M1 e γ1 = γ2. (4.117)
Essa simplificação, além de facilitar a obtenção das equações de movimento clássicas, é
o caso de maior interesse físico. Considerar osciladores de massas diferentes não traria
nenhuma novidade ao problema. Considerar coeficientes de dissipação diferentes pode vir
a ser interessante, porém em geral, nos casos de interesse experimental, os dois reservató-
rios nos quais as partículas brownianas estão imersas são feitos do mesmo material logo
têm coeficientes de dissipação iguais.
O principal fator de interesse na análise deste problema está na diferença de tempe-
ratura entre os reservatórios térmicos e como o sistema termaliza dependendo do quão
forte é a interação com o banho. Essas duas características irão guiar o transporte de
calor entre os reservatórios, o estado estacionário, o tempo de relaxação até chegarmos no
estado estacionário, etc. Logo, a simplificação 4.117 mantém toda a física de interesse do
problema.
Utilizando a condição 4.117, utilizando as coordenadas
R = q1 + q2, r = q1 − q2, Σ = ξ1 + ξ22 e σ =
ξ1 − ξ2
2 , (4.118)
e definindo k′ = Mυ20 e 2k + k′ = MΥ20 podemos escrever estas equações como
R¨ + 2γR˙ + υ20R = 0
r¨ + 2γr˙ + Υ20r = 0
Σ¨− 2γΣ˙ + υ20Σ = 0
σ¨ − 2γσ˙ + Υ20σ = 0
(4.119)
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Cosiderando as condições de contorno
Rc(0) = R′, Rc(t) = R, rc(0) = r′, rc(t) = r,
Σc(0) = Σ′, Σc(t) = Σ, σc(0) = σ′, σc(t) = σ,
(4.120)
as soluções das equações 4.119 são
Rc(t′) =
e−γt
′
sin υt
[
Reγt sin υt′ +R′ sin υ(t− t′)
]
rc(t′) =
e−γt
′
sin Υt
[
reγt sin Υt′ + r′ sin Υ(t− t′)
]
Σc(t′) =
eγt
′
sin υt
[
Σe−γt sin υt′ + Σ′ sin υ(t− t′)
]
σc(t′) =
eγt
′
sin Υt
[
σe−γt sin Υt′ + σ′ sin Υ(t− t′)
]
(4.121)
onde υ =
√
υ20 − γ2 e Υ =
√
Υ20 − γ2.
Agora que obtemos as soluções clássicas do sistema vamos escrever a integral de ca-
minho utilizando as novas coordenadas. Primeiramente, utilizando qi e ξi, o expoente da
integral de caminho pode ser escrito como
i
~
∫ t
0
[
M(q˙1ξ˙1 + q˙2ξ˙2)− 2Mγ(q˙1ξ1 + q˙2ξ2)− (k + k′)(q1ξ1 + q2ξ2) + k(q1ξ2 + q2ξ1)
]
dt′
−1
~
2Mγ
pi
∫ Ω
0
dω coth ~ω2kbT1
∫ t
0
∫ t′
0
dt′dt′′ξ1(t′) cosω(t′ − t′′)ξ1(t′′)
+2Mγ
pi
∫ Ω
0
dω coth ~ω2kbT2
∫ t
0
∫ t′
0
dt′dt′′ξ2(t′) cosω(t′ − t′′)ξ2(t′′)
.
(4.122)
E utilizando R, r,Σ e σ, obtemos
i
~
∫ t
0
[
M(R˙Σ˙ + r˙σ˙)− 2Mγ(R˙Σ + r˙σ)− (k + k′)(RΣ + rσ) + k(RΣ− rσ)
]
dt′
−1
~
2Mγ
pi
∫ Ω
0
dω coth ~ω2kbT1
∫ t
0
∫ t′
0
dt′dt′′[Σ(t′) + σ(t′)] cosω(t′ − t′′)[Σ(t′′) + σ(t′′)]
+2Mγ
pi
∫ Ω
0
dω coth ~ω2kbT2
∫ t
0
∫ t′
0
dt′dt′′[Σ(t′)− σ(t′)] cosω(t′ − t′′)[Σ(t′′)− σ(t′′)]

(4.123)
Nesta mudança de coordenadas o fator de integração é DRDrDΣDσ e os extremos
são R′, r′,Σ′, σ′ → R, r,Σ, σ. Vamos agora efetuar a substituição de variável
R(t′) = R¯(t′) +Rc(t′) r(t′) = r¯(t′) + rc(t′)
Σ(t′) = Σ¯(t′) + Σc(t′) σ(t′) = σ¯(t′) + σc(t′)
(4.124)
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lembrando que R¯(0) = r¯(0) = Σ¯(0) = σ¯(0) = R¯(t) = r¯(t) = Σ¯(t) = σ¯(t) = 0. Como Rc,
rc, Σc e σc são funções fixas então obtemos o fator de integração DR¯Dr¯DΣ¯Dσ¯ e os limites
de integração 0, 0, 0, 0→ 0, 0, 0, 0.
Precisamos agora fazer a substituição de variáveis 4.124 na ação e separar a parte fixa
(que depende das soluções clássicas) da parte variável que será integrada. Efetuando essa
substituição a parte imaginária do expoente da integral de caminho é dada por∫ t
0
[
M( ˙¯R ˙¯Σ + ˙¯r ˙¯σ)− 2Mγ( ˙¯RΣ¯ + ˙¯rσ¯)− (k + k′)(R¯Σ¯ + r¯σ¯) + k(R¯Σ¯− r¯σ¯)
]
dt′
+
∫ t
0
[
M(R˙cΣ˙c + r˙cσ˙c)− 2Mγ(R˙cΣc + r˙cσc)− (k + k′)(RcΣc + rcσc) + k(RcΣc − rcσc)
]
dt′∫ t
0
[
M( ˙¯RΣ˙c + R˙c ˙¯Σ + ˙¯rσ˙c + r˙c ˙¯σ)− 2Mγ( ˙¯RΣc + R˙cΣ¯ + ˙¯rσc + r˙cσ¯)
−(k + k′)(R¯Σc +RcΣ¯ + r¯σc + rcσ¯) + k(R¯Σc +RcΣ¯− r¯σc − rcσ¯)
]
dt′
(4.125)
Podemos integrar por partes para remover a derivada temporal das variáveis com barra
nas duas últimas linhas. Obtemos nestas duas linhas∫ t
0
R¯
[
−MΣ¨c + 2MγΣ˙c − (k + k′)Σc + kΣc
]
dt′ = 0∫ t
0
Σ¯
[
−MR¨c − 2MγR˙c − (k + k′)Rc + kRc
]
dt′ = 0∫ t
0
r¯
[
−Mσ¨c + 2Mγσ˙c − (k + k′)σc − kσc
]
dt′ = 0∫ t
0
σ¯
[
−Mr¨c − 2Mγr˙c − (k + k′)rc − krc
]
dt′ = 0
(4.126)
uma vez que os termos entre colchetes são as equações de movimento clássicas que as
variáveis Rc, rc,Σc e σc satisfazem.
Na parte real do expoente é mais adequado utilizar as coordenadas qi e ξi. Esta
mudança é análoga à que fizemos
qi = q¯i + qic, ξi = ξ¯i + ξic. (4.127)
Logo, a parte real da integral fica
Φi[ξi, ξi] =
2Mγ
pi
∫ Ω
0
dωω coth ~ω2kbTi
∫ t
0
∫ t′
0
dt′dt′′ cosω(t′ − t′′)
[ξ¯i(t′)ξ¯i(t′′) + ξ¯i(t′)ξic(t′′) + ξic(t′)ξ¯i(t′′) + ξic(t′)ξic(t′′)]
= Φi[ξ¯i, ξ¯i] + Φi[ξ¯i, ξic] + Φi[ξic, ξ¯i] + Φi[ξic, ξic].
(4.128)
Para escrever a parte real do expoente da integral de forma simplificada vamos definir o
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funcional
Φ[a1, a′1, a2, a′2] =
8Mγ
pi~
∫ Ω
0
dωω
∫ t
0
∫ t′
0
dt′dt′′
[
coth ~ω2kbT1
a1(t′)a′1(t′′) + coth
~ω
2kbT2
a2(t′)a′2(t′′)
]
.
(4.129)
Para escrever 4.128 substituimos as funções ai e a′i por q¯i, qic, ξ¯i ou ξic. Já para escrever a
parte imaginária do expoente da integral de forma simplificada vamos definir o funcional
S[R, r,Σ, σ] =
∫ t
0
[
M(R˙Σ˙ + r˙σ˙)− 2Mγ(R˙Σ + r˙σ)− (k + k′)(RΣ + rσ) + k(RΣ− rσ)
]
dt′
(4.130)
que pode ser escrito como
S[R, r,Σ, σ] =
∫ t
0
[
M(R˙Σ˙ + r˙σ˙)− 2Mγ(R˙Σ + r˙σ)−Mυ20RΣ−MΥ20rσ
]
dt′ (4.131)
ou
S[R, r,Σ, σ] = Sυ0 [R,Σ] + SΥ0 [r, σ] (4.132)
onde
Sυ0 [R,Σ] = M
∫ t
0
dt′[R˙Σ˙− 2γR˙Σ− υ20RΣ] (4.133)
e SΥ0 [r, σ] é definido de maneira análoga. Logo, o superpropagador pode ser escrito como
J =e i~S[Rc,rc,Σc,σc]− 1~Φ[ξ1c,ξ1c,ξ2c,ξ2c]∮
DR¯Dr¯DΣ¯Dσ¯e i~S[R¯,r¯,Σ¯,σ¯]− 1~Φ[ξ¯1,ξ¯1,ξ¯2,ξ¯2]− 1~Φ[ξ¯1,ξ1c,ξ¯2,ξ2c]− 1~Φ[ξ1c,ξ¯1,ξ2c,ξ¯2].
(4.134)
Discretizando o termo que ainda está sendo integrado podemos provar que ele é uma
função exclusiva do tempo da mesma forma que ocorre com um oscilador harmônico
simples [16]. Logo, ele fornece somente a normalização do superpropagador. Toda a
dinâmica do sistema está embutida nos termos que dependem exclusivamente da ação
clássica e consequentemente não são integrados. Ou seja, a menos de normalização o
superpropagador é dado por
J(R, r,Σ, σ, t|R′, r′,Σ′, σ′, 0) = e i~S[Rc,rc,Σc,σc]− 1~Φ[ξ1c,ξ1c,ξ2c,ξ2c]. (4.135)
Vamos agora calcular os termos do funcional de influência que descrevem a dinâmica
do sistema. Vamos começar pelo termo que descreve ruídos, i.e. a parte real do expoente.
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As funções ξic em termos das funções Rc, rc,Σc e σc são
ξ1c = Σc + σc = eγt
′
[
e−γt
(
Σsin υt
′
sin υt + σ
sin Υt′
sin Υt
)
+
(
Σ′ sin υ(t− t
′)
sin υt + σ
′ sin Υ(t− t′)
sin Υt
)]
ξ2c = Σc − σc = eγt′
[
e−γt
(
Σsin υt
′
sin υt − σ
sin Υt′
sin Υt
)
+
(
Σ′ sin υ(t− t
′)
sin υt − σ
′ sin Υ(t− t′)
sin Υt
)]
.
(4.136)
Substituindo essas equações em Φ[ξ1c, ξ1c, ξ2c, ξ2c] vemos que a parte real do superpro-
pagador fica
e
−1
~
{
A(t)Σ2+B(t)Σσ+C(t)σ2+D(t)Σ′2+E(t)Σ′σ′+F (t)σ′2+G(t)ΣΣ′+H(t)Σσ′+I(t)Σ′σ+J(t)σσ′
}
. (4.137)
Onde as funções acima são da forma
f(t) = Mγ
pi
∫ Ω
0
dωω
{
coth ~ω2kbT1
+ coth ~ω2kbT2
}
fω(t) (4.138)
caso elas não acompanhem termos que misturam σ e Σ, e.g. A(t), C(t), etc, e
g(t) = Mγ
pi
∫ Ω
0
dωω
{
coth ~ω2kbT1
− coth ~ω2kbT2
}
gω(t) (4.139)
caso misturem, e.g. B(t), E(t), etc, e
Aω(t) =
2e−2γt
sin υt2
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin υt′ sin υt′′
Bω(t) =
e−2γt
sin υt sin Υt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin υt′ sin Υt′′
Cω(t) =
2e−2γt
sin Υt2
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin Υt′ sin Υt′′
Dω(t) =
2
sin υt2
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin υ(t− t′) sin υ(t− t′′)
Eω(t) =
1
sin υt sin Υt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin υ(t− t′) sin Υ(t− t′′)
Fω(t) =
2
sin Υt2
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin Υ(t− t′) sin Υ(t− t′′)
Gω(t) =
e−γt
sin υt2
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin υt′ sin υ(t− t′′)
Hω(t) =
e−γt
sin υt sin Υt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin υt′ sin Υ(t− t′′)
Iω(t) =
e−γt
sin υt sin Υt
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin Υt′ sin υ(t− t′′)
Jω(t) =
e−γt
sin Υt2
∫ t
0
∫ t
0
dt′dt′′eγ(t
′+t′′) cosω(t′ − t′′) sin Υt′ sin Υ(t− t′′)
(4.140)
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Substituindo 4.121 na parte imaginária do superpropagador podemos escrevê-la como
exp iM
~
[{
α(t, υ)− γ
}
RΣ +
{
α(t, υ) + γ
}
R′Σ′ − β(t, υ)RΣ′ − δ(t, υ)R′Σ{
α(t,Υ)− γ
}
rσ +
{
α(t,Υ) + γ
}
r′σ′ − β(t,Υ)rσ′ − δ(t,Υ)r′σ
] (4.141)
onde
α(t, υ) = υ cot υt
β(t, υ) = υe
γt
sin υt
δ(t, υ) = υe
−γt
sin υt
(4.142)
Logo, o superpropagador completo do sistema é dado por
J(R, r,Σ, σ, t|R′, r′,Σ′, σ′, 0) =
e
iM
~
[{
α(t,υ)−γ
}
RΣ+
{
α(t,υ)+γ
}
R′Σ′−β(t,υ)RΣ′−δ(t,υ)R′Σ+
{
α(t,Υ)−γ
}
rσ+
{
α(t,Υ)+γ
}
r′σ′−β(t,Υ)rσ′−δ(t,Υ)r′σ
]
e
−1
~
{
A(t)Σ2+B(t)Σσ+C(t)σ2+D(t)Σ′2+E(t)Σ′σ′+F (t)σ′2+G(t)ΣΣ′+H(t)Σσ′+I(t)Σ′σ+J(t)σσ′
}
(4.143)
Para estudar a dinâmica do sistema precisamos evoluir o seu estado inicial utilizando
o superpropagador encontrado. Vamos então determinar os estados de dois osciladores
harmônicos acoplados para estudar a sua dinâmica usando o superpropagador.
O hamiltoniano do sistema é dado por
H = p
2
1
2M +
p22
2M +
k
2(x1 − x2)
2 + k
′
2 (x
2
1 + x22) (4.144)
Vamos usar as coordenadas
α = x1 + x2 β = x1 − x2 pα = p1 + p2 pβ = p1 − p2 (4.145)
Utilizando essas coordenadas podemos escrever o hamiltoniano como
H = 12M
p2α + p2β
2 +
k′
2
α2 + β2
2 +
k
2β
2
= 12
[
p2α
2M +
k′
2 α
2 +
p2β
2M +
k′ + 2k
2 β
2
]
= 12
[
p2α
2M +
Mυ20
2 α
2 +
p2β
2M +
MΥ20
2 β
2
]
.
(4.146)
Logo a energia do sistema é
E = 12
[
~υ0
(
n+ 12
)
+ ~Υ0
(
m+ 12
)]
= ~2
[
υ0n+ Υ0m+
υ0 + Υ0
2
]
, (4.147)
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e seus estados são o produto tensorial das soluções de Hα e Hβ
|nα,mβ〉 = |nα〉 ⊗ |mβ〉. (4.148)
Os autoestados de Hα e Hβ são
〈α|nα〉 = 1
pi1/4
√
2nn! αn+1/20
(
α− α20
d
dα
)n
exp−12
(
α
α0
)2
(4.149)
〈β|mβ〉 = 1
pi1/4
√
2mm! βm+1/20
(
β − β20
d
dβ
)m
exp−12
(
β
β0
)2
(4.150)
onde
α0 =
√
~
Mυ0
, β0 =
√
~
MΥ0
. (4.151)
Vamos analisar a dinâmica do estado fundamental do sistema. O estado fundamental
do sistema é descrito pela função
ψ(α, β) = 1√
piα0β0
exp−12
[(
α
α0
)2
+
(
β
β0
)2]
(4.152)
logo, o operador densidade é
ρs(α, β, α′, β′, 0) = ψ(α, β)ψ∗(α′, β′) =
1
piα0β0
exp−12
[
α2 + α′2
α20
+ β
2 + β′2
β20
]
. (4.153)
Utilizando as coordenadas R, r,Σ e σ o operador densidade é
ρs(R, r,Σ, σ, 0) =
1
piα0β0
exp−
[
R2 + Σ2
α20
+ r
2 + σ2
β20
]
. (4.154)
Logo, a dinâmica dos dois osciladores harmônicos no estado fundamental é dada por
ρs(R, r,Σ, σ, t) =
∫
dR′dr′dΣ′dσ′J(R, r,Σ, σ, t|R′, r′,Σ′, σ′, 0)ρs(R′, r′,Σ′, σ′, 0). (4.155)
Substituindo o superpropagador encontrado e ignorando a normalização (que será
obtida depois), obtemos a integral
ρs(R, r,Σ, σ, t) =
∫
dR′dr′dΣ′dσ′
e
iM
~
[{
α(t,υ)−γ
}
RΣ+
{
α(t,υ)+γ
}
R′Σ′−β(t,υ)RΣ′−δ(t,υ)R′Σ+
{
α(t,Υ)−γ
}
rσ+
{
α(t,Υ)+γ
}
r′σ′−β(t,Υ)rσ′−δ(t,Υ)r′σ
]
e
− 1~
{
A(t)Σ2+B(t)Σσ+C(t)σ2+D(t)Σ′2+E(t)Σ′σ′+F (t)σ′2+G(t)ΣΣ′+H(t)Σσ′+I(t)Σ′σ+J(t)σσ′
}
e
−
[
R′2+Σ′2
α20
+ r
′2+σ′2
β20
]
(4.156)
Por mais que seja trabalhoso efetuar as integrais em 4.156 e devamos fazê-las com muita
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atenção e cuidado, o procedimento é direto uma vez que são todas integrais gaussianas.
Após realizar as integrações devidas, podemos escrever o operador densidade reduzido
sucintamente da forma
ρs(R, r,Σ, σ, t) = e
iM
~
[{
α(t,υ)−γ
}
RΣ+
{
α(t,Υ)−γ
}
rσ+G′(t)Σr+H′(t)rσ+I′(t)RΣ+J ′(t)Rσ
]
e
− 1~
[
A′(t)Σ2+B′(t)Σσ+C′(t)σ2+D′(t)R2+E′(t)Rr+F ′(t)r2
] (4.157)
Onde
A′(t) = A(t) + M
2α20
4~ δ(t, υ)
2 − λ(t)H(t)
2
~
− ζ(t)
~
(
G(t)− λ(t)E(t)H(t)
~
)2
(4.158)
B′(t) =B(t)− λ(t)2H(t)
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)
− ζ(t)2
(
G(t)− λ(t)E(t)H(t)
~
)[
I(t)
~
− α
2
0M
2
2~2 {α(t, υ) + γ}
− λ(t)E(t)
~
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)] (4.159)
C ′(t) =C(t) + M
2β20
4~ δ(t,Υ)
2 − λ(t)~
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)2
− ζ(t)~
[
I(t)
~
− α
2
0M
2
2~2 {α(t, υ)− γ}δ(t, υ)
− λ(t)E(t)
~
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)]2
(4.160)
D′(t) = ζ(t)M
2
~
β(t, υ)2 (4.161)
E ′(t) = −ζ(t)λ(t)2E(t)M
2
~2
β(t, υ)β(t,Υ) (4.162)
F ′(t) = λ(t)M
2
~
β(t,Υ)2 + ζ(t)λ(t)2E(t)
2
~
M2
~2
β(t,Υ) (4.163)
G′(t) = 2λ(t)H(t)
~
β(t,Υ)− ζ(t)λ(t)E(t)
~
2β(t,Υ)
(
G(t)
~
− λ(t)E(t)H(t)
~2
)
(4.164)
H ′(t) =2λ(t)β(t,Υ)
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)
− ζ(t)λ(t)E(t)
~
2β(t,Υ)
[
I(t)
~
− α
2
0M
2
2~ {α(t, υ) + γ}δ(t, υ)
− λ(t)E(t)
~
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)] (4.165)
I ′(t) = 2ζ(t)β(t, υ)
(
G(t)
~
− λ(t)E(t)H(t)
~2
)
(4.166)
J ′(t) =2ζ(t)β(t, υ)
[
I(t)
~
− α
2
0M
2
2~ {α(t, υ) + γ}δ(t, υ)
− λ(t)E(t)
~
(
J(t)
~
− β
2
0M
2
2~2 {α(t,Υ) + γ}δ(t,Υ)
)] (4.167)
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e
λ(t) = ~
2β20
4~2 + 4β20F (t) + β40M2
{
α(t,Υ)− γ
}2 (4.168)
ζ(t) = α
2
0~2
4~2 + 4D(t)α20 + α40M{α(t, υ)− γ } − λα20E(t)2
(4.169)
A última etapa para obter o operador densidade do sistema consiste em determinar a
função Z(t) que mantém o sistema normalizado. Para fazer isto utilizaremos trρs = 1,
logo
Z(t) =
∫
dx1dx2 ρ(R, r, 0, 0, t) (4.170)
Substituindo
ρ(R, r, 0, 0, t) = e− 1~ (D′(t)R2+E′(t)Rr+F ′(t)r2) (4.171)
temos∫
dx1dx2ρ(R, r, 0, 0, t) = 2
∫
dRdrρ(R, r, 0, 0, t) = 4pi~√
4D′(t)F ′(t)~− E ′(t)2
. (4.172)
Então,
Z(t) = 4pi~√
4D′(t)F ′(t)~− E ′(t)2
. (4.173)
O operador densidade dado por 4.157 juntamente com 4.173 possui toda a informação
disponível a cerca da dinâmica dos dois osciladores harmônicos dentro de qualquer limite.
Note que este operador densidade está representado utilizando as coordenadas
R = x1 + y1 + x2 + y22 , r =
x1 + y1 − (x2 + y2)
2 ,
Σ = x1 − y1 + x2 − y22 , σ =
x1 − y1 − (x2 − y2)
2 .
(4.174)
Para estudarmos a decoerência deste sistema precisamos entender o significado preciso
de cada uma dessas variáveis. Primeiramente devemos lembrar que em um operador
densidade os termos da diagonal são os que se relacionam com a distribuição clássica do
espaço de fase. Os termos fora da diagonal que contém os efeitos puramente quânticos.
Podemos interpretar a coordenada R como o centro de massa dos elementos da dia-
gonal das partículas e r como a coordenada relativa entre os elementos da diagonal das
partículas. Já a coordenada Σ pode ser interpretada como o centro de massa dos elementos
fora da diagonal e σ como a coordenada relativa dos elementos fora da diagonal. Vemos
então que são as coordenadas Σ e σ que precisamos analisar para entender a decoerência
interna de ambas as partículas e a perda de emaranhamento entre elas. Na continuação
deste trabalho pretendemos realizar este estudo numericamente e analiticamente para os
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limites apropriados.
Utilizar o operador densidade reduzido para calcular as grandezas dinâmicas deste
sistema é extremamente custoso computacionalmente. Logo, a utilização do operador
densidade reduzido é recomendada para estudos de decoerência e perda de emaranhamento
tanto computacionalmente quanto analiticamente em limites adequados. Para o estudo
da energia cinética, interna, etc, a versão de Heisenberg se mostra mais adequada.
4.2.2 Versão de Heisenberg
Nesta seção desenvolveremos o problema dos dois osciladores harmônicos conectados
a banhos térmicos a temperaturas distintas na versão de Heisenberg. Como discutido
anteriormente esta abordagem possui algumas vantagens em relação às integrais de tra-
jetória e pretendemos aproveitar estas vantagens na análise da dinâmica do sistema fora
do equilíbrio.
O sistema é descrito pelo hamiltoniano
H = p
2
1
2m1
+ p
2
2
2m2
+ k2(x1 − x2)
2 + k
′
2 (x
2
1 + x22). (4.175)
seguindo o formalismo desenvolvido na seção 3.2 identificamos
V (~x) = k2(x1 − x2)
2 + k
′
2 (x
2
1 + x22) (4.176)
Vamos, novamente, nos focar no caso markoviano. Para alcançar esta condição nossa
abordagem fenomenológica utilizará reservatórios ôhmicos ou seja
Ji(ω) = 2γiω (4.177)
temos então
γi(t) =
2γi
pi
∫ ∞
0
dω cosωt = 2γi
pi
lim
ω→∞
[sinωt
ω
]
= 2γiδ(t) (4.178)
Substituindo 4.176 e 4.178 em 3.65 para o caso N = 2 e supondo, como na seção passada,
m1 = m2 e γ1 = γ2 temos,
x¨1(t) + 2γx˙1 +
1
m
[k′x1 + k(x1 − x2)]+ = F1(t)
m
(4.179)
x¨2(t) + 2γx˙2 +
1
m
[k′x2 − k(x1 − x2)]+ = F2(t)
m
. (4.180)
Utilizando as variáveis
q = x1 + x2, Fq(t) =
F1(t) + F2(t)
m
ξ = x1 − x2, Fξ(t) = F1(t)− F2(t)
m
(4.181)
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e definindo
k′ = mυ20 k′ + 2k = mΥ20 (4.182)
podemos escrever essas equações como
q¨ + 2γq˙ + υ20q = Fq(t) (4.183)
ξ¨ + 2γξ˙ + Υ20ξ = Fξ(t) (4.184)
e o hamiltoniano como
H = 12
[ p2q
2m +
mυ20
2 q
2 +
p2ξ
2m +
mΥ20
2 ξ
2
]
. (4.185)
Note que as coordenadas escolhidas não são as coordenadas do centro de massa e posição
relativa que tipicamente são utilizadas em problemas envolvendo dois corpos uma vez
que, apesar de ξ ser a posição relativa entre as partículas, q não é o centro de massa.
Porém, para termos simetria entre as energias cinéticas e potenciais relativas às duas
coordenadas, preferimos utilizar estas coordenadas. Mantendo essa ressalva em mente de
agora em diante nos referiremos a q como centro de massa.
Vamos resolver essas equações utilizando a transformada de Laplace nas equações
4.183 e 4.184. Obtemos
z2qˆ − zq(0)− q˙(0) + 2γzqˆ − 2γq(0) + υ20 qˆ = Fˆq(z) (4.186)
z2ξˆ − zξ(0)− ξ˙(0) + 2γzξˆ − 2γξ(0) + Υ20ξˆ = Fˆξ(z) (4.187)
de forma que, definindo υ =
√
υ20 − γ2 e Υ =
√
Υ20 − γ2, temos
qˆ =
[
z + γ
(z + γ)2 + υ2 +
γ
(z + γ)2 + υ2
]
q(0) + υ(z + γ)2 + υ2
pq(0)
mυ
+ υ(z + γ)2 + υ2
Fˆq(z)
υ
(4.188)
ξˆ =
[
z + γ
(z + γ)2 + Υ2 +
γ
(z + γ)2 + Υ2
]
ξ(0) + Υ(z + γ)2 + Υ2
pξ(0)
mΥ +
Υ
(z + γ)2 + Υ2
Fˆq(z)
Υ .
(4.189)
Invertendo a trasnformada temos
q(t) = e−γt
(
cos υt+ γ
υ
sin υt
)
q(0) + e
−γt
υ
sin υtpq(0)
m
+ 1
υ
∫ t
0
dse−γ(t−s) sin υ(t− s)Fq(s)
(4.190)
ξ(t) = e−γt
(
cos Υt+ γΥ sin Υt
)
ξ(0) + e
−γt
Υ sin Υt
pξ(0)
m
+ 1Υ
∫ t
0
dse−γ(t−s) sin Υ(t− s)Fξ(s)
(4.191)
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e, utilizando a equação de Heisenberg, obtemos os momentos conjugados a essas variáveis
pq(t) = −e
−γt
υ
(γ2 + υ2) sin υt mq(0) + e−γt
[
cos υt− γ
υ
sin υt
]
pq(0)+∫ t
0
ds
[
cos υ(t− s)− γ
υ
sin υ(t− s)
]
e−γ(t−s)Fq(s)
pξ(t) = −e
−γt
Υ (γ
2 + Υ2) sin Υt mξ(0) + e−γt
[
cos Υt− γΥ sin Υt
]
pξ(0)+∫ t
0
ds
[
cos Υ(t− s)− γΥ sin Υ(t− s)
]
e−γ(t−s)Fξ(s).
(4.192)
Vamos achar as médias quadradas dessas funções lembrando que 〈{x(0), p(0)}〉 = 0.
Primeiramente as médias da posição
〈q2(t)〉 = e−2γt
(
cos υt+ γ
υ
sin υt
)2
〈q(0)2〉+ e
−2γt
υ2
sin2 υt 1
m2
〈pq(0)2〉+
e−2γt
2υ2
∫ t
0
∫ t
0
dsds′eγ(s+s
′) sin υ(t− s) sin υ(t− s′)〈{Fq(s), Fq(s′)}〉
(4.193)
〈ξ2(t)〉 = e−2γt
(
cos Υt+ γΥ sin Υt
)2
〈ξ(0)2〉+ e
−2γt
Υ2 sin
2 Υt 1
m2
〈pξ(0)2〉+
e−2γt
2Υ2
∫ t
0
∫ t
0
dsds′eγ(s+s
′) sin Υ(t− s) sin Υ(t− s′)〈{Fξ(s), Fξ(s′)}〉
(4.194)
E as médias dos momentos conjugados às posições
〈p2q(t)〉 =
e−2γt
υ2
(γ2 + υ2)2 sin2 υt m2〈q(0)2〉+ e
−2γt
υ2
[
υ cos υt− γ sin υt
]2
〈pq(0)2〉
e−2γt
2υ2
∫ t
0
dsds′eγ(s+s
′)[υ cos υ(t− s)− γ sin υ(t− s)]
[υ cos υ(t− s′)− γ sin υ(t− s′)]〈{Fq(s), Fq(s′)}〉
(4.195)
〈p2ξ(t)〉 =
e−2γt
Υ2 (γ
2 + Υ2)2 sin2 Υt m2〈ξ(0)2〉+ e
−2γt
Υ2
[
Υ cos Υt− γ sin Υt
]2
〈pξ(0)2〉
e−2γt
2Υ2
∫ t
0
dsds′eγ(s+s
′)[Υ cos Υ(t− s)− γ sin Υ(t− s)]
[Υ cos Υ(t− s′)− γ sin Υ(t− s′)]〈{Fξ(s), Fξ(s′)}〉.
(4.196)
Para graficar estas funções e analisar as grandezas de interesse do sistema precisamos
analisar as propriedades estatísticas de Fq(t) e Fξ(t). Primeiramente, note que F1(t) e
F2(t) atuam em espaços diferentes e como 〈F1(t)〉 = 〈F2(t)〉 = 0 então 〈F1(t)F2(t)〉 =
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〈F1(t)〉〈F2(t)〉 = 0. Podemos escrever
〈{Fq(t), Fq(t′)}〉 = 1
m2
[
〈{F1(t), F1(t′)}〉+ 〈{F2(t), F2(t′)}〉
]
(4.197)
〈{Fξ(t), Fξ(t′)}〉 = 1
m2
[
〈{F1(t), F1(t′)}〉+ 〈{F2(t), F2(t′)}〉
]
(4.198)
〈{Fq(t), Fξ(t′)}〉 = 〈{Fξ(t), Fq(t′)}〉 = 1
m2
[
〈{F1(t), F1(t′)}〉 − 〈{F2(t), F2(t′)}〉
]
. (4.199)
Utilizando essas relações obtemos
〈{Fq(t), Fq(t′)}〉 = 4γ~
mpi
∫ Ω
0
dωω
[
coth ~ω2kT1
+ coth ~ω2kT2
]
cosω(s− s′) (4.200)
〈{Fξ(t), Fξ(t′)}〉 = 4γ~
mpi
∫ Ω
0
dωω
[
coth ~ω2kT1
+ coth ~ω2kT2
]
cosω(s− s′) (4.201)
Agora estamos prontos para estudar as grandezas de interesse do sistema. Para estu-
dar este sistema utilizamos novamente o Mathematica e as unidades naturais utilizadas
anteriormente. Consideramos k = k′ o que implica em Υ0 =
√
3υ0 uma vez que este é o
caso físico mais comum.
Para observarmos a dinâmica das energias cinética, potencial e interna tanto nos re-
gimes onde efeitos quânticos são relevantes quanto no limite clássico escolhemos quatro
temperaturas: kT = 0.1, kT = 1, kT = 4 e kT = 8. Para determinar estas temperaturas
fizemos um procedimento semelhante ao feito na seção 4.1.1 só que agora analisamos se-
paradamente as coordenadas q e ξ. Vimos que para as temperaturas kT = 0.1 e kT = 1
efeitos quânticos são relevantes e para as temperaturas kT = 4 e kT = 8 recuperamos o
limite clássico.
Primeiramente fixamos a temperatura do reservatório dois em kT2 = 1 e variamos a
temperatura do reservatório um para os valores kT1 = 0.1 e kT1 = 4. Logo, no primeiro
caso temos um reservatório que induz um regime estritamente quântico (kT1 = 0.1) ligado
a um que induz um regime quântico moderado (kT2 = 1). No segundo caso temos um
reservatório no regime moderadamente clássico (kT1 = 4) ligado a um reservatório no
regime quântico moderado (kT2 = 1).
Depois, fixamos a temperatura do reservatório dois em kT2 = 8 e variamos a tempe-
ratura do reservatório um para os valores kT1 = 0.1 e kT1 = 4. Desta forma temos, no
primeiro caso, um reservatório que induz um regime estritamente quântico (kT1 = 0.1)
ligado a um que induz um regime estritamente clássico (kT2 = 8). No segundo caso temos
um reservatório no regime clássico moderado (kT1 = 4) ligado a um reservatório também
no regime estritamente clássico (kT2 = 8).
Além disso, escolhemos três regimes dissipativos distintos um no qual tanto a coorde-
nada relativa quanto o centro de massa são subamortecidos (γ = 0.5 e υ0 = 1), um no
qual ambas as coordenadas são superamortecidas (γ = 3 e υ0 = 1) e um no qual o centro
de massa é superamortecido e a coordenada relativa é subamortecida (γ = 1.5 e υ0 = 1).
Por último, para cada par de temperaturas T1 e T2, consideramos três estados iniciais
diferentes tanto para o centro de massa quanto para a coordenada relativa. Os estados
escolhidos foram |0〉q, |5〉q, |10〉q, |0〉ξ, |5〉ξ e |10〉ξ.
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Definindo a energia cinética e potencial do centro de massa e da coordenada relativa
respectivamente como
Kq =
〈p2q(t)〉
4m Vq =
mυ2o
4 〈q
2(t)〉
Kξ =
〈p2ξ(t)〉
4m Vξ =
mΥ20
4 〈ξ
2(t)〉
(4.202)
graficamos estas grandezas (Figura 4.7 e Figura 4.8 respectivamente) utilizando os parâ-
metros discutidos. Graficamos também a energia interna dos dois osciladores (Figura 4.9)
definida por U(t) = K(t) + V (t) onde a energia cinética e potencial do sistema são dadas
por
K = Kq +Kξ
V = Vq + Vξ.
(4.203)
Figura 4.7: Energia cinética relativa às coordenadas q e ξ para diferentes temperaturas, regimes de dissipação e estados
iniciais.
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Figura 4.8: Energia potencial relativa às coordenadas q e ξ para diferentes temperaturas, regimes de dissipação e estados
iniciais.
Figura 4.9: Energia interna para diferentes temperaturas, regimes de dissipação e estados iniciais
Notamos que a energia interna do sistema sempre vai para um valor constante para
tempos longos. Devemos ressaltar aqui que este não é um valor de equilíbrio uma vez
que, como os reservatórios têm temperaturas distintas fixas, o sistema nunca entra em
equilíbrio. Para tempos longos o sistema atinge o estado estacionário no qual a energia
do mesmo atinge um valor fixo. Deste momento em diante os dois osciladores harmônicos
servem somente como uma ponte através da qual o calor flui do reservatório de alta para
o de baixa temperatura.
CAPÍTULO 4. SISTEMAS QUÂNTICOS ABERTOS A TEMPO FINITO 84
Fluxo de Calor e Produção de Entropia
O fluxo de calor entre os reservatórios é a derivada da energia interna dos mesmos
φu(t) = U˙1 = −U˙2. Podemos tembém escrever a produção de entropia utilizando a teoria
de Onsager obtendo
Π(t) =
( 1
T1
− 1
T2
)
φu(t). (4.204)
Devemos ressaltar que esta expressão não depende de o sistema ser puramente resistivo
ou não. O comportamento puramente resistivo é necessário para obtermos as relações
de reciprocidade de Onsager. A hipótese necessária para obter 4.204 é a de que mesmo
fora do equilíbrio existe um funcional de entropia associado a cada ponto do espaço
termodinamico e que a derivada direcional deste funcional é tangente a uma variedade de
equilíbrio.
Não há uma maneira clara de obter o fluxo de calor para qualquer instante de tempo
uma vez que não temos acesso direto a U1 e U2. Porém, notando que no estado estacionário
d
dt
〈H〉 = 0 podemos obter o fluxo de calor, e consequentemente a produção de entropia,
no estado estacionário. Note que esta não é uma condição muito restritiva uma vez que
o estado estacionário é justamente o mais interessante.
Multiplicando a equação 4.179 por x˙1 e a equação 4.180 por x˙2, podemos escrevê-las
como
d
dt
[
mx˙21
2 +
k′ + k
2 x
2
1
]
− kx˙1x2 + 4γKˆ1 = F1x˙1, (4.205)
d
dt
[
mx˙22
2 +
k′ + k
2 x
2
2
]
− kx˙2x1 + 4γKˆ2 = F2x˙2, (4.206)
onde Kˆ1 = mx˙
2
1
2 e Kˆ2 =
mx˙22
2 . Somando ambas equações e tirando as médias temos〈{F1, x˙1}
2
〉
+
〈{F2, x˙2}
2
〉
− 4γ(K1 +K2) = d
dt
〈
m
2 (x˙
2
1 + x˙22) +
k′ + k
2 (x
2
1 + x22)− kx1x2
〉
(4.207)
Note que o lado direito desta equação é somente a derivada da média do hamiltoniano
d
dt
〈H〉 que é nula no estado estacionário. Logo, o fluxo de energia no estado estacionário
é dado por
φestu = limt→∞
[〈{F1, x˙1}
2
〉
− 4γK1
]
= − lim
t→∞
[〈{F2, x˙2}
2
〉
− 4γK2
]
. (4.208)
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Vamos primeiramente analisar a média do anticomutador de F1 e x˙1. Temos〈{F1, x˙1}
2
〉
= 14m(〈{F1, pq}〉+ 〈{F1, pξ}〉) =
1
4m
 limt→∞ e−γt
∫ t
0
dseγs
[
cos υ(t− s)− γ
υ
sin υ(t− s)
]
〈{F1, Fq}〉+
lim
t→∞ e
−γt
∫ t
0
dseγs
[
cos Υ(t− s)− γΥ sin Υ(t− s)
]
〈{F1, Fξ}〉
}
(4.209)
note agora que
〈{F1, Fq}〉 = 〈{F1, Fξ}〉 = 1
m
〈{F1, F1}〉 (4.210)
e como
〈{F1, F1}〉 = 4mγ~
pi
∫ Ω
0
dωω coth ~ω2kT1
cosω(t− s) (4.211)
temos,〈{F1, x˙1}
2
〉
= γ~
pim
∫ ∞
0
dωω coth ~ω2kT1
lim
t→∞ e
−γt
∫ t
0
dseγs cosω(t− s)
[
cos υ(t− s)−
γ
υ
sin υ(t− s) + cos Υ(t− s)− γΥ sin Υ(t− s)
]
.
(4.212)
Podemos abrir os senos e cossenos em exponenciais complexas, resolver as integrais e
calcular o limite desejado. Por fim, obtemos〈{F1, x˙1}
2
〉
= γ~
pim
∫ ∞
−∞
dω coth ~ω2kT1
{
γω3
(ω2 − υ20)2 + 4γ2ω2
+ γω
3
(ω2 −Υ20)2 + 4γ2ω2
}
.
(4.213)
Já o segundo termo do fluxo de calor pode ser escrito como
4γK1 =
2γ
m
〈p21〉 =
γ
2m(〈p
2
q〉+ 〈{pq, pξ}〉+ 〈p2ξ〉) (4.214)
CAPÍTULO 4. SISTEMAS QUÂNTICOS ABERTOS A TEMPO FINITO 86
Estes termos podem ser escritos como
〈p2ξ〉 =
γ~
pi
∫ ∞
−∞
dωω
[
coth ~ω2kT1
+ coth ~ω2kT2
]
lim
t→∞
e−2γt
υ2
∫ t
0
∫ t
0
dsds′eγ(s+s
′) cosω(s− s′)[υ cos υ(t− s)− γ sin υ(t− s)]
[υ cos υ(t− s′)− γ sin υ(t− s′)]
(4.215)
〈{pq, pξ}〉 =2γ~
pi
∫ ∞
−∞
dωω
[
coth ~ω2kT1
− coth ~ω2kT2
]
lim
t→∞
e−2γt
υΥ
∫ t
0
∫ t
0
dsds′eγ(s+s
′) cosω(s− s′)[υ cos υ(t− s)− γ sin υ(t− s)]
[Υ cos Υ(t− s′)− γ sin Υ(t− s′)]
(4.216)
〈p2ξ〉 =
γ~
pi
∫ ∞
−∞
dωω
[
coth ~ω2kT1
+ coth ~ω2kT2
]
lim
t→∞
e−2γt
Υ2
∫ t
0
∫ t
0
dsds′eγ(s+s
′) cosω(s− s′)[Υ cos Υ(t− s)− γ sin Υ(t− s)]
[Υ cos Υ(t− s′)− γ sin Υ(t− s′)]
(4.217)
Novamente, abrindo os senos e cossenos em exponenciais complexas, podemos resolver
as integrais e calcular os limites desejados. Obtemos
lim
t→∞
e−2γt
υ2
∫ t
0
dsds′eγ(s+s
′) cosω(s− s′)[υ cos υ(t− s)− γ sin υ(t− s)]
[υ cos υ(t− s′)− γ sin υ(t− s′)]
= ω
2
(ω2 − υ20)2 + 4γ2ω2
(4.218)
lim
t→∞
e−2γt
υΥ
∫ t
0
dsds′eγ(s+s
′) cosω(s− s′)[υ cos υ(t− s)− γ sin υ(t− s)]
[Υ cos Υ(t− s′)− γ sin Υ(t− s′)]
= ω
2[4γ2ω2 + (ω2 − υ20)(ω2 −Υ20)]
[(ω2 − υ20)2 + 4γ2ω2][(ω2 −Υ20)2 + 4γ2ω2]
(4.219)
lim
t→∞
e−2γt
Υ2
∫ t
0
dsds′eγ(s+s
′) cosω(s− s′)[Υ cos Υ(t− s)− γ sin Υ(t− s)]
[Υ cos Υ(t− s′)− γ sin Υ(t− s′)]
= ω
2
(ω2 −Υ20)2 + 4γ2ω2
(4.220)
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Substituindo estes resultados em 4.214 obtemos
4γK1 =
γ2~
2mpi
(∫ ∞
−∞
dωω
[
coth ~ω2kT1
+ coth ~ω2kT2
]{
ω2
(ω2 − υ20)2 + 4γ2ω2
+ ω
2
(ω2 −Υ20)2 + 4γ2ω2
}
∫ ∞
−∞
dωω
[
coth ~ω2kT1
− coth ~ω2kT2
] 2ω2[4γ2ω2 + (ω2 − υ20)(ω2 −Υ20)]
[(ω2 − υ20)2 + 4γ2ω2][(ω2 −Υ20)2 + 4γ2ω2]
)
.
(4.221)
Subtraindo este resultado de 4.213 e simplificando, obtemos uma forma analítica para o
fluxo de calor entre os reservatórios no estado estacionário
φestu =
∫ ∞
−∞
dω
[
coth ~ω2kT1
− coth ~ω2kT2
]
γ2~
2mpi
ω3[υ20 −Υ20]2
[(ω2 − υ20)2 + 4γ2ω2][(ω2 −Υ20)2 + 4γ2ω2]
.
(4.222)
É interessante notar que se a temperatura dos reservatórios T1 e T2 forem altas (kTi 
υ0 e kTi  Υ0) podemos expandir as cotangentes hiperbólicas e obter em primeira ordem
φestu =∆T
∫ ∞
−∞
dω
γ2k
mpi
ω2[υ20 −Υ20]2
[(ω2 − υ20)2 + 4γ2ω2][(ω2 −Υ20)2 + 4γ2ω2]
. (4.223)
Ou seja, no limite clássico recuperamos a lei de Fourier
φestu = κ∆T, (4.224)
e obtemos uma forma analítica para a condutância térmica
κ =
∫ ∞
−∞
dω
γ2k
mpi
ω3[υ20 −Υ20]2
[(ω2 − υ20)2 + 4γ2ω2][(ω2 −Υ20)2 + 4γ2ω2]
. (4.225)
Note também que neste limite a produção de entropia é inteiramente determinada pela
condutância térmica
Πest = −∆T
2
T1T2
κ. (4.226)
Vemos então que o resultado expresso por 4.222 é uma generalização da lei de Fourrier
para o domínio quântico. A partir deste resultado podemos determinar completamente
o fluxo de entropia no estado estacionário tanto para o regime quântico quanto para o
limite clássico. Tomando o limite clássico obtemos uma forma fechada para a condutância
térmica que determina completamente a fluxo de calor e a produção de entropia neste
regime. Concluímos também que o fluxo de calor entre dois reservatórios através do
sistema escolhido é sempre linear na diferença de temperatura no limite clássico.
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Capítulo 5
Conclusões
Neste trabalho estudamos a dinâmica a tempo finito de dois sistemas quânticos abertos,
um oscilador harmônico simples conectado a um reservatório térmico e dois osciladores
harmônicos acoplados cada um destes conectado a um reservatório a temperatura distinta.
A escolha destes sistemas possibilitou a solução analítica completa do problema tanto
utilizando integrais de trajetória quanto equações de Langevin quânticas. Porém, essa
escolha vai muito além de uma conveniência teórica visto que partículas confinadas em
potenciais podem ser aproximadas por osciladores harmônicos. Logo, os resultados obtidos
aqui podem ser largamente aplicados experimentalmente.
Apesar de ambas as descrições serem equivalentes, em termos práticos é necessária a
utilização tanto de integrais de trajetória quanto de equações de Langevin para descrever
o problema. A entropia e a produção de entropia são definidas utilizando o operador
densidade, faz-se necessário então a utilização de integrais de trajetória para estudar
essas grandezas. Porém, na versão de Heisenberg o custo computacional é bem menor
além de ser trivial estender os resultados para estados excitados. Logo, para estudar
energia cinética, potencial, interna, fluxo de calor, calor específico, etc esta abordagem é
mais conveniente.
Para estudarmos os dois osciladores harmônicos, no capítulo 3, nós generalizamos o
modelo de osciladores harmônicos para N partículas em N reservatórios térmicos. Sabe-se
que se houver mais de uma partícula em um mesmo reservatório não podemos utilizar o
acoplamento linear [16]. Se tentássemos utilizar o acoplamento linear para descrever a
dinâmica de duas partículas imersas em um banho térmico veríamos que a coordenada
relativa obedeceria à equação de uma partícula livre o que contradiz as observações ex-
perimentais. Mostramos, porém que se o número de partículas é igual ao número de
reservatórios, o acoplamento linear na posição descreve bem o problema.
Na seção 3.1.2 mostramos que o operador densidade reduzido de um oscilador harmô-
nico simples não é o operador de Gibbs. Para reforçar este ponto na figura 4.2 graficamos
tanto a energia cinética pelas relações usuais de mecânica quântica quanto utilizando
4.26, relação válidas se o estado é descrito pelo operador de Gibbs. Vendo a diferença
entre os resultados reforçamos a conclusão analítica. Se o acoplamento for ultrafraco en-
tão podemos utilizar essa aproximação porém, não está claro o quão fraco deve ser esse
acoplamento para que a aproximação seja válida.
Os estudos numéricos das energias de ambos os sistemas evidenciam que a termalização
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é independente do estado inicial do sistema tanto em termos do valor final das energias
quanto em sua escala de tempo.
Considerando que temos o estado estacionário d
dt
〈H〉 = 0, obtivemos uma forma fe-
chada para o fluxo de calor
φestu =
∫ ∞
−∞
dω
[
coth ~ω2kT1
− coth ~ω2kT2
]
γ2~
2mpi
ω3[υ20 −Υ20]2
[(ω2 − υ20)2 + 4γ2ω2][(ω2 −Υ20)2 + 4γ2ω2]
(5.1)
e consequentemente a produção de entropia no estado estacionário
Πest =
( 1
T1
− 1
T2
)
φestu . (5.2)
Em particular, tomando o limite clássico de 5.1, obtemos a lei de Fourier e podemos
escrever o fluxo de calor e a produção de entropia como
φestu = ∆Tκ, Πest = −
∆T 2
T1T2
κ, (5.3)
e obtemos uma forma fenomenológica fechada para a condutância térmica dada por 4.225.
Vemos então que a expressão 5.1 é uma generalização da lei de Fourier para o domínio
quântico.
Já para um oscilador harmônico simples vimos que o estudo da produção de entropia
é extremamente intrincado. Primeiramente estudamos a produção de entropia no limite
clássico e mostramos que ela é estritamente positiva e vai a zero conforme o sistema se
aproxima do equilíbrio. Para o regime quântico, mostramos que ao utilizar o ansatz 4.32
para o operador densidade reduzido a produção de entropia pode ser escrita de uma forma
simples. Desenvolvemos dois métodos para relacionar o ansatz a representação de posição
do operador densidade reduzido.
Primeiramente utilizamos um parâmetro auxiliar sobre o qual efetuamos uma inte-
gral de trajetória que quando resolvida nos fornece o operador 4.32 na representação de
posição. Ao relacionar este operador com 4.11 obtivemos um sistema de três equações
transcendentes para três variáveis a, b e c em função de K, L e M . Resolvendo este
sistema numericamente podemos obter a produção de entropia.
No segundo método relacionamos a derivada temporal das médias de x2, p2 e do mo-
mento estocástico px com as derivadas no tempo das funções a, b e c o que resulta num
sistema linear de três equações acopladas com três variáveis. Resolvendo este sistema,
vemos que para obter as funções de interesse precisamos achar a forma analítica de uma
hierarquia de quarta ordem de momentos estocásticos quânticos (dada por 4.72). Para
calcular esta hierarquia precisamos associar ao momento estocástico desejado a um ope-
rador quântico cuja média tenha sentido físico. Para fazer essa associação nós definimos
a seguinte prescrição
• Dados dois operadores que não comutam A e B, o momento estocástico quântico
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〈AB〉 associado é a média do operador C definido por
C = {A,B}2 . (5.4)
Esta prescrição associa ao momento estocástico quântico desejado um operador que
tem sentido físico e pode ser prontamente interpretado da mesma maneira que interpre-
tamos os momentos estocásticos clássicos.
Por último destacamos que apesar da expressão para o operador densidade reduzido
dos dois osciladores harmônicos fornecer uma interpretação sucinta para o problema da
perda de emaranhamento e decoerência interna, esta abordagem é extremamente cus-
tosa computacionalmente logo uma metodologia utilizando a versão de Heisenberg é mais
adequada.
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