Abstract-This paper investigates the performance of the digital symbol timing recovery schemes for 16QAM upstream transmission of DOCSIS Standard. Two forms of nonlinearity are considered: the magnitude square operation and the delay multiplication operation, both of which generate the output signal that contains the symbol timing information. The detailed analysis for the magnitude square timing recovery is given in digital domain, and consequently the symbol timing estimate can be directly obtained by discrete Fourier transform. The simulation results show that the magnitude square timing recovery and delay multiplication timing recovery algorithms suffer from the same problem that the estimation error is reduced slowly at high signal-to-noise ratios due to the effect of self-noise. To this end, the third scheme, which is the magnitude square timing recovery with prefilter, is examined. This scheme shows a superior performance and a comparison with the results of the other two schemes is made.
I. INTRODUCTION
T HE DOCSIS (data over cable service interface specification) documents describe the network interface for a system that allows bidirectional transfer of IP traffic over HFC (hybrid fiber-coax) networks. The upstream transmission (from the cable modem or set-top-box to the headend) modulation format can be QPSK or 16QAM [1] , [2] . DOCSIS 2.0 also supports 8, 32 and 64 QAM. The digital realization of the receiver at the headend is of growing interest with the availability of high speed DSP (digital signal processor). The symbol timing recovery or bit synchronization is essential to any demodulation for QPSK or QAM.
A digital nondecision-aided timing recovery algorithm for QPSK is presented in [3] where only two samples per symbol are employed. But the pattern noise is introduced if this algorithm is extended to the QAM timing recovery. Some improved algorithms were proposed to mitigate the problem [4] - [6] . These solutions, however, only generate the timing error signal used to control the clock phase of A/D converter. Because of the advantages of DSP implementation, we have the target to run the A/D converter at a fixed clock frequency and all further processing should be done digitally. Thus, no feedback of signals to the sampling clock generator is required [7] - [10] . In [7] and [8] the input signal is oversampled and the symbol timing estimation is performed by choosing from the possible sampling points the one that corresponds to the maximum average opening of the eye-pattern. The timing accuracy depends on the oversampling rate or the number of the samples per symbol. In some situations, however, we would like to decrease the number of the samples per symbol as much as possible in order to save the computational complexity or implementation complexity. The methods for this purpose are composed of passing the incoming signal through a nonlinear device [11] , [12] and then directly estimating the symbol timing [10] , which are investigated in this paper for the symbol timing recovery in the upstream transmission of DOCSIS Standard. Two forms of nonlinearity are considered: the magnitude square operation and the delay multiplication operation. The detailed analysis for the magnitude square timing recovery is given in digital domain. The magnitude square timing recovery with prefilter is examined, to combat the self-noise caused by the square law rectifier [13] . This paper is organized as follows: The magnitude square timing recovery algorithm is described in Section II, and the detailed analysis is made in the digital domain. Section III gives the result of the delay multiplication timing recovery. The approach to mitigating the self-noise is discussed in Section IV, and a comparison is made for the three timing recovery algorithms. Finally, conclusions are provided in Section V.
II. THE MAGNITUDE SQUARE TIMING RECOVERY
The block diagram for the magnitude square timing recovery is depicted in Fig. 1 .
After the received 16QAM signal is sampled and frequency down converted, it is presented to the matched filter, the output of which can be written as (1) where are the complex valued transmitted symbols with the symbol duration , is the number of samples per symbol for which is assumed to be an integer. is the sampled version of , which is the convolution of the impulse response of the pulse shaping filter at the transmitter and the impulse response of the matched filter in Fig. 1 . is the time delay to be estimated. is assumed to be a zero-mean stationary and uncorrelated discrete random process, i.e., , , where is the mean power of . The filtered output sequence is decimated by a factor of , generating (2) Let denote the number of samples per symbol for which is assumed to be an integer, i.e.,
, and then the sampling rate of is . Squaring (2) produces (3) Equation (3) can be expressed as the sum of a mean value and a self-noise term [12] , i.e., (4) where (5) (6) is a zero-mean cyclostationary self-noise.
is the mean value with period , and thus contains the desired frequency component at (or in the analog domain).
can be represented in the form of discrete Fourier series (7) where for even (8) and because of the real for
Substituting (5) into (8), we obtain for (10) where is the Fourier transform of and is the normalized frequency.
If the sampling rate for is such that the Nyquist sampling theorem is satisfied for sampling of , we have for (11) where is the Fourier transform of , and . According to the convolution property of Fourier transform, can be written as (12) where is the Fourier transform of , and is a raised cosine function.
By using (10)- (12), is given as follows for (13) Due to the bandwidth limitation for , only two terms with in (13) are nonzero. Evaluating the integral of (13) of (19) contains the exact clock frequency and phase information for timing, which can be determined approximately by computing DFT on over symbols where is a multiple integer of . An example for the spectrum of the output of the magnitude square operation is shown in Fig. 2 . According to (14), the timing estimate will be given approximately by (20) where is the DFT of . From [10] , the estimate (20) is an unbiased estimate of . Fig. 3 shows the root mean square (RMS) error between the ideal symbol timing and the timing estimation of (20) for several estimation intervals . It can be observed from Fig. 3 that the estimation error of symbol timing is reduced slowly 
III. DELAY MULTIPLICATION TIMING RECOVERY
The delay multiplication timing recovery scheme is shown in Fig. 4 . Instead of applying the magnitude square operation to the baseband signal , is multiplied by the delayed and conjugated version of itself.
The product signal can be expressed with (2) as follows (21) Equation (21) can be decomposed into the sum of a mean value and a self-noise term similar to (4) . As in Section II, we assume and . Then the mean value is given by (22) is periodic with period , and then contains the desired frequency component at (or in the analog domain). can be represented in the form of discrete Fourier series 
Thus, (23) can be written as the sum of a dc component and a sinusoidal signal. The sinusoidal signal is given by (27) where Equation (27) contains the exact clock frequency and phase information for timing.
The timing estimate can be determined approximately by computing DFT on over symbols, i.e.,
where is the DFT of . Fig. 5 shows the root mean square error of the timing estimation (28). Again since the self-noise dominates at high bit energy to noise density ratios the estimation error is reduced slowly.
IV. THE MAGNITUDE SQUARE TIMING RECOVERY WITH PREFILTER
To reduce the effect of the self-noise on the timing estimation, it is apparent that the signal presented to the square-law rectifier should have regular -spaced zero-crossings. To this end, a prefilter is needed to reshape the output signal of the matched filter, as shown in Fig. 6 .
In the following, the signals in Fig. 6 are considered to be the responses to a Dirac impulse at the transmitter. In order for the reshaped signal to have regular -spaced zero-crossings, its Fourier transform should be symmetric about the Nyquist frequency [11] , i.e.,
where is the natural frequency. Since the spectrum of the output baseband signal of the matched filter as a response to a Dirac impulse at transmitter is the raised cosine function, and periodic with (30) where is the Nyquist frequency, the frequency response of the prefilter should be
and are depicted in Fig. 7(a) , and is depicted in Fig. 7(b) . The eye diagrams of the output signal of the matched filter and the output signal of the prefilter are shown in Fig. 8(a) and (b) respectively. It is expected from Fig. 8 that contains more information about timing recovery than . The same operation as that for the magnitude square timing recovery is applied to . The simulation results for the magnitude square timing recovery with prefilter are shown in Fig. 9 .
Finally a comparison is made in Fig. 10 for the three timing recovery schemes described above. The magnitude square timing algorithm with prefilter has the best timing performance but at the expense of computational complexity.
V. CONCLUSION
This paper discusses three symbol timing recovery algorithms, and their computer simulation results are given for the upstream transmission of the DOCSIS standard. Only four samples per symbol are needed for each timing recovery method. The magnitude square timing recovery algorithm with prefilter has the best performance at the expense of computational complexity and its timing estimation error is still decreased even at high bit energy to noise ratios compared to the other two timing recovery algorithms. 
