Abstract. By a coupling method, we prove that a family of stochastic partial differential equations (SPDEs) driven by highly degenerate pure jump Lévy noises are exponential mixing. These pure jump Lévy noises include α-stable process with α ∈ (0, 2).
Introduction
Let H be a Hilbert space with a complete orthonormal basis {e k } k∈N . Let A : D(A) ⊂ H → H be a self-adjoint operator such that Ae n = −λ n e n , n ∈ N where 0 < λ 1 ≤ λ 2 ≤ ... and lim n→∞ λ n = ∞. We are concerned with the following stochastic PDEs:
(1.1) dX t = [AX t + F (X t )]dt + dL t where F : H → H is bounded and Lipschitz and L t is a D-dimensional pure jump Lévy process on the subspace span{e 1 , ..., e D } (see Assumption 1.1 below). Before giving the main theorem, let us first point out that the problem (1.1) is well-posed. By the same method as in [24, Sect. 5 .1], we can show that for any initial data x ∈ H, equation (1.1) has a unique mild solution (X x (t)) t≥0 with Markov property as follows:
(1.2) X x (t) = e At x + Moreover, (X x (t)) t≥0 has a càdlàg version in H since L t is finite dimension. Stochastic PDEs driven by non-degenerate Lévy noise have been intensively studied in the past decades, see [1, 3, 4, 7, 11, 15, 16, 21, 24] and the references therein.
Eq. (1.1) is a highly degenerate stochastic partial differential equations (SPDEs) with Lévy type noises. As L t is highly degenerate Wiener type or kick type noises, its ergodicity and related problems have been intensively studied recently, see [8, 9, 10, 19, 20] for Wiener type noises and [13, 12, 26, 18] for kick type noises. When L t is highly degenerate Lévy noises, to our knowledge, there seem no ergodicity results. One aim of our paper is to partly fill in this gap.
The third author of this paper studied in [29] a 2d degenerate SDE driven by 1d Lévy noises, as the dissipation in the direction not driven by noises is sufficiently strong, the stochastic system is exponentially mixing. This paper will prove the same result for highly degenerate SPDE (1.1), and adopt some notations and auxiliary lemmas in [29] for readers' convenience. We shall use a similar approach as in [29] to proving exponential ergodicity, but we have to conquer some difficulties due to the infinite dimension (see Sections 2 and 3 below). Moreover, our new coupling construction is much more involved and the proof is simplified with a different strategy.
In section 2, we give an example similar to Example 2.9 in [22] . The latter example shows that a one dimensional SPDE driven by non-degenerate α-stable noise with α ∈ (1, 2) is exponential mixing, while the latter one in this paper indicates that as α-stable noise is highly degenerate, the SPDE can be d-dimensional for all d ≥ 1 and α can be in (0, 2). The two restrictions d = 1 and α ∈ (1, 2) in Example 2.9 of [22] are hard to be removed due to the limitation of the Harris' approach to ergodicity (see also [5, 6] for some other examples). So, from these two examples, we can see that our coupling approach has big advantage for studying the ergodicity of stochastic Lévy type systems .
The structure of the paper is as follows. The remaining part of this section introduces the notations and gives the main theorem. Section 2 gives an example to which our main theorem is applicable and shows that Lévy type noises include α-stable noise with α ∈ (0, 2). We construct a coupling Markov process in the 3rd section and prove its properties which are important for estimating the stopping times in Section 4. In the last section, we prove the main theorem with a strategy given at the beginning.
1.1. Some preliminary of Lévy process ( [2] ) and the assumptions. Let L t be a D-dimensional Lévy process with Lévy measure ν, denote
For any K > 0, define
Note that γ K is a decreasing function of K and γ K < ∞ for any K > 0. For any T > 0, define
Then τ is a stopping time with density
Define τ 0 := 0 and
It is easy to see that {τ k } k≥0 are a sequence of stopping times such that (1.4) {τ k − τ k−1 } k≥1 are independent and have the same density as τ.
Assumption 1.1. We assume that
where β 1 , β 2 > 0 are constants only depending on K. (A3) There exist some M > 0 and some
Remark 1.2. The number "2"in "γ K ≥ 2β 2 F Lip " of (A4) can be replaced by any number c > 1. We choose the special "2" to make the computation in sequel more simple. The number M will be chosen in Theorem 4.1.
1.2.
Some notations for the further use. Denote by B b (H) the Banach space of bounded Borel-measurable functions f : H → R with the norm
Denote by L b (H) the Banach space of global Lipschitz bounded functions f : H → R with the norm
where
Let B(H) be the Borel σ-algebra on H and let P(H) be the set of probability measures on (H, B(H)). Recall that the total variation distance between two measures µ 1 , µ 2 ∈ P(H) is defined by
Given a random variable X, we shall use L(X) to denote the distribution of X.
Let Π be the orthogonal projection from H to the subspace span{e 1 , ..., e D }. For any x ∈ H, define (1.5)
For the further use, we denote
Then Eq. (1.1) can be written as
Let us denote by (P t ) t≥0 the Markov semigroup associated with Eq. (1.1), i.e.
and by (P * t ) t≥0 the dual semigroup acting on P(H). 1.3. Main result. Our main result is the following ergodic theorem and it will be proven in the last section. Theorem 1.3. Under Assumption 1.1, if D is sufficiently large, then the system (1.1) is ergodic and exponentially mixing under the weak topology of P(H). More precisely, there exists a unique invariant measure µ ∈ P(H) so that for any p ∈ (0, α) and any measureμ ∈ P(H) with finite p th moment, we have
where C, c depend on p, K, F Lip , F 0 , λ 1 , λ D+1 .
2.
Examples and some preliminary estimates for the solution of Eq. (1.1) 2.1. Some concrete examples for Eq. (1.1). We first claim that Proposition 2.1. D-dimensional rotationally symmetric α-stable process L t , with 0 < α < 2 and D ∈ N, satisfies Assumption 1.1.
Before proving the proposition, we give an example below to which the assumptions of the paper applies, c.f. Example 2.9 in [22] . 
where F is bounded Lipschitz, L t is a D-dimensional rotationally symmetric α-stable processes with α ∈ (0, 2) to be further specified below.
It is well known that ∆ with Dirichlet boundary condition has the following eigenfunctions
It is easy to see that
L t is a D-dimensional symmetric α-stable processes on the subspace span{e 1 , ..., e D }. From our main result Theorem 1.3, for all α ∈ (0, 2), as D is sufficiently large, the stochastic system (2.1) converges to equilibrium measure exponentially fast.
Let us roughly compare our example with Example 2.9 of [22] , which has the same form as Eq. (2.1) but with d = 1 and α ∈ (1, 2). The two restrictions d = 1 and α ∈ (1, 2) are hard to be removed due to the limitation of the Harris' approach to ergodicity. To use Harris' ergodicity theorem, one has to prove the strong Feller property which is true for Example 2.9 of [22] when d = 1 and L t is non-degenerate α-stable noises with α > 1. So, from these two examples, we can see the advantage of our coupling approach to the ergodicity.
Proof of Proposition 2.1. Recall that D-dimensional rotationally symmetric α-stable process L t has the following representation:
) be a D-dimensional standard Brownian motion and S t is an α/2-stable subordinator independent of W t .
Let E S , E W denote the partial integrations with respect to S and W respectively, we have
Then,
Thus, (A1) is immediately verified from the above estimates. Let us now verify that (A2) holds for all K > 0 (this is obviously stronger than (A2) itself). For any K > 0, the density of ν K is
Without loss of generality, we assume
On the other hand, as |x| > K, we have
Combining the above two relations, we immediately get
Hence, we verified that (A2) holds with
and β 2 = 1. Let now show (2.3). We first divide R D into several parts (for instance, see Figure 1 when D = 1),
When D = 1, we can easily get (2.3) holds. The proof of D = 2 or D ≥ 3 are almost the same, so we only study the case of D ≥ 3 for convenience, using the and K = 3 respectively. transformation of spherical coordinates, i.e.
Take the derivative with respect to x, we get
Then, it is easy to see that
Hence, (2.3) holds.
Since the supports of the functions p K (z − x 1 ) and p K (z − x 2 ) have overlaps, it holds that
Since φ is a continuous function, for all M > 0 there exists some β 0 ∈ (0, 2) depending on M and K such that (A3) holds.
Since L t is α-stable noise, γ K → ∞ as K ↓ 0. Therefore, (A4) is clearly true.
2.2.
Some easy estimates about the solution. In this subsection, we prove some easy estimates about the solution X(t) of Eq. (1.1), which will play an essential role for estimating some stopping times in the sections later.
Lemma 2.3. The following statements hold:
Proof. Denote
it is easy to see that Z A (t) is a D-dimensional stochastic process and
By (1.2) we have
and
The first statement follows from the above inequality and (A1) of Assumption 1.1.
Let us now prove the second statement. It is easy to have
which implies
From this we immediately get the first inequality by Gronwall's inequality. It follows from (2.5) and the first inequality that
This immediately implies the second inequality.
Construction of the coupling
In this section, let us first construct a coupling Markov process which will play an essential role for proving our ergodicity result, and then prove a preliminary estimate about this coupling.
3.1. Construction of the coupling. Lemma 3.1. Let X x (t) and X y (t) be the solutions to the equation (1.1) for any given x and y respectively. Let τ be the stopping time defined by (1.3) . Then, we have a probability space (Ω,F ,P), not depending on x and y, on which there exist a random timeτ and a coupling Markov process S x,y (t) = (S x (t), S y (t)) 0≤t≤τ on (Ω,F,P) such that (1)τ , not depending on x and y, has the same distribution as τ ;
(3) the following equality holds:
and S x 1 (τ −) and S y 1 (τ −) are defined by the practice (1.5).
Proof. Take a copy (Ω 1 ,F 1 ,P 1 ) of (Ω, F , P) and consider the following SPDEs on (Ω 1 ,F 1 ,P 1 ):
where (L t ) t≥0 has the same distribution as (L t ) t≥0 . Define
it is easy to see thatτ has the same distribution as τ . At the timeτ , there is a jumpη which is independent ofτ and the processes (X x (t)) 0≤t<τ and (X y (t)) 0≤t<τ . We have
Note thatη is a random variable valued on span{e 1 , ..., e D }, then
where X 1 and X 2 is defined according to the practice in (1.5). For notational simplicity, writex
(3.4) Note thatx 1 ,x 2 ,ŷ 1 ,ŷ 2 above are all random variables on (Ω 1 ,F 1 ,P 1 ). Now consider the conditional probabilities L(X x 1 (τ )|x 1 ) and L(X y 1 (τ )|ŷ 1 ), it is easy to see that these two probabilities respectively have the following densities:
and p K (z −ŷ 1 ).
By Theorem 4.2 of [13] , there exists a probability space (Ω 2 ,F 2 ,P 2 ) such that for any pair (u, v) ∈ R D × R D , there exists a pair of random variables
satisfying the following properties:
from the procedure above, ξ(x 1 ,ŷ 1 ,ω 2 ) is a maximal coupling for the conditional probability L(X x 1 (τ )|x 1 ) and L(X y 1 (τ )|ŷ 1 ). By the property of the maximal coupling,
On (Ω,F,P), for everyω ∈Ω define
4). (3) follows (3.5) immediately. It remains to show (2). From the above construction, it is clear that (S x (t)) 0≤t<τ and (X
x (t)) 0≤t<τ have the same distributions. Since X x (τ ) = X x (τ −) + η with η being independent of (X x (t)) 0≤t<τ , given X x (τ −), X x (τ ) is independent of (X x (t)) 0≤t<τ and has probability densities p K (z − X x 1 (τ −)) in the subspace H 1 and δ X x 2 (τ −) in the subspace H 2 . On the other hand, from the above coupling construction, L(S x (τ )|S x,y (τ −)) has probability densities p K (z − S x 1 (τ −)) in the subspace H 1 and δ S x 2 (τ −) in the subspace H 2 . Integrating over S y (τ −), we obtain that L(S x (τ )|S x (τ −)) has probability densities p K (z − S x 1 (τ −)) in the subspace H 1 and δ S x 2 (τ −) in the subspace H 2 . This further implies that given S x (τ −), η := S x (τ ) − S x (τ −) has a probability density p K (z) in the subspace H 1 and δ 0 in the subspace H 2 , it is clearly independent of S x (τ −). Hence, (X x (t)) 0≤t≤τ and (S x (t)) 0≤t≤τ have the same distributions. By the same argument as above, we get that (X y (t)) 0≤t≤τ and (S y (t)) 0≤t≤τ have the same distributions.
Lemma 3.2. Let X x (t) and X y (t) be the solution to the equation (1.1) for any give x ∈ H and y ∈ H respectively. Then, there exists a probability space (Ω,F,P) on which (1) there exists a Markov process S x,y (t) = (S x (t), S y (t)) such that S x (t) and S y (t) have the same distributions as those of X x (t) and X y (t) respectively; (2) there exists a stopping times sequences (τ k ) k≥0 which has the same distribution as (τ k ) k≥0 ; (3) the following equality holds: for all k ≥ 1,
. Proof. We shall prove the lemma by recursively applying Lemma 3.1. For the further use, recall the notations in Lemma 3.1 and denoteτ 0 := 0, ∆τ 1 :=τ , τ 1 :=τ 0 + ∆τ 1 and (Ω 1 ,F 1 ,P 1 ) := (Ω,F,P). Now taking S x (τ 1 ) and S y (τ 1 ) as initial data, by Lemma 3.1 we have a probability space (Ω (2) ,F (2) ,P (2) ), a copy of (Ω,F,P) in Lemma 3.1, on which there exists a stopping time ∆τ 2 and a Markov process (S S x (τ 1 ),S y (τ 1 ) (t)) 0≤t≤∆τ 2 with the properties (1)-(3) .
It is clear thatτ 2 −τ 1 has the same distribution as τ and is independent ofτ 1 and thatτ 2 has the same distribution as τ 2 . We further claim that (S x (t)) 0≤t≤τ 2 and (S y (t)) 0≤t≤τ 2 have the same distributions as those of (X x (t)) 0≤t≤τ 2 and (X y (t)) 0≤t≤τ 2 respectively. Indeed, if
. Hence, by Markov property, we have
By (3) of Lemma 3.1, the third property with k = 2 in the lemma clearly holds. Applying the same argument as above inductively, we have: (i) a sequence of probability spaces (
It is clear from (ii) that lim k→∞ τ k = ∞ a.s. and lim k→∞τk = ∞ a.s., this, together with (iii), immediately implies (1) in the lemma.
3.2. Some estimates of the coupling chain (S x,y (τ k )) k≥0 . Recall that (S x,y (τ k )) k≥0 is a Markov chain on the probability space (Ω,F,P). Note that (Ω,F,P) is not necessarily the same as (Ω, F , P) on which (X x (t)) t≥0 and (X y (t)) t≥0 is located. Without loss of generality, we assume that (3.7)
(Ω, F , P) = (Ω,F,P).
Otherwise we can introduce the product space (Ω × Ω,F × F ,P × P) and consider (S x,y (k)) k≥0 , (X x (t)) t≥0 and (X y (t)) t≥0 all together on this new space. However, this will make the notations unnecessarily complicated, for instance, we have to always useP × P. Proposition 3.3. Let {τ k } k≥0 be the stopping times sequence in Lemma 3.2 and let
with β 0 being the constant in Assumption 1.1. Furthermore, we have
for all k ≥ 0, where κ = β 1 e β 2 F Lip T and β 1 , β 2 are the constants in Assumption 1.1.
Proof. The proofs of the both inequalities are similar, we only show the second one, which is more difficult than the first. Since {S x,y (τ k )} k≥0 is a time-homogeneous Markov chain, it suffices to show the inequality for k = 0, i.e.
H . By the construction of the coupling process {S x,y (t)} 0≤t≤τ 1 in Lemma 3.1, S x,y (τ 1 ) have
(3.10)
On the one hand, it follows from (3) of Lemma 3.1 that
where the inequality is by (A2) of Assumption 1.1. This, together with (2) of Lemma 2.3 and (A4) of Assumption 1.1, imply
On the other hand, it follows from (2) of Lemma 2.3 that
Collecting (3.10)-(3.12), we immediately get the desired inequality.
Proof of main theorem
For notational simplicity, we shall simply write the coupling chain as
and drop the superscript x, y whenever no confusions arise. Let us briefly give the strategy of the proof as below: (i) We first estimate
for any f ∈ L b (H) and any x, y ∈ H, and then compare the X(t) and X(τ k ) to get the exponential mixing of X(t). (ii) By the coupling we have constructed in previous section, we have
for sufficiently large k, we need to introduce some stopping times and estimate them. Roughly speaking, these stopping times can be simplified as
, theσ is exactly defined in (4.4), but the above definition captures the essential part of (4.4). We show that E exp (θσ) < ∞ for some θ > 0 and P(σ = ∞) > 0. The two relations roughly mean that the system (S(k)) k≥0 enters the M-radius ball exponentially frequently, for some sample paths (with positive probability) in the ball, S x (k) − S y (k) H converges to zero exponentially fast as long as λ D+1 is sufficiently large.
4.1. Some estimates of stopping times of the coupling chain (S x,y (k)) k≥0 . In this subsection, we shall construct stopping times of the coupling chain (S x,y (k)) k≥0 and give some auxiliary lemmas for proving the main theorem. The proofs of these auxiliary lemmas can be found in [29] .
Given M, d > 0, x, y ∈ H, define the stopping times
we setσ =σ(x, y, M), σ = σ(x, y, d) in shorthand if no confusions arise. Let us prove the following two theorems:
∨ 0 with T being number defined in (1.3), there exist positive constants M,θ, C depending on p, λ 1 , F 0 , T so that
Proof. See Theorem 4.1 in [29] . Theorem 4.2. As D is sufficiently large, there exists some constant ϑ > 0 such that for all p ∈ (0, α), d > 0 and x, y ∈ H,
Proof. See Theorem 4.2 in [29] .
where δ j (j = 0, ..., k − 1) are defined in Proposition 3.3, we shall often writê σ =σ(x, y) in shorthand. (2) There exists some ǫ > 0 (possibly small) depending on d,
Proof. See Lemma 5.1 in [29] .
where σ = σ(x, y, d) defined by (4.2). Further define
where σ † = σ † (x, y, d) andσ is defined in (4.1). The motivation for definingσ is the following: we only know
This bound is very important for iterating a stopping time argument as in Step 1 of the proof of Theorem 4.2. To this aim, we introduce (4.6) and thus have
1/β 2 and p ∈ (0, α). There exist some γ, C > 0
Defineσ 0 = 0, for all k ≥ 0 we definē
it is easy to see that eachσ k depends on x, y, d, M.
Lemma 4.5. Let k ∈ N. For all x, y ∈ H, we have
Proof. See Lemma 5.3 in [29] .
Proof of the main theorem.
Proof of Theorem 1.3. The existence of invariant measures has been established in [23] . According to [28, Sect. 2.2.], the inequality (1.8) in the theorem implies the uniqueness of the invariant measure. So now we only need to show (1.8), by [28] again, it suffices to show that for all p ∈ (0, α) we have where u i = S x,y (σ i ) and C, ϑ depend on d, λ 1 , λ D+1 , F 1 , p, M.
As for J 2,2,2 , recall (4.14) and noteσ < ∞ a.s. from Theorem 4.1, we have , this proves the desired (4.12).
