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Abstract
Scintillating calorimeters are cryogenic detectors combining a measurement of
scintillation with one of phonons to provide particle identification. In view of de-
veloping alkali halide devices of this type able to check the DAMA/LIBRA claim
for the observation of dark matter, we have simulated detector performances to
determine their sensitivity by two methods with little model-dependence. We
conclude that if performance of the phonon channel can be brought in line with
those of other materials, an exposure of 10 kg-days would suffice to check the
DAMA/LIBRA claim in standard astrophysical scenarios. Additionally, a fairly
modest array of 5 kg with background rejection would be able to directly check
the DAMA/LIBRA modulation result in 2 years.
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1. Introduction
The mystery of dark matter has been open since 1933 [1]: most of the mat-
ter in the Universe only appears through its gravitational interactions [2]. New
particles predicted beyond the standard model of particle physics may provide
a solution. Detection of such particles is a challenge because of the low en-
ergies and interaction cross-sections involved [3]. A convincing claim of dark
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matter detection has yet to be realized, but several experiments [4–6], includ-
ing DAMA/LIBRA [7, 8] (referred to as DAMA henceforth), have observed
event excesses inconsistent to various degrees with known backgrounds, in ten-
sion with other experiments [2]. The complete DAMA experiment consists of
25 NaI(Tl) detectors totaling 250 kg and operating at room temperature in a
low-background environment. The signal read from each crystal is the scin-
tillation light created by particle interactions, for instance the nuclear recoil
from the elastic scattering of a dark matter particle. The experiment has been
designed to identify dark matter via the annual modulation signature caused
by yearly variations in the speed of the Earth with respect to our dark matter
halo [7, 8]. DAMA observes a statistically-robust modulation consistent with an
astrophysical origin and that they claim is unexplainable as background, though
the required modulation fraction appears to be very large [9–11]. Moreover, un-
der standard astrophysical and particle assumptions, this claim is incompatible
with other direct detection experiments employing different techniques and tar-
gets, such as XENON100 [12], CDMS-II [13], SuperCDMS [14], CDMSlite [15],
EDELWEISS [16], LUX [17] and PICASSO [18].
In comparison to the simple scintillation detectors used by DAMA, which do
not provide event-by-event background discrimination, scintillating calorimeters
can give more insight into the nature of the interacting particle. A scintillat-
ing calorimeter is a particle detector consisting of a scintillating crystal held at
cryogenic temperatures (. 50 mK) as the target medium, read-out by a light
detector and thermal sensors, such that, for a given particle interaction, both
scintillation and phonon signals can be observed [3]. Nuclear recoils will produce
less scintillation light for a given energy deposit than ionizing radiation in the
form of alphas, gammas, and betas (through a process known as quenching),
which allows for very powerful discrimination against background events. The
CRESST experiment uses an array of scintillating calorimeters to detect nu-
clear recoils from dark matter particles [6]. A scintillating calorimeter capable
of background discrimination and based on NaI could shed light on the con-
troversial DAMA claim by potentially revealing target-specific backgrounds or
interactions. This approach would be complementary to the various proposals
and attempts to test DAMA using scintillation-only NaI, for instance DM-Ice,
which is located at the South Pole to study the phase of a possible signal [19],
the SABRE project, located in a background-rejecting veto [20], ANAIS [21] and
KIMS [22]. Moreover, irrespective of DAMA, alkali-halide scintillating calorime-
ters could help explore new WIMP parameter space [23].
In this paper, we simulate the expected background discrimination power
and sensitivity to WIMPs of a scintillating calorimeter with an alkali halide tar-
get for different exposures and under various assumptions about phonon detec-
tor resolutions. We also study the sensitivity of a background-rejecting detector
such as this to an annual modulation signal. Lastly, the technical feasibility of
this type of detector is explored.
2
Table 1: Light yield from 60 keV γ interactions for the alkali halides at 3.4 K, based on
measured spectra [41]. All values are expressed in photons per keV.
NaI CsI NaI(Tl)
LY 19.5± 1.0 58.9± 5.6 40.6± 0.8
2. Expected performance of alkali halide scintillating calorimeters
In this section, we discuss what performances can be expected from alkali
halide detectors in terms of scintillation and phonon signals. We base our design
on CRESST scintillation-phonon devices [6]. The standard cylindrical size of
the scintillators (height and diameter 4 cm) yields an individual detector mass
of 184 g for NaI (density 3.67 g/cm3) and 227 g for CsI (density 4.51 g/cm3).
An array of several of these could be assembled, though it would be worth-
while to develop larger, kg-scale (height and diameter 7 cm for NaI), individual
devices, that already exist as scintillators. For the light channel, we assume
standard CRESST performances, including a light collection efficiency (fraction
of photons created by the scintillation event that are detected) of 31% [24], and
an energy-independent contribution from the light detector to the resolution
with a standard deviation of 10 eV [24–26]. The scintillation of NaI [27–33] and
CsI [34–38] (with and without doping) have been studied over a range of tem-
peratures. The light yield (the amount of light emitted by the scintillator for a
given deposited energy) tends to increase as the temperature of the scintillator
decreases. More recent work has gone into studying the light yield of NaI and
NaI(Tl) under alphas down to 1 K [39], and studying the optical properties of
NaI in the 1 K range [40]. The light yields we use in the following come from
our own study of the alpha and gamma scintillation of these crystals [41]. More
information on our experimental setup can be found in [42–44]. The results for
gamma scintillation at our lowest temperature, 3.4 K, are shown in Table 1.
The light yield seems to vary little around this temperature, hence our using
these results in the tens of millikelvin range relevant for cryogenic detectors.
We note that the only sample for which cryogenic data exist is CsI. Our experi-
mental value of its light yield, when combined with the light detection efficiency
and the photon energy described below in Sec. 3.2, leads to a fraction of de-
posited energy detected as light of 59 ph/keV × 3.9 eV/ph × 0.3 ≈ 0.07. This
is consistent with the 7.1% of energy directly measured as light in cryogenic
detectors [45].
The performance of the phonon channel is expected to depend strongly on
the absorber. Also, as direct deposition of the tungsten phonon sensors on the
alkali halides may be problematic because of the low melting temperature of
these materials, these detectors can benefit from the CRESST composite tech-
nology in which the sensor is deposited on a small substrate then glued on the
main scintillator [46]. The only published alkali halide results we are aware
of are for CsI, and suffer from very poor phonon resolution of 11.6 keV for
test pulses corresponding to an energy of 139 keV [45]. This is taken as the
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energy-independent, dominant, baseline noise. Possible explanations for this
include the low Debye temperature of CsI (128 K [47]), or surface degradation
due to hygroscopicity [45]. Possibilities to remediate this have not been ex-
hausted and include optimization and adjustment of the utilized temperature
sensor (concerning its size, the material and gluing technique used to attach it
to the crystal). Therefore in the rest of this analysis, we consider two scenarios
for detector performance. In the first, optimistic, case, we assume that per-
formances can be brought into line with those from current CRESST CaWO4
detectors with glued sensors [48]. We interpolate their phonon resolution by a
function that depends on the square root of the energy:
σP (E) = σP (0) +
√
E
122 keV
(σP (122 keV)− σP (0)). (1)
with a baseline noise of σP (0) = 210 eV, and a resolution at high energies
(122 keV) of σP (122 keV) = 840 eV. The system is assumed to be triggered by
the phonon channel with a threshold given by 5 times the standard deviation of
the baseline noise. In the second case, we consider the resolution to be constant,
with σP = 10 keV, close to the current value [45]. This corresponds to the small
pulse size making the baseline resolution the dominant term. In this case, we
assume that the the good performances of the light channel enable the phonon
threshold to be kept at 2 times the standard deviation of its baseline noise.
3. Time-independent sensitivity limited by background leakage into
signal region
Our first approach involves considering a canonical WIMP and astrophysical
scenario, and applying a standard analysis based on time-independent rates [3]:
i) assuming that all of the background is time-independent and caused by elec-
tron recoils, ii) estimating how much of the background leaks into the nuclear
recoil region of our detectors and iii) determining how the leakage would limit
the sensitivity of these detectors to nuclear recoils from a WIMP. Since, for
NaI and NaI(Tl), we are considering the same target as DAMA, this method
is less sensitive to assumptions on particle couplings, which are being scoured
for loopholes to reconcile experimental results coming from DAMA on the one
hand, and detectors with other target materials on the other [49–53].
3.1. Background models
We use the reported background spectra from the DAMA and KIMS (2005)
experiments as the background models for our Monte Carlo simulations. The
DAMA background spectrum (used for the simulations with NaI(Tl) and NaI)
is for an exposure of 0.53 ton-yr, taken from [7] and studied in [9–11]. The
spectrum has a flat component of roughly 1 cpd/kg/keV with a peak at 3.2 keV
due to 40K decays. The background spectrum for KIMS (an array of CsI(Tl)
detectors) for an exposure of 237 kg-d is taken from [54] and is used for our
CsI simulations. The KIMS background has a flat component of roughly 7
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cpd/kg/keV. Both background spectra have an exponential component at low
energies, which we have included in this analysis, though they are most likely
due to PMT noise. We also force the spectra to remain flat out to 60 keV,
though this has little impact on low-mass WIMPs and is not quite the case for
DAMA [9, 55].
3.2. Generating discrimination bands
Background discrimination is carried out in a normalized light yield vs en-
ergy plane. The regions covering a given fraction of the signal and those covering
a given fraction of the background are referred to as discrimination bands. We
generated these bands for the interaction of γ quanta and the respective nuclear
recoils possible in each considered crystal using Monte Carlo simulations. For
each material, the inputs are the LY from Table 1, the nuclear quenching factors
Q (assumed here to be energy-independent), the mean energy of the emitted
photons E , the light collection efficiency  of the detector module, and resolu-
tions of the light detector and phonon detector, σL and σP , respectively. The
algorithm is illustrated step-by-step in Figure 1 and described in the following
list for the example of electron recoils (Q := 1), where each item of the list
corresponds with the appropriate subfigure:
a) Randomly draw 107 particle event energy deposits E from a uniform dis-
tribution between 0 and Emax. For each of these deposits, calculate the
expected number of photons ν emitted by the scintillator:
ν = E × LY ×Q× η(E). (2)
The energy-dependent factor η(E) accounts for the nonlinearity of the
scintillator. It has been calculated using a model proposed in [56] for the
nonlinear response of inorganic scintillators to electron interactions and fit
to measurements of the nonlinearity of NaI(Tl) [57], NaI [31] and CsI [37].
b) For each of the previous events, generate the actual number of emitted
photons, n, from a Poisson distribution with expectation ν.
c) For each event, determine the number of detected photons from a binomial
distribution with n attempts and a success probability equal to the light
collection efficiency .
d) Convert to detected photon energy by multiplying by the mean energy
E of the emitted photons for each crystal (NaI: 3.3 eV [28], NaI(Tl):
2.95 eV [28], CsI: 3.9 eV [35]). More recent work on NaI(Tl) [40] identifies
two peaks at 2.82 eV and 3.76 eV at 4 K; however, in our case, the actual
photon energy does not have much effect on the width of the band which
is dominated by phonon channel resolution (see g) below).
e) Account for the light detector resolution σL by applying a random fluctu-
ation from a normal distribution with standard deviation σ = σL to the
detected light energy EL.
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f) Convert the deposited energy E to detected phonon energy by subtracting
the emitted light energy: EP = E − nE .
g) Apply the phonon detector resolution σP to the detected phonon energy
as a random fluctuation from a normal distribution with σ = σP . This is
the quantity that would be measured in the phonon channel of an actual
experiment.
h) Calibrate the phonon energy scale using the expected value at 122 keV,
as would be performed in an actual experiment.
i) Convert to a yield vs. calibrated phonon energy plane, where yield Y is
defined as Y = EL/EP (both including resolutions), and determine the
discrimination band for electron and γ events by binning with a width of
200 eV along the phonon energy axis, and calculating the 10th and 90th
percentiles along the yield axis within each bin. The yield is normalized
to its value for 122 keV γ quanta.
Discrimination bands for the different nuclei in each target crystal are de-
termined in the same manner as above, except the nuclear quenching factor
Q for each nucleus is applied when calculating ν in Eq. 2, resulting in the
discrimination bands shown in Figures 2 (optimistic phonon resolution) and 3
(current phonon resolution). Though there remains some disagreement between
various quenching factor measurements at low energies for NaI(Tl) (c.f. Fig. 9
in [58]), we have taken the following values for the nuclear recoil quenching fac-
tors, neglecting energy and temperature dependence: 0.3 for Na and 0.1 for I
in NaI(Tl) [59, 60]. We carry over the same values to NaI since we are unaware
of any measurements on that undoped material. Similarly, we take values from
CsI(Tl) for CsI: 0.1 for Cs and I in CsI [61]. Lastly, we neglect any possible
effects of gamma quenching at low energies, which exists in CaWO4 and results
in a reduced light yield for γ quanta compared to equally energetic electron
recoils [62].
3.3. Expected sensitivities
For each target material and exposure, a set of energy deposits are randomly
drawn from the background distributions (assumed to be all electron and γ
events) described in Section 3.1, and then converted to the Yield vs. Deposited
Energy parameter space by the procedure described in the previous section. As
illustrated in Figures 2 and 3, the bands and background events are compared
to each other to determine how many electron/γ background events leak into
the nuclear recoil bands, where we would expect WIMP events to occur. The
energies of all of these events are saved. However, in this analysis, no attempt is
made to use the yield values for a more sophisticated background identification.
In the case of the current phonon resolution (Fig. 3), the signal regions are above
a virtual light detector threshold that is 5 standard deviations of its baseline
noise.
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With our collection of leakage events determined, we predict the sensi-
tivity to WIMPs that our proposed detector may have for given exposures
and detector resolutions using the high statistics extension to the Optimum
Interval Method [63, 64]. The method computes the 90% confidence level
(CL) upper limit of a signal for an unknown background. These calculations
are performed under typical astrophysics assumptions (WIMP mass density of
0.3 GeV/c2/cm3, mean WIMP velocity with respect to the galaxy of 220 km/s,
mean circular velocity of Earth with respect to the galactic center of 232 km/s,
and galactic escape velocity of 544 km/s [65]) and over a range of WIMP masses
to determine the expected WIMP-nucleon cross-section for each WIMP mass.
To determine how well this proposed detector could test the DAMA dark
matter detection claim, we compare the expected sensitivity curves for each of
our alkali halide targets with the DAMA discovery contours for Na and I [66],
shown in Figure 4. We also show limits from the KIMS experiment [67] as other
comparisons with our results (the 2005 limit with the background we have used,
and the more recent and improved 2011 limit). Figure 4(a) is the result of our
simulations for an alkali halide detector after 10 kg-days of exposure. For the
optimistic phonon detector performance scenario described in Sec. 2, this mod-
est exposure would check the entire DAMA claim. For the current performance
scenario (σP (0 keV) = σP (122 keV) = 10 keV), background discrimination is
degraded as seen in Fig. 3. The sensitivity is background-limited after 100 kg-
days of exposure, illustrated in Fig. 4(b). More sophisticated analysis tech-
niques, such as likelihoods, may be able to better exploit the yield information
to distinguish different types of recoils and produce more stringent limits. As-
suming current phonon performances and a background lowered to the level of
that expected by the SABRE collaboration [20], an exposure of 100 kgd would
allow to check the iodine-recoil, higher-mass DAMA contour.
Regarding the relative sensitivities of pure and doped NaI, the latter does
marginally better thanks to its light yield which is roughly twice that of the
former at low temperatures, enabling slightly better background rejection. CsI
is less competitive than both varieties of NaI at low WIMP masses since its
heavier nuclei are a worse match from the standpoint of scattering kinematics.
For heavy WIMPs, CsI is comparable to NaI(Tl) because its higher background
is offset by better background rejection stemming from the smaller quenching
factors of Cs and I compared to Na (Figures 2 and 3).
4. Sensitivity to a generic modulation
Our second approach is even less model-dependent, as it only involves looking
for a modulation in time similar to that of DAMA. The DAMA claim is based
on the statistically-robust detection of an annual modulation of the detected
event rate interpreted as dark matter. In the 2–6 keVee (electron equivalent)
energy range, the observed modulation amplitude is A = 0.0448 cpd/kg, the
phase is t0 = 144 days after January 1, and the period is T = 365 days [8].
The exposure is very large, of the order of 1 tonne-yr. In this section, we
study what sensitivity smaller, background-rejecting, detectors with low enough
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threshold would have to this modulation. Since the DAMA experiment has no
background rejection, though the total combined signal and background DC
level is known (≈ 1 cpd/kg/keV), the DC level of the signal itself can not be
known without resorting to astrophysical and particle models. Several different
DC levels are simulated to cover various possible combinations of DC signal and
DC background leakage. We assume that any modulation is a result of the dark
matter signal and not the leaking background. For the known AC signal level,
we choose a DC signal+background level, and for a given detector mass and
exposure, generate a group of Monte-Carlo (MC) simulated datasets using the
above values of A, t0, and T . For each MC, the number of events n and their
arrival dates ti are drawn from the DC+AC expectation. These MCs are then
analyzed by two methods that try to detect the modulation.
4.1. Likelihood ratio test
The first method we use is a likelihood ratio test. We define a modulation
function f(t; θ) as a function of time t and modulation parameters θ:
f(t;DC,α, t0) = DC
{
1 + α sin
(
2pi
t− t0
T
)}
. (3)
where DC is the time-independent signal+background contribution, and α =
A/DC ≥ 0 is the ratio of AC modulation amplitude to DC level. Using this
function, we define an unbinned extended likelihood function [68]:
L(θ) =
µ(θ)n
n!
e−µ(θ)
n∏
i=1
g(ti; θ) (4)
where n is the total number of data points, and g ≡ f/µ is the probability
density function of f(t; θ) with an expected number of events µ defined as
µ(DC,α, t0) = DC
{
τ +
T
2pi
α
[
cos
(
2pi
t0
T
)
− cos
(
2pi
τ − t0
T
)]}
(5)
i.e. the total integral of f(t; θ) over the exposure time τ .
For each data MC, the likelihood function is maximized for the modulation
hypothesis, with the DC level, phase and modulation amplitude as free param-
eters, but the period fixed to one year, leading to a value of Lˆ1. It is separately
maximized for the null hypothesis over the DC level only, with the modulation
amplitude set to 0, leading to a value of Lˆ0. The ratio of likelihoods
Lˆ1
Lˆ0
tells us
how sure we are that a claimed modulation is due to a true modulation and not
a statistical fluctuation of a null-hypothesis background. We have verified on
another set of 5000 MCs with no modulation that the distribution of 2 ln( Lˆ1
Lˆ0
)
follows a χ2 distribution with 2 degrees of freedom, as expected for sufficient
statistics [69]. This enables us to quantify the result in terms of p-value (the
chance that a statistical fluctuation of the null hypothesis generates a greater
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likelihood ratio than the actual data MC). The detection certainty, or confidence
level for a detection, would be 1− p.
For each exposure scenario, 500 data MCs with a modulation were generated
and subject to the likelihood ratio procedure. The median and 10th and 90th
percentiles of the p-value were recorded for several exposure times and detector
masses, and are displayed in Figure 5. Fig. 5(a) illustrates p-values plotted as
a function of exposure duration, for various detector masses, and a fixed value
of α = 1/10. This shows that a 5 kg detector, or array of detectors, has a
better than 50% chance of observing such a modulation in roughly 2 years at
a 99% CL. As expected, a more massive array of detectors (10 kg) would have
a stronger chance (≈ 90%) of confirming the modulation at the same CL in
the same time. Conversely, a 1 kg array would struggle to obtain a 90% CL
discovery even in a three-year run.
Results for a 5 kg detector with various DC levels as a function of exposure
time are shown in Fig. 5(b). If we assume a minimal DC signal contribution
equal to the AC signal contribution, a total DC to AC ratio of 2 (α = 0.5)
corresponds to at least 99% background rejection, when compared with DAMA’s
time-independent level of 1 cpd/kg/keV. In this case, the modulation has a
better than 90% chance of being detected in less than 1 year, with better than
a 99% CL. Other ratios are also shown in this figure, corresponding to 80%
background rejection for α = 0.05 and little, if any, background rejection for
α = 0.01, again assuming a minimal DC signal. In the latter case, the detector
would have a 50% chance of detecting a signal at 90% certainty after 3 years.
This case with little or no background rejection is also relevant for an electron-
recoil modulation caused by some background or exotic type of dark matter,
assuming there is no nuclear-recoil type background, or, more generally, for any
type of non-discriminating detector trying to check DAMA starting from the
same background level. Lastly, a lower DC level and/or a larger detector will
increase the CL at a faster rate, as expected.
4.2. Lomb-Scargle analysis
We next apply the Lomb-Scargle method [70] to our MCs. This method, like
the standard Fourier one, can be used to obtain a power spectrum of a data set
as a function of a time scale (periodogram); however, it has the advantage that
it can be applied to unevenly sampled data. In addition, the method allows to
quantify the probability that a given feature in the periodogram is a fluctuation
of the null hypothesis, as opposed to a true periodic feature. Since in our case
we are looking for a modulation with a known period of one year, the null
hypothesis can be rejected with a confidence level 1− p0 provided the power at
that frequency is at least − ln p0 [70] (this simple criterion would not hold were
we looking for power at an unknown frequency).
We have evaluated the expected sensitivity of the Lomb-Scargle test statistic
by applying it to our data MCs, generated with a one-year modulation, to obtain
the expected distribution of power with a period of one year. The results are
shown in Fig. 6 where we plot a complement of the cumulative distribution of
the number of MCs yielding power in a certain interval. The necessary power
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thresholds corresponding to rejection at a certain CL are shown as vertical
lines. We note that the confidence level derived from the data using the Lomb-
Scargle method cannot be compared directly to the likelihood ratio discussed
in the previous section since the two methods ask different statistical questions.
In particular, the Lomb-Scargle periodogram does not require an assumption
about the form of the putative periodic signal, unlike our likelihood ratio which
assumes the modulation to be sinusoidal. Therefore, it is generally less powerful
than the likelihood ratio when such an assumption is made. This is evident for
instance in the 5 kg, 2 year exposure with an AC-to-DC ratio of α = 0.1.
The likelihood ratio (Fig. 5(a)) provides a ≈ 50% chance of seeing a sinusoidal
modulation at better than 99% CL, whereas the Lomb-Scargle method gives
roughly only a 30% chance of detecting an arbitrary modulation at 99% CL
(Fig. 6).
5. Conclusion
Despite apparent incompatibility with other experimental techniques using
other targets, the persistence of the DAMA modulation claim continues to gener-
ate interest in NaI dark matter detectors. The approach we propose here would
benefit from having particle identification, thanks to a simultaneous measure-
ment of phonons and scintillation at cryogenic temperatures. Currently the
limiting factor would be the phonon channel, where attempts to date have en-
countered poor signal amplitude [45]. Possible interpretations of this include the
low Debye temperature of alkali halides and effects of hygroscopicity. Further
work is necessary to understand if these problems can be overcome, for instance
by using smaller individual detector modules. Other challenges to these detec-
tors include the fragility of alkali halides, which may make them vulnerable to
thermal contractions, and their hygroscopic nature that could restrict their han-
dling to glove boxes and controlled atmospheres. These last two measures may
be required in any case for other detectors as well to mitigate backgrounds. In
addition, work will be required to confirm the various nuclear recoil quenching
factors at low temperature.
If these real technical challenges can be surmounted and phonon performance
improved to the level of other materials, a short exposure of 10 kg-days would
have a good chance of being able to fully explore the parameter space covered
by the DAMA claim under standard astrophysical assumptions in the case of
a time-independent analysis. 2 Furthermore, if a DAMA-type modulation ex-
ists, a modest detector array of 5 kg would have more than an 80% chance
of confirming it at a greater than 99% CL in less than 2 years if 99% back-
ground rejection is achieved. Indeed, an even smaller exposure may suffice as
the DM-Ice [19] and SABRE [20] collaborations are developing NaI(Tl) crystals
with backgrounds potentially five times lower than DAMA. Lastly, pulse shape
2There remain a few scenarios our cryogenic detectors could not investigate, including that
of dark atoms that bind to targets in a temperature-dependent manner [71].
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discrimination is already used in CsI at room temperature [67, 72]. The large
increase in light yield of CsI indicates it may be interesting to study pulse-shape
discrimination as a form of background rejection at low temperatures.
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Figure 1: Generation of discrimination bands, illustrated on NaI for the electron/γ band.
See Sec. 3.2 for details of procedure. For illustrative purposes, σL = 30 eV and the model in
Eq. 1 has been used here with σP (0 keV) = 500 eV and σP (122 keV) = 10 keV. Blue cross
demonstrates the procedure for the average of a group of 20 keV events.
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Figure 2: Discrimination bands generated for NaI, CsI and NaI(Tl) with light detector res-
olution of 10 eV and optimistic phonon detector resolution 210 eV at 0 keV and 840 eV at
122 keV. Events are simulated from the DAMA (NaI) and KIMS (CsI) background distribu-
tions for 10 kg-days between 0-20 keV with a phonon energy threshold of 1.05 keV (vertical,
magenta line), which is 5 standard deviations of the baseline noise. Five standard deviations
of the light detector baseline noise are represented as the green curve.
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Figure 3: Same as Figure 2, but with current phonon detector resolution of 10 keV, with
bands calculated up to 60 keV, and with phonon energy threshold of 20 keV (vertical, magenta
line), which is 2 standard deviations of the baseline noise. Signal region is also at least five
standard deviations above the light detector baseline noise (green curve).
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Figure 4: Expected sensitivities for different alkali halide calorimeters, assuming DAMA and
KIMS 2005 backgrounds, with light detector resolution of 10 eV and (a) optimistic phonon
performances (840 eV at 122 keV) and a 10 kg-days exposure, and (b) current phonon perfor-
mances (baseline noise dominated resolution of 10 keV) and 100 kg-days. Also shown are the
2005 (237 kg-days) [54] and 2011 (24 tonne-days) [67] KIMS limits. The optimistic scenario
allows investigation of the DAMA claim [66] with a small exposure. In the case of current
performances, sensitivity is background-limited before the full DAMA region can be explored.
Filled-in, translucent regions cover the 10th and 90th percentiles and the median of a batch
of simulated experiments generated according to our model.
20
10-6
10-5
10-4
10-3
10-2
10-1
100
α=0.1, diff. detector masses(a)
Likelihood Ratio p-values
1 kg
5 kg
10 kg
0 200 400 600 800 1000
Exposure time (days)
10-5
10-4
10-3
10-2
10-1
100 5 kg detector, diff. DC levels(b)
α=0.5
α=0.05
α=0.01
Pr
ob
ab
ili
ty
 o
f n
ul
l h
yp
ot
he
si
s 
(p
va
l)
90%
99%
90%
99%
Figure 5: (a) p-Values calculated using the likelihood ratio method, for various masses of
detector, as a function of exposure time. The DC level has been set to 10 times the modulation
amplitude. (b) p-Values calculated for a 5 kg detector but adjusting the DC background
level added to the DAMA modulation, effectively changing the value of α. With the same
background level as DAMA and a purely AC signal, α = 0.5 corresponds to a 99% background
rejection, whereas α = 0.01 would correspond to no background rejection at all. For the
α = 0.5 calculation, the line drops off the plot as the confidence level quickly approaches
100%.
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Figure 6: Complement of cumulative distribution of the Lomb-Scargle analysis applied to
simulations of different exposure durations for a 5 kg detector with a DC level equal to ten
times the AC one. Power thresholds corresponding to a particular confidence level appear as
vertical lines. The analysis shows that for a 2-year exposure, there would be roughly a 75%
chance of seeing a modulation at a 90% CL. For a 3-year exposure, there would be about a
55% chance of seeing a modulation at 99% CL.
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