Near-term quantum computers may be able to significantly speed up complex computational tasks, but algorithms that make efficient use of quantum resources are needed. Quantum chemistry is widely regarded as a candidate for the first demonstration of quantum advantage with near-term quantum computers. In the present work, we demonstrate how taking advantage of the symmetries of a molecule leads to a reduction in the number of qubits required. This reduction in qubits also leads to a reduction in the number of variational parameters needed to reach chemical accuracy. Furthermore, we show how a simple modification of the hardware-efficient ansatz for the variational quantum eigensolver yields a factor of 3 reduction in the number of parameters with no loss in accuracy for most problems in quantum chemistry.
Quantum computers have the potential to revolutionize computation in a variety of fields [1, 2] . Although some applications require a large-scale, fault-tolerant device, which is likely a number of years from being actualized [2, 3] , other areas, including quantum chemistry [4] [5] [6] [7] [8] [9] [10] [11] , could already benefit from the exponential advantage of quantum computers over classical computers in the current era of noisy intermediate scale quantum (NISQ) computing. To take advantage of these quantum computers, highly efficient and compact algorithms and mappings are needed to make maximum use of limited quantum resources.
Current research directed at using quantum computers for quantum chemistry has focused on using a JordanWigner (JW) transformation, or one of the closely related variants, to map the second quantized form of the fermionic Hamiltonian for a molecular system to the quantum computer Hamiltonian in the form of a linear combination of tensor products of Pauli operators [12] [13] [14] [15] [16] . From there various algorithms have been proposed for finding the ground state of the system [17] . Currently the most widely used approach is the variational quantum eigensolver (VQE), which is the standard variational method applied to quantum computing [7] .
While mapping the Fock space of a chemical system to the Hilbert space of a quantum register comprised of qubits has the advantage of known and efficient transformations, Aspuru-Guzik and Head-Gordon pointed out early on that this is not the most efficient mapping in terms of the number of qubits needed for most problems of interest [5] . The reason is that for most molecular systems, we are only concerned with a fixed number of electrons with a fixed total spin. The Fock space of the molecule allows for any number of electrons in any spin configuration. The realities of the NISQ era demand efficient use of quantum resources above all else. As such we have turned to exploiting the symmetry properties of the system of interest in order to reduce the problem space. Our approach parallels the early days of classical computing in the field of electronic structure theory where every effort was made in order to reduce the system to a manageable size that could be handled on the limited computers of the day [18] . Specifically, we have developed a symmetry configuration mapping (SCM) method to map the full configuration interaction (FCI) Hamiltonian in a basis of symmetry-adapted configuration states to the quantum computer [19] . Our method allows us to take advantage of symmetries in both the molecular spin and geometry in order to reduce the qubit requirements as compared to the standard approaches. Even if applicable molecular point group symmetries were to be ignored, the reduction can be significant. The number of symmetry-adapted configuration states with a fixed total spin, given by the Weyl dimension formula applied to electronic systems, is [20] 
where S is the total spin, I is the number of spatial orbitals, and N is the number of electrons. The number of qubits required to map a problem represented in an Nelectron basis of size D is log 2 D , while the standard approaches would generally require 2I qubits. To illustrate the difference in the qubit requirement, Fig. 1 shows the number of qubits needed for the standard JW mapping and the SCM method for the water molecule as the size of the atomic basis set is increased. As can be seen, the SCM method always results in fewer qubits and the savings grow as the size of the atomic basis grows. We note that techniques have been introduced to reduce the number qubits when using the standard mappings [16, 21] , and new mappings have been introduced that can reduce qubit requirements [22] . We also note that the Weyl dimension formula does not account for the spatial symmetry of the molecule, so it represents an upper limit to the number of configuration states needed to describe the system. Previous theoretical work has explored making use of the FCI Hamiltonian for quantum simulation [18, 23] . These works have focused on constructing the corresponding time evolution operator for use in the quantum phase estimation algorithm. While the phase estimation algorithm will be a powerful tool in the era of fault-tolerant quantum computing, the circuit depth necessary for even the smallest of systems makes the method unsuited for NISQ devices [9] . We instead focus on the VQE approach.
Using a hardware-efficient ansatz for the trial state preparation, Kandala et al. used VQE to find the ground state energies of H 2 , LiH, and BeH 2 [10] . In their work, the STO-3G basis set was used for all molecules, and the method of Ref. [16] was used to remove 2 qubits from each problem. In addition, frozen cores were used for LiH and BeH 2 , as well as only considering the 2p x orbitals of Li and Be. Combined, this resulted in needing 2 qubits for H 2 , 4 qubits for LiH, and 6 qubits for BeH 2 , which were implemented with superconducting qubits. Through simulations, they found that minimum algorithm depths of 1, 6, and 16 were needed to achieve chemical accuracy for H 2 , LiH and BeH 2 , respectively.
More recently, Nam et al. used VQE with the JW transform and a unitary coupled cluster ansatz to approximate the ground state of H 2 O in an STO-3G basis set [24] . They studied systematically building up the trial state through the unitary coupled cluster ansatz from the Hartree-Fock state. By employing restricted sets of excitations from the Hartree-Fock reference, they were able to reduce the number of qubits needed at each level of approximation by eliminating qubits corresponding to orbitals whose occupations remained fixed under the influence of the employed excitations. This created a hierarchy of experiments spanning 2 to 11 qubits, of which the experiments involving 2 qubits were performed with trapped ions. Simulations showed that chemical accuracy was reached once 18 determinants were included in their trial state, which would require 11 qubits via their setup. Herein, we show that our more compact representation of the chemical problem on the quantum computer allows us to simulate even larger molecules with fewer qubits. In order to demonstrate our approach, we have sampled the ground state potential energy curve of the F 2 molecule in the STO-3G basis set [25] . F 2 has 18 electrons, and the minimal basis has 20 spin-orbitals; however, we have made a frozen core approximation to eliminate 4 electrons and 4 spin-orbitals from the configuration interaction active space (Fig. 2) . Even with the frozen core approximation, F 2 would require up to 16 qubits with the JW transformation and the variational algorithm would have to search through a configuration space of over 65,000 computational basis states (Table I) . On the other hand, there are only 10 singlet, symmetryadapted configuration states in the lowest-energy irreducible representation A g of the D 2h point group for F 2 The hardwareefficient circuit ansätze considered in the present work. Circuit B produces complex trial states, while circuit C produces only real trial states. We note that on IBM's quantum computers, there is no difference in circuit depth when these circuits are compiled to the native gates of the quantum computer as the same fundamental gate that implements the rotations around the y-axis, also implements the set of rotations around the x-and z-axes.
in the STO-3G atomic basis set. To see this, let us view the electronic states as being completely occupied, except for two states, which are instead occupied by two holes. Figure 2 displays the molecular orbitals and their irreducible representations Γ i . The 10 allowed A g singlet configurations must have the two holes occupying molecular orbitals of the same symmetry, as indicated by the diagonal A g elements in Table II . While the arguments above and the Weyl dimension formula consider configuration states that have a fixed total spin, most modern quantum chemistry programs are written to enforce spin projection symmetry rather than total spin symmetry in the construction of configuration states. In the present case, this results in 12 configuration states rather than the 10 referenced previously. In either case, the resulting system can be mapped to 4 qubits. The results presented below were obtained using 12 configuration states as the basis.
The factor of 4 savings in the number of qubits could also lead to a savings in the number of variation parameters needed. For the hardware-efficient ansatz, the number of parameters scales linearly with the number of qubits. This results in the same relative savings in the number of parameters, at a given algorithm depth, as the number of qubits. Furthermore, it is possible that the more compact representation generated by the SCM method could require a shallower algorithm to reach chemical accuracy. There is some evidence for this when comparing the results of Kandala et al. with our own [10] . They found that minimum algorithm depths of 1, 6, and 16 were needed for their 2, 4, and 6 qubit problems that were mapped using JW-based approaches. We will show that our method achieves chemical accuracy with an algorithm depth of just 2 for our 4 qubit version of the F 2 problem.
The FCI Hamiltonian in the basis of configuration states of the A g irreducible representation of F 2 using the STO-3G atomic basis set was obtained from Psi4 [26] . This matrix was then decomposed into a sum of tensor products of Pauli operators (the qubit Hamiltonians are given in the SI). OpenFermion [27] interfacing with ProjectQ [28] was then used to optimize trial states via the hardware-efficient algorithm of Kandala et al., which consists of entangling gates sandwiched between layers of single qubit rotations [10] . We used CNOT gates as our entanglers. Scipy's implementation of Powell's method was used for the minimization in the ProjectQ simulations [29, 30] .
Kandala et al. utilized arbitrary single qubit rotations in their implementation of the hardware-efficient ansatz
3 ), where q identifies the qubit and i identifies the algorithm depth layer of the circuit. With the qubits all initialized in their ground states, the first rotation around the z-axis is unnecessary. This gives the algorithm n q (3d + 2) parameters to be optimized, where n q is the number of qubits and d is the depth of the algorithm. However, not all of these parameters are needed since we do not seek arbitrary solutions.
For the majority of cases of interest in quantum chemistry, the Hamiltonian contains only real terms. If we have a real Hamiltonian, then we can choose to also have the eigenvectors of the Hamiltonian be real. Looking at the Bloch sphere representation of the state of a qubit shown in Fig. 3A , we can see that our qubit state remains real as long as it is restricted to the xz-plane. This means we can make use of single qubit rotations given by U q,i (θ) = R y (θ q,i ). With these single qubit rotations, our algorithm now has n q (d + 1) parameters to be optimized: nearly a factor of 3 reduction in the number of parameters. Depending on the native gate set of the quantum hardware, restriction to real solutions may also reduce the circuit depth. A schematic comparison of the two circuits is given in Fig. 3B&C .
We stress that this is not an approximation but rather a convenient choice of basis. In Fig. 4 we show that restricting our trial states to real wavefunctions does not impact the accuracy as compared to the complex trial states. Additionally, we can see that already at an algorithm depth of 1, we have almost achieved chemical accuracy for all calculated points. We found that an algorithm depth of 1 was sufficient to reach an average ac- curacy of 0.58 kcal/mol across the potential energy curve of F 2 , with a maximum error of 3.03 kcal/mol. An algorithm depth of 2 resulted in the entire curve being calculated to within chemical accuracy. These results are displayed in Fig. 4 . The simulation results show an interesting trend of more accurate results at longer bond lengths. This seems counterintuitive as the correlation energy for F 2 (or any molecule) increases as the bond is stretched, and so this region would normally be considered more challenging to describe correctly. This is illustrated in Fig. 4 by the error of the Hartree-Fock solution. At short bond lengths, the correlation energy is due to the dynamic correlation of the electron-electron interactions. At long bond lengths, the correlation energy is mostly due to the static correlation resulting from multiple quasi-degenerate configurations. It appears that the SCM method can more easily capture static correlation over dynamic correlation.
Having demonstrated that chemical accuracy can be achieved in principle with our setup, we now turn to analyze the performance on an actual quantum computer. To this end, we have run experiments IBM's Poughkeepsie quantum computer. All of the experiments were run via Qiskit [31] , 8192 shots were used per experiment, and an algorithm depth of 1 was used. To account for measurement errors in our results, we constructed a calibration matrix whose columns correspond to the probability to measure each computational basis state for the preparation of a given computational basis state. This matrix was then inverted and used to correct the measured probabilities for the hardware-efficient ansatz. In order to increase efficiency for evaluating the Pauli strings that make up the qubit Hamiltonian, we used OpenFermion to group the 132 terms into 40 tensor product basis states. We used the optimized angles obtained from the simulations as the parameters for the experiments. Figure 5 shows the results from the quantum computer compared to the exact result. Before measurement correction there is an average error of 159 kcal/mol. After measurement corrections, the average error comes down to 40 kcal/mol. Remember, the ideal simulation of the same circuits had an average error of 0.58 kcal/mol. Impressively, the points from about 3Å onward are very close to the exact result.
The remaining errors can be attributed to noisy gates and decoherence/relaxation errors. The qubit relaxation and decoherence errors are excepted to make smaller contributions as we estimate our circuit to have an execution time approximately 10 times shorter than the coherence and relaxation times of the device. Compensation of some of the gate errors could be achieved by optimization of the variational parameters on the real quantum computer; however, more advanced error mitigation techniques are required to achieve the desired accuracy [32] .
Herein we have demonstrated how the spin and spatial symmetries of a molecule can be exploited to achieve a more compact representation of the molecule on a quantum computer. For the F 2 molecule in a minimal basis, we were able to achieve a factor of 4 reduction in the number of qubits required via our SCM method versus the standard JW transform. This additionally contributed to a reduction in the number of variational parameters needed for optimization using a hardware-efficient ansatz for the trial state. We also showed how the original hardware-efficient ansatz of Kandala et al. [10] could be made more efficient for the majority of problems in quantum chemistry by restricting the single qubit rotations to only those around the y-axis so that a real trial state results. This further reduces the number of variational parameters needed. While the simulation of our circuits on an ideal quantum computer shows that chemical accuracy can be achieved with very shallow circuits, the errors present on current devices remain a challenge to overcome.
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