The main objective of the paper is to investigate the risk analysis problems when a precise but unknown probability distribution of states of nature belongs to a set of continuous probability distributions restricted by some known lower and upper distributions and when utility functions are non-monotone. Methods for choosing "optimal" distributions among the set of distributions and for computing the expected utilities are proposed. Some special cases of sets of distributions, including possibility distributions, step functions, belief functions are studied under the same conditions. Various numerical examples illustrate the proposed methods.
Introduction
Risk can be defined in many ways and has a variety of common meanings. There exists a number of definitions of risk depending on the circumstances. The most comprehensive and exhaustive overview of methods and definitions concerning risk analysis can be found in Aven's book 1 . As pointed out by Aven, the purpose of risk analysis is to provide decision support for design and operation and, therefore, risk analysis is always part of a decision context. Moreover, probabilities are key elements in risk analysis. The traditional approach to decision analysis in the framework of expected utility theory calls for single or precise distributions of states of nature. However, we have usually only partial information about probabilities of states of nature. Various application examples 2, 3, 4, 5, 6 confirm this fact. The information incompleteness can be modelled by means of different frameworks, including random sets, possibility theory, imprecise probabilities. It should be noted that most of these frameworks somehow or other deal with sets of possible distributions of states of nature in place of one precise distribution. Many approaches for finding optimal actions under condition of partial information have been developed 7, 8, 9, 10, 11 and every approach is directly or indirectly based on choosing some "optimal" distributions from the set of all possible distributions which are consistent with the given partial information to some extent and, then, on computing the lower and upper expected utilities with respect to these "optimal" distributions. At the same time, most approaches for decision making under partial information are developed for finite states of nature when probabilities of the states constitute discrete distributions. In this case, many decision problems can be numerically solved by using, for instance, linear programming technique. The problems become more difficult if states of nature are infinite and the corresponding probability distributions are continuous. In this case, even approximate methods can not be always applied to risk analysis. Therefore, the main objective of the paper is to investigate the decision problems when states of nature are described by sets of continuous probability distributions restricted by some known lower and upper distributions. It is necessary to point out that risk analysis under the above conditions does not meet any difficulties if utilities (losses) or consequences of events are monotone functions. If the condition of monotonicity holds, the "optimal" distributions for computing the lower and upper expected utilities coincide with the distributions being bounds for the set of distributions analyzed. However, this peculiarity of utility functions does not always take place. For example, Keeney and Raiffa 12 considered a non-monotone utility function characterizing the blood sugar. There exists some "normal" percent of the blood sugar and deviations from the "normal" percent are evidence of a certain illness. In this case, the utility function has one maximum and is non-monotonic. Another example is the steady-state magnification factor of a mass-spring-damper system analyzed by Oberkampf et al 13 . The steady-state magnification factor in this example as a function of the random frequency of the excitation acting on the mass is non-monotone and has a maximum. The list of similar examples can be continued. In case of non-monotone utility function, the procedure of choosing the "optimal" distributions and computing the expected utilities is not trivial. Therefore, methods for processing the non-monotone utility functions are studied in the paper. Moreover, some special cases of sets of distributions, including possibility distributions, step functions, belief functions are investigated. The paper is organized as follows. A general approach for determining the lower and upper expected utilities and the problem statement are given in Section 2. Sections 3, 4, 5 are devoted to studying the methods for computing the lower and upper expectations of functions which are different in type, including monotone functions, functions having one maximum or minimum and functions having one maximum and one minimum. A special type of distributions viewed as step functions and the relationship between this type of distributions and Dempster-Shafer structures are studied in Section 6. A method for computing the lower and upper expected utilities under condition that the states of nature are described by a possibility distribution is considered in Section 7. An approximate procedure for computing the lower and upper expectations of arbitrary functions is proposed in Section 8. Various numerical examples illustrate the proposed methods.
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Problem statement
Suppose that information about random variable X, characterizing states of nature, is represented by some lower F and upper F probability distributions. This means that we do not know some "true" precise distribution F of the random variable X, but this distribution can be arbitrary and satisfies the condition
In other words, the lower F and upper F distributions can be viewed as bounds for a set of precise distributions F . The pair of lower F and upper F probability distribution functions is called "p-box" 14 for the distribution F if condition (1) is valid.
Since the precise distribution is unknown, then only lower and upper expectations (expected utilities) of a function h(X) (utility function) can be found. Then the lower and upper expectations of h(X) can be computed by means of a procedure called natural extension 15, 16 . According to Walley 15, 16 , the natural extension in the case of known lower and upper probability distributions becomes (Choquet integrals)
Here the minimum and maximum are taken over all distributions satisfying (1), i.e., there exists an "optimal" distribution among the set of distributions, which gives the lower expected utility, and there exists an "optimal" distribution which gives the upper expected utility. Generally, the above problems can be numerically solved by approximating the probability distribution function F by a set of N points F (x i ), i = 1, ..., N , and by writing linear programming problems with N optimization variables. The linear problems are of the form:
Here z k , k = 1, ..., N , are the optimization variables; E * h and E * h are approximate lower and upper expectations of the function h, respectively. However, this way of determining the lower and upper expectations meets computation difficulties when the value of N is rather large. Indeed, the optimization problems have N variables and 3N + 1 constraints. On the other hand, by taking a small value of N , we take the risk of obtaining too approximate results or, sometimes, just wrong values of the lower and upper expectations. At the same time, it is obvious that the optimal probability distribution F providing the minimum or maximum of the expectation of h depends on the form of the function h, and some typical cases of functions h allow us to get solutions in a more simple way. Therefore, we study these cases below and develop the most simple ways for computing Eh and Eh.
Monotone functions
Here we consider the most simple case when the function h is monotone. If the function h is non-decreasing in R, then there hold 16
If the function h is non-increasing in R, then there hold 16
The above expressions simplify calculation of the lower and upper expectations of monotone functions because only lower and upper distributions have to be used. It can be seen from (3)-(4) that the lower and upper expectations are completely defined by bounded distributions F and F . a The question of comparing two intervals or an interval with a value is ambiguous. In the example, we use the comparison procedure closed to Hurwicz criterion with optimism parameter 1 − γ without its detailed justification because this is not a question of the paper.
Hence, the investment in the bond is preferable with the given parameter of pessimism.
Functions having one maximum or minimum
In this section, we study a case when the utility function h has one maximum (minimum) at point x 0 , i.e., h(x) is increasing (decreasing) in (−∞, x 0 ] and decreasing (increasing) in [x 0 , ∞). 
Proof. The upper bound has been proposed by Kuznetsov 17 and it can be explained as follows. The function h increases in the interval (−∞, x 0 ) and the optimal distribution function (see Fig.1 , thick curve) is the left part (x ∈ (−∞, x 0 )) of F (x), h decreases in the interval (x 0 , ∞) and the optimal distribution function is the right part (x ∈ (x 0 , ∞)) of F (x). The optimal function has one jump F (x 0 ) − F (x 0 ) at point x 0 . The same explanation can not be applied to the lower expectation of h. Let us prove that the optimal function corresponding to Eh has a form shown in Fig.2 . Let us rewrite problem (2) for computing the lower expectation of the function h in the form of finite differences
Here N is the numbers of points; ρ(x k ) are optimization variables (points of a density). The problem has N variables and 3N + 1 constraints. This implies that N constraints are equalities. At the same time, the points F (x i ) and F (x i ) have to compose non-decreasing functions, i.e., distribution functions. It is obvious that this function has the form depicted in Fig.2 as thick. This function corresponds to the equalities ρ(
are points of lower and upper density functions corresponding to F (x k ) and F (x k ), respectively; α is some value from 0 to 1. Then the optimization problem for computing Eh can be written as (6) .
Denote
If the function ψ(α) can be found in the explicit form, then the minimum of the function ψ(α) is computed by solving the equation dψ(α)/dα = 0. Otherwise, the optimization problem can be numerically solved by looking over values of α ∈ [0, 1]. (6) is achieved at a point which is one of the solutions to the following equation:
Moreover, the inequalities
Proof. It follows from (6) that
Here ϕ(x) = dF (x)/dx and ϕ(x) = dF (x)/dx. For arbitrary F and ϕ(x) = dF (x)/dx, there holds
.
Since the function h has the maximum at point x 0 , then the values F −1 (α) and
, as was to be proved.
is valid for all x ∈ R, then the optimal value of α in (6) or in (7) does not depend on h and is determined as Proof. The proof immediately follows from (7) . 
After simplification, we get
By using the equation
we obtain that the function ψ(α) has the minimal value 29.745 at point α = 1 − exp(−10/7) = 0.76. Therefore, Eh = 29.745. Finally, we obtain that the expected losses are in the interval [29.745, 52 .736]. It should be noted that the optimal point α can be found by using equality (7) as follows:
Hence, we have two solutions α = 1 − exp(−10/7) and α = 0. Since F −1 (0) = F −1 (0), then the second solution has to be removed. Therefore, we get α = 1 − exp(−10/7).
The above example has shown that the optimization problems can explicitly be solved. However, generally, the above optimization problems are numerically solved by changing α from 0 to 1 with some accuracy and by substituting all values into the objective function.
Functions having one maximum and one minimum
Let us consider a more complex case when the function h has one maximum at point x 01 and one minimum at point x 02 , i.e., the function h(x) is increasing in (−∞, x 01 ), decreasing in [x 01 , x 02 ], and increasing in (x 02 , ∞). 
Proof. The proof is similar to the proof of Proposition 4.1. By proving the upper bound, two cases should be considered. The first case is shown in Fig.3 . In this case, α < F (x 01 ). The second case is shown in Fig.4 . In this case, α ≥ F (x 01 ). Both cases differ by values of the optimal function in the interval [x 01 , F −1 (α)]. Since we do not know the value α a priori, then both cases are analyzed. The lower bound is proved in the same way. Similarly, the lower bound Eh = −426.62 can similarly be computed.
In the following, only expectations of functions having one maximum are studied because other cases of h can be derived in the same way.
It should be noted that lower and upper probability distributions are often obtained from other imprecise calculations and they are step functions in this case. This fact significantly simplifies the optimization problem because the step-wise functions produce a finite number of different intervals [F −1 (α), F −1 (α)] and α takes the finite number of values.
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P-boxes and Dempster-Shafer structures
In the previous sections, we have considered the distribution bounds of a general form. However, there is a class of distributions, which plays an important role in uncertainty modelling and representation. These distributions have the following form 18 :
where x * 1 ≤ ... ≤ x * n and x * 1 ≤ ... ≤ x * m are ordered points. In other words, the lower and upper distributions are right-continuous nondecreasing step functions from the reals into [0, 1] with at most n or m discontinuities located at the points x * 1 , ..., x * n or x * 1 , ..., x * m . Moreover, the functions F (x) and
F (x) define a p-box for a function F if F satisfies (1). Therefore, our aim in this section is to consider lower and upper expectations of a non-monotone function of the random variable X whose lower and upper distributions can be represented in the form of (8) . For simplicity, we study the expectations of the function having one maximum or minimum at point x 0 . 
Here
Proof. The upper expectation immediately follows from Proposition 4.1. Since the optimal density function in this case is a weighted sum of Dirac functions (with weights F (x * i ) − F (x * i−1 ) and F (x * j+1 ) − F (x * j )), having unit area concentrated in the immediate vicinity of some point (x * i and x * j+1 ), then the integrals in (5) are replaced by sums. Let us consider the lower bound for the expectation. If we replace the unchanging parts of the lower distribution function corresponding to
and replace the unchanging parts of the upper distribution function in the same way, then we can use Proposition 4.1 for computing the lower expectation. Note that α takes values from a finite set because the obtained optimal distribution is a step function. It is obvious that this set denoted by Φ consists of points F (x * i ) and F (x * j+1 ). The coefficients T α (x * j ) and R α (x * i ) are nothing else but values of the weights of the density function corresponding to the optimal distribution. Halpern and Fagin 23 pointed out that a belief function can formally be defined as a function satisfying axioms which can be viewed as a weakening of the Kolmogorov axioms that characterize probability functions. Therefore, it seems reasonable to understand a belief function as a generalized probability function 20 and the belief Bel(A) and plausibility P l(A) measures can be regarded as lower and upper bounds for the probability of A, i.e., Bel(A) ≤ Pr(A) ≤ P l(A).
The belief and plausibility functions can be considered in terms of a multivalued mapping 20 . Let P (ω) is a probability measure defined on a universal set Ω related to R through a multivalued mapping G : Ω → 2 R . Then the BPA is defined as
For each set A i ∈ P(U ), the value m(A i ) expresses the probability of ω i = G −1 (A i ). A random set is the pair (F, m) , where F is the family of all N focal elements. If X * is a subset of Ω such that X * = {ω ∈ Ω : G(ω) ⊆ A}, then the lower probability of A (belief function), according to Dempster's principle of inductive reasoning, is defined by Bel(A) = P (X * ). If X * is a subset of Ω such that X * = {ω ∈ Ω : G(ω)∩A = ∅}, then the upper probability of A (plausibility function) is given by P l(A) = P (X * ).
On one hand, the lower and upper distributions corresponding to the available interval-valued estimates can be found as follows:
On the other hand, Ferson et al 14 emphasized that, by having a p-box, it is always possible to obtain from it a Dempster-Shafer structure that approximates the p-box. Moreover, Ferson et al 14 , Kriegler and Held 18 proposed algorithms for constructing a random set from p-boxes. Algorithm 6.1 (Kriegler and Held) (1) Initialize indices k = 1 (running over the focal elements of the random set to be constructed), i = 1 (running over x * i ), j = 1 (running over x * j ). Let p k denote the cumulative probability already accounted for in step k. Assign p 0 = 0.
Then Proposition 6.1 implies the following corollary. 
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Proof. The proof immediately follows from Proposition 6.1 if we replace F (
It can be seen from comparison of (9)-(10) and (11)-(12) that all these expressions are dual to some extent.
At the same time, the lower and upper expectations in the framework of belief functions can be found in another way 24, 25 
At first sight, expressions (11)- (12) and (13) are quite different. However, the following proposition shows that (13) is nothing else than a form of (11)- (12) . Proposition 6.2. Expressions (11)- (12) and (13) give the same results, i.e., Eh = E # h and Eh = E # h.
Proof. Indeed, if we carefully look at (11), then we can see that
Therefore, there holds Eh = E # h. The same can be said about the lower expecta-
The cases T α (a i ) = α − k:a k <a i m(A k ) and R α (a i ) = k:a k ≤a i m(A k ) − α are similarly analyzed. By extending the above sum on all intervals A i , we get (13) . The possibility distribution π is normalized by the condition that there exists a x * ∈ Ω with π(x * ) = 1. The possibility measure also has the following properties: 0 ≤ Π(A) ≤ 1, Π(Ω) = 1, max{π(A), Π(A c )} = 1. A possibility distribution function is analogous to a probability mass function or density function, and a possibility measure is analogous to a probability measure. We will mainly consider the case when Ω = R.
It is shown by Dubois and Prade 28,16 that the possibility measure can be regarded as an upper probability measure
The corresponding lower probabilities are defined by
By taking Ω = R and considering the events A = (−∞, x], we can construct the lower and upper probability distributions associated with the possibility distribution π as follows:
Hence, the possibilistic lower and upper expectations b of the function h can be defined by using (2) . If the function h has one maximum, then it follows from (5) that the following three cases can be studied. If x 0 < x * , then
If x 0 = x * , then Eh = h(x 0 ). By taking into account the fact that
The lower expectation can be similarly obtained by using (6)
Here π − and π + are the left and right branches of the possibility distribution, respectively. 
Approximate computing of the lower and upper expectations
If we can find the lower and upper expectations of arbitrary functions h by means of very simple expressions (13) in terms of belief functions under condition that the corresponding lower and upper probability distributions are step functions, then it makes sense to approximate arbitrary lower and upper probability distributions by step functions and to find approximate belief functions corresponding to the initial lower and upper distributions. By having the approximate belief functions, we can find the lower and upper expectations of the function h by using (13) . Of course, this approach can be useful when the integrals in (6) and (5) can not be calculated in the explicit form or it is difficult to explicitly write the inverse functions F −1 (α) and F −1 (α). The same idea for realizing some mathematical operations with pboxes has been proposed by Ferson et al 14 .
The authors 14 pointed out that when the p-box has curves rather than step functions for its bounds, a discretization is necessary to produce the associated Dempster-Shafer structure, which will therefore be an approximation to the p-box. A possible approximation to continuous lower and upper distribution functions is shown in Fig.9 . This approximation was proposed by Kriegler and Held 18 and presupposes equal intervals of values of X. Another approximation (see Fig.10 ) was proposed by Ferson et al 14 and presupposes equal probability masses of the focal elements in order to provide equal BPAs of all intervals.
By using the second approximation, which produces equal BPAs, and taking M points for the discretization, we get the lower and upper expectations of the form:
Here m(A i ) = α i − α i−1 = 1/M , A i = [F −1 (α i−1 ), F −1 (α i+1 )], α 0 = 0.
The above approximation does not depend on the form of the function h. Note that the same procedure can be used for computing possibilistic expectations. 
Conclusion
Methods for computing the bounds for expected utilities under partial information about states of nature in the form of condition (1) and by non-monotone utility functions have been proposed in the paper. It has been shown that, for some types of the utility function, the lower and upper expectations can be exactly found without solving hard optimization problems. At the same time, the approximate methods can be useful and they allow us to approximately compute the lower and upper expectations also without solving hard optimization problems.
We have analyzed only decision problems defined by one random variable. However, risk analysis usually deals with a number of factors whose impact is represented by a function of random variables and these variables can be statistically independent. When the function of the random variables is monotone, risk analysis does not meet any difficulties. Coolen 31 shows how the complex optimization problems in this case can be replaced by relatively straightforward one-dimensional search problems, independent of the dimensionality of the original parameter space. Nevertheless, general methods for risk analysis in case of a lack of monotonicity should be developed.
By viewing risk analysis in the decision context, one can see that the developed methods are used for computing only unrandomized actions (pure strategy). However, randomized actions (mixed strategy) could give sometimes better solutions to some extent. Therefore, another direction for further work could be possible extensions of proposed methods for searching optimal randomized actions.
