Functional dependencies add semantics to a database schema, and are useful for studying various problems, such as database design, query optimization and how dependencies are carried into a view. In the context of a nested relational model, these dependencies can be extended by using path expressions instead of attribute names, resulting in a class of dependencies that we call nested functional dependencies (NFDs).
Introduction
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Copyright ACM 1999 l-531 13-062-7199/05...$5.00 lational model, a wide variety of dependencies have been studied, such as functional, multivalued, join and inclusion dependencies (see [14, 21 for excellent overviews of this work). However, apart from notions of key constraints and inclusion dependencies [5, 161, dependencies in richer models than the relational model have not been as thoroughly studied.
Complex data models are, however, heavily used within biomedical and other scientific database applications. Reasoning about dependencies within these applications is becoming increasingly important as schemas get larger, queries span multiple complex databases, and new databases are created as materialized views. For example, if a new database is created as a materialized view over multiple complex databases, knowing how dependencies are carried into this complex view could eliminate expensive checking as the new database is created and later updated.
We therefore start attacking this problem by defining a notion of functional dependency for the nested relational model together with inference rules for these dependencies. We are considering the nested relational model, where set and tuple constructors are required to alternate, mainly for simplicity, but relaxing this assumption does not significantly change the inference rules. Since in this model attributes of a relation may be sets rather than atomic types, dependencies may traverse into various levels of nesting through paths. We call this new form of functional dependencies nested functional dependencies (NFDs).
As an example of what we would like to be able to express, consider a type Course defined as a set of records with attributes cnum, time, students, and book, where students is a set of records with labels sid, age, and grade, and books is a set of records with labels isbn, and title:
Course : {Qnum, time students : {c&d, age, grade>}, books : {cisbn, title>}>}.
Some nested functional dependencies that we would like to be able to express for Course are:
1.
2.
3.
4.
5.
cnum is a key.
Every Course instance is consistent on their assignment.of title to a given isbn.
In a given course, each student gets a single grade.
Every Course instance is consistent on their assignment of age to sid.
A student cannot be enrolled in courses that overlap on time.
Note that there are "local" dependencies, such as dependency 3 where a student can have only one grade for a given course but may have different grades for distinct courses. There are also "global" dependencies such as dependencies 2 and 4, where the assignment of title to an isbn and age to sid must be consistent throughout the Course relation. Dependency 5 illustrates how an attribute from an outer level of nesting may be determined by attributes in a deeper level of nesting. Note that even if every level of nesting presents a "key" as suggested in [l] , this type of dependency is not captured by the structure of the data.
Our definition of NFDs can also be used to express other interesting properties of sets. For example, they can be used to state that some fields in a set valued attribute are required to be disjoint, or that a set is expected to be a singleton. In AceDB 1181, a database which is very popular among biologists, every attribute is defined as a set. This is useful in applications where the database is sparsely populated and evolves over time, since empty sets can model optional or undefined attributes. However, some attributes can be specified to be (maximally) singl.eton sets. In order to reason about constraints in this model, it is therefore important to be able to express the fact that a set must be a singleton. The importance of singleton sets is also evident in [7] , which investigates when functional dependencies are maintained or destroyed when relations are nested and unnested. In most cases, this relies on knowing whether a set is a singleton or multivalued.
One of the most interesting questions involving dependencies is that of logical implication, i.e., deciding if a new dependency holds given a set of existing dependencies .
For functional dependencies in the relational model, this problem has been addressed from two different perspectives: a decision procedure called the tableau chase, and a sound and complete set of inference rules called Armstrong's axioms.
As an example of an inference we might want to make over the complex type Course, suppose we have a database DBCourse which is known to satisfy all the dependencies listed above. We wish to know if in DBCourse, given a student ID sid, and a time, there is a unique set of books used by the student, at that ti!me. Reasoning intuitively, the answer is affirmative since a. student can be enrolled in only one course cnum .in a given time, and cnum, which is a key, determines a. set books. However, it would be useful to have a techni.que and inference rules to prove this.
The development of inference rules is important for many reasons [4] : First, it helps us gain insight into the dependencies. Second, it may help in discovering efficient decision procedures for the implication problem. Third, it provides tools to operate on dependencies. For example, in the relational model, it provides the basis for testing equivalence preserving transformations, such as lossless-join decomposition, and dependency preserving decomposition, which lead to the definition of normal forms of relations, a somewhat more mechamcal way to produce a database design [19] .
We therefore focus in this paper on the development of a sound and complete set of inference rules for NFDs. However, the presence of empty sets in instances causes serious problems in developing such rules since formulas such as Vx E R?(x) are trivially true when R is em:pty. We therefore initially restrict the inference problem to the case where empty sets cannot occur in any instance, and then suggest how this assumption can be relaxed by specifying where empty sets are known not to occur.
The remainder of the paper is organized as follows: Section 2 describes our nested relational model, the definition of nested functional dependencies in .this model, and their translation into logic. We also contrast our approach to others taken in the literature. Section 3 presents the axiomatization of NFDs, illustrates their use on some examples, and discusses how empty sets in instances can cause problems. Section 4 concludes the paper and discusses some future work.
2
Functional Dependencies for the Nested Relation Model The nested relational model has been well studied (see [2] for an overview). It extends the relational model by allowing the type of an attribute to be a set of records or a base type, rather than requiring it to be a base type (First Normal Form) . For simplicity, we use the strict definition of the nested model and require that set and tuple constructors alternate, i.e. there are no sets of sets or tuples with a tuple component, although allowing nested records or sets does not substantially change the results established. For ease of presentation, we also assume that there are no repeated labels in a type, i.e., <A : int, B : {<A : int>}> is not allowed.
An example of a nested relation was given by Course in the previous section.
More formally, a nested relational database R is a finite set of relation names, ranged over by RI, R2, . . . . A is a fixed countable set of labels, ranged over by AI,&,..., and I3 is a fixed finite set of base types, ranged over by b, . . .
The data types Types are as follows:
Here, b are base types, e.g. boolean, integer and string. The notation {w} represents a set with elements of type w, where w must be a record type.
'a1 :
n,..*,%x : r,> represents a record type with fields Al,..., A, of types ~1,. . . ,r,, respectively.
Each ri must either be a base or a set type.
A database schema is a pair (R, S), where R is a finite set of relation names, and S is a schema mapping S : R -+ Types, such that for any R E R, R & rR where rR is a set of records in its outermost level.
A database instance of a database schema (R,S) is a record I with labels in R such that rr~I is in [S(R)] (we assume the natural denotation for types) for each R E R.
As an example, if ({Course}, S) is a schema where S(Course) = {Qnum : string, time : int, students : {csid : int, grade : string>}>}.
Then the following is an example of an instance of this schema:
cCourse ti{<cnum c) "cis550", time ti 10, students ti {<sid I+ 1001, grade e "A">, csid ti 2002, grade I-+ "B">}>, Gmum t-) "cis500", time * 12, students I-) {<sid ti 1001, grade t+ "A">}>}>
Nested Functional Dependencies
The natural extension of a functional dependency X + A for the nested relational model is to allow path expressions in X and A instead of attributes. That is, X is a set of paths and A is a single path. As an example, the requirement that a student's age in Course be consistent throughout the database could be written as Course : [students : sid -+ students : age], where ":" indicates traversal inside a set. Note that we have enclosed the dependency in square brackets"[" and appended the name of the nested relation, Course.
We start by giving a very general definition of path expressions, and narrow them to be well-defined by a given type. Definition 2.1 Let A = Al, Aa,. . . be a set of labels. A path expression is a string over the alphabet AU{:). E denotes the empty path. A path expression p is well-typed with respect to type r if l p = E, or l p= Ap' andr is a record type <A: r',...> andp' is well-typed with respect to r', or l p = : p' and r is a set type (7') and p' is well-typed with respect to 7'.
As an example, A : B is well-typed with respect to <A : {<B : int,C : int>}>, but not with respect to <A : int>.
The semantics of path expressions is given by:
Note that the value of a path expression that traverses into an empty set is undefined, i.e., it does not yield a value in the database domain. We say that a path expression p is well defined on v if it always yields a value in the database domain.
As an example, if With this notion, we are now in a position to define nested functional dependencies (NFDs), and how an instance is said to satisfy an NFD. In general, the base path x0 can be an arbitrary path rather than just a relation name. For the degenerate case where m = l,i.e. theNFDisofformxs:[0+x,], then in any value of x0, : x, must be a constant. Our definition of NFDs is very broad, and captures many natural constraints.
As an example, we can precisely state the constraints on Course described in the introduction. Note that in this example, sid is a "local" key to grade; this illustrates the use of a path rather than just a relation name outside the "0". Contrast this to the previous example, wlhere the NFD requires that isbn and title be consistent throughout the database. . If we only consider the first line in the table, the NFD is satisfied since all values of attribute F coincide, i.e. B : C = 1 determines E : F = 5. The existence of more than one value for F automatically invalidates the constraint because a single value in C would be related to distinct values in F as in the second line. The second line also violates t'he dependency because it has a value in B : C that also appears in the first line, but has a different value for E : F. introduce two universally quantified variables for R and for each set-valued attribute in zi . . . z, The body of the formula is an implication where the antecedent is the conjunction of equalities of the last attributes in Xl . . . x,-i and the consequence is an equality of the last attribute in xm.
NFDs expressed in logic
As an example, Course : [students : sid + students : age] can be translated to the following formula:
VqE Course Vc2 E Course Vsl E cl.students Vs:! E cz.students.
(sl.sid = sz.sid + sl.age = sz.age)
To formalize this translation, we define functions var, and parent.
Let SC = (R,S) be a schema, I an instance of SC, and f = xc : [xi . . .x,-i + xm] be an NFD defined over SC, where xi = Ai : . . . : Ai;, 0 5 i 5 m, and A? = R, R E R.
Define var as a function that maps labels to variable names as follows:
l for each label A in rR that appears in some path xi, 0 2 i 2 m, var(A) = VA. Recall that we assume labels cannot be repeated.
The function parent maps a label to the variable defined for its parent as follows:
l for all Af, 1 5 i < m, parent = va~(A~~), i.e., the parent of the first labels in paths xi . . . x, is the variable associated with the last label in path xc. l parent(Ai+,) = var(Ai). Let {A;. . . A:} be the set of such Aj labels, i.e., the set of labels that have some descendent in a path expression. Note that only one variable is introduced for labels in ze (except for the last label), and that two variables are introduced for all other labels.
Discussion
In the definition of NFDs, the base path can be an arbitrary path rather than just a relation name. The motivation for allowing this is to syntactically differentiate between local and global functional dependencies: R : A : [B + C] is a local functional dependency in A, while R : [A : B + A : C] defines a global dependency between B and C. However, the local dependency is provably equivalent2 to the dependency R : [A, A : B + A : C]. Intuitively, by requiring equality on A (as a set), the dependency between B and C becomes local to the set. Therefore, the expressive power of NFDs with arbitrary paths and relation names as base paths are the same. However, we believe that the first form is more intuitive.
Most of the early work on functional dependencies for the nested relational model either used the definition of functional dependencies given for the relational model [15] , or proposed a simple extension to allow equality on sets [12] . Our definition clearly subsumes these definitions.
The idea of extending functional dependencies to allow path expressions instead of simple attribute names has been investigated by Weddell [21] in the context of an object-oriented data model. While this work supports a data model of classes, where each class is associated with a simple type (a flat record type), our model supports a nested relational model 2The equivalence of these two forms is proved in the next section.
with arbitrary levels of nesting. In [21] , following a path entails an implicit "dereference" operation, while in NFDs following a path means traversal into an element of a nested set. We believe these two works are complementary and that it would be interesting to investigate how the two approaches could be combined into a single framework.
3
Inference Rules for NFDs Without Empty Sets
One of the most interesting questions involving NFDs is that of logical implication, i.e., deciding if a new dependency holds given a set of existing dependencies. This problem can be addressed from two perspectives: One is to develop algorithms to decide logical implication, for example, tableau chase techniques (see [13] for the relational model, and more recently [16, 171 for a complex object model). The other is to develop inference rules that allow us to derive new dependencies from the given ones.
In this section, we present a sound and complete set of inference rules fo.r NFDs in the restricted case in which no empty sets are present in any instance. The extension to allow empty sets in instances is discussed in detail in Section 3.2.
The implication problem for NFDs that we are considering is therefore defined as: Definition 3.1 Let SC be a schema, C be a set of NFDs over SC, and IS an NFD ouer SC. C logically implies u under SC, denoted C bsc u if for all instances I of SC with no empty sets, I + C implies I b cr.
NFD Rules
Conceptually, the NFD rules can be broken up into three categories: Thle first three mirror Armstrong's axioms -reflexivity, augmentation and transitivity. The next two -push-in and pull-out -transform between the alternate forms of NFDs discussed at the end of the last section.3 The last three rules allow inferences based solely on the nested form of the data -locality, singleton, and prefix.
In the following, :c, y, z, 20, xi,. . . are path expressions, and Al, AZ,. . . , Bi, Ba, . . . are attribute labels. XY denotes X lJ Y, where X, Y are sets of path expressions, and x : X denotes the set {x : x1,. . . z : zk}, where X = {xi,. . . , z:k}.
The NFD-rules are:
0 reflexivity: ifxEXthenxe: [X+x] .
3A discussion of why lie don't adopt a simpler form of NFDs which would eliminate these two rules is deferred to Section 3.2. Proof Outline: Soundness can be easily verified. For completeness, we assume that the domain of all base types are infinite, and use the standard form of proof. Let SC = (R, S). W e introduce the notion of a closure of a set of path expressions X with respect to a base path x0 and a set of NFDs C, denoted as (x0,X, C)", as the set of paths ze : q such that 20 : q is a well-typed path with respect to some R E R and x0 : [X + q] can be derived from the NFD-rules. Then an instance I is built such that I satisfies C, but not xe : [X + y] if xc : y $ (x0, X, C)". The construction of I is described in Appendix A.
As an example of the use of the NFD-rules, let R be a relation with schema {<A : {<B : {CC>}, E : {<F,G>}>}, D>}, on which the following NFDs are The locality rule allows us to derive a local NFD from a global one by dismissing the attributes outside the level of nesting of the local NFD. In the example above, note that for any element in R, given a value of A there exists a unique value of D, since they are labels in a record type. Therefore, locally for any value of A, B : C + E : F. R : A : [B + E : F] by prefix rule on (1).
(1) states that whenever two tuples in R have a common value for C in the set B, then the value of E : F must also agree. In particular, if two tuples agree on the value of B then they present a common element, since we assumed that there are no empty sets in instances of R.
R : A : E : [0 + F] by locality of (2).
If in any tuple in R : A the value of B determines the value of E : F, then all elements in E must agree on the value of F, otherwise (2) would be violated. Therefore, locally in any A : E the value of F is constant.
R : A : [E + E : F] by push-in.
If the value of F is constant inside any value of A : E, then for any given value of A : E there exists a unique value of F. Therefore, the whole set determines the value of F. Since the value of the set E determines the value of each of its attributes, then E must be a singleton. Therefore, the values of its unique element determines the value of the set.
R : A : [B + E] by transitivity
with (7), (2), and nfd2.
3.2
Discussion Simple NFDs.
Note that push-in and pull-out simply change between equivalent forms of NFDs. I.e., an NFD of form R : y : [xi,. . . , zk + z] is equivalent to R : [y, y : x1,. . . , y : xk + y : z]. Therefore, we could change the definition of an NFD to allow only relation names as the base path (2s) of an NFD, without changing its expressive power.
In this simpler form of NFDs, it can be shown that there are only six inference rules: push-in and pull-out are unnecessary. Of the remaining rules, only locality must be modified to what we call full-locality: if
2. x is not a proper prefix of any y E Y then xc : [z, x : X -+ x : z]. Note that full-locality combines the pull-out and locality rules. As an example of the need to use fulllocality rather than locality, consider the following: Although the simpler form of NFDs yields a smaller set of axioms, we believe that the first form, which allows an arbitrary base path, is more intuitive since it makes a syntactic distinction between inter-and intraset dependencies.
The Problem of Empty Sets. As mentioned earlier, the presence of empty sets causes difficulties in reasoning since formulas such as t/x E R.P(x) are trivially true when R is empty. In particular, the transitivity rule is no longer sound in the presence of empty sets, as illustrated below. One reasonable solution to this problem is to disallow empty sets only in certain portions of the schema; this is analogous to specifying NON-NULL for certain attributes in a relational schema. The transitivity rule can then be modified to reason about where empty sets are known not to occur. We do this by introducing a new relation follow between paths. 2. for all p in (21,. . . , x,} -X, if p does not follow y, then p is known not to be an empty set then ~0 : [X + y]. The fact that transitivity does not generally hold in the presence of empty sets has also influenced our definition of NFDs to allow only single paths on the right-hand side of functional dependencies rather than sets of paths.
Recall that in the relational model, a functional dependency (FD) X -+ Y, where X, Y are sets of attributes, can be decomposed into a set of FDs with single attributes on the right-hand side of the implication.
Unfortunately, the decomposition rule follows from reflexivity and transitivity and cannot therefore be uniformly applied with NFDs in the presence of empty sets.
The presence of empty sets also affects the prefix rule. Consider the instance I presented in 
Conclusion
We have presented a definition of functional dependencies (NFD) for the nested relation model. NFDs naturally extend the definition of functional dependencies for the relational model by using path expressions instead of attribute names. The meaning of NFDs was given by defining their translation to logic. NFDs provide a framework for expressing a natural class of dependencies in complex data structures. Moreover, they can be used to reason about constraints on data integration applications, where both sources and target databases support complex types.
We presented a set of inference rules for NFDs that are sound and complete for the case when no empty sets are present. Although for simplicity we have adopted the nested relational model, and the syntax of NFDs is closely related to this model, allowing nested records or sets would not change the inference rules presented significantly.
However, new rules would have to be added to consider path expressions of record types as the current syntax only allows path expressions of set and base types. As, an example, we would need a rule that states that if in R x is a path of type <Al,. . . , A,>, then R : [x.Al . . . x.A, -+ x], where "." indicates record projection.
In [7] , Fischer, Saxton, Thomas and Van Gucht investigate how nesting defined on a normalized relation destroys or preserves functional and multivalued dependencies; they also present results on the interaction of inter-and intra-set dependencies. Their results are based on case studies of the cardinality of relat:ions, and of the containment relation between the set, of attributes over which the nesting is defined and the set of attributes involved in the dependency. Many re;sults depend on the fact that a nested relation is a singleton set. In our definition of NFDs, both inter-and intra-set dependencies can be expressed. NFDs can also express that a given set is expected to be a singleton. ,4s a result, our work generalizes their results by providing a general framework to reason about interactions between nesting and functional dependencies.
In future work, we intend to investigate a relaxation of the assumption that no empty sets are present in any instance, by requiring the user to define which setvalued paths are known to have at least one element. We believe this is a natural requirement to make, since definition of cardinality has long been recognized as integral part of schema design [6] and is part of the DDL syntax for SQL (NON-NULL).
Generalizing the inference rules to this case would allow us to reason about constraints for a larger family of instances.
The tableaux chase has been used as a decision procedure for functional dependencies in the relational m.odel [13] , and extended to determine logical implicatio:n on views [lo] . We are currently working on an extension of the tableau technique to determine view dependencies for NFDs. A definition of tableaux for the nested relational model has been proposed in [16] , and we are using it to develop a transformation rule to chase nested tableaux with NFDs. We believe that the insights gained with the axiomatization presented in this paper will be of significant benefit. 
Completeness of NFDs
In this section we describe the construction of the instance I that is the basis for the completeness proof. First, we need to define the set of paths in a schema.
Definition A.1 Let SC = (R,S) be a schema. Then the paths of SC, denoted as Paths(SC), is the set of all path expressions p E Rp', such that R E R, and p' is well-typed with respect to rR. Similarly, the paths of R, R E R, denoted as Pathssc(R), is the set of paths p such that p E Paths(SC), and p E Rp'.
Let SC = (R,S) b e a schema, C a set of NFDs over SC, X a set of paths such that X g Paths(R), R E R, and x0 a path in Paths(R).
The construction of an instance I of R such that I b C, but I p xc : [X + z] if x0 : x +! (20, X, C)*ysc is as follows. We assume that the domain of all base types are infinite, and to make the exposition simpler, we consider a unique base type b in our data model. Construction of I: Let closure be (~0, X, C)*lsc, where x0 G Rx;. value(p) are global variables. If p is a set of records and in its construction value&') is used (this happens when p is prefix of p') then value(p') should be thought as a placeholder until its value is evaluated. assignVa1 (val, :p) : it is a function that gives a value val for a path p depending on the type of p in a schema SC. rl, and rs are local variables of type t, where the type of p is {t}. 
