In this paper we propose a novel algorithm to enhance the face video from omni-directional video camera. A two-stage strategy is used. First stage is the noise elimination, realized by iterative MAP update. Naive Bayesian criterion is used to model the posterior. The predominant salt and pepper noise introduced by the omni-to-perspective transformation can be removed effectively, while the image details are well-preserved. The high frequency component compensation (HFCC) super-resolution algorithm is applied thereafter to remove the blocky effect. Experimental results show that the video quality has a marked improvement.
INTRODUCTION
Omni-directional video cameras (ODVC) are widely used for their 360-degree field of view [1, 2, 3] . Pseudo-perspective video can be generated by using the ODVC geometry [2, 3] . Therefore, existing algorithms for rectilinear cameras can be applied. However, the transformed images are typically low resolution and suffer from non-uniform distortion across the image [4] . Stereo pair can be used to alleviate the problem [5] , but the expenses are highly increased and applications are limited by ODVC settings. This motivates our research on image enhancement for ODVC video stream.
In this paper, we present a novel two-stage ODVC face image enhancement algorithm. ODVC videos are first projected to a virtual perspective image plane [3] . Our NOVA system [2] works on the unwarpped pseudo-perspective image to segment human faces. The face videos are low-resolution and noisy. There exist many high resolution reconstruction algorithms for images from rectilinear camera. Most of them assume Gaussian noise [6, 7] , which is not applicable for our data. In our face data, the noise is introduced by the omnito-perspective transformation. Salt and pepper noise is predominant. Although some traditional filters, for example, median filter, can reduce such noise, the results suffer from oversmoothing. An alternative approach is proposed in this paper. Noise elimination is realized statistically. We use naive Bayesian criterion to model the posterior and iteratively update the images by local MAP estimate. After that, highfrequency component compensation (HFCC) algorithm [8] is used to alleviate the blocky artifacts in the denoised data. Experimental evaluations show the usefulness of the algorithm.
ALGORITHM DESCRIPTION
In our NOVA system, faces are segmented by "skintone" [9] from the unwarpped panoramic video stream. Figure 1 gives an example of the omni-directional image. Figure 2 (a) give example images of the low-resolution and noise contaminated face images.
Iterative MAP update for Noise Elimination
In this section, we will describe our noise elimination algorithm. We assume that the transformed pseudo-perspective images I P T bear the same statistical characteristics as the original omni-directional images I ODV . Therefore, noise elimination can be realized by correcting I P T using statistics from I ODV . Salt and pepper noise source usually has local spatial support and has different local statistics. Therefore, local statistics are sufficient. Here we use the pixel's posterior conditioned on its eight-neighborhood. The noise elimination procedure is done per-pixel basis and iteratively.
Suppose x i is the intensity for current pixel to be processed and X i = {x i1 , x i2 , · · · , x i8 } is the vector formed by the intensity of x i 's eight-neighborhood. When processing x i , we assume X i is correct. From Bayesian criterion, the posterior conditioned on X i can be written as :
We want this posterior for pixels from I P T to be as similar as that of I ODV . Therefore, we update x i according to its local MAP estimate. The prior knowledge p(X i |x) is estimated from multiple original ODVC images. The original ODVC images are sampled randomly, and 3 × 3 neighborhoods are used as the samples to learn the local statistics. Similar patterns are clustered together by k-means clustering. Each clus- ter has an empirical weight β c , c = 1, · · · , C m . In each cluster, we model the conditional probabilities by Gaussian mixture. An exhaustive strategy could be used, which means for every intensity s ∈ [0, 255], an individual Gaussian mixture model is built. However, it has low tolerance to noise. An alternative strategy is adopted. We quantize the intensity with more rough scales, more specifically, sixteen equally spaced bins, and a Gaussian mixture is used to model the prior probability in each bin. Accordingly, ( 1) can be written into:
The most probable bin will be given by MAP estimate:
Further step is still needed to find the most probable estimate in the Bm. The distribution L(x|m) = p(x|x ∈ Bm) can be estimated as follows:
where the frequencies of pixels in Bm with the intensity a m + n: hm ,n = #(x=am+n) #(x∈Bm) are obtained from the original ODVC images. We take the window function W(x) as a Gaussian N (x; a m + n, 1).
Let current
From the assumption, pixels that have large deviation from the estimate are most likely contaminated by noise and need correction. We use the following procedure iteratively to correct the images:
otherwise.
(6) ∆ is the updating step. In our implementation, ∆ is taken as 1. The whole image is scanned and updated per-pixel basis in a raster-scan order. The procedure is repeated for a given times. Figure 3 gives an example of the procedure. The above algorithm removes the noise iteratively. However, due to the internal low-resolution image formation procedure, the result images suffer from blocky artifacts. The following pixel-wise high-frequency component compensation (HFCC) algorithm solves it effectively.
Pixel-wise high-frequency component compensation
The basic idea starts from the assumption that blocky effects are results of lacking high frequency component. This algorithm uses 2p + 1 successive frames to estimate the lost high frequency component I hf . By compensating I hf back, resolution enhancement can be realized and blocky artifacts can be alleviated. Figure 3 shows the flowchart of the algorithm. Let the denoised 2p + 1 successive face images from previous step be 
Since true I h,t is unknown, the following estimate is used in-
Compensate ε 0 t back to I 0 h,t , we can get a better estimate I 1 h,t . In this way, estimate of I h,t can be improved iteratively:
Now the task is to find H 
one-step steepest descendant update gives desired LPSF. LPSF and pixel x's eight-neighborhood is used jointly to determine the probability of (H k t * I k h,t )(x) heuristically:
where d j = 1or √ 2 are Euclidean distance between pixel x i,m,n and its neighbor x i,m,n,j . Local MAP criterion is applied for the estimation. The above procedure and equation ( 8) are used repeatedly to update the high resolution estimate. More details of the algorithm can be found at [8] .
EXPERIMENTAL EVALUATION AND CONCLUSION
The proposed algorithm is tested on gray-scale human face videos obtained from our NOVA system. The faces are detected and tracked from the transformed pseudo-perspective videos. Different subjects are tested under several settings. The two-stage enhancement strategy split the task into two parts. The iterative MAP estimator is used to remove the salt and pepper type noise from omni-perspective transformation. Blocky artifacts are alleviated by compensating the lost high-frequency component. Figure 4 show some examples. Our results are compared with those from median filter.
The results from median filter suffer from blocky and oversmoothing while these can be solved effectively by the proposed algorithm: the noises are removed efficiently, while the useful high frequency details are still well-preserved. The experimental results validate the proposed algorithm. 
