In this paper,we will study the boundedness properties of commutator
Throughout this paper, d will denote a fixed positive integer greater than 2 and Ω will denote an open, non-empty subset of R d . We wish to study linear elliptic differential operator ∆ in divergence form defined on C 2 functions by ∆f (x) = 1 2 d i,j=1
Recall the divergence theorem. Suppose Ω is a nice region, F is a smooth vector field, ν(x) is the outward normal vector at x ∈ ∂Ω, and σ is surface measure on ∂Ω. The divergence theorem then says that
A twice continuously differentiable, complex-valued function v defined on Ω is harmonic on Ω if ∆v = 0.
We begin with the following simple observation :
Proposition 0.1 Let g be a C ∞ function with compact support and f a bounded C ∞ function. Then
The integrand on the right could be written ∇g.∇f.
Proof. We apply the divergence theorem. Let B be a ball large enough to contain the support of g and let F (x) be the vector field whose i−th component is 1 2
Since g is 0 on ∂B, then F.ν = 0 on ∂B, and also,
Proposition 0.2 Suppose v is positive and harmonic in Q (4). There exists
for all cubes Q of side length h contained in Q(2).
Proof. Let Q * be the cube with the same center as Q but side length twice as long. Note Q * ⊂ Q (4). Let ϕ be C ∞ with values in [0, 1], equal to 1 on Q, supported in Q * , and such that ∇ϕ ∞ ≤ c 2 h −1 . Since
So by the Cauchy-Schwarz inequality and proposition 0.1,
Dividing by the second factor on the right, squaring and using the bound on |∇ϕ|,
which implies our result. We need to distinguish the class of vector fields − → F such that the commutator inequality
In the important case where − → F = ∇f , the preceding inequality is equivalent to the boundedness of the commutator Proof. Note that
We will let P be the Newton potential of µ defined by
Then, we have the following lemma :
Lemma 0.5 Let µ be a positive Borel measure on R d such that P (x) = I 2 µ(x) = ∞. Then the following inequality hold :
Proof. Suppose u ∈ D R d . Then K =supp u is a compact set, and obviously inf x∈K P (x) > 0. Without loss of generality, we assume that ∇P ∈ L 2 loc R d , and hence the left-hand side of (1) is finite. Using integration by parts, together with the properties −∆P = µ (understood in the distributional sense) and applying the Schwarz inequality, we get :
, for all u ∈ D R d . Using this inequality, we have
Consequently, we obtain
Thus, we arrive at the inequality Proof. Suppose that
