We present a method to derive velocity uncertainties from GPS acteristics that can be modelled by a power law noise plus an annual signal.
Introduction
Satellite based geodetic techniques provide an outstanding tool to measure crustal mo-19 tions and deformations. Geodetically derived velocities of surface points provide necessary 20 constraints to study tectonic plate motion, strain localization of active geological features, 21 and to estimate rheological properties of the crust and the underlying asthenosphere [e.g. series. Some of the deviations from the long term linear motion due to these contributions 32 can be modelled and subtracted in order to improve the measured velocity of the observed 33 point [Segall, 2010] . Still, the "corrected" time series remain affected by multiple sources 34 of noise that cannot be completely removed from the signal (e.g. atmospheric delays,
35
clock instability, monument motion, orbit error, etc.).
36
Johnson and Agnew [1995] , Zhang et al. [1997] , Mao et al. [1999] , and Williams et al.
37 [2004] showed that GPS velocity uncertainties are underestimated by factors from 2 to 38 X -4 HACKL ET AL.: TRIGNET UNCERTAINTY ESTIMATION 11, if only white noise (not time correlated noise) is considered. This suggests that time 39 correlated noise has to be taken into account in the calculation of velocity uncertainties.
40
Mao et al. [1999] presented an error model that includes colored (time correlated) noise.
41
Their empirical formula is based on spectral analysis and Maximum Likelihood Estimation [e.g. Mao et al., 1999] . Still these methods can lead to both large overestimation and 57 underestimation of the correct velocity uncertainty.
58
There has been some debate on the choice of the error model and whether a random 59 walk signal, mainly due to monument motion, is present in geodetic data or not. Con- et al. [2009] showed that the long term inter-seismic velocity field in Southern California
78
(active plate boundary) can be affected by seismic cycle effects, which could explain a 79 trend towards higher time correlation nearby active tectonic features.
80
Here we present a method to estimate GPS velocity uncertainties. In contrast to the 81 different scaling methods, our method accounts for site characteristics but does not require 82 spectral analysis nor MLE. It is based on the Allan Variance, an analysis often used as 83 a measurement of frequency stability in clocks and oscillators [Allan, 1966; Barnes, 1966; 84 X -6 HACKL ET AL.: TRIGNET UNCERTAINTY ESTIMATION Rutman, 1978] and it is applied to the slope of the time series. 
Time correlated variance
Like many geophysical phenomena, noise in GPS position time series can be described 93 as a power law process [Mandelbrot, 1983; Agnew, 1992] . This one-dimensional stochastic 94 process ε(t) is characterized by a power spectrum of the form
where f is the temporal frequency, P 0 and f 0 are normalizing constants, and ν is the 96 spectral index [Mandelbrot and Van Ness, 1968] . White noise corresponds to ν = 0, 97 flicker noise to ν = −1, random walk to ν = −2. There are many ways to deal with time 98 correlated noise mostly based on spectral analyses [e.g. Lomb, 1976; Scargle, 1982] [Allan, 1966; Barnes, 1966; Rutman, 1978] . It is defined as one half of the average of the squared differences between consecutive readings of the observable sampled 103 over a certain interval τ (Eqn.2).
where τ is the bin length, n the number of bins, and m i (τ ) the mean of the observable 105 in the i-th bin.
106
The variance computed in this way is a function of the distribution being measured 107 and the sample period. For stationary processes (ν > −1) this variance is identical to 108 the classical variance and thus it can be identified with the variance of the observable 109 [Allan, 1966] . In the case of non-stationary processes the Allan variance for a certain bin 110 length is independent of the time series length and the sampling frequency. Thus, the
111
Allan variance is convergent in contrast to the classical variance. Although the meaning 112 of a variance is questionable in the case of non-stationary processes the Allan variance 113 still provides insights into the noise characteristics in those cases [Allan, 1987] .
114
The Allan variance has already been applied to geodetic time series to study uncer-115 tainties associated with site positions [Le Bail, 2004] . Here, the Allan variance has been 116 modified in the sense that the mean of each bin is replaced by its slope. To avoid confu-117 sion we will call the variance computed in this way Allan variance of the rate (AVR). In 118 simple terms, the time series is divided into n bins of equal length τ . Then the slope of 119 the time series is calculated for every bin by linear regression. The AVR corresponding to 120 a given τ is then defined as one half of the variance of the differences of the slopes of two 121 consecutive bins. Fig.1 
Error model
The method described in Section 2 provides the velocity uncertainty for any interval 147 length of the time series within the accessible range of τ limited by the necessity of 148 multiple bins to get a statistically significant value of the variance and by the sampling 149 period (4t < τ < L/4, where t is the sampling period and L the length of the time series).
150
In most cases we want to assess the velocity uncertainty corresponding to the full length 151 of the time series. In order to do so an error model based on assumptions on the noise 152 characteristics is required and a corresponding function has to be adjusted to the slope 
Power law noise
Agnew [1992] analyzed the time-domain behavior of Gaussian power law noise (Eqn.1) 160 and derived the relation
for the standard deviation σ x of the position for a given time series with a spectral been shown [Allan, 1966; Bos et al., 2008] that the variance σ 2 of the linear velocity v is
165
proportional to:
In the case of Gaussian distributed noise this expression implies the linear relationship
between the spectral index ν and the slope µ of the AVR in a log-log plot (see Table   168 1). This relationship between µ and ν is also in agreement with Williams [2003a] . Unlike 169 the position, the velocity information still improves with observation length for ν > −3.
170
In the case of a power law noise the AVR of the velocity as a function of the length of 171 the time series can be modelled by:
In order to test the presented method, 21,000 time series with spectral indices −2 ≤ 173 ν ≤ 0 were created and analyzed. A subset of 1,000 points were taken from time series of 174 10,000 points to avoid boundary effects. All time series were generated as a superposition
175
of Ornstein-Uhlenbeck processes [Kasdin, 1995; Milotti, 2006] . The time series were also 176 analyzed using CATS, a psd spectral analysis Matlab routine [Stoica and Moses, 1997; 177 Welch, 1967; Oppenheim and Schafer, 1989] and by a method introduced by Lomb [1976] 178 and Scargle [1982] . The Matlab routine is based on the periodogram, which is a widely used, simple, and fast algorithm, although it is known to be a biased estimate [e.g. Stoica
180
and Moses, 1997] and is included only for completeness.
181
The results are summarized in Fig.2 the contribution of white noise). We also note an increase in the dispersion of the results
191
at lower spectral indexes probably due to the necessity to limit the interpolation to τ not 192 longer than 1/4 of the length of the time series. 
202
The method presented here is also able to deal with error models consisting of a com-203 bination of white noise, flicker noise, and random walk by using the relationship between 204 spectral index and power law behavior of the AVR (Eqn. 5). For this error model the 205 variance of the rate can be written as:
where a wn , a f l , and a rw are the coefficients for white noise, flicker noise, and random 207 walk respectively. Table 1 summarizes model function (Eqn.7) to fit the AVR (see Fig.3 and Table 2 ). In general we were able 
225
As an example we can look at the case of "white noise + random walk" (Fig. 3E ). Eqn. 
255
The AVR for a pure sinusoidal signal of the form
where a is the amplitude of the signal, T its period, and Φ a phase can be calculated 
where a is the amplitude of the sinusoidal signal that can be solved for by fitting the data 260 for a given period T (e.g. T = 365 days for an annual signal). extrapolation to the full length of the time series (black curve in Fig. 4) . expressions for these cases were derived, we want to point out some characteristics.
290
An offset in the time series causes a change in trend of the AVR. In the case of "white 291 noise + offset" the slope variance shows a similar behavior like a random walk process,
292
which is in agreement with Williams [2003b] .
293
If there is a change of rate in the time series, it is possible that the corresponding AVR 294 of the rate shows a kink and increases with τ for a certain range of integration intervals.
295
The above mentioned error models are not suitable for uncertainty estimation of time 
TrigNet
TrigNet is a network of about 50 continuously operating GNSS base stations distributed 300 throughout South Africa (see Fig. 5 
CATS vs AVR
In order to estimate correct velocity uncertainties for the TrigNet time series CATS 333 and the AVR method were applied. For both methods the same error model consisting 334 of a power law noise plus an annual signal was used. The three components were treated 335 independently in the calculation of the uncertainty, which is common practice. For the 336 majority of the sites the spectral indices computed for the three components of the velocity 337 are very similar, indicating that all the components are subject to the similar type of noise.
338
In the case of the AVR an error model consisting of a linear combination of Eqn.6 and 339
Eqn.10 was adjusted to the variances, solving for the parameters a pl , µ, and a 1 by weighted 340 nonlinear least-squares. In order to improve the numerical stability of the least-square at Hermanus (HNUS).
350
In general, the calculations led to comparable results for both methods as summarized
351
in Table 3 and Fig.7 Table 1 . Spectral index ν and corresponding slopes of the AVR in a log-log plot µ for the most frequently mentioned noises with Gaussian distribution. ν µ white noise 0 -3 flicker noise -1 -2 random walk -2 -1 The velocities are plotted with two error ellipses (95% confidence interval) corresponding to the different methods of uncertainty estimation (see Table 3 ). Blue ellipses correspond to the uncertainties calculated with CATS, red ellipses to the uncertainties calculated by the AVR method. 
