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Motivated by the sustained interest in Bose Einstein condensates and the recent progress in
the understanding of topological phases in condensed matter systems, we study quantum
condensates and possible topological phases of bosons in coupled light-matter excitations,
so-called polaritons. These bosonic quasi-particles emerge if electronic excitations (exci-
tons) couple strongly to photons.
In the rst part of this thesis a polariton Bose Einstein condensate in the presence of
disorder is investigated. In contrast to the constituents of a conventional condensate, such
as cold atoms, polaritons have a nite life time. Then, the losses have to be compensated
by continued pumping, and a non-thermal steady state can build up. We discuss how static
disorder aects this non-equilibrium condensate, and analyze the stability of the superuid
state against disorder. We nd that disorder destroys the quasi-long range order of the
condensate wave function, and that the polariton condensate is not a superuid in the
thermodynamic limit, even for weak disorder, although superuid behavior would persist
in small systems. Furthermore, we analyze the far eld emission pattern of a polariton
condensate in a disorder environment in order to compare directly with experiments.
In the second part of this thesis features of polaritons in a two-dimensional quantum spin
Hall cavity with time reversal symmetry are discussed. We propose a topological invariant
which has a nontrivial value if the quantum spin Hall insulator is topologically nontrivial.
Furthermore, we analyze emerging polaritonic edge states, discuss their relation to the
underlying electronic structure, and develop an eective edge state model for polaritons.
This work was done at the University of Leipzig supervised by Prof. Dr. Bernd Rosenow.
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Properties of Coupled Light-Matter
Excitations
A milestone in the history of condensed matter physics was the discovery of superconduc-
tivity by H. Kamerlingh Onnes in the year 1911 [1] and of superuidity 27 years later by
P. Kapitza [2] as well as J. Allen and D. Misener [3]. It took several decades to under-
stand these conceptually similar phenomena. Superconductivity can be described in the
framework of BCS theory [4, 5] and, for instance, an interacting Bose-Einstein conden-
sate (BEC) exhibits superuidity. Both the BCS-state and the BEC are realized in an
ordered low temperature phase. When increasing the temperature a phase transition to
a disordered high-temperature phase takes place. Such phase transitions are usually well
described by a local order parameter (Landau theory), see e.g. Ref. [6].
Before the discovery of the integer quantum Hall eect [7] in 1980 it was believed that all
states of matter can be classied by the concept of a local order parameter. Remarkably,
the observation of quantized conductivity of the integer quantum Hall eect cannot be
explained by a local order parameter. Instead, this novel phase of matter is characterized
by a global quantity  a topological quantum number [8].
Addressing electrons in a semiconductor optically provides additional opportunities
to control the system. For instance, coupled light-matter excitations can be generated by
placing the semiconductor structure inside an optical cavity. Then, the photon eld excites
electrons and simultaneously couples back to the induced polarization. The emerging
quasi-particles  a mixture of photons and excitons  are called exciton-polaritons or,
for simplicity, polaritons. As a characteristic feature, the polariton spectrum separates
into a lower and upper dispersion branch which do not cross. Theoretically predicted by
Hopeld [9] in the sixties, polaritons were rst observed experimentally 1992 by Weisbuch
et al. [10]. Because of the nite life-time of both cavity photons and excitons, polaritons
7
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are meta-stable. Typically, these quasi-particles decay on a scale of pico-seconds. Thus,
in any experiment the losses have to be compensated by continued pumping, for example,
with a laser beam injecting photons into the optical cavity. Then, a non-thermal steady
state can build up.
Polaritons are bosonic quasi-particles and, thus, a formation of a BEC should be pos-
sible. Indeed, under non-resonant pumping macroscopic occupation of a zero-momentum
state, temporal phase coherence, and spatial correlations over the entire condensate region
were observed as signatures of a polariton BEC [1113]. Moreover, aspects of superuidity
like quantized vortices [14, 15] and suppression of scattering from defects [16] are found.
In a seminal work by Fisher at al. [17] it was shown that suciently strong disorder
can suppresses the superuid state and can cause a transition to a non-superuid Bose-
glass. Contrary to an ordinary BEC, polariton condensates are non-thermal steady states,
which raises the question about the nature of the superuid to Bose-glass transition in the
driven dissipative situation. In our work we address this problem and investigate a driven
dissipative condensate in a disordered environment. We discuss how static disorder aects
the non-equilibrium condensate, and analyze the stability of the superuid state against
disorder.
In a driven system the mean density of the condensate is determined by a balance of
gain and loss. Disorder induces density uctuations about this mean value. In a region with
reduced density, as compared to the mean value, the gain mechanism tries to compensates
the depletion, and more particles are scattered into the condensate than decay. On the
other hand, in a region with increased density more particles decay than are injected from
the reservoir. By virtue of the continuity equation, these local particle sources and sinks
are connected by condensate currents. Because the density uctuates randomly in space,
a random distribution of sources and sinks forms and, thus, a random pattern of current
ow is imprinted onto the system. The condensate current is proportional to the product
of the density and the gradient of the condensate phase. Since the current is not constant,
the phase cannot vary uniformly in space, and thus a random current conguration gives
rise to a spatially uctuating phase. We nd that such uctuations destroy the (quasi-)
long-range order of the non-equilibrium condensate wave function.
Superuidity can be characterized by the superuid stiness [18], which is, for instance,
determined by the response of the condensate to an external phase twist θ, say, along the
x-direction. For a perfect superuid the condensate phase φ(~x) responds homogeneously;
it increases linearly along x over a distance of system size L, such that φ(x+L) = φ(x)+θ
is satised. For the driven dissipative condensate in a disordered environment, we nd a
qualitatively similar behavior below a critical length scale Ls. However, if L  Ls, the
response is spatially restricted to a randomly-pinned domain wall, which is perpendicular
to the twist direction and of thickness Ls. Its formation is possible because a local read-
justment of the random current distribution induced by disorder is favorable as compared
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to a phase twist over the entire condensate. Then, contrary to an equilibrium superuid,
only a fraction of the driven condensate (region of the domain wall) does change due to the
twist. This is a non-superuid behavior. Our numeric analysis shows that the superuid
stiness decreases exponentially with increasing ratio L2/L2s, such that a driven dissipative
condensate with disorder is not a superuid in the thermodynamic limit, even for weak
disorder, although superuid behavior would persists in small systems.
Recently, non-equilibrium topological states, so-called Floquet topological insulators,
were proposed [19]. There, resonant radiation transforms an initially topologically triv-
ial insulator into a nontrivial state. This suggests the possibility that polaritons being
mixed light-matter excitations might show novel topological phases, too. In this thesis
we investigate possible topologically nontrivial structures in a time-reversal invariant, two-
dimensional system of polaritons. Establishing the existence of topological invariants and
associated edge or surface states for bosons is a challenge. For fermions the time reversal
operator squares to minus one, implying the existence of degenerate Kramers partners.
This Kramers degeneracy guarantees that time reversed partners cannot be coupled, and
allows to identify a topological invariant with nontrivial value. The bosonic time reversal
operator squares to plus one, Kramers partners do not exist in general, and time reversal
invariance does not help to dene a topologically nontrivial index. In agreement with this
consideration, the existing topological classication of single particle Hamiltonians [2022]
states that for time-reversal invariant bosonic systems in d = 2 dimensions a topologically
nontrivial phase does not exist.
In this thesis, for the rst time, topological features of polaritons in a quantum spin
Hall (QSH) cavity with time reversal symmetry are discussed, and a topological invariant
with nontrivial value is proposed. Importantly, the coupling of photons and excitons in
such a model has a non-analyticity in momentum space in the vicinity of at least one time
reversal invariant momentum. For this reason topological states are possible.
Polaritons carry a pseudospin which is identied with the polarization of the photonic
component [23]. Time reversal allows for a coupling of both pseudospins, such that the
degeneracy of lower (upper) polariton branch with respect to pseudospin is lifted. In
addition to time reversal invariance, the model for polaritons in a QSH cavity has parity
symmetry. Then, the lower (upper) polariton branch is split except at all time reversal
invariant momenta. We nd that the topology of polaritons in a QSH cavity can be
characterized by optical signatures, namely by the polarization of the photonic component.
The latter is described by a unit vector ~n. Each point on the unit sphere is identied with a
polarization state. For example, if ~n lies on the equator, the polariton is linearly polarized,
and if ~n points to the poles, the polariton has a circular polarization. The polarization
vector depends on the polariton wavevector. If the latter is varied throughout the Brillouin
zone, the former will vary on the unit sphere. The way in which it varies can be used to
distinguish topologically distinct states: the number of how many times ~n encloses the unit
9
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sphere if the wavevector covers the Brillouin zone yields a topological index. For instance,
a situation of zero net coverage of the unit sphere (topologically trivial) is dierent to a
situation for which ~n wraps around the unit sphere once (topologically nontrivial). We nd
that the energy eigenstates of polaritons in a QSH cavity are linearly polarized, such that
the polarization vector behaves topologically trivially. However, we will show how to dene
a dierent set of basis states, for which the states are related via time reversal symmetry
and form partners analogous to fermionic Kramers partners. If the underlying electronic
structure is in a topologically nontrivial phase, these states have polarization vectors, which
enclose the unit sphere twice if the wavevector covers the Brillouin zone. This results in
a topological invariant for polaritons with nontrivial value. Two important signatures
indicate such a nontrivial value: First, along a closed line in momentum space around the
Γ-point a pure excitonic state is present. Second, polaritonic edge states below the lower
polariton branch emerge. We note that both signatures are experimentally accessible by
means of optical techniques. We discuss the relation of the polaritonic edge states to the
underlying electronic structure, and develop an eective one-dimensional edge-state model




2.1 Light-Matter Excitations: Polaritons
A polariton is the dressed state of an electromagnetic eld in a dielectric. From a classical
point of view, a dielectric is a set of harmonic oscillators, such that a plane wave mode of
the bare photon induces an oscillating polarization. The excited oscillations will be a plane
wave of the same wavevector and frequency as the driving eld, and will feed back to the
original photon mode. The eigenmodes of these two coupled oscillators are polaritons [9].
We know what happens if two pendulums are coupled: an in phase mode with lower energy
and an out of phase mode with higher energy emerge. For polaritons these are called lower
polariton (LP) and upper polariton (UP) branch, respectively. Actually, the same physics
can be described using quantum mechanics. The oscillators are replaced by photonic and
excitonic creation (annihilation) operators, both are coupled, and a diagonalization of the
resulting Hamiltonian yields the LP and UP states. That is all we like to discuss in detail
in this section.
2.1.1 Excitons, cavity photons and light-matter coupling
In this section we will study excitons, cavity photons, and their coupling, which allows to
derive a Hamiltonian for polaritons. A schematic sketch of this coupled system is presented
in Fig. 2.1.
Excitons
The band structure of an idealized direct-gap semiconductor, shown in Fig. 2.2, consists
of a completely lled valence band (vb) and an empty conduction band (cb). Providing
energies greater than the band gap allows to excite an electron and thereby to create a hole.
Since electron and hole have opposite charge, they attract each other due to the Coulomb
interaction. Such a pair forms a bound state, a so-called exciton. In the following we will












Figure 2.1: Light-matter coupling in a semiconductor quantum well structure embedded
between two Bragg mirrors. The left panel shows the real space structure [24]. The exciton-
photon coupling in momentum space is depicted in the right panel. A photon with momentum
~q and polarization σ excites an electron-hole pair with center of mass momentum ~ke +~kh and
pseudospin α, which feeds back to the light mode so that new eigenmodes, so-called polaritons,
emerge.
exists. This allows us to neglect interactions between excitons and to focus on single
excitons only.
A typical band structure for spin-full electrons in a two-dimensional quantum well
is shown in Fig. 2.2 [25, 26]. The conduction band contains two degenerate s-orbital like
states. Because of spin-orbit coupling and the connement in z-direction, the valence band
is split into three energetically separated dispersions, each of which is doubly degenerate.
For considering low energy excitations, it is sucient to restrict the full band structure to
the s-like conduction band with mJ = ±1/2 and the p-like valence band with mJ = ±3/2.







where ~k is the two-dimensional wavevector, u
µ~k
(~x) a lattice periodic function, and µ labels
band index and pseudospin α. We dene the latter as α = ↑ for mJ > 0 and α = ↓ for
mJ < 0. The band energy εµ(k) = ~2k2/2mµ with eective mass mµ is degenerate with
respect to α. For the considered band structure, cf. Fig. 2.2, the periodic functions
u
µ~k
(~x) are s- or p-orbital wave functions with total angular momentum quantum number
J = 1/2, 3/2 and magnetic quantum number mJ = ±1/2,±3/2.1
We note that in general the wave function Eq. (2.1) depends on three spatial coordinates
1 In general uµ~k does not have necessarily quantum numbers J,mJ . However, time reversal symmetry
demands the existence of Kramers partners which might be labeled by a quantum number, say α. Then,
the spectrum is split, except at all time reversal invariant momenta. If additionally parity symmetry is
realized, the spectrum gets degenerate with respect to α for all wavevector ~k.
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J = 12 , mJ = ± 12
J = 32 , mJ = ± 32hh:
J = 32 , mJ = ± 12
lh:
split-off band
J = 12 , mJ = ± 12
Figure 2.2: Sketch of a typical band structure of a two dimensional semiconductor [25].
The conduction band (cb) eigenstates are s-orbital like. Spin-orbit coupling splits the valence
band (vb) into three bands: heavy holes (hh), light holes (lh) and an energetically lower lying
band (split-o band). The connement to two dimensions lifts the degeneracy of hh and lh
at the Γ-point, so that eectively only the p-orbital like hh-band has to be considered. We
depict pictorially the interband excitation crossing the band gap ∆ε of a vb electron into the
cb (blue dot) leaving a hole (red dot).
with an addition envelope function in z-direction, as on the scale of the unit cell (lattice
constant) the quantum well is three-dimensional and so is u
µ~k
(~x). The dependence on
the z-coordinate is not considered in the following in the spirit of an envelope function









(v,α)−~k(~x) , with εh(k) = −εv(−k) , (2.3)
where {c, v} label conduction and valence band and α = ↑, ↓ is the pseudospin dened
above.
The two-band semiconductor can be described by an eective mass Hamiltonian where
the lattice periodic functions u
µ~k








(−∇2h) + VC(~xe − ~xh) , (2.4)
where for simplicity the electron and hole mass are chosen to be equal. If we dene a center




, ~q = ~ke + ~kh , (2.5a)










(−∇ 2R ) +
~2
2mr
(−∇ 2r ) + VC(r) , (2.6)
with eective exciton massmx = 2m andmr = m/2. The former has a plain wave solution,
while the latter is identically to the two-dimensional Schrödinger equation of a hydrogen
atom (see Ref. [27] for details and solutions). The exciton eigenstate and energy are
ψx~q n(
~R,~r) = ei ~q·
~R φ(n)(~r) , ε
(n)
x (~q) = ∆ε+
~2q2
2mx
+ ε(n) , (2.7)
with center of mass wavevector ~q Eq. (2.5a), energy gap ∆ε, and binding energy ε(n).
The wave function φ(n)(~r) is a solution of the hydrogen-like Schrödinger equation with
n as collective quantum number (principle quantum number and angular momentum)
and energy ε(n) < 0. For example, the energetically lowest eigenfunction has the form
φ(0)(~r) ∼ exp(−2r/aB) with exciton Bohr radius aB [27].
If we account for the pseudospin degree of freedom α of electrons and holes, the exciton
acquires an additional spin structure. Below, we will consider an example where optical
transitions do not change the pseudospin of the electron. Then, an optically active (bright)
exciton consists of an electron and a hole with same pseudospin α, and can be characterized
by the quantum number α, too. Let us expand Eq. (2.7) in electron-hole states (see





























where φ(n)(~k) is the Fourier transformed of the real space wave function φ(n)(~r). Eq. (2.8)
is a useful starting point to explicitly construct exciton wave function from electron and
hole states in a semiconductor.
Cavity photons
Free photons are massless particles with a linear dispersion ω = ~cph|~q|. In vacuum,
cph = c is the speed of light which is reduced for media with refractive index larger as
one, cph ≤ c. Embedding the optical medium between layers of Bragg reectors, a so-
called planar micro-cavity, connes the photon, say, in z-direction, see Fig. 2.3. Then, the
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Figure 2.3: Sketch of a planar micro-cavity. The cavity photon with in-plane momentum
~~q || excites excitons with same center of mass momentum. The coupling of both leads to
polaritons.












~q 2 +O(~q 4/q4z) . (2.10)
The momentum ~q lies in the x-y-plane perpendicular to the connement direction. The
dispersion Eq. (2.10) is that of a massive particle. Above, we have considered the en-
ergetically lowest photon mode with a wavevector perpendicular to the cavity layer of
qz = π/dcav. With dcav we denote the distance between the upper and lower Bragg mirror.
This length and the photon velocity determine two parameters, namely the 'photon gap'
ω0 ≡ ~cphqz and an eective photon mass mph ≡ ~qz/cph. The latter is quite small as
compared to typical eective electron or exciton masses, since the photon velocity is orders
of magnitudes larger than typical velocities in condensed matter systems. For q  qz, the
dispersion is linear as for massless particles.
A solution of the wave equation for the photonic vector potential are plane waves2,
~Aσ~q(~x) = ~Aσ e
i~x·~q (2.11)
with ~x = (~x , z)T , wavevector ~q, and amplitude ~Aσ of the polarization direction σ. Then,
2 Plane waves do violate the boundary conditions in z-direction. We should use standing waves A(z) ∼
sin(qzz) instead, which do satisfy the connement constraints of the Bragg mirrors. Nonetheless, using as
approximation plane waves in z-direction is sucient for our discussion.
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For transverse waves the two polarization vectors are orthogonal to the propagation
direction. We can represent them by a vector ~A‖ parallel and one ~A⊥ perpendicular to
the plane of incidence, such that ~A‖ · ~A⊥ = 0, see Fig. 2.3. A linearly polarized state with
~A‖ is called p-polarized and the one with ~A⊥ s-polarized. The superposition of both with





~A‖ ± i ~A⊥
)
. (2.13)
These two orthogonal modes represent a spin 1 particle having only ±1 projection onto
the quantization axis. The right (left) polarization is identied with with +1 (−1) angular
momentum. Importantly, the quantum well electrons have angular momenta conned to
the x-y plane, so that optical excitations are governed by the projection of Eq. (2.13)
onto the quantum well plane. Therefor, we dene a circular polarization basis lying in the




(~ex ± i ~ey) . (2.14)
For a small angle of incident ϑ 1, the projection of Eq. (2.13) onto the x-y-plane remains
approximately right and left circularly polarized. However, with increasing ϑ the injected
photon needs to be elliptically polarized in order to have a circularly polarized projection,
see Appendix C.1 for details.
Finally, we need to quantize the electromagnetic vector potential Eq. (2.12). Following
the standard procedure of canonical quantization [28, 29], we replace the amplitudes by





ei~x·~q ~eσ âσ~q + h.c.
)
. (2.15)




ω(~q) â†σ~q âσ~q , (2.16)
with dispersion ω(~q) dened in Eq. (2.9).
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Exciton-photon coupling
The interaction of charged particles and photons can be described by a minimal coupling
of matter and light [28]. Using this approach, the electron momentum is replaced by the
canonical momentum plus the electromagnetic vector potential, ~p → ~p + e ~A, with e > 0.
If we work in Coulomb gauge, ∇ · ~A = 0, the momentum and photon operators commute
[p̂, Â] = 0. Then, the electron Hamiltonian linearized in the eld operator Â takes the
form
He[p̂+ eÂ] ≈ He[p̂] +
∂He[p̂]
∂p̂
· eÂ+O(Â2) . (2.17)














~k′,~k, ~q) + h.c.
)
, (2.18)
where ĉ†~kµ (ĉ~kµ) creates (annihilates) an electron with momentum
~k and quantum number
µ. The latter is a multi-index and labels the band index {c, v} and pseudospin α =
{ ↑, ↓}. The photon operator â†σ~q (âσ~q) creates (annihilates) a mode with momentum ~q










[He, ~x] · e ~Aσ~q(~x) ψν~k(~x) . (2.19)
Eq. (2.19) describes the absorption or emission of a photon which generates an electron
excitation or relaxation |ψ
ν~k
〉 → |ψ
µ~k′〉. In order to obtain Eq. (2.19), we have used that
p̂ and x̂ are conjugate variables. Then, the derivative in Eq. (2.17) can be replaced by
∂He/∂p̂ = i[He, x̂]/~.
In the following, we will focus on systems in which optical transitions do not change
the pseudospin α of the electron and on the coupling of photonic states to the energetically
lowest excitonic states, only. The latter are the 1s-excitons, which have quantum number
n = 0, see Eq. (2.7). The corresponding states will be denoted by |ψxα~q〉 with pseudospin α
and wavevector ~q. As compared to Eq. (2.8) we have discarded the index n = 0. Neglect-
ing processes which create an exciton as well as a photon simultaneously3, the coupling is
determined by gασ~q ~q ′ = 〈ψxα~q|Hint|Aσ~q ′〉, where |Aσ~q ′〉 is the photonic state with polariza-
tion σ and wavevector ~q ′. Using the expansion (2.8) for |ψxα~q〉 and the formula (2.18) for
Hint yields
gασ~q ~q ′ =
∑
~k
φ ∗(0)(k) 〈ψcα ~k+~q/2|
i
~
[Ĥe, x̂] · e ~Aσ~q ′ |ψvα ~k−~q/2〉 , (2.20)
3 This is the rotating wave approximation, see e.g. Ref. [29].
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where α, σ label the exciton pseudospin and photon polarization, respectively, and ~q, ~q ′
are exciton and photon momentum. The 2-dimensional hydrogen-like wave function for
the 1s-exciton in momentum space is φ(0)(k) = aB/
√
2π [1 + (aBk/2)
2 ]3/2 [27]. In order to











(v,α) ~k−~q/2 . (2.21)
Computation of the exciton-photon coupling for a simple band structure  As
an example, we compute the exciton-photon coupling Eq. (2.20) for a system with a simple
band structure sketched in Fig. 2.2. The corresponding electron eigenfunctions are shown
in Eq. (2.1). Here, the lattice periodic functions |u
µ~k
〉 do not depend on wavevector such
that |uµ〉. The multi-index µ labels the band index (valence and conduction band) and
pseudospin α. The conduction band is s-like with magnetic quantum numbers mJ = ±12 ,
whereas the valence band is p-like having mJ = ±32 . A state with mJ > 0 (mJ < 0) has
pseudospin α = ↑ (α = ↓). The photon is assumed to be a circularly polarized plane
wave Eq. (2.11) with polarization vectors lying in the x-y-plane of the quantum well, see
Eq. (2.14).
First, we evaluate the matrix elements for all optically active transitions Eq. (2.19).
Then, the exciton-photon coupling Eq. (2.20) can be extracted straightforwardly. The






′)− εν(~k)) δ~k′−~k, ~q 〈uµ| r̂ |uν〉 · ~Aσ . (2.22)
A detailed step by step calculation is presented in Appendix C.2. Above, the Kronecker-
delta ensures momentum conservation and 〈uµ|r̂|uν〉 is the dipole matrix element. The
latter determines the optically active dipole transitions and can be evaluated by means of









0 for σ = r










1 for σ = r
0 for σ = l
, (2.24)
gσ(c ↑)(v ↓)(~k
′,~k, ~q) = 0 , gσ(c ↓)(v ↑)(~k
′,~k, ~q) = 0 (2.25)
Above, the subscript (cα)(vα′) labels a transition from the valence to the conduction
4 The plane wave (or standing wave) of the electromagnetic eld ~A ∼ ei~x ·~q eizqz in z-direction is
approximated by eizqz ≈ 1. This is justied by |z|qz ≤ π dQW/dcav  1.
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band where the arrows represent the pseudospin α = ↑, ↓ and the superscipt σ is the
photon polarization. The parameter A is the photon amplitude, x0 is a real constant, and
∆ε(~k′,~k) ≡ εc(~k′)− εv(~k) where εc,v(~k) are conduction as well as valence band dispersion,
and ∆ε ≡ ∆ε(0, 0) is the band gap. The result (2.23-2.25) is understood by applying the
selection rules of dipole transitions:
i) Optical transitions do not change the electron spin.
ii) The photons carry angular momentum +1 (−1) for σ = r (σ = l) polarized modes.
Therefore, the electron angular momentum has to change by ±1 during an optical
excitation.
For example, a transition from a valence band state with pseudospin α = ↑ to a conduc-
tion band state with α = ↑ changes the total angular momentum from mJ = +3/2 to
mJ = +1/2. Such a process involves a change of angular momentum by −1 while spin is
conserved, and, thus, can be induced by an absorption of a photon with σ = l. Importantly,
a transition from a valence band state withmJ = +3/2 (mJ = −3/2) to a conduction band
state with mJ = −1/2 (mJ = +1/2) is not possible, since either the angular momentum
has to change by ∓2 or the spin has to be ipped. Therefore, optically active transitions
in the dipole-approximation do not change the pseudospin α.
Using the results Eqs. (2.23-2.25), the exciton-photon coupling Eq. (2.20) can be com-
puted. We nd that each polarization mode couples to one excitonic pseudospin-degree
only, such that the coupling vanishes for
g ↑ r~q ~q ′ = 0 = g
↓ l
~q ~q ′ ,
and is nite for









~k − ~q2) = g
↓r
~q ~q ′ , (2.26)
with φ(0)(k) = aB/
√
2π [1 + (aBk/2)
2 ]3/2. In a semiconductor the Coulomb interaction of
electron and hole is screened quite strongly, so that the exciton Bohr radius is large, aB  a
(a denotes the lattice constant). Since φ(0)(k) is peaked around k = 0 and falls o rapidly
for k > a−1B , we may approximate φ(0)(
~k) ≈ δ~k 0.5 Such weakly bound excitons are called
Wannier excitons [27]. Using this approximation, the exciton energy is the sum of electron
εe(~q/2) and hole εh(~q/2) energy, εx(~q) ≈ ∆ε(~q/2,−~q/2). Since the exciton mass is orders
of magnitudes larger than the cavity photon mass, 2m  mph, the exciton dispersion in
Eq. (2.26) can be approximated by the band gap ∆ε. Then the coupling Eq. (2.26) yields
g ↑l~q ~q ′ ≈ −
i
2
g0 δ~q ~q ′ ≈ g ↓r~q ~q ′ , (2.27)









Figure 2.4: Sketch of the polariton dispersion. The dashed blue and red curve depict the
exciton and photon dispersion, respectively. The lower polariton (LP) and upper polariton
(UP) branch (orange lines) show the typical anti-crossing behavior of coupled oscillators. We
marked the Rabi splitting g0 and detuning ∆(q = 0) < 0.
with constant g0 ≡ 2 eAx0~ ∆ε. The factor of 2 in g0 was introduced for convenience, such
that g0 equals the Rabi splitting (see below).
2.1.2 Polariton model
Now, we have all ingredients to write down a Hamiltonian for polaritons. In the rotating

















α~q âσ~q + h.c.
)}
, (2.28)
with exciton energy εx, cavity photon dispersion ω and coupling gασ. Above, we have as-
sumed that an optical excitation conserves momentum and does not change the pseudospin
α. The former is valid if momentum is a good quantum number, such that photons and
electrons are plane waves. Furthermore, we like to point out that the exciton operator b̂†α~q
(see Eq. (2.21)) has bosonic commutation relation, see e.g. Ref. [32].
For a simple semiconductor band structure we have calculated the coupling of exciton
and photon explicitly, see Eq. (2.27). Choosing a basis set of form {|b ↑〉, |b ↓〉, |ar〉, |al〉} the







with exciton Hamiltonian Hx = εx 1, photon Hamiltonian Hph = ω 1, and coupling









g0 σx . (2.30)
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The matrix (2.29) can be made block diagonal, since each pseudospin degree of freedom
couples to one polarization mode only (G is o-diagonal). Consequently, polariton eigen-
states described by Eq. (2.29) have also a pseudospin quantum number. Let us adopt the
convention that polaritons with +1 (−1) pseudospin are composed of excitons with α = ↓
(α = ↑) and photons with σ = r (σ = l). Each polariton-pseudospin block of Eq. (2.29) is




















where ∆(q) ≡ ω(q) − εx(q) is the detuning. LP and UP show the typical anti-crossing
behavior of coupled oscillators, see Fig. 2.4, with a Rabi splitting6 of g0.
2.2 Bose Einstein Condensation and Superuidity
In non-interacting quantum systems of bosons the ground state can be occupied by many
particles simultaneously. The phenomenon of macroscopic ground state occupancy is called
Bose-Einstein condensation (BEC). In quantum systems the wave-like and particle-like





with wavelength λ, particle momentum p, and Planck constant h as proportionality factor.
In thermal equilibrium, the particle momentum can be estimated by p ∼ √mkBT for an
ideal gas of massive particles. Then, the thermal de Broglie wavelength is λT ∼ h/
√
mkBT .
If λT is small as compared to the inter-particle distance ∼ n−1/3 (d = 3 dimensions),
wave-like aspects are negligible and the particle behaves classical. On the other hand, if





Actually, the estimate above is surprisingly close to the exact result for non-interacting
bosons: Tc ≈ 3.3 ~2n2/3/mkB [33, 34].
After the prediction of BEC in 1924 by S. N. Bose and A. Einstein, it took 71 years
until it was experimentally realized in ultra-cold atoms by E. Cornell and C. Wieman [35]
6The Rabi splitting or frequency is the energy dierence of UP and LP branch at resonant excitation [27,
28], i.e. at the ~q-value with ∆(~q) = 0. If ∆(~q) 6= 0 ∀ ~q the Rabi splitting is formally obtained by setting
∆ ≡ 0 in Eqs. (2.31, 2.32).
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(Rb-atoms) and, independently, by W. Ketterle [36] (Na-atoms). On the other hand su-
peruidity  a frictionless ow  was observed by both P. Kapitza [2] as well as J. Allen
and D. Misener [3] in liquid 4He in 1938. A possible relation of a BEC and a superuid
was proposed in the same year by F. London [37, 38]. Although BEC and superuidity
are dierent phenomena, just like helium-4 and dilute ultra-cold gases are quite dierent
systems, similar concepts can be used to understand both. But, we stress that a BEC is
not necessarily a superuid and vice versa.
In the following we will generalize the denition of BEC to interacting particles, intro-
duce the concept of a macroscopic condensate wave function, relate the phenomenology of
a superuid to this concept, and nally discuss similar phenomena in polaritonic systems.
2.2.1 Macroscopic occupation and long range order
A discussion of BEC is, for example, presented in the textbooks [33, 34, 39]. Some of the
original ideas following the proposal of S. N. Bose and A. Einstein were formulated by
O. Penrose and L. Onsager [40] as well as C. N. Yang [41]. Below, we give a brief review
and provide all concepts needed in this work.
Denition of BEC, condensate fraction, and order parameter
Originally, Einstein considered a system of non-interacting bosons in thermal equilibrium.
Then, a BEC is a macroscopic ground state occupancy. A generalization to N interact-
ing particles out of equilibrium is possible via the one-particle reduced density matrix,
ρ1(~x, ~x
′; t) = 〈Ψ̂†(~x, t)Ψ̂(~x ′, t)〉 with bosonic many-particle creation (annihilation) opera-
tor Ψ̂† (Ψ̂), [34, 40]. Roughly speaking, ρ1 is the product of amplitudes to nd a particle
at position ~x and ~x ′, averaged over the behavior of all other N − 1 particles.7 Since ρ1 is








′, t) , (2.35)
where Ψi(~x, t) are the eigenfunctions of ρ1 and Ni(t) are the eigenvalues for any given
time t. Note that in general the functions Ψi are not eigenfunctions of any single-particle
Hamiltonian. This is only the case for a non-interacting system in thermal equilibrium.
Eq. (2.35) allows for the following denitions [34, 40]:
(i) The system is normal (not BEC), if all eigenvalues Ni(t) are of order unity.
(ii) The system is a simple BEC, if exactly one eigenvalue is of order N .
(iii) The system is a fragmented BEC, if more than one eigenvalue is of order N .
7 More formally, the one-particle reduced density matrix ρ1 is the full density matrix ρ traced over
N − 1 particles ρ1 = Tr2,...,N [ρ].
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Above, the terms of order unity and of order N  are understood in the thermodynamic
limit where the number of particles N → ∞, the system volume Ω → ∞, and the ratio
N/Ω = const. Then, both are dened via Ni(t)/N → 0 and Ni(t)/N → const, respectively.
In the following we like to focus on denitions (i) and (ii).
In case of (ii) we may denote the eigenvalue of order N by N0(t), such that the ratio
N0/N is the condensate fraction. The corresponding eigenfunction is the order parameter
8
Ψ(~x, t) ≡ Ψ0(~x, t) =
√
n(~x, t) eiφ(~x,t) , (2.36)
with condensate density n and phase φ.
Very similar to the concept above, we may not ask explicitly for the eigenvalues of ρ1,
but instead consider its behavior in the limit |~x− ~x ′| → ∞. Then, the case (ii) of simple




′; t) = lim
|~x−~x ′|→∞
Ψ∗(~x, t)Ψ(~x ′, t) , (2.37)
which is referred to as o-diagonal long-range order (ODLRO) [41]. Actually, the iden-
tication of the right hand site of Eq. (2.37) with the order parameter Eq. (2.36) is not
obvious, however, can be shown straightforwardly by using, for instance, the decomposi-
tion Eq. (2.35) [34].
Gross-Pitaevskii-Equation
A BEC in an interacting system is approximately described by the Gross-Pitaevskii-






~∇2 + V (~x) + U |Ψ(~x, t)|2
)
Ψ(~x, t) . (2.38)
The condensate wave function Ψ(~x, t) is identied with the macroscopically occupied eigen-
state of ρ1 Eq. (2.35), or equivalently with the order parameter Eq. (2.36). Above, m is
a mass parameter, V (~x) an external potential, and U an onsite interaction potential. De-
tailed discussions of Eq. (2.38) can be found in Refs. [33, 34, 39, 45, 46]. Note that by
construction the GPE describes a system with condensate fraction N0/N = 1.
The stationary solution (steady state) of the GPE (2.38) can be parametrized by
Ψ(~x, t) =
√
n(~x) eiφ(~x) e−iωt , (2.39)
with condensate density n, phase φ and frequency ω. The stationary GPE is obtained by
8 Note that our denition has the normalization
∫
~x
Ψ(~x, t) = 1, which diers from Ref. [34].
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where N0 is the total particle number of condensed particles and the frequency ω serves as a
Lagrange multiplier.9 Note that ~ω and the energy E are dierent because of interactions.
For vanishing external potential, V ≡ 0, the stationary solution is Ψ(t) = √n0eiφ0 e−iωt
with density n0, arbitrary phase φ0 ∈ [0, 2π], and energy ~ω = n0U . The conservation of
particle number in Eq. (2.38) demands
∫
~x n0 = N0. Comparing the kinetic energy term,






For instance, let us assume that a boundary exists and the condensate is forced to vanish for
all x ≤ 0, however, remains unperturbed everywhere else in the semi-innite plane x > 0.








e−iωt [33]. This conrms that the wave function approaches its
bulk value on the length scale ξ.
2.2.2 Superuidity
The rst observation of a frictionless super-ow was made in liquid 4He in 1938 [2, 3].
Remarkably, in the same year a relation to BEC was proposed [37, 38]. Following the
ideas of A. Leggett [34, 46] superuidity can be characterized by clear phenomenological
denitions. For a non-interacting BEC a super-ow, which satises these denitions, is
not stable because low energy excitations can be created. For this reason, non-interacting
BECs can never be superuids. In contrast, for a system of interacting bosons a linear
excitation spectrum is possible which allows for a stable super-ow.
A phenomenological denition
Superuidity is the ability of a liquid to ow without friction, a so-called super-ow. In
the following we consider an explicit example: the rotating bucket experiment sketched
in Fig. 2.5. The superuid is conned between two cylindrical containers of radius R +
d/2 and R − d/2, where d  R holds. Then, we can consider two dierent kinds of
gedankenexperiments [34, 47]: at time t = 0, (i) the uid moves with angular velocity ω






























Figure 2.5: Rotating bucket experiment. The uid (gray) is conned between two cylindrical
containers with radius R ± d/2. Two possible gedankenexperiments are considered: (i) the
uid moves with angular velocity ω and the container is at rest, or (ii) the uid is at rest and
the container moves with angular velocity ω.
and the bucket is at rest, or (ii) the uid is at rest and the bucket moves with angular
velocity ω. For a classical uid we expect that for (i) the uid equilibrates with the bucket
for t → ∞ and stops to move. For (ii) we expect that the uid gets accelerated and
nally has angular momentum L = Icl ω with classical moment of inertia Icl ≡ NmR2 for
N particles with mass m. On the contrary, for a superuid (or a partial superuid) and
t→∞ one nds [34]:
(i) a super-ow. The superuid keeps on moving and the angular momentum of the
system is L = nsn Icl ω for ω  ωc.
(ii) a Hess-Fairbank eect. The superuid remains at rest for ω < 12ωc and only the
normal part contributes the angular momentum L = nnn Icl ω.
Above, we used ωc ≡ ~/mR2 as characteristic quantum unit of angular velocity, and
Icl ≡ NmR2 as classical moment of inertia. With n the total density is denoted, whereas
nn and ns are normal and superuid density, respectively. We note that although the
gedankenexperiment (i) and (ii) seem to be very similar, the observations (i) and (ii) for
a superuid are dierent. The super-ow is a state out of equilibrium, whereas the Hess-
Fairbank eect is an equilibrium eect.
Critical velocity, transverse-currentcurrent response, and superuid stiness
Above, we have provided a phenomenological denition of superuidity. There, we have
assumed that the system separates into a normal and superuid component with normal
density nn and superuid density ns, respectively (the so-called two-uid model [48]). In
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the following we like to present methods to analyze the stability of the super-ow, and to
compute normal and superuid density.
Landau criterion Landau showed that in a uniform super-ow with velocity v, el-
ementary excitations εp with momentum p cannot be created if v < vc with a critical








For v < vc the super-ow is stable. The excitation spectrum of the GPE (2.38) (Bogoliubov
spectrum) is linear for small momenta, εp ≈ csp with the speed of sound cs =
√
n0U/m [33].
Thus, the critical velocity is vc = cs and a system of interacting bosons can be superuid.
On the contrary, a non-interacting BEC has a quadratic excitation spectrum, such that
vc = 0. The super-ow is unstable and the non-interacting BEC cannot be a superuid.
Transverse-currentcurrent response  The total current of a system described by a two
uid model is ~j = nn~vn + ns~vs with normal and superuid density as well as velocity. Let
us consider the rotating bucket experiment with moving containers and the uid at rest,
and analyze the induced current ~j. The rotation of the bucket serves as a transverse probe,
i.e. the provided energy can be written as −~ω · ~L = −~p · ~A⊥(~x) with angular momentum
~L = ~x × ~p and vector potential ~A⊥(~x) = ω × ~x, satisfying ∇ · ~A⊥ = 0. If ~A⊥ is treated
as perturbation, ω  ωc holds. Then, by phenomenological denition (ii) the angular
momentum (and current) of the superuid part has to be zero, and the normal compo-
nent gives the only contribution. The normal density nn can be computed by evaluating
the transverse response function [48]. Since the total density is the sum of normal and
superuid one, the superuid density is ns = n− nn.
Superuid stiness  Let us assume the existence of a BEC described by the conden-
sate wave function Ψ(~x) =
√
n(~x) eiφ(~x). Now, a toroidal geometry of linear length L is
considered, such that the wave function is periodic in ~x → ~x + L~ei with i labeling the
direction, say x and y for d = 2.10 These periodic boundary conditions are generalized to
twisted boundary condition by
Ψθ(~x+ L~eθ) = e
iθΨθ(~x) , or nθ(~x+ L~eθ) = nθ(~x) , φθ(~x+ L~eθ) = φθ(~x) + θ ,
(2.43)
with twist parameter θ ∈ [−π, π] and twist direction ~eθ, e.g. ~eθ = ~ex. Then, the phase
gradient integrated along the twist path yields
L∫
0
ds ~eθ · ∇φ = θ . Condition (2.43) is
10 The single valuedness condition for the wave function does allow for phase jumps of 2π if ~x→ ~x+L~ei,
cf. Eq. (2.50). Here, we like to focus on a smooth phase φ as function of spatial coordinate ~x, which also
satises periodic boundary conditions.
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equivalent to the local gauge transformation,






Importantly, the phase φ(~x) in Eq. (2.44) obeys periodic boundary conditions. The super-








where ε(θ) is the energy per particle in a system subjected to twisted boundary condi-
tions Eq. (2.43) or, equivalently, to the local gauge transformation Eq. (2.44).
In Refs. [18, 47] a relation of the denition (2.46) to the superuid density ns is pre-
sented. For a slowly rotating bucket, ω < 12ωc, of geometry sketched in Fig. 2.5, the
superuid part is not dragged by the wall if ω < 12ωc (remind: ωc = ~/mR
2). Then, the
energy per particle is ε = ε0 +
1
2fnIcl ω
2 with rest energy ε0, normal fraction fn = nn/n,
and classical moment of inertia Icl ≡ mR2. Using fn = 1− fs with fs = ns/n, the energy
takes the form ε = ε0 +
1
2Icl ω






On the other hand, a coordinate transformation into the moving frame allows to extract
this energy dierence as [47]
∆ε = −(ε(θ)− ε(0)) , (2.48)
where ε(θ) is the energy per particle for the system at rest, however, subjected to twisted
boundary conditions (2.43) with twist parameter θ = ±2πω/ωc and ω < 12ωc. Comparing
Eq. (2.47) to Eq. (2.48) and using L = 2πR as well as the denitions of Icl and ωc yields
the denition (2.46) of the superuid stiness.
Superuid velocity and vortices





where φ is the phase of the condensate wave function Ψ(~x) =
√
n(~x) eiφ(~x), and m a
mass parameter. From denition Eq. (2.49) follows immediately that for any region within
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n(~x) > 0 the velocity eld is irrotational, ∇×~vs = 0, otherwise the phase has to have a sin-
gularity. More generally, the single-valuedness of the condensate wave function Eq. (2.36)
requires that around any closed contour the phase change is an integer multiple of 2π. If
we consider a closed path in d = 2 dimensions on which n(~x) > 0 but which encircles a
region with n(~x) = 0, the velocity eld is no longer necessarily irrotational.11 This allows





, l ∈ Z , (2.50)
where l is the winding number of the topological defect.
For l 6= 0 the phase φ(~x) has a singular point ~x0 at which the density has to vanish,
n(~x0) = 0, in order to have a well behaved condensate wave function. Such a defect is called
vortex and ~x0 is the position of the vortex core.
12 For example, a vortex with vorticity (or
winding number) l can be described by a wave function [33, 39, 45],
Ψ(r, ϕ) =
√
n(r) ei l ϕ , (2.51)
with radial coordinate r and polar angle ϕ. The vortex core is located at the origin r = 0.





with polar unit-vector ~eϕ. Away from the vortex core the density is mainly unaected by
the defect. We can estimate the core size of the vortex by the healing length ξ. Then,
n(r) ≈ n0 for r ≥ ξ and n(r) = 0 for r < ξ. This allows to determine the energy costs to
insert a vortex with vorticity l into the homogeneous system without vortex [6, 33]:
Esingle ≈ π n0m
∫ R
ξ







where R is the linear dimension of the sample. For a pair of vortices with vorticity l1 and
l2 the wave function Eq. (2.51) changes to Ψ =
√





Then, the energy cost is [6, 33]













where d  ξ is the distance between both vortices. Remarkably, the logR divergence
vanishes for pairs of opposite vorticity, l1 = −l2. More generally, there will be no logR
11 Actually, ∇ × ~vs = 0 remains zero for all ~x with n(~x) > 0, however, might show a singularity at
n(~x) = 0.
12 In d = 3 dimensions the vortex core is actually a vortex line. Along this line Ψ has to vanish. For
d = 2 the line collapses to a point.
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Figure 2.6: Build up of a polariton BEC for non-resonant excitation by relaxation of high
momentum polaritons into the ground state. For a suciently high in-scattering rate spon-
taneous coherence emerges and the macroscopically occupied ground state forms a BEC.
terms if
∑
i li = 0. Hence, the low energy excitations of the condensate phase are pairs of
vortexanti-vortex with excitation energy Epair ∼ log(d/ξ), see Eq. (2.54) with l1 = 1 =
−l2. Since Epair > 0 the vortexanti-vortex tend to annihilate each other.
2.2.3 Polariton BEC
At the beginning of Sec. 2.2 we presented an estimate for the transition temperature
Tc ∼ ~2n2/3/mkB of a BEC, see Eq. (2.34). For cold atoms typical values, say for Rb-
atoms, are T ∼ 500 nK [46]. Thus experimental realizations need temperatures of order
∼ 100 nK [35, 36]. Using the same estimation procedure for polaritons results in critical
temperatures of up to room temperature [49], because of the small polariton-mass for
small wavevector as compared to excitons or atoms, cf. Fig. 2.6. And indeed, a decade
ago rst indications of polariton BECs were observed in GaAs [13, 50, 51] and CdTe
based microcavities [11, 12] having a temperature of a few Kelvin. Experiments under
non-resonant excitation conditions [1113] achieved a macroscopic occupation of a zero-
momentum state, a temporal phase coherence, and a spatial correlation over the entire
condensate size. Room temperature polariton BECs were observed recently in GaN, ZnO,
and organic materials [5254].
Nonetheless, a polariton BEC is a non-thermal steady state where losses have to be
compensated by continued pumping. Pioneering experiments created the condensate by
resonant [50, 51] or non-resonant [1113] excitations. The former technique raises the ques-
tion whether the temporal phase coherence is really spontaneous due to condensation or
imprinted by the excitation laser. Thus, the step to non-resonant excitation was crucial to
really prove polariton BEC. In the following we like to focus on such a non-resonant pump-
ing, where the excitation laser is energetically far o-resonant to the lower polariton (LP)
branch and cannot impose the condensate phase. In general, the in-scattering mechanism
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into the ground state and, thus, the build up of a condensate is complicated. Nevertheless,
it turns out that a simple description serves quite well: high-momentum polaritons relax
into a momentum space region where the LP changes its curvature, the so-called bottle
neck, and form a reservoir. Then, by parametric scattering the non-condensed particles of
this reservoir are scattered into the ground state with momentum k = 0. A non-thermal
steady state of a polariton condensate can build up, see Fig. 2.4 for a schematic sketch and
reviews [49, 55] for details. Therefore, in a simple model only the last process has to be
accounted  feeding the condensate from a reservoir.
Phenomenologically a polariton BEC can be described by the GPE (2.38) modied in
such a way to include gain and loss. This was rst suggested in Refs. [5658].13 Applying
the proposed models turns out to reproduce experimental observation nicely [57]. However,
these models assumes the existence of a condensate and do not allow for an understanding
of the condensation process itself. For that purpose a microscopic model in form of a gener-
alized Dicke model with localized excitons and propagating photons was considered [60, 61].
It allows to estimate the critical temperature and to describe the transition between the
condensed and non-condensed phase. Other theoretical works beyond mean eld can be
found in Refs. [6269]. For example, collective modes (BEC) are investigated by means of
a Keldysh formalism in a dissipative driven quantum system [62, 63] or renormalization
group techniques are applied to the mean eld equation with an additional white noise
term [6669].
In this work we will adopt a mean eld approach. The model used is discussed in detail
in Sec. 3.2 and Sec. 4.2.
2.3 Topological States
The observation of quantized Hall conductance in a seminal experiment by von Klitzing
et al. [7] was the rst example of a topological phase being distinct from all states of mat-
ter known before. Whereas conventional phases of matter can be described by Landau's
concept of a local order parameter, topological phases are instead characterized by global
quantities. One realization of this paradigm is the concept of topological equivalence,
which classies dierent, for example, geometric objects into broader classes. Objects that
dier only by local deformations belong to the same class. More generally, any two objects
that are related by continuous deformation are said to be topologically equivalent. For
instance, a doughnut and a coee cup can be continuously deformed into each other, and
hence belong to the same class. On the other hand, a ball and a doughnut do not belong
to the same class, because they cannot be deformed continuously into each other  they
dier in a global way, in that they have a dierent number of holes. As well, we can distin-
guish dierent classes of Hamiltonians with an energy gap separating the ground from the
13 We note that these models are actually very similar to a complex Ginzburg-Landau equation [59].
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excited states, e.g. Hamiltonians with valence and conduction band. Such Hamiltonians
are elements of the same topological class if they can be deformed continuously into each
other without closing the gap. Here, continuous deformations are constrained to retain the
bulk gap in an analogous manner to the geometrical deformations which are not allowed
to create or destruct a hole. Each topological phase can be characterized by invariant(s)
which do not change under continuous deformations. Thus, if a gapped state from one
topological class is continuously deformed into a gapped state from a dierent class, a
quantum phase transition must occur during the deformation, where the gap closes and
the topological invariant jumps. Such a transition is fundamentally dierent from phase
transitions described by an order parameter and spontaneous symmetry breaking [70].
The topological invariant is a bulk property of the system. Now, let us consider a
geometrical interface between two systems of dierent topology. At the interface both
systems are merged. As argued above, such an interpolation is only possible if the energy
gap closes, which leads to edge state(s) located at the interface with dispersions linking
valence and conduction band. Note that the existence of these edge states is guaranteed
by the underlying topology. This phenomenon is referred to as bulk-edge correspondence.
A further discussion is presented in reviews [71, 72]. The bulk-edge correspondence was
rst mentioned explicitly in the context of fractional quantum Hall states [73], and studied
in Refs. [74, 75] for the quantum Hall eect. For time reversal invariant systems with Z2
index (see below) a discussion can be found in Refs. [76, 77], and a mathematical analysis
in Ref. [78].
For a basic understanding of topological phases, we will rst study a Chern insulator
in the following Sec. 2.3.1. These systems require broken time reversal symmetry. We will
consider time reversal invariant systems in Sec. 2.3.2.
2.3.1 Chern insulator
The Chern insulator is one example of a topological phase and is characterized by a non-
vanishing Chern number, which will be dened in a moment. This can only occur in a
system with broken time-reversal symmetry. In the following we consider a band insulator
with discrete translation symmetry, such that the eigenfunctions are Bloch waves, see
Eq. (2.1). The wavevectors ~k of the Bloch waves are elements of the Brillouin zone and
at each '~k-point' a Bloch Hamiltonian H(~k) can be deduced from the lattice periodic one.
An eigenstate of this Bloch Hamiltonian is denoted by |ψ~k〉. We dene the Berry potential
(or connection) and Berry eld strength [79] as
~A ≡ −i 〈ψ~k| ~∇k |ψ~k〉 , (2.55)
~B ≡ ~∇k × ~A . (2.56)
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The notation above is restricted to d = 2, 3 dimensions where ~B = εij ∂iAj ~ez and Bi =
εijk ∂jAk, respectively, with anti-symmetric Levi-Civita symbol. A general formulation in
1- and 2-forms is, for example, presented in Ref. [80]. We note that the eigenfunction |ψ~k〉
is uniquely determined up to a phase factor. Wave functions with dierent phase factor
are related via a gauge transformation of form
|ψ′~k〉 = e
if(~k)|ψ~k〉 , (2.57)
with real phase f(~k). Under such a transformation the Berry potential Eq. (2.55) trans-
forms according to
~A ′ = ~A+ ~∇f(~k) , (2.58)
whereas the Berry eld ~B is invariant.
In the following, we consider only 2-dimensional systems characterized by the rst
Chern number [80, 81],




d2k εij 〈∂i ψ~k |∂j ψ~k 〉 ∈ Z , (2.59)
where ∂i denotes derivatives with respect to ki and εij is the anti-symmetric Levi-Civita






d~S · ~B , (2.60)
which is the ux of the Berry eld ~B through the surface of the Brillouin zone with normal ~S.
Since the Berry eld Eq. (2.56) resembles formally a magnetic eld and ~S describes a closed
surface, the Chern number can be interpreted as the charge of a magnetic Berry monopole
enclosed by the surface ~S. Since a charge has an integer value, the Chern number is an
integer, too. Systems with dierent Chern numbers (topological invariants) belong to
dierent topological classes.
An example of a Chern insulator
An insulator has at least one lled valence and one empty conduction band separated by
an energy gap. Such a two-band model is described by the Bloch Hamiltonian
H(~k) = ~h(~k) · ~σ , (2.61)
where ~h is a vector that depends on wavevector ~k, and ~σ is the vector of Pauli matrices



















Figure 2.7: Sketch of signatures of a topologically nontrivial Chern insulator. (i) The cov-
erage of the Bloch sphere by the pseudospin vector ~n, see Eq. (2.65), yields a topological
index. The number of times ~n wraps the unit sphere equals the Chern number. (ii) Im-
possibility to nd a global continuous gauge choice: The winding number of the transition
function exp[if(~k)] yields the Chern number. (iii) At a boundary between systems of dierent
topology, e.g. nontrivial to vacuum, the topological index has to change. Then, as a hallmark
the gap closes and chiral edge states emerge.














for valence and conduction band, respectively. Here, we have parametrized the three









with ~k-dependent angles ϑ ∈ [0, π], ϕ ∈ [0, 2π], and absolute value |h(~k)| > 0.
In the following, we will present three dierent ways of extracting the Chern number
Eq. (2.59) for the eigenstates (or bands) Eq. (2.62). (i) we will calculate the Chern number
via Eq. (2.60) by evaluating the Berry ux through the Brillouin zone. For a two-band
model it turns out that the resulting integer equals the number of times the spin expectation
value 〈ψv,c|~σ|ψv,c〉 wraps around the Bloch sphere. (ii) we show that another possibility
is to apply carefully Stokes theorem. Then, a non-vanishing Chern number relies on the
impossibility to nd a continuous gauge choice for the eigenstates. (iii) we look for edge
states as hallmarks of a topologically nontrivial phase. All three procedures are summarized
schematically in Fig. 2.7.
(i) Coverage of the Bloch sphere  The Berry eld Eq. (2.56) of the eigenstates
Eq. (2.62) takes the form [79]: ~B = ±12~h/h3 with a plus sign for the conduction and
14 We tuned the chemical potential to lie within the energy gap.
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a minus sign for the valence band. Since the Chern number is determined by the ux




Eq. (2.60) can be written as














for both conduction (plus sign) and valence band (minus sign). The integral above deter-
mines the area covered by the unit vector ~h/h if ~k covers the Brillouin zone.15 Since C
has to be an integer (including zero), ~h/h covers zero-net area for C = 0 and n-times the
unit sphere for C = ±n with n = 1, 2, . . .. We note that the unit vector ~h/h corresponds
to the pseudospin expectation value




of the eigenfunctions Eq. (2.62).
(ii) Impossibility to nd a continuous gauge choice  A non-zero Chern number
is evidence for an impossibility to nd a global gauge choice for the eigenstates, which is
continuous and single valued over the entire Brillouin zone, see e.g. Refs. [80, 81]. If the
eigenstates have no singularities (in the sense of being continuously well-dened over the
entire Brillouin zone), we can apply Stokes theorem and Eq. (2.59) has to vanish, since the
Brillouin zone is a closed surface with zero boundary. On the other hand, if the eigenstates
have singularities and no continuous gauge choice exists, an obstruction to applying Stokes
theorem to Eq. (2.59) exists. However, we can dene distinct patches of the Brillouin zone
in which the eigenstates are continuously dened. For each patch, Stokes theorem can be
applied separately.
To be more specic, let us analyze the eigenstates Eq. (2.62) for C 6= 0. Above, we
showed that ~h/h has to cover the Bloch sphere. For simplicity let us assume that ~h points
north at the Γ-point and south at all other time-reversal invariant momenta denoted by ~Q
and winds around the z-axis in between, see Fig. 2.7, such that ϑ = 0 (ϑ = π) at ~Γ ( ~Q).
Thus, the gauge choice of the eigenstates (2.62) has a singularity for ~k → 0. Now, we dene
a region RΓ around the Γ-point, and multiply for all ~k ∈ RΓ the eigenstates Eq. (2.62)
with a phase exp(±iϕ) (plus for conduction and minus for valence band), such that ϑ→ 0
has a well dened limit. Then, the transition function between the RΓ patch and its
complement RQ is a gauge transformation, see Eq. (2.57), of form, ψQ → ψΓ = eif(~k)ψQ
with f(~k) = ±ϕ(~k), under which the Berry potential transforms according to Eq. (2.58),
~AQ → ~AΓ = ~AQ+ ~∇f . With ψΓ,Q and ~AΓ,Q we denote the eigenstate and Berry potential




which is the area of a segment of the unit sphere covered by ~h/h.
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with (local) gauge choice of the patch RΓ,Q. Applying Stokes theorem separately for each
















· ~∇f . (2.66)
Thus, the Chern number is the winding number of the transition function exp[if(~k)]. If
it can be continuously transformed into the identity, the Chern number is zero, C = 0. If
it picks up a phase of ±2πn along a closed path with n = 1, 2, . . ., the Chern number is
C = ±n.
(iii) Edge states  The bulk-edge correspondence, discussed above, predicts topologi-
cally protected edge states at an interface of nontrivial and trivial system. This signature
can be checked by evaluating numerically the Hamiltonian Eq. (2.61) on a system with
boundaries. To this end it is convenient to consider a cylindrical geometry with, say, peri-
odic boundary conditions in x-direction and hard wall ones in y-direction. Since translation
symmetry in y-direction is broken, ky is no longer a good quantum number. A possible way
to obtain an appropriate lattice Hamiltonian is to partially Fourier transform the system
with periodic boundary, i.e. the Bloch Hamiltonian Eq. (2.61), from ky-space to y-real
space, and then to adopt hard wall boundary conditions. To clarify convention, the used





eikyy ψkxky , on a lattice with N lattice sites
and wavevector ky =
2π
L n, where L = aN is the system size with a as lattice constant
and n ∈ [−N/2, N/2). Since the Bloch Hamiltonian is diagonal in momentum space, the
lattice version of Eq. (2.61) takes the form





ei(yi−yj)kyHγδ(kx, ky) , (2.67)
where γ, δ label the matrix structure of Eq. (2.61) and yi = ia. The right hand side of
the equation above is periodic in yi → yi + L. However, after evaluating Eq. (2.67) we
can impose hard-wall boundary conditions for the left hand side. This is typically done by
setting the upper right and lower left corners of H(yi − yj) to zero, cf. Fig. 2.8.
Since continuous deformations do not change the topology, we are allowed to choose a
particular form of ~h which is continuously related to Eq. (2.63), without eliminating the
edge states. Let us specify the ~k-dependence of the eld as
hx = A sin(akx) , hy = A sin(aky) , hz = 1−B(2− cos(akx)− cos(aky)) ,
(2.68)







































|2ǫ = 0 .25
Figure 2.8: Chern insulator with boundaries. The left panel presents schematically a cylin-
drical geometry and the structure of the y-space Hamiltonian. The upper right and lower
left block of the Fourier transform of Eq. (2.61) are set to zero in order to adapt to hard
wall boundary conditions. The spectrum obtained by numerical diagonalization is depicted
in the right panel. For a Chern insulator with C = ±1 (minus sign for valence and plus sign
for conduction band), we nd a left and right moving state spatially separated at opposite
boundaries (blue and red marked in both panels). The inset shows the edge wave function.
As parameters A = 2.5, B = 6, and N = 80 lattice points are used.
discrete Fourier transformation of cosine and sine function. If B > 1/2, ~h covers the Bloch
sphere, and the system is nontrivial. At B = 1/2 the gap closes, and for B < 1/2 the
system is in a topologically trivial phase since the vector ~h does not cover the Bloch sphere.
The result of a numeric diagonalization of Eq. (2.67) with parametrization Eq. (2.68) on a
cylindrical geometry is shown in Fig. 2.8. Indeed, we observe chiral edge states which are
topologically protected against perturbation as long as the gap remains open. In particular,
the edge states are robust against backscattering, since each boundary hosts a right or left
mover, only.
2.3.2 QSH insulator
In a seminal work Kane and Mele [82, 83] considered the eects of spin orbit coupling on the
low energy properties of graphene and proposed a new kind of topological order. While the
quantum Hall eect occurs in a system without any symmetry, this new topological phase,
called quantum spin Hall (QSH) insulator, requires time reversal symmetry. Instead of a
Z-topological order (Chern number) this phase has a Z2-index [76, 77, 83, 84]. A realization
of a QSH insulator in HgTe quantum wells was proposed by Bernevig, Hughes and Zhang
(BHZ) [85], and very soon realized experimentally in the group of Molenkamp [86].
The time reversal operator T is anti-unitary and can be decomposed into a unitary
part UT and a complex conjugation K, such that T = UTK [31]. Acting on a Bloch state
Ψk(x) = e




−k. Note that because of the complex conjugation the wave function Ψ̃−k(x)
is a Bloch state with opposite wavevector −k as compared to the wave function Ψk(x). The
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action of T onto Ψk allows to dene the action of T onto the lattice periodic function ψk,16
namely
T ψk(x) = ψ̃−k(x) , with ψ̃−k(x) ≡ UT ψ∗k(x) . (2.69)
For fermionic systems the time reversal operator squares to minus one, T 2 = −1, whereas
for bosons T 2 = +1 [31]. The Bloch HamiltonianHk of the eigenstate ψk is called invariant
under time reversal symmetry if the relation [80, 81]
T HkT −1 = H−k (2.70)
is satised.
For fermions the property T 2 = −1 allows for several equivalent expressions of the Z2
index, ν ∈ {0, 1}. For a pedagogical introduction and further explanations we recommend
the reader to have a look in Ref. [80]. Here, we like to focus on the relation of ν to the
parity of a particular sum of Chern numbers.
In the following we consider the valence (conduction) band only. Kramers theorem [31]
ensures that the electron eigenstate |ψk〉 of a Bloch Hamiltonian Hk has a Kramers partner
T |ψk〉 = |ψ̃−k〉 with the same energy. Because T 2 = −1, T |ψ̃k〉 = −|ψ−k〉. Furthermore,
the two states satisfy 〈ψk|ψ̃k〉 = 0 [81]. The full valance (conduction) band may be spanned
by more than one pair of eigenstates. Thereto we adapt notations and denote the set of
valence (conduction) band states by {|ψnk〉}, where n = ±1,±2, . . . is an integer label.
These basis states can be chosen in such a way that the relation T |ψ±nk〉 = ±|ψ∓n−k〉 is
satised [77]. For each state |ψnk〉 a corresponding Chern number Cn can be computed
according to Eq. (2.59). Using the anti-unitarity of the time reversal operator one can




Cn mod 2 . (2.71)
In the following, we will introduce an explicit model for a QSH insulator in HgTe
quantum wells [85]. In addition to an invariance under time reversal symmetry this system
has an parity (inversion) and spin symmetry.
Quantum Spin Hall Insulator in HgTe quantum wells  BHZ model
A realistic proposal [85] of a quantum spin Hall (QSH) insulator considered a structure of a
HgTe quantum well embedded between two CdTe layers. Depending on the thickness dQW
16 Note that the wavevector index of the lattice periodic function ψk should be better interpreted as a
parameter than a quantum number, since ψk with dierent k's are not necessarily orthogonal, assuming
that a scalar product of |ψk〉 and |ψ−k〉 can be dened.
17 This results in a vanishing valence (conduction) band Chern number, C =
∑
n Cn = 0, as is always
the case for time reversal invariant systems [80].
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of the HgTe well the system can be tuned to be in a topological trivial or nontrivial phase.
For dQW less than a critical thickness the system is topologically trivial, whereas, if dQW
exceeds the critical thickness a band inversion occurs and the system is nontrivial. This
behavior can be described by a single particle Hamiltonian in the Bloch representation with
a basis set of spin-orbit states with total angular momentum J and magnetic quantum








We have introduced a pseudospin quantum number α = ↑, ↓, where α = ↑ for mJ > 0
and α = ↓ for mJ < 0. The upper and lower block in Eq. (2.72) are determined by
H ↑k =




Above, ~σ is the vector of Pauli matrices (σi, i = x, y, x) and ~d(~k) is a spin-orbit eld
which depends on the two-dimensional wavevector ~k. Time reversal symmetry demands
that the x- and y-component of ~d are odd functions dx/y(−k) = −dx/y(k) and that the
z-component is an even function dz(−k) = dz(k) in wavevector ~k. For example, an explicit
parametrization is [85]
dx/y = A sin(akx/y) , (2.74a)
dz = M +B(2− cos(akx)− cos(aky)) , (2.74b)
with parameters A,B > 0 and M ∈ R. The BHZ-Hamiltonian Eq. (2.72) is invariant
under time reversal Eq. (2.70), with time reversal operator [31, 80]
T = iσy ⊗ 1K , (2.75)
where σy acts on the pseudospin space of Eq. (2.72) and K denotes the complex conjugation
operation. Additionally the model is invariant under parity symmetry PHkP−1 = H−k
with symmetry operator P = 1⊗ σz [80], and Hk commutes with the pseudospin operator
Sz = σz ⊗ 1, such that the energy eigenstates are simultaneously pseudospin eigenstates.
Spectrum, eigenstates and topology  Because of time reversal symmetry each eigen-
state of Eq. (2.72) with wavevector ~k has a Kramers partner with wavevector −~k and same
energy. Hence, the spectrum is twofold degenerate at all time reversal invariant momenta.
Since the Hamiltonian (2.72) is also invariant under parity symmetry, the energy has to
be an even function in wavevector ~k. Then, the spectrum has to be twofold degenerate for
all wavevectors ~k. The energy eigenvalues are εv,c(~k) = ∓d(~k) with minus for valence and
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with pseudospin quantum number { ↑, ↓}, normalized spin orbit eld d̂ ≡ ~d/d, and ~k-
dependent phase factor e±iϕ ≡ (dx ± idy)/
√
dx2 + dy2.
For simplicity we will suppress the band index in the following, and all results hold
for conduction as well as valence band if not stated otherwise. The eigenstates transform
under time reversal Eq. (2.75) according to
T |ψ ↑~k〉 = −|ψ ↓−~k〉 , and T |ψ ↓~k〉 = |ψ ↑−~k〉 ,
and thus might serve as a basis set in order to determine Eq. (2.71). Now, we compute
Chern numbers C ↑, ↓ for the eigenstates Eq. (2.76) and Eq. (2.77), respectively. As dis-
cussed in Sec. 2.3.1, C ↑, ↓ 6= 0 if the normalized spin-orbit eld d̂ covers the unit sphere,
and C ↑, ↓ = 0 otherwise. For M > 0 a band inversion does not exist, and ~d points north
at all time reversal invariant momenta, cf. parametrization Eqs. (2.74a, 2.74b). Then, the
Chern numbers are zero. On the other hand, in the inverted regime with M < 0 (and
B > |M |/2) the spin-orbit eld ~d points south at the Γ-point and north at all other time
reversal invariant momenta. Then, we nd C ↑ = +1 and C ↓ = −1 for the valence band,
C ↑ = −1 and C ↓ = +1 for the conduction band, and the Z2 index evaluated by means
of Eq. (2.71) yields ν = 1 for valence (conduction) band. We note that the eigenstates
Eq. (2.76) and Eq. (2.77) have an ill-dened phase at the Γ-point, since a non-vanishing





A Driven Dissipative Condensate in
a Disordered Environment
3.1 Motivation and Main Results
Perhaps the most spectacular manifestation of Bose-Einstein condensation (BEC), and
its associated macroscopic quantum coherence, is superuidity. Recent experiments have
seen phenomena of BEC and superuidity in non-equilibrium systems of coupled light-
matter excitations, so-called polaritons. For instance, the macroscopic occupation of a
zero-momentum state, phase coherence, and spatial correlations over the entire conden-
sate region were observed [12]. Or aspects of superuid behavior, including quantized
vortices [14, 15] and suppression of scattering from defects [16], were found. Unlike a
conventional condensate, such as in ultra-cold atoms, a polariton condensate has a nite
lifetime and is a non-equilibrium steady state, in which the losses are compensated by
continued pumping, cf. introductory Sec. 2.2.3.
This raises the question whether the driven dissipative nature of the polariton BEC
leads to novel properties as compared to those of an equilibrium condensate. Indeed, recent
works suggest a new universal behavior dierent from that found in equilibrium [6668].
Furthermore, Altman et al. [69] predict that the driven dissipative condensate cannot
exhibit algebraic quasi-long-range order in d = 2 dimensions and that the long-distance
correlations of the condensate wave function fall o exponentially instead. On the contrary,
former perturbative calculations (linearization around the mean eld solution) [87, 88]
found long-range order in three dimensions, and quasi-long-range order in two, just like
the results for an equilibrium condensate. Moreover, at least in the absence of disorder
superuidity is predicted to survive [89] (d ≥ 2) and mean-eld investigations [90] observe
stable super-ows which circumvent local defects without dissipation. In this chapter we
discuss how static disorder aects the non-equilibrium condensate and analyze the stability
of the superuid state against disorder.
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In equilibrium, a seminal work by Fisher et al. [17] predicts that the presence of su-
ciently strong disorder may suppress the superuid state, and may cause a transition to a
non-superuid Bose-glass state. Neglecting the gain and loss processes, a similar transition
to a glass-like state was suggested for polaritons [91]. However, our work shows that the
non-equilibrium processes are very important and bring about signicant changes. We
nd that for a driven dissipative condensate in d < 4 dimensions static disorder i) destroys
long-range order, and ii) leads to a vanishing superuid stiness in the thermodynamic
limit, even for weak disorder. However, we identify a length scale below which superuid
behavior persists, although the driven dissipative condensate is formally not a superuid,
except for zero disorder.
In equilibrium the dynamics of the condensate wave function is described by the Gross-
Pitaevskii-Equation [34, 39, 45, 46]. For the driven dissipative situation an extension
was suggested in Refs. [56, 58]. Essentially, nite life-time and external excitation are
incorporated phenomenologically by particle decay, inscattering from a reservoir, and a
gain depletion mechanism. The extended Gross-Pitaevskii-Equation serves quite well, for
instance, to describe polariton BECs [49, 55]. We employ this model to analyze how
disorder aects the steady state of a driven dissipative condensate.
For vanishing disorder the condensate is unperturbed and homogeneous in space. Its
associated condensate wave function has a constant phase, constant density, and a fre-
quency determined by the interaction strength times the density (blueshift). The value of
the steady-state density is determined by a balance of gain and loss. In the presence of
disorder the density tends to screen the disorder potential and uctuates spatially. In the
driven system density uctuations disturb locally the balance of gain and loss. Then, in
a region with reduced density, as compared to the mean value, the gain mechanism tries
to compensate this reduction and more particles are scattered into the condensate than
decay. On the contrary, in a region with increased density, as compared to the mean value,
more particles decay than are scattered into the condensate. The low density region is
eectively a particle source, whereas the high density one serves as particle sink. By virtue
of the continuity equation, a current ows from the source into the sink. Since disorder
leads to a uctuating density, various randomly distributed sources and sinks are present
over the entire sample, and a random pattern of current ow is generated. The condensate
current ~j is proportional to the condensate density n times the gradient of the conden-
sate phase ∇φ, ~j ∼ n∇φ. Because the current ~j is not constant, the phase cannot vary
uniformly in space, and thus a random current conguration gives rise to a spatially uc-
tuating phase. Such uctuations destroy the (quasi) long-range order of the condensate.
Perturbative calculations for weak disorder and numeric simulations in d = 2 dimensions
conrm this nding.
Furthermore, we investigate the superuid stiness of the driven dissipative condensate
in the presence of disorder. For this purpose, we analyze the response of the condensate
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to an external phase twist which allows to extract the superuid stiness [18, 47]. In
the regime of weak disorder we employ a perturbative approach and nd that it yields
well dened results for a nite system size, however, breaks down in the thermodynamic
limit. We identify a critical length scale Ls, below which i) the perturbation theory is
applicable and ii) a superuid behavior persists. This length Ls is indirect proportional
to the disorder strength and the non-equilibrium degree. The latter is a measure how
strong the driven condensate is inuenced by gain and loss. For example, Ls →∞ in the
limit to an equilibrium condensate.
Numeric simulations in d = 2 dimensions show that the superuid stiness decreases
exponentially with increasing ratio L2/L2s where L is the linear system size. Because
Ls < ∞ for a disordered system with gain and loss, the driven dissipative condensate is
formally not a superuid in the thermodynamic limit in the presence of arbitrarily weak
disorder, although superuid behavior persists below the length scale Ls. In order to
understand the mechanism which leads to a non-superuid state, let us consider a phase
twist θ, for example, along the x-direction over a distance L. For a prefect superuid the
condensate phase responds homogeneously; it increases linearly along x over a distance
of system size L, such that φ(x + L) = φ(x) + θ is satised. For the driven dissipative
condensate in a disordered environment, we nd a qualitatively similar behavior below the
critical length scale, L  Ls. However, if L  Ls, the response is spatially restricted
to a randomly-pinned domain wall, which is perpendicular to the twist direction and of
thickness Ls. Its formation is possible because a local readjustment of the random current
distribution induced by disorder is favorable as compared to a phase twist over the entire
condensate. Then, contrary to an equilibrium superuid, only a fraction of the driven
condensate (region of the domain wall) does change due to the twist. This is a non-
superuid behavior and results in a vanishing superuid stiness.
The chapter is organized as follows: First (Sec. 3.2), we introduce the model (contin-
uous and discretized extended Gross-Pitaevskii-Equation) and identify the relevant scales
for length, density, and energy. In Sec. 3.3 we analyze the stability of the single-mode
condensate (steady state solution) against perturbation and present a simple-minded cri-
terion for the emergence of multi-modes by investigation of a two-site model. Then, we
discuss spatial density and phase uctuations induced by disorder. To this end the system
is solved perturbatively in the weak disorder limit, and compared to numeric solutions
in d = 2 dimensions. There, we nd that the correlation function of the wave function
decays exponentially. The superuid stiness is calculated in Sec. 3.4. Again perturbative
solutions and numeric simulations are presented. An experimental proposal can be found
at the end of Sec. 3.4.
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3.2 Model  Extended Gross-Pitaevskii-Equation (eGPE)
Our model is based on the mean eld description of a Bose Einstein condensate (BEC), see
Sec. 2.2 for an introduction. In this framework the non-equilibrium dynamics of a driven
dissipative condensate are phenomenologically described by an extended Gross-Pitaevskii
Equation (eGPE) [56, 58]
i~∂tΨ =
(




γ − Γ |Ψ|2
]
Ψ , (3.1)
where Ψ(t, ~x) is the condensate wave function. The rst term in round brackets of this
equation of motion is the ordinary GPE with parameters J = ~2/2m (m as mass param-
eter), external potential V , and onsite interaction potential U . The second part of the
eGPE (in square brackets) describes gain and loss of particles. The gain is determined by
an eective inscattering rate γ/~, which is the dierence of stimulated inscattering and
particle decay, γ = γres − γc. The inscattering rate from a reservoir γres/~ is tunable
via the excitation intensity, and the condensate decay-rate γc/~ is determined by the in-
verse condensate life-time. The non-linearity in the squared brackets of Eq. (3.1) leads to
gain saturation, where Γ is a gain depletion constant. For further details we refer to the
introduction 2.2.3 and Ref. [58].
For a vanishing potential V ≡ 0 a spatially constant wave function is a solution of the
eGPE (3.1). The gain and loss terms (square brackets) in Eq. (3.1) balance if the density




iφ0−i (n0U/~) t , (3.2)
with condensate density n0 ≡ γ/Γ, arbitrary constant phase φ0 and frequency (energy) n0U/~.
As compared to the non-condensed particles the condensate is energetically blueshifted by
n0U because of particle interactions. In contrast to an equilibrium condensate, the non-
equilibrium condensate density n0 is determined by the inscattering γ and not by the
total particle number. The equilibrium situation with conserved total particle number is
obtained in the limit γ,Γ → 0, while xing the particle density n0 ≡ γ/Γ to a constant
ratio.
3.2.1 Eective parameters, physical units, and dimensionless eGPE
The ve parameters of Eq. (3.1) (J, V, U, γ,Γ) are eectively reduced to two dimensionless
ones by introducing units for length, energy and density.1 In Tab. 3.1 we summarize the
used denitions. This allows us to introduce a dimensionless eGPE of form,
i∂tψ =
(
−∇2 + ϑ(~x) + n
)
ψ + iα(1− n)ψ (3.3)
1 Since time and energy are related by a factor of ~, it is suciently to introduce one scale for both.
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n0 ≡ γΓ n0U ~n0U
name healing length - blueshift -
Table 3.1: Natural units for physical scales of the eGPE (3.1).
with wave function ψ ≡ Ψ/√n0, potential ϑ(~x) ≡ V (~x)/n0U , and length as well as time





controls the degree of out of equilibrium, i.e. in case of α → 0 the equilibrium GPE is
recovered and α > 0 includes gain and loss terms into the equation of motion (3.3).
Modelling disorder  Throughout this work we model a disordered environment by
incorporating a random potential V (~x) into the eGPE (3.1). For simplicity, we choose δ-
correlated Gaussian-distributed disorder with vanishing mean 〈〈V (~r)〉〉 = 0 and correlation
function
〈〈V (~r)V (~r ′)〉〉 = V 20 δ(d)(~r − ~r ′) , (3.5)
where 〈〈. . .〉〉 denotes the disorder average, V0 is the disorder strength (in units of energy ×
lengthd/2), and d is the spatial dimension. The dimensionless disorder potential also has
vanishing mean 〈〈ϑ(~x)〉〉 = 0 and a correlation function
〈〈ϑ(~x)ϑ(~y)〉〉 = κ2 δ(d)(~x− ~y) , (3.6)




The denition (3.7) obtained by a simple dimensional analysis of Eq. (3.5) calls for a
further discussion: Let us consider a disorder potential with arbitrary correlation function
〈〈V (~r)V (~r ′)〉〉 = V 2R CR(~r−~r
′
ξR
) and correlation length ξR. Now, let us coarse-grain the
system up to a scale L  ξR. Then, the volume Ld contains a number of N = (L/ξR)d
uncorrelated puddles. An average ofN Gaussian variables is Gaussian too, and the variance
of the averaged random-variable scales like σ̄ = σ/
√
N . Therefore, the coarse-grained
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Comparing the coarse-grained disorder strength V̄R to the blueshift and setting L = ξ
yields a parameter κ = VR ξ
d/2
R /n0U ξ
d/2, which equals the denition Eq. (3.7). Note that a
potential V (~r) with nite correlation length is related to the δ-correlated disorder potential
Eq. (3.5) by ξR → 0 and VR → ∞, while V0 ≡ VRξd/2R remains constant. Concluding, as
long as we focus on physics on scales larger or equal to the healing length and ξR  ξ,
the use of a random potential with correlation function Eq. (3.6) and standard deviation
Eq. (3.7) is an appropriate description of a disordered landscape.
Steady state ansatz and dierential equations for density and current  During
our work we will mainly focus on a single-mode condensate in a steady state, which is
described by the ansatz
ψ(~x, t) =
√
n(~x) eiφ(~x)−iωt , (3.9)
for the condensate wave function of the dimensionless eGPE (3.3). Above, n = |ψ|2
is the condensate density in units of n0, see Tab. 3.1, and φ the condensate phase. For
vanishing disorder ϑ ≡ 0 the solution for density, phase, and frequency take the form n = 1,
φ = φ0 being constant, and ω = 1, respectively (cf. dimensionfull solution Eq. (3.2)). The
dynamical stability of the steady state Eq. (3.9) will be discussed in Sec. 3.3.1. Inserting
ansatz (3.9) into the eGPE (3.3) for ϑ 6= 0 yields a set of dierential equations,








+ n+ ϑ , (3.10a)
0 = ∇(n∇φ) + α n(n− 1) . (3.10b)
Eq. (3.10a) determines the condensate emission frequency ω, while Eq. (3.10b) is a non-
equilibrium continuity equation, taking into account the coupling of drive and losses to
condensate currents.
For the driven system with α > 0 a relation of mean density to density uctuations
is found by integrating Eq. (3.10b) over a volume Ω = Ld. The rst term vanishes, since
there is no net current through the boundary, whereas the second one proportional to α











2We assumed L  ξR. Then, the disorder is uncorrelated at scale L and neighboring coarse-grained
patches are δ-correlated, 〈〈V̄ (~r)V̄ (~r ′)〉〉 = V̄ 2R δ(d)(~r − ~r ′).
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Parametrizing the density as sum of disorder-free solution and uctuations
n(~x) ≡ 1 + η(~x) , (3.12)
we nd η̄ = − 1Ω
∫
~x η
2 from Eq. (3.11). Thus, the mean density decreases with increasing
uctuations,





In the presence of disorder we assume that the system is self-averaging in the thermody-
namic limit L→∞, so that n̄ = 〈〈n〉〉 and according to Eq. (3.13),
〈〈η〉〉 = −〈〈η2〉〉 . (3.14)
The last relation will be quite useful for upcoming calculations.
Importantly, Eq. (3.13) does not depend on α. Hence, in the equilibrium limit α → 0
the total particle number (mean density times volume) is not a free parameter, and still
has to satisfy Eq. (3.13).
3.2.2 Discretized eGPE
For a numeric approach in d = 2 dimensions the equation of motion Eq. (3.3) is discretized
on a square lattice. Then, the wave function takes the form




with index i labeling all lattice points {~xi}, condensate density ni(t) = n(t, ~xi) and phase
φi(t) = φ(t, ~xi). Inserting Eq. (3.15) into Eq. (3.3) yields a system of equations which










cos(φj − φi)− 2d









ninj sin(φj − φi) + αni (ni − 1)

 , (3.17)
where < i, j > denotes the sum over all j nearest neighbors of lattice point i, a = L/N is
the lattice spacing, L the linear system size in units of ξ, N the number of lattice points in
each direction, and d = 2 the spatial dimension. At each lattice point the discrete disorder
potential ϑi is a Gaussian random variable with vanishing mean 〈〈ϑi〉〉 = 0, variance κ/a and
correlation 〈〈ϑiϑj〉〉 = κ
2
a2
δij . For a given disorder realization the coupled Eqs. (3.16, 3.17)
can be evolved in time by numerical integration, until a stationary point is reached, which
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determines a steady state wave function ψ(~xi) =
√
ni e
iφi−iωt satisfying the dierential
equations (3.10a,3.10b). Further details are presented in Appendix B.
3.3 Dynamical Stability, Fluctuations, and Correlations
We have shown that the steady state of a disorder-free system has constant density, con-
stant phase and an energy which is blueshifted relative to the single-particle ground state
energy by interactions. The dynamics of the eGPE (3.3) away from the steady state are
complicated. However, for weak perturbations we can show that the found steady state
solution is stable, see Sec. 3.3.1; initially present excitations decay exponentially in time.
In the presence of an external potential, e.g. disorder, it is generally hard to gure out
whether a steady state solution exists or not. And if so, the question of the dynamical sta-
bility has to be addressed. Answering these questions thoroughly goes beyond our work.
Here, we will analyze analytically a two-site model (Sec. 3.3.1), see also Refs. [92, 93],
and conrm the existence and dynamical stability of a steady state numerically for su-
ciently weak disorder. Except for the discussion of the two-site model, we will focus on
a single-mode condensate (steady state) and investigate the eects of disorder on density
and phase, see Sec. 3.3.2.
3.3.1 Synchronization  desynchronization
The term synchronization refers to an adjustment of frequency of oscillating objects due
to their interactions [94]. Here, we are interested whether the spatially extended conden-
sate has one frequency, referred to as single-mode, or emits multiple frequencies, named
multi-mode state. Describing the condensate as a (continuous) set of spatially distributed
oscillators where each one is characterized by condensate density, phase, and frequency,
the single-mode state consists of synchronized oscillators, whereas the multi-mode one of
desynchronized oscillators. Actually, the latter situation is more complicated, since wave
function overlap might lead to oscillators with more than one frequency at each spatial
point. Below, we will nd that the steady state ansatz Eq. (3.9) for a single-mode state
of the eGPE is dynamical stable, at least for small perturbation. Then, for the simple
example of two coupled condensate puddles (two oscillators), we will demonstrate that for
suciently large detuning both states desynchronize. We use this model to obtain a rough
estimation for the critical disorder strength, at which the condensate desynchronizes.
Dynamical stability of the single-mode solution
For vanishing disorder ϑ = 0 the steady state solution of the dimensionless eGPE (3.3)
for a single-mode condensate is ψ =
√
n eiφ−iωt with n = 1, φ = φ0 being constant, and
ω = 1. In the following we analyze the dynamical stability of this solution against weak
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Figure 3.1: Complex excitation spectrum λ±k Eq. (3.22) of the eGPE. The real part is
depicted by a solid red line, and the imaginary one by a dashed blue one. We nd that the
modes are diusive (λ±k is purely real and negative) for all k ≤ kc with kc ≡
√√
1 + α2 − 1.
Above the kc-threshold λ
±
k has both real and imaginary part. The imaginary part exhibits a
regime of linear and then quadratic dispersion, which is the typical behavior of a Bogoliubov
spectrum.
excitations. To this end we add a perturbation to density and phase, namely
n(t, ~x) = 1 + δn(t, ~x) , and φ = φ0 + δφ(t, ~x) . (3.18)
Parametrizing the wave function by density and phase, the time evolution described by
the eGPE (3.3) takes the form













ṅ = −2 (∇(n∇φ) + α n(n− 1)) . (3.19b)
Plugging Eq. (3.18) into these dierential Eqs. (3.19a, 3.19b), linearizing in the perturba-

























This system is decoupled by a unitary transformation Uk which diagonalizes the matrix
above.4 The time evolution of the two new eigenmodes labeled by '±' is governed by
exp(λ±k t) with eigenvalues λ
±
k ∈ C. Since δηk(t) and δφk(t) are linear superpositions of























4 This is analogous to the standard Bogoliubov transformation discussed in many textbooks for the
GPE, see for example Ref. [33].
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λ+k t + a−k e
λ−k t and δφk(t) = b
+
k e
λ+k t + b−k e
λ−k t , (3.21)
with coecients a±k , b
±
k determined by the unitary transformation Uk, and complex exci-
tation spectrum
λ±k = ± i ωk − α , with ωk =
√
k2(k2 + 2)− α2 . (3.22)
In the limit α→ 0, the standard Bogoliubov spectrum [33] is recovered with ωk ∈ R. For
α > 0 we have plotted the real and imaginary part of the complex excitation spectrum




< 0 for all k > 0, such that the
perturbation δη, δφ decay exponentially in time. In the limit k → 0, the 'minus' mode
has a zero-eigenvalue λ−k=0 = 0, which might violate the stability. However, we nd
that a−k = 0 so that δηk=0 still decays exponentially: δηk=0(t) = δηk=0(0) exp[−2αt]. On
the contrary, the phase perturbation δφk=0(t) has a contribution which does not decay in
time: δφk=0(t) =
1
2αδηk=0(0) exp[−2αt]+δφk=0(0). However, the initial condition δφk=0(0)
corresponds to a phase choice φ0 = const in real space, which has not to decay with time
in order to have dynamically stable steady state solution.
Multi-mode states: a simple example  the two-site model
Two coupled condensate puddles are a simple example in order to analyze a synchronization-




see Fig. 3.2. Taking the discretized version of the eGPE (3.16,3.17) for two sites only and








+ n1,2 + ϑ1,2 , (3.23a)
0 = ∓h√n1n2 sinφ+ α n1,2(1− n1,2) , (3.23b)
with emission frequency ω, hopping parameter h, phase dierence φ ≡ φ2−φ1, dimension-
less potential ϑ1,2 and non-equilibrium parameter α. For zero detuning ∆ϑ ≡ ϑ2−ϑ1 = 0,
the equations above are easily solved by n1,2 = 1, φ = 0 and ω = 1. Parametrizing the
densities as n1,2 = 1 + η 1,2, and dening η ≡ η2 + η1, δ ≡ η2 − η1 allows to extract three
coupled equations
0 = h cosφ
δ√
1 + η + 14(η
2 − δ2)
+ δ + ∆ϑ , (3.24a)
0 = 2h sinφ
√
1 + η +
1
4
(η2 − δ2) + α (1− η) δ , (3.24b)
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Figure 3.2: Schematic sketch of two coupled puddles of a condensate with wave functions
ψ1,2, detuned potential energy ∆ϑ, and hopping h.
0 = η2 + 2η + δ2 , (3.24c)
for η, δ and φ. The last Eq. (3.24c) yields two solutions, η = −1 ±
√
1− δ2. Assuming
δ2  1, the one with plus results in η ≈ 0 which is a perturbation away from the solution
with zero-detuning. The one with minus describes a diluted system with nearly vanishing
densities. It seems reasonable to focus on the former one. Then, Eq. (3.24a) and Eq. (3.24b)
reduce to
0 ≈ (h cosφ+ 1)δ + ∆ϑ , (3.25a)
0 ≈ 2h sinφ+ α δ , (3.25b)
where we neglected all higher orders O(δ2), which is justied by Eq. (3.25b) as long as
h/α 1. From Eq. (3.25a) and Eq. (3.25b) we determine the condition for synchronization











with 0 ≤ φ ≤ 2π . (3.26)
For weakly coupled puddles h  1, the condition (3.26) simplies to |∆ϑ| ≤ 2h/α. From
Eq. (3.26) we conclude that the condensate tends to synchronize if it is tightly coupled (h
increases), while it will desynchronize if it is driven and depleted massively (α increases).
In the following, we relate the two puddles of condensates with a continuous model
in a disordered environment. To this end, we take the point of view that the continuous
wave function is split into two regions of linear size L. Each region is characterized by an
averaged density n1,2 and phase φ1,2. Since ψ1 6= ψ2 and n1 6= n2, the order parameter
jumps at the interface and a domain wall forms. The domain wall energy scales with Ld−2,
see Ref [95], where d determines the spatial dimension. In order to obtain the energy costs
for each particle the domain wall energy is rescaled by the volume Ld. Then, the hopping
parameter scales like h ∼ Ld−2/Ld. Assuming that the correlation length of the disorder
is much smaller than the length L, we can apply a similar scaling argument as done for
Eq. (3.8). Then, ∆ϑ ∼ κ/Ld/2 with disorder strength κ dened in Eq. (3.7). Inserting
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the scaling relations for h and ∆ϑ into the synchronization condition (3.26) (with h 1)








For L < Lφ the two puddles synchronize, for L > Lφ they do not.
3.3.2 Density and phase uctuations  Destruction of long range order
In the presence of disorder an equilibrium condensate is either in a superuid or a non-
superuid Bose-glass state [17]. It turns out that the superuid state is realized for a
condensate with a suciently high density above a critical one, whereas for a density
below the critical one the condensate is non-superuid [96, 97].
Let us start with a brief review of this result for an equilibrium condensate exposed
to disorder. Following the arguments of Nattermann et al. [96, 97], the system consists
of deeply localized states below a critical density n  nc. Increasing the density, parti-
cle interactions increase, and for n  nc a correlated superuid state is present. Tak-
ing the result form Ref. [97], the ratio of critical to condensate density is estimated by
nc/n ≈ (ξ/Ln)2 with healing length ξ and (density) Larkin length Ln [95]. The density
Larkin length decreases with increasing disorder strength, such that the critical density nc
increases with increasing disorder strength. Below, a brief derivation of Ln is presented.
In Sec. 2.2.1 we have dened the healing length and have showed that it characterizes the
condensate response to a perturbation, for example at distance ξ away from a defect at
which n = 0 the condensate approaches its bulk density value.
In the following we focus on weak disorder with Ln  ξ, so that an equilibrium con-
densate would be correlated and superuid. Dierently, we nd that the driven dissipative
condensate exhibits no long-range order, even for weak disorder. Our results rely on per-
turbative calculations, presented rst and compared to numerics then. Furthermore we
present a generalized Imry-Ma argument which allows to extract a phase Larkin length
(wave function correlation length).
Extraction of the density Larkin length  In d-dimensions the energy of a non-











We used the scaling relation Eq. (3.8) for the disorder, and
sd−1
d R
d is the d-dimensional
volume of a sphere with sd−1 = 2πd/2/Γ(d/2) where Γ(x) is the Gamma function. For d < 4
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Larkin length. Measuring lengths in units of ξ and adopting the denition Eq. (3.7) of the








in d < 4 dimensions, and the ratio nc/n ∼ κ4/(4−d).
Perturbative solution of the eGPE
In the weak disorder limit κ 1, the coupled system of dierential equations (3.10a,3.10b)
can be solved perturbatively in κ. To this end the density n and phase-gradient ∇φ are
systematically expanded in powers of κ. The perturbative techniques are presented in
Appendix A. The leading order solutions, n = 1 + η(1) +O(κ2) and ∇φ = ∇φ(1) +O(κ2),
in momentum space5 take the form
η(1)(k) = Gη(k) ϑk , with Gη(k) = −χk , (3.29)




where ϑk is the dimensionless disorder potential in momentum space with statistical prop-
erties, 〈〈ϑk〉〉 = 0 and 〈〈ϑ−kϑk′〉〉 = κ2 δk k′ , which follow from the real space one Eq. (3.6).







In the perturbative calculations we observe a clear hierarchy of processes. First, disorder in-
duces density uctuations, then these couple back to the phase and drive phase uctuations
via the non-equilibrium continuity equation. Using the results Eq. (3.29) and Eq. (3.30), it
is straightforward to obtain the leading order of the density-density-correlation function (to
be more precise the η-η-correlation function) and phase-phase-correlation function, which
take the forms


























we dened the phase-phase-correlation function for phase dierences, since only these are
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log[ Lπr ] + 1− γE
)
, (3.35)




xK1(x) = 1 and xK1(x) ∼
√
x e−x for x 1 .
In Eq. (3.35) γE is the Euler-Mascheroni constant, and the integral Eq. (3.33) was IR-
regularized by introducing a nite-size cuto at the wavevector 2π/L. Then, the leading
order in πr/L  1 (log-divergence) was taken and all other subleading contributions of
O((πrL )2) are neglected.6 Note that the IR-regularization scheme in Eq. (3.33) takes the
k = 0 mode to vanish, φ(1)(k = 0) = 0. Since φ(1)(k) ∼ ϑk, this is equivalent to ϑk=0 = 0.
Any constant potential shift ϑk=0 =
∫
~x ϑ(~x) can be compensated by a shift of the frequency
ω, see Eq. (3.10a), such that indeed ϑk=0 can be chosen to vanish and φ(1)(k = 0) = 0.
As it is well known from the study of the equilibrium GPE the density does respond
at length scales of the healing length to a perturbation, see Sec. 2.2.1 and Ref. [33]. This
is perfectly reproduced by our perturbative result Eq. (3.34). The correlation function
Eq. (3.32) decays exponentially for r & 1 (r is measured in ξ) and density uctuations
are uncorrelated at lengths larger than the healing length. Dierent to an equilibrium
condensate the expected phase dierence Eq. (3.35) grows quadratically with distance.7




in d = 2 , (3.36)
the correlation function Cφφ is of order 2π. The correlation function of the wave function
is




Above, we neglected subleading contribution from density uctuations and approximated
ψ∗(~x)ψ(~y) ≈ exp[−i(φ(~x) − φ(~y)]. Furthermore, we assumed φ to be a Gaussian random
variable, such that 〈〈exp[−i(φ(~x)−φ(~y)]〉〉 = exp[−12〈〈[φ(~x)−φ(~y)]2〉〉]. In our perturbative
approach φ ∼ ϑ which justies this assumption. Using the result Eq. (3.35) we nd
Cψψ(r) ∼ e− r
2/L2φ in d = 2 , (3.38)
6 The logL divergence in Eq. (3.35) invalidates the perturbative approach in the thermodynamic limit
for the driven system with α > 0, however, see discussion below.
7 For the equilibrium condensate with α→ 0 the phase correlation function is zero, Cφφ = 0.
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discarding logarithmic nite size corrections. The scaling of the phase correlation length
Lφ is dened in Eq. (3.36). From Eq. (3.38) we nd that spatial correlations decay expo-
nentially for (arbitrarily) weak disorder, since Lφ <∞ for κ > 0 and α > 0.
We note, that the integrals in Eq. (3.32) and Eq. (3.33) are straightforwardly evalu-





2r] and Cψψ(r) ∼ exp[−α2κ2r].
Qualitatively there is no dierence to d = 2. Density and wave function correlations decay
exponentially at scales ξ and Lφ, respectively. Note that the scaling of the correlation




for d = 3 . (3.39)
Summarizing our rst important result: the correlation function of ψ decays exponen-
tially, and the condensate wave function does not exhibit long-range order in a driven
dissipative system with disorder in d < 4 dimensions.
Comparison with numerics
In d = 2 dimensions and for a given disorder realization we have extracted numerically the
steady state solution. To this end we have calculated the time evolution of the DeGPE,
see Eq. (3.16) and Eq. (3.17), on a square lattice of linear size L = aN with N2 lattice
sites and lattice spacing a = 1. As initial conditions the disorder-free solution corrected
slightly by the obtained rst order perturbative results is chosen. In the long-time limit
the system reaches a stationary point which is constant in time. The corresponding wave
function ψ(~xi), where i labels the lattice sites, is exactly the desired steady state. For




∗(~xi +~r)ψ(~xi). For L→∞ the correlation function should self-
average, such that Cψψ(~r) = Cψψ(r). However L <∞ for any numerics. We calculated the
correlation function with ~r = x~ex and ~r = y~ey. For the used system sizes we indeed found
Cψψ(x) ≈ Cψψ(y). Finally, we took Cψψ(r) = (Cψψ(x) + Cψψ(y))/2. In order to obtain
the disorder expectation value we simulated several hundred disorder realization, calculated
Cψψ for each, and then averaged. The result obtained by simulations and compared to the
perturbative solution Eq. (3.38) is shown in Fig. 3.3. In order to obtain correct numerical
prefactors for Eq. (3.38) and account for discretization eects, the integral of the phase




kn = 2πn/L and n = −N/2, . . . , N/2− 1, and evaluated numerically. For comparison the
correlation function obtained by numerical simulations was normalized to 1 at r = 0.8
For the simulations we still have focused on weak disorder, κ  1. Hence, the nu-
8 The analytically obtained correlation function was obtained by approximating ψ∗(~x)ψ(~y) ≈
exp[−i(φ(~x) − φ(~y))]. Then Cψψ(0) = 1. In numerics subleading contribution from density are included,
ψ∗(~x)ψ(~y) = n(~x)n(~y) exp[−i(φ(~x) − φ(~y))]. Normalizing the correlation function at r = 0 compensates
these contributions and does allow for a better comparison with perturbation theory.
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Figure 3.3: Comparison of perturbatively (red solid line) and numerically (black symbols)
obtained correlation function Cψψ in d = 2 dimensions for weak disorder κ = 0.1 and non-
equilibrium parameter α = 1, 6 (left and right panel, respectively). The inset presents the
numeric data in a log loglog scale. The blue lines are guides to the eyes obtained by a linear
t (see main text). For α = 6 (right panel) the discrepancy of analytical and numerical
results is signicant, which indicates the breakdown of perturbation theory with increasing
α. A similar observation is made with increasing system size L. Data for L = 256 , a lattice
spacing a = 1, κ = 0.1 and α = 1, 6 are shown. For each numeric data point the average over
144 disorder realizations is taken.
merics should agree with the perturbative approach. However, as obvious from Fig. 3.3,
with increasing non-equilibrium parameter α a discrepancy is observed. The numerically
obtained function oscillates in r and decays slower than the analytic result for r  1. A
sophisticated analysis of the long-distance behavior is numerically challenging. In order to
extract the scaling for r  1 we neglect the oscillating behavior and make an exponential
ansatz of form y = exp(−arb) with real parameters a, b. In a log loglog plot the inverse
of this ansatz is linear, log[log y−1] = b log r + log a. With growing α or system size L
we observe the emergence of two regimes, cf. insets of Fig. 3.3; increasing r from zero a
crossover from an exponential decay with parameter b ≈ 2 to one with b . 1 is found.9
This crossover appears at the rst zero crossing of Cψψ. The rst regime with b ≈ 2
agrees with the perturbative ndings, however, in the long-distance limit the simulations
disagree with the perturbative result. The nature of this discrepancy might be twofold.
First, the assumption of φ being a Gaussian random variable gets invalid for increasing α.
Then the approximation 〈〈exp[−i(φ(~x) − φ(~y)]〉〉 ≈ exp[−12〈〈[φ(~x) − φ(~y)]2〉〉] in Eq. (3.37)
fails. Numerics indicates such a breakdown, since Cψ,ψ is not of simple exponential form
anymore; cf. with Fig. 3.3 right panel for α = 6. Second, Cφφ is non-analytic in κ, a
perturbative expansion is misleading even for L <∞, and higher orders increase dramat-
ically with increasing α and system size L. The logL divergence in Eq. (3.35) indicates
9 We note, that a numeric analysis of the second regime is challenging. For small non-equilibrium
parameters α ≤ 1 the system size has to be larger as numerically possible in order to observe the long-
distance scaling. For large α  1 the oscillation of Cψψ makes it dicult to analyze the scaling, e.g. to
clearly distinguish between power law or exponential behavior. For the used parameters, in particular for
α = 6 and L = 192, 256, the obtained data indicate an exponential scaling.
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such a possibility. We note that we checked the density correlations Cηη and found a very
good agreement of analytics and numerics for all parameters used (not shown here). Thus,
approximating n ≈ 1 in Cψψ Eq. (3.38) cannot explain the observed discrepancy.
Although numerics does not reproduce the perturbative calculation the physical pic-
ture remains. The correlation of the condensate wave function decays exponentially with
distance in the presence of disorder. Hence, for α > 0 and κ > 0 long-range order is
destroyed.
Finally, we like to remark that we have avoided the discussion of nite size scaling eects
for Cψψ and the L → ∞ limit. Such an analysis in the disordered system is numerically
very challenging, since very large systems are needed to extract the long-distance scaling
of Cψψ. Nonetheless, for a complete numeric analysis this would be mandatory, however,
goes beyond the aim of this work. Here, we restrict to simulations of systems with three
dierent linear sizes L = 96, 128, 192, 256. For all four cases a similar behavior as presented
in Fig. 3.3 is observed. However, the numeric results Fig. 3.3 call for a further non-
perturbative investigation of the correlation functions, in particular for an analysis of the
scaling in the limit r →∞.
Generalized Imry-Ma argument
The aim of this section is to present an argument for the scaling of the phase Larkin
length Lφ in d < 4 dimensions. The non-equilibrium continuity equation (3.10b) states
that the divergence of the current is proportional to the condensate density, ∇(n∇φ) =
αn(1−n). Integrating the left hand side over an area (volume) Ω yields the current which




∂Ω ·(n∇φ). The right hand side of the
non-equilibrium continuity equation αn(1 − n) is non-zero if the density n(~x) uctuates
and hence deviates from one. Let us denote the spatial average of the density n(~x) over a




∂Ω ·(n∇φ) ≈ α (1 − n̄Ω) for weak disorder where density uctuations are small. From
this equation we nd that density uctuations serve as sink if n̄Ω > 1 or as source if n̄Ω < 1.
Between such a sink and source a current ows. Since the density uctuates randomly,
various randomly distributed sinks and sources are present over the entire sample. These
generate a random pattern of current ow, such that n∇φ 6= const and hence ∇φ 6= const.
If the divergence of the phase is not constant, the phase cannot vary uniformly in space
and uctuates.
The correlation length Lφ of these uctuations can be estimated by integrating the
non-equilibrium continuity equation (3.10b) over an area (volume) of linear size Lφ, i.e.
Ω = Ldφ. Then, Eq. (3.10b) takes the form
∮
∂Ldφ
· (n∇φ) = α
∫
Ldφ
n (1− n) . (3.40)
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The phase φ(~x) changes typically by 2π over a distance Lφ. This allows to estimate
∇φ ∼ 1/Lφ. Furthermore, We can parametrize the density as n(~x) = 1+η(~x) with η(~x) ∼ κ
for weak disorder κ 1. Then, we can estimate n∇φ ∼ 1/Lφ and αn(1−n) ≈ −αη such








The right hand side can be estimated by an Imry-Ma argument (cf. argument for Eq. (3.8)):
Let us assume that the phase correlation length is much larger than the healing length,
then, Lφ  1 in dimensionless units. Density uctuations are uncorrelated at scales
larger than the healing length, so that the number of uncorrelated density patches in the
volume Ω = Ldφ is N = (Lφ/1)d. The average of N uncorrelated Gaussian variables with
variance κ2 is a Gaussian random variable too with variance κ2/N . Using that the density





η ∼ κ/Ld/2φ . Inserting this result into Eq. (3.41) allows to determine the scaling of








which agrees with the perturbatively obtained results, see Eq. (3.36) for d = 2 and
Eq. (3.39) for d = 3. For d < 4 the correlation length goes to innity in the limits
α→ 0 or κ→ 0 and is otherwise nite. For d > 4 the result (3.42) breaks down, because
Lφ would increases with disorder strength κ which is unphysical.
3.4 Superuid Stiness
In the introduction Sec. 2.2.2 we showed that superuidity is possible in interacting BECs.
Hallmarks of this phenomena, including meta-stable super-ows and quantized vortices,
were experimentally observed in polariton BECs [1416].
As pointed out in Ref. [90], for such a condensate the Landau criterion Eq. (2.42)
predicts a vanishing critical velocity because of the diusive character of the Bogoliubov
dispersion, cf. Eq. (3.22). Two conclusions are possible: rst, the driven condensate does
not exhibit a stable super-ow or, second, the Landau criterion is not applicable. In the
same work [90] stable super-ows are observed numerically.10 The authors found that the
drag force of a single defect onto a moving condensate shows a threshold like behavior:
below a critical velocity it is nearly zero, and the motion is a stable super-ow persistent
10 For a polariton BEC we use the term 'stable super-ow' in the sense, that particles are excited and




against defects. Increasing the velocity of the moving condensate above a critical value
the drag forces starts to increase rapidly and the super-ow is destroyed. Remarkably, the
onset of an increasing drag force takes roughly place for a velocity which corresponds to
the critical velocity extracted for an equilibrium condensate. The authors introduced a
generalized Landau criterion [90]. Nonetheless, whether the driven dissipative condensate
is a superuid state stable against disorder remained an open question.
For a system without disorder superuidity of the driven condensate, dened by the
irrotational current response at long wave lengths [48], is predicted to survive [89]. In
equilibrium, disorder continuously reduces superuidity [98100], and at a critical strength
a transition to a Bose-glass phase takes place.
In this section, we will analyze the superuid stiness of a driven dissipative condensate
and answer the question whether it is a superuid or not. In contrast to an equilibrium
condensate we nd that a driven condensate exhibits a superuid behavior below a critical
length scale Ls, however, is not a superuid in the thermodynamic limit, even for weak
disorder. These ndings are obtained by analyzing the superuid stiness characterized
by the response of the condensate to an external phase twist [18, 47].
Let us shortly review some important results of the introduction Sec. 2.2.2. The super-
uid stiness is characterized by the response of the condensate to an external phase twist θ
along a direction ~eθ over a distance L. Then, the condensate phase has to satisfy twisted
boundary conditions φθ(~x+L~eθ) = φθ(~x) + θ. The twisted boundary conditions are equiv-
alent to a local gauge transformation and periodic boundary conditions, see Eq. (2.44).
Such a gauge transformation takes the form ∇φ → ∇φθ = ∇φ + ~Aθ with twist current
~Aθ =
θ
L~eθ and φ(~x) obeying periodic boundary conditions. Then, the stiness previously





(ω(θ)− ω(0)) , (3.43)
with system size L, twist parameter θ and condensate frequency ω(θ). Above, L and ω are
measured in units of ξ and n0U , see Tab. 3.1.
3.4.1 Perturbative approach
Phase and density solution in the presence of an external phase twist
A condensate wave function ψθ(~x) =
√
n(~x)eiφθ(~x)−iω satises twisted boundary conditions
if ψθ(~x+ L~eθ) = e
i θψθ(~x), or n(~x+ L~eθ) = n(~x) and φθ(~x+ L~eθ) = φθ(~x) + θ, where L is
the system size, ~eθ a unit vector in twist direction, and θ the twist parameter. The steady
state of ψθ is determined by









+ n+ ϑ , (3.44a)
59
Chapter 3. A Driven Dissipative Condensate in a Disordered Environment
0 = ∇ (n∇φθ) + α n(n− 1) . (3.44b)
A wave function obeying twisted boundary conditions can be represented by ψθ(~x) =
ei
~Aθ·~x ψ(~x; θ) where ψ(~x; θ) obeys periodic boundary conditions and ~Aθ ≡ θL~eθ. Then, the
phase φθ satisfying twisted boundary conditions is related to the phase φ with periodic
boundary conditions by
∇φθ(~x) = ∇φ(~x; θ) + ~Aθ , (3.45)
with twist current ~Aθ =
θ
L~eθ. We note that the wave function ψ(~x; θ) and the phase
φ(~x; θ) obey periodic boundary conditions, however, still depend on the twist parameter
θ because the twist current ~Aθ is present. They should not be confused with ψ(~x) and
φ(~x) for a system without twist current and with periodic boundary conditions. Only
for the disorder-free system the θ-dependency drops out and ψ(~x) = ψ(~x; θ) as well as
φ(~x) = φ(~x; θ).
The two coupled dierential equations (3.44a,3.44b) can be solved approximately for
weak disorder using perturbation theory. Along the lines of Sec. 3.3.2 we parametrize the
density by n(~x; θ) = 1 + η(~x; θ), and expand η(~x; θ) and ∇φ(~x; θ) in powers of κ. Then, in
momentum space the leading order solution in κ yields
η(1)(~k; θ) = Gη(~k, ~Aθ) ϑk , with Gη(~k, ~Aθ) =
−k2χk
k2 + 2 i~k · ~Aθ(i~k · ~Aθ + α)χk
, (3.46)
φ(1)(~k; θ) = Gφ(~k, ~Aθ) ϑk , with Gφ(~k, ~Aθ) =
−(i~k · ~Aθ + α)χk
k2 + 2 i~k · ~Aθ(i~k · ~Aθ + α)χk
. (3.47)
with response function χk dened in Eq. (3.31). For details we refer to Appendix A. In
the limit θ → 0 the results Eq. (3.29) and Eq. (3.47) are recovered.
Superuid stiness
In order to evaluate the superuid stiness Eq. (3.43) the response of the condensate
frequency ω(θ) to a phase twist θ is needed. In the thermodynamic limit we assume that
the frequency is self-averaging, ω = 〈〈ω〉〉. Then, an expansion of ω contains only even
powers of κ, because odd powers of ϑ vanish under disorder average. We nd in lowest
order perturbation theory









κ2 +O(κ4) . (3.48)






dk. For the calculation of the superuid stiness fs we need the limit
θ → 0. Therefore, the solution (3.48) can be expanded in ~Aθ up to quadratic order in
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in d-dimensions with surface sd−1 = 2πd/2/Γ(d/2) of the d-dimensional unit-ball ((d −
1)sphere), and response function χk = (k
2/2 + 1)−1. Further details can be found in
Appendix A. In the equilibrium limit α → 0, the result of Refs. [98100] are reproduced
by Eq. (3.49). If α = 0 the stiness fs is continuously reduced and vanishes at a critical
strength as the disorder strength κ increases. In contrast, for the driven condensate the
perturbative result Eq. (3.49) breaks down in the thermodynamic limit L → ∞ for all
d ≤ 4. However, if we regularize the IR-divergence of the integral by a nite size cuto at
wavevector 2π/L, the fastest divergence,
∫∞
2π/L dk k









as long as α > 0. Below this scale, the perturbative result remains nite and physical with
fs & 0. Hence, for length scales smaller than Ls superuid behavior is possible and the
stiness is approximately described by Eq. (3.49). For length scales above Ls perturbation
theory breaks down and Eq. (3.49) is negative. Although perturbation theory fails in the
thermodynamic limit, the result Eq. (3.49) suggests that the stiness vanishes for L→∞.
We note that for d = 4 logarithmic divergences are present in Eq. (3.49) and Ls is no
longer well dened by Eq. (3.50).
In the following we consider the experimentally relevant case of d = 2 dimensions.
Then Eq. (3.49) yields
fs ≈ 1−
{








































As discussed above, if α = 0 the thermodynamic limit is well dened and the stiness
vanishes at the critical disorder strength κ =
√
2π. Actually, this transition cannot accessed
by perturbation theory, since the condition κ 1 is violated at κ =
√
2π. For α > 0, the
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Figure 3.4: Superuid stiness as a function of disorder strength κ2 for non-equilibrium
parameters α = 0.1, 0.3, 0.6, 1 from highest to lowest curves, respectively, and system sizes
L = 64 (left panel) and 96 (right panel). Points show the numerical results, and lines the
perturbative expression. The numerical results are averages over 120 disorder realizations.
superuid stiness fs decreases quadratically in system size and crosses zero for L ≈ Ls
using a prefactor of c
−1/2
2 in Eq. (3.50).
3.4.2 Numeric simulations
Method  In order to go beyond perturbation theory, we solve the discrete extended
Gross-Pitaevskii-Equation (DeGPE) (3.16,3.17) numerically on a 2-dimensional square lat-
tice of linear size L = aN , spacing a = 1, and i = 1, . . . , N2 lattice sites. At each lattice
site, the disorder potential ϑi is independently drawn from a Gaussian distribution of vari-
ance κ2. Starting with a spatially constant density and phase we evolve the DeGPE until a
steady state is reached. In the parameter range studied, the steady state is stable against
perturbation of the initial conditions. For each disorder realization, we then apply twisted
boundary conditions, θ ∈ [−1, 1], increase θ2 in steps of 0.25, and evolve the DeGPE to
nd the steady state with θ 6= 0. The solution for θ = 0 is used as initial condition. The
resulting frequency response ts to a quadratic function of θ, allowing us to extract the
stiness from Eq. (3.43). Finally, we average over all disorder realizations. Further details,
for example, how statistical and numerical errors are calculated, or how a quadratic t is
applied to Eq. (3.43), are presented in Appendix B.
Perturbative vs. numeric results
For weak disorder the stiness in leading order perturbation theory is shown in Eq. (3.51).
For dierent system sizes L and non-equilibrium parameters α this result is compared
to the numerically obtained one in Fig. 3.4. We nd that the stiness is reduced with
increasing system size (cf. left and right panel in Fig. 3.4) in agreement with the prediction
of perturbation theory. Furthermore, for L = 64, 96 and α  1 analytics agree well with
numerics, even for a disorder strength up to κ2 ≈ 0.6. For this case the stiness is roughly
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one fs . 1. On the contrary, for α ∼ 1 and same system sizes a discrepancy is observed.11
If α ∼ 1, the stiness is strongly reduced with increasing disorder strength κ. In the non-
superuid regime fs & 0 perturbation theory deviates from numerics although κ2  1.
This calls for a further analysis.
The divergent perturbative result seems to agree qualitatively with numeric simulations:
increasing non-equilibrium parameter and system size decreases the stiness. Previously,
we dened a length scale Ls, see Eq. (3.50), at which perturbation theory predicts fs ≈ 0.
For L 1 the perturbative result Eq. (3.51) simplies to fs ≈ 1− (L/Ls)2, where again a
prefactor of c
−1/2
2 in the denition of Ls should be used. Thus, for α > 0 and L→∞ the
suppression of the stiness is controlled by the ratio L/Ls and all other contribution are
subleading. We remark that in the limit α→ 0 the scale Ls →∞ diverges and 1/Ln ∼ κ
is now the relevant parameter.
Domain wall formation
In the following we like to study the density and phase response to the twist θ in a disordered
system with κ2  1. The results above suggest that it is suciently to focus on two limiting
cases, namely a superuid regime L Ls and a non-superuid one L Ls.
If L  Ls, the perturbative approach is valid and the response of the phase gradient
to a twist12 in leading order perturbation theory yields








ϑk +O(κ2) , (3.53)
with Green function Gφ dened in Eq. (3.47). For θ/L  1 the equation above can be
simplied to













+O(κ2, ~A 2θ ) . (3.54)
Taking the square of the term in curly brackets and calculating the disorder expectation
value yields: (. . . κ2 + . . . κ2α2 logL + . . . κ2α4L2) ~A 2θ , where lower dotes . . . denote
numerical prefactors. For κ2  1 and L  1 the rst two terms are negligible. The last
one scales with (L/Ls)2. In the considered regime with L Ls this term is also negligible.
Then the response to the twist Eq. (3.54) is almost homogeneous, ∇φθ −∇φ ≈ ~Aθ. This
agrees well with numeric simulations: the upper row of Fig. 3.5 depicts the results of
density, phase and phase-gradient response to a twist θ for a given disorder conguration
and L Ls. The phase twist was applied along the x-direction.
11 We note that a similar behavior was observed in the correlation function for the condensate wave
function, see Fig. 3.3: with increasing α and L perturbation theory fails.
12 A remark concerning notations: with φθ(~x)− φ(~x) we denote the dierence of phases with θ 6= 0 and
θ = 0. The latter, φ(~x), should not be confused with φ(~x; θ) introduced in Eq. (3.45), which obeys periodic
boundary conditions, but in the presence of the twist current ~Aθ.
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Figure 3.5: Density (left), phase (middle) and phase gradient (right) response to a phase
twist θ along the x-direction in a typical disorder realization. The upper row depicts the
case L  Ls, while the lower one the case L  Ls. The plotted phase gradient response
|∇φθ(x)−∇φ(x)| is averaged along y. Note the scale dierence of upper and lower row for the
density response. For L  Ls exponentially decaying tails of the phase gradient are found,
cf. Eq. (3.55), and a domain wall forms in the phase. Parameters used are κ = 0.5, θ = 1,
and α = 0.05, 0.5 (upper, lower row).
In the regime L  Ls perturbation theory is invalid and Eq. (3.54) does not describe
the phase response correctly. Numerically, see Fig. 3.5, we nd that the phase response
exhibits two domains; one with φθ−φ ≈ 0 and a second with φθ−φ ≈ θ. Both are separated
by a randomly pinned domain wall of thickness ∼ Ls (conrmed below). The associated
density response involves the left (right) edge of the domain wall forming a source (sink),
as described by the non-equilibrium continuity Eq. (3.44b). This allows a current response
that is localized inside the domain wall. In the lower right panel of Fig. 3.5 the gradient-
phase response is plotted in a log-linear scale. We clearly observe exponentially decaying








ζ ~eθ , (3.55)
where x0 denotes the domain wall center, ζ is the domain wall size, and the amplitude is
determined by the twist angle. Integrating Eq. (3.55) along ~eθ over a distance L yields θ.
Since Ls is the only relevant length scale present, a reasonable guess is ζ ∼ Ls. This can be
conrmed by simulations. To this end we calculate the response of the phase gradient to a
twist θ along ~eθ = ~ex numerically, average along the y-direction and then t to Eq. (3.55),
which determines ζ. Finally, an average over several disorder realization is performed. The
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Fit: ζ0/ζ = (α/α0)
a
a = 2.03 ± 0.21


















Fit: ζ0/ζ = (κ/κ0)
a
a = 0.98 ± 0.10
Figure 3.6: Scaling behavior of the decay length ζ of ansatz Eq. (3.55) with α and κ. Points
are disorder averaged numerical results for the inverse of ζ(α, κ) normalized to a reference
value ζ0 ≡ ζ(α0, κ0). Lines are linear ts on a double log scale. Left panel: dependence on
α at xed κ = κ0 shows ζ
−1 ∼ α2. Right panel: dependence on κ at xed α = α0 shows
ζ−1 ∼ κ. The parameters are L = 256, a = 1, α0 = 0.7, κ0 = 0.25, θ = 1, and 72 disorder
realizations.
scaling with respect to α and κ is shown in Fig. 3.6. Within the bounds of errors we nd
ζ ∼ 1/α2κ which conrms ζ ∼ Ls.
In the parameter range used we have observed the formation of a single domain wall
only. However, the formation of several walls should be possible, in particular with increas-
ing system size. Nevertheless, for both a condensate with a single domain and one with
several domain walls the stiness vanishes fs = 0. Let us justify this statement. For all
~x not being element of the domain wall(s) the condensate wave function does not change
in response to a phase twist up to a possible constant phase-shift. The frequency ω is
determined by the right hand side of Eq. (3.44a), which depends on ~x. However, ω has the
same value for all ~x. In particular we may choose a position ~x lying outside of the domain
wall in order to determine the frequency. Then, it is easy to see that the frequency with
and without twist equal ω(θ) = ω(0), because for these values of ~x the condensate does
not change (up to a constant phase shift) if θ 6= 0. The stiness is proportional to the
frequency dierence, fs ∼ ω(θ)− ω(0). Thus, fs = 0 in the presence of a domain wall(s).
But why does a driven system with L  Ls favor the formation of a domain wall as
compared to the equilibrium situation with Ls → ∞? Above, we have shown that in the
presence of disorder the gain and the loss generate a random pattern of current ow. If
the system is perturbed by a external phase twist, a slight local rearrangement of these
congurations is favorable as compared to a homogeneous phase response of the entire
condensate. This is exactly what happens if a randomly pinned domain wall forms: inside
the the wall the condensate does rearrange the random currents slightly, whereas outside
of the wall it remains unchanged.
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fi t : y = a + b x
a = −0 .36 ± 0 .16
b = −1 .03 ± 0 .05
R 2 = 0 .98
Figure 3.7: The numerically calculated stiness as a function of c2α
4κ2L2 ∼ L2/L2s shows
a clear data collapse. Inset: comparison between the exponential tail and the scaling form,
cf. Eq. (3.56), using the values of c2 and g obtained perturbatively (details see text). Points
are shown for L = 64 and 96; α = 0.9, 1 and 1.2. For each data point we simulated up to 1320
disorder realizations.
Scaling of the stiness  beyond perturbation theory
The analysis above showed that in the regime of vanishing stiness, the relevant parameter
which determines the stiness is the ratio L/Ls. Therefore, in the limit fs → 0 the stiness
should be a function of α2κL ∼ L/Ls. Motivated by this argument we propose a scaling
ansatz
fs = e
−c2 α4κ2L2(1− g(α, κ, logL)) , (3.56)
where the function g includes logarithmic corrections and the equilibrium result. If L Ls
the ansatz (3.56) should reproduce our perturbative ndings Eq. (3.51). Expanding the
exponential to leading order Eq. (3.51) is reproduced, if the coecient c2 is identied
with the one from perturbation theory, see Eq. (3.52), and if the function g = [c1 +
g1(L)α
2 + g2(L)α
4]κ2 + O(κ4). Numeric simulations shown in Fig. 3.7 conrm a clear
data collapse with α2κL ∼ L/Ls. The exponential behavior in a regime c2α4κ2L2 & 1
is in very good agreement with the scaling ansatz Eq. (3.56), as depicted in the inset
of Fig. 3.7. For c2 we incorporated the perturbative result, and g is approximated by
g(α, κ, logL) ≈ (c1 + g1(L)α2 + g2(L)α4)κ2.
In the limit L → ∞ and for a spherical geometry the coecients c1, c2 and functions
g1, g2 are dened in Eq. (3.52). In numerics, nite size eects are present and the underlying
square lattice has no spherical symmetry. To compensate these discrepancies we calculated
c1, c2, g1 and g2 retaining the sums over discrete wavevectors, i.e. the spherical symmetric
integral over ~k in Eq. (3.49) is replace by a sum over discrete wavevectors on a square
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lattice and the spherical cuto Λ = 2π/L is replaced by removing the k = 0 summand.
For example, with this infrared regularization the constant c2 = 7.734× 10−3.
Let us briey explain the error analysis and the linear t procedure of Fig. 3.7. The
numeric error of fs is mainly of statistical nature because of a nite number of disorder
realizations, however, inaccuracies of the numeric evaluation procedure of fs for a single
disorder realization are also considered, see Appendix B. Both give rise to an uncertainty
∆fs of the stiness, which is depicted as error bar in the main plot of Fig. 3.7. The er-
ror analysis for the scaling behavior, in particular of the parameters a and b, see inset of
Fig. 3.7, is a little bit more complicated. Here, numeric and perturbative results are com-
bined, both having errors, and then a linear t of form y = a+ bx with y = log[fs/(1− g)]
and x = c2α
4κ2L2 is performed. First, we determine the individual error of each data
point: ∆y = ∆fs/fs + ∆g/(1 − g). The function g was approximated by the perturba-
tively obtained result. In order to distinguish clearly the (unknown) function g from the
perturbative approximation we denote the latter by g̃. The error due to the approximation
g ≈ g̃ originates from neglecting higher orders in κ; hence ∆g = O(κ4). For a rough esti-
mation we have assumed ∆g ≈ g̃2 which surely misses numerical prefactors of order one.
The resulting ∆y are depicted as errorbars in the inset of Fig. 3.7. The data are tted by
linear regression [101], which allows to account for ∆y and yields the coecients a, b with
given uncertainties.
The scaling ansatz would be perfectly reproduced by the data if a = log[1] and b = −1.
We nd b ≈ −1.03 ± 0.05 which conrms the exponential scaling nicely. The second t
parameter is a = −0.36 ± 0.16. If the error ∆g was estimated correctly, we would expect
a ≈ 0 within the error bounds, which is not the case. We may draw two conclusions, the
ansatz does not reproduce the data correctly, or the error ∆g was underestimated. We
believe that ∆g is correct up to numeric factors of order one. Let us compare the assumed
value ∆g to a hypothetical value δg which would satisfy a ≈ 0 within the error bounds.
Since ∆g is correct up to numeric factors of order one, the discrepancy of δg and ∆g should
be also of a factor of order one. If this is the case, the ansatz does reproduce the numeric
data. Otherwise the observation a 6= 0 within the error bounds cannot be explained by an
underestimation of the error ∆g and the ansatz possibly fails.
We assumed that the error due to neglecting higher orders is ∆g ≈ g̃2. Since the
function g̃ depends on α, κ, logL, each data point in the inset of Fig. 3.7 has an individual
error ∆g. In average we used ∆g ≈ 0.1 for Fig. 3.7. Now, let us computed the hypothetical
uncertainty δg. To this end we replace the function g in the scaling ansatz (3.56) by
the perturbative result denoted by g̃ plus δg: g = g̃ + δg. The numeric data points in
the inset (log-linear plot) of Fig. 3.7 are y = log[fs/(1 − g̃)]. On the other hand, from
the scaling (3.56) we would expect that y = −x + log[1 − δg/(1 − g̃)]. Comparing the
numerically obtained result of a = −0.36 to the expected value of a = log[1− δg/(1− g̃)]
yields δg = (1 − g̃)(1 − exp[a]) ≈ 1 − exp[a] ≈ 0.3. Comparing this value with the used
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one ∆g ≈ 0.1 shows that both dier by a fact of three. This is of order one, and we
conclude that the ansatz describes the numeric data correctly.
3.4.3 Vortices
Pairs of vortexanti-vortex are possible low energy excitations of the condensate phase.
For example, in equilibrium the Berezinsky-Kosterlitz-Thouless (BKT) transition from a
low temperature ordered phase to a high temperature disordered phase is explained by the
unbinding of these vortex pairs [6]. In a disordered system unbound vortex pairs might be
also present and signicantly reduce the stiness.
For the driven dissipative condensate we have found a substantial reduction of the sti-
ness by disorder without considering the phenomenon of vortex unbinding. However, the
presence of vortices leads to a reduced stiness too and should be considered. Up to now,
we have examined irrotational ows with
∮
·∇φ = 0. In principle, our numeric simulations
allow for unbound vortex-pair. Nonetheless, we do not observe any unbound pairs starting
from vortex-free initial conditions. However, this does not rule out its existence and calls
for a more elaborate analysis.
In Sec. 2.2.2 the creation energy of a vortex-pair, see Eq. (2.54), was derived. We
found Ev = 4π n0ξ
2 n0U log(d/ξ) for a vortexanti-vortex pair with opposite vorticity and
winding number one. This equation is written in appropriate physical units, cf. Table 3.1,
and d is the distance between vortex and anti-vortex. Disorder may unbind such a pair,
d ξ, and pin the vortex cores. Let us assume that the distance of such a unbound vortex
to anti-vortex in a disordered environment can be estimated by the density Larkin length
Ln: d ∼ Ln.13 Then, the excitation energy of a vortexanti-vortex pair yields roughly




In physical units the density Larkin length scales like Ln ∼ ξ/κ in d = 2, cf. Eq. (3.28).
Since the Larkin length is inversely proportional to disorder strength, the energy to pay
for a vortex-unbinding Eq. (3.57) decreases if disorder increases. This is reasonable, since
in a stronger disordered system it seems more likely that vortex pairs get unbound and
pinned than in a less disordered system.
From Eq. (3.57) we nd that the energy cost to create unbound vortexanti-vertex pairs
is zero if Ln ≈ ξ. For our analysis of the driven condensate we focused on weak disorder,
such that Ln  ξ is satised. Therefore, we would expect that unbound vortices are
improbable excitations. Nonetheless, we like to compare the energy of a vortex unbinding
to the energy injected by an external phase twist θ. The latter can be estimated by Eθ =
13 This identication is not proved here and should be interpreted as an educated guess. However, in
equilibrium Ln and the healing length ξ are the only two length scales, and Ln is the only length scale
related to disorder. Since a vortex unbinding by disorder should depend on disorder, a scaling d ∼ Ln
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Figure 3.8: Steady state solution of the condensate phase without φ(~x) (left panel) and
with (middle panel) vortex pair. Both depicted solutions have the same disorder realization,
however, dierent initial conditions. For the left panel the time evolution starts with a homo-
geneous wave function with constant phase, whereas for the middle panel a vortexanti-vortex
pair with distance d = L/2 is present initially. Used parameters: L = 128, α = 0.5, κ = 0.1.
The right panel shows the disorder-averaged excitation energy of a vortex pair compare to the
energy of a vortex-free wave function; ωv − ω is the dierence of frequency with and without
vortices, and κ the eective disorder strength. The numerically obtained scaling with log κ
agrees with the estimation Eq. (3.57). Used parameters: L = 128, α = 0.5, 1 and averaged
over 120 disorder realizations.
n0ξ
2n0Uθ
2.14 Then, the ratio to the vortex energy Eq. (3.57) is Ev/Eθ ≈ θ−2 log[Ln/ξ].
Since |θ| ≤ π and Ln  ξ for weak disorder, the estimation Ev/Eθ  1 holds and vortex
pairs will not be excited by a phase twist.
To conrm that vortices can indeed be neglected, we have performed numerical simula-
tions of the DeGPE (3.16,3.17) starting from initial conditions without and with vortices.
For the latter the distance of vortex to anti-vortex was chosen to be half the system size
and each vortex is of form Eq. (2.51), but the density is kept constant initially. On a lattice
this is possible, since the vortex core lies o-lattice and a winding of the phase can be im-
plemented without singularities. For a disorder free system this initial condition does not
lead to a steady state and the vortex cores move ongoing, at least on time scales accessible
numerically. Interestingly, the vortexanti-vortex do not annihilate. Evolving the initial
state in time for a disordered system we have observed a steady state of well separated
vortexanti-vortex pairs which are dynamically stable, see middle panel of Fig. 3.8. We
proved the stability by adding random spatial perturbation to the density and phase of
the initial condition described above. Evolving the perturbed initial state does lead to the
same steady state. Note that in some parameter regimes no steady state solution could be
found for used initial condition.
However, if a steady state is possible, vortices always signicantly increase the frequency
of the condensate as shown in the right panel of Fig. 3.8. There, we depict the dierence
between condensate frequency with and without vortices averaged over disorder. The
numeric data agree with the scaling log[Ln/ξ] ∼ − log κ of Eq. (3.57). Interestingly, the
frequency increase is higher for larger values of α. Note that a phase twist increases
14 This is the energy dierence between θ 6= 0 and θ = 0 in a disorder free system with fs = 1.
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Figure 3.9: Proposed measurement of the condensate stiness via the response of the con-
densate emission frequency ω(θ) or phase prole φθ(~x) to a phase twist θ.
the frequency at most by θ2/L2 which is orders of magnitudes below ωv − ω as been
evident from Fig. 3.8 (right panel). This conrms our estimation Ev/Eθ  1 and explains
why spontaneous creation of vortex pairs was never observed numerically for any value
of θ ∈ [−π, π] if the time evolution was started from vortex-free initial conditions. For
the largest value of disorder strength κ = 0.4 in Fig. 3.8 the stiness is already zero, but
ωv−ω > 0. Hence, vortices cannot be responsible for fs ≈ 0, because the excited state with
vortices is energetically well separated from the ground state without vortices. Concluding,
for an investigation of the superuid stiness in a driven dissipative system we can focus
on solutions without vortices.
3.4.4 Experimental proposal
Finally, we propose an experiment, illustrated in Fig. 3.9, to measure the superuid stiness
of the non-equilibrium polariton condensate. We note that both the emission frequency
and phase prole of the condensate can be measured [12, 88] while a phase twist could be
imposed by driving with two coherent beams, resonant with the condensate, along either
edge. In the limit of zero eective temperature, considered here, phase-locking [9294]
will pin the condensate phases at the boundaries to these beams and hence enforce a
phase dierence θ across the condensate. Measuring the condensate emission frequency
for various twists θ, retuning the locking lasers appropriately, could allow the stiness to
be determined via Eq. (3.43). Alternatively, the phase map with the imposed phase twist
φθ(~x), obtainable interferometrically, would show the characteristic formation of a domain
wall, as depicted in Fig. 3.5, when compared with the untwisted case.
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4.1 Motivation and Main Results
Experimental realizations of driven dissipative condensates are possible in structures of
semiconductors placed into a microcavity, so-called polariton Bose-Einstein condensates (BECs).
First observations of such quantum condensates were achieved in GaAs [13, 50, 51] and
CdTe based microcavities [11, 12]. Pioneering works [50, 51] used a resonant excitation,
such that there was an ongoing debate if the quantum coherence is imprinted by excitation
or is rather spontaneous. However, soon experiments under non-resonant conditions [1113]
conrmed features of a BEC: macroscopic occupation of a zero-momentum state, temporal
phase coherence, and spatial correlation over the entire condensate size.
Interestingly, for the driven dissipative condensate theoretical work [69] predicts no
quasi-long-range order, and even weak disorder destroys spatial correlations and superu-
idity (see chapter 3). Somehow this calls for an experimental verication.
In equilibrium a phase transition from a disordered Bose-glass [17] to an ordered su-
peruid state takes place with increasing condensate density [96, 97]. In chapter 3 we have
shown that in the presence of arbitrarily weak disorder the polariton BEC has a vanishing
superuid stiness in the thermodynamic limit, such that formally a polariton BEC is in a
non-superuid phase if disorder is present. However, in experiment the condensate size is
nite, Lc < ∞, and this theoretical statement is less useful. Nonetheless, in chapter 3 we
also identied the correlation length of the condensate wave function  the phase correla-
tion length Lφ  and extracted a critical length scale Ls below which superuidity persists.
The latter will be called superuid depletion length. If the condensate is much smaller in
size Lc as both phase correlation length and superuid depletion length (Lc  Lφ,Ls),
the polariton BEC is ordered and superuid for all practical purposes. On the contrary,
for Lc  Lφ,Ls it is disordered and non-superuid.
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We note that the condition Lc  Lφ,Ls can have two possible causes, i) disorder is very
weak, or ii) gain and loss are insignicant, i.e. the condensate is in quasi-equilibrium.1 For
an equilibrium condensate, both phase correlation length and superuid depletion length
tend towards innity Lφ,Ls → ∞, such that the condition Lc  Lφ,Ls trivially holds.
For this situation the condensate gets disordered and non-superuid if the density Larkin
length2 Ln approaches the healing length ξ, Ln ≈ ξ [96, 97]. In this thesis, we do not study
such a strong disorder regime and focus on Ln  ξ. Then, an equilibrium condensate
would be always ordered and superuid, whereas the ordered and superuid regime of a
polariton condensate is characterized by Lφ,Ls  Lc, in contrast to the disordered and
non-superuid one with Lφ,Ls  Lc.
In this chapter we answer the question whether a transition from the non-superuid to
the superuid regime with increasing condensate density is possible, similarly to the phase
transition from a Bose-glass phase to a superuid one in equilibrium [17, 96, 97]. Further-
more, we analyze the far eld emission intensity as function of disorder and condensate
density. This observable can be compared to any present experiment, in contrast to the
measurement of the phase stiness which is experimentally challenging.
Our analysis shows that the phase correlation length Lφ and superuid depletion
length Ls are density independent. Thus, an increasing density does not lead to a sta-
bilization of the polariton BEC against disorder uctuations and to a transition to a su-
peruid regime. Hence, we expect that the far eld emission intensity is strongly aected
by disorder even for high condensate densities. This is supported by our numeric analysis.
We note that several experimental observation reported in the literature seem to sup-
port our prediction. For example, in one dimension the spatial correlation function of a
polariton BEC was analyzed in the presence of disorder [102, 103] and signicant changes
due to disorder are observed. A polariton BEC in a CdTe based microcavity with disorder
was investigated with increasing excitation power [102]. There, disorder eects remained
present. Furthermore, we compared our simulations with data obtained for a polariton
BEC in a ZnO microcavity: a good agreement was found [104].
The outline of this chapter: In Sec. 4.2 we introduce the model for an inhomogeneously
pumped polariton BEC, and then discuss the k -space (far eld) emission intensity. The de-
pendency of phase correlation length Lφ and superuid depletion length Ls on condensate
density is discussed in Sec. 4.3. Furthermore, simulations of the k -space emission intensity
for increasing excitation power are presented within this section. Finally, we explain how
our simulations can be compared to experimental data, see Sec. 4.4.
1 In chapter 3 we found that the scaling with eective disorder strength κ and non-equilibrium param-
eter α for the dimension-full lengths are Lφ ∼ ξ/ακ and Ls ∼ ξ/α2κ. Thus, if κ  1 (weak disorder) or
α 1 (quasi-equilibrium) both length scales are large as compared to the healing length ξ.
2 The density Larkin length scales indirect proportional to the eective disorder strength κ, Ln ∼ ξ/κ
with ξ denoting the healing length.
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4.2 Polariton BEC with nite excitation spot
4.2.1 Model
Phenomenologically the dynamics of the polariton condensate wave function Ψ(~x, t) are
described by an extended Gross-Pitaevskii Equation (eGPE), [56, 58]. In Sec. 3, we have
assumed a homogeneous excitation of the condensate, see Eq. (3.1). However, excitation
in experiments is typically performed with a laser spot of nite Gaussian beam shape, see
e.g. Ref. [12, 53]. In order to compare with experiments we restrict to the relevant case of













where the eective inscattering rate is replaced by a function R(~x). The rst part of the
right hand side is the ordinary equilibrium GPE with m as eective polariton mass of the
lower polariton branch, V (~x) as external potential, and U as repulsive onsite interaction
potential. The second part models phenomenologically the gain and loss of the condensate.
Here, R(~x) describes a reservoir of particles which leads to a gain of condensed polaritons.
The non-linearity implements a density dependent gain saturation with Γ as gain depletion
parameter. The reservoir function R(~x) provides a simplied description of the complex
gain process: High-momentum polaritons generated by incoherent excitation with an ex-
ternal laser beam relax into the ground state and build up the polariton condensate. Since
the non-condensed polaritons have a short lifetime as compared to the lifetime of the con-
densate, we can safely neglect diusion processes of these and relate the spatial extension









with decay rate γc = 1/τ , condensate lifetime τ , and waist size ξP of the Gaussian shaped
laser beam. The parameter P/Pth is the excitation power normalized by its value at the
threshold at which condensation is observed rst of all.
Disorder is introduced via the external potential V (~x). Again, it is chosen to be δ-
correlated and Gaussian distributed. For details we refer to Sec. 3.2, in particular to
Eq. (3.5) and following explanations.
Discussion of the inhomogeneously driven eGPE (4.1)  Similarly to the homogeneously
driven condensate, the mean condensate density n0 of a steady state is determined by a
balance of gain and loss. We average the term in square brackets of Eq. (4.1) over the
condensate area, Ωc ≡ πξ2P, which is dened to equal the cross section of the laser beam.
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Above, the left hand side is the mean density n0 ≡ 1Ωc
∫
Ωc











Since the term in round brackets in Eq. (4.1) is unmodied as compared to the GPE (2.38)
the energy blueshift induced by interaction is still of strength n0U . Similarly, the healing







Dimensionless model and eective parameters
Measuring energy, density, length, and time in units of blueshift n0U , n0, healing length
ξ, and ~/n0U allows to obtain a dimensionless eGPE (4.1), namely
i∂tψ = (−∇2 + ϑ(~x) + |ψ|2)ψ + iα(gR(~x)− |ψ|2)ψ . (4.5)
With ψ(~x, t) ≡ Ψ(~r, t)/√n0 we denote the dimensionless wave function and ϑ(~x) =
V (~x)/n0U is the disorder potential relative to the blueshift with vanishing mean and cor-
relation function 〈〈ϑ(~x)ϑ(~y)〉〉 = κ2δ(~x− ~y), cf. Eq. (3.6). We review the denitions of the
dimensionless disorder strength and the 'non-equilibrium' parameter α, namely
κ ≡ V0
ξ n0U
, and α ≡ Γ
U
. (4.6)
For further details we refer to the homogeneously driven model (3.3) discussed in Sec. 3.2.




β − 1 , (4.7)
with dimensionless parameter β ≡ P/Pth > 1, and xP ≡ ξP/ξ. For a steady state solution
(single-mode condensate) we make the ansatz
ψ(~x, t) = ψ(~x)e−iωt =
√
n(~x) eiφ(~x)−iωt , (4.8)
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GPE gain & loss













































Table 4.1: List of all model, physical and dimensionless parameters of the inhomoge-
neously excited eGPE (4.1). The eight model parameters yield two length scales (ξhealing
length and lcquantum correlation length), one energy scale (n0Ublueshift), and one den-
sity scale (n0mean density), whereas four parameters (V0disorder strength, Pexcitation
power, Pthexcitation power at threshold, and ξPwaist size) remain unchanged. Measuring
length, density, energy, and excitation power in units of ξ, n0, n0U , and Pth, respectively,
reduces the eight physical parameters to four dimensionless parameters.
where ~ω is the condensate energy in units of blueshift. A list of all model, physical and
dimensionless parameters is presented in Tab. 4.1.
We emphasize that both blueshift and healing length depend on the excitation power
P (or parameter β) via the mean condensate density n0. Thus, κ and xP depend on P ,
too. For our analysis it is useful to identify energy and length scales which are excitation
power independent, namely the line width energy ~γc and the quantum correlation length
lc ≡
√
~/2mγc (a non-equilibrium analogon of the thermal de Broglie wavelength [103]).
The latter is obtained by comparing kinetic energy to the linewidth, ~2k2c/2m = ~γc, and
identifying kc = 1/lc. Using this parametrization κ and xP depend on α, β and sample
parameters V0, ξP, lc, ~γc. A overview of model, physical, and dimensionless parameters is
presented in Tab. 4.1.
Numerics  The dimensionless eGPE (4.5) of the inhomogeneously driven condensate
can be discretized similarly to the homogeneously driven one, and we can adopt the results
of Eq. (3.16) and Eq. (3.17) with slight changes. The numeric simulations need four
dimensionless parameters, see Tab. 4.1; β and xP are not present for a homogeneously
driven system. Nonetheless, the procedure how to evolve the discretized eGPE (4.5) for a
inhomogeneously driven system in time and numeric conditions for steady state solutions
are unchanged as compared to the homogeneously driven situation. For details we refer to
Appendix B.
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Limit to the homogeneously driven system  For an excitation spot with innite waist
size, ξP → ∞, the situation of a homogeneously driven condensate is reproduced. Then,
the reservoir function Eq. (4.2) is a constant, R(~x)→ ~γc(P/Pth − 1) ≡ γ, where γ is the
eective inscattering rate introduced in Eq. (3.1). Similarly, gR(~x)→ 1, see Eq. (4.7), such
that the two dimensionless parameters β, xP drop out.
Relation to a model with reservoir dynamics
In the following we will relate our model Eq. (4.1) to a description introduced by Wouters
et al. [56, 57]. There, the equilibrium GPE is coupled to a rate equation R[nR] for un-
condensed particles and the dynamics of the reservoir density nR(~r) is modeled separately.






∇2 + V (~x) + U |Ψ|2
)
Ψ + i~ [R[nR]− γc] Ψ , (4.9a)
∂tnR = P (~x)− γRnR −R[nR]|Ψ|2 , (4.9b)
where P (~x) = (P/Pth) exp[−x2/ξ2P] is the excitation of the reservoir, for instance, induced
by the Gaussian shaped laser beam, γR is the out-scattering rate of the reservoir, and
all other parameters were dened previously for our model, too. Usually the estimation
γR  γc is satised [57]. Note that originally an addition term in Eq. (4.9a) was present
which accounts for the interaction of condensate and reservoir and leads to a blueshift,
too. This was neglected here.
Let us focus on a steady state solution (ṅR = 0, iΨ̇ = ωΨ) and use a simple rate
function of form R[nR] = R0nR, where R0 is determined by the balance of gain and loss




R = Pth/γR. Then, nR is determined
by Eq. (4.9b), and we nd for the term in square brackets of Eq. (4.9a),


















The last line was obtain by expansion in
γc|Ψ|2
γRnthR
 1 , (4.11)
which is satised close to the threshold, P & Pth. Comparing this result with Eq. (4.1) we
nd that the zeroth order contribution yields exactly the reservoir function Eq. (4.2) and
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For weak excitations, P & Pth, our assumption Eq. (4.11) holds. However, for increasing
pump power, taking only the rst order term into account over-estimates the depletion
eect, since it increases linearly with P . Choosing Γ(~x) to be independent of P (~x) cures
this artifact and results in a qualitative correct description. For Γ(~x) ≡ Γ = const our
model (4.1) is reproduced.
4.2.2 Experimental observables: far eld emission pattern
The experimental determination of the condensate stiness as response to, say, a phase
twist is challenging and not done yet. However, the condensate wave function is accessi-
ble in experiment via optical techniques, because the emitted electromagnetic eld can be
directly identied with the wave function Ψ(~x, t). An energy resolved measurement de-
termines the condensate frequency ω, while time, real-space or momentum-space resolved
measurements yield density and phase maps. Actually, it is not as simple, since a photon
detector measures intensities only. For instance, in order to measure the condensate phase
interference measurements are required.
In the following we focus on intensity measurements, in particular on the k-space far
eld emission pattern, which can be readily compared to experiment. An optical line-scan
of the condensate emission measures the (area) integrated intensity for each CCD-cell, i.e.
I ∼ number of decays
second and CCD
× emission energy .
Since the number of decays is proportional to the condensate density, we dene the real
space and k-space emission pattern as
IP(~x) ≡ ~ωγc|Ψ(~x)|2 , (4.12)
IP(~k) ≡ ~ωγc|Ψ(~k)|2 , (4.13)
respectively, where the subindex 'P ' emphasizes the excitation power dependency of the
intensity. On the one hand, there is a trivial dependence since the intensity is proportional
to density, IP ∼ n0. On the other hand, the dimensionless wave function ψ normalized with√
n0 still changes nontrivially with excitation power. To get rid of the the trivial behavior
we will normalize the intensity by its value at ~x = 0 or ~k = 0. Note that Ψ(~k) is the Fourier
transform of Ψ(~x), but IP(~k) not the one of IP(~x). For numerics we discretize the wave
functions, denoted by a subindex as argument. As two-dimensional Fourier transformation
77












~k·~x Ψ~x , (4.14)
with linear system size L = aN , lattice spacing a, and N lattice points in each direc-
tion. The discrete real and momentum space wave function were rescaled by a−1 and a,
respectively, as compared to the continuous one. Then, they are dimensionless and the
normalization
∑
~x |Ψ~x|2 = 1 and 1N2
∑
~k
|Ψ~k|2 = 1 holds.
4.3 Transition from a disordered to an ordered regime with
increasing density?
In Sec. 3 we have analyzed a driven dissipative condensate with homogeneous excitation in
a disordered environment. It turned out that density uctuations drive random currents
and phase uctuations, where the latter destroy long-range order and superuidity. The
phase uctuates on a scale Lφ ∼ 1/ακ, see Eq. (3.36), and thus for lengths scales larger
than Lφ the condensate wave function is spatially uncorrelated. Furthermore, we found
that the superuid stiness is lost above scales Ls ∼ 1/α2κ, see Eq. (3.50).
We expect a qualitatively dierent behavior of a condensate of size Lc satisfying (I)
Lc  Lφ,Ls or (II) Lc  Lφ,Ls. For (I) the condensate is spatially uncorrelated and non-
superuid, whereas for (II) spatial correlations are strong and superuid behavior persists.
In the following we will answer the question whether a transition from the rst regime to
the second is possible with increasing condensate density, similarly to the transition from
a disordered Bose-glass phase to an ordered superuid one in equilibrium [17, 96, 97].
4.3.1 Screened density and persistent phase uctuations
The two dierent regimes, (I) Lc  Lφ,Ls (ordered) and (II) Lc & Lφ,Ls (disordered),
are sketched schematically in Fig. 4.1. In case of (I) disorder-induced uctuations of the
phase are negligible. There are two possible reasons, rst disorder is very weak (κ ≪ 1)
or, second, the non-equilibrium nature of the condensate is insignicant (α  1). In case
of (II) disorder leads to phase uctuations of the nite size condensate.
In the following we will consider a situation were disorder is present, however, weak,
in the sense that the density Larkin length is much larger as the healing length Ln 
ξ [96, 97].3 Since for an experimentally realizable polariton BECs the condition Lc  ξ
holds, we focus on the situation Ln & Lc. Having this constraint in mind, the sce-
nario (I) corresponds to a quasi-equilibrium condensate where gain and loss are insignif-
icant, whereas the scenario (II) describes a driven dissipative system with disorder. In
3 This is the regime analyzed in Sec. 3, such that the assumption Ln  ξ allows us to adopt results of
our previous analysis.
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Figure 4.1: Disorder impact on a polariton BEC of nite size Lc. The grey lines represent
the disorder potential. The condensate density is depicted by a red color code and the
corresponding interaction potential by a black line. In all cases, a Gaussian-shaped excitation
spot is assumed. Left panel: quasi-equilibrium condensate (scenario I). Disorder induces
density uctuations, whereas the condensate phase remains unperturbed on scales of the
condensate size, Lφ  Lc. For suciently high densities the interaction potential screens the
disorder Ln ≈ Lc  ξ. The polariton BEC remains ordered and superuid. Right panel:
driven dissipative condensate (scenario II). The interplay of gain-loss and disorder leads to
random currents. These result in phase uctuations on scales of the condensate size, Lφ ≈ Lc.
We nd that condensate interaction stabilizes the density against disorder, but not the phase.
Thus, the impact of disorder persists with increasing density.
the following we discuss how these two situations sketched schematically in Fig. 4.1 are
aected by an increasing condensate density.
For the sake of clarity, we restate the denitions of density Larkin length (3.28), phase
correlation length (3.42), and superuid depletion length Eq. (3.50) in physical units and



















The prefactor of Ln is obtained by a Imry-Ma argument for a radial geometry with area
πR2, see paragraph above Eq. (3.28). The one for Lφ relies on the generalized Imry-Ma
argument, see Sec. 3.3.2, Eq. (3.42), where ∇φ ≈ 2π/Lφ as well as a radial geometry with
volume Ω = πL2φ and boundary ∂Ω = 2πLφ is assumed. For Ls the prefactor is taken
from perturbation theory, see Eq. (3.52). From Eq. (4.15) it follows immediately that
all three length scales are density independent and are determined by disorder strength
V0, microscopic parameters as mass m, onsite interaction strength U , and gain depletion
parameter Γ.
The order (or disorder) of the condensate is characterized by the three dimensionless
ratios ξ/Ln, Lc/Lφ and Lc/Ls. By denition, the inequality Lφ,Ls  Lc holds for the
quasi-equilibrium scenario (I), and the condensate is ordered and superuid if Ln  ξ [96,
97]. Since ξ ∼ 1/√n0, see Tab. 4.1, the ratio ξ/Ln decreases with increasing density and the
condensate stabilizes against disorder. This is intuitively understood by the observation
that an increasing condensate density leads to an increasing interaction potential such that
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m τ lc ~γc
4.4× 10−5 me 0.15 ps 0.45 µm 4.4 meV
ξP P/Pth
1.8 µm ∼ 2, . . . , 25
scenario Ln/Lc Lφ/Lc Ls/Lc V0lc ~γc α
I 1 10 20 0.4 0.5
II 4 2.5 0.3 0.1 8
Table 4.2: Upper panel: List of microscopic parameters extracted from experiment, and
the specication of the experimentally used excitation beam for a ZnO microcavity sample
with detuning ∆ = −30 meV at temperature T = −10 K [53, 105]. With me the electron
mass is denoted. The Gaussian waist size ξP corresponds to a spot of 10 µm
2 with radius
ξP. Polariton mass and lifetime yield quantum correlation length lc and line width energy
~γc, cf. Tab. 4.1.
Lower panel: Ratios of density Larkin, phase correlation, and superuid depletion length
to the condensate size Lc for scenario (I) and (II), respectively. Choosing the two ratios
Ln/Lc and Lφ/Lc (Ls/Lc) determines the disorder strength V0 and the non-equilibrium
parameter α. We have assumed Lc ≈ 2ξP.
the disorder gets screened.
The situation (II) for a driven dissipative condensate is very dierent. Although ξ/Ln
decreases with increasing density, the ratios Lc/Lφ, Lc/Ls do not. We nd two opposite
eects: i) Density uctuates and thereby tends to screen the disorder. With increasing
mean density the sum of disorder potential and interaction energy, V (~x) + n(~x)U , gets
more and more smoothed spatially and is approximately constant. But, ii) this stabilization
mechanism generates simultaneously phase uctuations, since density uctuations generate
phase uctuations, cf. discussion of Sec. 3.3.2. Therefore, although disorder seems to be
screened, the phase is still uctuating spatially and the condensate remains disordered.
Summarizing this important result, we predict that a polariton BEC with gain and loss
stabilizes weakly against disorder uctuations with increasing density, as compared to an
equilibrium condensate.
4.3.2 Simulation of the k-space emission pattern
In order to make our analysis more quantitative, we have studied the excitation-power
dependence of the two-dimensional k-space intensity distribution IP(~k) ∼ |Ψ~k|2 dened
previously in Eq. (4.13). This observable can be compared to most of the present polariton
experiments. In particular, we use experimental data measured in a ZnO micro-cavity [53,
104, 105].
The eGPE (4.5) was simulated for many disorder realizations, see Appendix B for de-
tails. The four dimensionless parameters needed, cf. Tab. 4.1, are chosen appropriately.
From experiment mass m, lifetime τ = 1/γc, as well as spot size of the excitation region ξP,
see Tab. 4.2, can be estimated. Furthermore, the excitation power relative to its threshold
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Figure 4.2: Normalized two-dimensional intensity distribution IP(~k) of a polariton BEC
in a disordered environment. The left panel depicts a quasi-equilibrium system (scenario I)
with Lφ  Lc whereas the right panel shows the results for the driven dissipative system
(scenario II) with Lφ ≈ Lc. We kept the same disorder conguration for all gures. The used
parameters are shown in Table 4.2.
value P/Pth is experimentally tunable. Then, the two ratios β = P/Pth and ξP/lc can be
adapted appropriately to the experiment. However, estimating the bare disorder strength
V0 of the δ-correlated potential and the non-equilibrium parameter α is challenging. There-
fore, we do leave these two parameters, namely V0/lc~γc and α, unspecied. Instead we
choose the value of the two ratios Ln/Lc and Lφ/Lc (or Ls/Ln), which determines V0/lc~γc
and α. The condensate size is estimated by the size of the excitation region, such that
Lc ≈ 2ξP.














The expectation value 〈〈. . .〉〉 is obtained by calculating the steady state solution Ψ~x for
a given disorder conguration, computing the k -space emission patter IP(~k) Eq. (4.13),
and then averaging over several hundreds of disorder realizations. Finally, the result is
normalized by its value at k = 0. Note that for a suciently large number of disorder
congurations, the average restores radial symmetry, such that the expectation value µP(k)
and variance σ2P(k) depend on the magnitude of wavevector k = |~k|, only.
For scenario I and II a series of snap shots of IP with increasing excitation power
is shown in Fig. 4.2 and the results of µP and σP are presented in Fig. 4.3. For both
scenarios we nd that the intensity IP vanishes for all wavevectors outside of the lower-
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Figure 4.3: Expectation value µP (upper row) and variance σ
2
P (lower row) of the (nor-
malized) intensity distribution IP(k). In order to compare the uctuations for increasing
excitation powers we present the ratio σ2P(k)/σ
2
P0
(k) with P0 = 4Pth. The left and right col-
umn depict a quasi-equilibrium (scenario I) and a driven dissipative (scenario II) condensate,
respectively. For wavevectors |kξ| . 1, scenario I shows a linear reduction of uctuations
with inverse excitation power, σ2P(k) ∝ 1/P , while scenario II exhibits a suppressed stabiliza-
tion with increasing excitation power. We averaged 1560 disorder realizations and used the
parameters shown in Table 4.2.
polariton dispersion (k & ξ−1) and that its average value does not change qualitatively
as compared to a disorder free system (cf. Ref. [93]). However, for a single snap-shot (see
Fig. 4.2) disorder clearly breaks the radial symmetry and induces intensity uctuations of
strength σP.
For scenario I and for wavevectors |k| . ξ−1, these uctuations4 decay linearly with
inverse excitation power, in agreement with the expectation σ2P ∼ κ2 ∼ α/(β − 1) ∼ 1/P
for κ 1. We note that regions with k ≈ ξ−1 show a high ratio σP/σP0 (peaks in Fig. 4.3
lower left panel). In this k-region, the emission intensity is increasing very rapidly with
excitation power (see Fig. 4.3 upper left panel); more and more polaritons are accelerated
away from the center of the excitation spot and obtain a momentum k ≈ ξ−1 because of
the repulsive potential hill created by excitations [93]. Thus, the increase of uctuation
strengths with excitation power for k ≈ ξ−1 is really due to the increase of emission
power and does not yield information about the screening of the disorder potential for
high condensate densities. For example, at P = 4Pth the ring k = ξ
−1 shows nearly no
emission intensity, whereas for P = 22Pth this ring is highly populated, see left panel of
Fig. 4.2. Hence, for P = 4Pth there are no intensity uctuations for k = ξ
−1, contrary to
P = 22Pth.
For scenario II the reduction of uctuations with increasing excitation power is sup-
pressed (see lower right panel of Fig. 4.3), as compared to scenario I: the decrease of σ2P
4 Note that σP is a relative strength w.r.t. the emission intensity for k = 0.
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with increasing condensate density is signicantly weaker than σ2P ∼ 1/P . These ndings
agree well with our argument provided above.
4.4 Comparison with Experimental Measurements
In this section we like to explain how our numeric simulations compare to experimental data
of the far eld emission intensity. Typically, the latter are an one dimensional cut along the,
say, x-axis of the two dimensional far eld emission pattern. These measured data can be
symmetrized IP (kx)→ (IP (kx) + IP (−kx))/2 with kx ≥ 0 and then can be superimposed
with our numerical simulations. Since the condensate density and healing length are not
easily extracted from experiment, we determine the scaling of x-axis (wavevector) and
y-axis (intensity) by a least-squares t.
In order to quantify the agreement between model and experimental data we introduce
the mean squared error (MSE) and the goodness-of-t value Q, see Ref. [101]. To this end









where IP(k) are the experimentally measured and symmetrized intensities. The reference
intensity I0 and the healing length ξ are treated as two scaling parameters. Both are
determined by minimizing Eq. (4.18) for given IP, µP, σP; a so-called least-squares tting
procedure [101].5 We note that both mean µP and variance σ
2
P are functions of ξk. The





(IP(k)/I0 − µP (ξk))2 , (4.19)
where N denotes the number of data points. Eq. (4.19) is a simple measure of how
well the data match the simulated intensity distribution for extracted I0, ξ. Estimating
the goodness-of-t value we calculate the complement of the χ2-probability distribution





dt e−t/2 tν/2−1 , (4.20)
where ν = N − 2 is the degree of freedoms in the least-squares tting procedure, and χ2P is
the value of Eq. (4.18) for given data set IP(k) and determined scaling parameters I0, ξ. The
5 We note that the t procedure assumes that IP (k) for given k is described by Gaussian-distributed
random variable. For the parameters used we have studied the probability distribution function of the
simulated emission intensity IP (~k). In a good approximation the extracted histogram resemble a Gaussian
distribution as long as IP (~k)/IP (0) & 0.1.
83
Chapter 4. Polariton BEC in a Disordered Environment
value Q is a measure of the probability that the simulations agree with the experimental
data. If Q  1, the apparent discrepancies of model and data are unlikely to be random
uctuations. A conclusion is that the model is not adequate to describe the data, or that
the uctuation strength σP is underestimated. On the other hand, if the goodness-of-t
value satises Q . 1, the model is adequate and describes the data correctly.
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Chapter 5
Topological Polaritons in a Quantum
Spin Hall Cavity
5.1 Motivation and Main Results
A decade ago Kane and Mele proposed a new phase of matter which is characterized by a Z2
topological invariant [82, 83]  the Quantum spin Hall (QSH) insulator. While the quantum
Hall eect [7] occurs in a system without any symmetry, this new topological phase requires
time reversal symmetry. A rst experimental realization following the proposal of Bernevig,
Hughes, and Zhang [85] was achieved in a HgTe quantum well embedded between two layers
of CdTe [86]. A QSH insulator in a topologically nontrivial phase has an insulating bulk,
whereas near the sample's boundary conducting edge states emerge. Characteristically, for
a given edge particles with opposite spins move in opposite directions.1
We consider a topologically nontrivial QSH insulator put inside an optical cavity. Such
a system is invariant under time reversal and the emerging light-matter excitations (polari-
tons) are bosonic quasi-particles. As opposed to fermionic topological phenomena, where
time reversal leads to a protected topological phase, in bosonic systems time reversal can-
not serve this role. Our work characterizes the polaritons in a QSH cavity, and explains
their relation to the underlying electronic Z2 topology. Most importantly, we identify a
topological invariant, clarify the relation to the electronic edge states present in the wells,
and develop an eective description for polaritonic edge states in a QSH cavity.
The polaritonic wave function is a superposition of excitonic and photonic wave func-
tions and its spectrum separates into lower polariton (LP) and upper polariton (UP)
branch [9]. Each eigenmode has additionally a polarization structure described by a
pseudospin [23]. Since polaritons are bosons, the time reversal operator squares to plus
one. Then, the corresponding Hamiltonian is in class AI of the ten-fold way of symmetry
classication [106]. For this class, the existing topological classication of single particle
1 We note that such a spin Hall conductance requires an additional spin symmetry which guarantees
that the spin (or pseudospin) is a good quantum number.
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Hamiltonians [2022] states that a topologically nontrivial phase is impossible in d = 2
dimensions.
In agreement with this prediction we nd by explicit calculations using an eective 2×2
Hamiltonian for LP-polaritons that possible topological invariants always exhibit a trivial
value. For the studied time-reversal invariant model the pseudospin degeneracy is lifted and
the LP branch splits. Such a splitting is, for example, obtained by a longitudinal-transverse
splitting of the electromagnetic eld (TE-TM coupling) [23] or by spin-orbit coupling of
the electronic building blocks. For the latter case of spin-orbit coupling we develop a
microscopic model of polaritons in a QSH cavity. Remarkable, if the underlying electronic
structure is topologically nontrivial, we observe topologically nontrivial polaritons, too. At
a rst glance this is contradictory, because our nding contravenes the prediction of the
existing topological classication [2022] and our explicit calculation using the eective
model. However, the coupling term of excitons and photons in such a microscopic model
has a non-analyticity in momentum space in the vicinity of at least one time reversal
invariant momentum. For this reason topologically nontrivial states are possible.
In the following we will explain the dierence of eective and microscopic model, and
thus the dierence of trivial and nontrivial polaritons with time reversal symmetry. Let us
introduce some notations: the eigenstates of the eective model are denoted by |χ1,2〉. For
the microscopic model the eigenstates are a superpositions of excitonic |b1,2〉 and photonic
wave functions |a1,2〉; |Φ1,2〉 = β1,2|b1,2〉+α1,2|a1,2〉 with coecients β1,2, α1,2 ∈ R. By con-
struction of the eective model the eigenstates |χ1,2〉 are the projection of the microscopic
eigenstates |Φ1,2〉 onto the photonic sector, such that |χ1,2〉 = |a1,2〉.
Now, we study the polarization of the polaritons. For the eective model we have
~m1,2 = 〈χ1,2|~σ|χ1,2〉, and ~n1,2 = 〈a1,2|~σ|a1,2〉 for the microscopic one. Obviously ~n1,2 =
~m1,2. In d = 2 the rst Chern number [80] is a topological invariant with integer values.
For the systems considered here, it counts how many times the polarization vector wraps
around the unit sphere (Bloch sphere) if the wavevector covers the Brillouin zone. We will
nd that the polaritonic eigenstates are linearly polarized, such that ~m1,2 (~n1,2) lies in the
x-y-plane and does not cover the Bloch sphere. Thus, the corresponding Chern numbers
vanish, C1,2 = 0, for both eective and microscopic model.
Since the time reversal operator obeys T 2 = +1, the energy eigenstates are not nec-
essarily Kramers partners, as it is the case for fermions. Indeed, we nd that under time
reversal the eigenstates are mapped to themselves, however, with opposite wavevector,
T |χ1,2(~q)〉 = ∓|χ1,2(−~q)〉 and similarly T |Φ1,2(~q)〉 = ∓|Φ1,2(−~q)〉. On the other hand,
we can construct time reversed partners which are odd and even superpositions of eigen-
states: |Φ±〉 = (|Φ2〉 ± |Φ1〉)/
√
2 with T |Φ±(~q)〉 = |Φ∓(−~q)〉 for the microscopic model,
and similarly |χ±〉 = (|χ2〉 ± |χ1〉)/
√
2 with T |χ±(~q)〉 = |χ∓(−~q)〉 for the eective one.
Each of these new states has a polarization vector denoted by ~n± for |Φ±〉 and ~m± for
|χ±〉. Microscopic and eective model have dierent polarizations ~n± 6= ~m±, because the
86


























Figure 5.1: Signatures of topologically nontrivial polaritons in a QSH cavity.
Left panel: the LP and UP branches (orange lines) are split by spin-orbit coupling, except
at the time reversal invariant momenta (Γ, Q) (thick black dots). For topologically nontrivial
polaritons a purely excitonic state (gray dot) is present along a line ~q = ~q0, and helical edge
states (thick purple line) emerge below the LP branch.
Right panel: The QSH cavity in the presence of a time reversal breaking Zeeman eld BZ 6=
0 is considered. The degeneracy at the time reversal invariant momenta is lifted and the
polarization vector of each dispersion branch covers the entire Bloch sphere twice (inset).
The north (south) pole (blue (red) color) stands for right (left) circularly polarization, while
the x-y plane represents linearly polarized light.
photonic component of the time reversed partners |Φ±〉, namely α2|a2〉 ± α1|a1〉, is dif-
ferent to the time reversed partners of the eective model |χ±〉 = |a2〉 ± |a1〉, as long as
α1(~q) 6= α2(~q). An explicit calculation shows that the polarization vectors of the eective
model ~m± cannot cover the Bloch sphere. On the contrary, the polarization vectors of the
microscopic model ~n± cover the Bloch sphere twice, such that C± = ∓2. These Chern
numbers are invariant under continuous deformation of the polariton Hamiltonian as long
as the LP-splitting remains, such that the non-analyticity of the exciton-photon coupling
is not removed. We note that the procedure of constructing pairs of time reversed partners
with possibly non-zero Chern numbers was established for fermions in Ref. [77]. For ex-
ample, in a quantum spin Hall insulator with broken spin symmetry this allows to dene
the spin-Chern number [107, 108].
Two signatures sketched schematically in Fig. 5.1 (left panel) indicate the existence of
polaritons with C± 6= 0. First, along a closed path in momentum space which encircles the
Γ-point the photonic component of the energy eigenstate |Φ2〉 vanishes and a pure excitonic
state is present. Second, helical polaritonic edge states emerge below the LP-dispersion
branch. These build on the electronic ones being present in the QSH insulator. We note
that an analysis of the underlying electronic structure allows to propose a Z2-index for
polaritons. This line of thought will be followed up on in the main part of this chapter.
Breaking time reversal symmetry by a small Zeeman eld BZ 6= 0 lifts the degeneracy
of the LP branch even at all time reversal invariant momenta. Then, a Chern number
CBZ for the energy eigenstates can be extracted experimentally by counting how many
times the polarization vector of each dispersion covers the Bloch sphere, cf. Fig. 5.1 (right
panel). From our microscopic calculation, we nd a nonzero value for CBZ , which equals
the one for C± dened in the time reversal invariant situation, and that the eigenstates
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|Φ1,2〉 with BZ 6= 0 are topologically equivalent to the time reversed partners |Φ±〉 with
BZ = 0.
In a time reversal broken setup proposals for topologically nontrivial polaritons can be
found in Refs [109111]. In this thesis a short conceptual review is presented in Sec. 5.2.1.
The structure of this chapter: First, we will discuss general aspects of topologically
nontrivial polaritons (topolaritons2) and discuss a system with broken as well as preserved
time reversal symmetry, see Sec. 5.2. For the latter, we analyze spin-full polaritons by
means of an eective model. Second, we introduce a microscopic model for polaritons in a
QSH cavity, see Sec. 5.3. It turns out that this model can describe topologically nontrivial
polaritons in a time reversal invariant setup. We identify a topological invariant and discuss
its relation to the underlying electronic structure in Sec. 5.4. In Sec. 5.5 polaritonic edge
states are investigated and an eective model is developed.
5.2 General Aspects of Topological Polaritons
In the introductory Sec. 2.1.1 we have discussed polaritons in a semiconductor with p-
orbital like valence (heavy hole) and s-orbital like conduction band. The corresponding
model describes polaritons with two possible polarization states (pseudospin). In the fol-
lowing we like to distinguish two cases:
i) We neglect the polarization structure of polaritons, see Sec. 5.2.1. Then, any appropriate
model has broken time reversal symmetry.
ii) We account for the pseudospin structure of polaritons and preserve an invariance under
time reversal, see Sec. 5.2.2.
5.2.1 Topolariton toy model with broken time reversal symmetry
Adopting appropriate approximations as was discussed in Sec. 2.1.1 a spin-less polartion
is well described by a coupling of excitonic and photonic plane waves with wavevector ~q.











with exciton dispersion εx(~q) and cavity photon dispersion ω(~q). In general the coupling can
be a complex function of wavevector, i.e. g(~q) ∈ C. The Hamiltonian (5.1) is not invariant
under time reversal. The two eigenstates are denoted by |Φγ〉 with γ ∈ {LP,UP}. The


















2 The neologism 'topolariton' was rst introduced in a time reversal broken setup by Karzig, Bardyn,
Lindner and Refael [109].
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where E = ω + εx and ∆ = ω − εx is the detuning.
In the introduction 2.3 we have demonstrated that the topological structure of a model
with broken time reversal symmetry is encoded by a Chern number. A topologically
nontrivial phase is realized if the value of the Chern number is non-zero. For both LP and
UP branch the Chern numbers will be denoted by Cγ with γ ∈ {LP,UP}, see Eq. (2.59)
for a denition. Furthermore, we showed that Cγ is determined by the behavior of the
pseudospin vector ~nγ ≡ 〈Φγ |~σ|Φγ〉 as function of the momentum ~q: If ~nγ covers the
entire Bloch sphere while ~q varies throughout the Brillouin zone, the Chern number is
non-zero Cγ 6= 0.





E 1+ ~h · ~σ
)
, (5.3)
with momentum dependent eld ~h, where hx(~q) = Re[g(~q)], hy(~q) = −Im[g(~q)], hz(~q) =
−∆(~q), and ~σ as the vector of Pauli matrices. We note that the model (5.1) (or Eq. (5.3))
is dened on a square lattice, such that the time reversal invariant momenta are ~Γ = (0, 0)
and ~Q = {(±π/a, 0), (0,±π/a), (±π/a,±π/a), (±π/a,∓π/a)} with lattice spacing a.








The LP (UP) branch has a non-vanishing Chern number if the polarization vector ~nγ
covers the Bloch sphere. The result Eq. (5.4) allows to specify the behavior of the cou-
pling g(~q) and the detuning ∆(~q) as function of wavevector ~q, such that ~nγ covers the
Bloch sphere and that Cγ 6= 0:
(i) The coupling has to vanish at all time reversal invariant momenta: g(~q) = 0, ∀ ~q ∈
{~Γ, ~Q}, and the vector (Re[g] , Im[g]) has to wind around the origin for any closed
path of ~q encircling the Γ-point.
(ii) The detuning has to have an odd numbers of lines of zeros for any path from ~Γ→ ~Q,
such that sgn(∆(~Γ)) = −sgn(∆( ~Q)) and ∆(~Γ) 6= 0 6= ∆( ~Q).
If both conditions (i) and (ii) are satised a topologically nontrivial phase can be realized
if the LP and UP branch are gapped. A realistic proposal for an implementation of
conditions (i,ii) and a gapped dispersion is not discussed here. However, several schemes
for topologically nontrivial polaritons with broken time reversal symmetry were discussed
quite recently in Refs. [109111].
In the following we present an explicit example and choose coupling, exciton, and
photon dispersion appropriately, such that the LP and UP branch are gapped and have
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Figure 5.2: Spectrum of spin-less polaritons with winding coupling. The left panel depicts
the bulk polariton dispersion for LP and UP branch (black lines). A negative exciton mass
mx < 0 and mph > 0 opens a gap between LP and UP branch (black dashed lines represent
photon and exciton dispersion). The detuning changes from an initially negative value at
the Γ-point to a positive one at all other time reversal invariant momenta ~Q. A system with
boundary in y-direction hosts topologically protected edge states (inset of right panel) having
energies between LP and UP branch. The spectrum obtained by numerical diagonalization
is shown in the right panel. As parameters g0 = 0.1 ε0, ω0 = 0.8 ε0, ~2/mpha2 = 5 ε0, and
~2/mxa2 = −0.01 ε0 are chosen.
non-zero Chern numbers,
εx(~q) = ε0 +
~2
mxa2
(2− cos(qxa)− cos(qya)) , (5.5a)
ω(~q) = ω0 +
~2
2mph
~q 2 , (5.5b)
g(~q) = g0 (sin(qxa) + i sin(qya)) , (5.5c)
with ω0 < ε0, mx < 0, mph > 0, mph  |mx|, and g0 > 0. The strange assumption of
negative excitonic mass is mandatory to open a gap between the LP and UP branch, cf.
Fig. 5.2 left panel. Our simple approach of choosing the parameters appropriately without
providing a physical intuition leaves the Hamiltonian (5.1) as a toy model. However, we
like to demonstrate the existence of edge states using the choice Eq. (5.5a)-Eq. (5.5c). To
this end the polariton Hamiltonian Eq. (5.1) is set on a cylindrical geometry with periodic
boundary conditions in x-direction and hard wall boundary conditions in y-direction. Since
qy is no longer a good quantum number a diagonal representation of HP in momentum
space is not possible. As explained in the introduction Sec. 2.3.1 a Fourier transformation
from qy-space to y-space of Eq. (5.1) and adopted boundary conditions yield a tight-binding
Hamiltonian with qx quantum number as parameter. We note that this approach requires
that the photon is put on a lattice too, such that aqy → 1 − cos qya in Eq. (5.5b). A
numeric diagonalization for various qx-wavevectors is shown in Fig. 5.2 (right panel). As
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expected from the bulk-edge correspondence we nd an edge state at each boundary which
connects the bulk bands with dierent Chern numbers, cf. inset and spectrum in Fig. 5.2.
5.2.2 Topology of polaritons with time reversal symmetry  An eective
model
An eective model
For a semiconductor with p-like valence and s-like conduction band optically active exci-
tations and polaritons were discussed in Sec. 2.1.1. The presented model has a spectrum
being degenerate in pseudospin (cf. Eq. (2.29)). However, time reversal invariance allows
for a coupling of both pseudospins, such that the degeneracy can be lifted. The splitting
of the LP branch (and similarly UP branch) is described by the Hamiltonian
HLP = εLP 1+ ~h · ~σ , (5.6)
with the polariton dispersion εLP(~q) in the absence of a coupling (see Eq. (5.2)) and a
momentum dependent eective magnetic eld ~h(~q) ∈ R3. We demand that the Hamilto-
nian (5.6) is invariant under time reversal,
T HLP(~q) T −1 = HLP(−~q) , (5.7)
with time reversal operator T = −σxK where K denotes complex conjugation.3 In order to
satisfy Eq. (5.7) the x- and y-component of the eective magnetic eld ~h have to be even
functions hx,y(~q) = hx,y(−~q) and the z-component has to be an odd one hz(~q) = −hz(−~q)
in momentum ~q. Thus, hz vanishes for all time reversal invariant momenta.
We note that the splitting of the pseudospin degeneracy is, for example, realized by a
longitudinal-transverse splitting of the electromagnetic eld (TE-TM coupling) [23, 112]
or by a spin-orbit coupling of the electronic building blocks as will be discussed in Sec. 5.3.
For both parity symmetry is present in addition to time reversal invariance. Then, the
eective magnetic eld ~h has to be even in the wavevector ~q due to parity. Because time
reversal invariance demands hz(~q) = −hz(−~q) and parity hz(~q) = hz(−~q), the z-component
of ~h has to vanish hz ≡ 0. However, in the following we will discuss systems with time
reversal symmetry only.
3 For arbitrary angular momentum states the time reversal operator takes the form T = exp(−iπJy)K,
where Jy is the y-component of the spin-operator ~J , [31]. Focusing on spin-1 particles and choosing a
representation in which Jz is diagonal, the projection of T onto the ±1 states yields σxK. The minus sign
in T = −σxK was chosen to satisfy that the electric eld ~E = ∂t ~A transforms even under time reversal
and that the magnetic eld ~B = ∇ × ~A transforms odd. With ~A we denote the electro-magnetic vector
potential. Because polaritons are bosons the time reversal operator squares to plus one, T 2 = +1.
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Topological states for bosons in d = 2 dimensions?
Unlike a Chern insulator, a topological insulator is invariant under time reversal and
characterized by a Z2 index, ν ∈ {0, 1} [83]. For fermions the time reversal operator
squares to minus one T 2 = −1, which allows for several equivalent expression of ν, see
Refs. [76, 77, 80, 83]. For bosons time reversal cannot serve this role and the denitions
of ν cannot be adopted, since T 2 = 1. In general, the existing classication of topolog-
ical insulators [2022] states that a topologically nontrivial phase cannot exist in d = 2
dimensions if T 2 = 1.
For fermions the Z2 index is, for example, determined by a sum of Chern numbers [77],
see the introduction 2.3.2, Eq. (2.71). Let us shortly review some results of Sec. 2.3.2:
Kramers theorem [31] states that each energy eigenstate |ψk〉 with wavevector ~k, has
a Kramers partner |ψ̃−k〉 with the same energy and the opposite wavevector, and that
〈ψk|ψ̃k〉 = 0. Hence, the conduction (valence) band separates into two (an even number
of) subbands spanned by the dispersion of each eigenstate. Generalizing to an even num-
ber of subbands, we dene a basis set {ψnk} of pairs of time reversed partners, where
n = ±1,±2, . . . labels the number of basis states and T |ψ±nk〉 = ±|ψ∓n−k〉. A subband4
Chern number according to Eq. (2.59) is dened: Cn where n labels the subband spanned
by the state |ψnk〉. Using the anti-unitarity of the time reversal operator we can show that
these Chern numbers come in pairs with opposite sign, Cn = −C−n. The Z2 index equals
the parity of the sum of all positive subband Chern numbers: ν =
∑
Cn>0
Cn mod 2, [77].
A non-zero Chern number C±n 6= 0 indicates the existence of a topologically nontrivial
subspace spanned by |ψnk〉. This is not restricted to the fermionic case with T 2 = −1.
Indeed, we will nd that bosonic phases in d = 2 are possible with C±n 6= 0.
Before we discuss the eective model (5.6), we present an example of a fermionic
topological insulator with time reversal symmetry, and show how to determine the Z2
index by a sum of Chern numbers.
A fermionic example: The Z2 index for a QSH insulator with broken pseudospin
symmetry
In the following we will discuss the BHZ model with broken spin symmetry and evaluate
the Z2 index ν according to Eq. (2.71). We will nd that the energy eigenstates do not have
well dened Chern numbers. However, following Ref. [108] we will show that the eigenstates
of the pseudospin operator, as will be dened below, i) are time reversed partners too, ii)
have well dened Chern numbers, and iii) can be continuously deformed into the BHZ
eigenstates. Using this new basis set, ν can be determined as a sum of Chern numbers.
A possible modication which preserves time reversal invariance and breaks both parity
4We use the phrase subband in order to distinguish between the Chern number of one state ψn(~k)
(subband) and the Chern number of conduction or valence band. The latter is always zero in time reversal
invariant systems.
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Figure 5.3: Left panel: Sketch of an eective Brillouin zone (EBZ): Because of time reversal
the region kx < 0 is related to the one with kx ≥ 0 (shaded area). The time reversal invariant
momenta ~Γ, ~Q are depicted by black dots.
Middle panel: A typical dispersion for a time reversal invariant Hamiltonian with broken par-
ity symmetry is sketched. The spectrum is degenerate at all time reversal invariant momenta
(black dots) and consists of two Kramers partners (red and blue).
Right panel: Behavior of the sign-function s± in a trivial and nontrivial phase. If ε1 ± dz
has a zero, s± changes sign. For a nontrivial insulator s± changes sign once (odd number
of times), such that the ~Γ and ~Q point exhibit an opposite conguration. This results in an
obstruction to nd a continuous gauge choice for ψ± (see Eq. (5.12)). For a trivial insulator
s± changes sign an even number of times. Then, the congurations are equal at ~Γ and ~Q,
and a continuous gauge choice can be found for ψ±.
and pseudospin symmetry of the BHZ model (2.72), mixes the ↑- and ↓-block, such that
the new Hamiltonian is
Hk =
(
H ↑k c iσy
−c iσy H ↓k
)
, (5.8)
with coupling constant c ≥ 0, and H ↑, ↓k dened in Eq. (2.73). It is straightforward to check
that Eq. (5.8) is invariant under time reversal as described by the operator T dened in
Eq. (2.75). The spectrum of Eq. (5.8) is degenerate at all time reversal invariant momenta
due to time reversal symmetry, see Fig. 5.3.
The eigenvalues of Eq. (5.8) are
ε1(~k) =
√
(c− d⊥)2 + d2z , ε2(~k) =
√
(c+ d⊥)2 + d2z (5.9)
for the conduction band.5 Above, the denition d⊥e±iϕ = dx ± idy is used with dx, dy, dz
being the components of the spin-orbit eld ~d of the BHZ model, see Sec. 2.3.2. In the
following, we investigate the topology of the conduction band, however, a similar analysis
for the valence band is possible. For a time reversal invariant system it is possible to dene
an eective Brillouin zone [84], for example, the part of the full Brillouin zone with kx ≥ 0,
see Fig 5.3. The other half with kx < 0 is determined by time reversal. For the eective
5 Multiplying Eq. (5.9) with −1 results in the valence band spectrum.
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with real valued functions |s±(~k)| = 1. In order to compute the Chern numbers for ψ1,2(~k),
the denitions Eq. (5.10) have to be dierentiable with respect to wavevector ~k. The
energy ε1,2, the component dz, and the phase ϕ are dierentiable with respect to ~k except
at the time reversal invariant momenta, ~k 6= ~Γ, ~Q.6 Then, the square roots
√
ε1,2 ± dz
in Eq. (5.10) are dierentiable with respect to ~k 6= ~Γ, ~Q except for ε1,2 ± dz = 0. These
zeros have to be treated individually. If c > 0, the energy ε2 satises ε2 > |dz|, such that
ε2 ± dz > 0 and ψ2 does not have any zeros. On the contrary, ε1 ± dz = 0 if d⊥ = c and
dz <> 0, such that the components of ψ1 have zeros. In order to obtain a wave function ψ1
which is dierentiable with respect to ~k 6= ~Γ, ~Q, the functions s±(~k) have to change sign
each time the components ε1 ± dz have a zero. We adopt the convention that s± = +1 at
the Γ point. In Fig. 5.3 a typical form of s±(~k) is shown using the parametrization of the
spin-orbit eld Eqs. (2.74a, 2.74b). The eigenstates for kx < 0 are then obtained by
ψ1(−~k) = T ψ2(~k) , ψ2(−~k) = −T ψ1(~k) , (5.11)
with ψ1,2(~k) dened in Eq. (5.10) and time reversal operator T dened in Eq. (2.75). The
eigenstate ψ1,2(−~k) has the eigenvalue ε2,1(~k), where the energy is dened in Eq. (5.9).
By denition the basis set {ψ1(~k), ψ2(~k)} consists of time reversed partners. We have
carefully dened ψ1,2(~k) to be dierentiable with respect to ~k 6= ~Γ, ~Q. Nonetheless, the
denition Eq. (5.10) has a phase ambiguity at the time reversal invariant momenta. And
it is not possible to nd a local gauge choice for an open covering of ~Γ, ~Q which leads to
a wave function which is dierentiable with respect to wavevector in this open covering.
Thus, the energy eigenstates ψ1,2 do not have well dened Chern numbers. However, it is
possible to nd a basis set of time reversed partners with basis states denoted by ψ±(~k)
which have well dened Chern numbers.
An extraction of such a set [108] is possible by means of the additional pseudospin
symmetry of the BHZ model. We would like to remind the reader that the BHZ Hamil-
tonian (2.72) commutes with the operator Sz = σz ⊗ 1, such that the energy eigenstates
have a pseudospin quantum number, namely α = ↑, ↓. On the other hand, the Hamil-
tonian (5.8) with broken pseudospin symmetry does not commute with Sz. Following
6 Note that the BHZ-model is dened on a square lattice, such that the time reversal invariant momenta
are ~Γ = (0, 0) and ~Q = {(±π/a, 0), (0,±π/a), (±π/a,±π/a), (±π/a,∓π/a)} with lattice spacing a.
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Figure 5.4: Spectrum of the BHZ-model with broken spin symmetry Eq. (5.8) on a cylindri-
cal geometry. The left panel depicts the result of a numerical diagonalization for the nontrivial
phase with c < ccr. For c > ccr (right panel) the gap has closed and reopened again. This
destroys the edge states. We used the parametrization Eqs. (2.74a, 2.74b) for the spin-orbit
eld with A = 2|M |, B = 3.5|M |, and a pseudospin-symmetry breaking coupling of strength
c = 1.2|M | (left panel) or c = 1.6|M | (right panel) on a lattice with 300 lattice sites in
y-direction.








which are not energy eigenstates, but are time reversed partners instead: T ψ±(~k) =
∓ψ∓(−~k). An analysis shows that these time reversed partners have well dened Chern
numbers C±, and can be continuously deformed into the BHZ-eigenstates: ψ+ → ψ ↑ and
ψ− → ψ ↓. A spin Chern number is dened as Cs = |C+ − C−|/2 [107, 108].
For the following discussion we assume that the normalized spin-orbit eld ~d/|~d| covers
the Bloch sphere, such that in the absence of the coupling ciσy the BHZ Hamiltonian is
topologically nontrivial. If the coupling constant reaches a critical value, ccr = min(d⊥(~k0))
with dz(~k0) = 0, the gap closes, and reopens for c > ccr. This corresponds to a phase
transition from a topologically nontrivial to a trivial phase, see also Ref. [113]. If c < ccr,
it is impossible to nd a global gauge choice for ψ± and the Chern numbers for ψ± are still
non-zero, C± = ∓1. Then, ν = 1 according to Eq. (2.71). This is in agreement with the
observation that the Hamiltonian Eq. (5.8) can be continuously deformed into the BHZ
Hamiltonian Eq. (2.72) without closing the gap and breaking time reversal invariance. For
c > ccr it is possible to nd a continuous gauge choice for ψ±, such that C± = 0 and ν = 0.
We have checked our ndings by looking for edge states as signatures of a nontrivial
topology. We nd edge states as long as c < ccr. Closing and reopening the gap, such
that c > ccr, destroys these states, which indicates a topological phase transition from a
nontrivial to a trivial system, see also Ref. [113]. In Fig. 5.4 the spectrum of Eq. (5.8) on
a cylindrical geometry in the nontrivial and trivial phase is depicted.
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An analysis of the eective model
In this section we will analyze the eective model (5.6) of the LP branch. The pseudospin
polarization of the eigenstate |χ1,2〉 of Eq. (5.6) is determined by ~m1,2 = 〈χ1,2|~σ|χ1,2〉 = ∓ĥ
with ĥ ≡ ~h/|~h|. If ~m points north (south) the emitted light is right (left) polarized, while
the x-y plane represents linearly polarized light. Using the result of the introduction,






d2q ~m1,2 · (∂qx ~m1,2 × ∂qy ~m1,2) . (5.13)
The formula counts how many times the polarization vector ~m1,2 = ∓ĥ wraps around
the unit sphere if ~q covers the Brillouin zone. Because εijk is fully anti-symmetric, the
product ~m1,2 · (∂qx ~m1,2 × ∂qy ~m1,2) = ∓εijk ĥi ∂qx ĥj ∂qy ĥk contains all three components of
the normalized eective magnetic eld ĥ. Due to time reversal invariance ĥx and ĥy are
even and ĥz is odd in momentum, cf. discussion of Eq. (5.7). Thus, the product of all
three is odd and, consequently, the integrand of Eq. (5.13) is odd in momentum, too. Since
the integral over the Brillouin zone is invariant under ~q → −~q, the Chern number has to
vanish, C1,2 = 0.
For the discussion below, let us specify an appropriate parametrization of the eective
magnetic eld ~h,
hx(~q) = h⊥(q) cos(2ϕ(~q)) , hy(~q) = h⊥(q) sin(2ϕ(~q)) , hz(~q) , (5.14)
with absolute value q = |~q|, and behavior under momentum inversion h⊥(−~q) = h⊥(~q),
ϕ(−~q) = ϕ(~q)+πn with n ∈ Z, and hz(−~q) = −hz(~q) due to time reversal invariance (5.7).
In the following we will focus on a situation for which the eective magnetic eld ~h
winds twice around the z-axis if the wavevector ~q encircles the Γ-point. Then, the phase ϕ
has to transform according to ϕ(−~q) = ϕ(~q) + π under momentum inversion. In order to
have a continuously dened eld ~h in the limit ~q → ~Γ,7 the component h⊥ has to vanish
at the Γ-point. Since both hz(~Γ) = 0 and h⊥(~Γ) = 0, the eective magnetic eld obeys












7 Again, we dene the eective model Eq. (5.6) on a square lattice, such that the time reversal invari-
ant momenta are ~Γ = (0, 0) and ~Q = {(±π/a, 0), (0,±π/a), (±π/a,±π/a), (±π/a,∓π/a)} with lattice
spacing a.
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Figure 5.5: Sketch of the dispersion of the eective model (5.6) with parametrization (5.14).
The degeneracy of the LP (and UP) branch (solid black lines) is lifted by the pseudospin-
coupling except at the Γ-point (thick black dots). We showed that pairs of time reversed
partners can be constructed as superpositions of eigenstates, see main text. However, such
partners described by an eective model Eq. (5.6) have always a vanishing Chern number C± =
0.
with normalized z-component ĥz ≡ hz/|~h| and energies
ε1,2(q) = εLP(q)∓ h(q) . (5.16)
The spectrum is degenerate at the Γ-point, since h(~Γ) = 0, and for all other momenta
the LP branch is split, see Fig. 5.5. The eigenstates Eq. (5.15) are not well-behaved in
the limit ~q → ~Γ; neither ϕ nor ĥz has a unique limit. Thus, χ1,2 is not dierentiable at
the time reversal invariant momenta. This cannot be cured by a (local ~q-dependent) U(1)
gauge transformation. Therefore, formally the eigenstates do not have well-dened Chern
numbers. However, although the limit ~q → ~Γ is not unique, it is reasonable to assume
that ∂qx,y ~m1,2 < ∞ in Eq. (5.13) for any path ~q → ~Γ. Then, we can remove the Γ-point
from the Brillouin zone integral, Eq. (5.13) is applicable, and our symmetry argument for
C1,2 = 0 remains valid.
The energy eigenstates Eq. (5.15) are not time reversed partners and transform under
time reversal, T = −σxK, according to
T |χ1,2(~q)〉 = ∓|χ1,2(−~q)〉 , (5.17)
where we have used that ĥz is odd in momentum and that ϕ(−~q) = ϕ(~q) + π. Above, we
had argued that possible topologically nontrivial signatures can be carried by a basis set
of time reversed partners, and presented an explicit example for fermions. The odd and




(|χ2〉 ± |χ1〉) . (5.18)
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Using (5.17) these superpositions transform under time reversal according to
T |χ±(~q)〉 = |χ∓(−~q)〉 , (5.19)
such that these states are indeed time reversed partners, but not energy eigenstates except
at the Γ-point due to the degeneracy. Now, we dene a Chern number C± for each
partner Eq. (5.18), which can be determined by means of the polarization vector ~m± =









where ĥz = hz/|~h| and the parametrization Eq. (5.14) is used. Since the z-component
of ~m+ (~m−) is always positive (negative) the Bloch sphere cannot be covered. Thus, the
Chern numbers have to be zero,8 and the eective model (5.6) for polaritons does not
describe topologically nontrivial states.
5.3 Model  Polaritons in a Quantum Spin Hall Cavity
A nontrivial Z2 index can be realized in a system containing a CdTe-HgTe-CdTe quantum
well. In Sec. 2.3.2 we discussed the corresponding model proposed by Bernevig, Hughes
and Zhang (BHZ) [85]. Here, we aim for a description of light-matter coupling in such
an insulator embedded in an optical cavity. To this end, we study optically induced
electron excitations in Sec. 5.3.1, and construct the associated optically active excitons
in Sec. 5.3.2. Then, the light-matter coupling strength can be evaluated, which allows to
model polaritons by coupling excitonic and photonic degrees of freedom. The resulting
rst quantized polariton Hamiltonian is analyzed in Sec. 5.3.3. For instance, we discuss
the spectrum, eigenstates and the behavior under time reversal.
5.3.1 Optical transitions in a QSH insulator
The matrix element of the optically induced electron transition from an initial state |ψ
ν~k
〉
to a nal state |ψ
µ~k′〉 by an electromagnetic wave ~Aσ~q was calculated in the dipole ap-
proximation in Sec. 2.1.1. The quantum numbers of the electron eigenstate |ψ
ν~k
〉 are the
two-dimensional wavevector ~k and the multi-index ν which labels band index {c, v} and
pseudospin α = { ↑, ↓}. The photonic eld ~Aσ~q is a plane wave with momentum ~q and cir-
cular polarization ~σ = {r, l}, see denition Eq. (2.11). Here, we use the results of Sec. 2.1.1.
8 We note that ĥz(~Γ) is not uniquely dened. However, removing the Γ-point from the Brillouin zone
allows a denition of a Chern number.
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The matrix elements of the optical transition take the form
gσµν(




′)− εν(~k)) δ~k′−~k ~q 〈ψµ~k′ |~r |ψν~k〉 · ~eσ , (5.21)
where the BHZ eigenstates |ψ
µ~k
〉 are dened in Eqs. (2.76, 2.77).9 Both conduction and
valence band dispersion of the QSH insulator are degenerate with regard to pseudospin α,
and take the form εc,v(~k) = ±d(~k) with absolute value of the spin-orbit eld d = |~d|.
The denition of ~h is presented in Eq. (2.74a) and Eq. (2.74b). The Kronecker delta in
Eq. (5.21) ensures momentum conservation and 〈ψ
µ~k′ |~r |ψν~k〉 is the expectation value of the
dipole operator. Since the electron is conned to the quantum well plane, the dipole matrix
element has x- and y-components only. The photon polarization is determined by the unit
vector ~eσ, which represents right (σ = r) and left (σ = l) circularly polarized light. For a
small angle of incident the z-component of the photon polarization can be neglected and
the unit vector ~eσ is approximately described by the two-dimensional unit vector Eq. (2.14)
in the x-y-plane for right and left polarized light. For larger angles of incident the injected
photon has to be elliptically polarized in order to have a circular polarization after the
projection onto the x-y-plane. For further details we refer to Appendix C.1. The constant
eA/~ in Eq. (5.21) has dimension of inverse length with A as photon amplitude. The
optical transition element Eq. (5.21) is fully determined by calculating the dipole moment
〈ψ
µ~k′ |~r |ψν~k〉.
Restriction to transitions with opposite initial and nial wavevector  We
would like to evaluate the matrix elements Eq. (5.21) for eigenstates with opposite initial
and nial wavevector, say, a transition from |ψ
ν −~k〉 → |ψµ~k〉. Then, the dipole moment
times the photon polarization vector takes the form
〈ψ
µ~k







ν (−~k) 〈m′J |~r · ~eσ |mJ〉 , (5.22)
with coecients ψmJµ (
~k) of the energy eigenstates shown in Eqs. (2.76, 2.77) and BHZ
basis states {|mJ〉} with mJ = ±1/2,±3/2. We would like to remind the reader that µ
is a multi-index labeling the band and the pseudospin. In order to evaluate Eq. (5.22)
we need to know the orbital structure of the BHZ basis states. These are taken from the
supplemental material of Ref [85], namely
| ± 1/2〉 = f1|12 ,±12〉+ f4|32 ,±12〉 , and | ± 3/2〉 = f3|32 ,±32〉 , (5.23)
9 We like to emphasize that the notation has changed slightly. In the introduction Sec. 2.1.1 the Bloch
wave ei
~k·~x was included in the eigenstate ψµ~k. Here, this is not the case, and ψµ~k denotes a four component
vector being element of the BHZ-Hilbert space for given wavevector ~k. The Bloch waves are already taken
into account and result in the momentum conserving δ-function, see Appendix C.2.
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where |J,mJ〉 are angular-momentum eigenfunction with total angular moment J and
magnetic quantum number mJ , and f1,3,4 are expansion coecients. For completeness, the
angular-momentum state with J = 1/2 is referred to the Γ6 and the state with J = 3/2 to
the Γ8 band. The expansion coecients f1,3,4 encode the eects of the connement in z-
direction. Importantly, f1,3(z) are even and f4(z) is odd under reection z → −z. Optical
transitions of angular momentum eigenstates |J,mJ〉 are straightforwardly evaluated by
means of the Wigner-Eckart theorem [30, 31]. The details are presented in Appendix C.2.
Here, we use the results and list the optically active transitions,
|12 ,±12〉 → {|32 ,∓12〉, |32 ,±32〉} , |32 ,±12〉 → |12 ,∓12〉 , |32 ,±32〉 → |12 ,±12〉 . (5.24)
We would like to remind the reader that in order to obtain the matrix elements
Eq. (5.21) we had separated the integration over the real space coordinate into a sum
over all lattice points and an integration over the unit cell. The former results in the
momentum conserving δ-function and the latter yields the dipole moment Eq. (5.22). Ac-
tually, for this result we had not accounted for the envelope function f1,3,4 of the electronic
states, and considered plane waves in x- and y-direction only. In the dipole approxima-





a (z)fb(z) with a, b = 1, 3, 4. This further restricts possible transitions, since∫
z f
∗
1,3(z)f4(z) = 0. Now, we take the integration along the z-direction into account and
use the results Eq. (5.24) for the orbital states in order to obtain the optically allowed
transitions for the BHZ basis states Eq. (5.23), namely
| ± 1/2〉 → | ± 3/2〉 , and | ± 3/2〉 → | ± 1/2〉 . (5.25)
An absorption or emission of a photon does not change the electron pseudospin. Thus, the
dipole moment Eq. (5.22) is zero for initial and nal state with same quantum number α.
Eq. (5.25) allows to identify the optically active transitions in a QSH insulator, how-
ever, not to determine their amplitudes. The amplitude is computed in Appendix C.2 (in
particular see Eq. (C.18)). The results are presented in Tab. 5.1. We note that transitions
with opposite initial and nal electron momentum are assumed.
Similarly to the case of an ordinary semiconductor with p-like valence and s-like con-
duction band, the matrix element scales with the dimensionless constant eAx0/~ ∈ R and
electron energy d(~k), cf. introduction Eqs. (2.23, 2.24). The particular features of a QSH
insulator enter through the function 1± d̂z and phase factor e±2iϕ.
5.3.2 Excitons in a QSH insulator
Above, we found that optical excitations in a QSH insulator do not change the pseudospin.
Then, the corresponding excitons have a pseudospin quantum number α = { ↑, ↓} in
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µ← ν σ r l
c, ↑ ← v, ↑ − i eAx0~ d(~k) δ2~k ~q (1− d̂z(~k)) e−2 iϕ(
~k) − i eAx0~ d(~k) δ2~k ~q (1 + d̂z(~k))





(1− d̂z(~k)) e2 iϕ(~k)
Table 5.1: Optical transition matrix elements gσµν(
~k,−~k, ~q) dened in Eq. (5.21): The table
shows the amplitudes of all optically active transitions from the valence to the conduction
band in a QSH insulator assuming opposite initial and nial momentum. The absorbed
photon is right (r) or left (l) circularly polarized, and the electrons have a preserved
pseudospin quantum number α ∈ { ↑, ↓}. The matrix element is proportional to the
dimensionless constant eAx0/~ ∈ R and scales with the electron energy d(~k). The spin-
orbit coupling of the QSH insulator shows up through the normalized eld d̂ = ~d/d and
phase factor exp(±iϕ) = (dx ± idy)/
√
d 2x + d
2
y .








The sum runs over the relative momentum ~k of electron and hole, and φ(0)(~k) is the Fourier
transform of a hydrogen-like wave function which accounts for the Coulomb interaction of
electron and hole. Above, we have focused on the energetically lowest state with φ(0). In
general n = 0, 1, 2, . . . for wave functions φ(n).
Semiconductors typically have a large dielectric constant, which screens the Coulomb
interaction and results in an exciton Bohr radius much larger as the lattice constant,
aB  a. Thus, the binding function φ(0)(~k) is strongly peaked around k = 0 and Eq. (5.26)
can be approximated by
|ψxα~q〉 ≈ |ψhα~q/2〉 ⊗ |ψeα~q/2〉 . (5.27)
We note that the result above gets exact in the limit aB →∞, since lim
aB→∞
|φ(0)(~k)|2 = δ(~k).
The approximate exciton state Eq. (5.27) can be described by the Hamiltonian
Hαx (~q) = H
α
h (~q/2)⊗ 1αe + 1αh ⊗Hαe (~q/2) , (5.28)
with electron Hamiltonian H ↑e (~k) = ~dk · ~σ and H ↓e = H ↑e (−~k)
∗
being the upper and lower








∗ with energy εh(~k) =
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−εe(−~k). For the sake of clarity, we present Eq. (5.28) explicitly as matrix for α = ↑.
Using an ordered basis set {|+ 1/2〉h⊗|+ 1/2〉e, |+ 1/2〉h⊗|+ 3/2〉e, |+ 3/2〉h⊗|+ 1/2〉e,
| + 3/2〉h ⊗ | + 3/2〉e}, where |mJ〉 with mJ = 1/2, 3/2 are the orbital basis function




0 d− d+ 0
d+ −2dz 0 d+
d− 0 2dz d−




where d± ≡ dx± idy and dx,y,z are the components of the spin-orbit eld ~d(~k). The matrix
for α = ↓ is obtained by time reversal symmetry: H ↓x (~k) = H ↑x (−~k)
∗
, and the full time







For each block we nd two eigenstates with energy ±2|~d| and two zero-energy eigenstates.
Thus, by construction, Eq. (5.28) acts on an enlarged Hilbert space which contains articial
electron-hole pairs and the exciton. The eigenvector with εx(~q) = 2d(~q/2) corresponds to
the direct product of an electron in the conduction and a hole in the valence band, and
thus to the exciton. The negative energy eigenvector is a state of a hole in the conduction
and electron in the valence band, whereas both zero-energy eigenvectors have hole and
electron in the same band.
5.3.3 Hamiltonian, spectrum and eigenstates







with exciton energy εx, photon energy ω and coupling G. The exciton energy εx(~q) =
2d(~q/2) and the exciton eigenstates are obtained by diagonalizing Eq. (5.30). The disper-









with energy ω0 = ~cphqz (cph is the photon velocity), and standing-wave wavevector qz =
π/dcav determined by the cavity thickness dcav. The Hamiltonian Eq. (5.31) is presented
in an ordered basis of form {|b ↑〉, |b ↓〉, |ar〉, |al〉}, where |bα〉 and |aσ〉 are the exciton and
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photon eigenstates, respectively, with pseudospin α = ↑, ↓ and polarization σ = r, l. In the
approximation of weakly bound excitons, see Eq. (5.27), the coupling10 of an exciton with
wavevector ~q and pseudospin α to a photon with wavevector ~q ′ and polarization σ simplies
to the optical transition matrix elements gσ(c,α)(v,α)(~q/2,−~q/2, ~q ′), which are dened in





(1− d̂z)e−2iϕ −(1 + d̂z)
(1 + d̂z) −(1− d̂z)e2iϕ
)
, (5.33)
with normalized spin-orbit eld d̂ = ~d/d and phase factor e±iϕ = (dx ± idy)/
√
d 2x + d
2
y .
Above, we have dened g0 ≡ 2 εx eAx0/~, which is proportional to the exciton energy. For
the study of topological properties and of low energy properties, we can safely neglect the
~q-dependence of εx and treat g0 as constant in the following.
We would like to note that we have chosen a real prefactor of Eq. (5.33) instead of a
purely imaginary one as in Tab. 5.1. To this end, we have performed a unitary transfor-
mation of the photon space, which corresponds to a real space rotation of the polarization
vector by 90◦ (see Eqs. (C.10, C.11)), and eectively multiplies the σ = r, l row with e±iπ/2.
For a detailed discussion of such a rotation see Appendix C.1.
Discussion of the coupling matrix  For a nontrivial QSH insulator the band inver-
sion leads to a spin-orbit eld which points south, d̂z = −1, at the Γ-point and north,
d̂z = +1, at all other time reversal invariant momenta ~Q. As a result, the coupling ma-
trix (5.33) is diagonal at ~Γ and o-diagonal at ~Q. At the Γ-point, Eq. (5.33) is ill-dened
because the phase ϕ is ill-dened for ~q = 0. This phase ambiguity originates from the
non-analyticity of the electronic eigenstates Eqs. (2.76, 2.77) at the Γ-point. We note that
a dierent gauge choice of these eigenstates is possible, for instance, one for which the
wave function is ill-dened at the ~Q-points and well behaved at the ~Γ-point. Such dierent
gauge choices are related by a gauge transformation of form
|b ↑, ↓〉 → e±inϕ|b ↑, ↓〉 , with n ∈ Z0 . (5.34)
Crucially, time reversal symmetry does not allow for an independent transformation of
eigenstates with opposite pseudospin, such that |b ↓〉 has to transform according to Eq. (5.34),
if |b ↑〉 is transformed, and vice versa. Consequently, a gauge transformation allows, for
example, to shift the phase ambiguity of the coupling matrix Eq. (5.33) from ~Γ to ~Q, how-
ever, not to obtain a well dened Hamiltonian for all wavevectors. A continuous denition
of Eq. (5.33) as function of wavevector is not possible. This is in agreement with the
impossibility to nd a continuous gauge choice for the BHZ eigenstates in a topologically
nontrivial phase, cf. discussion in Sec. 2.3.2.
10 The formula for the exciton-photon coupling was derived in Sec. 2.1.1 and is presented in Eq. (2.20).
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However, the phase ambiguity can be resolved by embedding the exciton Hilbert space
into a larger space of all electron-hole pairs  the Hilbert space introduced previously for
the Hamiltonian (5.28). An ordered basis set which spans such an eight dimensional space
is, for example, obtained by the tensor product of BHZ basis states, namely
{| ± 1/2〉h ⊗ | ± 1/2〉e , | ± 1/2〉h ⊗ | ± 3/2〉e , | ± 3/2〉h ⊗ | ± 1/2〉e , | ± 3/2〉h ⊗ | ± 3/2〉e} ,
(5.35)
with plus for α = ↑ and minus for α = ↓. The basis states above consist of time reversed
partners (plus ↔ minus) and are well dened over the entire Brillouin zone (actually
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(1− d̂z)d̂⊥e−iϕ −(1 + d̂z)d̂⊥eiϕ
(1− d̂z)2 −d̂2⊥e2iϕ
d̂2⊥e
−2iϕ −(1 + d̂z)2






d̂ 2x + d̂
2
y , normalized spin-orbit eld d̂, and G ↓(~q) = −G∗↑(−~q)σx because of
time reversal symmetry. Since d̂⊥ = 0 for all time reversal invariant momenta, Eq. (5.37)
is continuously dened over the entire Brillouin zone.
Since the embedding into the Hilbert space of articial electron-hole pairs and the
unitary transformation to the BHZ tensor-product basis Eq. (5.35) do not change the
polariton spectrum and leaves the photon sector unaected, we may study the originally
presented Hamiltonian Eq. (5.31) with coupling Eq. (5.33) in the following. However, we
keep in mind that the phase ambiguity is properly treated by the described embedding
which results in Eq. (5.36) and Eq. (5.37).
Polariton spectrum and eigenstates  The spin-orbit coupling lifts the degeneracy
of LP (UP) branch except at all time reversal invariant momenta. The spectrum of the






∆2 + g21,2) , (5.38a)
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((ω + εx) +
√
∆2 + g21,2) , (5.38b)
with detuning ∆ ≡ ω − εx, coupling g1 ≡ g0, and rescaled coupling g2 ≡ d̂z g0. The
corresponding normalized eigenstates take the form
|ΦLP1,2〉 = βLP1,2 |b1,2〉+ αLP1,2|a1,2〉 , (5.39a)
|ΦUP1,2 〉 = βUP1,2 |b1,2〉+ αUP1,2 |a1,2〉 , (5.39b)
































1 for ∆(~k0) > 0

















sgn(g1,2) for ∆(~k0) > 0
1 for ∆(~k0) < 0
. (5.41b)
Either the coecient βLP2 or α
LP
2 has a zero-crossing at wavevector
~k0 at which the z-
component of the spin-orbit eld vanishes, i.e. dz(~k0) = 0. Whether the excitonic
or photonic coecient is zero depends on the signum of the detuning along the line of
wavevectors ~k0. If the coecient vanishes, a sign change of the square root is introduced
in Eq. (5.41a) and Eq. (5.41b), in order to obtain a dierentiable function at the zero-
crossing. The coecients βLP1,2 (
~k) and αLP1,2(
~k) are plotted in Fig. 5.6 for ∆(~k0) > 0 and
∆(~k0) < 0. For the UP branch photons and excitons exchange roles. Then, the coecients
are determined by βUP1,2 = −αLP1,2 as well as αUP1,2 = βLP1,2 .






discontinuity of βγ2 , α
γ
2 with γ ∈ {LP,UP}. If we wish to have dierentiable coecients,
the wave functions ΦLP2 and Φ
UP
2 have to be replaced by two new ones which mix LP and
UP branch. One (The other) eigenstates starts in the LP (UP) at ~Γ and ends in the UP




We note that the eigenvectors Eqs. (5.39a, 5.39b) have a phase ambiguity at all time
reversal invariant momenta. Since Φγ1,2 with γ ∈ {LP,UP} are degenerate at ~Γ and ~Q,
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Figure 5.6: The coecients βLP1,2 Eq. (5.41a) and α
LP
1,2 Eq. (5.41b) are shown as function of
~k. At the time reversal invariant momenta ~Γ, ~Q they satisfy αLP1 = |αLP2 | and βLP1 = |βLP2 |.
The photonic prefactor αLP2 (solid red line) has a zero-crossing at dz(
~k0) = 0, if ∆(~k0) > 0,
whereas all other coecients are strictly positive (left panel). On the other hand, if ∆(~k0) < 0,
the excitonic prefactor βLP2 (solid blue line) has a zero and all other coecients are strictly
positive (right panel). For both panels the detuning is negative at the Γ-point and positive
at ~Q.
this phase ambiguity can be removed by replacing Φγ1,2, for example, with the superposi-
tion 1√
2
(Φγ2 ± Φγ1). Note that this procedure results in a discontinuous denition of the
eigenstates over the Brillouin zone.
Transformation under timer reversal  The time reversal operator for electron-hole
pairs is T ⊗ T with electron operator T = iσy ⊗ 1K introduced in Eq. (2.75). Projecting
T ⊗ T onto the exciton space yields the time reversal operator for excitons,
Tx = σx K , (5.42)
which ips the pseudospin α and performs a complex conjugation as anti-unitary operation.
For arbitrary angular momentum states the time reversal operator takes the form
e−iπJy K, where Jy is the y-component of the spin-operator ~J , [31]. Circularly polarized
photons can be described as spin-1 particles with ±1 angular momentum. In a representa-
tion where Jz is diagonal the projection of e
−iπJy K onto the ±1 states yields σxK. Then,
the time reversal operator for right and left circularly polarized photons {|ar,l〉} takes the
form
Tph = −σx K . (5.43)
The minus sign above was chosen to satisfy the correct transformation behavior of elec-
tric and magnetic eld.11 The polariton wave function is a superposition of exciton
11 The real electromagnetic eld ~A (for a denition see Eq. (2.12)) has to transform odd under time
reversal, because the electric eld, ~E = −∂t ~A, transforms even and the magnetic eld, ~B = ∇ × ~A,
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and photon wave function. Thus, the time reversal operator for polaritons in a basis












An elementary calculation veries that the polariton Hamiltonian Eq. (5.31) is invariant
under time reversal, T HP (~q) T −1 = HP (−~q). Since T 2 = 1, the polaritonic eigenstates
are not necessarily Kramers partner. We nd that LP and UP eigenstates obey 12
T |Φγ1,2(~q)〉 = ∓ |Φγ1,2(−~q)〉 , (5.45)
with γ ∈ {LP,UP}.
5.4 Topological Invariant
In Sec. 5.4.1 we will show that the energy eigenstates of polaritons in a QSH cavity have
vanishing Chern numbers. In Sec. 5.4.2 a set of polaritonic time-reversed partners is
introduced which has non-vanishing Chern numbers. The relation of these Chern numbers
to the underlying electronic structure, a proposed Z2 index, and to protected edge states
is claried in Sec. 5.4.3.
5.4.1 Topological structure of energy eigenstates
For the polaritonic eigenstates |Φγ1,2〉 with γ ∈ {LP,UP} the Chern number can be evalu-
ated as





εij 〈∂kiΦγ1,2|∂kjΦγ1,2〉 . (5.46)
We remind the reader that |Φγ1,2〉 = βγ1,2|b1,2〉 + αγ1,2|a1,2〉, see Eqs. (5.39a-5.41b) for de-
nitions. Both the excitonic spinor |b1,2〉 and the photonic eigenstate |a1,2〉 are not dier-
entiable with respect to wavevector at the time reversal invariant momenta. Furthermore,
an analysis shows that it is impossible to nd a local gauge choice for an open covering of
~Γ, ~Q for which this problem is cured. Hence, Eq. (5.46) is not well dened, and formally
the eigenstates |Φγ1,2〉 do not have well dened Chern numbers.
However, we found that the energy eigenstates transform under time reversal according
to Eq. (5.45), and by symmetry arguments we will show that for any state, which satises
such a transformation behavior T |Φ(~q)〉 = ±|Φ(−~q)〉, the corresponding Chern number,
transforms odd.
12We note that ϕ(−~k) = ϕ(~k) + π and dz(−~k) = dz(~k). The coecients β1,2, α1,2 of the eigen-
states Eq. (5.39a) and Eq. (5.39b) are even functions in wavevector ~k.
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if dened, has to vanish. For simplicity, we will neglect the LP and UP index γ and
the eigenstate label 1, 2 of the polaritonic eigenstates in the following. We decompose
the integrand of Eq. (5.46) into (〈∂iΦ(~q)|∂jΦ(~q)〉 + 〈∂iΦ(−~q)|∂jΦ(−~q)〉)/2, which is valid
because the integration over the Brillouin zone is invariant under inversion of momentum.
Then, the second summand is recast: 〈∂iΦ(−~q)|∂jΦ(−~q)〉 = (±1)2〈∂iT Φ(~q)|∂jT Φ(~q)〉 =
〈∂jΦ(~q)|∂iΦ(~q)〉. For the last equal sign we used that the time reversal operator and the
partial derivative commutate, and that T is anti-unitary. Now, Eq. (5.46) takes the form











If we remove all time reversal invariant momenta from the integral of Eq. (5.46), the
polaritonic eigenstates are dierentiable, Eq. (5.46) is well dened, and C γ1,2 = 0.
Finally, we like to analyze the polarization vector of the polaritonic wave function,
namely
~n ≡ 1N 〈PphΦ|~σ|PphΦ〉 , (5.47)
with projector Pph onto the photonic sector and normalization N . Then, the polarization
vector of LP and UP eigenstates take the form








It lies in the x-y-plane for all ~k /∈ {~Γ, ~Q} and winds twice around the origin if ~k encircles
the Γ-point. At the time reversal invariant momenta the polarization vector is not uniquely
dened. We may dene an invariant which counts how many times ~n1,2 covers the Bloch
sphere and remove non-analytic points. Since ~n1,2 lies in the x-y-plane, the value of this
invariant is zero.
We note that up to now the microscopic model (5.31) yields similar results as found
for the eective model Eq. (5.6), see Sec. 5.2.2.
5.4.2 Topological structure of time reversed partners
In the context of the eective model for polaritons (see Sec. 5.2.2) we discussed pairs of
time reversed partners as promising candidates for topologically nontrivial states. The




(|Φγ2〉 ± |Φγ1〉) , (5.49)
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are time reversed partners, T |Φ±(~q)〉 = |Φ∓(−~q)〉, which can be seen by using Eq. (5.45).
In the following we will calculate the corresponding Chern numbers Cγ± and will analyze
the polarization vectors of |Φγ±〉.
Chern numbers  Both LP and UP time reversed partners Eq. (5.49) take the explicit
form
|Φγ±〉 = βγ± e−iϕ |b ↑〉 − βγ∓ eiϕ |b ↓〉+ αγ∓ eiϕ |ar〉+ αγ± e−iϕ |al〉 , (5.50)




(βγ2 ± βγ1 ) and αγ± ≡
1
2
(αγ2 ± αγ1) , (5.51)
where βγ1,2 and α
γ
1,2 are dened in Eq. (5.41a) and Eq. (5.41b), respectively. We found that
|βγ1 | = |βγ2 | and |αγ1 | = |αγ2 | at all time reversal invariant momenta ~Γ, ~Q. Furthermore, the
coecients βγ1 , α
γ
1 do not have any zero crossings, whereas depending on the sign of the
detuning at ~k0 with dz(~k0) = 0, either the excitonic β
γ
2 or photonic coecient α
γ
2 has a
zero at ~k0. Since d̂z interpolates continuously from −1 at ~Γ to +1 at ~Q, it has to have
an odd number of lines of zeros. Thus, either βγ2 or α
γ
2 has to have an odd number of
lines of zeros, too. In Fig. 5.6 a typical behavior of the coecients βLP1,2 , α
LP
1,2 is sketched.
Let us focus on the case ∆(~k0) > 0 (left panel in Fig. 5.6). Then, α
LP
1 > 0 for all
~k,
αLP2 (
~Γ) = −αLP1 (~Γ) and αLP2 ( ~Q) = αLP1 ( ~Q), such that the photonic expansion coecients
Eq. (5.51) obey αLP+ (~Γ) = 0, α
LP
+ (
~Q) > 0, and αLP− (~Γ) < 0, α
LP
− ( ~Q) = 0. The excitonic
coecients βLP1,2 are always positive, such that β
LP
+ > 0 ∀ ~k and βLP− = 0 at all time reversal
invariant momenta. In a similar way we may extract the behaviour of αγ±, β
γ
± at all time
reversal invariant momenta for the situation ∆(~k0) < 0 at dz(~k0) = 0.






−iϕ |b ↑〉+ αLP− e+iϕ |ar〉 at ~Γ
βLP+ e






−βLP+ e+iϕ |b ↓〉+ αLP− e−iϕ |al〉 at ~Γ






−βUP− e+iϕ |b ↓〉+ αUP+ e−iϕ |al〉 at ~Γ
βUP+ e







−iϕ |b ↑〉+ αUP+ e+iϕ |ar〉 at ~Γ
−βUP+ e+iϕ |b ↓〉+ αUP+ e+iϕ |ar〉 at ~Q
. (5.53b)
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An analysis shows that it is not possible to dene the wave functions |ΦLP± 〉 continuously
over the entire Brillouin zone. However, the phase ambiguity of Eqs. (5.52a, 5.52b) can be
removed if the Brillouin zone is split into two patches RΓ, RQ which contain the ~Γ-point
and ~Q-points, respectively. Then, the wave function e∓iϕ|ΦLP± 〉 is dierentiable in RΓ and
e±iϕ|ΦLP± 〉 in RQ, where |ΦLP± 〉 is dened in Eq. (5.50). Both local gauge choices are related
by a U(1) gauge transformation of form e∓2iϕ, so that e±iϕ|ΦLP± 〉|Q → e∓iϕ|ΦLP± 〉|Γ. Such a
nontrivial transition function results in a non-vanishing Chern number (see Eq. (2.66)). In
contrast, for the timer reversed partners of the UP branch we nd wave functions which are
continuous and dierentiable over the entire Brillouin zone, namely e±iϕ|ΦUP± 〉 with |ΦUP± 〉
dened in Eq. (5.50). Thus, the UP branch has vanishing Chern numbers. We summarize
CLP± = ∓2 and CUP± = 0 if ∆(~k0) > 0 at dz(~k0) = 0 . (5.54)
A comment is appropriate regarding the dierentiability of the excitonic part of the
time reversed partners |Φγ±〉. The excitonic wave function is a direct product of hole and
electronic wave function: ψxα = ψ
h
α ⊗ ψeα, where the hole and electron wave function are
obtained from the QSH valence and conduction band eigenstates, see Eqs. (2.76, 2.77).
In the enlarged electron-hole Hilbert space with ordered basis set Eq. (5.35) the exciton


























d̂ 2x + d̂
2
y and d̂ is the normalized spin-orbit eld
~d/d. These eigenstates are
dierentiable and continuous for all ~k 6= 0 and ill-dened at the ~Γ-point. For the excitonic
basis stats of the polariton Hamiltonian Eq. (5.31) we made the identication |b ↑, ↓〉 ≡
|ψx↑, ↓〉. Since ψx↑, ↓ are topologically nontrivial states, it is impossible to nd a continuous
wave function over the entire Brillouin zone. Therefore, the basis state |b ↑, ↓〉 = |ψx↓, ↑〉 is
well dened at the ~Q-points, and a dierent gauge choice e∓2iϕ|b ↑, ↓〉 is well dened at the
~Γ-point.
Above, we have discussed the case ∆(~k0) > 0 at dz(~k0) = 0 and have shown that the
LP branch separates into two topologically nontrivial subspaces, HLP = H+LP ⊕H−LP with
Chern numbers CLP± = ∓2. Along the lines of these arguments, a similar discussion for
∆(~k0) < 0 is possible. We nd that LP and UP branch exchange roles, so that
CLP± = 0 and C
UP
± = ∓2 if ∆(~k0) < 0 at dz(~k0) = 0 . (5.56)
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− ~Q −~k0 ~Γ ~k0 ~Q
∆(~k0) > 0
− ~Q −~k0 ~Γ ~k0 ~Q
∆(~k0) = 0
− ~Q −~k0 ~Γ ~k0 ~Q
∆(~k0) < 0
ǫ ǫ ǫ
Figure 5.7: Spectrum of polaritons in a QSH cavity. Depending on the sign of the Detuning
∆ at dz(~k0) = 0, the LP branch (left panel, ∆(~k0) > 0), the LP and UP branch (middle
panel, ∆(~k0) = 0), or the UP branch (right panel, ∆(~k0) < 0) is topologically nontrivial.
The dispersions of Φγ1 with γ = {LP,UP} are depicted as black solid lines, while the one for
Φγ2 are blue or red. At dz = 0 the 'blue' eigenstate is purely excitonic and has a vanishing
photonic component, which results in a topologically nontrivial structure (see main text).
For the special case of ∆(~k0) = 0 (middle panel) LP and UP branch are degenerate and the
energies of the eigenstates Φ2,3 (blue and red) cross at ~k0.
The situation for ∆(~k0) = 0 at dz(~k0) = 0 is more subtle. A schematic sketch of
the dispersion of the energy eigenstates for all three cases (∆ > 0, ∆ = 0 and ∆ < 0




2 are degenerate at ∆(
~k0) = 0, a
separation into LP and UP branch is not possible. Furthermore, the βγ2 , α
γ
2 coecients
Eqs. (5.41a, 5.41b) are discontinuous at ∆(~k0) = 0. A set of energy eigenfunctions with
continuous and dierentiable coecient is obtained, for example, if ΦLP2 (Φ
UP
2 ) is replaced
by a new eigenstates with dispersion starting in the LP (UP) branch at the ~Γ-point and
ending in the UP (LP) branch at the ~Q-points. Thus, the state ΦLP2 (Φ
UP
2 ) remains
unchanged for all k ≤ k0 and is exchanged with ΦUP2 (ΦLP2 ) for all k > k0, see also middle
panel of Fig. 5.7. Let us denote the two new eigenstates by Φ2,3. We do not show the
details here, because the construction is tedious, though straightforward. The denition
of the set of time reversed partners introduced in Eq. (5.49) changes slightly, since LP and












(Φ2 ± ΦLP1 )− (Φ3 ± ΦUP1 )
)
.
Our calculations show that Φ1± can be continuously dened over the entire Brillouin zone,
whereas it is not possible to nd a global gauge choice for Φ2±. Therefore, the subspaces
spanned by the wavevectors Φ1± are trivial with vanishing Chern number, and the one
spanned by Φ2± are nontrivial with non-zero Chern numbers.
Polarization vector  The calculation of Chern numbers presented above is somehow
mathematical and does not provide a physical intuition. Now, we will show that a non-zero
Chern number is related to a nontrivial behavior of the polariton polarization. To this end
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we analyze the polarization vector ~n γ± ∼ 〈PphΦγ±|~σ|PphΦγ±〉 of the time reversed partners















The vector above is well behaved, since aγ+a
γ
− = 0 for all time reversal invariant momenta
and αγ+, α
γ
− never vanish simultaneously (the wave function Eq. (5.50) has always a photonic
component). The polarization vector Eq. (5.57) covers the Bloch sphere twice if αγ+ is zero
(non-zero) at ~Γ and non-zero (zero) at ~Q, and αγ− 6= αγ+ for all time reversal invariant
momenta. This is exactly the case if the Chern numbers Cγ± are non-vanishing. Hence, the
behavior of the polarization vector as function of wavevector describes two topologically
distinct situations: ~n γ± covers the Bloch sphere (nontrivial) or does not cover Bloch sphere
(trivial).
Above, we have carefully treated the non-analyticities of the excitonic components in
order to evaluate the Chern numbers for |Φγ±〉. To this end, we have analyzed the exciton
basis states |b ↑, ↓〉 in an enlarged Hilbert space of electron-hole pairs, see Eq. (5.55). We
stress that such an embedding does not inuence the photonic sector and leaves the inter-
pretation of Eq. (5.57) valid. Interestingly, in terms of polarization vectors, the excitonic
sector behaves always trivial. This can be demonstrated by evaluating the exciton pseu-
dospin expectation value, ~nx ∼ 〈PxΦ|~σ|PxΦ〉 with projector Px onto the excitonic part.
Since the excitonic sector is invariant under gauge transformation of form Eq. (5.34), the
winding of ~nx for |Φγ±〉 can be gauged away, and ~nx does not cover a closed surface. Hence,
a topological invariant can be established purely in the photonic components of |Φγ±〉.
Topological invariance of C±  By construction the Chern number C± is an integer
which does not change under a certain set of continuous deformation of the polariton
Hamiltonian (5.31). Now, we have to specify the deformations which leave C± invariant.
A value C± = ∓2 relies on the non-analytic coupling matrix element of G (5.33) containing
a phase vortex of form ±(1− d̂z)e∓2iϕ. As long as this vortex-singularity is not removed,
the Chern number is invariant. If the vortex-singularity is removed by letting it go to zero,
G gets o-diagonal. Then, the LP (UP) branch is twofold degenerate for all wavevectors.
Thus, interpolating between a coupling with and without vortex closes the gap which splits
the two LP (UP) eigenstates. Consequently, if this gap is closed, C± can change.
5.4.3 Topological Z2 invariant and topologically protected edge states?
Above, we have shown that the Hilbert space of polaritons in a QSH cavity separates into
topologically nontrivial subspaces which are characterized by non-zero Chern numbers,













Figure 5.8: Schematic sketch of polariton branches (orange) and unphysical hole-electron
bands (light gray) with corresponding Chern numbers C±, C ↑, ↓. For the sake of clarity
we have removed the upper label of the Chern numbers and have positioned them near the
corresponding band. Because the negative-energy bands have uncompensated Chern numbers,
a pair of edge states (the physical part marked purple) connects LP and hole-electron band
with opposite Chern number.
polaritons and is related to polaritonic edge states below the LP branch.
Line of argument
The microscopic model Eq. (5.31) couples photonic and excitonic degrees of freedom, where
the coupling has a non-analyticity in momentum space in the vicinity of at least one
time reversal invariant momentum. Hence, it cannot be put onto a lattice, and cannot
describe edge states. We have shown that the non-analyticity of the coupling is resolved
by embedding the polariton Hilbert space into an enlarged space with additional articial
hole-electron pairs. This model (5.36) can be put onto a lattice.
The optically active excitons in a QSH insulator are twofold degenerate with respect to
pseudospin and each eigenstate can be characterized by a pseudospin quantum number α,
just like the BHZ-eigenstates have a pseudospin quantum number. The corresponding op-
erator, which generates rotations of the excitonic pseudospin around the z-axis in the x-y
plane and which commutes with the exciton Hamiltonian, will be denoted by Sz. Below,
we will show that the product TF = SzT with the bosonic time-reversal operator T is ef-
fectively a fermionic time reversal operator, which commutes with the exciton Hamiltonian
and obeys T 2F = −1. As long as this TF-symmetry is not broken, the exciton Hamiltonian
falls into class AII of the classication of single-particle Hamiltonians and a Z2-topological
phase is possible in d = 2 dimensions [2022]. It turns out that excitons in a nontrivial
QSH insulator are nontrivial too with Z2-index ν = 1. Similar TF-protected topological
states for photons were proposed in Refs. [114, 115].
The polariton Hamiltonian in the enlarged Hilbert space, see Eq. (5.36), describes also
product states of electron and hole in valence and/or conduction band. By construction
the hole-electron pairs with negative energy are topologically equivalent to the excitonic
states and, thus, are characterized by a Z2-index ν = 1, too. Each pseudospin eigenstate
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system electron (c.b.) electron (v.b.) exciton hole-electron polariton
Chern numbers C ↑, ↓ = ∓1 C ↑, ↓ = ±1 C ↑, ↓ = ∓2 C ↑, ↓ = ±2 C± = ∓2
Table 5.2: Chern numbers for energy eigenstates with quantum number α = { ↑, ↓} (con-
duction band electron, valence band electron, exciton, and hole-electron pair) and for
polaritonic time-reversed partners (LP or UP).
of the hole-electron pair has a Chern number Ceh↑, ↓ = ±2 with α = ↑, ↓. Furthermore,
we have shown that the LP (or UP) branch is characterized by a non-zero pair of Chern
numbers CLP± = ∓2 (or CUP± = ∓2), see Fig. 5.8.
In the presence of a boundary a topologically nontrivial system has conducting edge
state(s). For a Chern insulator with broken time reversal symmetry, the dispersion of
these edge state(s) connects valence and conduction band with opposite Chern numbers,
see Sec. 2.3.1. For a QSH insulator with time reversal symmetry, both the valence and
the conduction band Chern numbers are zero, however, for each band Kramers partners
labeled by the pseudospin α = ↑, ↓ with non-vanishing Chern numbers exists, see Tab. 5.2.
The emerging edge states have dispersions which connect the energies of the bulk eigen-
states of valence and conduction band with same pseudospin α. In the following we will
call Chern numbers of time reversed partners of the same band to be uncompensated if
the dispersions of these partners are not connected by edge states in the presence of a
boundary. For instance, for the BHZ model the Chern numbers of the Kramers partners
of the valence (conduction) band are uncompensated. Below we will show that the Chern
numbers of excitons are the dierence of conduction and valence band Chern number, see
Eq. (5.58). We conclude that the Chern numbers C ↑, ↓ for excitons (hole-electron pairs)
are uncompensated, too.
In the presence of a boundary we may expect two dierent situations for the polaritonic
system: Edge states emerge with dispersions being inside of the LP (or UP) branch (the
Chern numbers C± compensate each other), or with dispersions below the LP branch which
extend all the way down to zero energy (the Chern numbers C± cannot compensate each
other). The unphysical states of hole-electron pairs have uncompensated Chern numbers
and do not couple to the polaritonic sector. In analogy to the BHZ model, we conclude that
the polaritonic Chern numbers have to be uncompensated, too. Then, in the presence of a
boundary edge states have to connect the articial hole-electron bands with the polaritonic
branch. A schematic sketch is depicted in Fig. 5.8.
The single-particle Hamiltonian (5.36) for polaritons embedded into the enlarged Hilbert
space does not have any pseudo-fermionic time reversal symmetry, see below for a discus-
sion. Then, it falls into class AI and is topologically trivial [2022]. Nonetheless, we found
that the polariton space, which is a subspace of the Hilbert space of the single-particle
Hamiltonian (5.36), has uncompensated Chern numbers C±, and that the supspace of
hole-electron pairs has also uncompensated Chern numbers. For excitons (hole-electron
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pairs) such a set of uncompensated Chern numbers results into a non-trivial Z2 index.
Below, we will propose a similar index for polaritons.
Pseudo-fermionic time reversal operator for excitons and polaritons?
The exciton spectrum is degenerate with regards to pseudospin α = { ↑, ↓}, and Hx(~q) =
εx(~q)1 in a basis {|b ↑〉, |b ↓〉}. By construction Hx is invariant under time reversal with
operator T = σxK, such that T Hx(~q)T −1 = Hx(−~q) holds. Additionally, a pseudospin
symmetry with operator Sz = σz is present, such that [Sz, Hx] = 0. Any product of
T and Sz is a symmetry of Hx, too. We dene the anti-unitary operator TF = SzT .
This is a pseudo-fermionic time-reversal operator, TF = iσyK with T 2F = −1. Note that
TF|b ↑(~q)〉 = |b ↓(−~q)〉 and TF|b ↓(~q)〉 = −|b ↑(−~q)〉.
Similarly a TF-operator for hole-electron pairs can be constructed. Thereto, the exciton
energy inHx has to be replaced by the dispersion of the hole-electron pairs, εx → εhe = −εx.
For the polariton Hamiltonian such a construction does not work and an eective
fermionic time reversal operator does not exist. The reason is that no additional sym-
metry, such as the pseudospin symmetry for excitons, is present. Otherwise, if such a
symmetry exists, the polariton spectrum (LP and UP) would be twofold degenerate for all
wavevector.13
Z2-index for excitons and polaritons
In Ref. [77] it was shown that the Z2-index can be expressed by a sum of Chern numbers of







d2k εij 〈∂iψxα|∂jψxα〉 .
The formula above can be directly related to the Chern numbers of electron and hole. To
this end we rewrite the integrand,














13 We may start to construct TF for excitons and photons individually. Since the photon eigenstates are
twofold degenerate with regards to polarization σ, a construction of an eective fermionic time reversal
operator is analogous to the excitonic one: The photon Hamiltonian Hph = ω1 is invariant under timer
reversal and commutes with an operator Sz = σz. The direct sum of both excitonic and photonic eective
fermionic time reversal operator yields a polaritonic one. However, the coupling matrix G of the polariton
Hamiltonian transforms not invariant if this operator is applied to the polariton Hamiltonian.
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Eq. (5.58) is the dierence of conduction band and valence band Chern number of the QSH
insulator, Cxα = C
c







εji〈∂jψvα|∂iψvα〉. In the introduction 2.3.2 we have shown
that the electronic Chern numbers for valence and conduction band are Cv↑, ↓ = ±1 and
Cc↑, ↓ = ∓1, respectively. Then, Cx↑, ↓ = ∓2. We note that because of the direct product the
exciton Chern number is doubled. Using Eq. (2.71) the Z2-index for excitons is determined
by ν = 14 |Cx↑ − Cx↓| mod 2 = 1. The additional factor of 12 is due to the Chern number
doubling. Similarly, we determine the Chern numbers for the articial hole-electron pairs:
Che↑, ↓ = ±2. This results in a Z2 index of value ν = 1. An overview of computed Chern
numbers is presented in Tab.5.2




|C+ − C−| mod 2 , (5.59)
which is nontrivial, ν = 1, for polaritons in a QSH cavity. Above, the Chern numbers are
dened for the full polariton space, i.e. C± ≡ CLP± + CUP± .
5.4.4 Broken time reversal symmetry
In this section, we will analyze polaritons in a QSH cavity with broken time reversal
symmetry, for instance, by a nite Zeeman eld Bz > 0. Then, εx1 → εx1 + BZ σz in
the Hamiltonian Eq. (5.31). This lifts the pseudospin degeneracy of excitons, εx ∓ BZ ,
where the minus (plus) corresponds to the eigenstate with pseudospin α = ↓ (α = ↑).
An analytical diagonalization of the polariton Hamiltonian (5.31) with BZ > 0 is dicult,
however, a numeric one is straightforward.14





2 , see Fig. 5.9. We have analyzed the polarization vector, dened in
Eq. (5.47), for each eigenstate. The result is encoded as color scale of the dispersion
depicted in Fig. 5.9. As an example, we like to discuss the wave function with lowest
energy. Its polarization vector ~n1 points south at ~Γ, and north at ~Q. If ~k encircles the
14 Note that the Hamiltonian (5.31) with εx1→ εx1+BZ σz is still ill-dened at the Γ-point. Analytically
the evaluation of the polarization vector is well controlled, even in the limit q → 0, see Eq. (5.57).
Numerically this procedure is not easily handled. Therefore, we use the polariton Hamiltonian Eq. (5.36)
of the enlarged Hilbert space, which has no phase ambiguity. A nite Zeeman eld BZ > 0 is introduced
straightforwardly. All numerical results presented in the following are obtained from Eq. (5.36) with
BZ > 0. To simplify, we have parametrized the normalized spin-orbit eld d̂ of the QSH insulator by
two angles ϑ, ϕ, according to Eq. (2.63). The exciton energy is εx = 2|M | + B(2 − cos kx − cos ky) with
B = 2|M |, and the photon energy ω ≈ ω0 + 12D ~q 2 with ω0 = 0.8× 2|M |, D = 5× 2|M | and ~q = 2~k.
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Figure 5.9: Numerically obtained spectrum and polarization of LP and UP branch in the
presence of a Zeeman eld BZ > 0. The degeneracy of LP (UP) branch is lifted. The color
code presents the polariton polarization. With blue (red) we label r- (l-) circularly polarized
light, and purple stands for a linear polarization. The inset depicts the polarization vector of
the energetically lowest state. We observe a double covering of the Bloch sphere.
Γ point once, ~n1 encircles the z-axis twice. Hence, the Bloch sphere is covered twice.
This behavior allows to dene a Chern number, namely CBZ↓ = +2 for the energetically
lowest band εLP1 . Similarly we nd that the band ε
LP
2 is characterized by a Chern number
CBZ↑ = −2. This result can be readily understood. The band inversion of the QSH insulator
results in a coupling inversion, however, as long as time reversal is preserved, this cannot
be observed in the polariton pseudospin. For BZ > 0 the LP (UP) branch is spanned
by two non-degenerate eigenstates. At the time reversal invariant momenta the polariton
wave function is a superposition of exciton and photon wave function with well-dened
pseudospin and polarization, respectively. For example, the energetically lowest eigenstate
is a superposition of a α = ↓ exciton and a σ = l photon at ~q = ~Γ, and a superposition of
a α = ↓ exciton and a σ = r photon at ~q = ~Q.
Remarkably, the eigenstates |ΦLP1,2〉 in the presence of a Zeeman eld can be continuously
deformed into the pseudospin states |ΦLP± 〉 Eq. (5.50), as was checked numerically. Then,
the LP-eigenstates |ΦLP1,2〉 for BZ 6= 0 have the same topological structure as the states
|ΦLP± 〉 for BZ = 0, and CBZ↑, ↓ = CLP± .15
5.5 Polaritonic Edge States
In this section we will discuss polaritons in a QSH cavity with boundaries. First, we will
analyze numerically this system, and then we will develop an eective edge state model.
For the latter the electronic excitations of the edge states are coupled to photons. Then, the
15 We note that we discussed the topological equivalence of |ΦLP1,2〉 and |ΦLP± 〉 for the case ∆(~k0) > 0 with
dz(~k0) = 0. For ∆(~k0) < 0, the UP wave functions |ΦUP1,2 〉 and |ΦUP± 〉 are topologically equivalent.
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corresponding polariton Hamiltonian is diagonalized by means of degenerate perturbation
theory. The results from the eective model agree well with the numerical ones.
5.5.1 Numerical evaluation
In order to investigate polaritons in a QSH cavity with boundaries, we will evaluate indi-
vidually both the electronic and the photonic system on a cylindrical geometry (periodic
boundary conditions in x-direction and hard wall boundary conditions in y-direction).
Then, we will analyze the optically active electronic excitations: We compute numerically
the exciton wave function, the exciton spectrum, and the exciton-photon coupling. The
resulting Hamiltonian describes polaritons on a cylindrical geometry. The polaritonic spec-
trum as well as the polaritonic eigenfunctions are obtained by numerical diagonalization.
For a topologically nontrivial QSH insulator helical edge states emerge in the presence
of boundaries. The optical excitations of these edge states coupled to photons results in
one pair of polaritonic edge states per edge. We note that an evaluation of the embed-
ded polariton Hamiltonian, see Eq. (5.36), on a cylindrical geometry yields two pairs of
edge states per edge. One is physical, however, the second one is unphysical. Thus, an
introduction of unphysical hole-electron states does not allow to describe polaritonic edge
states correctly. A detailed discussion is presented in Appendix D.1.
Electronic eigenstates of a system with cylindrical geometry
In a rst step, we compute numerically the electronic eigenstates and their spectrum on
a cylindrical geometry with periodic boundary conditions in x-direction and hard wall
boundary conditions in y-direction. Since the wavevector kx is a good quantum number, the
eigenfunctions are still plane waves in x-direction, and it is sucient to put the momentum
space Hamiltonian Eq. (2.72) on a lattice in y-direction by Fourier transformation. Then,
hard wall boundary conditions are introduced. The details of this procedure are discussed
in the introduction, see Sec. 2.3.1, Fig. 2.8 and Eq. (2.67).
Since the Hamiltonian of the QSH insulator Eq. (2.72) is block diagonal, a lattice
Hamiltonian can be obtained for each block individually. For given pseudospin (block) a
numerical diagonalization yields N conduction and N valence band eigenstates for a system
of size L = aN with N lattice sites and lattice constant a. These wave functions provide
a basis set for electrons and holes. In the following, we will label them as |ψeαkxl〉 and
|ψhαkxl〉, respectively, with energies εe,h(kx, l). The quantum numbers are pseudospin α,
wavevector kx, and standing wave index l = 1, . . . , N . For a topologically nontrivial QSH
insulator the state with l = 1 is an edge state localized exponentially at the boundary.
From now on we will mark any edge state instead by a tilde, such that |ψeαkx l=1〉 = |ψ̃eαkx〉.
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Excitonic eigenstates of a system with cylindrical geometry
As long as momentum was a good quantum number an adequate approximation for an
exciton with wavevector ~q was the direct product of hole and electron wave function with
wavevector ~k = ~q/2: |ψxα~q〉 ≈ |ψhα~q/2〉 ⊗ |ψeα~q/2〉. This exciton wave function is a plane
wave with momentum ~q. For hard wall boundary condition such an approximation fails,
since ky and qy are no longer good quantum numbers.
However, for suciently large systems the (bulk) eigenstates of a system with hard wall
boundary conditions dier from the ones of a system with periodic boundary conditions
only near the boundary. The idea is to take the solution with periodic boundary conditions
and project it onto the Hilbert space spanned by a direct product of electron and hole basis
states, which obey hard wall boundary conditions. This projection results in exciton wave
functions with hard wall boundary conditions, too. The projector onto the electron-hole




|ψhαkx l ψeαkx l′〉〈ψeαkx l′ ψhαkx l| , (5.60)
where |ψh,eαkx l〉 are the electron and hole eigenstates introduced above. Now, by means of
Eq. (5.60) the exciton states |ψxα~q〉 (with periodic boundary conditions) is projected onto
a Hilbert space with boundaries, such that
|ψxα qxn〉 ≈ P 1√2
(









where the expansion coecients are dened as
cαnl l′ (qx) =
1√
2





|ψxα qx qn〉 ± |ψxα qx−qn〉
)
. (5.62)
Above, the exciton state |ψxα qxqn〉 is the plane wave solution Eq. (5.27) for periodic bound-
ary conditions with wavevector qx = 2kx, and qn = 2(2π/L)n, where n runs from n =
−N/2, . . . , N/2−1. We use the even superposition (plus sign) for n ≤ 0 (cosine eigenfunc-
tion) and the odd one (minus sign) for n > 0 (sine eigenfunction) in Eq. (5.62). The n = 0
coecient has to be multiplied by 1/
√
2, because of normalization reasons.
We note that: i) The electron-hole Hilbert space is dierent for hard wall and periodic
boundary conditions, so that the operator P dened in Eq. (5.60) is the identity in the
former and a projector in the latter space. ii) In the presence of edge states the n = 0 state
is replaced by the edge state wave function Eq. (5.64) introduced below, i.e. cα 0l l′ = δ1lδ1l′ .
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where εe (εh) is the energy eigenvalue of the electron (hole) eigenfunction of the QSH
insulator on a cylindrical geometry. iv) The expansion Eq. (5.61) is somewhat analogous
of projecting sine and cosine waves (free particles) onto a standing wave basis (particles in
a box). v) In the limit of innite system size, wave function Eq. (5.61) and its spectrum
Eq. (5.63) converge to the solutions with periodic boundary conditions.
The used approximation above assumes that in the presence of boundaries the wave-
function changes only slightly as compared to a system with periodic boundary conditions.
However, for the latter no edge states are present. Thus, the excitonic edge states have to
be treated dierently,16 and we use the approximation




In one dimension excitations are no longer of single particle form, but rather collective
modes, so-called plasmons, since on the contrary to higher dimensions interactions are
not negligible. Hence, the approximation above might be qualitatively wrong and should
be replaced by a plasmon wave function. This is not necessary, because i) interactions
only renormalize the Fermi velocity of the linear electron (exciton) dispersion [116], ii) a
superposition of edge states with dierent wavevectors kx is still an edge state, and iii)
this superposition has the same orbital structure17 as Eq. (5.64). Therefore, the plasmon
wave function does not dier qualitatively from the single-particle excitation (5.64). The
dispersion of the latter is
ε̃x(qx) = ~vF |qx| , (5.65)
with Fermi velocity vF . Because of the helical structure of the electronic edge states, cf.
Appendix D.2, Fig. D.2, right moving excitons (qx > 0) have the pseudospin α = ↑ and
left moving one (qx < 0) the pseudospin α = ↓.18
Photonic eigenstates of a system with cylindrical geometry
The wave equation for photons can be solved for hard wall and periodic boundary con-
ditions. On a cylindrical geometry the eigenmodes are a product of plane and standing
16 We take as granted that an optical excitation of an electronic edge state can form an exciton.
17 We remind the reader that the QSH insulator eigenstate is a superposition of s- and p-like orbital
wave functions. Below, we will show that the spatial shape and the orbital structure of the edge state do
factorize. The former is kx dependent, however, the latter not. Hence, a superposition of edge states with
dierent kx does not change the orbital structure.
18 This is true for the boundary at y = 0. At y = L the situation is exactly reversed.
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with wavevector qx, qm = π/L m, m = 1, 2, . . ., and polarization vector ~eσ. The corre-




ω20 + ~2c2ph(q2x + q2m) , (5.67)
where cph is the photon velocity, and ω0 a constant determined by the thickness of the
cavity. Importantly, the wavevector qm has changed for hard wall boundary conditions in









with parameter D ≡ ~2c2ph/ω0a2 (units of energy) and all wavevectors measured in inverse
lattice units a−1.
Coupling of exciton and photon modes




x) = 〈ψxα qx n|Hint|Aσq′xm〉 , (5.69)
with interaction Hamiltonian of light and matter shown in Eq. (2.18). There, the quantum
numbers for periodic boundary conditions have to be replaced by the one of a cylindrical
geometry, namely ~q/2 = ~k → (kx, n) and ~q ′ → (q′x,m). Since excitons and photons are
plane waves in x-direction, the coupling is diagonal in wavevector, i.e. gασnm(qx, q
′
x) ∼ δqx q′x .
Using the approximation Eq. (5.61) for bulk excitons and the one Eq. (5.64) for the edge





∗ 〈ψcα qx/2 l′ |i[Ĥe, r̂] ·
e ~Aσqxm
~
|ψvα−qx/2 l〉 , (5.70)
where c, v label the conduction (electron) and valence (hole) band, respectively. The
exciton-photon coupling can be obtained numerically for bulk excitons and even analyti-
cally for excitonic edge states. Further details are presented in Appendix D.2.
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Figure 5.10: Spectrum of topological polaritons on a cylindrical geometry. The colored dots
depict polaritons with dierent photonic fractions |Φ|ph. The solid black lines show the LP
and UP branches, while the dashed lines show the exciton (blue) and photon (red) dispersion.
As parameters A = 5|M |, B = 25|M |, ω0 = 0.75|M |, D = 35|M |, g0 = |M |, and N = 2000
lattice points are used.
Polariton Hamiltonian






















α qxn aσ qxm + h.c.
)}
, (5.71)
where the operator b†α qxn creates an exciton wave function (see Eq. (5.61) and Eq. (5.64))
with energy εx (see Eq. (5.63)), a
†
σ qxm a photon mode (see Eq. (5.66)) with energy ω (see
Eq. (5.67)), and gασnm is the exciton-photon coupling (see Eq. (5.70)).
In order to evaluate the exciton energy, we have to calculate the expansion coecients
cαnl l′ , Eq. (5.62). To this end, we diagonalize numerically the QSH insulator Hamilto-
nian (2.72) on a cylindrical geometry, and then calculate the overlap of the electron-hole
states |ψhα qx/2 l ψ
e
α qx/2 l′
〉 with the excitonic plane waves |ψxα qxqy〉 for periodic boundary
conditions, see Eq. (5.27). This allows us to evaluate the sum in Eq. (5.63) and to obtain
the exciton energy εx(qx, n) for given quantum numbers qx and n. Remembering that the
n = 0 state is replaced by the edge state Eq. (5.64), so that its energy is twice the energy
of the electronic edge state, εx(qx, 0) ≡ ε̃x(qx) = 2 ε̃e(qx/2). The exciton-photon coupling
gασnm is computed in Appendix D.2, Eq. (D.3). Then, the polariton Hamiltonian Eq. (5.71)
can be diagonalized numerically. The obtained spectrum is shown in Fig. 5.10. At each
boundary we nd one pair of polaritonic edge states with energies below the LP branch.
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These are discussed in detail in Sec. 5.5.2, below.
5.5.2 Eective edge state model
An analytic computation of the coupling Eq. (5.70) of photon and excitonic edge states
was presented in Appendix D.2. We nd that p-polarized light couples to both excitonic
pseudospin components α, whereas the coupling for s-polarized modes vanishes.19 We state
the result for the non-vanishing coupling,





g0 fm(kx) , (5.72)
where m is the photon quantum number, and { ↑, ↓} are both excitonic pseudospins. The
constant g0 equals the one dened for a system with periodic boundary conditions, see
Eq. (5.33), and the function fm(kx) is dened in Eq. (D.11).
As long as the excitonic bulk states are energetically much higher as the edge states,








(g ↑(qx))† (g ↓(qx))† ω(qx)

 , (5.73)
where ε̃x is the exciton dispersion (5.65), g
α is a row vector in the photon-space, see
Eq. (5.72), and ω(qx) = ω(qx,m) δmm′ is a diagonal matrix with photon dispersion (5.67).
In leading order degenerate perturbation theory we obtain the polaritonic eigenvalues and
eigenstates,
ε̃(qx) ≈ ε̃(0)(qx) + ε̃(2)(qx) = ε̃x(qx)−
∑
m
|g ↑, ↓m (qx/2)|2
∆m(qx)
, (5.74)
|Φ̃ρ qx〉 ≈ |Φ̃(0)ρ qx〉+ |Φ̃(1)ρ qx〉 = |ψ̃xρ qx〉 −
∑
m
(g ↑, ↓m (qx/2))∗
∆m(qx)
| ~Aσ=pqxm〉 . (5.75)
Above, we have dened the detuning ∆m(qx) ≡ ω(qx,m) − ε̃x(qx), and an index ρ which
labels right (R) and left (L) mover. The excitonic component of the right (left) mover has
pseudospin α = ↑( ↓), whereas the photonic component is p-polarized independently of the
direction of motion. Since the coupling g ↑, ↓m (kx) is equal for both pseudospins, the edge-
state energy is degenerated with respect to ρ = {R,L}. Evaluating the sum in Eq. (5.75)
numerically results in a photonic wave function which is exponentially localized near the
boundary, so that the polariton wave function Φ̃ρqx(y) is indeed an edge state.
19 A p-polarized photon has a polarization vector parallel to the plane of incident. A s-polarized photon
has a polarization vector orthogonal to the plane of incident. In our case the plane of incident is spanned
by the x and z unit vectors, such that the s-polarized vector points in y-direction and the projection of
the p-polarized one onto the QSH insulator plane in x-direction.
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We dene the photon fraction as F ≡
√
|Pph Φ̃ρ qx |2 where Pph is the projector onto




|g ↑, ↓m (qx/2)|2
∆m(qx)
2 . (5.76)
An analysis shows that a high photonic fraction of the polaritonic edge states relies on
a strong coupling g0 ∼ ω0 and a relation vF . cph. For kx = 0 and a parameter choice
ν = iλ, see Eq. (D.7) for denition, the equation above can be evaluated analytically. To




0 dq, and a
substitution x ≡ q/2λ is performed, which yields


























40 − 120ζ2 +O(ζ4) for ζ ≤ 1
1
ζ2
+O(ζ−3) for ζ  1
,
with parameter λ = A/B (inverse localization length of the electronic edge state) and
parameter ζ ≡ cphvF
2|M |
ω0
. We note that the integral above can be solved in a closed-form,
however, for our purpose the two asymptotic limits of ζ being small and large are sucient.
The equation above shows that i) the photon fraction scales proportional to the coupling
strength over detuning g0/ω0 (at kx = 0 the exciton energy is zero), ii) it is largest for
ζ = 0, and iii) it is proportional to
√
λ. The parameter choice ζ = 0 is unphysical,
however, even ζ ∼ O(1) requires the quite challenging condition of cph ∼ vF , since 2|M |
(bulk exciton energy at q = 0) and ω0 (bulk photon energy at q = 0) are of same order.
The last point iii) accounts for the overlap of edge electrons and photons. Remarkably, the
photon fraction increases if the edge state has a shorter localization length (λ increases).
An eective model for right and left moving polaritonic edge states couples excitonic








where ε̃x(qx) = ~vF |qx| is the exciton energy, ω̃ the photon energy and g̃ an eective
coupling. The latter two quantities are determined by a comparison of the perturbative
solution with the eigenmodes of the model (5.77). To this end, we diagonalize Eq. (5.77)








5.5. Polaritonic Edge States







































Figure 5.11: Comparison of analytical (red lines) and numerical (blue symbols) results for
the polaritonic edge state. Left panel: The photon wave function (see Eq. (5.82)) is shown.
Middle panel: The coupling strength g̃ (upper plot) and detuning ∆̃ (lower plot) of the eective
model are depicted. Right panel: The photon fraction F (see Eq. (5.76)) is presented. Same
parameters as in Fig. 5.10 are used.
|Φ̃ρ qx〉 ≈ |ψ̃xρ qx〉 −
g̃(qx)
∆̃(qx)
|ψ̃phρ qx〉 , (5.79)
where ρ = {R,L} labels right and left mover, ∆̃ ≡ ω̃ − ε̃x is the detuning between the
photon ω̃ and exciton energy ε̃x = ~vF |qx|, and g̃ the eective coupling strength. The
excitonic and photonic edge-state wave functions are denoted by |ψ̃xρ qx〉 and |ψ̃
ph
ρ qx〉, respec-























(g ↑, ↓m (qx/2))∗
∆m(qx)
| ~Aσ=pqxm〉 . (5.82)
The sums can be evaluated numerically, since all occurring functions are known in a closed-
form. For ε̃x  2|M | our perturbative results are in very good agreement with full numeric
diagonalization of the Hamiltonian (5.71), as shown in Fig. 5.11.








ρqbρq + ω̃q a
†





The operator a†ρq creates a right (ρ = R) or left (ρ = L) moving photon with momentum
q > 0 or q < 0, and dispersion ω̃q. As mentioned before, in one dimension the elementary
excitations are collective modes (plasmons) instead of single-particle excitations, so that
b†ρq creates right and left moving plasmons with dispersion ε̃q instead of excitons. For a
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Luttinger liquid interactions renormalize the bare Fermi velocity [116], and ε̃q is linear in
momentum, just like ε̃x.
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A Weak disorder limit of the eGPE  Perturbative tech-
niques
The steady state solution ψθ(~x) =
√
n(~x)eiφθ(~x)−iω(θ) with density n(~x) and phase gradient
∇φθ has to satisfy the coupled dierential equations (3.44a) and (3.44b). In the presence of
an external phase twist θ (twisted boundary conditions) the phase φθ satises φθ(~x+L~eθ) =
φθ(~x) + θ, see Eq. (2.43), or equivalently ∇φθ = ∇φ + ~Aθ with twist current ~Aθ = θL~eθ,
system size L, twist direction ~eθ, and φ(~x) obeying periodic boundary conditions. For
clarity we review the dierential equation system,









+ (1 + η) + ϑ , (A.1)
0 = ∇ ((1 + η)∇φθ) + α η(1 + η) . (A.2)
where the density was parametrized by n(~x; θ) ≡ 1 + η(~x; θ) and ∇φθ(~x) = ∇φ(~x; θ) + ~Aθ.











(−1)n(n+ 1) ηn .
For weak disorder κ 1 we may systematically expand the density uctuations η(~x),





l , ∇φ(~x) =
∞∑
l=1





where by construction η(0) = 0, ∇φ(0) = 0 and ω(0) = 1 + ~A 2θ .20 All odd orders of the
frequency are zero ω(2l+1) = 0, since ω = 〈〈ω〉〉 in the thermodynamic limit. It is convenient
to separate the terms linear in η and∇φ from the non-linear one in the dierential equations




(A.1) and (A.2). This results in

2
~Aθ · ∇ −12∇2 + 1
























b[φ, η] ≡ ∇(η∇φ) + α η2 . (A.6)
The expansion Eq. (A.3) is plugged into Eq. (A.4) which allows us to compare systemati-
cally in powers of κ. Then, we nd for the phase and density coecients of lth order

2
~Aθ · ∇ (−12∇2 + 1)













with coecients a(l), b(l) resulting from the expansion of Eq. (A.5) and Eq. (A.6); a =∑
l a(l)κ
l and b =
∑
l b(l)κ
l. Eq. (A.7) is a linear dierential equation system for phase
and density coecient φ(l), η(l) with homogeneity (a(l), b(l)). The latter depends on all
lower order solutions; a(l), b(l) are functions of phase and density coecients φ(n), η(n) with
n = 1, . . . , l − 1, and a(2l) contains the frequency coecient ω(2l). Importantly, ω(2l) also
depends on the lower order solutions φ(n), η(n), only, so that Eq. (A.7) is indeed linear and
not a self-consistency equation.
Let us briey verify this statement. To this end we take the expectation value of
Eq. (A.1) and Eq. (A.2),

































where ω = 〈〈ω〉〉 holds in the thermodynamic limit. Now, we show that all terms in curly
brackets {. . .} vanish if disorder averaged. Let us consider Eq. (A.8): ϑ has zero mean
by denition, 〈〈ϑ〉〉 = 0, however, 〈〈∇φ〉〉 = 0 and 〈〈∇2η〉〉 = 0 is not so obvious. There
are dierent ways to show this. We may discretize the derivative and then use that the
expectation value of φ(~x) or η(~x) does not depend on the spatial coordinate ~x.21 This is
equivalent to 〈〈∇φ〉〉 = ∇〈〈φ〉〉 = 0 and similarly for ∇2η. On the other hand, we may use
that in the thermodynamic limit 〈〈. . .〉〉 = 1Ω
∫
Ω . . . with volume Ω → ∞. Since φ, η obey
periodic boundary conditions, we can show that the integral over Ω of ∇φ and ∇2η has to
21 We note, that two limits were exchanged, which is always a little bit dangerous.
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vanish. The curly bracket in Eq. (A.9) vanishes since the in- and outgoing currents through




∂Ω ·(n∇φθ) = 0. Actually, this reproduces
the non-equilibrium constraint for density uctuations Eq. (3.14), 〈〈η〉〉 = −〈〈η2〉〉. Using
this constraint to replace 〈〈η〉〉 by −〈〈η2〉〉 in Eq. (A.8) and that 〈〈{. . .}〉〉 = 0, the frequency
is determined by










∇2η − η2 〉〉 . (A.10)
Expanding the right hand side of the equation above in powers of κ shows that ω(2l) depends
on lower order solutions φ(n), η(n) with n = 1, . . . , 2l − 1, only. The 2nd order term of the
frequency is
ω(2) = 〈〈 φ(1)(−∇2)φ(1) −
1
4
η(1)(−∇2)η(1) − η2(1) 〉〉 , (A.11)
where the relation 〈〈(∇φ)2〉〉 = 〈〈φ(−∇2)φ〉〉 and a similar one for η was used. This is
justied by 〈〈. . .〉〉 = 1Ω
∫





vanishing boundary term, because of periodic boundary conditions for φ and η.
Remarkably, the second order frequency solution needs a solutions of the linear dier-





, b(1) = 0 , (A.12)
and the leading order solution for density and phase in momentum space yields
η(1)(k) = Gη(~k, ~Aθ) ϑk , with Gη(~k, ~Aθ) =
−k2χk
k2 + 2 i~k · ~Aθ(i~k · ~Aθ + α)χk
, (A.13)
φ(1)(~k) = Gφ(~k, ~Aθ) ϑk , with Gφ(~k, ~Aθ) =
−(i~k · ~Aθ + α)χk
k2 + 2 i~k · ~Aθ(i~k · ~Aθ + α)χk
, (A.14)
respectively. The response function χk is the propagator (−12∇2 + 1)−1 in momentum
space: χk = (k
























in d-dimensions. Using the rst order results Eqs. (A.13, A.14) and the disorder correlation
function of the δ-distributed Gaussian noise 〈〈ϑk′ϑ−k〉〉 = κ2 (2π)d δ(d)(~k′−~k) in momentum
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In order to calculate the superuid stiness the frequency response for θ → 0 is needed,
and it is appropriate to expand the Green functions Gη, Gφ, see Eq. (A.13) and Eq. (A.14),

















θ2 +O(θ4) , (A.18)








θ2 +O(θ4) , (A.19)



















































dk kd−1 f(k2) (A.21)
is quite useful. Above, sd−1 denotes the surface of the d-dimensional unit-ball (d − 1
sphere); sd−1 = 2πd/2/Γ(d/2) where Γ(x) is the Γ-function and s1 = 2π, s2 = 4π.
B Discretized eGPE  Numerical techniques
B.1 Numerical techniques to nd a steady state solution











ψi(t) + iα(1− |ψi(t)|2)ψi(t) , (B.1)
with lattice labels i, j, sum < i, j > over nearest neighbors, disorder potential ϑi and non-
equilibrium parameter α Eq. (3.4). On a square lattice of linear size L the lattice spacing
is a = L/N with N lattice points in each spatial direction. The index i = 1, . . . , N2 runs
over all lattice points. In order to sample the two-dimensional grid a labeling scheme has
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to be specied. We use the convention that i starts in the upper left corner of the grid and
then runs over row by row, similarly how a book is read. Parametrizing the discrete wave















cos(φj − φi)− 4









ninj sin(φj − φi) + αni (ni − 1)

 . (B.3b)
Note that expanding the equations above in φj − φi  1 and (nj − ni)/ni  1 up to
quadratic order reproduces the dynamical equations (3.19a,3.19b) for (continuous) phase
and density on a square lattice.22 On a nite lattice, N < ∞, with periodic boundary
conditions and for a given disorder conguration {ϑi} the coupled Eqs. (3.16, 3.17) above
can be evolved in time by numerical integration starting from given initial conditions
ni(0), φi(0) and a choice for ω. However, we were not interested in the time evolution
itself, but rather in a steady state solution, ṅi = 0 as well as φ̇i = 0. Thus, in principle,
we aim for a solution of the non-linear equation system (B.3a,B.3b) with zero left hand
site. Finding such a solution is very challenging, in particular for a disordered system.
Contrary, extracting dynamically the steady state by time evolution turns out to be quite
robust and numerically trustworthy.
In the following we will present details of how we performed: the numeric time evolution,
the generation of disorder congurations, the extraction of a steady state, and the choice
of initial conditions.
Numerical techniques for time evolution  We have used a variable order Adams-
Bashforth-Moulton solver or an explicit Runge-Kutta method of order (4,5) [101]. Each
solver has an adaptive step size and is highly elaborate. Depending on system size and
disorder strength both methods dier slightly in computational speed, however, give same
results. For our simulations we used the pre-implemented solver ode113 and ode45 of
MATLAB a commercial MathWorks R© product. Since the condensate is nearly constant
on length scales below the healing length ξ, we have chosen the lattice spacing to be a = 1
throughout this work, where a is measured in units of ξ.
Disorder conguration  In this work we use δ-correlated Gaussian distributed disorder.
22 Such a discretization would be inappropriate to describe vortices, because the 2π periodicity in φ


















Thus, at each lattice point the discrete disorder potential ϑi is a Gaussian random variable
with vanishing mean 〈〈ϑi〉〉 = 0 and variance 〈〈ϑ2i 〉〉 = (κ/a)2. Note that the lattice spacing a
is measured in units of healing length ξ, such that the dimensionless disorder strength coarse
grained up to scale a is V0/an0U = κ/a in d = 2 dimensions, cf. Eq. (3.8). For our choice
of a = 1, 〈〈ϑ2i 〉〉 = κ2. Importantly, each disorder site is independent of the neighboring site
because of the δ-correlation 〈〈ϑiϑj〉〉 = κ2 δij . The numerically used disorder congurations
are obtained by a Mersenne Twister generator. Before computing observables for hundreds
of disorder congurations and various parameters we set a random seed by the current
time stamp. Then, a sequence of disorder conguration for all parameters is generated.
Since N <∞ the mean of the particular conguration is not exactly zero. We do correct
this by ϑi → ϑi − 1N2
∑
i ϑi. The number of used random variables is several orders
below the periodicity of the random number generator of 219937 − 1, such that all disorder
congurations are indeed uncorrelated.
Initial conditions and numeric criteria for a steady state  For a disorder free system
the steady state solution is easily obtained analytically, namely ni = 1, φi = const and
ω = 1. In Sec. 3.3.1 we analyzed the dynamical stability of the (continuous) solution and
found that (weak) excitations decay exponentially in time, see Eq. (3.21), such that the
steady state is dynamical stable. Numerically, a similar result is observed; starting from
an initial wave function being (strongly) perturbed23 the time evolution converges to the
homogeneous steady state solution.
In the presence of disorder the situation is dierent. Depending on disorder strength κ,
non-equilibrium parameter α and system size L it is not clear whether a steady state exists
nor, if it exists, how stable it is. However, an analysis of multi-mode solutions goes beyond









Then, this initial state is evolved in time by solving Eqs. (B.3a, B.3b). The time evolution
is aborted if a steady state is reached, or if the solution desynchronizes, or if a critical
number of time steps is exceeded. As steady state criteria we demand that the following
condition is satised,
ε1 ≡ max({|ṅi|}) , ε2 ≡
√
Var({φ̇i}) , ε3 ≡ |
∑
i




We used values ε = 10−6, . . . , 10−8. The value ε1 corresponds to the analytic condition
23 We used, for instance, initial conditions ni(0) = 1 +Xi and φi(0) = Yi with random variables Xi and
Yi being uniformly distributed in the interval [−0.99, 0, 99] and [−π/2, π/2], respectively. We have to take
care to choose vortex-free initial conditions, otherwise the homogeneous steady state is not reached.
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ṅ = 0. Since ω = ω0 is determined by the initial choice Eq. (B.4), the steady state time
evolution of the phase has to be of form,
φi(t) = φi − δω t . (B.6)
This condition is encoded by ε2 for the discrete situation. Note that the steady state
frequency is then ω = ω0 + δω. Integrating the non-equilibrium continuity Eq. (3.10b)
over the sample size yields the constraint Eq. (3.11). Similarly, summing Eq. (B.3b) over
all lattice points for ṅi = 0 results in
∑
i ni(ni − 1) = 0, assuming periodic boundary
conditions. This leads to the denition of ε3. If the condition (B.5) is satised at a
particular time tss, the time evolution is stopped and the wave function ψi(tss) as well as
the frequency ω = ω0 + δω are extracted. On the other hand, the case t = tss might not
exist, or is not reached on computational accessible time scales. As an indicator of the
rst case we use the phase dierence of adjacent lattice sites. If this dierence is larger as
a critical value,
∆φ = max({φj − φi}|<i,j>) , ∆φ
!
> ∆φcr , (B.7)
the phase dynamics are probably uncorrelated and a desynchronized state is likely. We used
∆φcr ≥ 6π. If neither Eq. (B.5) nor Eq. (B.7) get satised, we abort the time evolution
after a (large) nite number of time steps tmax. Typically we used tmax = 10
5.
During our numeric simulations we carefully kept track for how many disorder congu-
rations a steady state solution was obtained. For all numeric results presented in the main
part Sec. 3 and Sec. 4 at least 99% of all congurations did allow to extract the steady state
solution. There is one exception: the numeric analysis of vortices. There synchronization
is challenging and for Fig. 3.8 (right panel) only at least 75% of all conguration yielded
a steady state solution.
B.2 Computing the superuid stiness
Introducing twisted boundary conditions Eq. (2.43) on a lattice is very convenient. In nu-
merics we chose the twist direction along the x-axis, and kept periodic boundary conditions
in y-direction. For simplicity, let us discuss the x-direction only and focus on the 1-dim
system along ~ex. Then, i = 0, . . . , N − 1 is the lattice label along x and twisted boundary
conditions demand
φi+N = φi + θ , (B.8)
with twist θ ∈ [0, 2π). There are two straightforward possibilities to realize the boundary
conditions Eq. (B.8). One way is to implement directly Eq. (B.8) into Eqs. (B.3a, B.3b),
i.e. φN − φN−1 = φ0 + θ − φN−1 and φ−1 − φ0 = φN−1 − θ − φ0. Or secondly, to use
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that Eq. (B.8) is equivalent to a local gauge transformation, see Eq. (2.44), which takes
on a lattice the form φi → φi + θN mod (i,N), where the phase after the transformation
obeys periodic boundary conditions. We decided to implement the second approach and
replaced the phase dierence of right (left) neighbour in Eq. (B.3a) and Eq. (B.3b) by




where the φi at the right hand site of Eq. (B.9) is periodic in x-direction, and the plus
(minus) sign is used for the right (left) neighbour. For the phase dierence of upper and
lower neighbour nothing changes.
The replacement Eq. (B.9) allows to obtain numeric steady state solutions for twisted
boundary conditions. Then, the superuid stiness Eq. (3.43) can be evaluated for a given
disorder conguration by computing ω(θ), see sub-section below for details. We choose
θ ∈ [−1, 1] and increase θ2 in steps of 0.25. For a nite system in the presence of disorder
the lowest energy ω(θ) is not necessarily realized for θ = 0. It is even likely that θ 6= 0,
however typically |θ|  1, results in a steady state wave function ψi with lower frequency







[ω(θ)− ω(θ0)] , (B.10)







+ ω(θ0) , (B.11)
and extracting the parameter fs. Thereto, we use a general linear least squares tting pro-
cedure described in detail in Ref. [101]. For the parameters used and for mainly all disorder
congurations, up to some exceptions, the numerically extracted frequencies {ω(θ)}, with
θ ∈ [−1, 1] and θ2 increased in 0.25 steps, t nicely to Eq. (B.11) and R2 & 0.95 values are
found.
B.3 Error analysis
All disorder-averaged numeric data presented in Sec. 3 and Sec. 4 contain an uncertainty.
As an example, we will discuss the error analysis for the superuid stiness fs, however,
the procedure can be translated straightforwardly to any other numerically obtained ob-
servable. Since we deal with a disorder-averaged quantity, the uncertainty has two origins:
the pure numeric one, present for each conguration itself, and the statistical one being
relevant for the averaged result.
Numeric error for a particular conguration  The spatial disretization with nite lat-
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tice spacing a = 1 and the numeric time evolution are approximations as compared to the
continuous case. Estimating the error due to a = 1 seems to be very challenging, dealing
with δ-correlated disorder. The point is, that the scaling with a→ 0 for one conguration
is not possible; for instance, choosing {ϑi} for a = 1 does not clearly determine the cong-
uration {ϑi} for a = 0.5. Of course disorder averaged results can be compared, but then
statistical uncertainties mix with numeric errors. We did not do such an analysis. However,
we checked that our code works for a < 1 well, and that for the (weakly) disordered sys-
tem with appropriately adapted disorder strength κ/a, i) the density uctuations indeed
emerge on scales of the healing length, and ii) the density uctuation strength (assuming
self-averaging and compute the standard deviation) remains the same with decreasing a.
This justies the choice a = 1 and the fact that the DeGPE (B.3a,B.3b) with a = 1 does
give correct results as compared to the continuous equation. From now on we take the
point of view that the discrete model Eqs. (B.3a, B.3b) with a = 1 is analyzed and we do
neglect any eects due to a nite lattice spacing a > 0.
Contrary to the spatial discretization, the numeric time evolution is much more elab-
orate. The used adaptive step size control allows to minimize the relative error up to
10−8, . . . , 10−10. Thus, we believe that the numeric time evolution is very reliable. How-
ever, the accuracy of the obtained steady state is easily checked and, thus, controlled
independently of the previous time evolution. The discrepancy of the numeric steady state
condition (B.5) and the true one ṅ(~x) = 0 and φ̇(~x) = 0 allows to estimate a numeric
error for the obtained steady state frequency ω.
First, the system is evolved in time until the condition (B.5) is satised at t = tss. Then,
ni(t), φi(t) are extracted for t ∈ [tss, tss + ∆t] with ∆t = 20. The frequency correction δωi
to the initial choice ω0 is obtained by tting the time evolution of φi(t) to Eq. (B.6) for each
lattice point i. Actually, the linear regression, implemented along the lines of Ref. [101],
does allow to extract an error ∆δωi for this correction δωi, such that steady state frequency
and its numeric uncertainty for a particular disorder conguration are
ω = ω0 + mean ({δωi}) , (B.12a)
∆ω = mean ({∆δωi}) +
√
var ({δωi}) . (B.12b)
With mean(. . .) and var(. . .) the unbiased estimator of mean value and variance are
denoted, respectively. For a set of twist parameters {θ} we extract Eq. (B.12a) and
Eq. (B.12b) keeping the disorder conguration xed. Then, a quadratic t [101] of ω(θ)±
∆ω(θ) to Eq. (B.11) allows to determine the stiness fs ±∆fs with numeric uncertainty,
see sub-section above.
Statistical uncertainty  Let us label the disorder congurations by l = 1, . . . , Nstat with
Nstat realizations. As described above, the stiness for each conguration is computed






















In Eq. (B.13b) the rst part is due to numeric errors while the second one accounts for the
statistical uncertainties.
B.4 Changes in an inhomogeneously excited DeGPE
For the case of a nite-size excitation the rst part of the eGPE Eq. (4.5) remains un-









ninj sin(φj − φi) + αni (ni − (gR)i)

 , (B.14)
with reservoir function (gR)i = gR(~xi), see Eq. (4.7). Very similarly, the coupled equations
(B.3a) and (B.14) can be solved numerically in order to nd a steady state. However,
the initial conditions have to be adapted. An analytical solution for the inhomogeneously
driven polariton BEC with ϑ ≡ 0, cf. Eq. (4.5), is not available. Therefore, we rst compute
the steady state for the disorder-free system. Motivated by results of Ref. [57] as well as
numerical investigations by ourselves we chose the initial conditions to
ni(0) = (gP)i +
1
β − 1 + 10
−4 , φi(0) = |~xi| , ω = 1 . (B.15)
The density is proportional to the pump prole gP(~xi), where the correction 1/(β − 1)
accounts for ni > 0 and the summand 10
−4 is due to numeric stability. The condensate
interaction leads to a repulsive potential which accelerates the polaritons away from the
center of the condensate, such that ∇φ ∼ 1 (in dimensionless units). For used parameters
we refer to Tab. 4.1 and 4.2.
Having the disorder-free solution at hand, we look for a steady state for ϑi 6= 0. Thereto,
the time evolution is started from the solution with ϑi ≡ 0.
For the computation we use periodic boundary conditions. For an excitation region
much smaller as the system size this simulates an innite system, which agrees with ex-
periment where the sample size is orders of magnitudes larger as the excitation spot.
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C Photon polarization and optical transitions
C.1 Polarization
Commonly, the reference frame for polarization of a transverse electromagnetic eld has a
z-direction which points in the porpagation direction of the photon, so that ~ez ‖ ~q. Thus,
linearly polarized light consists of two independent orthogonal directions in which the
electromagnetic eld oscillates. Let us choose the convention that p-linearly polarized light
with polarization vector ~A‖ is parallel to the plain of incident, that s-linearly poplarized
one ~A⊥ is orthogonal to the plain of incident, and that ~A‖, ~A⊥, ~q/|~q| are a right handed
(positively oriented) coordinate system. In the reference frame of the two-dimensional
quantum well, cf. Fig. 2.3, we have
~A‖ = cosϑ (cosϕ ~ex + sinϕ ~ey)− sinϑ ~ez , (C.1)
~A⊥ = − sinϕ ~ex + cosϕ ~ey , (C.2)
with polar angle ϑ and azimuth angle ϕ. The superposition of p- and s-polarized light with












~A‖ − i ~A⊥
)
. (C.4)
The r- and l-polarizations have an electromagnetic eld ~E ∼ cos(ωt) ~A‖ ± sin(ωt) ~A⊥,
respectively. In a time of one period this vector rotates a full circle in a mathematical
positive orientation (right handed or anti-clockwise) for r-polarization and in a mathe-
matical negative orientation (left handed or clockwise) for l-polarization. Since quantum
well electrons have an angular momentum conned in the x-y-plane, we dene a circular




(~ex ± i ~ey) . (C.5)




















sinϑ ~ez . (C.7)
Thus, an initially right (left) circularly polarized wave has a projection onto the quantum
well plane which is no longer circular polarized. On the other hand, if the injected light
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with projector PQW onto the x-y-plane of the quantum well. For small angles of incident






so that initially circular polarized light remains approximatelly circular polarized after the
projection. Since the orientation of ~A‖, ~A⊥ in Eqs. (C.3, C.4) does not matter (the circular
polarization basis is invariant under rotation), we can adopt the circular-polarization basis
Eq. (C.5) for ϑ 1.
Rotation of circularly polarized states  In the introduction 2.1.2 and Sec. 5.3
we have calculated the coupling of photons with polarization σ = r, l and excitons with
pseudospin α = ↑, ↓. Then, in a basis set for excitons and photons {|b ↑〉, |b ↓〉, |ar〉, |al〉}
the coupling G is a 2×2 matrix. Here, we discuss how the polarization ~er,l and G transform
under rotation of the reference frame. To this end let us consider a unitary transformation
of the photon sector,






which rotates the photon basis states to |a ′r,l〉 = U(θ)|ar,l〉 = exp(∓i θ)|ar,l〉, and corre-
sponds to a real space rotation R(θ) of angle θ about the z-axis [30]. Thus, if G → G′ =
GU † the polarization basis vectors Eq. (C.5) transform according to ~eσ → ~e ′σ with
~e ′r, l = R(−θ)~er, l = e±i θ ~er, l , (C.11)
since ~x · ~eσ → (R~x) · ~eσ = ~x · (RT~eσ) and RT (θ) = R(−θ). Similarly, Eq. (C.11) can be
obtained by using G~eσ = GU
†U~eσ = G′ ~e ′σ. Importantly, the polarizations ~eσ and ~e
′
σ are
physically equivalent, since circularly polarized light is invariant under spatial rotation.
A right (left) handed state remains right (left) handed if the reference frame is rotated.
Consequently, the rotation R(θ) corresponding to the unitary transformation Eq. (C.10)
allows us to modify the coupling without changing the polariton spectrum and eigenstates
(up to an unimportant phase factor for the photons). For example, if θ = π/2 the coupling
transforms to G′ = −i12g0 σy ∈ R.
Note that for linearly polarized light the unitary transformation (C.10) no longer cor-
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responds to a real space rotation, since the linearly polarized photons are no angular
momentum eigenstates.
C.2 Optical transition matrix
Light-matter coupling
In this section we give a detailed step by step calculation of the light-matter coupling
in a two-dimensional semi-conductor quantum well, which was introduced in Sec. 2.1.1.
The electron eigenfunctions to the single particle electron Hamiltonian He are Bloch waves





(~x) where µ is a multi-index labeling pseudospin and
band index, and ~k is the wavevector. The photon wave function is ~Aσ~q(~x) = ~Aσe
i~q·~x with
wavevector ~q, amplitude ~Aσ and polarization index σ. We start with the light matter









































































′)− εν(~k)) δ~k′−~k ~q ~dµν(~k
′,~k) · ~Aσ ,
where the spatial coordinate ~x was decomposed into a sum of a discrete lattice vector ~R
and a continuous unit cell vector ~r. In the last line we have introduced the dipole moment
~dµν(~k
′,~k) ≡ 〈u
µ~k′ |r̂|uν~k〉 . (C.12)
We like to comment:
i) Strictly speaking, the sum
∑
~R exp[i(~q − ~k′ + ~k) · ~R] is divergent for ~q = ~k′ − ~k, how-
ever, gets well behaved if we normalize the electronic plane waves appropriately.
ii) Above, we have assumed, that the system is conned to two-dimensions. Actually,
~A has a momentum perpendicular to the quantum well qz, ~A ∼ eiqzzei~q·~x, which
is typically qz  |~q| with ~q ∈ R2. The thickness of the quantum well dQW is much
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smaller as the thickness of the cavity dcav, cf. Fig. 2.3, so that |qzz| ≤ πdQW/dcav  1.
This allows to approximate eiqzz ≈ 1 + O(dcav/dQW), which is known as the dipole
approximation in optics and used above.
iii) The lattice periodic function u
µ~k
(~r) on scales smaller as the lattice spacing, r ≤ a, is
actually 3-dimensional, since a dQW.
Evaluation of the dipole moment
Up to now, the calculation of the optical transition matrix is reduced to the calculation of
the dipole moment Eq. (C.12). For arbitrary lattice peridodic function a further evalutaion
is not possible, however, if we assume that |u
µ~k
〉 can be expanded in orbital-like function
with total angular momentum J and magnetic quantum number mJ being the projection
onto the quantization axis, the dipole moment can be extracted by means of the Wigner-
Eckart theorem [30, 31]. Let us introduce angular momentum eigenfunction denoted by
|JmJ〉. The Wigner-Eckart theorem states that the matrix element of any spherical tensor
operator T̂
(k)
q of rank k with q = −k, . . . , k separates in two parts,
〈J ′m′J |T̂ (k)q |JmJ〉 =
〈J ′||T̂ (k)||J〉√
2J + 1
〈Jk;mJq|J ′m′J〉 , (C.13)
The rst factor 〈J ′||T (k)||J〉 is the so-called reduced matrix element and does not depend




〉 is a superposition of s- or p-like orbital wave function with angular
momentum J = 12 or
3
2 and magnetic quantum number mJ = ±12 or ±32 . Choosing a
specic rank one tensor operator,
T̂
(1)






(x̂± i ŷ) (C.14b)
allows us to relate the Wigner-Eckart theorem Eq. (C.13) to the dipole moment Eq. (C.12).
We note, that 〈Jk = 1;mJq|J ′m′J〉 6= 0 only if m + q = m′ and |j − 1| ≤ j′ ≤ j + 1.
Furthermore, the dipole element vanishes if initial and nal state have same parity, which
is, for example, the case for 〈12 m′J |r̂|12 mJ〉 = 0 for all m′J ,mJ . If we focuse on states
|J ±J〉 with J = 12 , 32 , we nd that
〈J ′ ±J ′|T̂ (1)±1 |J ∓J〉 = 0 and 〈J ±J |T̂
(1)
±1 |J ±J〉 = 0 . (C.15)
The rst zero is due to the fact that optical transitions cannot ip the electron spin, and
24For example, the Clebsch-Gordan-Coecients are implemented in Mathematica.
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the second that the electron anguler-momentum has to be changed by ±1. Eq. (C.15)
represents the standard selection rules for optical transitions. It is convinient to introduce
a (pseudo-) spin α = ↑ for mJ > 0 and α = ↓ for mJ < 0. From Eq. (C.15) we
immediately see that an optical transition does not change the pseudospin, so that the
dipole moment (or rank one tensor T
(1)
±1 ) is block diagonal in α. Choosing an ordered basis






0 0 0 0
1 0 0 0
0 0 0 1








0 −1 0 0
0 0 0 0
0 0 0 0




with real constant x0 ≡ 〈32 ||T̂ (1)||12〉/
√
2.25 The upper left and lower right block of T̂
(1)
±1
are related via time reversal symmetry, so that it was suciently to calculate one of both,
only. The relation under time reversal (with time reversal oparator T ) is
〈J ′m′J |T̂ (1)±1 |JmJ〉 = 〈J ′m′J |T −1T T̂
(1)
±1 T −1T |JmJ〉
= 〈J ′m′J |T −1 (−T̂ (1)∓1 ) T |JmJ〉
= −〈J ′(−m′J)|T̂ (1)∓1 |J(−mJ)〉 .
For the last line, we have specied the transformation behaviour of |JmJ〉 under time
reversal and have chosen an arbitrary phase factor, such that T |12 ,±12〉 = ±|12 ,∓12〉 and
T |32 ,±32〉 = ±|32 ,∓32〉.26
The spatial operator r̂ times the polarization vector ~eσ for right and left circularly polar-
ized light is equal to the spherical rank one tensor Eq. (C.14b). Choosing the polarization





















and r̂ · ~er,l = ∓ T̂ (1)±1 . (C.17)





1⊗ σx , Xy =
x0√
2
σz ⊗ σy and Xr,l =
1√
2
(Xx ± iXy) , (C.18)
where the result Eq. (C.16) was used. Aboev, the rst part of the tensor product cor-
responds to the pseudospin space, whereas the second one to the orbital. The matrices
25 Below, we will argue that x0 has to be real for time reversal invariant systems. Evaluating the matrix






2x0 and 〈 12 ||T̂ (1)|| 32 〉 = −2
√
2x∗0.





































Eq. (C.18) transform under time reversal, T = iσy⊗1 [31], according to T −1Xx,yT = X∗x,y
and T −1Xr,lT = X∗l,r.
Using the results Eq. (C.18) allows a direct calculation of the dipole moment Eq. (C.12)
times the polarization vector, ~dµν · ~eσ for any nial and initial state, |uµ~k〉, which is a
superposition of orbital states |JmJ〉 with mJ = ±12 ,±32 .
Finally, we like to show that the introduced constant x0 is indeed real. To this end, let
us assume that x0 ∈ C and consider a conduction band state |12 ,+12〉 as well as a valence
band state |32 ,+32〉. The x-component of the dipole moment for a transition from valence to
conduction band is now (dx)cv = −x∗0/
√
2, while the inverse process is (dx)vc = −x0/
√
2.
Under time reversal the excitation process gets a relaxation process, so that both processes
has to be equivalently if the system is invariant under time reversal. Hence, (dx)cv = (dx)vc,
and the constant has to satisfy x0 = x
∗
0. We note that a more detailed analysis of time
reversal conrms this result, x0 ∈ R.
D Polaritons in a QSH cavity with boundaries
D.1 Non-commutative operations: introducing boundaries and construct-
ing excitons
In Sec. 5.5.1 we evaluated the polaritonic system on a cylindrical geometry. In principle
two procedures might be possible:
(i) The polariton Hilbert space is enlarged by the space of articial hole-electron pairs
and then the resulting Hamiltonian (5.36) is Fourier transformed into real space.
Finally, boundaries in y-direction are introduced.
(ii) The QSH Hamiltonian Eq. (2.72) is put on a lattice with hard wall boundary condi-
tions in y-direction and, independently, hard wall boundary conditions are demanded
for the cavity photons. Then, polaritons are constructed.
For (i) we observe two pairs of polaritonic edge states at each boundary, one physical pair
and one unphysical. On the contrary, procedure (ii) is the correct way, since no unphysical
states are involved. Then, one pair of edge states is found at each boundary.
In order to understand the dierence of procedure (i) and (ii), it is suciently to
analyze the exciton spectrum and wavefunctions. Below, we sketch the two evaluation
procedures for excitons.
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Figure D.1: Excitonic spectrum on a cylindrical geometry: blue dots depict the numerically
obtained values and black lines the exciton dispersion for periodic boundary conditions. Pro-
cedure (i) (left panel): The exciton Hamiltonian embedded into the enlarged Hilbert space
with articial hole-electron pairs is obtained rst and then put on a lattice with hard wall
boundary conditions. Two pairs of helical edge states emerge at each boundary. Procedure (ii)
(right panel): The electron Hamiltonian is put on a lattice with hard wall boundary condi-
tions rst and then excitons are constructed. One pair of helical edge states are found at each
boundary. The wavevector is measured in inverse lattice units and |M | is the gap parameter


























|ψαx 〉 ∼ |ψαh 〉 ⊗ |ψαe 〉
εαx ∼ εαh + εαe
Above, FT denotes Fourier transformation, hbc hard wall boundary conditions and
pbc periodic one. The Hamiltonian Hαx (5.28) involves articial hole-electron pairs,
whereasHαk (2.73) is the BHZ Hamiltonian which describes (physical) electronic eigenstates
in a QSH insulator. The resulting spectrums for (i) and (ii) are sketched schematically in
Fig. D.1, respectively.
D.2 Evaluation of exciton-photon coupling in the presence of boundaries
In Sec. 5.5.1 we needed the coupling of excitons and photons gασnm for a system with cylin-
drical geometry. Here, we will show how to evaluate it. The coupling of photons to bulk




Coupling of photons and excitonic bulk states
Now, we briey sketch the evaluation procedure of gασnm for excitonic bulk states coupled
to photons. In principle a diagonalization of the QSH insulator on a cylindrical geometry
allows to compute the coecients cnll′ and the wave function overlap in Eq. (5.70). However,
it is more convinient to start with gασnm(qx, q
′
x) = 〈ψxα qx n|Hint|Aσq′xm〉 instead, and to insert
the projection |ψxα qxn〉 = P 1√2
(
|ψxα qxqn〉 ± |ψxα qx−qn〉
)
, see Eq. (5.61). Then, we expand










ei qny ~eσ , (D.1)






m2 − (2n)2 − sgn(n)
i√
2








〈ψxα qxqn | ± 〈ψxα qx−qn |
)
Hint|Aσqx qn′ 〉 an′m ,
where |ψxα qxqy〉 is the plane-wave exciton wave function and |Aσqxqy〉 the plane-wave pho-
ton wave function, which both satisfy periodic boundary conditions. Above, we used that
PHint = Hint, because P = 1 in the Hilbert space for a cylindrical geometry. Now, we
like to relate the coupling with boundaries in y-direction to the one obtained for periodic
boundary conditions. Thereto, the martix element 〈ψxα qxqy |Hint|Aσqxq′y〉 has to be evalu-
ated. We note that the Hamiltonian and the wave functions of this matrix element are
dened for dierent Hilbert spaces, one with boundaries and one with periodic boundary
conditions. For this reason, we approximate the Hamiltonian dened for a system with
boundaries by the one dened with periodic boundary conditions.28 Then, the matrix
element 〈ψxα qxqy |Hint|Aσqxq′y〉 is equal to the coupling g
ασ
~q ~q ′ obtained for periodic boundary






gασ~q ~q a2nm ± c.c
)
, (D.3)
with coupling gασ~q ~q shown in Eq. (5.33), expansion coecients anm dened in Eq. (D.2),
wavevector ~q = (qx, 2
2π
L n), electron quantum number n = −N/2, . . . , N/2 − 1 with N -
lattice sites, and photon quantum number m = 1, 2, . . .. In Eq. (D.3) the plus sign is
27 Importantly, standing waves can be represented exactly by an (innite) series expansion in plane
waves. The reverse process is not possible, since standing waves vanish at the boundary and plane waves
not.
28 For a tight binding Hamiltonian on a lattice of linear size N this would result in a 1/N error.
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adopted for n < 0 and the minus sign for n > 0. For numerics we truncate the photon
quantum number to m = 1, 2, . . . , 2N , since max(|n|) = N/2 and a2N/2,m is peaked for
m = 2N .
Coupling of photons and excitonic edge states
In Sec. 5.5.1 we argued that optical excitation of electronic edge states are reasonably well
approximated by |ψ̃xα qx〉 ≈ |ψ̃ hα qx/2〉 ⊗ |ψ̃
e
α qx/2
〉, see Eq. (5.64). In this approximation the
coupling to photonic modes, see Eq. (5.70) with n = 0 and c0ll′ = δ1lδ1l′ , is




with conduction and valence band edge states |ψ̃c,vαkx〉, QSH Hamiltonian He dened in
Eq. (2.72), and photon wave function ~Aσqxm dened in Eq. (5.66). A numeric evaluation of
Eq. (D.4) is straightforward, however, an analytic solution is possible, since the electronic
edge states can be computed analytically.
Electronic edge states  A numerical diagonalization of the QSH Hamiltonian Eq. (2.72)
on a cylindrical geometry shows, that a pair of electronic edge states is localized at each
boundary and that one electron moves right while the other moves left. Which one does
what depends on pseudospin α, boundary (y = 0, L) and energy (ε̃e > 0 or < 0). Replac-
ing the y-wavevector by a derivative, ky → −i∂y, in the QSH Hamiltonian (2.72) allows
to calculate analytically the edge state wave function for hard wall boundary conditions,
see Ref. [72, 117, 118]. Strictly speaking, a semi-innite system L→∞ has to be consid-
ered. However, for a large system size as compared to the localization length numerical
results can be compared to analytical one. First, we focus on a system with y ∈ [0,∞)




where kx is the wavevector pointing in a direction along the boundary, and φ
α
±1 a eigenvec-
tor of the σx Pauli matrix with eigenvalue±1 in the subspace of pseudospin α. For example,
the spinor |φ ↑±1〉 = (|1/2〉 ± |3/2〉)/
√
2 with BHZ basis states |mJ〉, mJ = {1/2, 3/2}. The





e−λy sinh(νy) . (D.6)


















Figure D.2: Sketch of electronic edge-state dispersion. With red (blue) we label electrons
with pseudospin α = ↑ (α = ↓). The left panel depicts the situation at the y = 0 boundary.
The right panel depicts the situation at the y = L boundary. The insets depict exemplary
left and right mover for energy above the Fermi level, ε̃ > 0.
respectively, where A,B,M are the BHZ-parameters (see Sec. 2.3.2). The electron wavevec-
tor kx is measured in inverse lattice units a
−1 and the real space coordinate y in lattice
units a. The edge state exists if |kx| <
√
2|M |/B, which is equivalently to the conditions
|ν| < λ with λ > 0 and ν ∈ R or ν ∈ iR. The dispersion of the wavefunction Eq. (D.5) is
ε̃αe (kx) = sgn(α)Akx , (D.8)
where the parameter A is proportional to the Fermi velocity, A = ~vF /a, and sgn(α) is
dened to be ±1 for α = ↑, ↓.
Equivalently, we can consider a system with y ∈ (−∞, 0]. Then, the wave function
is ψ̃eαkx(y) = ηkx(−y)φα−1 with dispersion ε̃αe (kx) = −sgn(α) Akx. Taking L nite and
performing a coordinate shift y → y + L results in a wave function which corresponds to
the edge state localized at the boundary y = L.
A sketch of the edge state dispersions for each boundary is depicted in Fig. D.2. For
example, if ε̃e > 0 and the boundary y = 0 is considered, the right mover has pseudospin
α = ↑, and the left mover α = ↓.
Evaluation of the coupling Eq. (D.4)  Since we know the initial and nial state
of the optical transitions at the boundary analytically, the coupling Eq. (D.4) can be
computed analytically. In the following, we focus on the boundary at y = 0 and consider
a semi-innite system y ∈ [0,∞) in order to evaluate integrals. Using that ψ̃c,vαkx are


















where the constant g0 = 4 ε̃x x0
eA
~ is similarly dened to the one occured in calculation
for the system with periodic boundary conditions, see Eq. (5.33). Above, all lengths
(wavevectors) are measured in lattice units (inverse lattice units). For the matrix element
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〈φα+1| ŷ |φα+1〉 = 0 , (D.10)




















4 (3λ2 − ν2)− q2m
q4m + 8(λ
2 + ν2) q2m + 16(λ
2 − ν2)2 , (D.11)
with qm =
π
Nm and λ, ν(kx) dened in Eq. (D.7).
From Eq. (D.10) we immediately see that light with linear polarization orthogonal to
the boundary (y-direction) does not couple. Adopting a linear polarization basis of p-
and s- polarized light, the p-components do couple to electrons, whereas the s-one do not.
Note, a p-polarized photon has a polarization vector parallel to the plane of incident. Thus,
its polarization vector projected onto the QSH insulator plane points in the x-direction.
A s-polarized photon has a polarization vector orthogonal to the plane of incident which
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