The interpersonal circumplex is a well-established structural model that organizes interpersonal functioning within the two-dimensional space marked by dominance and affiliation. The structural summary method (SSM) was developed to evaluate the interpersonal nature of other constructs and measures outside the interpersonal circumplex. To date, this method has been primarily descriptive, providing no way to draw inferences when comparing SSM parameters across constructs or groups. We describe a newly developed resampling-based method for deriving confidence intervals, which allows for SSM parameter comparisons. In a series of five studies, we evaluated the accuracy of the approach across a wide range of possible sample sizes and parameter values, and demonstrated its utility for posing theoretical questions on the interpersonal nature of relevant constructs (e.g., personality disorders) using real-world data. As a result, the SSM is strengthened for its intended purpose of construct evaluation and theory building.
Article
The interpersonal circumplex (IPC) organizes interpersonal functioning within the two-dimensional space marked by dominance and affiliation . The IPC's structure is the foundation for one of the major paradigms of personality (Wiggins, 2003) , interpersonal theory, and also provides a fundamental link for bridging traditionally disparate intellectual traditions such as trait (McCrae & Costa, 1989) , attachment (Bartholomew & Horowitz, 1991) , and evolutionary (Zuroff, Fournier, Patall, & Leybman, 2010) theories. The IPC is widely used not only in basic personality science but also in clinical science and practice , thereby furthering much needed cross-disciplinary unification in psychology. The IPC's highly integrative nature arises from its ability to serve as a nomological network for comprehensively organizing interpersonal variables and evaluating novel constructs and measures (Cronbach & Meehl, 1955; Gurtman, 1992; Guttman, 1970) .
Ideally, quantitative summary statistics for evaluating an external variable's patterns of association within existing nomological networks can be applied when engaging in construct and measure validation (e.g., Westen & Rosenthal, 2003) . This ensures that theoretical advances are empirically defensible and protects against impressionistic or selective interpretation of the patterns of associations in the data. The structural summary method (SSM) for circumplex data (Gurtman, 1992; has been developed for exactly this purpose. It builds on the circumplex structure of IPC measures, and parsimoniously summarizes profiles of correlations with other constructs outside the IPC. However, to date the method has been descriptive, providing no way to draw inferences when comparing SSM parameters across constructs or groups. Here, we describe a newly developed resampling-based method for deriving confidence intervals, which allows for SSM parameter comparisons. As a result, the SSM is strengthened for its intended purpose of construct evaluation and theory building. 
The Interpersonal Circumplex
The interpersonal circle was the conceptual model initially developed by Timothy Leary and colleagues based on the close observation of interpersonal interactions in group therapy (Leary, 1957) . Their theoretical model organized interpersonal behavior in a circular array around the primary axes of dominance versus submissiveness and affiliation versus separation. 1 The model was eventually formalized into a circumplex as measures were developed to precisely assess its content. A circumplex was initially defined via a circulant pattern of correlations (Guttman, 1954) , such that correlations going away from the diagonal initially decrease; only to increase again beyond a certain point (see Table 1 ). What this implies is that in a circular array of variables, the association between any two variables is an inverse function of their angular distance from each other. That is to say, as angular distance between two variables increases, their association decreases, up to 180°. Thus, variables that share close conceptual content are also located closely on the circumplex.
Modern IPC measures generally use a set of eight scales (i.e., octants) that divide the circumference and content of the circle in to equally spaced 45° partitions. This represents a desirable trade-off between scale reliability and fidelity. Scales have been developed for a number of levels of interpersonal functioning including: traits (Markey & Markey, 2009; Wiggins, 1995) , problems (Alden, Wiggins, & Pincus, 1990) , values (Locke, 2000) , efficacy (Locke & Sadler, 2007) , sensitivities (Hopwood et al., 2011) , strengths (Hatcher & Rogers, 2009) , and covert reactions (Kiesler, Schmitt, & Wagner, 1997) , among others. Alden et al., 1990) . As can be seen in the figure, scales that are adjacent share close conceptual content (e.g., Domineering problems and Intrusive Problems), those at right angles are conceptually unrelated (e.g., Domineering problems and Overly Nurturant problems), and those across the circle from each other are conceptually opposite (e.g., Domineering problems and Nonassertive problems). The expected correlations might be strongly positive, near to zero, and strongly negative, respectively. However, in practice, many of the circumplex measures listed here have a sizeable general factor that accounts for a positive manifold among all scales. In the IIP-C this has been labeled generalized interpersonal distress (Tracey, Rounds, & Gurtman, 1996) . Despite these general factors, the basic circulant pattern can still hold, such that the largest correlations are among adjacent scales and the lowest correlations are among opposite scales.
A number of quantitative procedures have been developed for establishing whether a set of scales conforms to the circumplex pattern (see, e.g., Acton & Revelle, 2002 Gurtman, 2009; Tracey, 2000; Wiggins, Steiger, & Gaelick, 1981) . These range in quantitative rigor from visual analyses of plots from principal component analysis and multidimensional scaling (Wiggins et al., 1981) , to nonparametric tests of scale ordering (Tracey, 1997 (Tracey, , 2000 , to confirmatory structural equation modeling approaches based on Fourier decomposition of the circulant matrix (Browne, 1992; Fabrigar, Visser, & Browne, 1997; Nagy, Marsh, Lüdtke, & Trautwein, 2009 ). These methods for evaluating an inventory's "circumplexity" are important as this structure serves as both the theoretical and statistical underpinnings of the IPC model (cf. Guttman, 1970) . We note most modern IPC measures have fared well when subjected to circumplex analyses, and minor deviations from perfect structure have little practical impact (Gurtman & Pincus, 2000) .
Interpersonal Construct Validation and the Structural Summary Method
The SSM for circumplex data (Gurtman, 1992; Wright, Pincus, Conroy, & Hilsenroth, 2009) , is a suite of approaches developed for the analysis of IPC profiles, which may consist of individual octant scores (e.g., Gurtman & Balakrishnan, 1998; , group scores (e.g., Cain et al., 2012; Przeworski et al., 2011) , or correlations with external measures (Gurtman, 1992) . The latter methodology builds on earlier approaches to interpersonal construct validation such as the "vector method" (e.g., Gurtman, 1991; Wiggins & Broughton, 1991) , by taking full advantage of the structure of the circumplex. The logic of the SSM is simple: Just as associations among variables within a circumplex measure are expected to conform to a certain pattern, to the extent that an external variable has specific interpersonal content, so too should it conform to that pattern (Gurtman, 1992) . To illustrate, if a theoretically interpersonal variable (e.g., narcissistic grandiosity; Wright et al., 2013) were found to 
at UNIV OF PITTSBURGH on April 17, 2016 asm.sagepub.com Downloaded from have a strong positive correlation with dominant interpersonal problems (e.g., IIP-C Domineering octant), it can be predicted that the next strongest correlations would be with adjacent octants (i.e., Vindictive and Intrusive octants), followed by decreasing correlations moving further away from the peak associated octant. Specifically, the expected pattern of correlations should follow a sinusoidal wave (Benjamin, 1974; Gurtman, 1992; Wiggins et al., 1981) . An example of a perfect pattern of associations can be found in Figure 1 (Panel B) . This predicted pattern of associations can be formally represented by the following equation for a cosine function (Gurtman, 1992) :
where r i p is a construct's predicted correlation with octant i, given that e is the elevation of the curve (i.e., the average correlation across all octants), a is the amplitude of the curve (i.e., the distance between the average correlation and the peak correlation), θ i is the angle of octant i, and δ is the angular displacement of the peak of the curve from 0°. In a perfect curve (i.e., a pattern of observed correlations that perfectly conforms to a circumplex pattern) knowing the parameters of e, a, and δ are all that are required to Each of these parameters has a conceptual meaning useful for interpreting a profile of correlations with IPC scales (Gurtman, 1992) . Elevation, or e, is calculated as the average correlation, and can be understood as an estimate of the association between a variable and the general factor of an IPC measure. As noted above, some IPC scales have a sizeable and interpretable substantive general factor. Amplitude, or a, captures the degree of differentiation in a profile of correlations, and represents the degree of interpersonal specificity in a construct.
2 Angular displacement, or δ, locates the peak of a curve and represents the predominant interpersonal theme or content of a profile. It should be apparent that the SSM is capable of conveying a large amount of information about a construct's location in the interpersonal nomological net very efficiently and elegantly. However, there is one important caveat to keep in mind when interpreting these parameters-namely, that they are dependent on the observed profile's fit to an ideal sinusoidal wave. Goodness of fit to the expected pattern, or R 2 , is easily calculated with the following formula: 
where SS is the sum of squared deviations of the (predicted or observed as denoted by superscripts) correlational profile. This statistic has been interpreted in terms of prototypicality, with values of R 2 > .80 representing good fit to a cosine curve and values of R 2 > .70 representing adequate fit to a cosine curve (Wright et al., 2009) . Only in prototypical profiles are the angular displacement and amplitude parameters fully interpretable. In contrast, elevation does not hinge on prototypicality for interpretability because it reflects the mean of a profile, and is not contingent on a specific pattern of correlations. Further formulas that are useful to compute SSM parameter in practice can be found in the appendix.
The relevance of the SSM for interpersonal construct validation becomes especially apparent when it is compared with the widespread strategy to focus on single octant correlations (e.g., Desmet et al., 2007; Haggerty, Blake, & Siefert, 2010; McEvoy, Burgess, Page, Nathan, & Fursland, 2013; Miller, Price, Gentile, Lynam, & Campbell, 2012; Rodebaugh, Gianoli, Turkheimer, & Oltmanns, 2010; Sato & McCann, 2007) . For example, Haggerty et al. (2010) examined the validity of the Relationship Profile Test (Bornstein et al., 2003) , which is a self-report measuring destructive overdependence, dysfunctional detachment, and healthy dependence. They administered the Relationship Profile Test in conjunction with the short form of the IIP-C (Soldz, Budman, Demby, & Merry, 1995) in a sample of undergraduates, and correlated its scales with IIP-C octant scores. The Healthy Dependence scale was significantly negatively correlated with all octants except NO (rs ranging from −.37 to −.04), which led authors to conclude that healthy dependent persons show low interpersonal distress. When applying the SSM to their results, this conclusion is corroborated by a negative elevation of e = −.25. However, the SSM also shows that the correlational profile has a good fit to a cosine curve (R 2 = .87), is considerably differentiated (a = .15), and peaks at 76.7°. In fact, although focusing on the single octant correlations would suggest that healthy dependence is unrelated to NO, analyzing the full pattern of correlations revealed that NO is at the heart of the specific interpersonal theme of healthy dependency-interacting with others in an assured or friendly dominant way. Other examples of research that do not take advantage of the SSM include the practice of ipsatizing IPC octant scores before correlating them with the target measure, which discards any information on elevation. The point we are making here is that researchers will miss important information, or might even come to erroneous conclusions, when they do not make use of the SSM in interpersonal construct validation.
Fortunately, the correlation-based SSM is increasingly applied in evaluating the interpersonal nature of external constructs and measures (e.g., Brown & Sherman, 2014; Dinger et al., 2015; Erickson et al., in press; Gurtman, 1992 Gurtman, , 1993 Gurtman, , 1999 Gurtman & Lee, 2009; Hill, Zrull, & Turlington, 1997; Hopwood et al., 2011; Hopwood, Burt, et al., 2013; Markey, Anderson, & Markey, 2013; Turan, Guo, Boggiano, & Bedgood, 2014; Williams & Simms, 2015; Wright et al., 2012; Zimmermann, Wolf, Bock, Peham, & Benecke, 2013) . Combined, the 15 studies cited above evaluated 433 constructs using nine different IPC measures (whereby the IIP-C was the most prominent measure and applied in more than half of the cases). As clear guidelines for the interpretation of the sizes of elevation and amplitude are currently lacking, we reviewed the empirical distribution of elevation and amplitude across these 433 constructs. Elevation ranged from 0 to |.46|, with the 25th, 50th, and 75th percentiles being |.02|, |.11|, and |.27|, respectively. Amplitude ranged from .01 to .43, with the 25th, 50th, and 75th percentiles being .10, .16, and .23. These distributional properties roughly corroborate the heuristic cutoffs of e = |.15| and a = .15 that have been proposed by Wright et al. (2012) for what constitutes a markedly elevated and differentiated profile. However, they give researchers an even more detailed and realistic rubric with which to judge their SSM results in future studies.
Moving Beyond Description in Interpersonal Construct Validation
Although the SSM is increasingly applied in psychological research, its parameters remain poorly understood from the perspective of inferential statistics. In particular, it has not been shown thus far that point estimates of SSM parameters in empirical samples are accurate in the sense that they tend to converge with the true value in the population. It is not necessarily the case that they are accurate. For example, consider the case of amplitude, which can have values in the range of 0 to 1. When amplitude is zero in the population (i.e., when the true value of amplitude lies on the boundary of the allowable parameter region), the mean of the sampling distribution will presumably be greater than zero. That is, the majority of samples drawn from this population will presumably show nonnegligible amplitude (especially when sample size is small), suggesting that this estimator is biased. This is also noticeable from the distribution of previously published point estimates of amplitude (see above), which were greater or at least equal to .05 in 91.4 % of the cases. Thus, Monte Carlo simulation studies are needed to explore the properties of SSM parameters in more detail.
Recently, Zimmermann et al. (2013) pointed to a somewhat related limitation of the SSM: Although it parsimoniously summarizes a complex profile of correlations, it is primarily descriptive. That is, it does not answer inferential questions such as "Is elevation of construct X significantly greater than zero?" "Is amplitude of X significantly greater than amplitude of Y?" or "Does angular displacement of X significantly differ between group a and group b?" This is because there is currently no way to test SSM parameters for significance, or to compute their associated standard errors (SEs) or confidence intervals (CIs). In fact, the sampling distribution of SSM parameters is currently unknown and may depend on factors other than sample size. For example, it seems reasonable to hypothesize that amplitude is negatively related to the SE/CI of angular displacement, because measures with a more differentiated sinusoidal profile (i.e., high amplitude) should have a more "stable" interpersonal theme (i.e., their angular displacement parameter should be less affected by sampling error as compared with measures with low amplitude). This poses significant challenges for deriving formulas for SE/CI of SSM parameters in an analytical way.
A reasonable alternative to overcome this limitation is to make use of the bootstrap method (Efron & Tibshirani, 1993) . The bootstrap method is a resampling-based method to empirically compute SEs and CIs, and thus is especially helpful for statistics with analytically unknown sampling distributions (such as SSM parameters). Basically, the (nonparametric) bootstrap requires generating thousands of random resamples from the original sample, with resamples being of equal size as the original sample, and individuals being sampled with replacement. In each resample, the statistic of interest is computed, and the resulting distribution across resamples is used to estimate the SE or CI of the statistic. Monte Carlo simulation studies have shown that the bootstrap method yields accurate CIs for statistics such as the area under a receiver operating characteristic curve (Ruscio & Mullen, 2012) , factor loadings in exploratory factor analysis (Zhang, Preacher, & Luo, 2010) , correlation coefficients corrected for range restriction (Mendoza, Hart, & Powell, 1991) , or the indirect effect in statistical mediation analysis (Biesanz, Falk, & Savalei, 2010; MacKinnon, Lockwood, & Williams, 2004) .
Thus, the bootstrap method offers a promising way forward for moving the SSM beyond a purely descriptive approach in interpersonal construct validation, to providing a framework for posing inferential questions to the interpersonal nomological net. For example, as outlined above, questions of differences between parameters across distinct constructs are often of substantive interest. Differences among profile parameters of the same construct's profile across groups might be theoretically important (e.g., males vs. females, patients vs. nonpatients). And finally, being able to test whether a given profile reliably differs from a theoretically expected pattern would provide more rigorous evaluation of a construct's location within the interpersonal nomological net.
The Current Studies
The aim of this article is to introduce, evaluate, and demonstrate a resampling-based method for the calculation of CIs of SSM parameters. Thereby, we hope to fill a major gap in the current repertoire of IPC methods, allowing for the first time inferential conclusions about (differences between) parameters within an interpersonal construct validation framework. We start with a Monte Carlo simulation study to explore whether the currently used SSM point estimates are biased, and which factors influence accuracy and precision of SSM point estimates. Next, we introduce a method for calculating 95% bootstrap CIs of (differences between) SSM parameters and evaluate their accuracy (i.e., empirical coverage) in three Monte Carlo simulation studies. This method has been implemented in the R package "ssm" that is available for free download on the second author's website (http://www.personalityprocesses.com/ssm/). Finally, in a fifth study, we applied the method to real data demonstrating the utility of the technique we have developed. Specifically, we used CIs when comparing the interpersonal features of personality disorder (PD) scales using the IIP-C.
Study 1
The aim of Study 1 was to assess (influences on) accuracy and precision of SSM point estimates. Therefore, we conducted a Monte Carlo simulation study. In each simulation, the population consisted of 100,000 cases with scores on eight octant scales and one target measure. The distributions of octant scales and the target measure were assumed to be multivariate normal, and their associations were specified in such a way that (a) the octants' intercorrelations conformed to a circulant matrix (see Table 1 ) and (b) the target measure's profile of correlations with the octants had a known elevation, amplitude, angular displacement, and goodness of fit. Next, we drew 5,000 samples from this population, each time computing sample-specific SSM statistics (including statistics for dominance and affiliation; see the appendix). The resulting sampling distribution can be used to assess the accuracy (vs. bias) and precision (vs. error) of an SSM parameter: Its bias is defined as the difference between the known value in the population and the mean of the sampling distribution, with smaller absolute bias indicating more accurate estimates, and its standard error is defined as the standard deviation of the sampling distribution, with smaller standard errors indicating more precise estimates.
To assess factors that might influence accuracy and precision of SSM parameters, we conducted a series of simulations with systematically varying (a) sample size, (b) the correlation matrix of the eight octants, and (c) parameters of the target measure. The specific values of these factors were selected to cover the full range of conditions that interpersonal researchers commonly find in their data when using IPC instruments. Specifically, we considered seven different sample sizes (n = 25, 50, 75, 100, 150, 200, 500) , two different IPC correlation matrices including an equally spaced circumplex with and without a substantial general factor, 3 and 80 target measures differing in elevation (E = .0, .2), affiliation (AFF = .0, .1, .2), dominance (DOM = .0, .1, .2), and goodness of fit (R 2 = .6, .7, .8, .9, 1.0). 4 Thus, Study 1 was based on 1,120 simulations. All simulations were conducted with R 2.12.2 (R Development Core Team, 2011) on the Linux computer cluster at the University of Kassel. To test the joint effects of sample size, general factor of the IPC measure, and parameters of the target measure on the accuracy and precision of SSM parameters, we conducted analyses of variances (ANOVAs). Therefore, we included the six factors and their two-way interactions as predictors, and used the amount of bias and the standard error as the outcome, respectively. Effects explaining less than 5% of total variance (i.e., η < .05) were not considered as relevant.
Study 1 Results
Bias in elevation, dominance, and affiliation was generally very small across all 1,120 conditions. The average bias was −.0007, respectively, and the most extreme bias in an individual condition was −.013. Given that the population values of these parameters differed up to .2 across conditions, we considered this amount of bias as unproblematic. However, bias in amplitude was substantial. Across all conditions, bias was consistently positive, ranged from .0002 to .136 and averaged at .021. When standardizing these values by the true population parameters of amplitude (i.e., computing relative bias), this translates into an average bias of 15.5%, ranging from 0 to 135.8%.
5 This shows that sample estimates of amplitude tend to overestimate the true amplitude in the population under most of the simulated conditions.
Results of the ANOVA suggested that much of the variation in (relative) bias across conditions could be explained by differences in sample size (η 2 = .34), the general factor of the IPC measure (η 2 = .08), dominance (η 2 = .13), and affiliation (η 2 = .08) of the target measure, as well as all two-way interactions of these factors (η 2 = .29). Influences of the remaining factors (i.e., elevation and goodness of fit of the target measure) were virtually zero (η 2 < .001). Figure 2 illustrates the specific nature of these influences: Relative bias decreases with increasing sample size, presence of a general factor in the IPC measure, and increasing amplitude (in the sense of joint effects of dominance and affiliation) of the target measure in the population. Thus, when using an IPC measure without a general factor, relative bias in amplitude will exceed the commonly accepted margin of 5% even with sample sizes as large as n = 500 as long as amplitude in the population is rather small (A ≤ .1). Conversely, when using an IPC measure with a general factor, relative bias in amplitude will be already acceptable with samples n ≥ 150 given that amplitude in the population is at least moderate (A ≥ .14).
To further illustrate the biased nature of sample estimates of amplitude, we considered the most extreme case of A = 0, which was not included in the 1,120 simulated conditions. Figure 3 presents the respective sampling distributions of amplitude under selected conditions of sample size and presence of a general factor in the IPC measure. It becomes apparent that with decreasing sample size the probability of receiving large sample estimates of amplitude (despite amplitude being zero in the population) steadily increases. For example, with n = 50 and no general factor in the IPC measure, the expected amplitude in samples (i.e., mean of the sampling distribution) is .153. This demonstrates that a finding of a = .15 is not necessarily "marked" or "substantial," but can, under certain conditions, simply represent the expected value when amplitude in the population is zero.
Next, we examined bias in angular displacement and goodness of fit. Average bias in angular displacement was −0.03°, ranging from −2.38° to 3.03°. Given that the population values of angular displacement differed up to 90 degrees across conditions, we considered this amount of bias as unproblematic. Average bias in goodness of fit was −.081, ranging from −.382 to .027. This amount of bias is clearly substantial, corresponding to an average relative bias of −9.5% and a range of −38.2% to 4.5%. Thus, sample estimates of goodness of fit tend to underestimate true goodness of fit in the population (at least in the range of the simulated conditions). Results of the ANOVA suggested that the most important factors influencing (relative) bias are sample size (η 2 = .33), dominance (η 2 = .11), affiliation (η 2 = .07), and goodness of fit (η 2 = .22) of the target measure, as well as all two-way interactions of these factors (η 2 = .19). In particular, the amount of bias decreases with increasing sample size, increasing amplitude, and lower goodness of fit of the target measure in the population. This is understandable, as R 2 = 1 is a boundary value and samples drawn from such a population are likely to show lower values.
The second major question of this study was to explore influences on the precision versus error of SSM parameter estimates. Table 2 presents the results of respective ANOVAs. The standard error of elevation, dominance, affiliation, and amplitude was exclusively a function of sample size and presence of a general factor in the IPC measure. Expectably, standard errors generally decreased with increasing sample size. In addition, the standard error of elevation further decreased when a general factor in the IPC measure was absent, whereas the standard error of dominance, affiliation, and amplitude further decreased when a general factor in the IPC measure was present.
A more complex picture emerged for angular displacement and goodness of fit. In these cases, standard errors were additionally influenced by features of the target measure in the population, that is, by amplitude (in the case of angular displacement) and by amplitude and goodness of fit (in the case of goodness of fit). Figure 4 shows the specific nature of these influences for angular displacement. Standard error decreased with increasing sample size, presence of a general factor in the IPC measure, and increasing amplitude in the population. For example, when using an IPC measure without a general factor and the true amplitude of the target measure in the population is A = .1, the standard error for the sample estimate of angular displacement will be roughly SE δ = 50° for n = 100. Note that a corresponding 95% CI would span across almost 200° of the circle, making the sample estimate itself rather meaningless. In other words, although sample estimates of angular displacement tend to be unbiased (see above), they lacked precision under most of the simulated conditions. Even when IPC measures have a general factor, target measures show substantial amplitude (A = .14), and the sample size is large (n = 500), the standard error will be still roughly SE δ = 10° and thus the 95% CI will almost span across a full octant.
Study 1 Discussion
Study 1 suggests three major conclusions: First, the majority of SSM statistics proved to be accurate estimators of true values in the population when considering a wide range of conditions that are typical for applied settings. In particular, the unbiasedness assumption holds for elevation, dominance, affiliation, and angular displacement. However, the remaining two SSM parameters, amplitude and goodness of fit, are biased. This means that empirically observed values of amplitude are likely to overestimate true amplitude, and empirically observed values of goodness of fit are likely to Note. N = 1,120 conditions. Entries in the table refer to η 2 .
underestimate true goodness of fit. In both cases, the amount of bias does not only depend on sample size but also on features of the IPC measure (i.e., whether a general factor is present or not) and features of the target measure in the population (i.e., amplitude or goodness of fit). The latter finding is clearly undesirable as we normally have little idea about the true parameter values in the population, and thus the exact amount of bias remains unknown in applied research. Second, the precision of the majority of SSM parameters is solely a function of sample size and the presence versus absence of a general factor in the IPC measure. Interestingly, the presence of a general factor has opposite effects on the precision of different SSM parameters: Whereas it reduces the precision of elevation, it increases the precision in dominance, affiliation, and amplitude. This has to do with the joint influence of the parameters of the octant correlation matrix (see Table 1 ): When octant intercorrelations differ considerably from each other and are in part even negative (as in the matrix of the Interpersonal Adjective Scales), the sum of octant correlations with a target measure (i.e., a multiple of elevation) will be more "stable" during the sampling process as compared with the case of octant intercorrelations being positive and similar to each other (as in the matrix of the IIP-C; see Note 3). The exact influence can be specified by Equation (A6) in the appendix, suggesting that, everything else being equal, the standard error of elevation will be f f Third, the precision of the remaining two SSM parameters, angular displacement and goodness of fit, depend on further factors related to the true parameters of the target measure in the population (i.e., amplitude and goodness of fit). As hypothesized, higher amplitude in the population leads to a reduced standard error of angular displacement, that is, measures with a more differentiated sinusoidal profile show more "stable" interpersonal themes (that are less affected by sampling error). Nevertheless, in many cases samples larger than 500 persons will be needed to achieve sufficient precision in the determination of the interpersonal theme of a target measure.
Study 2
The aim of Study 2 was to assess whether and under which conditions the bootstrap method would yield accurate CIs for SSM parameters. Therefore, we repeated the Monte Carlo simulation study of Study 1 using exactly the same methods and conditions. The only difference was that, in each of the 5,000 samples that were drawn from a specified population, 95% percentile bootstrap CIs were computed for elevation, dominance, affiliation, amplitude, angular displacement, and goodness of fit using 2,000 bootstrap replicates. The accuracy of the bootstrap method was assessed by means of the empirical coverage rate, that is, the percentage of samples in which the population value of a given parameter ranged within the sample CI. For 95% CIs the empirical coverage rate should be close to 95%. Applying Bradley's (1978) liberal criterion, we judged the bootstrap method to be accurate when the empirical coverage rate did not deviate more than 2.5% from its nominal level (i.e., when the empirical coverage rate was in the range from 92.5% to 97.5%). To test the joint effects of the various conditions on the accuracy of bootstrap CIs, we conducted several ANOVAs. Therefore, we included the factors and their two-way interactions as predictors, and used the absolute deviance from the nominal coverage rate as the outcome. Again, effects with η < .05 were not considered relevant.
Study 2 Results
For elevation, dominance, and affiliation, accuracy of the bootstrap CIs was simply a function of sample size (see Table 3 ). Panel A in Figure 5 visualizes these effects for elevation. Accuracy improved with increasing sample size, with mean deviance ranging from roughly 3% for n = 25 to 0.3% for n = 500. The minimum sample size falling below the threshold of 2.5% was n = 50 with a mean deviance of around 1.7%. Thus, the bootstrap method yielded accurate CIs for elevation, dominance, and affiliation when sample size was at least 50.
For amplitude, a more complex pattern emerged (see Table 3 ). Accuracy was not only influenced by sample size but also by the presence versus absence of a general factor in the IPC measure, amplitude of the target measure in the population, as well as several interactions of these factors. Panel B in Figure 5 visualizes the specific nature of these influences. It shows that accuracy generally increased with increasing sample size, increasing values of A, and presence of a general factor. When considering IPC measures with a general factor, the bootstrap method yielded accurate CIs for amplitude when sample size was at least 75. When considering IPC measures without a general factor, the bootstrap method required sample sizes of at least 150 to yield accurate CIs for amplitude.
The results for angular displacement resembled the results for amplitude. That is, accuracy increased with increasing sample size, increasing values of amplitude of the target measure in the population, and the presence of a general factor (see Panel C in Figure 5 ). However, the specific sample sizes at which mean deviance was close to or dropped below the threshold of 2.5% were slightly more restrictive: Given that an IPC measure has a general factor, the bootstrap method yielded accurate CIs for angular displacement when sample size was at least 100; for a measure without a general factor, sample sizes greater than 200 were required.
The results for goodness of fit were disappointing. When R 2 = 1, the population value never ranged within the sample CIs, that is, the empirical coverage rate was 0. This is because 1 is a boundary value in goodness of fit and will rarely appear in samples and resamples. As a consequence, the upper limits of the sample CIs were always smaller than 1, that is, the bootstrap method consistently failed to provide accurate results. Consequently, the most important predictors of accuracy were goodness of fit, sample size, and their two-way interaction (see Table 3 ; the interaction between presence of a general factor and goodness of fit was also substantial but will be disregarded for simplicity). Panel D Figure 5 shows that accuracy generally increased with increasing sample size as well as when values of goodness of fit fell below .9. In sum, the bootstrap method yielded accurate CIs for goodness of fit only when goodness of fit in the population was suboptimal.
Study 2 Discussion
Study 2 showed that the 95% bootstrap CIs of elevation, affiliation, and dominance are accurate when sample size is at least 50. Moreover, for amplitude and angular displacement, the accuracy of the CIs turned out to be a function of sample size, amplitude of the target measure in the population, and the presence of a general factor in the IPC measure: In particular, when sample size was at least 100 (for IPC measures with a general factor) or 200 (for IPC measures without a general factor), the method provided accurate results. The favorable effect of the general factor on the accuracy of the bootstrap CIs mirrors its effect on the precision of amplitude reported in Study 1. It should be noted, however, that the simulation study only covered target measures with nonnegligible amplitude in the population (i.e., A ≥ .1). Thus, these sample size recommendations may not generalize to situations in which true amplitude is smaller. More generally, the dependency on population parameters of the target variable is clearly undesirable, because it restricts the applicability of the method to circumstances in which the population values of amplitude are known to exceed a certain level. However, because researchers are normally interested in the CIs of variables that are at least moderately associated with affiliation or dominance (i.e., that are hypothesized to have substantial interpersonal content), and because the CIs of affiliation and dominance can be accurately estimated irrespective of population parameters, this drawback may be irrelevant in many cases. Finally, we found that the CIs of goodness of fit are not accurate when goodness of fit in the population is equal to or greater than .9.
Because this is expected to be a common situation in practice (e.g., 50% of goodness-of-fit estimates in the published SSM literature listed above were equal or greater than .86), and because there is no way to accurately estimate the population value of goodness of fit, the bootstrap method seems unsuited for computing CIs for goodness of fit.
Study 3
The aim of Study 3 was to assess more precisely when the bootstrap method would yield accurate CIs for amplitude and angular displacement. Therefore, we conducted a third Monte Carlo simulation study following the same procedures as in Study 1 (see above). However, we more focally evaluated sample size, affiliation in the population, and the presence of a general factor in the IPC measure, which was revealed in the second study to be a critical factor in the performance of the CIs.
6 Specifically, we varied 22 conditions of sample size (ranging from n = 50 to 1,000 in gradually increasing steps), 57 conditions of affiliation in the population (ranging from .02 to .30 in steps of .005), and 2 conditions representing a correlation matrix of the IPC measure with and without a general factor (in line with the previous two studies). Elevation and dominance were fixed to 0, and goodness of fit was fixed to 1. Thus, Study 3 was based on 2,508 simulations. Just as in Study 2, we judged the CIs of amplitude and angular displacement to be accurate when their empirical coverage rates were in the range from 92.5% to 97.5%. Figure 6 presents the relation between minimum values of sample size and affiliation (or dominance) in the population that yielded accurate CIs for both amplitude and angular displacement. It appears that with increasing sample size, the bootstrap method was applicable to measures with lower specific interpersonal content; and by the same token, with the more interpersonal a measure is in the population, the bootstrap method was applicable in smaller samples. Again, the presence of a general factor had a favorable effect, that is, allowed applying the method to smaller samples or measures with less interpersonal content. The difference between the two conditions could be exactly quantified using Equation (A7) in the appendix. In fact, after dividing minimum values of affiliation/dominance in the population (AFF min ) by the respective scaling factor (f a ) that corrects for influences of the IPC correlation matrix, and log transforming both (rescaled) AFF min values and sample size (n), the two were nearly perfectly correlated, r = −.994. Predicting the natural logarithm of minimum values from the natural logarithm of sample size and back-transforming 
Study 3 Results and Discussion
The two curves in Figure 6 visualize this function for the two IPC correlation matrices used in the simulations. Applying this equation shows that, in the case of an IPC measure with a general factor (f a = .545), a relatively small sample of 100 will require a population value as large as .11, and a sample of 1,000 will only require a population value of .03, to have the bootstrap method produce accurate CIs of amplitude and angular displacement.
This function directly translates into recommendations for practice: Prior to assessing the 95% bootstrap CIs of amplitude and angular displacement, researchers should compare their sample values of affiliation and dominance with the minimum population values given by Equation (3). The more the sample value of either affiliation or dominance exceeds the respective population value, the higher is the probability that the CIs of amplitude and angular displacement are accurate. To provide researchers with a quantitative estimate of this probability, the R function we developed automatically compares the minimum population values given by Equation (3) with the bootstrap distributions of affiliation and dominance. To this end, the scaling factor f a is computed from the model-based estimates of the IPC correlation matrix as implemented in the R package CircE (Grassi, Luccio, & Blas, 2010) . As a result, the R function outputs the percentage of bootstrap resamples in which affiliation or dominance exceeds respective minimal value. This estimate directly quantifies the probability that the CIs of amplitude and angular displacement are accurate in a given data set. For example, when the sample value of affiliation equals the minimum population value (and the sample value of dominance is even lower), the probability estimate will be .50. Or, when the lower limit of the 95% CI of affiliation equals the minimum population value (and the .10 (0 and .1)
.14 (both .1)
.20 (0 and .2)
.22 (.1 and .2)
.28 (both .2) value of dominance is again lower), the probability estimate will be .95. We recommend always reporting the exact probability estimate in future SSM studies, because it helps researchers judge the precision of their inferential conclusions.
Study 4
The aim of Study 4 was to assess whether the bootstrap method is also applicable to the difference between parameters of two correlational profiles. This is an important issue because it would widen the practical applicability of the bootstrap method considerably, allowing for testing assumptions about differences in interpersonal profiles. We considered three types of differences: differences between parameters that represent two uncorrelated target measures, differences between parameters that represent two correlated (ρ = .5) target measures, and differences between parameters that represent a single target measure assessed in two independent samples. Therefore, we conducted a fourth Monte Carlo simulation study following the same procedures as in Study 1. However, we included a second target measure or a second population, respectively, and applied the bootstrap method to the difference between parameters of the two correlational profiles. We systematically varied the type of difference (two uncorrelated measures, two correlated measures, two independent samples), sample size (n = 50, 100, 400), affiliation in the first profile (AFF The specific values of sample size and affiliation were selected to cover combinations in which the bootstrap method was slightly over the boundary of its suitability based on Equation (3). In both profiles, elevation and dominance were fixed to 0, and goodness of fit was fixed to 1. The correlation matrix of the IPC measure was set to the general factor case defined in Note 4. Thus, Study 4 was based on 81 simulations. In line with the results of Studies 2 and 3, we expected that (a) CIs for the difference of elevation, affiliation, and dominance would be accurate under any of these conditions, (b) CIs for amplitude and angular displacement would never be accurate when AFF 2 = 0, and, apart from that, (c) CIs for amplitude and angular displacement would be accurate when n = 400, when n = 100 and AFF 1 ≥ .12, and when n = 50 and AFF 1 = .18.
Study 4 Results and Discussion
In general, accuracy estimates were very close to what was expected. First, CIs for the difference of elevation, affiliation, and dominance were accurate under any condition (with mean deviance of 0.9%, 1.0%, and 0.8%, respectively). Second, CIs for amplitude and angular displacement were consistently inaccurate when affiliation in the second profile was 0 (with mean deviance of 15.5%). This corroborates the finding from the former studies that at least one of the interpersonal dimensions of a target measure should exceed a certain value in the population. Third, under the remaining conditions, CIs for the difference of angular displacement were indeed accurate when n = 400 and AFF 1 = .05 (with mean deviance of 1.1%), when n = 100 and AFF 1 = .12 (with mean deviance of 0.8%), and when n = 50 and AFF 1 = .18 (with mean deviance of 1.0%). However, although the CIs for the difference of amplitude were accurate when n = 100 and AFF 1 = .12 (with mean deviance of 2.0%), and when n = 50 and AFF 1 = .18 (with mean deviance of 1.5%), they just failed our stringent criterion for accuracy when n = 400 and AFF 1 = .05 (with mean deviance of 2.9%). An inspection of the empirical coverage rates showed that CIs were too wide, that is, the population value was more often included in the sample CIs than warranted. In terms of classical hypothesis testing, this would lead to the tendency of falsely not rejecting the null hypothesis, concluding that both parameters are equal even if they are not (i.e., a Type II error). Thus, when applying the bootstrap method to the difference of amplitude, the minimum values presented in Figure 6 may lead to somewhat conservative conclusions. Apart from this limitation, the results provide evidence that the bootstrap method and the recommendations from Study 3 are broadly generalizable to the difference between two parameters.
Study 5
As the results of the simulation studies were satisfying, we sought to apply the newly developed approach to actual data. For pedagogical purposes, we chose to use very familiar constructs that have previously been investigated in relation to the IPC, and for which there are remaining questions about interpersonal differences between constructs, and whether the constructs operate similarly across gender (i.e., a grouping variable). Specifically, we chose the DSM-5 Section II PD constructs because of their familiarity, and the ongoing theoretical importance of interpersonal dysfunction in these disorders (Hopwood, Wright, Ansell, & Pincus, 2013; Tyrer, Reed, & Crawford, 2015) . We chose to use the problemsbased version of the IPC (i.e., the IIP-C) given its focus on maladaptive expressions of interpersonal functioning (for previous studies linking the IIP-C to Section II PDs, see e.g., Soldz, Budman, Demby, & Merry, 1993) .
Here we applied the R functions to data collected in a large university-based sample (N = 1,166) . The short form of the IIP-C (Soldz et al., 1995) was used, and a number of the well-known self-report PD scales from the Personality Diagnostic Questionnaire-4+ (Hyler, 1994) were used as target measures. In addition to calculating the structural summary parameters and associated CIs for each of the DSM-5 Section II PD constructs, we also compared two sets of constructs for which the interpersonal features have often been compared and contrasted. Namely, we compared the schizoid and avoidant PD constructs (e.g., Alden, Laposa, Taylor, & Ryder, 2002; Livesley, West, & Taney, 1985) , and the narcissistic and antisocial constructs (e.g., Blackburn, 2007) . We additionally compared the profiles across gender for the Cluster B (i.e., dramatic/erratic PDs; antisocial, borderline, histrionic, and narcissistic) PDs, constructs for which gender bias or differential expression across gender has been hotly debated (e.g., Anderson, Sankis, & Widiger, 2001; Busch, Balsis, Morey, & Oltmanns, 2015; Corbitt & Widiger, 1995; Jane, Oltmanns, South, & Turkheimer, 2007; Moffitt, Caspi, Rutter, & Silva, 2001 ).
Study 5 Method
Participants and Procedure. Data were collected from a large North American undergraduate sample (N = 1166; mean age = 19.0 years, SD = 1.7) that was roughly balanced on gender (53.3% female). Participants completed the Inventory of Interpersonal Problems-Short Circumplex (IIP-SC) and the Personality Diagnostic Questionnaire-4 (PDQ-4) as part of a larger battery of questionnaires online in exchange for partial course credit.
Measures. The IIP-SC (Soldz et al., 1995 ) is a 32-item measure of interpersonal problems and associated distress. Items assess interpersonal behaviors that an individual does in excess (i.e., "I do . . . too much") or finds difficult to do ("It is hard for me to . . ."). The IIP-SC provides coverage for the full range of interpersonal content mapped by the IPC with eight, 4-item scales. The octant scale names are provided in Figure 1A . Internal consistency of the scales is adequate in the current sample (Mdn α = .78; range = .64-.87).
The PDQ-4 (Hyler, 1994 ) is a 99-item true-false instrument with item content that corresponds directly to the criteria for the DSM-5 Section II PDs. PD scales were treated as continuous symptom counts for the purposes of this study given that continuous psychopathology scales are generally more reliable and valid than categorical markers (Markon, Chmielewski, & Miller, 2011) . Internal consistencies ranged from .43 (obsessive-compulsive) to .71 (avoidant; Mdn = .56). Although some values were modest, it is reassuring that internal consistency appears to have limited impact on criterion validity estimates (McCrae, Kurtz, Yamagata, & Terraciano, 2010; Schmitt, 1996) .
Results and Discussion
In a preliminary step, we tested whether the structure of the IIP-SC had an adequate fit to a circumplex model with equal spacing and equal communality using the R package CircE (Grassi et al., 2010) . CircE provides several common fit indices including the Tucker-Lewis index (TLI), the comparative fit index (CFI), and the root mean square error of approximation (RMSEA). We found that the fit of such a model was unsatisfactory by current standards (e.g., Hopwood & Donnellan, 2010) , with CFI = .824, TLI = .795, and RMSEA = .169. Follow-up analyses suggested that this was mainly due to a violation of the equal spacing requirement (i.e., a model with equal communality and unequal spacing showed acceptable fit, with CFI = .958, TLI = .931, and RMSEA = .098). As such minor deviations from perfect structure usually have little practical impact (Gurtman & Pincus, 2000) , we proceeded with the main analyses.
Model-based estimates of the four parameters of the IIP-SC correlation matrix were ρ Table 4 presents structural summary statistics and their 95% bootstrap CIs for all PD scales. According to Equation (3), N = 1,166 and f a = .625 requires AFF or DOM to be greater than |. 029| to have the bootstrap method yield accurate CIs for amplitude and angular displacement. The probability of fulfilling these requirements exceeded .95 in all cases except for obsessive-compulsive PD (see last column of Table 4 ). All PD scales were significantly associated with interpersonal distress, ranging from antisocial and schizoid PDs with relatively smaller effects, to paranoid, schizotypal, borderline, histrionic, narcissistic, and obsessive-compulsive with relatively moderate effects, to avoidant and dependent with relatively larger effects. Moreover, all but the obsessive-compulsive PD scale showed notable amplitudes.
A number of illuminating results emerged from the cross-construct and cross-gender comparisons on interpersonal problem profiles. First, we replicated the finding that schizoid PD differs from avoidant PD in terms of interpersonal theme (i.e., angle difference CI does not contain 0)-schizoid PD is associated with a prototypically cold interpersonal profile, whereas avoidant is prototypically cold-submissive (see Table 5 ). However, this method further shows that these two constructs also differed significantly in interpersonal distress (i.e., avoidant elevation > schizoid elevation; elevation difference CI does not contain 0), but neither is more specifically interpersonal (i.e., amplitude difference CI does contain 0). This pattern of results is highly concordant with the theoretical distinction between these constructs (Alden et al., 2002) , which suggests that although both disorders are highly interpersonal and characterized by social-withdrawal, schizoid PD is not associated with strong desires for social contact, and therefore people with this disorder are less distressed by their isolation. Moving to narcissistic and antisocial PDs, the results in Table 5 indicate that these two constructs reliably differed only in the level of distress, not in the theme or differentiation. Consistent with theoretical formulations of these constructs, antisocial PD was associated with significantly lower distress. This small subset of findings offers a brief but hopefully clear demonstration of the utility of this method for theoretically based investigations in to the interpersonal features of constructs and measures.
Beyond comparing constructs within a given sample, comparing differential patterning of the interpersonal profile across groups, or the manner in which group membership moderates the observed associations among scales, is also useful. As noted above, the question of differences in the expression of PD across genders has been of substantive interest. Much of this debate has focused on the disorders from the dramatic/erratic cluster of PDs. Table 6 catalogues the SSM statistics and associated CIs for each of the four Cluster B disorders (antisocial, borderline, histrionic, and narcissistic) by gender, and also the differences in statistics with CIs between genders. Note that these analyses require computing new group-specific probability estimates for the accuracy of CIs. Here it resulted that CIs for borderline in the male sample might be biased (i.e., the probability estimate was only .67), and thus comparisons between genders for borderline should be interpreted with caution. Nevertheless, an interesting set of results emerged. With the exception of antisocial PD, all PDs were associated with higher levels of distress in men. Furthermore, antisocial and borderline PD were associated with a more differentiated (i.e., specific) interpersonal profile in women. Finally, no differences were observed in interpersonal theme (i.e., angle).
Given that these are the first investigations of this kind, the sample is limited to undergraduates, and PD criteria are self-reported, special caution should be taken when interpreting these gender-based results. In addition, the structure of the IIP-SC clearly deviated from circumplexity, and it is currently unclear how this might affect the accuracy of the bootstrap method. We should also mention that we did not control the family-wise error rate (e.g., by adopting a higher than 95% level for the bootstrap CIs), that is, our results may include more false positive findings than nominally expected. However, the comparison of profiles across Note. N = 1,166. Prob = probability of accurate confidence intervals for amplitude and angular displacement. constructs resulted in expected differences, and thus, we can be somewhat assured that these differences are meaningful.
General Discussion
Seminal work has argued that construct validation requires that novel (and existing) constructs and scales be placed within a well-articulated "nomological net" (Cronbach & Meehl, 1955; Guttman, 1970) . In few areas of psychology has this approach gained more traction than in personality psychology, given the emphasis on overarching comprehensive models and associated measures. For example, it has become commonplace for researchers to compare patterns of correlations with the five-factor model traits and facets across target measures of interest. Despite the frequency with which this approach is applied, it is most often used in an impressionistic manner, relying on the "eyeball" test or a coarse summary profile correlation. Yet the IPC, with its highly specified structure provides a precise framework from which an expected pattern of correlations should emerge, to the extent a target variable is interpersonal in nature. Gurtman (1992) quantified this using the SSM, drastically reducing the complexity of the correlational profile, and providing substantively interpretable parameters that provide a basis for interpreting this profile. To date, however, this approach has remained descriptive. We propose a resampling-based (i.e., bootstrap) method to provide the necessary quantitative tools to move this analytic approach from descriptive to inferential. In a series of five studies, we stressed the need of such an approach by showing that the currently used point estimates are often biased, evaluated the accuracy of the approach across a wide range of possible sample sizes and parameter values, and demonstrated its utility for posing theoretical questions using realworld data.
Our simulation studies showed that the bootstrap method can provide accurate CIs for SSM statistics (except goodness of fit) when sample size is at least 50. However, because the accuracy of the CI for amplitude and angular displacement is not only influenced by sample size but also by the presence versus absence of a general factor in the IPC measure and affiliation/dominance of the target measure in the population, we recommend that researchers also report the probability that these CIs are accurate. For this purpose, we incorporated the results from Study 3 into the R function, providing probability estimates for the CIs in a specific data set. As a general rule of thumb we propose that CIs of amplitude and angular displacement should not be interpreted when the probability estimate is below .50. In this case, researchers should refrain from comparing SSM parameter across constructs or groups, and from drawing any inferential conclusions. Probability estimates in the range from .50 to .95 indicate that the CIs of amplitude and angular displacement should be interpreted with caution as they might be biased to some extent. Ideally, probability estimates should exceed .95, which would indicate that the CIs of amplitude and angular displacement are fully trustworthy.
However, it should be noted that meeting this stringent condition will require samples that may be larger than one might expect. For example, the simulation data from Study 3 show that when the target variable has marked interpersonal content (i.e., either affiliation or dominance is at least |. 15| in the population) and the IPC measure has a general factor similar to the IIP-C, a sample size of 300 is needed to have a good chance (i.e., about 84%) to meet this stringent condition. In contrast, a sample size of 120 suffices to have the same chance to meet a less stringent criterion (i.e., get a [-31.1°, 11.6°] Note. N = 1,166. G = gender; f = female; m = male; dif = difference; Prob = probability of accurate confidence intervals for amplitude and angular displacement.
probability estimate that exceeds .50). Note that, in any case, these sample sizes are much larger than would be expected by Figure 6 . This is because Figure 6 does not take into account sampling error, and thus should not be used for the purpose of sample size planning. The general message here is that the SSM, including its newly developed bootstrap extension, requires larger samples to be fully interpretable than many researchers might have expected before. In this regard, the SSM approach joins other popular approaches, such as latent variable modeling, where sample size considerations are of central importance (e.g., Tanaka, 1987) .
From a methodological point of view, we consider the bootstrap extension to be an important advance within the SSM approach to interpersonal construct validation. Reporting confidence intervals has been recommended practice in psychology journals for more than 15 years (Wilkinson & Task Force on Statistical Inference, 1999 ), and will now be possible for studies applying the SSM. This is especially needed as the point estimates of amplitude are biased under many circumstances. Although this bias decreases with increasing sample size, it is obvious that reporting the CI of amplitude is more desirable as it includes the population value with a given probability. Another desirable feature of the bootstrap method is that it performed quite well in capturing the theoretically expected interdependence between amplitude and the precision of angular displacement. Study 1 showed that the sampling error in angular displacement is indeed negatively related to the amount of amplitude, and thus the CI of angular displacement should be much narrower in a measure with high as compared with low amplitude. This is exactly what the bootstrap CIs reproduce. In sum, we strongly recommend reporting CIs in future studies that apply the SSM to assess the interpersonal nature of target constructs or measures. To maximize the accessibility of this method for applied researchers, we provide the most recent version of the R package "ssm" together with instructions and example data from Study 5 on the second author's website (http://www. personalityprocesses.com/ssm/).
Theory and method are closely intertwined. There is an ever-present tension between the two because of the fact that one often places a limit on the other. The accumulating literature relating constructs to the IPC nomological net has been constrained by an inability to directly compare the interpersonal features of constructs to draw quantitatively defensible inferences. The current method loosens the bindings, freeing up researchers to contrast constructs and groups within the interpersonal nomological net. We demonstrated this using the well-known constructs of the DSM-5 Section II PDs and the IIP-C. As expected, using the bootstrap approach, we found that schizoid and avoidant PD differed in distress and theme, but were equally interpersonally differentiated (i.e., equivalent amplitude). In contrast, narcissistic and antisocial PD symptoms were only different in terms of distress, such that narcissism has a stronger average octant association (i.e., elevation), also in line with theoretical expectations. These findings demonstrate that using real data that relatively well established theoretical predictions emerge in the expectable ways. More novel are the results that emerge from the gender comparisons, which suggest that the link between the cluster B PD symptoms and distress is stronger in men. At the same time, the interpersonal themes of these constructs do not differ significantly across genders, suggesting that theoretical differences in expression are unlikely to manifest in the interpersonal style of individuals with significant PD symptoms.
Many more applications are possible. For example, researchers can now test predictions about the interpersonal content of constructs based on a priori hypotheses. Common is the case in practice where the resulting angle from an SSM is within a few degrees of the predicted angle, leaving it up to the researcher to "call it safe or call it out." Additionally, many scales are developed to measure constructs that are thought to be interpersonally heterogeneous. This often results in a modest, flat, or complex profile on the SSM. By using this method, the empirical overlap among items can be determined. This can lead to a clarification of a modest profile, or can serve as the basis for refining scales to meet a specific interpersonal profile by trimming individual items that significantly differ from the others in terms of interpersonal content (see, e.g., Gurtman, 1993) . Doubtlessly, researchers will come up with additional applications for this method in the service of scale construction, construct evaluation, and theory building.
Introducing the bootstrap into the SSM represents a stimulating methodological breakthrough. However, much work needs to be done. We will close with highlighting some lines of methodological research we would like to see in the coming years. First, it is an open question how the bootstrap approach relates to the circular statistics approach as outlined by Wright et al. (2009) . The circular statistics approach has been proposed as an alternative to the SSM when the focus is on the comparison of octant mean scores between groups, and it allows for the computation of CIs for angular displacement. However, comparing mean scores between two groups may be reconceptualized as a special case of the correlational summary, that is, correlating octant scales with a binary variable. Thus, it would be interesting to see if both approaches converge in their estimation of CIs for angular displacement. Second, and somewhat related, future Monte Carlo simulation studies should test if the bootstrap method is also accurate when the target measure is binary or nonnormally distributed, or when the correlational structure of the IPC measure deviates from circumplexity in the population. This would strengthen the evidence that the bootstrap method is generalizable to situations that are commonly found in SSM research practice. Third, it may be worthwhile to test the percentile bootstrap we implemented in our R script against other resampling based methods, for example, the bias-corrected and accelerated bootstrap, the jackknife, or the Monte Carlo method. These methods have been successfully used in the field of mediation analysis (MacKinnon et al., 2004; Preacher & Hayes, 2008) , although the debate on which method is most accurate is continuing (Biesanz et al., 2010) . The most attractive alternative approach might be the Monte Carlo method as it does not require access to the original data but would work with information on means, standard deviations, and intercorrelations (MacKinnon et al., 2004; Preacher & Selig, 2012) . Finally, a highly desirable longterm goal would be extending the method to be able to handle measurement error, that is, to account for scale differences in reliability and provide CIs for the true population values of SSM parameters (e.g., Charles, 2005) . We look forward to future research applying and extending the SSM, and thereby stimulating interpersonal theory building and the advance of circumplex statistics.
Notes
1. We note that the original Leary (1957) model included Love versus Hate as the poles of the horizontal axis. And, this axis has variously been referred to as Warmth, Nurturance, Affiliation, Connectedness, and other terms. We choose to use the term affiliation as it is more neutral with respect to affect than Love versus Hate. 2. It is also conceptually equivalent to vector length (VL), or the projection of a construct into two-dimensional Euclidian space defined by dominance and affiliation. However, note that VL as defined by the vector method (Wiggins & Broughton, 1991) does not necessarily equal amplitude as defined by the SSM. In fact, the relation between these two estimates depends on the circumplex structure of the IPC measure (see Equation (A7) in the appendix). 3. The two correlation matrices were defined by four distinct coefficients, respectively. To ensure the representativeness of these coefficients, we adhered to model-based estimates (i.e., "reproduced correlations") from structural equation modeling analyses of common IPC instruments. Specifically, we defined a circumplex without a substantial general factor by the parameters ρ = -.740, which were estimated based on data from 2,988 students who completed the Interpersonal Adjective Scales (IAS; Gurtman & Pincus, 2000; Wiggins, 1995) . A circumplex with a substantial general factor was defined by the parameters ρ = .288, which were estimated based on data from 1,981 students who completed the IIP-C (Gurtman & Balakrishnan, 1998) . 4. When referring to SSM population parameters, we will use capital letters as follows. Note that varying affiliation and dominance is essentially the same as varying amplitude (representing A = .1, .14, .2, .22, .28). Also note that, when investigating influencing factors, we did not include the condition of A = 0 (i.e., the combination of AFF = 0 and DOM = 0), because A = 0 is a boundary value leading to goodness of fit being mathematically undefined. However, we considered this specific condition in a separate analysis (see below). 
Note. The factors f e and f a are equivalent to the ratio of the structural summary method and the vector method estimate of elevation and amplitude, respectively (see, Zimmermann, Wright, & Zanger, 2015 , for a full derivation of these equations).
5. Computing relative bias is only possible when the true population parameter differs from 0, because otherwise it is mathematically undefined. Thus, we cannot report relative bias for elevation, dominance, affiliation, and angular displacement. 6. Note that the decision to vary affiliation (instead of dominance) and to fix dominance (instead of affiliation) was arbitrary. Both options would lead to the same results, and holding one value at 0 represents the most stringent test of the method.
