Abstract. We consider the Cauchy problem for a non-autonomous nonclassical diffusion equation of the form ut − ε∆ut − ∆u + f (u) + λu = g(t) on R n . Under an arbitrary polynomial growth order of the nonlinearity f and a suitable exponent growth of the external force g, using the method of tail-estimates and the asymptotic a priori estimate method, we prove the existence of an
1.
Introduction. In this paper we consider the Cauchy problem for a class of non-autonomous nonclassical diffusion equations of the form u t − ε∆u t − ∆u + f (x, u) + λu = g(x, t), x ∈ R n , t > τ,
where λ > 0, ε ∈ [0, 1], the nonlinearity f and the external force g satisfy some specified conditions later. Nonclassical diffusion equations arise as models to describe physical phenonmena, such as non-Newtonian flows, soil mechanics, and heat conduction (see e.g. [1, 8, 11] ). In the last few years, the existence and long-time behavior of solutions to nonclassical difussion equations has attracted the attention of many mathematicians. However, up to the best of our knowledge, all existing results are devoted to the equations in bounded domains. For example, under a Sobolev growth rate of the nonlinearity f , problem (1) has been studied [9, 14, 15] for the autonomous case, that is the case g independent of time t, and in [2, 10] for the non-autonomous case. In this paper we will study the existence and long-time behavior of solutions to problem (1) in the case of unbounded domains, the nonlinearity of polynomial type, and the unbounded external force g depending on time t. Noting that this question for problem (1) in the case ε = 0, i.e. for the non-autonomous reaction-diffusion equation, has been studied recently in [12] .
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To study problem (1), we assume the following conditions: (H1) The initial datum u τ ∈ H 1 (R n ) ∩ L p (R n ) is given; (H2) The nonlinearity f satisfies
|f (x, u)| ≤ β|u| p−1 + φ 2 (x), f (x, r)dr, we assume that
where γ 1 , γ 2 > 0, φ 3 , φ 4 ∈ L 1 (R n ) are nonnegative functions. This implies there exist positive constants ζ 1 , ζ 2 , C 3 , C 4 such that
(H3) The external force g ∈ W 1,2 loc (R; L 2 (R n )) satisfies
lim sup 
where σ < min{λ, 2/ε}. The main aims of this paper are to prove the existence of pullback attractorŝ A ε = {A ε (t) : t ∈ R}, ε ∈ [0, 1], in the space H 1 (R n ) ∩ L p (R n ) for problem (1) and to prove the upper semicontinuity ofÂ ε at ε = 0. The existence of a pullback attractor for problem (1) (on the entire space R n ) in the case ε = 0 has been proved recently in [13] .
In the case ε > 0, since equation (1) contains the term −ε∆u t , it is different from the classical reaction-diffusion equation essentially. For example, the reactiondiffusion equation has some kind of "regularity", e.g., although the initial datum only belongs to a weaker topology space, the solution will belong to a stronger topology space with higher regularity. However, for problem (1) when ε > 0, because of −∆u t , if the initial datum u τ belongs to
and has no higher regularity, which is similar to hyperbolic equations. This brings some difficulty in establishing the existence of pullback attractors for nonclassical diffusion equations. On the other hand, notice that the domain R n for (1) is unbounded, so Sobolev embeddings are no longer compact in this case. This introduces a major obstacle for examining the asymptotic compactness of solutions.
In this paper we try to overcome these difficulties by combining the method of tail-estimates [12] and the asymptotic a priori estimate method [7] to prove the asymptotic compactness of the corresponding process. We first use this method to prove the existence of an (
Then by verifying the condition (PDC) introduced in [4] , we obtain the existence of a pullback
Next, we study the continuous dependence on ε of solutions to problem (1) as ε → 0. Hence using an abstract result derived
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recently by Carvalho et. al. [3] and techniques similar to ones used in [2] , we prove the upper semicontinuity of pullback attractorsÂ ε in L 2 (R n ) at ε = 0. The rest of the paper is organized as follows. In the next section, for convenience of the reader, we recall some results on pullback attractors. In Section 3, we prove the existence of pullback attractorsÂ ε for problem (1) when ε > 0. The upper semicontinuity of pullback attractorsÂ ε at ε = 0 is investigated in Section 4.
2.
Preliminaries. Let X, Y be two Banach spaces with the norms · X and · Y respectively, and X ⊂ Y . Denote by B(X) the set of all bounded subsets of X. For A, B ⊂ X, the Hausdorff semi-distance between A and B is defined by
Definition 2.1. The process {U (t, τ )} is said to be (X, Y ) -pullback asymptotically compact if for any t ∈ R, any sequence τ n → −∞, and any bounded sequence {x n }, the sequence {U (t, τ n )x n } is relatively compact in Y .
Definition 2.2.
A process {U (t, τ )} is called satisfying Condition (PDC) in Y if for any fixed t ∈ R, D ∈ B(X), and any η > 0, there exist τ 0 = τ 0 (D, η, t) ≤ t and a finite dimensional subspace Y 1 of Y such that:
Â is invariant, i.e.,
, and all t ∈ R,
Theorem 2.5.
[4] Let {U (t, τ )} be a process satisfying the following conditions:
(ii) there exists a family of (X, Y ) -pullback absorbing sets B = {B(t) : t ∈ R} ⊂ Y , i.e., for any t ∈ R, any D ∈ B(X), there is τ 0 = τ 0 (D, t) ≤ t such that τ ≤τ0
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Then {U (t, τ )} has a unique (X, Y ) -pullback attractorÂ = {A(t) : t ∈ R}, and
where A Y denotes the closure of A with respect to the norm topology in Y .
Remark 1.
In fact, the results of Lemma 2.3 and Theorem 2.5 were proved in [4] for the case of usual pullback attractors (i.e. the case X = Y ) instead of bi-spaces pullback attractors. But they can be obtained almost directly from [4] with some obvious changes, so we omit the proof here.
We now recall an abstract result about the upper semicontinuity of pullback attractors in [3] .
} be a family of evolution processes in a Banach space X with corresponding pullback attractorsÂ ε = {A ε (t) : ε ∈ [0, 1]}. For any bounded interval I ⊂ R, we say that
} be a family of processes with corresponding pullback attractors {A ε (.) : ε ∈ [0, 1]}. Then for any bounded interval I ⊂ R, {U ε (t, τ ) : ε ∈ [0, 1]} is upper semicontinuous in Y at 0 for t ∈ I if for each t ∈ R, for each compact subset K of X and each T > 0, the following conditions hold:
3. Existence of pullback attractors in the case ε > 0.
3.1. Existence of global solutions. Denote by . , (., .) the norm and scalar product of L 2 (R n ) and C an arbitrary constant, which may be different from line to line (and even in the same line).
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In order to prove the existence of a weak solution, we consider the Dirichlet problem in a bounded domain
where Ω R is the open ball of radius R ≥ 1 centered at 0, u 0,R = u 0 ψ R (|x|), and ψ R is a smooth function verifying
By the Galerkin method, one can easily show that problem (8) has a unique weak solution u R for any initial datum
Proof. Let u rj , r j → +∞, be a sequence of solutions of (8) . We easily conclude from Dirichlet problem that
Taking the inner product of (9) with u rj in L 2 (R n ), we get
Using (2) and the Cauchy inequality, we get d dt
Integrating from τ to t, t ∈ [τ, T ], in particular we obtain
This inequality implies that
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We extend these solutions to be defined on R n in the following waŷ
Since (13),
. Hence, there exists a subsequence ofû rj (denoted again by u rj ) such that
We will prove that u ∞ is a weak solution of problem (1) . Let r k be fixed. Since r j → +∞, we can assume r k ≤ r j − 1. We define the projections in Ω r k of u rj and denote them by
On the other hand, noting that v(t, x) = 0 if x / ∈ Ω r k and using (15), we obtain
and
× Ω rj ), and using the fact that u rj is a weak solution in Ω rj we have
In (9), replacing u rj by L k u rj , then multiplying by
(20)
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Thus, we deduce that
Combining (15) (with L k u rj in place of u rj , u k∞ in place of u ∞ ) and (21), using the Aubin-Lions lemma in [6] we get
and therefore
Since f is a continuous function, we have
On the other hand, from (3) we have
Using (15) with L k u rj in place of u rj , the above inequality implies that
From (22), (23) 
Passing to the limit in (19) and using (24), we get that
Hence we get that u ∞ is a weak solution of problem (1). Indeed,
n . It remains to prove the uniqueness of solution. Let u and v be two solutions of problem (1) . Denote w = u − v, we have
Taking the inner product of (25) with w in L 2 (R n ) we get
Using (4), we have
by Gronwall's lemma. This implies the uniqueness (if u(τ ) = v(τ )) and the continuous dependence of the solution. 
with U (t, τ )u τ is the unique weak solution of (1) subject to u τ as initial datum at time τ.
for any τ ≤ τ 0 , any u τ ∈ D, where u(t) = U (t, τ )u τ . This implies that the process {U (t, τ )} corresponding to (1) has a family of (
Proof. Taking the inner product of (1) with u in L 2 (R n ), we have
Hence using hypothesis (2), Cauchy's inequality and the assumption σ < min{λ, 2/ε}, we have
Integrating (29) from τ to s, s ∈ [τ, t − 1], we get
On the other hand, integrating (29) from s to s + 1, where s ∈ [τ, t − 1], and using (30), in particular we get
Combining (5) and (31) we obtain
Multiplying (1) by u t , we obtain
From (32) and (35) and using uniform Gronwall's inequality, we get
By (5) again
Because
Then, we get τ 0 ≤ t such that,
This completes the proof.
Remark 2. The family of (H
) -pullback absorbing sets for the process {U (t, τ )}.
The following result is very useful for verifying that a process is norm-to-weak continuous.
Lemma 3.3. [16]
Let X, Y be two Banach spaces, X * , Y * be respectively their dual spaces. Suppose that X is dense in Y , the injection i : X → Y is continuous and its adjoint i * : Y * → X * is dense, and {U (t, τ )} is a continuous or weak continuous process on Y . Then {U (t, τ )} is norm-to-weak continuous on X if and only if for t ≥ τ , τ ∈ R, U (t, τ ) maps a compact set of X to be a bounded set of X.
By the above lemma and the fact that {U (t, τ )} is continuous in
for any τ ≤ τ 0 , any u τ ∈ D, where u t (s) = d dt (U (t, τ )u τ ) | t=s . Proof. By differentiating equation (1) with respect to t, we have
Taking the inner product of (39) with u t in L 2 (R n ) and using (3), we get
By Young's inequality we can obtain
By (33) we get
Integrating the above inequality from r to r + 1, r ∈ [τ, t − 1], and using (32) and (36) we have 
From (41) and (43), using uniform Gronwall's lemma, we get τ 0 ≤ t such that
for any τ ≤ τ 0 and any u τ ∈ D.
Next, we estimate "the tail of solutions".
Lemma 3.5. For any η > 0, any t ∈ R, and any
Proof. Let θ : R + → R + be a smooth function satisfying 0 ≤ θ(s) ≤ 1 for s ≥ 0, and θ(s) = 0 for 0 ≤ s ≤ 1; θ(s) = 1 for s ≥ 2.
Then there exists a constant C such that |θ (s)| ≤ C for s ≥ 0. Taking the inner product of (1) with θ
First, we estimate some terms on the left hand side of (46). By (2), we have
Because θ (s) = 0 for all 0 ≤ s < 1 and s > 2, we obtain
Similarly,
Next, the right hand side
Combining (46)- (50), we have
By Gronwall's lemma, we have
Since 
Using (7), we have lim sup 
From (29), integrating from τ to t we have
Similarly, from (42), we get that
Combining (56) and (57) we get lim sup
Applying (53)- (55) and (58) to (52), we obtain the existence of K 0 > 0 and τ 0 ∈ R such that, for any k ≥ K 0 , any τ ≤ τ 0 and any u τ ∈ D, we have
Theorem 3.6. The process {U (t, τ )} corresponding to problem (1) possesses an
Proof. Since {U (t, τ )} has a family of (
, {τ n } be a sequence in R such that τ n → −∞, and {u τn } ⊂ D. We will prove that for any η > 0, the set {U (t, τ n )u τn } n≥1 has a finite covering of balls of radius η in L 2 (R n ). For a given K > 0, denote by Ω K = {x : |x| ≤ K} and Ω c K = {x : |x| > K}. By Lemma 3.5, there exists K = K(t, D, η) and τ 0 = τ 0 (t, D, η) such that for τ ≤ τ 0 ,
Since τ n → −∞, there is N 1 > 0 such that τ n ≤ τ 0 for all n ≥ N 1 , and hence we obtain that, for all n ≥ N 1 ,
On the other hand, by Lemma 1, there exist C = C(t) > 0 and N 2 > 0 such that for all n ≥ N 2 ,
By the compactness of the embedding
Therefore, for the given η > 0, {U (t, τ n )u τn } has a finite covering in L 2 (Ω K ) of balls of radius less than η/4, which combine with (59) shows that {U (t, τ n )u τn } has a finite covering in L 2 (R n ) of balls of radius less than η, and thus
Lemma 3.7. For any η > 0, any t ∈ R, and any
where Ω(|u(t)| ≥ M ) = {x ∈ R n : |u(t, x)| ≥ M } and mes is the Lebesgue measure.
Because B(t) is bounded, there is a constant C(t) such that v 2 ≤ C, ∀v ∈ B(t). This implies that U (t, τ )u τ 2 ≤ C(t), ∀u τ ∈ D, ∀τ ≤ τ 0 . So we have
Thus, mes(Ω(|U (t, τ )u τ | ≥ M )) ≤ η if we choose M large enough.
Lemma 3.8. For any t ∈ R, any η > 0 and any
where C is independent of M , τ , and η.
Proof. By (2) and Lemma 3.7, we can choose M large enough to have R n f (u)(u − M ) + ≥ 0 and mes(Ω(u ≥ M )) < +∞, where
Multiplying (1) with (u − M ) + and denoting Ω 1 = Ω(u ≥ M ) we have
Since u τ ∈ D is bounded,
when τ → −∞. From Lemma 3.7, mes(Ω(u ≥ M )) is sufficiently small when M is large enough. So from
Hence
we can conclude that
Lemma 3.9.
[5] Let {U (t, τ )} be a norm-to-weak continuous process, and let {U (t, τ )} satisfy the following two conditions:
where C is independent of u τ , τ and η.
Theorem 3.10. The process {U (t, τ )} corresponding to (1) possesses an (
Proof. By Proposition 1, {U (t, τ )} has a family of (
From Theorem 3.6 and Lemma 3.9, we only need to show that for any t ∈ R, any η > 0 and any
for all τ ≤ τ 0 , u τ ∈ D. Indeed, taking (u − M ) + as a test function, we have
By Lemmas 3.7 and 3.8, there exist τ 0 and M such that
Hence, from (68), using Lemma 3.4 we have
The proof is complete.
Lemma 3.11. Assume that 2 ≤ q < ∞ and {U (t, τ )} has an (
where P m is the canonical projection of L q (R n ) onto an m− dimensional subspace.
Proof. Let η > 0. Assume thatÂ = {A(t) : t ∈ R} is the (
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where
Taking m 0 = max{m 1 , . . . , m n }. Denote Q m0 = I − P m0 , for any τ ≤ τ 0 , any u τ ∈ D, there exists some v i such that
where C q depends only on q. This completes the proof.
Theorem 3.12. The process {U (t, τ )} corresponding to (1) satisfies Condition
Proof. Since H 1 (R n ) is separable, we can choose a set {ω 1 , ω 2 , . . .} which forms an orthogonal basis in both L 2 (R n ) and H 1 (R n ). Let H m = span{ω 1 , ω 2 , . . . , ω m }, P m be the canonical projector on H m and I be the indentity. Then for any u ∈ H 1 (R n ), u has a unique decomposition: u = u 1 + u 2 , where u 1 = P m u ∈ H m and u 2 = (I − P m )u. Let η > 0 be arbitrary. Taking u 2 as a test function in (1), we obtain 1 2
thus,
Some standard computations give us
From Lemma 3.11 and Theorem 3.10, there exist m 1 and k > 0 such that
We have
By (3), we have
Moreover, we conclude from (37) that 
where C is independent of τ and m. By the same technique, we can get τ 3 such that 
From (71), (77) and (78), we can get τ 4 ≤ min{τ 1 , τ 2 , τ 3 } such that u 2 (t) 2 + ε ∇u 2 (t) 2 ≤ Cη, ∀τ ≤ τ 4 , ∀m ≥ m 0 ,
where C is independent of τ , m, and η. This show that {U (t, τ )} satisfies condition (ii) in Definition 2.2. The condition (i) is obvious since τ ≤τ0 U (t, τ )D is bounded when τ 0 → −∞ and P m is a bounded projector for any m. Hence, {U (t, τ )} satisfies Condition (PDC) in H 1 (R n ), thus {U (t, τ )} has an (
4. The upper semicontinuity of pullback attractors at ε = 0. In the case ε = 0, under conditions (H1) − (H3), it is proved in [12] the existence of a pullback attractorÂ 0 = {A 0 (t) : t ∈ R} in L 2 (R n ) and H 1 (R n ) for problem (1) . The aim of this section is to prove the upper semicontinuity of pullback attractorsÂ at ε = 0 in L 2 (R n ). To prove the upper semicontinuity of the pullback attractors, we assume the exponent σ in condition (H3) satisfies σ < min λ, 2λ 2λ + 1 , α ζ 2 .
Proposition 2. Under assumptions (H1)-(H3), there exists a family of pullback absorbing sets for {U (t, τ )} which is uniform with respect to ε ∈ (0, 1].
Proof. Multiplying (1) by u + u t and integrating over R n , we get 
where C is independent of ε and y(t) = (2λ + 1) u 2 + (ε + 1) ∇u 2 + 2 R n F (u).
By Gronwall's lemma, we get y(t) ≤ e −σ(t−τ ) y(τ ) + C 1 + e −σt t τ e σs g(s) 2 .
Obviously, we have y(t) ≥ ∇u (t) 2 + 2ζ 1 u p L p (R n ) − 2C 3 , and y(τ ) = (2λ + 1) u τ 2 + (ε + 1) ∇u τ 2 + 2 R n F (x, u τ )
Since u(τ ) ∈ D is bounded, combining (83)-(84), we obtain τ 0 ≤ t such that
for all τ ≤ τ 0 and u τ ∈ D. Hence, {U (t, τ )} has a family of pullback absorbing B = {B(t) :
, where B is independent of ε ∈ [0, 1].
