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Abstract 
Traditionally in metal cutting, it is assumed that a machine tool can process at most one operation at a time since machine tools 
have one spindle and one turret. Yet, with advent of machine tools with multiple spindles and multiple turrets, this assumption 
does not hold anymore. This paper deals with the integrated problem of process planning and production scheduling for a parallel 
processing manufacturing cells with multitasking machines. A novel Variable Neighborhood Search (VND) metaheuristic is 
proposed to solve the problem. This algorithm employs novel operators that cover mechanisms to combine and improve, replace 
and shake plans and individuals of the VNS population-based search. 
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1. Introduction 
Process planning is the link between product design and 
manufacturing. A process plan simply outlines the recipe 
required to fabricate a certain part or product; higher level 
process planning is concerned primarily with determination of 
the manufacturing resources, operations and routes required to 
produce a part. Lower level process planning on the other 
hand performs the detailed planning functions for each sub-
operation of the different operations of a certain job. 
Production scheduling on the other hand is the operational-
level planning functions of production planning and control 
typical cycle. It schedules different jobs on the different 
machines for a certain shop taking into account factors such 
as transportation of parts/jobs between the different machine 
tools, and objectives which are usually time-related such as 
makespan and maximum completion times. In this paper, 
integrated high-level process planning and production 
scheduling are being combined and performed for a particular 
specific type of advanced manufacturing shops. 
In a manufacturing system, several parts with their unique 
process plan are usually produced. Moreover, there is a set of 
processing machines to carry out operations. A machine tool 
includes two main components, part holding devices (or 
spindles) and tool units (or turrets) [4]. In advanced parallel 
processing flexible manufacturing systems, we assume multi-
task machines. That is, machines can perform different 
operation types given the fact that their turret can hold 
different tools. 
Traditionally, it is assumed that each machine has only 
one single spindle and one single turret. As a result, a machine 
can process at most one part at a time (since it has only one 
part holding device). Furthermore, a machine can carry out at 
most one operation at a time on the part loaded in its spindle 
(since only one tool unit/turret is usually all a machine tool 
possesses). Yet, in advanced multitask flexible manufacturing 
systems, manufacturers encounter the advent of new 
generation of machines with multiple spindles and multiple 
turrets. Figure 1 shows a realistic example of such machine 
tool with two spindles and three turrets. 
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Figure 1. A real example of a machine with multiple 
spindles and turrets [5]. 
 
The first implication of having such machine tools is that 
the assumption of sequential processing does not hold 
anymore. In other words, the assumption of one operation at a 
time is violated and parallel processing during each time slot 
is achievable. A machine can execute more than one operation 
at a time or/and process more than one part at a time. More 
precisely, a machine can process different operations on the 
different parts loaded to its different spindles using each of its 
different available turrets [4].  
Although manufacturing shops are increasingly moving 
towards more flexible systems with advanced machines which 
enable parallel processing, papers commonly fail to consider 
parallel processing. Yip-Hoi and Dutta [1] propose a genetic 
algorithm to sequence operations in parallel processing. Chiu 
et al. [2] consider a very restricted problem of operation 
sequencing with parallel processing. They assume a shop with 
only one part to produce and any time at most only two 
operations can be processed. They first propose a mixed 
integer programming model which is unfortunately nonlinear. 
They, then, develop another genetic algorithm for this 
problem. Norman and Bean [3] study scheduling operations 
on parallel machine tools, the same problem as [1]. To 
formulate the problem, they assume that assignment of parts 
to spindle and assignment of turret to process each operation 
are known in advance. Therefore, the mathematical model 
only sequence operations according to given assignments. 
They also develop three priority dispatching rules as well as a 
genetic algorithm. The algorithms are numerically compared 
with genetic algorithm proposed by Yip-Hoi and Dutta [1]. 
This paper deals with a manufacturing cell with a set of 
machines each of which has multiple spindles and multiple 
turrets. To effectively solve such a hard problem, we propose 
a novel powerful algorithm. We are proposing a novel 
Variable Neighborhood Search algorithm (VNS). This term is 
referred to all local search based approaches that are centered 
on the principle of systematically exploring more than one 
type of neighborhood structure during the search. Yet, this 
paper proposes a population-based VNS. In this case, VNS is 
hybridized and strengthened using the exploration capacity of 
population based evolutionary algorithms. Moreover, it is 
equipped with several novel operators to cope with this 
problem.  
The rest of this paper is organized as follows. Section 2 
formally defines the problem. Section 3 proposes a novel 
population-based variable neighborhood search algorithm. 
Section 4 evaluates the proposed algorithms for performance. 
Section 5 finally concludes the paper. 
2. Problem definition 
The problem under consideration can be described as 
follows. There are a set of ݊  jobs to process. Each job ݆ 
consists of ௝݊  operations with a set of precedence 
relationships prescribed. Traditionally, it is assumed that 
precedence relations can be expressed in a straightforward 
sequential manner; that is, each operation has one predecessor 
and one successor- see Figure 2 for an example precedence 
relationships diagram of a job with 5 operations. We can also 
have other forms of precedence relationships of higher 
complexity, where the relationships can take more arbitrary 
network-like form; that is, an operation can have more than 
one predecessor and successor– see example precedence 
relationship diagram in Figure 3. In this example, operation 4 
can be started only after completing both operations 1 and 2. 
 




Figure 3. An example for network-like precedence relations. 
 
There are a set of ݉ machines. Machines are flexible; that 
is, machines can perform different operation types since their 
turrets can hold different tools- still and live. Traditionally, it 
is assumed that each machine has only one single spindle and 
one single turret. As a result, a machine can process at most 
one part at a time (since it has only one spindle). Furthermore, 
a machine can process at most one operation at a time on the 
part loaded in its spindle  since traditionally a machine is 
assumed to only carry one turret). We assume that each 
machine ݅  consists of ݏ௜ ൒ ͳ  spindles and ݐ௜ ൒ ͳ  turrets, 
(usually ݐ௜ ൐ ݏ௜). Therefore, ݏ௜ different jobs can be held at a 
time on this machine. For each turret, one operation type can 
be processed at a time. If we assign two or more turrets to a 
spindle, we can process two or more operations on the same 
job at a time.  
At most one part can be loaded in each spindle at a time. 
By each turret, we can process one operation on each part and 
each part can be loaded at most in one spindle at a time. Not 
all spindles are eligible to hold all different parts. Moreover, 
each turret cannot process all different operations. Each part 
has its own processing route and precedence relations among 
its operations. Additionally, we assume machines (spindles 
and turrets) are continuously available. Preemption is not 
allowed, that is, when processing of an operation starts, it 
cannot be interrupted before its completion. A job can be 
loaded into at most one spindle at a time. Not every job can be 
loaded into every spindle. Not every turret may be accessible 
to every spindle. Each turret can process a set of different 
operations by change of its tools. Before starting any 
operation, to load the corresponding part in a spindle, some 
setup must be done. The scheduling problem deals with three 
decisions in flexible manufacturing systems with parallel 
processing and multi-task machines. 
1- Assignment of jobs to eligible spindles for each of its 
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operations 
2- Assignment of eligible turrets to carry out the different 
operations of a job. 
3- Sequence of operations so as to meet all precedence 
relations among operations of a part.  
The objective is to minimize makespan (i.e., maximum 
completion time of parts where a part is completed once all its 
operations are done). For the ease of understanding, a 
numerical example is provided. Before presenting the data, 
we define the parameters and indices used in the model. 
݊ The number of jobs 
݉ The number of machines 
݆ Index for jobs ሼͳǡʹǡ ǥ ǡ ݊ሽ 
݅ Index for machines ሼͳǡʹǡ ǥ ǡ݉ሽ 
݉௜௦ The number of spindles of machine ݅ 
݇ Index for spindles ሼͳǡʹǡ ǥ ǡ݉௜௦ሽ 
݉௜௧ The number of turrets of machine ݅ 
݄ Index for turrets ሼͳǡʹǡ ǥ ǡ݉௜௧ሽ 
௝݊ The number of operations of job ݆ 
݈ Index for operations ሼͳǡʹǡ ǥ ǡ ௝݊ሽ 
ܳ௝ǡ௟ The set of preceding operations of ݈th operation of 
job ݆ 
௝ܵǡ௜ The set of spindles on machine ݅ that can hold job ݆ 
௝ܶǡ௜ The set of turrets on machine ݅ that can process job ݆ 
݌௝ǡ௟ǡ௜ The processing time of ௝ܱǡ௟ processed by machine ݅ 
Suppose we have a problem with three jobs and two 
machines. The rest of parameters are as follows. 
௝݊ ൌ ሼͷǡ Ͷǡͷሽ, ݉௜௦ ൌ ሼʹǡʹሽ, ݉௜௧ ൌ ሼ͵ǡʹሽ 
ଵܵǡଵ ൌ ሼͳሽǡ ଵܵǡଶ ൌ ሼͳǡʹሽǡ ܵଶǡଵ ൌ ሼͳǡʹሽǡ ܵଶǡଶ ൌ ሼʹሽǡ ܵଷǡଵ
ൌ ሼͳሽǡ ܵଷǡଶ ൌ ሼͳሽǡ 
 ଵܶǡଵ ൌ ሼͳǡʹǡ͵ሽǡ ଵܶǡଶ ൌ ሼͳǡʹሽǡ ଶܶǡଵ ൌ ሼͳǡʹሽǡ ଶܶǡଶ ൌ ሼʹሽǡ ଷܶǡଵ
ൌ ሼͳǡ͵ሽǡ ଷܶǡଶ ൌ ሼͳǡʹሽ 
The processing times and precedence relations of 
operations of each job are shown in Table 1 and Figure 4, 
respectively. A Gantt chart of one possible solution to this 
problem is shown in Figure 5. In this solution, the first 
operation of job 1 is assigned to spindle 1 and turret 1 of 
machine 1 while its second operation is assigned to spindle 1 
and turret 2 of machine 1. Both operations are processed in 
parallel. After completion of these two operations, its third 
and fourth operations are processed on spindle 1 of machine 2 
by turrets 1 and 2 in parallel. Figure 5 shows the final Gantt 
chart provided in Figure 5. 
 
Table 1. Processing time of the example 
n  m Operation 1 2 3 4 5 
1 1 5 8 5 2 6 
 2 4 6 9 3 8 
2 1 7 6 9 3  
 2 4 3 7 4  
3 1 6 5 7 5 4 
 2 5 4 8 3 7 
 
   
a) job 1 b) job 2 c) job 3 
Figure 4. The precedence relations among operations of jobs 
3. Parallel greedy variable neighborhood search 
Variable neighborhood search (VNS) is a metaheuristic, 
firstly proposed by Mladenović and Hansen [7]. It utilizes the 
idea of neighborhood change in two phases: descent phase to 
find a local optimum and a perturbation phase to escape the 
corresponding valley. The basic idea is inspired by the  fact 
that a local minimum with respect to one neighborhood 
structure is not necessarily so for another and also a global 
minimum is a local minimum with respect to all possible 
neighborhood structures. VNS and its variations are simple to 
understand and easy to implement. They compromise good 
balance between exploitation and exploration; i.e., 
intensification and diversification. Using the descent phase, 
they exploit the knowledge found during the search. While, 
using the perturbation phase, they explore different areas to 
experience other unvisited solutions. It has shown high 
performance in different optimization fields [8].  
 
Figure 5. One possible solution for the numerical example. 
 
The classical VNS performs the search with a single 
individual randomly selected from the search space. Using a 
neighborhood search structure (NSS), it moves from the 
incumbent individual to a new one if and only if an 
improvement is made. After getting trapped in a local 
optimum, it continues the search with another NSS to explore 
other areas. It repeatedly changes NSSs to finally escape from 
the area they get trapped in. Our proposed VNS is a 
population-based algorithm; i.e., it carries out the search with 
a group of individuals. In this case, the algorithms enjoys not 
only the exploitation capability of local search based VNS but 
also exploration capability of population based algorithms. 
Moreover, a greedy heuristic is proposed to generate the 
initial individuals. By starting from fairly good individuals, 
the algorithm ends up with good final solution. After 
initializing, the proposed VNS improves the individuals using 
four different mechanisms to combine, improve, replace and 
shake the different plans of a population respectively. Figure 
6 shows the pseudo code of the parallel greedy VNS. 
3.1. Encoding, decoding and initializing mechanisms 
The problem includes two decisions of sequencing and 
assigning. The used encoding scheme only shows the relative 
order of operations (i.e., operation sequencing). The 
assignment decision is determined by a rule. To represent a 
solution, we use the operation-based encoding scheme.  
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Procedure: Parallel greedy VNS 
Initializing mechanism 
While stopping criterion is not met do 







Figure 6. The general outline of the proposed algorithm 
 
A job is done when all its operations are processed. We 
use a string of job numbers in which each job number appears 
as many times as the number of its operations. The operations 
are scheduled one by one, by scanning the string from left to 
right. Each job number refers to one operation of the 
corresponding job. Let us illustrate the encoding by an 
example. Consider an example with ݊ ൌ Ͷ and ݉ ൌ ʹ. The 
other data are as follows. 
௝݊ ൌ ሼͶǡͷǡ͵ǡͶሽ, ݉௜௦ ൌ ሼʹǡʹሽ, ݉௜௧ ൌ ሼʹǡ͵ሽ 
ଵܵǡଵ ൌ ሼͳǡʹሽǡ ଵܵǡଶ ൌ ׎ǡ ܵଶǡଵ ൌ ሼͳǡʹሽǡ ܵଶǡଶ ൌ ሼͳǡʹሽǡ ܵଷǡଵ
ൌ ሼʹሽǡ ܵଷǡଶ ൌ ሼʹሽǡ ܵସǡଵ ൌ ሼͳሽǡ ܵସǡଶ ൌ ሼͳǡʹሽ 
 ଵܶǡଵ ൌ ሼͳሽǡ ଵܶǡଶ ൌ ሼͳǡ͵ሽǡ ଶܶǡଵ ൌ ሼͳሽǡ ଶܶǡଶ ൌ ሼͳǡʹሽǡ ଷܶǡଵ ൌ ሼʹሽǡ ଷܶǡଶ
ൌ ሼͳǡʹǡ͵ሽǡ ସܶǡଵ ൌ ሼʹሽǡ ସܶǡଶ ൌ ሼͳǡ͵ሽǤ 
Table 2 presents the processing times and Figure 7 shows 
the precedence relations. Regarding the above mentioned 
encoding scheme, one possible encoded solution is 
ሼʹǡͳǡ͵ǡͶǡͶǡͳǡʹǡʹǡͳǡͶǡʹǡͳǡͶǡ͵ǡʹǡ͵ሽ. 
 
Table 2. Processing time of the example 
n m 
Operation 
1 2 3 4 5 
1 1 5 2 8 5  
 2 6 4 2 6  
2 1 3 2 4 9 6 
 2 7 10 7 9 8 
3 1 2 3 9   
 2 7 6 3   
4 1 3 4 8 9  
 2 6 8 2 9  
 
  
a) job 1 b) job 2 
  
c) job 3 d) job 4 
Figure 7. The precedence relations among operations of jobs 
 
As of the different rules for the assignment decision, there 
are several different forms. The first proposed alternative, 
called FAM) is to assign the first available operation of the 
corresponding job to the first available machine (spindle-
turret) that can process the operation. The first available 
operation means the first operation it’s the predecessors of 
which are processed. The first available machine will be the 
machine, among the eligible machines, that can process the 
operation at earliest time. Note that not all spindles can hold 
all jobs nor all turrets can process all jobs. Again consider the 
above example. To decode the mentioned possible solutions 
using the above procedure, the resultant schedule is shown in 
Figure 8. 
Another proposed rule, called LFJ, is explained as follows. 
Regarding the job numbers, one by one from left to right, the 
available operation (i.e., it’s the ones the predecessors of 
which are already processed) with the maximum number of 
successors is selected and scheduled by assigning the selected 
operation to the machine (spindle-turret) that completes it at 
the earliest time. Regarding the above example, the mentioned 
solution using the second alternative becomes the schedule 
shown in Figure 9. 
As of initial solutions, there are two alternatives: randomly 
generated feasible solutions and solutions generated by a 
constructive heuristic. As long as a job number appears as 
many times as the number of its operations in the string, the 
solution is feasible. The random solutions can be obtained by 
random ordering of job numbers in a string. We also propose 
a greedy heuristic that can be explained as follows.  
 
Step 1: Randomly generate a random initial order of job 
numbers (ܵ) 
Step 2: Put the first job number from ܵ  into the first 
position in the string and also set ݇ ൌ ʹ 
Step 3: Test putting ݇th job number from ܵ into all possible 
positions among the previously scheduled job 
numbers in the string, and finally select the best 
position. 
Step 4: Increase ݇ by one. If ݇ is less than the total number 
of operations of all jobs, then go to Step 3; 
otherwise, present the string and stop. 
 
By generating different random initial ordering of job 
numbers, we end up with a different solution. To generate 
݌݋݌ initial solutions, we implement the greedy heuristics ݌݋݌ 
times. The proposed algorithm is implemented in four 
different structures. 
- VNS: single-individual version, random initial solution and 
LFJ decoding. 
- GVNS: single-individual version, greedy initial solution and 
LFJ decoding. 
- DVNS: multi-individual version, greedy initial solutions and 
LFJ deciding. 




Figure 8. The resultant schedule by FAM rule for assignment. 
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Figure 9. The resultant schedule by LFJ rule for assignment. 
3.2. Combination Operator 
Each individual is combined with the best individual. The 
purpose is to increase the chances of visiting new good areas 
by moving individuals towards the best individuals. We 
develop a procedure as follows.  
Two cut points are randomly selected. The job numbers 
between these two cut points from the best individual are 
transferred into the new solution. The job numbers transferred 
in Step 2 are deleted from the current individual starting from 
left to right. The remaining job numbers in the current 
individual are put into empty positions in new solution 
starting from left to right. Let us further illustrate the 
procedure by applying it on an example. Consider a problem 
with ݊ ൌ Ͷ where each one has three operations. Suppose the 
best individual is  
Best sol. 3 4 1 1 2 3 1 2 4 2 4 3 
and the current solution is as follows. 
Current sol. 1 2 4 1 3 3 2 1 4 3 2 4 
Also, the two random cut points are 3 and 9, respectively. 
After the second step, we have the following incomplete 
solution. 
New sol.   1 1 2 3 1 2     
After the third step, the following job numbers are remaining. 
Current sol.   4   3   4 3 2 4 
After the forth step, the new individual becomes 
New sol. 4 3 1 1 2 3 1 2 4 3 2 4 
3.3. Improvement Operator 
The solution generated using the combination operator is 
regarded as the incumbent solution of improvement operator. 
This operator includes two different NSSs. In the NSS 1, the 
job numbers, one by one from left to right, are shifted to a 
new randomly selected position. If improvement is made, the 
shift is accepted and NSS 1 restarts from the first job number. 
Otherwise, the job number is moved back and NSS 1 moves 
on to the next job number. If all job numbers are shifted and 
no improvement is obtained, the search switches from NSS 1 
to NSS 2. In NSS 2, a new solution is obtained by shifting 
three randomly selected job numbers to three new random 
positions. A number of ݅ݐݎ new solutions are generated from 
the current solution and the best one is accepted whether it is 
better or worse than the current solution.  
After NSS 2, an iteration of improvement operator is 
completed. There is also a counter showing the number of 
sequential iterations without any improvement. That, at end of 
each iteration, is checked if any improvement over the 
incumbent solution is made or not. In case of improvement, 
the counter restarts from zero; otherwise, it is increased by 
one unit. If counter reaches to ݂݅ݔ, the improvement operator 
for the current individuals are terminated.  
3.4. Replacement and shaking Operators 
After improving the combined solution using both the 
Combination and Improvement operators respectively, it is 
decided to accept or reject this new solution. If this new 
combined solution improves the current individuals, it is 
accepted. Otherwise, it is accepted with probability of ݌. In 
case of acceptance, the current individual is replaced with the 
combined solution. 
After implementing combining, improving and replacing 
mechanisms over each individual, a shaking mechanism is 
applied. If the best individual is not improved for a number of 
Re consecutive iterations, 50% of the worst individuals are 
deleted and regenerated by the previously mentioned greedy 
heuristic via the initialization mechanism. 
4. Experimental evaluation 
This section evaluates the performances of the proposed 
algorithms. First, the parameters of the proposed algorithm 
are tuned. Then, a set of instances are generated to further 
evaluate the algorithms. The algorithms are implemented in 
Borland C++ and run on a PC with 2.0 GHz Intel Core 2 Duo 
and 2 GB of RAM memory. These algorithms are stopped 
after a running time of ʹͲͲ݊݉ milliseconds. We use relative 
percentage deviation (RPD) for total completion time as a 
common performance measure to compare the methods. The 
best solutions obtained for each instance, called Minsol,ୱ୭୪ 
are computed by any of the algorithms. RPD is obtained by 
the following equation: ܴܲܦ ൌ ͳͲͲ ൈ ሺܣ݈݃௦௢௟ െ
ܯ݅݊௦௢௟ሻȀܯ݅݊௦௢௟  where Algsol is the objective function value 
obtained for a given algorithm and instance. 
4.1. Parameter tuning 
The performance of metaheuristics highly depends on the 
choice of parameters values [6]. The proposed DVNS 
includes five parameters:  
- The population size (pop),  
- The number of new solutions generated in NSS2 using the 
improvement operator (itr) 
- The probability of accepting an inferior solution in 
replacing mechanism (p) 
- The termination criterion of improving mechanism (fix) 
- The starting criterion of shaking mechanism (Re). 
To carry out the parameter tuning, we generate two 
instances for each of the following sizes. 
݊ ൌ ሼͷǡͳͲǡͳͷǡʹͲሽǡ݉ ൌ ሼ͵ǡͷሽ, ௝݊ ൌ ܷሾ͵ǡ͹ሿ, ݏ௜ ൌ ሾͳǡʹሿ, 
ݐ௜ ൌ ܷሾʹǡͶሿ and ݌௝ǡ௟ ൌ ܷሾͷǡͷͲሿ. 
It sums up to 16 instances. After performing initial tests, we 
consider the levels presented in Figure 10. There are 5 four-
level factors summing up to 45 = 1024 different treatments 
(each one is an DVNS). In the case of full factorial design, we 
need to run 1024×12=12288 trials. Another alternative is 
Taguchi design necessitating much fewer trials. The 
orthogonal array ܮଵ଺  is selected as the fittest one. We 
conclude with only 16×12=192 trials, i.e., 98.5% reduction in 
the number of required trials.  
55 Ahmed Azab and B. Naderi /  Procedia CIRP  20 ( 2014 )  50 – 55 
The average RPD obtained at each level is shown in 
Figure 10. As you can see, the best choices are 
Psize = 4, Itr = 40, P = 0.3, fix = 10, Re = 4. 
The relative significance of each factor is determined by Delta 
statistic. Itr and Psize significantly affect  performance by 




Figure 10.The average RPD obtained at each level. 
4.2. Numerical evaluation 
The algorithms are evaluated using a set of 80 instances 
are generated in the following sizes: ݊ ൌ ሼͷǡͳͲǡͳͷǡʹͲሽǡ݉ ൌ
ሼ͵ǡͷሽ. For each of above 8 combinations, we generate 10 
instances considering ௝݊ ൌ ܷሾ͵ǡ͹ሿ, ݏ௜ ൌ ሾͳǡʹሿ, ݐ௜ ൌ ܷሾʹǡͶሿ 
and ݌௝ǡ௟ ൌ ܷሾͷǡͷͲሿ. Therefore, we have 80 large instances. 
Table 3 shows the results of the large instances. On large 
instances, DVNS yields the best average RPD of 0.22%. The 
most competitive algorithms are GVNS and VNS with 
average RPD of 0.85% and 0.94%, respectively. PVNS has an 
average RPD of 15.56%. The results show how effective the 
decoding scheme is. The only difference between DVNS and 
PVNS is the decoding scheme. In PVNS, one randomly 
selected operation of a job is assigned to the first available 
machine, while in DVNS, the operation with maximum 
number of successors to the machine that first completes the 
operation. The greedy heuristic used to generate initial 
solutions improves the performance by 0.1%. The idea of 
being population-based improves the algorithm by 0.65%. 
 
Table 3. The average RPD of the algorithms 
݊ ݉ VNS GVNS DVNS PVNS 
5 3 0.36 0.36 0.36 3.64 
 5 0.06 0.06 0.06 22.44 
10 3 0.55 0.58 0.25 7.87 
 5 1.06 1.16 0.11 14.84 
15 3 0.96 1.14 0.16 8.07 
 5 1.74 1.09 0.40 26.63 
20 3 1.38 1.04 0.28 12.02 
 5 1.44 1.35 0.14 28.95 
Average 0.94 0.85 0.22 15.56 
 
Figure 11 shows the average RPD of algorithms versus the 
number of jobs. As it could be seen, DVNS keeps robust 
performances in different problem sizes. In small instances of 
n=5, all the three algorithms provide almost the same RPD 
while DVNS is much better for larger sizes. 
5. Conclusion 
Classical machine tools in manufacturing systems have 
only one spindle and one turret. Therefore, they can process at 
most one operation at a time. But, nowadays advanced 
machine tools  introduce  complex structures of machining 
centers that multiple spindles and turrets. They can process 
several operations in parallel. Available process planning and 
scheduling algorithms assume one operation at a time; thus, 
they cannot be used to schedule systems with parallel 
processing. This paper aimed at studying the necessary higher 
level process planning and scheduling techniques for 
production planning of such a manufacturing system. Firstly, 
the problem was well defined and decision parameters 
provided; secondly, a proposed variable neighborhood search 
metaheuristic that is combining both advantages of point-
search methods like Simulated Annealing and population-
based ones like Genetic Algorithms, combined with novel 
operators suiting the nature of the problem such as the 
introduced combination and improvements mechanisms were 
presented. A set of experimental instances is used to evaluate 
and validate the proposed algorithms. 
 
 
Figure 11.The average RPD of the algorithms versus the 
number of jobs 
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