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5Résumé
Le développement durable se propose de concilier croissance économique, respect de l’environnement et
progrès social. Le travail de recherche qui est proposé est relatif au suivi de la consommation par usage
afin que les clients puissent optimiser leur facture énergétique et mieux maîtriser leurs consommations
électriques.
Ce projet de recherche consiste à identifier les charges électriques en milieu domestique à partir des
mesures faites au niveau du compteur d’énergie électrique. Ces mesures doivent être non intrusives :
ni capteur ni phase d’apprentissage à l’intérieur de la résidence. Le problème revient donc à identifier la
consommation d’un ou plusieurs appareils électriques et à les classer par groupe de charges (par exemple :
éclairage, chauffage, eau chaude, et "autres") à partir d’informations relevées à l’entrée de l’installation.
Les informations relevées et traitées sont les courants et les tensions. Nous avons proposé une méthode
innovante et performante d’identification, c’est la méthode de Matrix Pencil. Elle s’adapte à la fois aux
parties transitoires que permanentes des signatures traités. Les fenêtres de traitement peuvent être plus
courtes que la période des signaux. De plus, cette méthode est capable de filtrer les bruits de mesures.
Nous proposons deux voies d’investigations complémentaires auxquelles on appliquera la méthode de
Matrix Pencil :
- La première consiste à analyser à chaque période de la tension instantanée l’ensemble des charges en
état de marche : cette voie donnera lieu à une signature basse fréquence (SBF). Cette étude théorique va-
lidée par simulation a donné lieu à la réalisation d’un prototype de faisabilité développé par Landis+Gyr
et comprenant la fonction d’identification de la consommation d’électricité par usages intégrable dans un
compteur électronique.
- La seconde prend en compte le phénomène de propagation dans le réseau domestique ramifié : cette
voie donnera lieu à une signature haute fréquence (SHF).
La théorie utilisée est celle des circuits pour la partie SBF et des lignes de transmission dans le domaine
temporel pour la partie SHF. La méthode d’identification appliquée consiste à caractériser chaque charge
par un ensemble de pôles et de résidus tant en régime transitoire qu’en régime permanent. Cette tech-
nique d’identification a été implantée dans le prototype de compteur d’énergie réalisant les fonctions de
reconnaissance et d’identification des signatures.
Pour l’étape finale, la conception et la réalisation du prototype ont été suivies par la validation de la
fonction d’identification et de reconnaissance des usages dans une maison témoin. La capacité d’identi-
fication et le niveau du taux d’erreur sont très satisfaisants. Une éventuelle amélioration technologique
permettra dans le futur de réaliser une meilleure identification.
Mots-Clés :
NIALM, Identification, Classification, Matrix Pencil, Maîtrise de la consommation par usages, Compteur
d’énergie.
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6Abstract
Sustainable development provides reconciliation growth in economic, environmental and social progress.
The proposed research work is related to monitoring of electrical energy consummation by the type of
appliances in use, in order that the consumers may optimize their electricity bills and to better control
their consumption of electrical energy.
The research within this project is to identify the electrical loads on household level by using measure-
ments realised within the electricity meters. These measures must be non-intrusive : neither sensor nor
phase apprenticing within the residence. The problem is therefore to identify the electricity consumption
due to one or several electrical appliances and to classify them in groups (for example : lighting, heating,
hot water and "others") together with the information recorded at the entrance of installation.
The information collected and processed is related to currents and voltages. We have proposed an inno-
vative and effective method of identification that is the Matrix Pencil method. It is adapted on analysis
of transitory and steady state part of the signals. The treated frame may be shorter than the period of the
signals. In addition, this method enables that the noises due to measurements are filtered. We propose
two additional investigations domains to which we apply the Matrix Pencil method :
- The first one consists of load analysis of all appliances that are switched on within in each moment in
the voltage period : this study will result in a low frequency signature (SLF). This theoretical study was
validated by simulations that have resulted in a prototype developed by Landis + Gyr, which incorporates
the function of identification of electricity consumption by the type of use within the electricity meter
equipment.
- The second takes into account the propagation phenomenon within the in-home network : this analysis
will result in a high frequency signature (SHF).
This approach is based on the circuit theory for the low frequency signals, and the transmission line
theory for the treatment of high frequency signals. The applied identification method is to characterise
each type of load by a set of corresponding poles and residues both in the transient and the steady state
regime. This technique of identification has been implemented in the developed prototype by realizing
the functions of recognition and identification of signals.
In the final step, the overall design concept and prototype development is preceded by validation of the
incorporated functions of identification and recognition of the load on the model of a house. The ob-
tained capacity of identification and the error rate levels are very satisfactory. Prospective technological
improvement will enable to obtain better identification in the future.
Keywords :
NIALM, Identification, Classification, Matrix Pencil, Load Monitoring, Energy meter.
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INTRODUCTION GÉNÉRALE
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
Introduction générale
EDF, groupe énergétique européen présent sur le marché Européen et mondial, est conscient de ses
responsabilités vis-à-vis des générations présentes et futures. Enjeu planétaire du XXIe siècle, le déve-
loppement durable se propose de concilier croissance économique, respect de l’environnement et progrès
social. En 2003, près de 20 % du budget de la division Recherche & Développement du groupe EDF ont
été investis dans des recherches liées au développement durable : Energies renouvelables, d’éco-efficacité
énergétique. Toutes les innovations issues de ces recherches participent à l’engagement d’EDF. Le travail
de recherche qui est proposé ici est donc relatif au suivi et à l’économie d’énergie. C’est dans le cadre
d’une thèse CIFRE avec EDF R&D de Clamart et Landis+Gyr de Montluçon que mes travaux sont réali-
sés. Mon projet de recherche consiste à déterminer la consommation des charges électriques classées par
usages en milieu domestique.
L’idée d’intégrer cette fonctionnalité dans le compteur d’énergie électrique donne plus de liberté et de
maîtrise du consommateur de sa consommation en temps réel. C’est dans ce contexte que Landis+Gyr
nous a offert son expertise dans ce projet. Landis+Gyr est le principal fournisseur de solutions intégrées
de gestion des énergies adaptées aux besoins des entreprises énergétiques. Leader mondial du comptage
électrique, avec une position éminente dans la gestion du comptage avancé, AMM (Advanced Metering
Management), la division française de Landis+Gyr est également centre de compétences R&D et CPL
(Courant Porteur en Ligne).
CONTEXTE
La connaissance des usages domestiques constitue un défi pour EDF. En effet, la consommation domes-
tique en électricité représente 40% de la consommation totale du secteur et plus d’un tiers de la puissance
totale appelée aux heures de pointe. Mieux connaître la consommation permettra de mieux anticiper la
production et d’adapter les investissements futurs.
L’idée de reconstruire les courbes de charges par usages a fait son apparition dans les années 80 aux
États Unis et en 1989 en France. Il s’agit alors de déterminer la consommation des charges électriques
en milieu domestique à partir de la mesure des variations des puissances active et réactive. Ces dernières
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permettent de distinguer les charges purement résistives, capacitives ou inductives. L’origine de ces varia-
tions est le plus souvent une mise en marche, un arrêt ou un changement d’état d’un appareil à plusieurs
états.
PROBLÉMATIQUE
Des enquêtes auprès des clients ont montré l’intérêt de la connaissance de la consommation par usages
pour une meilleure maîtrise de leur consommation d’électricité. Toutefois, pour avoir une décomposi-
tion fiable de la facture d’électricité selon les différents usages (groupe d’appareils électriques) utilisés
par les clients, il faut disposer de compteurs pour tous les appareils de l’installation, ce qui n’est pas
viable économiquement. Une solution alternative est de disposer de techniques permettant d’estimer ces
consommations à partir de la seule courbe de charges générale complétée par un minimum de données
contextuelles (contrat, informations sur les usages fortement consommateurs, etc..).
L’objectif de cette thèse est d’évaluer l’apport de méthodes d’identification jamais utilisées dans ce do-
maine d’activité.
Mon projet de recherche consiste à déterminer la répartition de la consommation par usages en milieu
domestique à partir exclusivement des mesures faites au niveau du compteur d’énergie en amont de l’ins-
tallation. Ces mesures doivent être non intrusives : ni capteur, ni phase d’apprentissage à l’intérieur de la
résidence.
L’approche non intrusive présente plusieurs avantages. Elle permet notamment à partir des mesures ef-
fectuées au niveau du compteur de traiter les courbes de charges et d’en extraire les informations utiles
pour l’identification. Notre étude ne vise pas à identifier tous les usages possibles dans une installation
domestique. Elle portera plus précisément sur les usages les plus consommateurs tels que le chauffage,
l’éclairage et l’eau chaude sanitaire. Les autres consommations formeront le quatrième groupe.
TRAVAUX RÉALISÉS
État de l’art
En collaboration avec l’équipe d’EDF R&D de Clamart, j’ai tout d’abord fait un bilan sur les méthodes
des NIALM (Non-Intrusive Appliance Load Monitoring) pour le suivi et l’identification des charges. Un
des points critiques de ces méthodes réside dans l’élaboration d’une base de données recueillant les para-
mètres appelés signatures caractéristiques des charges. L’élaboration de cette base de données nécessite
une phase d’apprentissage plus ou moins intrusive. Parmi les techniques existantes, on peut distinguer
deux types de NIALM, celles utilisant une phase d’apprentissage automatisée des appareils : AS-NIALM
et celles utilisant une phase d’apprentissage manuelle des appareils : MS-NIALM. Les MS-NIALM sont
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plus précises que les AS-NIALM grâce au recueil des signatures des appareils à différents états. Cette
semi-intrusion reste cependant gênante pour le client et peu attractive pour EDF.
Plusieurs produits industriels répondant à cet objectif sont sur le marché tels les produits WATTECO et
FLUDIA qui présentent des inconvénients au niveau du degré d’intrusion et d’apprentissage. D’où l’idée
de proposer une nouvelle technique pour identifier les charges en temps réel qui repose seulement sur les
informations relevées à l’entrée de l’installation telles que le courant et la tension. Cette technique per-
mettra à l’usager de suivre sa consommation en temps réel et de s’auto-éduquer pour un meilleur respect
du développement durable.
Choix d’une nouvelle technique d’identification
Quand on regarde les courbes de consommations de chaque charge, la reconnaissance est évidente, or
la tâche la plus difficile est de ressortir chaque courbe de consommation à partir de la consommation
globale entachée de bruit et contenant à la fois la consommation de petites charges comme une lampe de
veille et de charges importantes telles que le chauffage électrique ou le four.
Une des contraintes évidentes de mon travail est d’utiliser une nouvelle méthode d’identification. Le tra-
vail bibliographique m’a conduit à explorer les techniques de traitement du signal à hautes résolutions
pour l’identification. Après l’évaluation de plusieurs de ces méthodes, notre choix s’est porté, sur la mé-
thode de " Matrix Pencil".
Identification des charges élémentaires en basses fréquences
La première phase est de détecter les instants de changements d’états qui se traduisent par des variations
de courant se produisant lors des mises en marche ou des arrêts des appareils domestiques. Le traitement
du courant par la méthode de " Matrix Pencil " permet de caractériser ce courant par des valeurs sin-
gulières, des pôles et des résidus, qui représenteront par la suite, la signature de l’appareil qui vient de
changer d’état. Le suivi temporel de l’ensemble de ces pôles et résidus, permettra de suivre l’évolution
des états des charges. Le traitement de ces relevés permet de renseigner sur la nature et le nombre des
charges en présence et surtout sur leur consommation. Ces données peuvent en outre subir des traite-
ments statistiques pour être regroupées par usages. Cette approche théorique a été implantée en pratique
dans un microcontrôleur intégré au compteur d’énergie électrique et s’approchant du fonctionnement en
temps réel.
Identification des charges élémentaires en hautes fréquences
Un autre aspect de mon travail consiste à m’intéresser également à l’identification des charges à hautes
fréquences, en injectant une excitation sinusoïdale de fréquence 50MHz et en analysant le courant à
l’entrée par la technique de " Matrix Pencil ". L’avantage de cette technique est la possibilité de déter-
miner les caractéristiques des câbles électriques et la distance séparant la charge du compteur général.
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
LISTE DES TABLEAUX 24
Cette technique développée et validée en théorie ne l’est pas encore en pratique faute d’adaptation à une
solution économique viable dans un compteur capable d’échantillonner et de traiter le signal à 1GHz en
temps réel.
Conception du compteur d’énergie électrique avec la fonction d’identification
L’objectif de ce volet est la réalisation d’un prototype de faisabilité comprenant la fonction d’identifica-
tion de la consommation d’électricité par usages intégrable dans un compteur d’énergie électrique. Cette
nouvelle technique d’identification brevetée [3], a été insérée dans le compteur électrique. Pour cela, il
a fallu développer la fonctionnalité qui sera intégrée dans le boîtier du compteur indépendamment de
la fonction comptage d’énergie. La carte électronique comprend un système d’acquisition de la tension
réseau et du courant consommé par l’ensemble des charges. Un microcontrôleur a été choisi. La méthode
de " Matrix Pencil " est implantée en langage C. Une interface entre le compteur et le PC, permet de
remonter les données utiles sous forme d’index pour la phase de développement. Le suivi de la consom-
mation générale se fait à partir des quatre usages : eau chaude sanitaire, éclairage, chauffage et "autres".
Dans cette phase, le rôle de Landis+Gyr est d’apporter son expertise dans la conception de compteurs
électriques. Ils nous ont conseillé dans les choix techniques et dans la manière d’appréhender le portage
de la solution dans un compteur et nous ont aidé à la réalisation du prototype.
Validation du compteur dans la maison domotique chez EDF " les Renardières "
Deux campagnes de mesures ont été réalisées dans la maison domotique située au centre de recherche
EDF les Renardières, l’objectif est d’enregistrer les signatures des appareils, d’évaluer les performances
du code implémenté dans le prototype du compteur ainsi que sa capacité à représenter fidèlement chaque
charge électrique par des pôles et des résidus. Les résultats de cette expérimentation sont prometteurs.
Ce document comporte six chapitres. Le premier chapitre du manuscrit évoque l’état de l’art dans le
domaine de l’identification des charges en milieu résidentiel. Il a permis de nous éclairer sur les diffé-
rentes méthodes utilisées dans ce domaine, d’identifier leurs avantages et inconvénients. Cette étude a
également mis en avant le besoin de trouver une nouvelle méthode moins intrusive et plus fiable.
Le second chapitre présente les différentes techniques de traitement du signal pour des lecteurs peu fa-
miliers avec ces méthodes. Ce chapitre va nous tracer le chemin qui nous a mené à choisir la méthode de
"Matrix Pencil" pour l’identification des charges électriques.
Le troisième et quatrième chapitre, sont consacrés aux développements théoriques de la méthode de "Ma-
trix Pencil" appliquée sur des signaux issus des mesures du courant et tension de charges canoniques,
dans les cas des basses fréquences et hautes fréquences. Les charges électriques auront une signature en
termes de valeurs singulières, de pôles et de résidus.
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Le prototype développé intégrant la nouvelle technique d’identification, de suivi et de détermination de la
consommation par usages est présenté dans le cinquième chapitre . Une campagne de mesures a permis
de tester la technique d’identification et de proposer une méthode simple pour classer les usages et leurs
consommations.
Le dernier chapitre permet d’initier la réflexion sur d’autres méthodes de classification. Une attention
particulière a été portée à l’Analyse en Composantes Principales (ACP) et aux Machines à Vecteurs de
Support (SVM).
La première consiste à faire ressortir des axes principaux qui facilitent la classification des usages. Le
second consiste à décomposer l’espace en zones propres aux usages considérés.
D’autres méthodes plus connues comme le réseau de Neurones, les chaînes de Markov ou les représen-
tations temps-fréquence méritent d’être approfondis avant de choisir la méthode la plus robuste théori-
quement et la moins coûteuse numériquement.
L’ensemble de ces méthodes sont à appliquer aux signatures préalablement extraites par notre méthode
de Matrix Pencil.
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1.1 Introduction
Les méthodes des NIALM sont développées pour la surveillance de la consommation par usages dans
le secteur résidentiel et industriel. A partir des données physiques mesurées à l’entrée d’une installation,
ces méthodes permettent d’analyser la consommation totale et d’extraire les informations sur les charges
en présence sans intrusion.
Dans ce chapitre, nous présentons dans un premier temps l’histoire des NIALM qui a commencé dans
les années 80. Une deuxième phase consiste à exposer les différentes techniques utilisées pour l’identifi-
cation des charges électriques tant en régime permanent qu’en régime transitoire. Les paramètres utilisés
peuvent être la puissance active, la puissance réactive, la valeur efficace du courant. Dans une troisième
phase, je présente les différentes méthodes d’apprentissage nécessaires à l’élaboration de la base de don-
nées et quelques produits industriels réalisant une identification de la consommation par usages.
Le but final n’est pas de conclure sur le choix définitif d’une méthode, mais de qualifier de façon objective
les avantages et les inconvénients rencontrés dans chacune des techniques utilisées.
1.2 L’Évolution des NIALM
L’histoire des méthodes des NIALM est assez récente, les premiers développements dans ce domaine ont
été introduits en 1982 aux États Unis puis en France en 1989 et en Finlande en 1993.
Les méthodes des NIALM doivent être capables de détecter les changements d’état provoqués par une
mise en marche ou en arrêt d’une charge, ainsi que de renseigner sur la nature et le nombre des charges
en présence. Les grandeurs à mesurer sont les signaux correspondant à la tension d’alimentation totale
u (t) et le courant totale de consommation i (t).
G. W. HART [16, 20] de l’Institut de Technologie de Massachusetts (MIT) fut le premier à analyser
les variations de la puissance totale afin de déterminer le type de charge. Ces techniques étaient alors
réservées à l’identification de charges à deux états telles une lampe mais restaient inefficaces pour l’iden-
tification de charges à plusieurs états telles une machine à laver.
Au cours des vingt dernières années, les chercheurs ont amélioré la technique des NIALM. La technique
se décompose essentiellement en trois étapes : l’extraction de l’information, la détection d’événement,
et le modèle d’identification des charges. L’étape d’extraction consiste à transformer l’information four-
nie par les signaux mesurés (courant et tension) en puissance active, puissance réactive, harmoniques de
courant, etc qui constituent les paramètres à analyser. Les variations de ces paramètres comparées à des
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multiples bases de données permettent de détecter un évènement. Ces variations corrélées à une base de
données permettent d’identifier les charges en commutation.
La mise en oeuvre la plus basique des NIALM se base sur la variation de la puissance active. Cette ap-
proche a été étudiée entre autre par Hart [16], mais ne permet pas d’identifier certains appareils.
Chez EDF, une première approche, développée par F. SULTANEM dans les années 90 [5, 22] est basée
sur la variation du courant efficace, des puissances active et réactive. Elle est suivie par le développement
d’une seconde approche par M. BONS utilisant les chaînes de markov cachées [21] en 1994. Cette der-
nière permet de reconnaître la nature structurelle des appareils, ainsi que la combinaison des appareils
cohabitant dans la même installation.
Par ailleurs T. ONADA [13] a utilisé les harmoniques du courant (jusqu’au 13ième) pour distinguer des
charges similaires du point de vu des puissances active et réactive. Cette technique s’est avérée perfor-
mante dans les secteurs industriels. En outre, ces harmoniques renseignent sur le bon fonctionnement des
appareils.
Une autre méthode, développée par LEEB en 1993 [31, 33], permet d’identifier les charges à partir des
formes des puissances active et réactive en régime transitoire.
Un état de l’art sur les travaux concernant les méthodes des NIALM a été réalisé au début de cette
thèse [1]. Cette étude a permis de mettre en évidence les avantages et les inconvénients de chacune des
techniques existantes.
Notre recherche bibliographique s’est étendue même sur plusieurs brevets d’invention en France, en
Europe et aux États unis [4, 15] pour englober tous les travaux existants.
1.3 Paramètres utilisés et méthodes d’identification
L’objet de cette section est de présenter en détail les principales méthodes d’identification mises au point
depuis le début des années 80 pour répondre au problème de l’identification des charges (figure 1.1).
L’analyse de chacune de ces méthodes permettra de mettre en évidence ses avantages et inconvénients.
Le procédé devant être non intrusif, la mesure doit se faire au niveau de l’alimentation de l’installation
électrique. Les signaux mesurés figure 1.2 sont la tension d’alimentation u (t) à valeur efficace quasi
constante et le courant fourni par l’alimentation i (t) directement lié aux charges en cours de consomma-
tion.
D’une manière générale, les méthodes des NIALM développées peuvent être classées en deux familles :
– Celles qui analysent le régime permanent.
– Celles qui analysent le régime transitoire.
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FIGURE 1.1 – Surveillance des charges
FIGURE 1.2 – Connections des différentes charges et grandeurs mesurées dans le cas d’une installation
monophasée
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 1. NIALM : ÉTAT DE L’ART 30
L’échantillonnage de ces signaux peut être à basses fréquences ou à hautes fréquences selon les phéno-
mènes à observer en régime permanent ou transitoire.
Les paramètres analysés peuvent être les puissances active et/ou réactive, la valeur efficace du courant,
l’admittance, etc. Les méthodes d’identification consistent à corréler les valeurs de ces paramètres aux
valeurs stockées dans une base de données. Les valeurs stockées correspondent à des appareils et sont
appelées signatures de ces appareils.
1.3.1 Régime permanent
Pour un traitement en régime permanent, la fréquence des mesures peut être faible. Une mesure toutes
les secondes permet la reconnaissance de la plupart des appareils. La détection d’un changement d’état
est lié à la variation du courant qui se traduit aussi par une variation de la puissance. Un seuil de variation
séparera les variations dues aux bruits d’échantillonnage (ou aux modifications internes de la charge) des
variations provoquées par un changement d’état.
L’étude qui suit ne considère que la fréquence fondamentale (50Hz). La question posée est la suivante :
comment répartir la puissance totale observée au compteur en puissances particulières consommées par
différentes charges ? La démarche utilisée consiste tout d’abord à détecter un chargement d’état lorsque
l’amplitude de la variation (positive ou négative) du paramètre observé est supérieure à un certain seuil
de tolérance. Une fois le signal stabilisé, une deuxième étape consiste à comparer l’amplitude de cette
variation avec les signatures stockées dans une base de données. Il est évident que si deux événements
apparaissent simultanément, cela mènera à un problème d’identification.
Les signatures seront principalement basées sur la variation de la puissance active, de la puissance réac-
tive, ou de la valeur efficace du courant ou encore de la variation de l’admittance/impédance totale.
1.3.1.1 Rappel
La puissance active (en Watt) sur une période de temps T est de la forme :
P =
1
T
∫ T
0
p (t) d (t) (1.1)
Où p (t) représente la puissance instantanée :
p (t) = u (t) i (t) (1.2)
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En régime alternatif sinusoïdal et pour une installation monophasée, dans le cas le plus répandu d’un
courant déphasé en arrière d’un angle ϕ par rapport à la tension :
v (t) = V
√
2sin (ωt) (1.3)
i (t) = I
√
2sin (ωt− ϕ) (1.4)
p (t) s’écrit comme :
p (t) = V Icos (ϕ) (1− cos (2ωt))− V Isin (ϕ) sin (2ωt) (1.5)
Le premier terme de p (t) a une valeur moyenne de V Icos (ϕ), le second a une valeur moyenne nulle. La
puissance moyenne de p (t) représente la puissance active P exprimée en Watt (W ) et donc la puissance
consommée :
P = V I cos (ϕ)) (1.6)
L’amplitude du second terme de p (t) représente la puissance réactive Q exprimée en Volt Ampère Réac-
tif (V AR) :
Q = V Isin (ϕ)) (1.7)
Pour caractériser une charge, ces puissances active et réactive peuvent être une bonne représentation. En
se basant sur le théorème de Boucherot, et en régime sinusoïdal de tension et de courant, les puissances
totales active et réactive consommées par une installation électrique comportant plusieurs charges est la
somme respective des puissances active et réactive de chaque charge en consommation.
Cette théorie va mener plusieurs auteurs dont G. W. HART [16, 20], H. PIHALA [23], et F. SULTANEM
[22] à décomposer la puissance totale consommée en puissances individuelles.
Un suivi des variations des paramètres permettra d’identifier les appareils. Il est pour cela nécessaire de
connaître le nombre d’appareils dans l’installation ainsi que leurs consommations individuelles. L’es-
timation de la consommation individuelle s’est avérée difficile compte tenu du nombre important de
charges électriques ainsi que de la présence de charges non recensées ou à puissance variable.
1.3.1.2 Puissance active
Le premier à utiliser comme paramètre la variation de la puissance active est G.Hart [16], qui a conçu un
appareil dédié à l’identification de charges pour la consommation individuelle [4]. Il utilise des modèles
de combinaisons des charges électriques. La consommation totale dépend des charges en présence, pour
cela il construit un vecteur booléen a (t) dont les composantes ai (t) décrivent l’état des n charges de
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l’installation :
ai (t) =
{
1, Si l’appareil i est en marche à l’instant t
0, Si l’appareil i est en arrêt à l’instant t i = 1, · · · n
(1.8)
Il construit un vecteur P dont les composantes Pi correspondent à la puissance active de l’appareil i.
La puissance consommée P (t) peut s’écrire :
P (t) =
n∑
i=1
ai (t)Pi + e (t) (1.9)
où e (t) représente le terme d’erreur.
Le modèle proposé dans l’Eq.1.9 est équivalent à un modèle d’estimation de la puissance et a pour but
d’être le plus proche de la puissance réelle consommée. Les composantes ai (t) sont déterminées en mi-
nimisant l’erreur e (t).
Dans sa quête du suivi et de l’identification des charges, un seul appareil peut se mettre en marche ou en
arrêt à un instant donné. Les modèles qu’il utilise pour caractériser les états des appareils peuvent être de
la forme suivante :
– modèle à deux états : ON et OFF.
– modèle à plusieurs états finis, (Finite State Machine FSM).
Ces deux modèles permettent de décrire la plupart des appareils domestiques. La figure 1.3 montre des
exemples d’appareils à plusieurs états bien identifiés.
FIGURE 1.3 – Modèles d’appareils à états finis : (a) appareil à deux états de 1000W ; (b) lampe à trois
modes de fonctionnement ; (c) appareil à quatre états
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Le procédé d’identification consiste à associer les variations positives avec celles qui sont négatives pour
constituer le cycle de fonctionnement des charges. Par exemple, dans le cas de la figure 1.3, l’enregis-
trement successif d’une variation positive de 1000W suivi d’une autre positive de 500W , puis d’une
variation négative de −500W et −1000W mettra en évidence qu’il s’agit de la charge (c) avec ces deux
états P1 et P2.
Les puissances actives étant additives, cette approche n’accepte qu’un seul changement d’état sur une
période d’échantillonnage [18].
Une évolution consiste à analyser la puissance active normalisée par rapport à la tension secteur mesurée.
Cette technique permet d’éliminer l’influence des fluctuations éventuelles du réseau.
Les principales limitations de cette méthode sont :
– La difficulté à différencier des appareils différents à consommation similaire.
– La difficulté à identifier les appareils dont la signature est non constante dans le temps. Par exemple
un appareil type chauffage pour lequel la puissance active dépend d’une résistance dont la valeur
fluctue avec la température, et pour lequel la variation de puissance active à la mise en marche
(ON) ne correspond donc pas à celle de la mise en arrêt (OFF).
– La possibilité de perdre un état dans le cas de charge à plusieurs états, qui conduit alors à un bilan
de cycle différent de zéro.
– La difficulté à identifier les charges dans le cas où leurs mises en marche sont rapprochées dans le
temps.
Les travaux de A. I COLE and A. ALBICKI [24] constituent le prolongement des travaux de G. HART
dans le domaine de l’identification des charges et le calcul de la puissance consommée des charges va-
riables dans le temps. Ils utilisent plusieurs techniques d’approximation de la surface (voir figure 1.4.a à
droite) en fonction du temps et de la valeur de puissance réelle consommée comme le montre la figure
pour pouvoir estimer l’énergie consommée 1.4.
Pour palier ces difficultés, l’idée a été d’augmenter le nombre de paramètres caractérisant une charge.
Dans un premier temps, la puissance réactive a été explorée, en effet, elle permet de distinguer les appa-
reils comportant des éléments inductifs ou capacitifs de ceux qui sont complètement résistifs en mesurant
leur puissance réactive.
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FIGURE 1.4 – Approximation de la puissance consommée dans deux cas
1.3.1.3 Puissances active et réactive
La consommation en puissance réactive des charges domestiques est faible par rapport à celle de la
puissance active, néanmoins, cette puissance est une source d’information supplémentaire pour la recon-
naissance des charges. Le diagramme bloc de la figure 1.5 décrit l’architecture du suivi de la variation
des puissances active et réactive afin d’identifier les charges et de déterminer leurs consommations.
FIGURE 1.5 – Diagramme bloc de l’architecture
F. SULTANEM [22], G.HART [18] et H. PIHALA [23] utilisent le suivi temporel des puissances ac-
tive et réactive (figure 1.6) qui permettra de détecter les instants de changements d’états. La détection
des changements d’états s’effectue lorsque les variations excèdent un seuil prédéterminé. La technique
d’identification consiste à comparer ces variations à celles enregistrées dans une base de données.
Un suivi dans le temps [25] permettra d’identifier les cycles des charges et leurs temps de fonctionnement
comme le montre la figure 1.7.
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FIGURE 1.6 – Détection du changement d’état
FIGURE 1.7 – Suivi temporel des puissances active et réactive
La représentation des variations de puissances active et réactive dans un plan (∆P,∆Q) (figure 1.8),
permet d’observer pour une même charge deux nuages de points. Ces deux nuages, symétriques par rap-
port à l’origine, correspondent à la mise en marche et en arrêt. Le regroupement de ces nuages permettra
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d’identifier les charges du même usage.
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FIGURE 1.8 – Nuage de points représentant les variations de la puissance active et réactive d’une même
charge
Bien que satisfaisants en théorie, les procédés d’identification d’appareils par mesure de puissance active
conduisent à un pourcentage élevé d’erreurs d’identification des appareils lorsque ceux-ci présentent sen-
siblement la même consommation ou le même profil de consommation au démarrage. On a cru pouvoir
corriger cet inconvénient en observant les variations de la puissance réactive (deux appareils ayant la
même consommation en puissance active n’ayant pas nécessairement la même consommation en puis-
sance réactive) mais l’amélioration constatée n’est que partielle. Ainsi, deux appareils électroménagers
plus élaborés, par exemple un lave linge et un lave vaisselle, comprenant chacun plusieurs éléments élec-
triques tels : résistances, moteur, circuits électroniques, peuvent comporter deux éléments similaires et
être confondus.
Dans le but d’améliorer cette approche, T. ONADA [13], entre autre, a proposé d’ajouter à l’information
apportée par la puissance, une information portée par les harmoniques du courant.
1.3.1.4 Utilisation de l’admittance et de l’impédance
On peut, à partir de la mesure des variations de l’admittance de l’installation [4], ou des variations de
l’impédance de l’installation [7], identifier les charges. Cette méthode consiste à effectuer sur le courant
électrique d’alimentation de mesures appropriées pour déterminer ces variations. La comparaison de
ces variations avec une table de référence contenant les admittances et/ou les impédances des différents
appareils disponibles sur le marché, permet de reconnaître les charges.
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1.3.1.5 Harmoniques du courant
T. ONADA [13] applique un traitement FFT au courant mesuré qui en extrait la composante fondamentale
ainsi que les différents harmoniques. Chaque appareil peut alors être caractérisé par les harmoniques qu’il
engendre. Dû à la présence de charges non linéaires, le courant i (t) est non linéaire et prend la forme :
i (t) =
∞∑
n=1
In
√
2sin (nωt− ϕn) (1.10)
En supposant que la tension secteur reste linéaire V
√
2sin (ωt), la puissance instantanée est donnée par :
p (t) = u (t) i (t)
= V I1cos (ϕ1)+V I2cos (ωt− ϕ2)+
∑
n≥2
V [In+1cos (nωt− ϕn+1)− In−1cos (nωt− ϕn−1)] (1.11)
Les termes présents dans l’Eq. 1.11 sont sinusoïdaux et de pulsations (nω) avec n ≥ 1. La valeur
moyenne de ces puissances fluctuantes est donc nulle. Ainsi la valeur moyenne de p (t) n’est due qu’au
fondamental et n’est autre que la puissance active V I1cos (ϕ1).
La méthode d’identification des charges est similaire aux précédentes (figure 1.5). On détecte un change-
ment d’état lorsque la puissance active varie au-delà d’un certain seuil de tolérance. Cette variation, une
fois stabilisée, est comparée aux signatures des appareils stockées dans une base de données. L’informa-
tion sur la puissance active et réactive est utile pour départager deux appareils de même puissance active.
Si ces variations ne permettent pas la reconnaissance de la charge, on utilise la variation des harmoniques
du courant pour départager deux charges ayant les mêmes puissances active et réactive.
Cette technique peut être illustrée figure 1.9 par l’exemple d’une lampe et d’un ordinateur provoquant la
même variation en puissances active et réactive. La seule manière de les différencier, est de comparer la
valeur de leur 3ième harmonique de courant.
Les harmoniques de courants apparaissent dans le cas des charges non linéaires. L’impact des harmo-
niques sur la reconnaissance des charges, et sur la qualité de la puissance a été étudié dans le passé par
A. CAPASSO [27], U. GRASSELLI [28] et Y. NAKANO [29]. Le suivi temporel des harmoniques de
courant permet de caractériser les charges non linéaires.
Les harmoniques de courants peuvent être identifiés entre autre avec la techniques des ondelettes [30].
Elle permet de séparer la fréquence fondamentale ainsi que les différentes fréquences harmoniques en
décomposant le signal sur une nouvelle base approprié à la technique.
En Conclusion, les techniques d’identification concernant le régime permanent utilisent l’information
contenue dans les puissances active et réactive ainsi que dans les harmoniques de courant fournis par une
transformée de Fourier.
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FIGURE 1.9 – Variation des puissances active, réactive et du 3ième harmonique du courant
1.3.2 Régime transitoire
Un régime transitoire peut apparaître lors d’une modification du circuit (par exemple ouverture ou ferme-
ture d’un interrupteur qui provoque une modification de la tension ou de l’intensité). L’étude du régime
transitoire nécessite une analyse plus fine de la courbe de consommation générale donc à une fréquence
plus élevée des mesures. Ces évènements ont lieu lors de la mise en marche et lors des changements
d’état des appareils électriques à plusieurs cycles. Il est important de noter qu’au niveau du courant à
l’entrée, les phénomènes transitoires sont souvent observés à la mise en marche des appareils et ne sont
plus observables à leurs arrêt.
L’étude du régime transitoire va compléter celle développée dans le cadre du régime permanent. Si à l’is-
sue de l’analyse du régime permanent, certaines charges restent non identifiées alors l’analyse du régime
transitoire à partir de l’instant de changement d’état fournit une information supplémentaire permettant
d’améliorer l’efficacité de l’identification. Dans ce cas, ce sont les signatures transitoires des appareils
qui sont exploitées.
En 1993 S. LEEB [31] est à l’initiative de cette nouvelle approche. Sa démarche consiste à observer les
formes des transitoires pour les différentes charges jusque là ignorées lors de l’étude du régime perma-
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nent. D’autres études ont porté sur l’exploitation de l’impulsion haute fréquence émise lors de la mise en
marche des appareils [35], et ont abouti aux dépôts de brevets [11] et [14] en 2004 et 2006.
1.3.2.1 Formes des transitoires
Pour observer les formes des transitoires, il est nécessaire de réduire la période d’échantillonnage. S.
LEEB a développé au cours de sa thèse en 1993 [31], un processus analysant l’enveloppe spectrale,
permettant d’identifier les charges et d’estimer les puissances active, réactive et harmonique. Il a de plus
développé un processus de détection du régime transitoire [32, 33, 34] qu’on peut retrouver dans la figure
1.10, et un algorithme de classification et de reconnaissance basé sur les formes des transitoires [34].
Dans la figure 1.10, les formes des transitoires A, B, C et D sont acceptées car elles ne se chevauchent
pas. Elles seront corrélées avec les formes stockées dans une base de données. L’inconvénient de la mé-
thode réside dans la non répétitivité des formes des transitoires qui rendent l’identification difficile et
dans la variété des appareils domestiques.
FIGURE 1.10 – Détection des changements transitoires de la puissance totale consommée
La technique des ondelettes pour identifier et reconnaître les formes transitoires de la puissance consom-
mée a été utilisée par D. ROBERTSON [36] en 1994 et W. A. WILKINSON [38] en 1996. D. ROBERT-
SON a utilisé la décomposition de la puissance en somme d’ondelettes pour pouvoir détecter les instants
de changements d’états. Pour l’identification, il a utilisé une méthode de classification bayésienne appli-
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quée aux coefficients de détails des ondelettes. Cette technique s’avère trop coûteuse en temps de calcul
et rencontre des difficultés à détecter les transitoires simultanés. Cette technique est aussi largement uti-
lisée pour l’analyse de la qualité du réseaux.
1.3.2.2 Exploitation des impulsions HF
Il est connu que tout élément électrique, notamment résistance, moteur, pompe, génère à sa mise sous
tension et à sa mise hors tension, un signal électrique parasite haute fréquence de très courte durée, ayant
une origine électromagnétique. Un tel signal, caractéristique des charges et de l’installation, prend la
forme d’une impulsion alternative (figure 1.11) d’une fréquence de l’ordre de 20MHz et d’une durée
de l’ordre de 250 nanosecondes, dont l’amplitude peut varier de la dizaine de millivolt jusqu’à quelques
volt selon le type de charges.
FIGURE 1.11 – Forme d’impulsion HF générée
P. BERTRAND a décrit ces impulsions dans son brevet [11] comme étant une signature des charges élec-
triques lors de la mise en marche et hors marche. Pour une charge, ces impulsions sont liées à la longueur
des câbles la reliant au réseau électrique ainsi qu’à son interrupteur, ce qui permettra en particulier de
différencier deux charges de même nature à deux emplacements différents.
Dans son exposé, il montre que la signature impulsionnelle émise par un appareil est un critère d’identi-
fication plus sûr et plus efficace qu’une simple analyse de la puissance consommée. Toutefois, l’étape de
détection et de reconnaissance de chaque impulsion est suivie par une étape classique de comparaison de
la variation de la puissance consommée avec la puissance nominale de l’appareil identifié. L’identifica-
tion d’un signal haute fréquence se fait par une comparaison avec un modèle d’impulsion pré-enregistré
au cours d’une phase d’apprentissage.
Les essais ont été conduits au moyen d’un oscilloscope numérique connecté au réseau électrique. A ce
réseau étaient branchés une trentaine d’appareils. Au cours d’une phase d’apprentissage et de mémorisa-
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tion des profils d’impulsions, il est apparu qu’un appareil électrique à plusieurs cycles peut générer une
dizaine de signatures différentes selon le cycle ou présente une absence de signature pour les équipement
commutant au zéro de tension. D’autres appareils émettent par contre une signature unique. Une fois les
diverses signatures enregistrées dans une base de données, les impulsions détectées sont comparées aux
impulsions pré-enregistrées au moyen d’un algorithme de corrélation de signaux. Le taux d’identification
est de 90% sur des appareils déjà enregistrés dans la base de donnée.
En définitive, les différentes techniques d’identification de charges précédemment décrites sont résumées
dans l’article de C. LAUGHMAN [37]. Le sujet de l’identification des charges électriques d’une façon
non-intrusive reste un sujet d’actualité de grande difficulté [39] et nécessite encore des nouvelles inves-
tigations afin d’arriver à une solution fiable, peu coûteuse et robuste. Actuellement une identification des
charges nécessite une phase d’apprentissage ainsi qu’une phase d’intrusion afin de pouvoir reconnaître
les charges lors des tests.
1.4 Méthode d’apprentissage
La phase d’apprentissage nécessite souvent plusieurs phases de mesures afin de prendre en compte les
caractéristiques des charges électriques. Ces phases de mesure font apparaître plusieurs degrés d’intru-
sion. Ils nécessitent une intrusion d’un spécialiste dans la résidence plaçant des appareils de mesures
sur chaque appareil afin de recueillir les différentes signatures. D’autres tests peuvent être faits dans les
laboratoires pour améliorer la phase d’apprentissage.
Succédant à la première étape de détection de changement d’état, la seconde étape consiste à identifier
les charges en utilisant les signatures des appareils stockées dans une base de données. Ces signatures
sont obtenues à l’aide de la technique d’apprentissage. Ainsi les méthodes NIALM peuvent être classées
en deux catégories :
– celles utilisant une phase d’apprentissage automatisée (AS-NIALM : Automatique Setup) [4, 9]
– celles utilisant une phase d’apprentissage manuelle (MS-NIALM : Manuel Setup) [4]
Les méthodes NIALM manuelles s’avèrent plus précises que les méthodes NIALM automatiques grâce
au recueil des signatures des appareils présents dans l’installation. Cette semi-intrusion est cependant
gênante pour l’abonné client et peu attractive pour le distributeur ou le fournisseur d’énergie électrique.
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1.4.1 Méthodes d’apprentissage Manuelles
Dans le cas des méthodes MS-NIALM, une bibliothèque des signatures des appareils est construite, à
partir de mesures intrusives sur l’installation. Le suivi temporel des appareils exige une certaine durée de
l’intrusion. Pendant cette période, les signatures des appareils sont observées (puissance active, puissance
réactive, valeur efficace du courant, etc.) et qualifiées de façon manuelle comme étant une signature de
chauffage, d’éclairage, etc · · · lors de la mise en service et hors service.
1.4.2 Méthodes d’apprentissage automatiques
Dans le cas des méthodes AS-NIALM, les signatures des appareils s’améliorant dans le temps sont
construites à partir d’informations à priori récoltées dans les laboratoires et les questionnaires collec-
tés dans les habitats. Ces bibliothèques permettent en fait d’identifier chaque appareil électrique et sa
consommation, et ont favorisé une évolution vers l’identification des usages de ces appareils, voire des
habitudes d’usage ou de consommation de ces derniers par les clients qui en disposent.
Les méthodes MS-NIALM constituent un outil dans le développement des méthodes AS-NIALM. Elles
ont probablement été utilisées pour analyser les situations où les méthodes AS-NALM ont échoué.
Compte tenu de leur caractère bien moins intrusif, les méthodes AS-NIALM devraient par la suite domi-
ner dans la plupart des applications en construisant leur propre bibliothèque de signatures observées lors
des étapes de changements d’états.
1.5 Solutions industrielles
On trouve sur le marché plusieurs produits industriels qui traitent le problème de l’identification de la
consommation par usages. Nous citerons à titre d’exemple deux systèmes bien connu Watteco et Fludia
développés par les entreprises du même nom.
1.5.1 Watteco
Le principe d’identification proposé par l’entreprise Watteco [11, 14] combine l’état permanent et l’état
transitoire (noté impulsion électromagnétique). Les mesures de la variation des puissances couplées à une
reconnaissance d’une signature électromagnétique permettent une identification précise des charges. Le
relevé des consommations électriques pour chaque charge est fourni par le produit avec une visualisation
particulière des courbes de charges : globale et par usages.
Cette solution est relativement facile à implémenter dans le compteur d’énergie électrique et la base de
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données est renseignée après une journée d’apprentissage. Ce procédé, malgré sa capacité d’identifica-
tion d’environ 80%, reste intrusif à cause de cette phase d’apprentissage.
1.5.2 Fludia
L’entreprise Fludia fournit un service automatisé de diagnostic individuel des consommations électriques.
Ce service s’adapte tant aux résidentiels qu’aux entreprises. Sa base de données est alimentée par les
constructeurs, les informations fournies par le client ou par mesure directe.
Après une période de mesures chez le client (1 mois), la courbe de charge est envoyée chez le fournisseur
puis analysée afin d’en extraire les différentes informations (consommation journalière, consommation
des usages, · · · ).
A l’aide des mesures réalisées, le Fludiamètre apporte une réponse à une optimisation tarifaire, détecter
les surconsommations et vérifie le bon fonctionnement des équipements.
Là encore, l’aspect intrusif peine le déploiement de cette solution.
1.6 Conclusion
Dans ce chapitre, une étude bibliographique a permis de faire le point sur les différentes techniques
d’estimation de la consommation par usages à partir de la courbe de charge générale. On a constaté des
résultats assez mitigés quant à leur pertinence et à la possibilité de leurs utilisations dans le cadre d’un
service d’identification non-intrusive de charges. La fiabilité et la robustesse des estimations sont forte-
ment liées aux objectifs recherchés dans chaque méthode.
A partir de cette étude, on peut donner quelques pistes pour aider à la conception des futurs services :
- Utiliser l’information en provenance du régime permanent et du régime transitoire
- Utiliser l’information en provenance des harmoniques pour différencier les charges non-linéaires et les
charges linéaires à consommations identiques.
- Développer une technique d’apprentissage basée sur le suivi temporel des signatures extraites.
- Déduire les consommations par usages.
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2.1 Introduction
Ce chapitre est dédié au traitement du signal. L’expérience a montré que le choix des méthodes à mettre
en oeuvre est intimement lié au matériel utilisé. Par exemple, les méthodes développées sur ordinateur
permettent d’utiliser des logiciels nécessitant une occupation en mémoire très importante. Ce n’est plus
le cas si on développe sur un système embarqué. Reste le souci de performance en termes de précision et
de temps de calcul.
Pour estimer les fréquences et les facteurs d’amortissement il existe des méthodes paramétriques et non
paramétriques. Les méthodes paramétriques sont utilisées couramment dans des contextes comme le trai-
tement d’antenne mais leur utilisation en traitement du signal pour l’identification des charges électriques
est moins développée. Ces généralités permettent de situer notre travail et de mettre en forme la façon de
résoudre notre problème.
Cette partie du document décrit les méthodes de traitement du signal que nous avons testé. A commencer
par la transformée de Fourier, la technique des ondelettes, puis nous sommes passé à la l’étude des
méthodes d’estimation du signal non paramétriques telle que Prony et paramétriques telle que la méthode
Matrix Pencil.
2.2 Techniques d’estimations
L’un des premiers principes du traitement du signal est la représentation du signal dans une base vecto-
rielle de fonctions (signaux simples) dans le but d’une meilleur extraction et interprétation des propriétés
de ce signal.
Il est difficile de faire une bibliographie complète de toutes les méthodes existantes dans le domaine du
traitement de signal. Dans le contexte plus précis de notre problème d’identification et de suivi de charges
électriques, plusieurs méthodes sont utilisées, on cite :
– La Transformée de Fourier (TF), utilisée lorsque l’information la plus pertinente est cachée dans
le spectre fréquentiel du signal. L’information temporelle est perdue. Il est donc très important de
savoir si un signal est stationnaire ou pas, avant de le traiter avec la TF.
– La Transformée de Fourier à fenêtre glissante (Short Time Fourier Transform STFT), qui divise le
signal en signaux stationnaires par morceaux.
– La méthode des ondelettes, propose une alternative à la STFT, le signal temporel est traité à l’aide
de deux filtres l’un de type passe-haut et l’autre de type passe-bas.
– La méthode de Prony, qui est une technique d’estimation non paramétrique.
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– La méthode de Matrix Pencil, une méthode d’estimation paramétrique.
Dans la suite, chaque méthode sera détaillée, afin de tester l’efficacité de chacune d’entre elles à résoudre
le problème posé au départ.
2.2.1 La Transformée de Fourier
La TF doit son nom au mathématicien français J. Fourier (1768-1830). La TF est la plus importante des
transformations utilisées par la communauté scientifique du traitement du signal (annexe A). Son impor-
tance est due non seulement au rôle qu’elle joue pour le traitement digital des signaux, mais aussi à la
possibilité de pouvoir l’utiliser dans plusieurs domaines scientifiques. Elle définit une série d’opérations
mathématiques qui permet d’associer à un signal, une série de sinusoïdes de fréquences, d’amplitudes
et de phases déterminées. Elle permet donc de passer de la représentation temporelle à la représenta-
tion spectrale (amplitude et phase en fonction de la fréquence). Les fonctions sinus et cosinus sont les
fonctions idéales pour cette représentation. En effet, J. Fourier a démontré que tout signal pouvait être re-
présenté sous la forme d’une somme (souvent infinie) de signaux sinusoïdaux de fréquences et de phases
différentes. La TF permet de définir le spectre complexe X (f) du signal x (t) par la relation :
X (f) =
∫ +∞
−∞
x (t) e−2pijftdt (2.1)
La TF joue un rôle prépondérant dans l’analyse et le traitement des signaux. Elle permet en outre de réali-
ser des opérations de filtrage par simple multiplication dans le domaine fréquentiel (domaine de Fourier).
Cependant, les signaux possédant des régimes transitoires ou des parties non-stationnaires (signal parole,
signaux sismiques, · · · ) sont mal décrits ou représentés par une TF.
Dans la pratique, la plupart des signaux sont des signaux dépendant du temps et la représentation du
signal est une représentation temps - amplitude. Cette représentation n’est pas toujours la meilleure pour
la plupart des applications de traitement du signal. Dans beaucoup de cas, l’information la plus perti-
nente est cachée dans le spectre fréquentiel du signal. Le spectre en fréquences d’un signal, obtenu par
la TF, contient les fréquences qui existent dans ce signal. La TF indique, qu’une ou plusieurs fréquences
existent ou non. Cette information est indépendante de l’instant où cette composante fréquentielle appa-
raît. Il est donc très important de savoir si un signal est stationnaire ou pas, avant de le traiter avec la TF.
Les signaux stationnaires sont les signaux dont le contenu en fréquence ne change pas au cours du temps.
Autrement dit, la composition en fréquences des signaux stationnaires est indépendante du temps. Dans
ce cas, on n’a pas à connaître à quels instants les composantes en fréquence existent : ces composantes
en fréquence existent tout le temps.
Comme exemple, considérons le signal stationnaire :
x (t) = cos (2π70t) + cos (2π30t) + cos (2π10t) + cos (2π5t)
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composé de 4 fréquences : 5, 10, 30, 70Hz présentes à tout instant.
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FIGURE 2.1 – Signal stationnaire x (t) et module de sa TF
Le spectre de fréquence de ce signal stationnaire n’évolue pas dans le temps (figure 2.1), il est identique
quelle que soit la fenêtre d’analyse temporelle. Cependant, la majeure partie de l’analyse de Fourier a un
sérieux désavantage. En passant dans le domaine temporel l’information sur le temps est perdue. Cette
perte de localisation fréquentiel n’est pas un inconvénient pour analyser des signaux dont la structure
n’évolue pas ou peu (stationnaires), mais devient un problème pour l’étude de signaux non stationnaires.
Pour ces signaux non stationnaires qui sont caractérisés par des changements brusques, des transitoires,
un début ou une fin d’événement, l’analyse de Fourier n’est pas adéquate car le spectre en fréquences
varie en fonction du temps. Il y a un manque évident de localisation temporelle. Comme exemple, consi-
dérons le signal x (t) figure (2.2) composé de 4 fréquences 5, 10, 30, 70Hz qui sont présentes sur quatre
intervalles temporels.
x (t) = cos (2π5t) pour 0 ≤ t ≤ 0, 25s
x (t) = cos (2π10t) pour 0, 251 ≤ t ≤ 0, 5s
x (t) = cos (2π30t) pour 0, 501 ≤ t ≤ 0, 75s
x (t) = cos (2π70t) pour 0, 751 ≤ t ≤ 1s
Le module de la TF de x (t) figure (2.2) fait apparaître quatre crêtes principales correspondant à :
5, 10, 30, 70Hz. Le bruit (crêtes intermédiaires) est dû aux changements brusques entre fréquences et
se manifeste sur tout le spectre. On constate la perte de tous les aspects temporels du signal tels que le
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FIGURE 2.2 – Signal non stationnaire x (t) et module de sa TF
début et la fin d’un évènement, l’existence de singularité, etc. Aucune information fréquentielle n’est
disponible dans le domaine temporel et aucune information temporelle n’est disponible dans la TF du
signal. De plus, l’analyse des deux signaux temporels précédents permet de remarquer que deux signaux
totalement différents en forme peuvent avoir des spectres en fréquences assez similaires en dehors du
bruit qui peut être filtré Ces différents inconvénients nécessitent d’analyser le signal en temps et en fré-
quence.
Les signaux non stationnaires nécessitent la mise en place d’une analyse temps-fréquence qui permettra
une localisation des périodicités dans le temps et indiquera donc si la période varie d’une façon continue,
si elle disparaît puis réapparaît par la suite. La TF reste un outil privilégié pour estimer les paramètres de
ce modèle. Cela est dû à sa robustesse et à l’existence d’algorithmes rapides. En revanche, elle présente
une résolution fréquentielle limitée. Les méthodes d’analyse spectrale à Haute Résolution (HR) [66]
s’affranchissent de cette limite en exploitant la structure particulière du modèle de signal. Elles restent
cependant peu utilisées dans le cadre du traitement du signal en temps réel, notamment en raison de leur
coût de calcul élevé. Au final, l’utilisation de la TF sur un signal non périodique doit donc être effectuée
avec beaucoup de précautions pour éviter de faire de mauvaises interprétations.
On peut utiliser une transformation de Fourier à fenêtre glissante (STFT). La fenêtre temporelle peut
être du type : créneau, fenêtre triangulaire, fenêtre de Gauss, fenêtre de Hamming. La transformée en
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Ondelettes (Wavelet Transform) fournira une meilleure analyse du signal.
2.2.2 La Transformée de Fourier à fenêtre glissante
La localisation des caractéristiques d’un signal x (t), de longue durée et non stationnaire, est couramment
réalisée à l’aide d’un spectre à court terme. Celui-ci est associé, au voisinage de l’instant t, à une res-
triction du signal. Dans la STFT, le signal est divisé en segments temporels suffisamment petits pour que
l’on puisse supposer le signal stationnaire par morceau. Dans ce but, une fonction fenêtre W est choisie.
La largeur de cette fenêtre doit être égale au segment du signal où la stationnarité est valide.
SiW (t) est la fonction qui définit la fenêtre sur un certain intervalle, la STFT d’un signal x (t) est donnée
par :
g (f, b) =
∫ +∞
−∞
x (t)W∗ (t− b) e−2jpiftdt (2.2)
g (f, b) permet de connaître ce qui se passe autour de b et à la fréquence f .
La transformée inverse est donnée par :
x (t) =
∫∫
g (f, b)W (t− b) e2jpift · df · db (2.3)
En reprenant l’exemple du signal figure (2.2) x (t) non stationnaire composé de 4 fréquences 5, 10, 30, 70Hz
qui sont présentes sur quatre intervalles temporels.
x (t) = cos (2π5t) pour 0 ≤ t ≤ 0, 25s
x (t) = cos (2π10t) pour 0, 251 ≤ t ≤ 0, 5s
x (t) = cos (2π30t) pour 0, 501 ≤ t ≤ 0, 75s
x (t) = cos (2π70t) pour 0, 751 ≤ t ≤ 1s
Le spectrogramme fournit par sa STFT figure (2.3) met en évidence les bandes de fréquences autour de
5, 10, 30, 70Hz ainsi que les temps autour de 0, 25, 0, 5, 0, 75s correspondants aux temps d’apparition
d’une nouvelle fréquence.
L’inconvénient majeur de la TSFT est que la largeur de la fenêtre glissante est fixe ce qui impose d’ob-
server les transitoires lents (BF) et les transitoires rapides (HF) avec la même résolution.
D’après le principe d’incertitude de Heisenberg appliqué à l’information temps-fréquence d’un signal,
on ne peut pas connaître la représentation exacte temps- fréquence d’un signal. En d’autres termes, on
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FIGURE 2.3 – STFT d’un signal x (t) non stationnaire
ne peut pas connaître les fréquences existantes à des instants précis. Ce qu’on peut connaître, ce sont
les intervalles de temps dans lesquels certaines bandes de fréquences existent, ce qui revient donc à un
problème de résolution.
2.2.3 La Technique des ondelettes
La transformée en ondelettes (WT :Wavelet Transform) a été développée comme alternative à la STFT
[41] et permet de palier ses défauts de résolution, en compressant, en dilatant, et en translatant la fenêtre
d’observation. Le signal temporel est traité à l’aide de deux filtres l’un de type passe-haut et l’autre de
type passe-bas. Cette technique de filtrage permet d’extraire la partie BF (a) et la partie HF (d) du signal
( Annexe B). Cette procédure peut être répétée plusieurs fois selon le degré de résolution sur chacune des
deux parties BF et HF.
Pour appliquer le technique d’ondelette dans notre problème, analysons par exemple le signal s (t) non
stationnaire composé de 4 fréquences 5, 10, 20, 50Hz qui sont présentes sur quatre intervalles temporels.
s (t) = cos (2π5t) pour 0 ≤ t ≤ 0, 25s
s (t) = − cos (2π10t) pour 0, 251 ≤ t ≤ 0, 5s
s (t) = cos (2π20t) pour 0, 501 ≤ t ≤ 0, 75s
s (t) = cos (2π50t) pour 0, 751 ≤ t ≤ 1s
La décomposition de ce signal s (t) au niveau 2 avec une ondelette mère de type db4 est donnée par la
figure (2.4).
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 2. LES TECHNIQUES D’ESTIMATION EN TRAITEMENT DU SIGNAL 51
FIGURE 2.4 – Signal s (t) non stationnaire et sa décomposition en ondelettes db4 niveau 2
On notera sur les signaux détails d1 et d2 la détection des changements d’état.
On peut avoir l’ensemble des signaux de détails (d1 et d2) et des signaux d’approximations (a1 et a2)
ainsi que les coefficients de détail sur la figure (2.5).
Un des cas pratique que nous avons à traiter est celui d’un circuit résistif à plusieurs résistances en pa-
rallèles commutant à des instants différents. Le signal s (t) correspondant dans ce cas au courant total
mesuré à la fréquence de 50Hz et dont l’amplitude varie selon les instants de commutation des charges.
Le signal s (t) ainsi obtenu peut être sous la forme suivante :
s (t) = 50 cos (2π50t) pour 0 ≤ t ≤ 0, 25s
s (t) = 20 cos (2π50t) pour 0, 251 ≤ t ≤ 0, 5s
s (t) = 75 cos (2π50t) pour 0, 501 ≤ t ≤ 0, 75s
s (t) = 10 cos (2π50t) pour 0, 751 ≤ t ≤ 1s
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FIGURE 2.5 – Signaux d’approximations, coefficients et détails d’un signal s(t) non stationnaire
La décomposition de ce signal s (t) au niveau 1 avec une ondelette mère db7 est donnée par la figure (2.6).
Dans ce cas de figure, les changements d’état sont clairement mis en évidence dans d1, la fréquence de
50Hz est contenue dans a1.
Dans le cas d’un circuit comportant plusieurs charges résistives et une charge inductive (R en série avec
R0L parallèle) avec R = 10Ω, R0 = 1kΩ et L = 20mH . Le courant représenté en figure (2.7) est
donné par :
s (t) = 50 cos (2π50t) pour 0 ≤ t ≤ 0, 25s
s (t) = E
√
2
R+Lω sin(ϕ0) cos(ϕ0)
cos (ϕ)
[
sin (ϕ) e−
t
τ + sin (2π50t− ϕ)
]
pour 0, 251 ≤ t ≤ 0, 5s
s (t) = 75 cos (2π50t) pour 0, 501 ≤ t ≤ 0, 75s
s (t) = 10 cos (2π50t) pour 0, 751 ≤ t ≤ 1s
avec :
τ = LReq Req =
RR0
R+R0
E = 230V tan (ϕ0) =
R0
Lω
tan (ϕ) =
Lω sin2(ϕ0)
R+ Lω sin(ϕ0) cos(ϕ0)
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 2. LES TECHNIQUES D’ESTIMATION EN TRAITEMENT DU SIGNAL 53
FIGURE 2.6 – Signal non stationnaire sans transitoire et sa décomposition en ondelettes db7 niveau 1
Le régime transitoire dû à la branche RL apparaît dans l’intervalle de temps 0, 251 ≤ t ≤ 0, 5, traduit
par la présence du terme e− tτ .
La décomposition de ce signal s (t) au niveau 1 avec une ondelette mère db7 est représentée figure (2.7)
où on constate les différents changements d’état d1 et le régime transitoire dans a1.
En résumé, les signaux non-stationnaires (signal parole, signaux électriques, · · · ) sont mal décrits ou
représentés par une transformée de Fourier. Pour palier cette déficience, l’idée d’introduire la représenta-
tion du signal non pas en fonction d’ondes sinus et cosinus, mais plutôt comme une somme d’ondelettes
est une bonne approximation ainsi qu’une solution à retenir pour déterminer les instants de changements
d’états. Il reste toutefois à déterminer le type de la charge qui vient de commuter. Pour cela, une présen-
tation des techniques d’estimation des signaux est nécessaire.
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FIGURE 2.7 – Signal non stationnaire avec transitoire et sa décomposition en ondelettes db7 niveau 1
2.2.4 La méthode de Prony
Dès 1795, R. Prony décrit une méthode destinée à modéliser des données expérimentales par des expo-
nentielles amorties ce qui jette les bases de l’analyse paramétrique [43]. Cette méthode est pratiquement
contemporaine au travail de Fourier. Le principe de cette méthode consiste à transformer le problème
non linéaire de recherche des taux d’amortissement en un problème linéaire : les exponentielles cher-
chées sont les zéros d’un polynôme et la recherche des coefficients de celui-ci est un problème linéaire.
R. Prony avait traité le cas d’exponentielles réelles [61], mais le principe reste identique si on étend le
problème aux cas des exponentielles complexes. La série temporelle correspondant au modèle de l’Eq.
2.4 satisfait une équation de récurrence et le polynôme caractéristique de cette équation admet pour ra-
cines les pôles complexes zi du signal. L’estimation des coefficients de ce polynôme est un problème
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linéaire [44], [45]. Le formalisme ainsi utilisé consiste à résoudre une équation non linéaire.
y (n) = y ((n− 1)∆t)
=
M∑
i=1
Rizn−1i n = 1, · · · , L = 2M
=
M∑
i=1
Riesi(n−1)∆t
(2.4)
Les M inconnues
(
z−1i
)
1 6 i 6 M sont solutions d’un polynôme caractéristique de degré M donné
par l’Eq. 2.5.
1 + a1z
−1 + a21z−2 + · · ·+ aMz−M = 0 (2.5)
L’ensemble des échantillons (y1, . . . , yM , yn) avec n /∈ {1, . . . ,M} constitue un vecteur lié, on peut
donc exprimer y(n) sous la façon d’une combinaison linéaire de la base (yi) 1 6 i 6M . Il vient donc :
y (n) =
M∑
i=1
aiyn−i n = M + 1, · · · , 2M (2.6)
Par conséquence, à partir des 2M échantillons, les coefficients ai sont calculés en résolvant le système
suivant :


yM yM−1 · · · y1
yM+1 yM · · · y2
.
.
.
.
.
. · · · ...
y2M−1 y2M−2 · · · yM

 ·


a1
a2
.
.
.
aM

 =


yM+1
yM+2
.
.
.
y2M

 (2.7)
La résolution de l’Eq. 2.5 fournit les zi = esi∆t avec i = 1, · · · ,M . Les résidus sont obtenus en résol-
vant le système :


1 1 · · · 1
z1 z2 · · · zM
.
.
.
.
.
. · · · ...
zM−11 z
M−1
2 · · · zM−1M

 ·


R1
R2
.
.
.
RM

 =


y1
y2
.
.
.
yM

 (2.8)
Une fois les zi trouvés, les pôles si peuvent être calculé comme si = 1∆t ln (zi). Cette condition oblige
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d’avoir M = L2 racines car la méthode de Prony est une méthode non-paramétrique. L’égalité matricielle
correspond à un système de M équations linéaires. Le problème admet une solution unique si les zi sont
distincts. Les M racines du polynôme sont alors les pôles recherchés. Cependant, les valeurs obtenues
ne seront exactes que si le signal correspond exactement au modèle proposé et la solution unique du pro-
blème sera altérée dès lors que cette condition n’est plus remplie. Ce sera par exemple le cas si le nombre
de composantes est différent de M . La sensibilité des résultats numériques obtenus sera importante. Par
conséquent, une grande valeur de M génère un grand nombre de pôles dont certains peuvent être inutiles
pour la reconstitution du signal. A l’inverse, une faible valeur de M fournit un nombre de pôles qui peut
s’avérer insuffisant pour la reconstitution du signal. La méthode de Matrix Pencil pourra remédier à ce
problème en estimant au mieux la valeur de M .
La méthode de Prony étendue consiste à augmenter le nombre d’équations puis à résoudre le système au
sens des moindres carrés. Cette idée seule s’avère cependant insuffisante et les résultats sont largement
faussés par des faibles rapports signal à bruit. Une autre proposition vise à donner plus de "latitude" à la
méthode en augmentant le nombre d’inconnues ; ce qui est équivalent à augmenter l’ordre de a prédiction
linéaire (ou de la récurrence) ou encore le degré du polynôme. Ce problème, relié à l’analyse aux valeurs
propres des matrices de données, est abordé dans la partie (2.4).
2.2.5 La méthode de Matrix Pencil
Là encore, le modèle utilisé décrit le signal comme la somme d’exponentielles complexes :
y (t) =
M∑
i=1
Riesit (2.9)
On admet que les valeurs du signal y (t) sont connues sur N échantillons pris aux instants k∆t, avec
k = 0, 1, 2, · · · , N − 1. L’Eq. 2.9 appliquée à chaque échantillon fournit les N équations suivants :
y (0) = R1 +R2 + · · · +RM ,
y (1) = R1es1∆t +R2es2∆t + · · · +RMesM∆t,
y (2) = R1e2s1∆t +R2e2s2∆t + · · · +RMe2sM∆t,
.
.
.
y (N − 1) = R1e(N−1)s1∆t +R2e(N−1)s2∆t + · · · +RMe(N−1)sM∆t,
(2.10)
N désigne le nombre d’échantillons. M correspond au nombre de fonctions qui estiment au mieux le
signal désiré. Les principes de base de ce type d’approche furent établis par les travaux initiateurs de
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R. PRONY [43]. Ils ont donnés lieu à de très nombreux développements à tel point qu’il est difficile de
réunir une bibliographie complète de toutes les méthodes existantes. L’avantage de ce type de méthode est
de dépasser les limitations en terme de résolution auxquelles sont soumises les méthodes dites classiques
basées sur l’analyse de Fourier. La méthode de Matrix Pencil est souvent qualifiée pour cette raison de
haute résolution.
L’objectif est d’estimer au mieux la valeur de M et de trouver les résidus et les pôles correspondant Ri
et si. L’évaluation des ces paramètres revient à un problème de valeurs propres qui sera détaillé dans le
paragraphe 2.4.
La méthode de Matrix Pencil atteint des performances supérieures à Prony en termes de résolution et
permet une automatisation poussée du traitement. En présence de plusieurs fréquences très proches, la
méthode de Matrix Pencil est mieux adaptée que celle de Prony.
2.2.6 Autres méthodes à haute résolution
D’autres méthodes performantes pour l’extraction de l’information utile reposent sur l’analyse propre de
la matrice d’autocorrélation des données mesurées. Ces méthodes, développées ces 20 dernières années,
appelées non-paramétriques, cherchent à séparer l’espace initial en sous-espace signal propre, contenant
uniquement l’information utile, et en son complément, appelé sous-espace bruit. La première étape pour
la mise en oeuvre des méthodes à haute résolution basées sur la décomposition en sous-espace orthogo-
naux consiste en l’analyse propre de la matrice d’autocorrélation des vecteurs d’observation.
L’algorithme MUSIC ( MUltiple Signal Classification) est le plus connu parmi les méthodes à haute
résolution non-paramétriques [66], ainsi que la méthode ESPRIT (Estimation of Signal Parameters via
Rotational Invariance Techniques) [66]. Ces méthodes sont utilisées dans le cadre du traitement de la
parole, des signaux de musique. Leur application à des signaux issus des l’échantillonnage du courant et
de la tension n’est pas immédiate en raison du nombre de composantes sinusoïdales inconnu à priori.
Ces méthodes utilisent l’approche des moindres carrés [46] pour minimiser l’erreur donnée par l’Eq.
2.11 :
|ǫ|2 =
N−1∑
n=0
∣∣∣∣∣
M∑
k=1
Rkeskn∆t − y(n)
∣∣∣∣∣
2
(2.11)
M sera choisi de façon optimale parmi les plus petites valeurs qui permettent de garantir une erreur ac-
ceptable.
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2.3 Critères de choix
L’estimation des paramètres fréquences / facteurs d’amortissement des composantes sinusoïdales amor-
ties est un problème traité dans la littérature depuis deux siècles. Prony l’a exprimé dans son annale
d’essai expérimental et analytique [43] comme étant la somme d’exponentielles réelles dans l’analyse de
mesures thermodynamiques de détente de mélanges gazeux.
Les méthodes classiques bénéficient des algorithmes rapides de transformée de Fourier (TFR ou FFT)
mais sont limitées par le caractère fini de toute observation. La discontinuité introduite aux bornes de la
fenêtre provoque l’étalement du spectre et une perte de résolution. Ces défauts sont étudiés en détail dans
la plupart des ouvrages traitant de l’analyse spectrale ou de la transformée de Fourier.
Nous avons vu que la Transformé de Fourier n’est pas adaptée pour le traitement de signaux non sta-
tionnaires. Comme les signaux dans une installation électrique sont non stationnaires à cause de tous les
changements d’états, la TF n’est pas conseillée. D’autre part, nous perdons la représentation de l’instant
où s’est produit un évènement. Finalement, nous avons des difficultés à différencier entre deux fréquences
voisines sur des observations temporelles petites.
Les méthodes paramétriques s’appuient au contraire sur un modèle du signal. Elles supposent la conti-
nuité du signal en dehors de la fenêtre d’observation. Elles n’ont pas de limite théorique en résolution.
Le prix a payer en contrepartie est une complexité de calcul plus importante. De plus, les méthodes para-
métriques sont par essence sensibles aux erreurs d’estimation alors que la transformée de Fourier ne fait
que modifier la représentation du signal.
Le principe des méthodes spécifiques ou encore haute résolution repose sur un modèle de signal. Les
propriétés mathématiques du modèle sont exploitées pour estimer ses paramètres. Il peut s’agir d’un mo-
dèle de somme de sinus non amorties comme pour la méthode de MUSIC [65]. Matrix Pencil de HUA et
SARKAR [52] modélisent le signal sous forme d’une somme de sinus amortis.
En plus de la technique de résolution, notre objectif est l’implantation d’un algorithme de complexité
raisonnable pour une application en temps réel intégrable dans un système embarqué tel que le compteur
d’énergie électrique. La méthode choisie doit être la plus optimisée possible, fiable et à faible coût de
calcul. C’est sur la base de ces critères que notre choix se portera. En comparant les diverses méthodes
présentées aux paragraphes précédents, notre choix s’est figé sur une d’entre elles : la méthode de Matrix
Pencil.
Pour illustrer mes propos, les exemples suivant donnent des comparaisons entre les différentes méthodes
et la méthode de Matrx Pencil. Pour donner un exemple, avec un signal comprenant deux fréquences
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proches 50Hz et 51Hz donné en figure 2.8, le signal x (t) ainsi obtenu peut être sous la forme suivante :
x (t) = cos (2π50t) + cos (2π51t)
La fenêtre d’observation contient 1000 points sur la durée de 1s. L’analyse de Fourrier n’est pas ap-
plicable sur ces données. En effet on ne pourra pas séparer les deux pics centrés sur chaque fréquence
puisque la largeur de ces pics est supérieur à la différence de ces deux fréquences. C’est la propriété
duale des observations temporelles, qui reste valable quelque soit la largeur de la fenêtre d’observation
(c’est à dire de la précision fréquentielle atteinte par l’analyse de Fourier).
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FIGURE 2.8 – Signal x (t) observé sur une durée de 1s, traité avec la TF et la méthode de Matrix Pencil
On remarque par contre que l’application de Matrix Pencil sur ces mêmes données est satisfaisante par la
précision d’estimation des fréquences présentes. Il faut noter que l’application de cette méthode sur une
portion du signal donne la même précision.
En augmentant la largeur de la fenêtre d’observation à 2s avec la même fréquence d’échantillonnage la
TF est capable de distinguer les deux fréquences proches comme le montre la figure 2.9.
Pour des signaux bruités on donne l’exemple suivant avec un signal bruité comprenant une fréquence de
50Hz donné en figure 2.10, le signal x (t) ainsi obtenu peut être sous la forme suivante :
x (t) = cos (2π50t) + n (t)
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FIGURE 2.9 – Signal x (t) observé sur une durée de 2s, traité avec la TF et la méthode de Matrix Pencil
La transformé de Fourier ainsi que Matrix Pencil sont capable d’extraire les fréquences présentes. Des
comparaisons plus poussé pour l’estimation des fréquences prouvent que la méthode de Matrix Pencil
est plus robuste en présence de bruits [48].
La STFT palie à quelques inconvénients de la TF mais l’observation d’un signal avec une fenêtre
constante est un inconvénient majeur. La technique des ondelettes permet l’observation d’un signal avec
une fenêtre variable mais une signature de charges en termes de coefficients d’ondelettes (HF et BF) est
lourde en termes d’implantation industrielle. Ces trois dernières méthodes sont non paramétriques et non
spécifiques.
Les domaines d’applications des méthodes paramétriques spécifiques ou à hautes résolution sont variés.
Il en est d’usuels, pour lesquels l’utilisation de ces méthodes est courante et d’autres, dont les signaux
électriques font partie, pour lesquels cette utilisation est peu répandue.
La comparaison de la méthode de Prony avec celle de Matrix Pencil montre que les propriétés de ces
estimateurs évalués en termes de leur biais et variance sont meilleures dans la méthode de Matrix Pencil.
La méthode de Prony originale repose fondamentalement sur la recherche des zéros d’un polynôme de
degré M (Somme de M exponentielles amorties). La méthode de Prony a été étendue à un polynôme de
matrices. On trouve que Matrix Pencil représente une amélioration en terme de variance des estimateurs
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FIGURE 2.10 – Signal x (t) bruité observé sur une durée de 1s, traité avec la TF et la méthode de Matrix
Pencil
par rapport à Prony. Elle utilise les mêmes principes : décomposition en valeurs singulières et approxima-
tion de la matrice de données, mais elle introduit une redondance supplémentaire, en s’appuyant sur les
propriétés d’un polynôme de matrice défini à l’aide de deux matrices de données décalées. Elle permet
de sélectionner l’ordre de modélisation d’une manière indépendante de la dimension du signal N .
On applique les deux méthodes sur le signal x (t) = cos (t) échantillonné sur 100 points, la figure 2.11
représente les pôles qui résultent de chaque méthode. En examinant le signal, on doit s’attendre à la ré-
solution d’un polynôme à deux pôles. La méthode de Prony qui surestime le problème à résoudre a pu
trouver ces deux pôles comme la méthode de Matrix Pencil, mais en plus elle a trouvé bien d’autres pôles
correspondant à la surestimation de M = 100
2
= 50 par rapport à la valeur utile qui est 2.
Sans connaissance à priori de l’ordre de M du signal utile, il est impossible de déduire ce paramètre pour
l’application de la méthode de Prony. La méthode Matrix Pencil quant à elle est capable de classer les
pôles par ordre d’importance. Le choix de M est alors plus aisé.
Il y a encore deux autres méthodes hautes résolution qui sont les méthodes MUSIC et ESPRIT. Elles
présentent de fortes ressemblances avec la méthode de Matrix Pencil. Il suffit de construire la matrice de
corrélation en fonction de la matrice de Vandermonde et de la variance du bruit. La différence entre ces
deux méthodes est que ESPRIT est réalisée dans un espace de dimension M appelé sous espace signal et
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FIGURE 2.11 – * : Pôles du signal x (t) avec la méthode de Matrix Pencil, o : Pôles du signal x (t) avec
la méthode de Prony
que MUSIC est utilisée dans un sous espace de dimension M appelé sous espace bruit.
En revenant à notre problème, on souhaite traiter le courant et la tension correspondant à la consommation
totale de la résidence. La méthode à suivre doit être par la suite embarquée dans une carte électronique
intégrant le compteur d’énergie électrique. Notre choix portera alors sur la méthode de Matrix Pencil,
qui a prouvé au cours de cette étude de comparaison sa capacité à identifier les instants de changements
d’états de la même manière que la technique des ondelettes, et à traduire les signaux du courant et de la
tension en un nombre de pôles et de résidus bien limités représentant les charges en présence.
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2.4 Méthode de Matrix Pencil
Cette méthode présente une amélioration en termes de variance des estimateurs par rapport aux méthodes
précédentes. Elle utilise les mêmes principes de décomposition en valeurs singulières et approximation
de la matrice de données, mais elle introduit une redondance supplémentaire, en utilisant deux matrices
de données décalées (L’Eq. 2.18 et 2.19).
2.4.1 Fondements théoriques
Ce paragraphe détaille les résultats théoriques qui sont à la base de l’algorithme de Matrix Pencil.
En général, on trouve dans plusieurs article tel que ceux de T. K. SARKAR [52] et [56] la forme de
modélisation d’un signal y (t) issu d’une mesure physique, observé dans le temps et contenant du bruit,
sous la forme suivante :
y (t) = x (t) + n (t) 0 ≤ t ≤ T (2.12)
Avec,
y (t) = signal mesuré
x (t) = signal propre
n (t) = bruit observé dans le signal mesuré (blanc gaussien)
On cherche à exprimer le signal propre x (t) discrétisé sous la forme :
x (k) =
M∑
i=1
Rizki k = 0, · · · , N − 1 (2.13)
On utilise la discrétisation suivante dans le temps :
yk = y (kTe) (2.14)
Où
Ri = résidu ou amplitude complexe
Te = représente la période d’échantillonnage
L’expression de zki est tel que
zki = e
siTek
= e(αi+jβi)Tek
(2.15)
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Avec,
si = pôle complexe
αi = facteurs d’atténuations de valeurs négatives
βi = fréquences angulaires
En finale, l’équation complète sera sous la forme :
y (kTe) = x (kTe) + n (kTe)
≈
M∑
i=1
Rizki + n (kTe)
(2.16)
Dans la formule 2.16, les M pôles complexes zi et les résidus complexes Ri sont les inconnus à déter-
miner. Ce paramètre M est très important pour la séparation du signal propre et du bruit. Le bon choix
de M sera détaillé dans la partie 2.4.4.2.
La méthode utilise un outil mathématique appelé la méthode de Matrix Pencil qui repose sur les proprié-
tés du polynôme de matrices de données défini par :
det {Y2 − λY1} = 0 (2.17)
Les valeurs de λ correspond aux valeurs propres généralisées de l’Eq. 2.17. Les matrices de Hankel Y2
et Y1 sont construites à partir des N échantillons de y [k] donnés par l’Eq. 2.14, et définies à l’aide du
paramètre Pencil L par les expressions présentés dans l’article [58] :
Y1 =


y(1) y(2) · · · y(L)
y(2) y(3) · · · y(L+ 1)
.
.
.
.
.
. · · · ...
y(N − L) y(N − L+ 1) · · · y(N − 1)


(N−L)×L
(2.18)
Y2 =


y(2) y(3) · · · y(L+ 1)
y(3) y(4) · · · y(L+ 2)
.
.
.
.
.
. · · · ...
y(N − L+ 1) y(N − L+ 2) · · · y(N)


(N−L)×L
(2.19)
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La matrice Y2 est décalée d’un échantillon par rapport à la matrice Y1. Le paramètre L qui fixe les
dimensions des matrices, et permet de mieux estimer le signal. On démontre comme dans les références
[55]-[54] que :
N
3
≤ L ≤ N
2
(2.20)
Par conséquent, la détermination de λ, devient équivalente à la résolution du modèle complexe de
l’Eq.2.13. Y1 et Y2 sont définies comme dans [57] par :
Y1 = Z1 · R · Z2 (2.21)
Y2 = Z1 · R · Z0 · Z2 (2.22)
où Z1 et Z2 sont des matrices de Vandermonde sous la forme suivante :
Z1 =


1 1 · · · 1
z1 z2 · · · zM
.
.
.
.
.
. · · · ...
zN−L−11 z
N−L−1
2 · · · zN−L−1M


(N−L)×M
(2.23)
Z2 =


1 z1 · · · zL−11
1 z2 · · · zL−12
.
.
.
.
.
. · · · ...
1 zM · · · zL−1M


M×L
(2.24)
Z0 = diag [z1, z2, · · · , zM ] (2.25)
R = diag [R1,R2, · · · ,RM ] (2.26)
Z0 et R sont des matrices diagonales de dimensions (M ×M).
En utilisant les expressions de Y1 et Y2 données par l’Eq. 2.21 et 2.22, l’expression 2.17 devient :
Y2 − λY1 = Z1 · R · {Z0 − λI} · Z2 (2.27)
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Où I est la matrice identité de dimension (M ×M). On peut démontrer d’une manière générale [57],
[51] que le rang de {Y2 − λY1} est égale à M et répond à la double inégalité :
M ≤ L ≤ N −M (2.28)
On construit le problème aux valeurs propres pour trouver les zi comme suit :
det {Y2 − λY1} = 0 (2.29)
ou bien
det
{
Y+1 Y2 − λI
}
= 0 (2.30)
Y+1 la pseudoinverse de Y1.
Y+1 =
{
YT1 · Y1
}−1 · YT1 (2.31)
T est la transposée d’une matrice quelconque.
En présence de signaux entachés de bruits, un pré-filtrage des données est nécessaire. Pour cela, une
méthode de moindres carrés associée à de la méthode Matrix Pencil a prouvé ses capacités [55], [53],
[54], [51]. A partir des deux matrices de Hankel Y1 et Y2 provenant du signal de départ bruité y (t), on
forme la matrice Y tel que :
Y =


y(1) y(2) · · · y(L+ 1)
y(2) y(3) · · · y(L+ 2)
.
.
.
.
.
. · · · ...
y(N − L) y(N − L+ 1) · · · y(N)


(N−L)×(L+1)
(2.32)
Notons que Y1 et Y2 sont obtenus à partir de Y en supprimant respectivement la dernière colonne cL+1
et la première colonne c1.
Y =
[
c1 Y2
]
=
[
Y1 cL+1
]
(2.33)
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Dans la méthode de Matrix Pencil, on ne trouve plus les solutions par la recherche des racines d’un
polynôme, mais par celle des valeurs propres d’une matrice. La prochaine étape consiste à appliquer la
décomposition en valeurs singulières de cette matrice afin de séparer le signal propre du signal bruité.
2.4.2 Décomposition en valeurs singulières de la matrice de données
2.4.2.1 Définition
Calculer les valeurs propres et les vecteurs propres d’une matrice est un des problèmes les plus importants
en analyse numérique linéaire. La décomposition d’une matrice en valeurs singulières est plus robuste
d’un point de vu numérique et plus utilisée en pratique que la décomposition sous forme de Jordan ou de
Smith. Pour toute matrice réelle Y ∈ R(N−L)×(L+1), la décomposition de Y en valeurs singulières est de
la forme suivante :
Y = UΣVT (2.34)
Où U de dimension (N − L) × (N − L) et V de dimension (L + 1) × (L + 1) sont deux matrices
orthogonales, Σ est une matrice réelle de dimension (N − L)× (L+ 1) dont seuls les termes de la 1ère
diagonale sont non nuls. Ces matrices sont telles que :
UUT = I
VVT = I
(2.35)
Σ = diag {σ1, σ2, · · · , σh} , avec h = min {N − L,L+ 1} (2.36)
Avec,
σ1 ≥ σ2 ≥ · · · ≥ σM ≥ σM+1 ≥ · · · ≥ σh
Les matrices U et V ne sont pas uniques, mais les σi le sont. Le rang de la matrice Y est égale au nombre
de valeurs singulières non nulles de σ. Pour calculer U, V et Σ, le problème se ramène à un problème
aux valeurs propres des matrices carrées YTY et YYT . Considérons que N − L > L+ 1, en multipliant
l’Eq. 2.34 par sa transposée, (YTY matrice appartenant à R(L+1)×(L+1), on obtient :
YTY = VΣUTUΣVT
= VΣ2VT
(2.37)
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Or, puisque Y est une matrice réelle, elle est diagonalisable dans une base orthogonale de vecteurs
propres. Cette matrice YTY admet M valeurs propres non nulles et L+ 1−M valeurs propres nulles si
le signal est non bruité. En revanche, en présence de bruit, toutes les valeurs sont non nulles.
2.4.2.2 Décomposition de la matrice
La décomposition en valeurs singulières de la matrice Y donnée par l’Eq. 2.34 permettra de donner
les expressions de la décomposition des matrices Y1 et Y2 données par l’Eq. 2.18 et 2.19.
Y1 = UΣVT1 (2.38)
Y2 = UΣVT2 (2.39)
V1 et V2 sont obtenues à partir de V en supprimant respectivement la dernière et la première colonne
[59]. Soit M le nombre de valeurs singulières significatives, on construit les matrices filtrées de U, V1,V2
et Σ. On ne gardera de ces matrices que la partie utile. Cela s’écrit sous la forme suivante :
UM = U (1 : N − L, 1 : M)
VM1 = V1 (1 : L, 1 : M)
VM2 = V2 (2 : L+ 1, 1 : M)
ΣM = Σ(1 :M, 1 : M)
(2.40)
Compte tenu des expressions de Y1,Y2 (Eq.2.38 et 2.39), l’équation 2.29 devient :
det
{
UMΣMVMT2 − λUMΣMVMT1
}
= 0 (2.41)
équivalent à
det
{
VMT2 − λVMT1
}
= 0 (2.42)
Cette façon d’estimer les zi permet d’avoir la meilleure estimation des pôles en présence du bruit dans
le signal mesuré. Une fois les pôles zi calculés, les résidus Ri résultent de la résolution d’un système
linéaire de N équations à M inconnues :
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

y (1)
y (2)
.
.
.
y (N)

 =


1 1 · · · 1
z1 z2 · · · zM
.
.
.
.
.
. · · · ...
zN−11 z
N−1
2 · · · zN−1M

 ·


R1
R2
.
.
.
RM

 (2.43)
2.4.3 Qualité de l’estimateur de la méthode de Matrix Pencil
Ce paragraphe étudie la qualité de l’estimateur Matrix Pencil, à l’aide du calcul théorique de sa variance.
Les pôles (zi) (1 ≤ i ≤ M ) du signal sont obtenus dans la méthode Matrix Pencil comme les valeurs
propres de la matrice Y+1 Y2. Ces matrices sont des matrices de données dont les éléments sont les échan-
tillons de la matrice donnée par l’Eq. 2.32. La méthode fournit des valeurs zt exactes lorsque le signal
n’est pas perturbé, mais ces valeurs peuvent être perturbées en présence du bruit. On cherche ici l’ex-
pression des perturbations δzi.
Celles-ci sont déterminées par un calcul de perturbation d’ordre 1. Elles sont considérés comme petites
devant les composantes sinusoïdales. On décompose alors les matrices de données en deux termes : une
matrice de signal propre Yp et une matrice dont les éléments sont les échantillons de la perturbation δY
soit :
{
Y1 = Y1p + δY1
Y2 = Y2p + δY2
(2.44)
On appelle pi et qi les vecteurs propres à droite et à gauche de la matrice Y+1 Y2, associés à la valeur
propre zi tels que pHi qi = 1. En d’autres termes :
pHi Y+1 Y2 = ztp
H
i (2.45)
Y+1 Y2qi = ztqi (2.46)
L’expression de la perturbation des valeurs propres δzi de Y+1 Y2 peut se mettre sous la forme suivante :
δzi = p
H
i δ
(
Y+1 Y2
)
qi (2.47)
En utilisant les équations 2.21 et 2.22, on a Y+1 Y2 = Z
+
2 Z0Z2. On admet le théorème utilisé dans l’article
[49] (voir équation 13) qui précise que :
δ
(
Y+1 Y2
)
= δ
(
Y+1
)
Y2p + Y+1p δ (Y2) (2.48)
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en reportant l’Eq. 2.48 dans 2.47 [52], on obtient :
δzi = p
H
i δ
(
Y+1 Y2
)
qi
= pHi
(
δ
(
Y+1
)
Y2p + Y+1p δ (Y2)
)
qi
= −pHi Y+1p δY1Y+1pY2p qi + pHi Y+1p δY2 qi
= −pHi Y+1p δY1zi qi + pHi Y+1p δY2 qi
(2.49)
En reprenant l’Eq. 2.21 et 2.22, on montre comme dans [49] que :
pHi Y+1p = p
H
i Z+2 R
−1Z+1 =
1
Ri p
H
i (2.50)
La combinaison de 2.49 et 2.50 conduit à :
δzi =
1
Ri p
H
i (δY2 − ziδY1) qi (2.51)
On a exprimé la perturbation sur les valeurs propres par rapport à l’erreur produite sur les matrices Y1
et Y2. En ce référant toujours au même article [49] on peut écrire l’équation de la variance de l’erreur
d’estimation comme :
V arδzi =
1
|Ri|2
qHi P
H
i RnnPiq
∗
i (2.52)
Les différents paramètres de l’équation 2.52 sont détaillés dans la référence [52]. Rnn désigne la matrice
covariance du vecteur ni (1 ≤ i ≤ N le vecteur de bruit) et Pi de dimension N × L est constitué des
éléments pi,j (1 ≤ j ≤ N − L) tels que pi,j désigne le jième élément de pi. Les autres éléments de Pi
étant nuls.
2.4.4 Réglage des paramètres
Dans l’utilisation pratique de l’algorithme Matrix Pencil, il faut fixer les paramètres de la méthode, à
savoir :
– le paramètre Pencil L,
– le choix crucial deM qui permet de séparer le bruit du signal propre pour une meilleure estimation,
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2.4.4.1 Choix de L
En ce qui concerne ce choix, il existe une valeur de L qui, dans le cas où le signal ne comporte qu’une
seule composante réelle, minimise la variance de l’estimateur. Sa valeur optimale est :
L =
N
2
(2.53)
En se référant à l’article de T. K. SARKAR [52],on peut trouver une expression analytique de la variance
de l’estimateur dans le cas d’une seule fréquence non amortie. Soit :
x = Rejωt (2.54)
Dans ce cas, l’Eq. 2.52 amène au résultat
V arδω =
σ2
|R|2


1
L(N − L)2 si L ≤ N/2
1
L2(N − L) si L ≥ N/2
(2.55)
On peut alors montrer facilement qu’il existe pour une valeur de N donnée, deux valeurs optimales pour
le paramètre L qui sont :
L = N/3 et L = 2N/3
En pratique toutes les valeurs comprises entre ces deux valeurs sont utilisables. A l’aide de l’équation
2.52, on peut trouver la variance ou les facteurs d’amortissement dans n’importe quel cas par calcul nu-
mérique. Dans le cas général, la variance reste symétrique autour de L = N/2 on retrouve les minimums
dans la figure 2.12 qui traite un signal e2pi0,1t + 0, 7e2pi0,3t avec deux pôles.
FIGURE 2.12 – Variances minimales comprises entre N/3 et 2N/3 pour le signal e2pi0,1t + 0, 7e2pi0,3t
Dans tous les cas, le choix de N/3 ≤ L ≤ 2N/3 reste un bon choix.
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2.4.4.2 Choix de M
Le paramètre M obéit à une double inégalité extraite de l’Eq. 2.28 :
M ≤ L ≤ N −M (2.56)
Se choix permet de séparer les parties considérées utiles du signal des parties considérées relevant du
bruit. Une proposition du choix de M a été développée dans l’article [57] de T. K. SARKAR. Il classe
les valeurs singulières par ordre d’importance et fixe un seuil défini par :
σM
σ1
≈ 10−p (2.57)
où p le nombre de décimales significatives.
Ce critère présente l’avantage de proposer un seuil relatif qui prend en compte la variation temporelle
du σ1. La difficulté de mise en oeuvre réside dans le fait où M est sujet à variation d’une fenêtre de
traitement à l’autre ou que la première valeur singulière ne présente que du bruit.
Dans le présent travail, nous avons enrichi ce critère en introduisant un test sur σ1 et en respectant la
contrainte de l’Eq. 2.56.
Notons tout de même, que les signaux traités présentent une partie fondamentale, une partie harmonique
et une partie transitoire. Une reconstruction complète du signal impose naturellement de définir un seuil
minimal de M . L’ensemble de ces considérations empêchent dans l’immédiat de proposer un choix de
M systématisé. Un approfondissement théorique est nécessaire pour garantir un choix optimal.
2.5 Conclusion
Dans ce chapitre, différentes techniques pour l’identification du signal ont été approfondies en revue : La
transformée de Fourier, la transformée de Fourier à fenêtre glissante, la méthode de Prony, la technique
des ondelettes et enfin la méthode de Matrix Pencil. Nous avons retenu cette dernière méthode qu’on ap-
pliquera à chaque fenêtre du signal temporel de la tension et du courant. Les signatures extraites (valeurs
singulières, pôles et résidus) permettent de remplacer l’ensemble des mesures temporelles, le retour au
signal original est alors très aisé. Le suivi de ces signatures devrait être déterminant pour l’identification
des usages.
Cette technique est applicable tant en régime permanent qu’en transitoire. Elle est en particulier capable
d’extraire le régime forcé, caractéristique de la charge, pendant les phases transitoires. De plus, la mé-
thode de Matrix Pencil présente l’avantage de filtrer numériquement les bruits de la chaîne de mesures
sans effort supplémentaire.
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3.1 Introduction
Ce chapitre a pour objectif d’une part de valider l’application de la méthode de Matrix Pencil sur les si-
gnaux issus du réseau domestique et d’autre part de proposer une démarche permettant la reconnaissance
des différentes charges électrique. Les charges examinées ici sont des charges électriques élémentaires
R, RL, RC et RLC ainsi que celles résultant de leurs mises en parallèle. Le cas d’une charge non linéaire
est également étudié.
La méthode de Matrix Pencil sera appliquée au courant électrique délivré aux charges. Ce signal sera
donc exprimé sous forme de pôles et résidus. La phase de validation consiste alors à comparer les valeurs
des pôles et résidus fournies par la méthode de Matrix Pencil à celles issues d’un calcul analytique.
La phase de reconnaissance permet de montrer qu’à partir des valeurs des pôles et résidus du courant, on
peut identifier le type des charges en présence. Ainsi chaque charge peut être caractérisée par les valeurs
des pôles et résidus qui lui sont associées et qui constituent donc une signature de cette charge.
La fréquence des échantillons sera liée aux conditions de l’analyse par la méthode de Matrix Pencil. Dans
ce chapitre les signaux étudiés seront échantillonnés à une basse fréquence de 1600Hz.
3.2 Contexte et méthode d’analyse
La méthode d’analyse utilisée dans ce chapitre peut être schématisée par la figure 3.1
FIGURE 3.1 – Principe de la méthode d’analyse
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3.2.1 Signaux analysés
Les signaux étudiés dans ce chapitre ne sont pas des signaux électriques mesurés mais ceux obtenus à
l’aide d’outils de simulation électronique tels SPICE ou SIMULINK. De façon générale, le circuit élec-
trique simulé peut être représenté par le schéma suivant (figure 3.2).
FIGURE 3.2 – Schéma général d’une charge électrique simulée
La source de tension sinusoïdale idéale e (t) = E
√
2 sin (ωt) modélise la tension secteur. On considère
E = 230V et ω = 100πrd/s.
Le terme charge modélise l’ensemble des charges domestiques en présence. Cette charge totale peut être
constituée de plusieurs charges élémentaires en parallèle. L’interrupteur permet de simuler l’enclenche-
ment (mise en marche) ou le déclenchement (mise en arrêt) de la charge. D’autres groupes de charges
avec leurs interrupteurs peuvent être ajoutés en parallèle. Chacune des charges élémentaires peut être
enclenchée ou déclenchée indépendamment des autres.
Le courant i (t) représente le courant à l’entrée de l’installation. Ce courant, dont les valeurs sont calcu-
lées par l’outil de simulation, constitue le signal à analyser en vue de l’identification.
3.2.2 Analyse théorique du circuit
Que ce soit pour la phase de validation de la méthode de Matrix Pencil ou pour la phase de reconnais-
sance des charges, il est essentiel de connaître les expressions théoriques des pôles et résidus ainsi que
leurs significations. Ainsi, pour chaque type de charge élémentaire, la théorie des circuits permet d’ex-
primer de façon analytique le courant i (t) dans la base d’exponentielles complexes aussi utilisée par la
méthode de Matrix Pencil Eq. 3.1
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i (t) =
M∑
i=1
Riesi t (3.1)
avec si = αi + jβi
La démarche utilisée ici fait appel aux résultats classiques des systèmes linéaires. L’étude des équations
différentielles qui régissent le fonctionnement de ces systèmes conduit au résultat suivant : la réponse
d’un système est la somme de la solution générale de l’équation sans second membre qui correspond au
régime libre et d’une solution particulière de l’équation avec second membre qui correspond au régime
forcé ou permanent du système. Les variables permettant de caractériser le système sont appelées va-
riables d’état, elles correspondent soit au courant dans une inductance, soit à la tension aux bornes d’un
condensateur.
Le régime libre traduisant la réponse du système sans excitation est caractéristique de l’équation diffé-
rentielle. Il contient l’ordre du système ainsi que ses propriétés ; constante de temps pour les systèmes du
premier ordre, pulsation propre et coefficient d’amortissement pour les systèmes du deuxième ordre. Ces
grandeurs peuvent être déterminées à partir du schéma électrique en éteignant les excitations, c’est-à-dire
en remplaçant les sources de tension par un court-circuit et les sources de courant par un circuit ouvert.
Pour déterminer complètement ce régime libre, il faut connaître les conditions initiales concernant les
variables d’état, les conditions finales sont quant à elles obligatoirement nulles.
Le régime forcé correspond à une réponse du système avec excitation. Il est donc dans notre cas sinu-
soïdal, de même fréquence que l’excitation. Pour déterminer ce régime forcé, une technique consiste à
utiliser les impédances complexes.
On peut également déterminer simultanément ces deux régimes en utilisant l’expression du signal dans
le domaine de Laplace suivi d’une transformée de Laplace inverse.
Le détail des calculs pour chacune des charges élémentaires présentées dans la partie 3.3 est donné dans
l’annexe C.
3.2.3 Détermination des valeurs des pôles et des résidus par la méthode de Matrix Pencil
La méthode de Matrix Pencil appliquée directement sur le signal temporel i (t) fournit les valeurs numé-
riques des pôles et des résidus. Il est nécessaire de préciser les conditions d’application de la méthode,
à savoir ; la technique utilisée pour détecter les changements d’état, l’instant de début de traitement, la
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largeur de la fenêtre d’analyse ainsi que le nombre de points échantillonnés par fenêtre d’analyse.
3.2.3.1 Détection des changements d’état
La détection des instants de changement d’état (enclenchement ou déclenchement d’une charge) est
primordiale pour la phase d’identification. Deux techniques peuvent être utilisées :
– La première consiste à détecter les instants de changement d’état en utilisant la méthode des On-
delettes puis à appliquer la méthode de Matrix Pencil à partir de cet instant.
– La deuxième consiste à appliquer systématiquement la méthode de Matrix Pencil sur des fenêtres
d’analyse successives. Les variations du nombre de pôles, des valeurs des résidus et des valeurs
singulières permettent de détecter un changement d’état.
Cette deuxième technique a l’avantage de n’utiliser qu’une seule méthode pour à la fois détecter les
changements d’état et caractériser les charges.
3.2.3.2 Fenêtre d’analyse
On se propose dans cette partie d’analyser le signal obtenu par la simulation illustré figure 3.3.
Ce signal correspond au courant fourni à une charge enclenchée à l’instant t0 = 0. L’observation de ce
signal fait apparaître de façon évidente un régime transitoire pour 0 ≤ t ≤ 0, 4s et un régime permanent
pour t > 0, 4s de même périodicité que l’excitation T = 20ms. La fréquence d’échantillonnage est de
1600Hz.
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FIGURE 3.3 – Exemple de signal i (t) fourni par SPICE
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L’idée est de remplacer ce signal temporel par un ensemble de pôles et résidus, en nombre limité, et
parfaitement représentatif de la charge enclenchée.
La première expérience a consisté à appliquer le traitement par la méthode de Matrix Pencil à partir de
l’instant t0 = 0 et sur la totalité du signal disponible c’est-à-dire de 0 à 0, 8s. Les résultats obtenus
résumés dans le tableau 3.1 montrent trois pôles et leurs résidus associés. En se rappelant que les valeurs
des pôles et des résidus sont le résultat de la décomposition du signal sur une base d’exponentielles
complexes (Eq. 3.1) , on reconnaît les deux pôles liés au régime forcé, imaginaires purs et opposés
(αi = 0 et βi = ±2π50 = ±314, 16) et un pôle réel négatif traduisant le régime libre. Ces trois valeurs
de couples pôle-résidu permettent de caractériser le signal et donc la charge qui a été enclenchée. Cette
façon de faire, efficace quant au résultat obtenu, reste néanmoins coûteuse en termes de calcul compte
tenu du nombre important de points à considérer.
Pôles Résidus
0, 0000 + 314, 16j −51, 72 − 3, 27j
0, 0000 − 314, 16j −51, 72 + 3, 27j
10 + 0j 103, 43 − 0j
TABLE 3.1 – Pôles et résidus associés pour une fenêtre d’analyse (0− 0, 8s)
Consécutif à cette remarque, l’objectif est alors d’essayer de réduire la largeur de la fenêtre d’analyse
sans que le résultat soit erroné.
Ainsi la méthode a été testée en choisissant comme fenêtre d’analyse l’intervalle de temps entre deux pas-
sages par zéro du courant. Le traitement est effectué successivement sur chacune des fenêtres d’analyse.
Le suivi temporel des pôles et résidus associés fournis par les traitements successifs est donné figure 3.4
sur laquelle les valeurs des parties réelles et imaginaires des pôles et résidus sont représentées à l’instant
de début de la fenêtre traitée. Les pôles liés au régime forcé ainsi que les résidus associés sont représentés
par " * " pour le 50 Hz et par " ◦ " pour son conjugué −50 Hz. Les valeurs liées au régime libre sont
indiquées par " * ".
La confrontation des résultats obtenus pour les deux cas de fenêtre d’analyse suscite plusieurs remarques :
– Le suivi temporel des pôles figure 3.4 montre que le nombre et les valeurs des pôles sont constants
dans le temps et correspondent à ceux donnés dans le tableau 3.1. Ceci ci tend à montrer qu’il
s’agit d’une caractéristique de la charge.
– Les valeurs des résidus ne sont quant à elles pas constantes et s’éloignent de plus en plus des
valeurs données dans le tableau 3.1 au fur et à mesure que l’on progresse dans le temps. De plus,
on peut remarquer que le résidu lié au régime libre présente une décroissance exponentielle qui
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FIGURE 3.4 – Suivi des pôles et résidus sur un traitement toutes les périodes du courant
reflète celle de l’enveloppe du signal traité figure 3.3.
Les variations de ces résidus, gênantes pour la caractérisation de la charge trouvent naturellement leur
explication dans la formulation de la méthode de Matrix Pencil. En effet, celle-ci consiste à exprimer
le signal traité dans une base d’exponentielles complexes Eq.3.1 où Ri représente le résidu associé au
pôle Si = αi + jβi. Ainsi lorsque le traitement est appliqué à une fenêtre d’analyse dont l’instant de
début est noté tk, ce n’est pas le signal de départ i (t) qui est analysé mais ce signal décalé dans le temps
i (t+ tk) (Eq. 3.2). Ainsi pour chaque résidu indicé i, la nouvelle valeur R′i est égale à sa valeur initiale
Ri multipliée par un coefficient d’erreur e(si tk) où si est le pôle associé.
i (t+ tk) =
M∑
i=1
Riesi (t+tk) =
M∑
i=1
R′iesi t (3.2)
avec R′i = Riesi tk = Rie(αi+jβi) tk
Un choix judicieux consiste à choisir les fenêtres d’analyse successives débutant sur un passage par zéro
de la tension et coïncidant avec les périodes de la tension. Ainsi la largeur de toutes les fenêtres d’analyse
sera la même T = 20ms, et l’instant de début de chaque fenêtre sera un multiple de T . Dans ce cas, les
résidus associés aux pôles du régime forcé seront systématiquement corrigés car pour ces pôles αi = 0
et βi = 2π/T , l’erreur dans ce cas disparaît. En ce qui concerne les résidus associés aux pôles du régime
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libre, l’erreur subsiste, il faudra donc normaliser ces valeurs en les divisant par e(si tk). La figure 3.5
montre le suivi temporel des pôles et résidus obtenu lorsque la technique de normalisation précédente
et un passage par zéro du début de la fenêtre sont utilisés. Pour les trois résidus, on retrouve bien des
valeurs indépendantes de la fenêtre d’analyse et égales à celles fournies par le tableau 3.1. Ainsi le signal
complet de la figure 3.3 peut être remplacé par trois couples pôle-résidu caractéristiques de la charge
enclenchée.
0 0.2 0.4 0.6
−15
−10
−5
0
5
pôles
Temps(s)
pa
rti
e 
ré
el
le
0 0.2 0.4 0.6
−400
−200
0
200
400
Temps (s)
pôles
pa
rit
e 
im
ag
in
ai
re
0 0.2 0.4 0.6
−100
0
100
200
résidus
Temps(s)
pa
rti
e 
ré
el
le
0 0.2 0.4 0.6
−4
−2
0
2
4
résidus
Temps(s)
pa
rit
e 
im
ag
in
ai
re
FIGURE 3.5 – Suivi temporel des pôles et résidus normalisés
3.2.3.3 Fréquence d’échantillonnage et nombre de points par fenêtre d’analyse
Comme on l’a justifié au paragraphe précédent, la méthode de Matrix Pencil sera dorénavant appliquée
sur des fenêtres d’analyse successives définies entre deux passages à zéro de la tension secteur d’excita-
tion et donc de largeur T = 20ms. Le nombre de points d’échantillonnage N sur une fenêtre d’analyse
doit être suffisant pour construire les matrices Y1 et Y2 (Eq. 2.18 et Eq. 2.19) utilisées par la méthode
de Matrix Pencil ainsi que pour déterminer les M couples pôle-résidu nécessaires à la description des
charges en présence.
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Le nombre de couples pôle-résidu minimal Mmin nécessaire à la description de Nc charges distinctes est
donné par l’équation 3.3.
Mmin = 2 (1 +H) +
Nc∑
i=1
ni (3.3)
ni = désigne le nombre de pôles liés au régime libre et caractéristique de la charge i
(ni = 1 pour les charges élémentaires du premier ordre)
H = indique le nombre de composantes harmoniques du 50Hz prises en compte
pour l’ensemble des charges.
En respectant la relation 2.53 démontrée au chapitre 2, on déduit la condition que doit satisfaire le nombre
minimal d’échantillons Nmin.
Nmin > 2Mmin (3.4)
De plus, pour une largeur de la fenêtre d’analyse T fixée, la fréquence d’échantillonnage fe doit respecter
la relation suivante :
T · fe > Nmin (3.5)
Un compromis entre le nombre de charges à détecter et la faisabilité d’un prototype intégrant la méthode
de Matrix Pencil pour l’identification des charges nous permet de fixer le nombre minimal de couples
pôle-résidu Mmin = 16, le nombre minimal de points sera Nmin = 32, ce qui impose une fréquence
d’échantillonnage fe d’au moins 1600Hz.
3.3 Charge linéaire
Une charge linéaire Z est un récepteur constitué de dipôles électriques linéaires, elle est simplement ca-
ractérisée par son module et sa phase.
En régime sinusoïdal, elle est définie par une impédance complexe Z = |Z| ejφ.
En excitant cette impédance par une tension sinusoïdale e, le courant i parcourant cette charge est alors
solution d’une équation différentielle. Il est composé d’un terme stationnaire relatif au régime forcé ou à
la solution particulière iforcé et d’un terme transitoire relatif au régime libre ou à la solution sans second
membre ilibre.
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i = iforcé + ilibre (3.6)
D’après la représentation de Fresnel iforcé = I
√
2 sin (ωt− φ) si e = E√2 sin (ωt) avec
I =
E
|Z| =
E cos (φ)
Re (Z) .
D’après le modèle de Heaviside, ilibre est solution de l’équation différentielle homogène
n∑
k=0
ak i
(k)
libre = 0 où i
(k)
libre est la dérivée kième de ilibre et ak est un coefficient constant.
Pour déterminer ilibre, on cherche les solutions de la forme est ce qui nous amène à résoudre le polynôme
caractéristique
n∑
k=0
ak s
k = 0.
Ce polynôme peut se mettre sous la forme
lmax∏
l=1
(s− sl)ml où sl est une racine complexe d’ordre ml telle
que
lmax∑
l=1
ml = n.
Le courant relatif à cette phase transitoire s’exprime alors par ilibre =
lmax∑
l=1
Pl(t)e
slt où Pl(t) est un
polynôme de degré ml − 1.
Le courant total i est la somme de iforcé et ilibre donc :
i =
lmax∑
l=1
Pl(t)e
slt +
E
√
2 cos (φ)
Re (Z) sin (ωt− φ) (3.7)
Les coefficients des polynômes Pl sont déterminés à partir des conditions initiales des n variables d’état
relatives à l’impédance d’ordre n.
Dans le cas général où la tension d’entrée présente des harmoniques d’ordres supérieurs
(
eh = Eh
√
2 sin (hωt)
)
h≥2.
Le courant harmonique de rang h s’exprime par ih = Ih
√
2 sin (hωt− φh)
où Ih =
Eh
|Zh| =
Eh cos (φh)
Re (Zh)
.
Dans ces conditions, le courant forcé est la somme du courant fondamental et des courants harmoniques.
iforcé = I
√
2 sin (ωt) +
H+1∑
h=2
Ih
√
2 sin (hωt− φh) (3.8)
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Le courant libre reste inchangé et l’expression du courant total est enrichie par la contribution des har-
monique.
i =
lmax∑
l=1
Pl(t)e
slt +
E
√
2 cos (φ)
Re (Z) sin (ωt− φ) +
H+1∑
h=2
Eh
√
2 cos (φh)
Re (Zh)
sin (hωt − φh) (3.9)
Dans l’ensemble de ce travail de thèse, nous avons considéré que les racines du polynôme caractéristique
sont distincts. C’est souvent le cas des charges traitées en pratique. Pl se confond alors avec la constante
Rl et lmax atteint la valeur n.
Notre méthode d’identification Matrix Pencil est capable d’extraire l’ensemble de ces pôles et rési-
dus. Ils se déduisent de la formule 3.9 tels que les n pôles libres (sl)1≤l≤n et 2 (H + 1) pôles forcés
(±jhω)1≤h≤H+1.
Les résidus du régime libre sont (Rl)1≤l≤n et les résidus du régime forcé sont
(
±Eh
√
2
2j
e∓jφh
|Zh|
)
1≤h≤H+1
.
Le choix optimal du paramètre M (paragraphe 2.4.4.2) risque d’ignorer les pôles et les résidus les moins
significatifs.
Afin de comprendre et vérifier la capacité d’identification de notre méthode, on se propose de traiter des
charges élémentaires du premier et du second ordre qui sont à la base de charges réelles.
3.3.1 Charge résistive
Le schéma général du circuit électrique simulé en figure 3.2 devient dans ce cas :
La charge est enclenchée à l’instant t = t0 = 0, la condition initiale i (t = to) = 0. Les résultats numé-
riques seront donnés pour une charge R = 100Ω.
L’allure du courant simulé fourni par SPICE est représentée figure 3.7.
L’analyse théorique du circuit fournit la forme analytique du signal Eq. 3.10. Cette expression correspond
au régime forcé, le régime libre n’existe pas pour ce type de charge.
i (t) =
E
√
2
R
sin (ωt) (3.10)
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FIGURE 3.6 – Schéma électrique du circuit simulé dans le cas d’une charge résistive
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FIGURE 3.7 – Courant simulé dans le cas d’une charge résistive R = 100Ω
Exprimé sur une base d’exponentielles complexes, i (t) s’écrit :
i (t) =
E
√
2
R
· e
jωt − e−jωt
2j
(3.11)
Cette expression révèle la présence de seulement deux pôles imaginaires purs conjugués jω et −jω liés
au régime forcé et associés à deux valeurs de résidus également conjuguées. Le tableau 3.2 résume le
résultat de cette décomposition en terme de pôles et résidus.
Le suivi temporel des pôles et résidus obtenus à l’issue du traitement par la méthode de Matrix Pencil
sur des fenêtres d’analyse successives de 20ms et débutant sur un passage par zéro de la tension est
illustré figure 3.8. Les valeurs obtenues sont bien indépendantes de la fenêtre d’analyse. On retrouve les
deux pôles imaginaires purs et conjugués imputés au régime forcé ainsi que leurs résidus imaginaires et
opposés.
Une comparaison des valeurs numériques obtenues par les deux méthodes a permis de valider l’appli-
cation de la méthode de Matrix Pencil et de garantir sa précision. Les valeurs théoriques obtenues sont
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Indice i Pôle si = αi + jβi Résidu Ri
1 0 + ωj 0 + E
√
2
2j
2 0− ωj 0− E
√
2
2jR
TABLE 3.2 – Pôles et résidus théoriques dans le cas d’une charge résistive R
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FIGURE 3.8 – Suivi temporel des pôles et résidus pour une charge résistive R = 100Ω
données dans le tableau 3.3. Une comparaison entre les valeurs théoriques et celles données par Matrix
Pencil a permis de valider ces résultats avec une grande précision.
Valeurs théoriques
si Ri
0 + 314, 16j 0, 0001 − 1, 63j
0− 314, 16j 0, 0001 + 1, 63j
TABLE 3.3 – Valeurs des pôles et résidus dans le cas d’une charge R = 100Ω
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Ainsi une charge résistive R est caractérisée par uniquement deux pôles liés au régime forcé de valeur
±jω associés à des résidus imaginaires purs de valeur ∓jE
√
2
2R .
3.3.2 Charge RL parallèle
Le schéma général du circuit électrique simulé figure 3.2 devient dans ce cas :
FIGURE 3.9 – Schéma électrique du circuit simulé dans le cas d’une charge RL parallèle
La charge est enclenchée à l’instant t = t0 = 0. La condition initiale relative à la variable d’état, ici le
courant dans l’inductance est iL (t0) = iL0.
Les résultats numériques seront donnés pour une charge de valeurs R = 1Ω et L = 10mH .
L’allure du courant obtenu par simulation est représentée figure 3.10.
L’analyse théorique du circuit (Annexe C) permet d’écrire le courant i (t) sous la forme suivante :
i (t) = iL0 +
E
√
2
R cos (φ)
sin (ωt− φ)− E
√
2
R cos (φ)
sin (ωt0 − φ) (3.12)
avec,
tan (φ) =
R
Lω
Exprimé sur une base d’exponentielles complexes, i (t) devient :
i (t) = iL0 − E
√
2
R cos (φ)
sin (ωt0 − φ) + E
√
2
R cos (φ)
(
ej(ωt−φ) − e−j(ωt−φ))
2j
(3.13)
Cette expression révèle la présence de seulement deux pôles imaginaires purs conjugués jω et −jω liés
au régime forcé et associés à deux valeurs de résidus également conjuguées. Cette charge ne génère pas
de régime libre, en effet on constate l’absence de pôle à partie réelle négative traduisant la décroissance
exponentielle liée à ce régime. En revanche, on observe une composante continue qui se manifestera par
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FIGURE 3.10 – Courant simulé dans le cas d’une charge RL parallèle R = 1Ω et L = 10mH
un pôle nul associé à une valeur de résidu réelle non nulle.
Le tableau 3.4 donne le résultat de cette décomposition théorique.
Indice i Pôle si = αi + jβi Résidu Ri
1 0 + ωj
E
√
2
2jR cos (φ)
e−jφ
2 0− ωj − E
√
2
2jR cos (φ)
ejφ
3 0 iL0 − E
√
2
R cos (φ)
sin (ωt0 − φ)
TABLE 3.4 – pôles et résidus théoriques dans le cas d’une charge RL parallèle
Le suivi temporel des pôles et résidus obtenus par la méthode de Matrix Pencil sur des fenêtres d’ana-
lyse successives de 20ms et débutant sur un passage à zéro de la tension est donné figure 3.11. Les
valeurs obtenues sont bien indépendantes de la fenêtre d’analyse. Les valeurs des couples pôle-résidu
correspondent à celles données dans le tableau 3.4. " * " et " ◦ " représentent les pôles du régime forcé
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respectivement 50Hz et −50Hz, les résidus associés sont bien complexes conjugués. " * " exprime la
composante continue.
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FIGURE 3.11 – Suivi temporel des pôles et résidus pour une charge RL parallèle R = 1Ω et L = 10mH
Les valeurs numériques obtenues par la méthode théorique sont données table 3.5. On a noté la très bonne
adéquation avec une précision de l’ordre du centième entre les valeurs numériques obtenues par les deux
méthodes théorique et numérique.
Valeurs théoriques
si Ri
0 + 314, 16j −51, 77 − 162, 63j
0− 314, 16j −51, 77 + 162, 63j
0 103, 54 + 0j
TABLE 3.5 – Valeurs des pôles et résidus dans le cas d’une charge RL parallèle R = 1Ω et L = 10mH
Une charge RL parallèle peut donc être caractérisée par deux pôles liés au régime forcé de valeurs ±jω
associés à des résidus complexes conjugués de valeurs ± E
√
2
2jR cos (φ)
e∓jφ et éventuellement par un pôle
nul à valeur de résidu réel iL0 − E
√
2
R cos (φ)
sin (ωt0 − φ) représentant une composante continue.
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 3. IDENTIFICATION DES CHARGES ÉLÉMENTAIRES EN BASSES FRÉQUENCES 89
3.3.3 Charge RC série
Le schéma général du circuit électrique simulé figure 3.2 devient dans ce cas :
FIGURE 3.12 – Schéma électrique du circuit simulé dans le cas d’une charge RC série
La charge est enclenchée à l’instant t = t0 = 0. La condition initiale relative à la variable d’état, ici la
tension aux bornes du condensateur est vC(t = to) = vC0.
Les résultats numériques seront donnés pour une charge de valeurs R = 10Ω et C = 1mF .
L’allure du courant obtenu par simulation est représentée figure 3.13.
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FIGURE 3.13 – Courant simulé dans le cas d’une charge RC série R = 10Ω et C = 1mF
L’analyse théorique du circuit (Annexe C) permet d’écrire le courant i (t) sous la forme suivante :
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i (t) = − 1
R
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
e−
t−t0
τ +
E
√
2
R
cos (φ) sin (ωt− φ) (3.14)
avec,
tan (φ) =
−1
RCω
τ = RC
Exprimé sur une base d’exponentielles complexes, i (t) devient :
i (t) = − 1
R
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
e−
t−t0
τ +
E
√
2
R
cos (φ)
ej(ωt−φ) − e−j(ωt−φ)
2j
(3.15)
Comme dans les cas précédents, il apparaît dans cette expression les deux pôles imaginaires purs conju-
gués jω et −jω liés au régime forcé et associés à deux valeurs de résidus complexes conjuguées. On
observe la présence d’un pôle supplémentaire réel négatif qui traduit le régime libre caractérisé par une
décroissance exponentielle, associé à un résidu réel négatif. On retrouve bien ici la réponse d’une charge
du premier ordre de constante de temps τ = RC = 10ms.
Le tableau 3.6 donne le résultat de cette décomposition théorique.
Indice i Pôle si = αi + jβi Résidu Ri
1 0 + ωj
E
√
2
2jR
cos (φ) e−jφ
2 0− ωj −E
√
2
2jR
cos (φ) e+jφ
3 −1
τ
+ 0j − 1
R
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
TABLE 3.6 – pôles et résidus théoriques dans le cas d’une charge RC série
Le résidu R3 lié au régime libre sera divisé par e(s3 tk) (voir Eq. 3.2) où s3 est la valeur du pôle corres-
pondant.
Le suivi temporel des pôles et résidus obtenus par la méthode de Matrix Pencil sur dix fenêtres d’analyse
successives est donné figure 3.14. Il décrit bien les trois couples pôle-résidu du tableau 3.6. " * " et " ◦
" représentent les pôles du régime forcé respectivement 50Hz et −50Hz, les résidus associés sont bien
complexes conjugués. " * " exprime le régime libre.
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FIGURE 3.14 – Suivi temporel des pôles et résidus pour une charge RC série R = 10Ω et C = 1mF
La confrontation des valeurs numériques obtenues avec les deux méthodes donne une bonne adéquation
avec une précision de l’ordre du centième. Le tableau 3.7 présente les valeurs théoriques obtenues dans
ce cas.
Valeurs théoriques
si Ri
0 + 314, 16j 4, 7− 14, 77j
0− 314, 16j 4, 7 + 14, 77j
−100 + 0j −9, 40 + 0j
TABLE 3.7 – Valeurs des pôles et résidus dans le cas d’une charge RC série R = 10Ω et C = 1mF
Ainsi une charge RC série est caractérisée par trois couples pôle-résidu, deux pôles liés au régime forcé
de valeurs ±jω associés à des résidus complexes conjugués de valeurs ± E
√
2
2jR
cos (φ) e(∓ jφ) et un pôle
réel négatif traduisant le régime libre et associé à un résidu réel négatif de valeur
− 1
R
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
.
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3.3.4 Charge RL série
Le schéma général du circuit électrique simulé figure 3.2 devient dans ce cas :
FIGURE 3.15 – Schéma électrique du circuit simulé dans le cas d’une charge RL série
La charge est enclenchée à l’instant t = t0 = 0. La condition initiale relative à la variable d’état, ici le
courant dans l’inductance est
i (t0) = iL0
.
Les résultats numériques seront donnés pour une charge de valeurs R = 1Ω et L = 10mH .
L’allure du courant obtenu par simulation est représentée figure 3.16.
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FIGURE 3.16 – Courant simulé dans le cas d’une charge RL série R = 1Ω et L = 10mH
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L’analyse théorique du circuit (Annexe C) permet d’écrire le courant iL (t) sous la forme suivante :
iL (t) =
(
iL0 − E
√
2
R
cos (φ) sin (ωt0 − φ)
)
e−
t−t0
τ +
E
√
2
R
cos (φ) sin (ωt− φ) (3.16)
avec,
tan (φ) =
Lω
R
τ =
L
R
Exprimé sur une base d’exponentielles complexes, i (t) devient :
iL (t) =
(
iL0 − E
√
2
R
cos (φ) sin (ωt0 − φ)
)
e−
t−t0
τ +
E
√
2
R
cos (φ)
ej(ωt−φ) − e−j(ωt−φ)
2j
(3.17)
Comme dans les cas précédents, il apparaît dans cette expression les deux pôles imaginaires purs conju-
gués jω et −jω liés au régime forcé et associés à deux valeurs de résidus complexes conjuguées. On
observe la présence d’un pôle supplémentaire réel négatif qui traduit le régime libre caractérisé par une
décroissance exponentielle, associé à un résidu réel positif. On retrouve bien ici la réponse d’une charge
du premier ordre de constante de temps τ = L
R
= 10ms.
Le tableau 3.8 donne le résultat de cette décomposition théorique.
Indice i Pôle si = αi + jβi Résidu Ri
1 0 + ωj
E
√
2
2jR
cos (φ) e−jφ
2 0− ωj −E
√
2
2jR
cos (φ) e+jφ
3 −1
τ
+ 0j
(
iL0 − E
√
2
R
cos (φ) sin (ωt0 − φ)
)
TABLE 3.8 – pôles et résidus théoriques dans le cas d’une charge RL série
Le suivi temporel des pôles et résidus obtenus par la méthode de Matrix Pencil sur dix fenêtres d’analyse
successives est donné figure 3.17. Il décrit bien les trois couples pôle-résidu du tableau 3.8. " * " et " ◦
" représentent les pôles du régime forcé respectivement 50Hz et −50Hz, les résidus associés sont bien
complexes conjugués. " * " exprime le régime libre.
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FIGURE 3.17 – Suivi temporel des pôles et résidus pour une charge RL série R = 1Ω et L = 10mH
La confrontation des valeurs numériques obtenues avec les deux méthodes donne une très bonne adéqua-
tion. Le tableau 3.9 présente les valeurs numériques obtenues avec la méthode théorique.
Valeurs théoriques
si Ri
0 + 314, 16j −47− 14, 96j
0− 314, 16j −47 + 14, 96j
−100 + 0j 94, 01 + 0j
TABLE 3.9 – Valeurs des pôles et résidus dans le cas d’une charge RL série R = 1Ω et L = 10mH
Ainsi une charge RL série est caractérisée par trois couples pôle-résidu, deux pôles liés au régime forcé
de valeurs ±jω associés à des résidus complexes conjugués de valeurs ± E
√
2
2jR
cos (φ) e∓ jφ et un pôle
réel négatif traduisant le régime libre et associé à un résidu réel positif de valeur(
iL0 − E
√
2
R
cos (φ) sin (ωt0 − φ)
)
.
3.3.5 Charge RLC série
Le schéma général du circuit électrique simulé figure 3.2 est donné figure 3.18.
La charge est enclenchée à l’instant t = t0 = 0. Les deux conditions initiales relatives aux deux variables
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FIGURE 3.18 – Schéma électrique du circuit simulé dans le cas d’une charge RLC série
d’état sont : vC(t = to) = vC0 et iL (t0) = iL0.
Les résultats numériques seront donnés pour une charge caractérisée par les valeurs R = 1Ω, L = 20mH
et C = 60mF .
L’allure du courant obtenu par simulation est représentée figure 3.19.
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FIGURE 3.19 – Courant simulé dans le cas d’une charge RLC série R = 1Ω, L = 20mH et C = 60mF
L’analyse théorique du circuit (annexe C) permet d’obtenir le courant i (t) sous la forme suivante :
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 3. IDENTIFICATION DES CHARGES ÉLÉMENTAIRES EN BASSES FRÉQUENCES 96
i (t) =
E
√
2
R
cos (φ) sin (ωt− φ) +Aek1ω0(t−t0) +Bek2ω0(t−t0) si ξ 6= 1 (3.18)
avec, tan(φ) =
Lω − 1
Cω
R
ω0 =
1√
LC
.
A, B, k1 et k2 sont des variables interne aux calcul donné dans l’annexe C, on notera que k1 et k2 sont
des valeurs complexes.
Exprimé sur une base d’exponentielles complexes, i (t) devient :
i (t) =
E
√
2
R
cos (φ)
ej(ωt−φ) − e−j(ωt−φ)
2j
+Aek1ω0(t−t0) +Bek2ω0(t−t0) (3.19)
Comme dans les cas précédents, il apparaît dans cette expression les deux pôles imaginaires purs conju-
gués +jω et −jω liés au régime forcé et associés à deux valeurs de résidus complexes conjuguées. S’y
ajoutent deux pôles supplémentaires complexes conjugués qui traduisent le régime libre, associés à deux
valeurs de résidu également complexes conjuguées. On retrouve bien ici la réponse oscillatoire d’une
charge du deuxième ordre caractéristique coefficient d’amortissement et sa pulsation propre.
Le tableau 3.10 donne le résultat de cette décomposition en termes de pôles et résidus.
Indice i Pôle si = αi + jβi Résidu Ri
1 0 + ωj
E
√
2
2jR
cos (φ) e−jφ
2 0− ωj −E
√
2
2jR
cos (φ) ejφ
3 k1ω0 Ae
(−k1ω0t0)
4 k2ω0 Be
(−k2ω0t0)
TABLE 3.10 – pôles et résidus théoriques dans le cas d’une charge RLC série
Le suivi temporel des pôles et résidus obtenus par la méthode de Matrix Pencil sur vingt fenêtres d’ana-
lyse successives est donné figure 3.20. Il décrit bien les quatre couples pôle-résidu du tableau 3.10. " *
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" et " ◦ " représentent les pôles du régime forcé respectivement 50Hz et −50Hz, les résidus associés
sont bien complexes conjugués. " * " et " ◦ " expriment les pôles et résidus complexes conjugués liés au
régime libre.
0 0.1 0.2 0.3 0.4
−30
−20
−10
0
10
pôles
Temps(s)
pa
rti
e 
ré
el
le
0 0.1 0.2 0.3 0.4
−400
−200
0
200
400
Temps (s)
pôles
pa
rit
e 
im
ag
in
ai
re
0 0.1 0.2 0.3 0.4
−40
−20
0
20
40
résidus
Temps(s)
pa
rti
e 
ré
el
le
0 0.1 0.2 0.3 0.4
−50
0
50
résidus
Temps(s)
pa
rit
e 
im
ag
in
ai
re
FIGURE 3.20 – Suivi temporel des pôles et résidus pour une charge RLC série R = 1Ω, L = 20mH et
C = 60mF
La confrontation des valeurs numériques obtenues avec les deux méthodes donne une très bonne adéqua-
tion avec une précision en 10−4. Le tableau 3.11 donne les valeurs obtenues par la méthode théorique.
Valeurs théoriques
si Ri
0 + 314, 16j −25, 45 − 4, 08j
0− 314, 16j −25, 45 + 4, 08j
−25− 14, 43j 25, 45 − 44, 83j
−25 + 14, 43j 25, 45 + 44, 83j
TABLE 3.11 – Valeurs des pôles et résidus dans le cas d’une charge RLC série R = 1Ω, L = 20mH et
C = 60mF
Ainsi une charge RLC série est caractérisée par quatre couples pôle-résidu, deux pôles liés au régime
forcé de valeurs ±jω associés à des résidus complexes conjugués de valeurs ±E
√
2
2jR
cos (φ) e∓jφ et
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 3. IDENTIFICATION DES CHARGES ÉLÉMENTAIRES EN BASSES FRÉQUENCES 98
deux pôles complexes conjugués de valeurs k1,2ω0 traduisant le régime libre et associés à deux résidus
complexes conjugués de valeurs Ae(k1ω0) et Be(k2ω0).
3.4 Mise en parallèle des charges élémentaires
On considère ici une charge linéaire (figure 3.2) plus complexe constituée de différentes charges élé-
mentaires en parallèle pouvant être enclenchées ou déclenchées de façon indépendante. L’objectif est de
montrer comment, en analysant le courant i (t) à l’entrée du circuit à l’aide de la méthode de Matrix
Pencil, on peut reconnaître chacune des charges élémentaires enclenchées.
Au paragraphe précédent, l’examen du courant absorbé par chaque charge élémentaire a permis de ca-
ractériser chacune d’elle par un ensemble de couples pôle-résidu. Le tableau 3.12 récapitule les résultats
obtenus pour chacune des charges.
Charge élémentaire R RL série
régime forcé nombre 2 2
pôle ±jω ±jω
Résidu ±E
√
2
2jR ±
E
√
2
2jR
cos (φ) e∓ jφ
régime libre nombre 0 1
pôle −1
τ
résidu
(
iL0 − E
√
2
R
cos (φ) sin (ωt0 − φ)
)
Charge élémentaire RC série RLC série avec ξ 6= 1
régime forcé nombre 2 2
pôle ±jω ±jω
Résidu ± E
√
2
2jR
cos (φ) e∓ jφ ±E
√
2
2jR
cos (φ) e∓jφ
régime libre nombre 1 2
pôle −1
τ
k1ω0, k2ω0
résidu − 1
R
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
Ae(−k1ω0t0)
Be−(k2ω0t0)
TABLE 3.12 – Paramètres de comparaison entre les charges élémentaires
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Lorsque plusieurs charges en parallèle sont enclenchées, le courant total absorbé est égal à la somme des
courants absorbés par chacune des charges. Ce courant total est donc défini par la somme instantanée des
courants absorbés par les charges enclenchées.
L’étude théorique relative à une charge linéaire Z développée dans 3.3 peut s’élargir à la mise en pa-
rallèle de Nc charges linéaires distinctes, chacune consommant un courant ii présentant ni pôles libres
(sl,i)
1≤i≤Nc
1≤l≤ni et 2 (H + 1) pôles forcés (±jhω)1≤h≤H+1.
Les résidus correspondants se déduisent de la forme générique (Eq.3.9). (Rl,i)1≤i≤Nc1≤l≤ni sont les résidus
des régimes libres et
(
±Eh
√
2
2j
Nc∑
i=1
e∓jφh,i
|Zh,i|
)
1≤h≤H+1
sont les résidus du régime forcé.
Ainsi, pour le régime forcé, les pôles étant identiques pour toutes les charges, le résidu total ne sera autre
que la somme algébrique des résidus caractéristiques de chacune des charges élémentaires. Par contre, les
pôles liés au régime libre sont différents pour chacune des charges, par conséquent, les résidus associés
ne s’ajouteront pas, ils apparaîtront de façon distincte.
Les deux configurations étudiées ici sont respectivement les enclenchements simultanés de différents
types de charges et les enclenchements séquentiels.
3.4.1 Enclenchements simultanés
Le terme simultané exprime ici tout intervalle de temps inférieur à la période d’échantillonnage. Pour les
méthodes NIALM examinées au chapitre 1, l’enclenchement simultané de plusieurs charges représente
un obstacle à l’identification. On se propose ici de montrer la capacité de la méthode de Matrix Pencil à
identifier plusieurs charges ayant été enclenchées simultanément.
3.4.1.1 Enclenchements simultanés de charges de même type
L’exemple étudié est illustré par le circuit électrique de la figure 3.21.
Les deux charges sont de type RC série. Les charges sont enclenchées à l’instant t = t0 = 0. Les condi-
tions initiales sont données par : vc1(t = to) = v10 et vc2(t = to) = v20.
Les résultats numériques seront donnés pour deux charges de constantes de temps τ1 = R1C1 =
10× 10−3 = 10ms et τ2 = R2C2 = 10× 5 · 10−3 = 50ms.
L’allure du courant i (t) à l’entrée, obtenu par simulation est représentée figure 3.22.
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 3. IDENTIFICATION DES CHARGES ÉLÉMENTAIRES EN BASSES FRÉQUENCES 100
FIGURE 3.21 – Schéma électrique du circuit simulé dans le cas de deux charges RC série mises en
parallèle et enclenchées simultanément
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FIGURE 3.22 – Courant simulé dans le cas de deux charges RC série enclenchées simultanément τ1 =
R1C1 = 10× 10−3 = 10ms et τ2 = R2C2 = 10× 5 · 10−3 = 50ms
Le suivi temporel des pôles et résidus normalisés obtenus par la méthode de Matrix Pencil sur dix fenêtres
d’analyse successives est donné figure 3.23. Le traitement fournit quatre couples pôle-résidu. Deux " *
" et " ◦ " représentent les pôles du régime forcé respectivement 50Hz et −50Hz, les résidus associés
sont bien complexes conjugués. Les deux autres " * " et "  " expriment le régime libre, ils caractérisent
chacun une charge du premier ordre définie par un pôle réel négatif. En conséquence, on peut affirmer
que deux charges du premier ordre ont été enclenchées entre les instants t = 0 et t = 20ms.
La deuxième étape consiste à reconnaître la nature RC série ou RL série des charges. Pour ce faire, on
calcule, à partir des résidus liés au régime forcé, la valeur de φ. Celle-ci est liée à l’argument du résidus
R1 par φ = −π
2
− arg(R1).
Le signe de φ permet de définir si la charge est plutôt inductive ou plutôt capacitive.
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FIGURE 3.23 – Suivi temporel des pôles et résidus pour deux charges RC série enclenchées simultané-
ment τ1 = R1C1 = 10 × 10−3 = 10ms et τ2 = R2C2 = 10× 5 · 10−3 = 50ms
Dans le cas d’une charge RL série, φ est positif.
Dans le cas d’une charge RC série, φ est négatif.
Dans ce cas φ = −π
2
− arg(5.7139− 30.9685j) = −0.1825rd. D’où les deux charges sont de type RC
avec respectivement des constantes de temps de 1
100
= 10ms et
1
20
= 50ms.
3.4.1.2 Enclenchements simultanés de charges de types différents
Pour tester ce cas de figure on considère une charge RC série en parallèle avec une charge RLC série.
Le circuit électrique simulé est donné figure 3.24
Les charges sont enclenchées à l’instant t = t0 = 0. Les conditions initiales sont données par vc1 (t = to) =
v10 , iL2 (t = t0) = i20, vc2 (t = to) = v20. Les résultats numériques seront donnés pour deux charges
de valeurs R1 = 10 Ω, C1 = 50mF et R2 = 1 Ω, C2 = 30mF , L2 = 1mH .
L’allure du courant i (t) à l’entrée, obtenu par simulation est représentée figure 3.25.
Le suivi temporel des pôles et résidus normalisés obtenus par la méthode de Matrix Pencil sur dix fe-
nêtres d’analyse successives est donné figure 3.26.
Le traitement fournit cinq couples pôle-résidu. Deux " * " et " o " représentent les pôles du régime forcé
respectivement 50Hz et −50Hz, les résidus associés sont bien complexes conjugués. Les trois autres "
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FIGURE 3.24 – Schéma électrique du circuit simulé dans le cas de l’enclenchement simultané d’une
charge R1C1 série mise en parallèle avec une charge R2L2C2 série
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FIGURE 3.25 – Courant simulé dans le cas l’enclenchement simultané d’une charge R1C1 série mise
en parallèle avec une charge R2L2C2 série R1 = 10 Ω, C1 = 50 mF et R2 = 1 Ω, C2 = 30 mF ,
L2 = 1mH
* ", " o " et "  " expriment le régime libre. Les deux premier pôles complexes conjugués " * ", " o "
caractérisent une charge du deuxième ordre. Le troisième couple " " caractérise une charge du premier
ordre définie par un pôle réel négatif. On peut donc affirmer qu’entre les instants t = 0 et t = 20ms une
charge du premier ordre et une du deuxième ordre ont été enclenchées.
Pour le régime forcé, les pôles sont invariants tandis que les résidus se rajoutent algébriquement.
Pour le régime libre, les pôles et les résidus se regroupent.
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FIGURE 3.26 – Suivi temporel des pôles et résidus normalisés dans le cas l’enclenchement simultané
d’une charge R1C1 série mise en parallèle avec une charge R2L2C2 série R1 = 10 Ω, C1 = 50mF et
R2 = 1 Ω, C2 = 30mF , L2 = 1mH
3.4.2 Enclenchements séquentiels
Dans cette partie, plusieurs charges élémentaires mises en parallèle sont enclenchées à des instants dif-
férents. Outre la phase de reconnaissance des différentes charges, une difficulté supplémentaire apparaît
dans ce cas, identifier les instants auxquels sont enclenchées les différentes charges. Cette détection des
instants de changement d’état peut être réalisée de différentes manières (paragraphe 3.2.3.1).
La première technique consiste à utiliser la méthode des ondelettes pour détecter les instants de change-
ment d’état puis à appliquer la méthode de Matrix Pencil à partir de ces instants.
La deuxième consiste à appliquer systématiquement la méthode de Matrix Pencil sur des fenêtres d’ana-
lyse successives.
A l’issue de chaque traitement, la méthode fournit un ensemble de couples pôle-résidu ainsi qu’un en-
semble de valeurs singulières non directement exploitées jusqu’alors. Cette deuxième technique utilise
les variations du nombre de pôles ou des valeurs des résidus ou des valeurs singulières pour détecter un
changement d’état.
Une modification des valeurs singulières traduit de façon synchrone une transition dans le signal traité.
Pour un état stationnaire, c’est-à-dire en l’absence de commutation de charges, ces valeurs singulières
sont constantes. De plus, de manière indirecte, les pôles et résidus sont liés aux valeurs singulières.
L’exemple étudié est illustré par le circuit électrique de la figure 3.27.
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FIGURE 3.27 – Schéma électrique du circuit simulé dans le cas d’enclenchements séquentiels de trois
charges mises en parallèle
Les trois charges sont enclenchées respectivement aux instants t1 = 0, 1s, t2 = 0, 27s et t3 = 0, 41s.
Les conditions initiales sont données par iL2 (t = t2) = 0, vc3 (t = t3) = 0. Les résultats numériques
seront donnés pour des valeurs de charges R1 = 10Ω, R2 = 1ΩL2 = 20mH etR3 = 1ΩC3 = 100mF .
L’allure du courant i (t) à l’entrée, obtenu par simulation est représentée figure 3.28.
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FIGURE 3.28 – Allure du courant simulé dans le cas d’enclenchements séquentiels de trois charges
R1 = 10Ω enclenchée à t1 = 0, 1s , R2 = 1Ω L2 = 20mH enclenchée à t2 = 0, 27s et R3 = 1Ω
C3 = 100mF enclenchée à t3 = 0, 41s
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FIGURE 3.29 – Décomposition en Ondelettes db4 niveau 1 du courant d’entrée
La méthode des ondelettes appliquée au signal i (t) permet de détecter les trois instants de changement
d’état t1, t2 et t3. La figure 3.29 illustre ce résultat. Elle présente la décomposition du courant noté ici s
au niveau 1 à l’aide d’une ondelette mère de type db4. Les trois instants t1, t2 et t3 apparaissent nettement
dans le signal d1.
On applique dans un deuxième temps la méthode de Matrix Pencil sur les fenêtres successives de 20ms
utilisées jusqu’ici. La figure 3.30 montre le suivi temporel des valeurs singulières obtenues après chaque
traitement. L’évolution temporelle des valeurs singulières fait clairement ressortir trois discontinuités et
ce, précisément aux instants de changement d’état t1, t2 et t3. Ceci prouve la capacité de la méthode de
Matrix Pencil à détecter les instants de changement d’état en utilisant le résultat intermédiaire des valeurs
singulières.
La phase d’identification consiste ensuite à analyser les variations des valeurs des pôles et résidus aux
instants de changement d’état. Le suivi temporel des pôles et résidus normalisés obtenus par la méthode
de Matrix Pencil appliquée sur des fenêtres d’analyse successives de 20ms et débutant au premier chan-
gement d’état est donné figure 3.31.
La première variation est affichée à l’instant 0, 1s, ce qui correspond au résultat du traitement de la fenêtre
comprise entre 0, 1s et 0, 12s. On note les variations des pôles et résidus suivantes :
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FIGURE 3.30 – Suivi temporel des valeurs singulières
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FIGURE 3.31 – Suivi temporel des pôles et résidus normalisés dans le cas d’enclenchements séquentiels
de trois charges R1 = 10Ω enclenchée à t1 = 0, 1s , R2 = 1Ω L2 = 20mH enclenchée à t2 = 0, 27s et
R3 = 1Ω C3 = 100mF enclenchée à t3 = 0, 41s
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– s1,2 : 0± 314, 15 j
– ∆R1,2 : 0∓ 16, 26 j
Ces variations sont caractéristiques d’une charge résistive dont la valeur peut être calculée à partir des
expressions données dans le tableau 3.2.
R1 = −j E
√
2
2 R1 = −j
230
√
2
2 (0− 16, 26j) = 10Ω.
La deuxième variation apparaît à l’instant 0, 27s, ce qui correspond au résultat du traitement de la fenêtre
comprise entre 0, 26s et 0, 28s. On note ici la discontinuité dans cette fenêtre ainsi que l’apparition d’un
nouveau couple pôle-résidu " * " s3 = −50, 10+0j et R3 = +46, 7+0j qui correspond au régime libre
d’une charge du premier ordre dans la fenêtre suivante. En ce qui concerne les pôles liés au régime forcé
s1 et s2 toujours présents, seuls leurs résidus associés varient ∆ R1,2 = −25, 16 ∓ 4, 03. Le type de la
nouvelle charge enclenchée peut être déterminé à l’aide des valeurs de s3 et R3 de signe positif comme
décrit dans le paragraphe 3.4.1. Le résultat final donne un charge RL.
La troisième variation apparaît à l’instant 0, 41s, ce qui correspond au résultat du traitement de la fenêtre
comprise entre 0, 40s et 0, 42s. On note ici la discontinuité dans cette fenêtre ainsi que l’apparition d’un
nouveau couple pôle-résidu " * " s3 = −10, 63 + 0j et R3 = −10, 5 + 0j qui correspond au régime
libre d’une charge du premier ordre. En ce qui concerne les pôles liés au régime forcé s1 et s2 toujours
présents, seuls leurs résidus associés varient ∆ R1,2 = +5 ∓ 162, 14j. Le type de la nouvelle charge
enclenchée peut être déterminé à l’aide des valeurs de s3 et R3 de signe négatif comme décrit dans le
paragraphe 3.4.1. Le résultat final donne un charge RC .
3.5 Cas des charges non linéaires
La plupart des dispositifs de l’électronique de puissance se comportent comme des charges non linéaires.
Par exemple, une lampe halogène alimentée directement est une charge linéaire alors que cette même
lampe alimentée à travers un gradateur devient une charge non linéaire. Depuis quelques années, on as-
siste à une forte augmentation des charges non linéaires connectées au réseau électrique telles ordinateurs,
télécopieurs, lampes à décharge, fours à arc, chargeurs de batterie, onduleurs alimentations électroniques,
etc · · ·
Ces charges non linéaires consomment de la puissance active ou réactive. Elles peuvent être traversées
par des courants importants déformés qui ne sont pas purement sinusoïdaux et dont une illustration est
donnée figure 3.32. Ce courant représente un gradateur sur une charge de type RL.
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FIGURE 3.32 – Courant simulé fourni à une charge non linéaire
Ces courants résultent de la superposition d’un courant fondamental à la fréquence de l’alimentation
électrique et de différents courants harmoniques dont la fréquence est un multiple entier de la fréquence
fondamentale. Les différents harmoniques se différencient par leur rang de type pair ou impair. En raison
de leur symétrie, les harmoniques de rang pair s’annulent fréquemment, ils n’existent qu’en présence
d’une composante continue et sont donc très souvent négligeables en milieu industriel. Au contraire les
harmoniques de rang impair sont régulièrement rencontrés sur le réseau électrique.
Habituellement, la représentation spectrale des harmoniques utilise la décomposition du signal en série
de Fourier. Dans notre cas, la présence de ces harmoniques sera révélée par l’apparition de nouveaux
pôles, multiples de la fréquence fondamentale et associés à des valeurs de résidus plus faibles. Toutefois,
on a montré au paragraphe 3.2.3.3 que le nombre de points d’échantillonnage par fenêtre d’analyse était
directement proportionnel au nombre de couples pôle-résidu souhaité, ainsi une augmentation du nombre
de ces couples conduira à une augmentation du nombre de points. Un compromis sera donc à prendre
permettant d’identifier les fréquences harmoniques utiles représentatives du signal avec un nombre de
points limités.
L’analyse d’un courant non linéaire par la méthode de Matrix Pencil peut être réalisée de différentes
manières. Une première approche consiste à éliminer les parties nulles du signal afin de se rapprocher au
mieux du traitement d’une charge linéaire. Une deuxième approche [46] consiste quant à elle à traiter le
courant dans sa globalité.
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L’exemple étudié est celui d’une charge non linéaire [47] définie par les pourcentages harmoniques sui-
vants dans le tableau 3.13.
I1 I5 I7 I11 I13
100% 18, 9% 11% 5, 9% 4, 8%
TABLE 3.13 – pourcentage des harmoniques de courant
Le circuit électrique correspond au schéma général (figure 3.2). L’allure du courant obtenu par simula-
tion, pour une fréquence d’échantillonnage de 1600Hz, est représentée figure 3.33.
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FIGURE 3.33 – Courant simulé dans le cas de la charge non linéaire définie par le tableau 3.13
Le suivi temporel des pôles et résidus normalisés obtenus par la méthode de Matrix Pencil sur cinq fe-
nêtres d’analyse successives de 20ms (32 points par fenêtre) est donné figure 3.34. Pour une question de
lisibilité seuls les pôles positifs sans les conjugués sont présentés et la valeur des pôles a été divisée par
2π de façon à faire apparaître les valeurs des fréquences plutôt que celles des pulsations.
Les valeurs exactes fournies par le traitement d’une fenêtre sont résumées dans le tableau 3.14.
On observe clairement les cinq pôles imaginaires purs et leurs cinq conjugués correspondant à la fré-
quence fondamentale 50Hz et aux différents harmoniques 250Hz, 350Hz, 550Hz et 650Hz donnés
par le tableau 3.14. Les résidus associés vérifient bien les pourcentages définis par le tableau 3.13.
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FIGURE 3.34 – Suivi temporel des pôles et résidus normalisés dans le cas de la charge non linéaire
définie par le tableau 3.13
numéro 1 2 3 4 5
Pôle 0 + 50j 0 + 250j 0 + 350j 0 + 550j 0 + 650j
Rang 1 5 7 11 13
Résidus 0, 097 − 0, 49j 0, 078 − 0, 052j 0, 053 − 0, 010j 0, 013 + 0, 02j 0, 024 + 0, 016j
Pourcentage 100% 18, 9% 11% 5, 9% 4, 8%
TABLE 3.14 – valeurs numériques des pôles et résidus issues de l’analyse d’une fenêtre
Ainsi les dix couples pôle-résidu calculés représentent parfaitement la charge non linéaire étudiée.
L’augmentation du nombre de couple couple-résidu fournis implique une fréquence d’échantillonnage
plus élevée ainsi qu’un temps de traitement plus conséquent. La question qui vient naturellement est
donc de savoir si l’ensemble de ces 10 couples est nécessaire pour représenter la charge. Quelle estima-
tion de la charge a t- on si on néglige les harmoniques de plus faible amplitude ?
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3.6 Cas de signaux expérimentaux
L’objet de ce paragraphe est de réaliser une première expérimentation. La méthode de Matrix Pencil est
ici appliquée à un courant mesuré. Le dispositif expérimental est donné figure 3.35. Il correspond au
schéma de principe général de la figure 3.2.
FIGURE 3.35 – Dispositif de mesures
L’acquisition du courant i (t) est réalisée à l’aide d’un oscilloscope à une fréquence d’échantillonnage de
1600Hz avec un résolution de 0, 1ms.
Les charges Z0 et Z1 sont constituées de lampes incandescentes de 60W mises en parallèle, 6 pour Z0
et 3 pour Z1.
Les résultats présentés correspondent à la configuration suivante : Les deux interrupteurs sont fermés
entre les instants 0 et t1 = 66ms. A l’instant t1, on ouvre l’interrupteur T1.
Pour cette configuration, la réponse en courant i (t) est illustrée par la figure 3.36.
Le suivi temporel des pôles et résidus normalisés obtenus par la méthode de Matrix Pencil sur douze fe-
nêtres d’analyse successives est donné figure 3.37. Le traitement fournit deux couples pôle-résidu. Deux
" * " et " ◦ " représentent les pôles du régime forcé respectivement 50Hz et −50Hz, les résidus associés
sont bien complexes conjugués. En conséquence, on peut affirmer que deux charges du premier ordre ont
été enclenchées entre les instants t = 0 et t = 66ms.
A l’instant de changement d’état, le traitement fourni de même les deux pôles du régime forcé avec une
amplitude différente des résidus associés. On reconnaît dans ce suivi la signature de deux charges résis-
tives. Néanmoins, la partie réelle n’est pas nulle, mais ne correspond pas à un régime libre, c’est dû à
l’incertitude de l’estimation du signal bruité.
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FIGURE 3.36 – Allure du courant mesuré dans le cas de cette configuration
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FIGURE 3.37 – Suivi temporel des pôles et résidus pour cette configuration
Les résidus représente la signature d’une résistance R, à savoir deux parties imaginaires conjuguées de
valeurs 0∓ E
√
2
2R
j (Tab. 3.2).
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On peut par conséquent, à partir de ce suivi retrouver la valeur de la charge résistive et son évolution dans
le temps. La partie imaginaire des résidus fait apparaître deux paliers : le premier palier fournit une valeur
moyenne de 1, 55, on en déduit la valeur de la résistance équivalente R1 = − 230
√
2
(0− 1, 55j) × 2j = 105Ω.
De la même manière le deuxième palier de valeur moyenne égale à 1, 1 nous fournit une valeur de
résistance R2 = − 230
√
2
(0− 1, 1j) × 2j = 148Ω
3.7 Conclusion
Nous avons vu que le travail de recherche consistant à déterminer la consommation par usages est effectué
à partir des signaux transitoires et permanents issus directement de l’entrée de l’installation.
La méthode d’identification utilisée pour construire la signature de tout appareil électrique est la méthode
de Matrix Pencil qui traduit la signature transitoire et permanente de cet appareil en un nombre très limité
de pôles et de résidus.
Nous avons appliqué cette méthode sur le courant instantané issu de la simulation avec simulink à l’entrée
de différents circuits canoniques : R, RC , RLC , etc. Nous avons de même testé plusieurs charges non
linéaires. Ce chapitre présente les calculs analytiques permettant de normaliser les résidus et ainsi de les
rendre indépendant de la fenêtre d’analyse choisie. Cette dernière démarche nous permettra de faciliter
la phase de classification et de groupement des charges par usages qui sera présentée dans le chapitre 5.
La méthode développée est capable de détecter les changements d’états ce qui permet de s’affranchir
de l’utilisation de la méthode des ondelettes peut le fournir. Ces changements d’états peuvent apparaître
simultanément ou successivement sans aucun problème d’interprétation. La méthode est en outre capable
d’identifier le type des charges ( résistive, selfique, capacitive ou complexe, · · · ).
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4.1 Introduction
L’idée de transmettre des signaux contenant des informations à travers le réseau d’énergie électrique est
apparue dès le début du 20ième siècle, et a connu une longue histoire de développement. Les développe-
ments récents concernent l’utilisation des courants porteurs en ligne (CPL) et les défis relatifs à la montée
en fréquence. Le réseau de distribution devient alors un support de propagation des ondes électromagné-
tiques. Une modélisation appropriée est alors nécessaire, elle s’appuie sur les fondements de la théorie
des lignes. Cette modélisation permettra en particulier d’identifier les charges en présence à partir des
courantes hautes fréquences mesurées à l’entrée.
Nous proposons d’injecter un signal sinusoïdale à fréquence élevée, de l’ordre de 50MHz, dans le ré-
seau électrique étudié. La tension observée à l’entrée nous renseigne sur l’impédance des usages et leurs
positions géométriques. Ce résultat vient compléter la base de données obtenue en localisé et contribue
à mieux différencier les appareils électriques facilitant ainsi la classification par usages.
Dans ce chapitre, nous développons l’étude théorique du phénomène de propagation pour différentes
configurations. Les plus classiques concernent des lignes sans pertes, simples ou ramifiées, débitant sur
différentes charges. Les plus réalistes concernent des lignes présentant des pertes constantes ou variables,
là encore, les charges sont quelconques. Pour ces différents cas, nous exprimons analytiquement la ten-
sion à l’entrée du réseau considéré et la comparons aux résultats de simulation issus de PSPICE. Nous
avons ensuite appliqué la méthode de Matrix Pencil sur des fenêtres glissantes de tension et nous dé-
duisons les pôles et les résidus correspondants. Afin de simplifier l’étude, nous avons choisi une fenêtre
glissante égale à une période de cette tension. Le suivi temporel des pôles et des résidus nous permettent
de remonter aux charges en présence et estimer les chemins de propagation.
4.2 Étude théorique du phénomène de propagation sur des lignes de trans-
mission à deux conducteurs
La théorie des lignes de transmission est une théorie qui se situe entre la théorie des circuits et la théo-
rie des antennes. La propagation des ondes de tension et de courant constitue la base de cette théorie
[68, 77]. Elle tient compte du mode TEM ou quasi-TEM et ne tient pas compte des modes supérieurs.
Son domaine de validité est limité aux structures filaires dont les dimensions transversales (hauteurs,
rayons, distances entre conducteurs) sont plus faibles que la plus petite des longueurs d’ondes liées au
support de transmission.
Une ligne de transmission où se propagent des ondes peut être approchée par un réseau de cellules en
cascade présentant une capacité et une inductance par unité de longueur [68]. En présence de pertes, une
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conductance et une résistance par unité de longueur apparaissent également. On peut dès lors établir le
circuit équivalent d’une longueur dx d’une ligne de transmission (figure 4.1).
FIGURE 4.1 – Quadripôle équivalent d’une cellule de ligne à deux conducteurs
Où :
Ldx : représente l’inductance du tronçon de ligne de longueur dx
L : est l’inductance linéique de la ligne et s’exprime en H/m.
Rdx : représente la résistance des conducteurs de longueur dx
R : est la résistance linéique de la ligne et s’exprime en Ω/m.
Cdx : représente la capacité entre les deux conducteurs de longueur dx
C : est la capacité linéique de la ligne et s’exprime en F/m.
Gdx : représente la conductance du diélectrique de longueur dx
G : est la conductance linéique de la ligne et s’exprime en S/m.
L’étude de la propagation le long d’une ligne par la théorie classique des lignes utilise son schéma
équivalent composé de quadripôles mis en cascade.
Aux grandeurs temporelles v (x, t) et i (x, t), correspondent les transformées de Laplace V (x, p) et
I (x, p).
4.2.1 Équation des télégraphistes
En posant :
V (x+ dx, p) ≈ V (x, p) + ∂V
∂x
dx et I (x+ dx, p) ≈ I (x, p) + ∂I
∂x
dx (4.1)
et en écrivant les lois de Kirchoff, on obtient les équations dites des télégraphistes :
∂V
∂x
= − (R+ Lp) I (x, p) et ∂I
∂x
= − (G+ Cp)V (x, p) (4.2)
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En dérivant la première équation et en reportant ∂I
∂x
obtenu dans la seconde, on a :
∂2V
∂x2
= (R+ Lp) (G+ Cp)V (x, p) = γ2V (x, p)
avec γ2 = (R+ Lp) (G+ Cp) (4.3)
γ est appelée constante de propagation de la ligne.
L’intégration de cette équation différentielle du second ordre donne :
V (x, p) = V1 (p) e
−γx + V2 (p) eγx (4.4)
où V1 (p) et V2 (p) sont deux constantes d’intégration.
On peut à partir de l’équation des télégraphistes déduire I (x, p) sous la forme :
I (x, p) =
1
Zc
[
V1 (p) e
−γx − V2 (p) eγx
]
(4.5)
où Zc est l’impédance caractéristique de le ligne définie par :
Zc =
√
R+ Lp
G+ Cp
(4.6)
4.2.2 Cas d’une ligne insérée entre un générateur et une charge
Soit une ligne de transmission de longueur x1 constituée de deux conducteurs. La ligne (figure 4.2) est
alimentée à une extrémité par un générateur HF (hautes fréquences) d’impédance interne Ze et fermée
à l’autre extrémité sur une charge d’impédance Zu (récepteur). La longueur x1 de la ligne est grande
devant la longueur d’onde λ du signal, ce qui implique que la tension et le courant seront variables le
long de la ligne.
La loi des mailles aux deux extrémités de la ligne donne :
E (p) = V (0, p) + ZeI (0, p)
V (x1, p) = ZuI (x1, p)
(4.7)
On définit le coefficient de réflexion de la source Ze par :
Γe =
Ze − Zc
Ze + Zc
(4.8)
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FIGURE 4.2 – Schéma d’une ligne chargée
De même, on définit les coefficients de réflexion et de transmission de la charge Zu par :
Γu =
Zu − Zc
Zu + Zc
Tu = 1 + Γu
(4.9)
On en déduit :
V2 (p) = V1 (p) Γu e
−2γx1 (4.10)
V1 (p) =
E (p)
2
1− Γe
1− Γe Γu e−2γx1 (4.11)
soit :
V (x, p) =
E (p)
2
1− Γe
1− Γe Γu e−2γx1
[
e−γx + Γu eγ(x−2x1)
]
(4.12)
I (x, p) =
E (p)
2Zc
1− Γe
1− Γe Γu e−2γx1
[
e−γx − Γu eγ(x−2x1)
]
(4.13)
Les grandeurs qui nous intéressent sont le courant et la tension à l’entrée de l’installation, c’est à dire en
x = 0. On obtient pour ce cas particulier :
soit :
V (0, p) =
E (p)
2
1− Γe
1− Γe Γu e−2γx1
[
1 + Γu e
−γ2x1]
I (0, p) =
E (p)
2Zc
1− Γe
1− Γe Γu e−2γx1
[
1− Γu e−γ2x1
] (4.14)
Le développement en série de V (0, p) (Eq. 4.12) fournit :
V (0, p) =
E (p)
2
(1− Γe) ·
∞∑
n=0
αn e
−2(nx1) γ (4.15)
Cette expression traduit le phénomène de réflexions multiples. Le coefficient αn relatif au nième aller-
retour s’exprime en fonction des coefficients de réflexion et de transmission selon :
si n = 0, alors α0 = 1
si n ≥ 1, alors αn = Γu (1 + Γe) (Γu Γe)n−1
(4.16)
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4.2.3 Cas de lignes cascadées
Le cas de deux lignes cascadées peut être illustré par la figure 4.3. Les deux lignes de transmission de
longueurs respectives x1 et x2 sont constituées chacune de deux conducteurs et ont les mêmes carac-
téristiques linéiques. La ligne de longueur x1 est alimentée à une extrémité par un générateur hautes
fréquences d’impédance interne Ze et fermée à l’autre extrémité sur une charge d’impédance Zu1 (pre-
mier récepteur). La ligne de longueur x2 est reliée à l’extrémité gauche à la première charge et fermée à
l’extrémité droite sur une charge d’impédance Zu2 (second récepteur).
FIGURE 4.3 – Exemple de deux lignes cascadées
On définit le coefficient de réflexion de la source Ze par :
Γe =
Ze − Zc
Ze + Zc
(4.17)
De même, on définit les coefficients de réflexion et de transmission de la charge Zu1 par :
Γu1 =
Zu1//Zc − Zc
Zu1//Zc + Zc
Tu1 = 1 + Γu1
(4.18)
avec // représente la mise en parallèle des éléments.
et le coefficient de réflexion de la charge Zu2 par :
Γu2 =
Zu2 − Zc
Zu2 + Zc
(4.19)
En résolvant les équations des télégraphistes pour chaque ligne de transmission, et en accord avec les
conditions aux limites en x = 0, x = x1 et x = x1 + x2, on obtient dans le domaine de Laplace :
V (0, p) =
E (p)
2
(1− Γe) ·
∞∑
n=0
∞∑
m=0
αn,m e
−2(nx1+mx2) γ (4.20)
Le coefficient αn,m est relatif au chemin de propagation (nx1 + mx2) correspondant à n aller-retour
sur la première ligne et m aller-retour sur la deuxième ligne. Il s’exprime en fonction des coefficients de
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réflexion et de transmission selon :
si n = 0, m = 0, alors α0,0 = 1
si n ≥ 1, m = 0, alors αn,0 = Γu1 (1 + Γe) (Γu1 Γe)n−1
si n ≥ 1, m ≥ 1, alors αn,m = (1 + Γe) (Γu1 Γe)n−1 T 2u1Γu2 (Γu1 Γu2)m−1
(4.21)
4.2.4 Cas d’une ligne ramifiée
Le cas le plus simple d’une ligne ramifiée est illustré figure 4.4. Les trois lignes de transmission de lon-
gueurs respectives x1, x2 et x3 sont constituées chacune de deux conducteurs et ont des caractéristiques
linéiques identiques. La ligne de longueur x1 est alimentée à une extrémité par un générateur hautes fré-
quences d’impédance interne Ze et fermée à l’autre extrémité sur une charge d’impédance Zu1 (premier
récepteur). Les lignes de longueur x2 et x3 sont reliées à l’extrémité gauche à la première charge Zu1 et
sont fermées à l’extrémité droite respectivement sur une charge d’impédance Zu2 (second récepteur) et
Zu3 (troisième récepteur).
FIGURE 4.4 – Cas d’une ligne ramifiée
On définit le coefficient de réflexion de la source Ze par :
Γe =
Ze − Zc
Ze + Zc
(4.22)
De même, on définit les coefficients de réflexion et de transmission de la charge Zu1 par :
Γu1 =
Zu1//(Zc/2)− Zc
Zu1//(Zc/2) + Zc
Tu1 = 1 + Γu1
(4.23)
et les coefficients de réflexion des charges Zu2 et Zu3 par :
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Γu2 =
Zu2 − Zc
Zu2 + Zc
(4.24)
Γu3 =
Zu3 − Zc
Zu3 + Zc
(4.25)
En résolvant les équations des télégraphistes pour chaque ligne de transmission, et en accord avec les
conditions aux limites en x = 0, x = x1, x = x1 + x2 et x = x1 + x3 on obtient dans le domaine de
Laplace :
V (0, p) =
E (p)
2
(1− Γe) ·
∞∑
n=0
∞∑
m=0
∞∑
h=0
αn,m,h e
−2(nx1+mx2+hx3) γ (4.26)
Le coefficient αn,m,h est relatif au chemin de propagation (nx1 +mx2 + hx3) correspondant à n aller-
retour sur la première ligne, m sur la deuxième ligne et h sur la troisième ligne. Il s’exprime en fonction
des coefficients de réflexion et de transmission selon :
si n = 0, m = 0, h = 0,
alors α0,0,0 = 1
si n ≥ 1, m = 0, h = 0,
alors αn,0,0 = Γu1 (1 + Γe) (Γu1 Γe)n−1
si n ≥ 1, m ≥ 1, h = 0,
alors αn,m,0 = (1 + Γe) (Γu1 Γe)n−1 T 2u1Γu2 (Γu1 Γu2)
m−1
si n ≥ 1, m = 0, h ≥ 1,
alors αn,0,h = (1 + Γe) (Γu1 Γe)n−1 T 2u1Γu3 (Γu1 Γu3)
h−1
si n ≥ 1, m ≥ 1, h ≥ 1,
alors αn,m,h = (1 + Γe) (Γu1 Γe)n−1 (Γu1 Γu2)m−1 (Γu1 Γu3)h−1 T 3u1Γu3Γu2
(4.27)
La détermination de la variation de v (0, t) en réponse à une excitation donnée, s’effectue en cherchant
l’original de V (0, p).
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4.2.5 Cas particuliers
Les relations établies dans les paragraphes précédents sont générales et s’adaptent aux cas particuliers
classiques traités dans la théorie des lignes. On notera en particulier le cas de l’adaptation ou non des
lignes et celui de la prise en compte ou pas des pertes.
Adaptation de l’impédance à l’entrée ou à la sortie :
Dans le cas général, il y a plusieurs temps de fonctionnement à considérer liés aux réflexions multiples.
D’abord le moment entre l’application initiale de la tension sur la ligne, la propagation de ce signal le
long de la ligne et son éventuel retour vers la source.
Si l’impédance d’entrée Ze correspondant à l’impédance interne de la source d’excitation est identique
à l’impédance caractéristique de la ligne d’entrée Zc, on est dans le cas de ligne adaptée à l’entrée, le
signal entre dans une phase stable dès qu’il a effectué sa propagation aller-retour. Dans ce cas :
Γe =
Ze − Zc
Ze + Zc
= 0
Te = 1
(4.28)
Si l’impédance de la charge Zu située à l’extrémité de la ligne est identique à l’impédance caractéristique
Zc de la ligne, on est dans le cas d’une ligne adaptée à la sortie, la ligne étant fermée par Zc. On a dans
ce cas :
Γu =
Zu − Zc
Zu + Zc
= 0
Tu = 1
(4.29)
La transmission du signal est totale.
Lignes sans pertes :
Les lignes sans pertes n’existent malheureusement pas en pratique, mais cette hypothèse permet d’établir
des résultats intéressants que l’on pourra transposer aux lignes réelles présentant des pertes généralement
faibles. Une ligne est sans pertes si les conducteurs électriques sont parfaits et s’ils sont placés dans un
milieu diélectrique parfait.
R = 0 G = 0 (4.30)
γ = k p avec k =
√
LC (4.31)
Zc = Rc =
√
L
C
(4.32)
Lignes à pertes constantes :
Les pertes diélectriques sont en général faibles vis à vis des pertes ohmiques, G sera dans tous les cas
négligé. Les pertes ohmiques dans les lignes sont dues à la résistance linéique R, caractéristique du
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conducteur. Cette résistance présente une partie continue et une partie haute fréquence. En négligeant
la partie haute fréquence, la ligne présentera des pertes constantes notés R0. Ces pertes induisent une
atténuation, c’est à dire une diminution de l’amplitude du signal en fonction de la distance parcourue.
Les lignes à pertes constantes ne correspondent pas aux lignes réelles, toutefois l’étude de ces lignes
permet de préparer l’étude du cas réel des pertes variables.
On peut alors écrire :
Zc =
√
R0 + Lp
G+C p
≈
√
R0 + Lp
C p
=
√
L
C
(
1 +
R0
L p
)1/2
(4.33)
Effectuons un développement limité :
Zc(p) ≈
√
L
C
(
1 +
R0
2 L p
)
= Rc +
1
Cc p
(4.34)
avec ∣∣∣∣R0Lp
∣∣∣∣ << 1, Rc =
√
L
C
et Cc =
2
√
L C
R0
γ (p) =
√
(R0 + L p) (G+ C p) ≈
√
(R0 + L p) · C p
≈
√
L C p2
(
1 +
R0
2 L p
)
= α0 + k p
(4.35)
avec
α0 =
R0
2Rc
et k =
√
L C
Lignes à pertes variables
Pour ce type de lignes, la résistance linéique n’est pas constante, elle dépend de la fréquence. C’est le
phénomène de l’effet de peau. On montre également qu’en haute fréquence, une partie inductive apparaît,
elle correspond à l’inductance interne.
Cela revient à adapter l’Eq. 4.2 en introduisant une écriture symbolique :
R (p) = R0
(
1 +
√
p τ0
2
)
(4.36)
Le terme R0 correspond à la résistance continue.
Le terme
R0
2
√
p τ0 correspond à la somme de la résistance haute fréquence et au terme relatif à l’induc-
tance interne, avec
R0 =
1
πσr2w
et τ0 = µσr2w
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σ est la conductivité de la ligne et rw le rayon du conducteur.
En effectuant un développement limité similaire au précédent, on obtient :
Zc(p) ≈ Rc
(
µ
2πL
(
1
p τ0
+
1
2
√
pτ0
))
(4.37)
Cette expression, irrationnelle en p, ne se prête pas à une interprétation physique simple, mais permet de
définir l’expression des coefficients de réflexion.
De la même façon, on peut calculer γ :
γ (p) ≈ k p+ α0
(
1 +
√
p τ0
2
)
(4.38)
4.3 Contexte et méthode d’analyse
Les trois parties suivantes (4.4, 4.5 et 4.6 ) présentent une approche originale des NIALM basé sur l’ana-
lyser du régime propagatif. Comme on l’a déjà présenté dans le chapitre précédent, tous les signaux
issus du régime propagatif sont traduits en termes de pôles et de résidus. Nous avons adopté exactement
la même démarche que pour l’identification des charges élémentaires en basses fréquences qui consiste
à comparer les pôles et résidus théoriques avec ceux normalisés issus de la méthode de Matrix Pencil.
Les cas canoniques étudiés concernent des lignes avec ou sans pertes, adaptées ou non adaptées à l’entrée.
Les solutions temporelles analytiques v (0, t) n’existent pas pour des charges quelconques. Néanmoins
dans les cas particuliers précédemment décrits, on peut par transformée inverse de Laplace obtenir l’ex-
pression analytique des solutions temporelles. Pour ces cas, il est alors possible de calculer théoriquement
les valeurs des pôles et des résidus qui seront comparés aux valeurs numériques issues de la méthode de
Matrix Pencil.
L’outil de simulation utilisé est PSPICE, qui permet de représenter facilement les lignes à partir de leurs
caractéristiques physiques et géométriques. Cet outil est disponible au LASMEA. Néanmoins cet outil a
l’inconvénient d’ajouter automatiquement des points d’échantillonnage sans tenir compte de la période
d’échantillonnage souhaitée. Ainsi les points ne sont plus régulièrement espacés dans le temps. Ceci
n’autorise pas le traitement par la méthode de Matrix Pencil qui nécessite des points régulièrement es-
pacé. La figure 4.5 donne l’allure du signal issu d’une part de l’analyse théorique et d’autre part de l’outil
de simulation. On remarque que les deux signaux sont parfaitement identiques avec néanmoins un pas
d’échantillonnage irrégulier dans le résultat issu de la simulation.
La méthode d’analyse quasi identique à celle utilisée en basses fréquences peut être schématisée par la
figure 4.6. Elle ne diffère que par l’application de la méthode de Matrix Pencil sur le signal théorique
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FIGURE 4.5 – Comparaison d’un même signal issu de la théorie et de la simulation
plutôt que sur le signal obtenu par simulation. Cependant la comparaison entre les deux types de signaux
est systématiquement faite de façon à valider l’analyse théorique.
FIGURE 4.6 – Principe de la méthode d’analyse
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Les configurations analysées seront toujours associées au schéma général de la figure 4.2 pour le cas
d’une ligne insérée entre un générateur et une charge ou de la figure 4.3 dans le cas de plusieurs lignes
cascadées ou de la figure 4.4 dans le cas de lignes ramifiées.
Pour envisager des NIALM en régime propagatif, il faudrait que la réponse de la charge la plus proche
du compteur d’énergie électrique ait un temps de propagation x1/υ qui soit plus grand que
1
f0
. Ceci est
la traduction de l’hypothèse de la théorie des circuits à constantes réparties : x1 > υ où x1 est la distance
entre la première charge et la source, υ la vitesse de propagation et f0 la fréquence du signal d’excitation.
A titre d’exemple, en prenant f0 = 50MHz et υ = 2 · 108m/s, ce qui donne une position minimale de
la première charge à x1 ≥ υ
f0
= 4m de la source.
Pour tous ces cas, le générateur haute fréquence sera une source de tension sinusoïdale E (t) = E0 sin (ω0t)
avec E0 = 1V et f0 = 50Mhz d’impédance d’entrée interne Ze.
De même le nombre de points d’échantillonnage étant choisi égal à 32 points par fenêtre d’observation.
la fréquence d’échantillonnage sera de Fe = 1, 6GHz.
Nous montrons ainsi que technologiquement, à l’heure actuelle la solution propagative pour les NIALM
n’est pas encore implantable. D’autre part, il faut que le signal émis par la source et réfléchi par une des
charges du réseau domestique ne soit pas complètement atténué.
En notant α0 l’atténuation en Nepers/m donnée par l’Eq. 4.35. Pour une atténuation de 99% à titre
d’exemple et des pertes constantes, on peut déduire la longueur maximale de la ligne x1M = log(100)/α0,
soit 4, 6 km. On a choisi R0 = 0, 1Ω et Rc = 50Ω.
Pour une atténuation avec pertes variables ( voir Eq. 4.36), la condition devient plus contraignante et
x1M = log(100)/
(
α0
(
1 +
√
2πf0 τ0
2
))
soit 183m.
Toujours avec les mêmes valeurs de R0 = 0, 1Ω et Rc = 50Ω et en choisissant τ0 = 4µs.
La variation en fréquence des paramètres rend la solution technologique plus difficile à atteindre et né-
cessite l’implantation de répéteurs pour obtenir un signal utile suffisamment amplifié pour être traité.
La configuration analysée ici (figure 4.7) correspond au schéma de la figure 4.2 avec les trois types de
câble. On retrouve l’effet du type d’atténuation choisie, sans pertes, à pertes constantes ou à pertes va-
riables.
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FIGURE 4.7 – Réponse de la fonction de transfert pour différents types de lignes avec R0 = 0, 1Ω/m,
G = 0S/m, L = 0, 25µH/m, C = 100pF/m, τ0 = 4µs, x1 = 300m, Zu1 =
Rc
2
L’expression théorique de la tension d’entrée v (0, t) sera obtenue à l’aide d’une transformée de Laplace
inverse appliquée sur l’expression de V (0, p) fournie par la théorie des lignes comme pour les basses
fréquences. Les pôles et résidus théoriques sont alors obtenus par simple décomposition de v (0, t) sur
une base d’exponentielles complexes.
v (t) =
M∑
i=1
Riesi t (4.39)
avec si = αi + jβi
De manière identique au cas des basses fréquences (paragraphe 3.2.3 du chapitre 3), les valeurs des pôles
et résidus issues de la méthode de Matrix Pencil seront normalisées. Ainsi la méthode sera appliquée sur
des fenêtres d’observation successives coïncidant avec les périodes de E (t) et débutant sur un passage
par zéro donc de largeur 20ns. En conséquence l’incertitude sur la détection de l’instant d’un change-
ment d’état est de 20ns ce qui induit une incertitude sur la détermination des longueurs des lignes égale
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à x = T/2k = 20 · 10−9/(2 · 5 · 10−9) = 2m.
4.4 Lignes sans pertes
Dans cette partie, les lignes utilisées sont des lignes sans pertes. Nous allons présenter dans cette partie
l’expression de la tension d’entrée dans le cas d’une ligne adaptée ou non adaptée à l’entrée, terminée
par des charges résistives ou capacitives.
4.4.1 Cas d’une ligne sans pertes adaptée à l’entrée et insérée entre un générateur et une
charge résistive
La configuration analysée ici correspond au schéma de la figure 4.2 pour laquelle la ligne de longueur x1
est adaptée à l’entrée Ze = Rc, la charge est résistive Zu = Ru.
Les coefficients de réflexion sont dans ce cas :
Γe = 0 Γu =
Zu −Rc
Zu +Rc
(4.40)
Dans le domaine de Laplace, l’expression théorique de V (0, p) fournie par la théorie des lignes s’écrit :
V (0, p) =
E (p)
2
(
1 + Γu e
−2 k x1 p)
=
E0
2
ω0
p2 + ω20
(
1 + Γu e
−2 k x1 p) (4.41)
L’expression de la tension d’entrée dans le domaine temporel v (0, t) est déduite par transformée de La-
place inverse.
v (0, t) =
E0
2
[sin (ω0t) · u (t) + Γu sin (ω0 (t− 2 k x1)) · u (t− 2 k x1)] (4.42)
où u (t) représente la fonction échelon unité.
Dans ce cas, il y a deux intervalles de fonctionnement à considérer. Tout d’abord l’interval [0, 2 k x1[
entre l’application initiale de la tension sur la ligne et avant le retour de la réflexion due à la charge. Le
second interval [2 k x1,∞[ qui correspond au retour de la réflexion.
L’objectif est alors de calculer les valeurs théoriques des pôles et des résidus de v (0, t) dans le but de
les comparer avec les valeurs numériques issues du traitement de la tension d’entrée par la méthode de
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 4. IDENTIFICATION ET LOCALISATION DES CHARGES ÉLÉMENTAIRES EN HAUTES
FRÉQUENCES 130
Matrix Pencil.
En exprimant dans l’Eq. 4.42 les sinus sous forme d’exponentielles complexes, on aboutit aux résultats
du tableau 4.1 qui regroupe les expressions des pôles et des résidus théoriques de la fonction v (0, t)
selon l’intervalle de temps considéré. Dans ce cas de figure, il ne peut exister que deux intervalles (ligne
adaptée en x = 0). i correspond au numéro d’intervalle traité et j correspond au numéro du pôle ou du
résidu dans l’intervalle.
Temps Pôles Résidus
sij = αij + jβij Rij
0 + jω0 R11 = 0− E0
4
j
0 ≤ t < 2 k x1
0− jω0 R12 = 0 + E0
4
j
0 + jω0 R21 = −E0
4
j · (1 + Γue−2x1kω0j)
2 k x1 ≤ t
0− jω0 R22 = +E0
4
j · (1 + Γue+2x1kω0j)
TABLE 4.1 – Pôles et résidus théoriques dans le cas d’une ligne sans pertes adaptée à l’entrée, insérée
entre un générateur et une charge résistive
Les résultats numériques seront donnés pour une ligne de longueur x1 = 300 m et de caractéristiques
linéiques ( R = 0 Ω/m, G = 0 S/m, L = 0, 25 µH/m, C = 100 pF/m ) donc d’impédance carac-
téristique Zc = Rc =
√
L/C = 50 Ω. On choisit les impédances d’entrée et de charge Ze = Rc et
Zu = Rc/9. On représente la tension d’entrée pour l’exemple traité.
A titre de vérification, on accompagne cette tension par son traitement en ondelettes afin de détecter la
réflexion. On constate que l’ondelette db4 niveau 1 permet cette détection (figure 4.8).
Cette décomposition permet d’identifier cette réflexion à l’instant t1 = 3µs. Connaissant les caractéris-
tiques de la ligne, on pourra déduire sa longueur :
x1 = t1/2k = 3 · 10−6/(2 · 5 · 10−9) = 300 pour une valeur de 300m.
La détermination de la longueur de la ligne s’obtient donc avec une grande précision si on détecte les
changements d’état avec la méthode des ondelettes.
La méthode de Matrix Pencil est également appliquée à la tension d’entrée en utilisant la procédure pré-
sentée dans la partie 4.3. Le suivi temporel des pôles et des résidus normalisés est donné figure 4.9.
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FIGURE 4.8 – (a) : Tension d’entrée et sa décomposition en ondelettes db4 niveau 1, (b) Zoom de la
tension lors du changement d’état
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FIGURE 4.9 – Suivi temporel des pôles et des résidus normalisés
On retrouve bien les deux pôles 0 ± ω0j représentés par " * " et " ◦ ". La méthode de Matrix Pencil a
détecté un changement d’état dans la fenêtre de traitement comprise entre "3 µs" et "3 µs+T ", avec T la
largeur de la fenêtre de traitement de 20 ns. Ce changement est traduit par une variation des valeurs des
résidus. A partir de ces données, on estime que la charge résistive est présente à une distance x = t/2k
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comprise entre 3000 · 10
−9
2k
et
3020 · 10−9
2k
, où k =
√
LC = 5 · 10−9s/m. La longueur détectée x est
donc comprise entre 300 m et 302 m. La précision est, comme on l’a prédite, moins bonne qu’avec la
méthode des ondelettes.
Les valeurs des pôles et des résidus théoriques sont présentées dans le tableau 4.2.
Valeurs théoriques
Temps sij Rij
0 + 314, 16 · 106j 0− 0, 25j
0 ≤ t < 2 k x1
0− 314, 16 · 106j 0 + 0, 25j
0 + 314, 16 · 106j 0− 0, 05j
2 k x1 ≤ t
0− 314, 16 · 106j 0 + 0, 05j
TABLE 4.2 – Valeurs des pôles et des résidus
4.4.2 Cas d’une ligne sans pertes non adaptée, insérée entre un générateur et une charge
résistive
L modèle de ce cas ne diffère du précédent(partie 4.4.1) que par la non adaptation à l’entrée. La seule
modification affecte le coefficient de réflexion de la source Γe.
Γe =
Ze −Rc
Ze +Rc
Γu =
Ru −Rc
Ru +Rc
(4.43)
Dans le domaine de Laplace la tension d’entrée devient :
V (0, p) =
E0
2
ω0
p2 + ω20
· 1− Γe
1− Γe Γu e−2 k x1p
[
1 + Γu e
−2 k x1p
]
(4.44)
En utilisant la transformée de Laplace inverse, on déduit l’expression de la tension d’entrée dans le
domaine temporel :
v (0, t) =
E0
2
· (1− Γe) ·
[
sin (ω0t) · u (t)
+Γu (1 + Γe) sin (ω0 (t− 2 k x1)) · u (t− 2 k x1)
+Γ2uΓe (1 + Γe) sin (ω0 (t− 4 k x1)) · u (t− 4 k x1)
+ . . .
] (4.45)
Dans ce cas, il y a plusieurs intervalles de temps de fonctionnement à considérer. Le temps correspondant
au premier aller retour de l’onde, puis viendra ensuite un nombre important de réflexions entre la source
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et la charge jusqu’à la stabilisation du signal.
Le calcul des valeurs théoriques des pôles et des résidus de v (0, t) se limite aux deux premières réflexions
sur la source et est présenté dans le tableau 4.3.
Temps Pôles Résidus
sij = αij + jβij Rij
0 + jω0 R11 = −jE0
4
· (1− Γe)
0 ≤ t < 2 k x1
0− jω0 R12 = +jE0
4
· (1− Γe)
0 + jω0 R21 = R11 − jE0
4
· (1− Γe) · (1 + Γe) · Γue−2x1kjω0
2 k x1 ≤ t < 4 k x1
0− jω0 R22 = R12 + jE0
4
· (1− Γe) · (1 + Γe) · Γue+2x1kjω0
0 + jω0 R31 = R21 − jE0
4
· (1− Γe) · (1 + Γe) · Γ2u · Γee−4x1kjω0
4 k x1 ≤ t < 6 k x1
0− jω0 R32 = R22 + jE0
4
· (1− Γe) · (1 + Γe) · Γ2u · Γee+4x1kjω0
TABLE 4.3 – Expressions théoriques des Pôles et des résidus dans le cas d’une ligne sans pertes non
adaptée à l’entrée insérée entre un générateur et une charge résistive
Les résultats numériques seront donnés pour une ligne de longueur x1 = 350 m et de caractéristiques
linéiques ( R = 0 Ω/m, G = 0 S/m, L = 0, 25 µH/m, C = 100 pF/m ) donc d’impédance caracté-
ristique Zc = Rc =
√
L/C = 50 Ω.
On choisit les impédances d’entrée et de charge Ze = Rc/2 et Zu = Rc/9. La tension d’entrée ainsi que
sa décomposition en ondelettes db4 niveau 1 sont données figures 4.10.
La décomposition en ondelettes permet de détecter deux réflexions à l’instant t1 = 3, 5 µs et t2 = 7 µs.
Connaissant les caractéristiques de la ligne, on pourra déduire sa longueur : x1 = t1/2k = 3, 5·10−6/(2·
5 · 10−9) = 350 m à partir de la première réflexion et x1 = t2/4k = 7 · 10−6/(4 · 5 · 10−9) = 350 m
à partir de la deuxième réflexion pour une valeur de 20m. La détermination de la longueur de la ligne
s’obtient donc avec une grande précision si on détecte les changements d’état avec la méthode des onde-
lettes.
A cette tension d’entrée représentée dans la figure 4.10, on applique la méthode de Matrix Pencil. Le
suivi temporel des pôles et des résidus normalisés est donné figure 4.11.
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FIGURE 4.10 – Tension d’entrée et sa décomposition en ondelettes db4 niveau 1
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FIGURE 4.11 – Suivi temporel des pôles et des résidus normalisés
On retrouve bien les deux pôles 0± ω0j représentés par " * " et " ◦ " ainsi que les différents instants de
changements d’états. Les changements d’états détectés sont respectivement dans la fenêtre de traitement
comprise entre "3500 ns" et "3520 ns" et la fenêtre comprise entre "7000 ns" et "7020 ns". D’ailleurs
ces changements sont exprimés par trois niveaux de paliers de résidus. A partir du premier changement,
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 4. IDENTIFICATION ET LOCALISATION DES CHARGES ÉLÉMENTAIRES EN HAUTES
FRÉQUENCES 135
on estime que la charge résistive est présente à une distance x = t1/2k comprise entre
3500 · 10−9
2k
et
3520 · 10−9
2k
. La longueur détectée x est comprise entre 350 m ≤ x ≤ 352 m. A partir du second
changement, on estime que la charge résistive est présente à une distance x = t2/4k comprise entre
7000 · 10−9
4k
et
7020 · 10−9
4k
. La longueur détectée x est comprise entre 350 m ≤ x ≤ 351 m. La
précision est, moins bonne avec la première réflexion.
Les valeurs des pôles et des résidus théoriques sont présentées dans le tableau 4.4. Dans les trois inter-
valles de temps, les valeurs théoriques et les valeurs données par Matrix Pencil des pôles et des résidus
sont identiques.
Valeurs théoriques
Temps sij Rij
0 + 314, 16 · 106j 0− 0, 33j
0 ≤ t < 2 k x1
0− 314, 16 · 106j 0 + 0, 33j
0 + 314, 16 · 106j 0− 0, 15j
2 k x1 ≤ t < 4 k x1
0− 314, 16 · 106j 0 + 0, 15j
0 + 314, 16 · 106j 0− 0, 11j
4 k x1 ≤ t < 6 k x1
0− 314, 16 · 106j 0 + 0, 11j
TABLE 4.4 – Valeurs des pôles et des résidus
4.4.3 Cas d’une ligne sans pertes adaptée, insérée entre un générateur et une charge
capacitive
La modification par rapport au cas précédent concerne la charge qui est ici capacitive Zu = Ru +
1
Cu p
.
Les coefficients de réflexions sont dans ce cas :
Γe = 0 Γu =
Zu −Rc
Zu +Rc
= Γdc +
1− Γdc
1 + τ p
(4.46)
avec Γdc =
Ru −Rc
Ru +Rc
, et τ = (Ru +Rc)Cu
Dans le domaine de Laplace,l’expression de V (0, p) fournie par la théorie des lignes s’écrit :
V (0, p) =
E0
2
ω0
p2 + ω20
·
[
1 +
(
Γdc +
1− Γdc
1 + τ p
)
e−2 k x1p
]
(4.47)
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L’expression de la tension d’entrée dans le domaine temporel v (0, t) obtenue par transformée de Laplace
inverse est :
v (0, t) =
E0
2
[
sin (ω0t) · u (t) + Γdc sin (ω0 (t− 2 k x1)) u (t− 2 k x1)
+u (t− 2 k x1) 1− Γdc
1 + a2
(
sin (ω0 (t− 2 k x1))− a cos (ω0 (t− 2 k x1))
+a e−(t−2 k x1)/τ
)] (4.48)
avec a = τω0
Dans ce cas adapté à l’entrée, il n’y a que deux intervalles de temps de fonctionnement à considérer. Les
valeurs théoriques des pôles et des résidus de v (0, t) sont présentées dans le tableau 4.5.
Temps Pôles Résidus
sij = αij + jβij Rij
0 + jω0 R11 = −jE0
4
0 ≤ t < 2 k x1
0− jω0 R12 = +jE0
4
0 + jω0 R21 = R11 − jE0
4
·
(
Γdc +
(1− Γdc)(1− ja)
1 + a2
)
e−2x1kω0j
2 k x1 ≤ t 0− jω0 R22 = R12 + jE0
4
·
(
Γdc +
(1− Γdc)(1 + ja)
1 + a2
)
e+2x1kω0j
−1
τ
+ j0 R23 = E0
2
· (1− Γdc) a
1 + a2
e2 k x1/τ
TABLE 4.5 – Pôles et résidus théoriques dans le cas d’une ligne sans pertes adaptée à l’entrée insérée
entre un générateur et une charge capacitive
Les résultats numériques seront donnés pour une ligne de longueur x1 = 300 m et de caractéristiques
linéiques ( R = 0 Ω/m, G = 0 S/m, L = 0, 25 µH/m, C = 100 pF/m ) donc d’impédance caracté-
ristique Zc = Rc =
√
L/C = 50Ω.
On choisit les impédances d’entrée et de charge Ze = Rc et Zu = Ru + 1/(jCuω0) avec Ru = 100Ω
et Cu = 2 nF . La tension d’entrée ainsi que sa décomposition en ondelettes db5 niveau 1 sont données
figures 4.12.
Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
CHAPITRE 4. IDENTIFICATION ET LOCALISATION DES CHARGES ÉLÉMENTAIRES EN HAUTES
FRÉQUENCES 137
0 1 2 3 4 5 6
x 10−6
−1
−0.5
0
0.5
1
Temps(s)
Te
ns
io
n(V
)
0 1 2 3 4 5 6
x 10−6
−0.01
−0.005
0
0.005
0.01
Temps(s)
Décomposition en haute fréquence du signal avec ondelettes
2.94 2.96 2.98 3 3.02 3.04 3.06 3.08
x 10−6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
Temps(s)
Te
ns
io
n(V
)
(a) (b)
FIGURE 4.12 – (a) : Tension d’entrée et sa décomposition en ondelettes db5 niveau 1, (b) Zoom de la
tension lors du changement d’état
La décomposition en ondelettes (figure 4.12) permet de détecter un changement d’état à l’instant t1 =
3 µs. Connaissant les caractéristiques linéiques de la ligne, on déduit sa longueur :
x1 = t1/2k = 3 · 10−6/(2 · 5 · 10−9) = 300m pour une valeur de 300m.
La méthode de Matrix Pencil est ensuite appliquée sur la tension d’entrée représentée sur la figure 4.12.
Le suivi temporel est donné figure 4.13.
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FIGURE 4.13 – Suivi temporel des pôles et des résidus normalisés
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Dans la figure 4.13 on retrouve bien, avant la première réflexion qui apporte les informations sur la lon-
gueur de la ligne ainsi que sur la charge, les deux pôles 0±ω0j représentés par " * " et " ◦". La méthode
de Matrix Pencil a détecté une réflexion dans la fenêtre comprise entre "3000ns" et "3020ns". Après
cette réflexion, en plus des pôles et des résidus liés à la fréquence ω0, on trouve le pôle
−1
τ
+ j0 ainsi
que son résidu correspondant traduisant le régime libre dû à la charge.
Les valeurs des pôles et des résidus théoriques de la tension (figure 4.13) sont représentées dans le ta-
bleau 4.6.
Valeurs théoriques
Temps sij Rij
0 + 314, 16 · 106j 0− 0, 25j
t < 2kx1
0− 314, 16 · 106j 0 + 0, 25j
0 + 314, 16 · 106j −0, 002 − 0, 33j
2kx1 ≤ t 0− 314, 16 · 106j −0, 002 + 0, 33j
−3, 33 · 106 + 0j 77, 89 + 0j
TABLE 4.6 – Valeurs des pôles et des résidus
Les valeurs théoriques et les valeurs données par Matrix Pencil des pôles et des résidus sont identiques
avec une précision de 10−4.
4.4.4 Cas de lignes sans pertes cascadées, fermées sur une charge résistive et sur une
autre selfique
La configuration analysée ici correspond au schéma de la figure 4.3 décrite dans la partie 4.2.3 pour
laquelle la première ligne de longueur x1 est adaptée à l’entrée Ze = Rc et fermée sur une charge résis-
tive Zu1 = Ru1. La deuxième ligne de longueur x2 est cascadée à la première et fermée sur une charge
selfique Zu2 = Ru2 + Lu2 p à une distance x1 + x2.
Les coefficients de réflexion sont dans ce cas :
Γe = 0, Γu1 =
Ru1//Rc −Rc
Ru1//Rc +Rc
=
−Rc
2Ru1 +Rc
, Γu2 =
Zu2 −Rc
Zu2 +Rc
= 1− κ2
1 + τ2 p
(4.49)
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avec κ2 =
2Rc
Ru2 +Rc
, et τ2 =
Lu2
Ru2 +Rc
L’expression de V (0, p) utilisée dans ce cas est donnée par l’équation 4.20. Pour ce type de configuration,
les expressions dans le domaine de Laplace deviennent plus complexe. Néanmoins l’expression de la
tension d’entrée v (0, t) n’est utilisée que sur un intervalle de temps limité. Il suffit donc de prendre en
compte dans l’expression 4.21 les coefficients αn,m correspondant aux réflexions possibles pendant cet
intervalle de temps.
Les résultats numériques sont donnés pour deux lignes de longueur x1 = 320m et x2 = 100m. Les deux
lignes sont de caractéristiques linéiques identiques avec R = 0 Ω/m, G = 0 S/m, L = 0, 25 µH/m et
C = 100 pF/m. l’impédance caractéristique Zc = Rc =
√
(L/C) = 50 Ω.
On choisit les impédances d’entrée et de charge telles que : Ze = Rc, Zu1 = Ru1 = 3Rc et Zu2 =
Ru2 + Lu2 avec Ru2 = 2Rc et Lu2 = 100µH . Dans ce cas, la tension d’entrée v (0, t) est représentée
sur la figure 4.14.
On observe bien les changements d’amplitudes, qui traduisent les différentes réflexions aux instants déjà
présentés au paragraphe 4.2.3 Eq. 4.20 :
– 2kx1 = 3, 2 µs
– 2k(x1 + x2) = 4, 2 µs
– 2k(x1 + 2x2) = 5, 2 µs
– 2k(x1 + 3x2) = 6, 2 µs
– 2k2x1 = 6, 4 µs
La décomposition de la tension d’entrée en ondelettes db7 niveau 1 est donnée figure 4.14. Elle indique
les quatre instants de changements d’état à 3, 2 µs ; 4, 2 µs ; 5, 2 µs et 6, 4 µs. La réflexion à l’instant
6, 2 µs est de très faible amplitude. Sa détection est difficile même avec une ondelette du type db7 niveau
1.
Comme on l’a déjà montré dans les parties précédentes, on décompose la tension en somme de pôles et
des résidus. Les expressions sont plus complexes mais le principe reste le même. La méthode de Matrix
Pencil est appliquée sur la tension, le résultat est représenté dans la figure 4.15.
On retrouve les deux pôles 0±ω0j représentés par " * " et " ◦". La méthode de Matrix Pencil retrouve éga-
lement les différents instants de changements d’états. Après la première réflexion, les résidus changent
d’amplitudes et apportent une information qu’à une distance comprise entre 3200 · 10−9/2k = 320m et
3220·10−9/2k = 322m, il existe une charge résistive. Lors de la seconde réflexion, le couple pôle-résidu
représenté par " + " qui apparaissent sont liés directement à la charge se trouvant à la distance comprise
entre 4200 · 10−9/2k = 420 m et 4220 · 10−9/2k = 422 m. C’est une charge RL dont on peut vérifier
la valeur du pôle à partir de son expression théorique : −Rc +Ru2
Lu2
= − 50 + 100
100 · 10−6 = −1, 5 10
6s−1. A
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FIGURE 4.14 – Tension d’entrée et sa décomposition en ondelettes db7 niveau 1
0 0.5 1
x 10−5
−2
−1
0
1
x 106 pôles
Temps(s)
pa
rti
e 
ré
el
le
0 0.5 1
x 10−5
−4
−2
0
2
4
x 108
Temps (s)
pôles
pa
rit
e 
im
ag
in
ai
re
0 0.5 1
x 10−5
−1
−0.5
0
0.5
résidus
Temps(s)
pa
rti
e 
ré
el
le
0 0.5 1
x 10−5
−0.4
−0.2
0
0.2
0.4
résidus
Temps(s)
pa
rit
e 
im
ag
in
ai
re
FIGURE 4.15 – Suivi des pôles et des résidus normalisés
partir des réflexions suivantes, le pôle lié au régime libre apporte une information sur les deux charges,
sur les longueurs des lignes ainsi que sur leurs caractéristiques. On note que la réflexion en provenance de
la première charge est arrivée à l’instant 2 k x1 et celle en provenance de la deuxième charge à l’instant
2 k (x1 + x2). Les autres réflexions sont de faibles amplitudes et les couples pôles-résidus transitoires
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seront filtrés avec le bruit.
4.5 Lignes à pertes constantes
Dans cette partie, les lignes utilisées sont des lignes à pertes constantes. Nous allons présenter comme
dans la partie précédente quelques cas traités dans cette thèse. Rappelons le, dans ce cas, l’expression
de l’impédance caractéristique peut s’écrire Zc ≈ Rc + 1
Cc p
. Une ligne à pertes constantes, adaptée
à l’entrée n’est pas réalisable. Son usage dans le cadre de cette thèse est pour simplifier les différentes
expressions développées.
4.5.1 Cas d’une ligne avec pertes constantes adaptée à l’entrée insérée entre un généra-
teur et une charge résistive
La configuration analysée ici correspond au schéma de la figure 4.2 pour laquelle la ligne de transmission
de longueur x1 est adaptée à l’entrée Ze = Zc, la charge résistive est Zu = Ru.
Les coefficients de réflexions sont dans ce cas :
Γe = 0 Γu =
Zu − Zc
Zu + Zc
= Γdc − 1 + Γdc
1 + τ p
(4.50)
avec Γdc =
Ru −Rc
Ru1 +Rc
, et τ = (Ru1 +Rc)Cc
L’expression de la tension d’entrée dans le domaine de Laplace s’écrit :
V (0, p) =
E0
2
ω0
p2 + ω20
·
[
1 + Γue
−2(α0+k p)x1
]
(4.51)
L’expression de la tension d’entrée dans le domaine temporel v (0, t) est déduite par transformée de
Laplace inverse.
v (0, t) =
E0
2
[
sin (ω0t) · u (t) + Γu e−2α0 x1 sin (ω0 (t− 2 k x1)) u (t− 2 k x1)
+
a (1 + Γdc)
1 + a2
u (t− 2 k x1)
(
e−2α0 x1 cos (ω0 (t− 2 k x1))− e−2α0 x1 e−(t−2 k x1)/τ
)]
(4.52)
avec a = τω0
Dans ce cas, adapté à l’entrée, il y a deux intervalles temps de fonctionnement à considérer. Les expres-
sions théoriques des pôles et résidus de v (0, t) sont présentées dans le tableau 4.7.
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Temps Pôles Résidus
sij = αij + jβij Rij
0 + jω0 R11 = −jE0
4
0 ≤ t < 2 k x1
0− jω0 R12 = +jE0
4
0 + jω0 R21 = R11 − jE0
4
·
(
e−2α0 x1 · a
2Γdc − 1 + ja(1 + Γdc)
1 + a2
e−2x1kω0j
)
2 k x1 ≤ t 0− jω0 R22 = R12 + jE0
4
·
(
e−2α0 x1 · −a
2Γdc + 1 + ja(1 + Γdc)
1 + a2
e+2x1kω0j
)
−1
τ
+ j0 R23 = −E0
2
· a (1 + Γdc)
1 + a2
e−2α0 x1 e2 k x1/τ
TABLE 4.7 – Pôles et résidus dans le cas d’une ligne avec pertes constantes adaptée à l’entrée et insérée
entre un générateur et une charge résistive
Les résultats numériques seront donnés pour une ligne de longueur x1 = 150 m et de caractéristiques
linéiques ( R = 0, 1 Ω/m, G = 0 S/m, L = 0, 25 µH/m, C = 100 pF/m ) donc d’impédance ca-
ractéristique Zc = Rc +
1
Ccp
avec Rc = 50 Ω et Cc = 100 nF . On choisit les impédances d’entrée
et de charge Ze = Zc et Zu = Ru avec Ru = 8Rc. La tension d’entrée ainsi que sa décomposition en
ondelettes db4 niveau 1 sont données figure 4.16.
La décomposition en ondelettes permet de déterminer l’instant de changement d’état t1 = 1, 5 µs.
Connaissant les caractéristiques de la ligne avec pertes constantes, on peut déduire sa longueur x1 =
t1/2k = 1, 5 · 10−6/(2 · 5 · 10−9) = 150m pour une valeur de 150m.
La méthode de Matrix Pencil est ensuite appliquée à la tension d’entrée. Le suivi temporel des pôles et
des résidus normalisés est donné figure 4.17.
On retrouve les deux pôles 0 ± ω0j représentés par " * " et " ◦". La méthode de Matrix Pencil a détecté
un changement d’état dans la fenêtre comprise entre "1500 ns" et "1520 ns". A partir de cette fenêtre,
un nouveau couple pôle résidu apparaît " + " correspondant à la charge présente à l’extrémité de la ligne
de longueur comprise entre "150 m" et "152m".
Les valeurs des pôles et des résidus théoriques sont présentées dans le tableau 4.8.
La comparaison de ces valeurs avec celles issues de du traitement de Matrix Pencil est conforme avec
une précision de 10−4.
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FIGURE 4.16 – Tension d’entrée et sa décomposition en ondelettes db4 niveau 1
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FIGURE 4.17 – Suivi temporel des pôles et des résidus normalisés
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Valeurs théoriques
Temps sij Rij
0 + 314, 16 · 106j 0− 0, 25j
0 ≤ t < 2 k x1
0− 314, 16 · 106j 0 + 0, 25j
0 + 314, 16 · 106j 2 · 10−5 − 0, 39j
2 k x1 ≤ t 0− 314, 16 · 106j 2 · 10−5 + 0, 39j
−2, 22 · 104 + 0j −4, 8 · 10−5 + 0j
TABLE 4.8 – Valeurs des pôles et des résidus
4.5.2 Cas d’une ligne avec pertes constantes non adaptée à l’entrée insérée entre un gé-
nérateur et une charge résistive
Ce cas ne diffère du précédent, (partie 4.5.1) que par la non adaptation à l’entrée Ze = Re 6= Zc. cette
seule modification affecte le coefficient de réflexion de la source Γe.
Γe =
Ze − Zc
Ze + Zc
= Γdc1 − 1 + Γdc1
1 + τ1 p
Γu =
Zu − Zc
Zu + Zc
= Γdc2 − 1 + Γdc2
1 + τ2 p
(4.53)
avec
Γdc1 =
Re −Rc
Re +Rc
et Γdc2 =
Ru −Rc
Ru +Rc
τ1 = (Re +Rc)Cc et τ2 = (Ru +Rc)Cc
Dans le domaine de Laplace, et en se basant sur l’Eq. 4.15 et 4.16, la tension devient :
V (0, p) =
E0
2
ω0
p2 + ω20
· (1− Γe)
[
1 + Γu (1 + Γe)
∑
n≥1
(ΓuΓe)
n−1 e−2n(α0+k p)x1
] (4.54)
En se limitant à la première réflexion, c’est à dire à n = 1, on peut exprimer la tension en temporel. On
pose :
a1 = τ1ω0, a2 = τ2ω0, τ3 =
τ1
τ2 − τ1 , τ4 =
τ2
τ2 − τ1 , Ct0 = 1 + Γdc2
Ct1 = 1− Γdc1, Ct2 = 1 + Γdc1,
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Ct3 = Ct1Γdc2Ct2,
Ct4 = −Ct3 − Ct0Ct1Ct2τ3 + (Ct2)2Ct0τ3 − (Ct2)2Ct0 τ2
τ1
τ23 ,
Ct5 = Ct0Ct1Ct2(τ4 − 1) + (Ct2)2Ct0τ4(τ4 − 1)
Ct6 = −(Ct2)2 [Γdc2(τ3 + 1) + τ3]
g (t, a, τ) =
1
1 + a2

sin (ω0t)− a cos (ω0t) + a e−
(
t
τ
)
 · u (t)
h (t, a, τ) =
1
1 + a2

(1− a2) sin (ω0t)− 2a cos (ω0t) + (a
τ
(1 + a2)t+ 2a
)
e
−
(
t
τ
)
 · u (t)
En utilisant la transformée de Laplace inverse, on déduit l’expression de la tension d’entrée dans le
domaine temporel v (0, t) pour les deux premiers intervalles temporels :
v (0, t) =
E0
2
[(
Ct1 sin (ω0t) +Ct2 · g (t, a1, τ1)
)
u (t)+(
Ct3 · sin (ω0 (t− 2 k x1)) +Ct4 · g (t− 2 k x1, a1, τ1)+
Ct5 · g (t− 2 k x1, a2, τ2) + Ct6 · h (t− 2 k x1, a1, τ1)
)
e−2α0 x1 u (t− 2 k x1)
]
(4.55)
La réflexion arrivant à 2 k x1 est la seule qui est représentée, d’autres arriveront aux instants 4 k x1,
6 k x1,... jusqu’à la stabilisation. Le calcul des valeurs théoriques des pôles et des résidus de v (0, t) se
limite à la première réflexion sur la source et est présenté dans le tableau 4.9.
Les résultats numériques seront donnés pour une ligne de longueur x1 = 200 m et de caractéristiques
linéiques ( R = 0, 1 Ω/m, G = 0 S/m, L = 100 µH/m, C = 100 pF/m ) donc d’impédance caracté-
ristique Zc = Rc +
1
Ccp
avec Rc = 50Ω et Cc = 100 nF .
On choisit les impédances d’entrée et de charge Ze = Re = 70Ω et Zu = Ru avec Ru = 10Ω. La
tension d’entrée ainsi que sa décomposition en ondelettes db4 niveau 1 est donnée figure 4.18.
Le suivi des pôles et résidus normalisés issus de la méthode de Matrix Pencil appliquée à la tension
d’entrée est donné figure 4.19.
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Temps Pôles Résidus
sij = αij + jβij Rij
0 + jω0 R11 = −jE0
4
(
Ct1 + Ct2
1− ja1
1 + a21
)
0 ≤ t < 2 k x1 0− jω0 R12 = −jE0
4
(
−Ct1 + Ct2−1− ja1
1 + a21
)
− 1
τ1
+ 0j R13 = E0
2
Ct2 a1
1 + a21
0 + jω0 R21 = R11 − jE0
4
· e−2x1kω0j e−2α0 x1
[
Ct3 +
1− ja1
1 + a21
· Ct4+
1− ja2
1 + a22
· Ct5 + 1− a
2
1 − 2ja1
1 + a21
· Ct6
]
2 k x1 ≤ t ≤ 4 k x1 0− jω0 R22 = R∗21 ∗ : complexe conjugué
−1
τ1
+ j0 R23 = E0
2
e−2α0 x1 e2 k x1/τ1 ·
(
a1
1 + a21
Ct4 +
2a1
1 + a21
Ct6
)
−1
τ2
+ j0 R24 = E0
2
e−2α0 x1 e2 k x1/τ2 · a2
1 + a22
Ct5
TABLE 4.9 – Pôles et résidus dans le cas d’une ligne avec pertes constantes non adaptée à l’entrée
insérée entre un générateur et une charge résistive
0 0.5 1 1.5 2 2.5 3 3.5 4
x 10−6
−0.5
0
0.5
Temps(s)
Te
ns
io
n(V
)
0 0.5 1 1.5 2 2.5 3 3.5 4
x 10−6
−0.01
−0.005
0
0.005
0.01
Temps(s)
Décomposition en haute fréquence du signal avec ondelettes
FIGURE 4.18 – Tension d’entrée et sa décomposition en ondelettes db4 niveau 1
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FIGURE 4.19 – Suivi des pôles et des résidus normalisés
La ligne est non adaptée, on vérifie l’existence des deux pôles 0 ± ω0j représentés par " * " et " ◦ "
ainsi que du pôle −1
τ1
+ j0 =
−1
(Ru1 +Rc)Cc
= −0, 83 · 105s−1 représenté par " + " et son résidu
associé caractérisant l’impédance d’entrée et la ligne. A l’instant t1 = 2 µs une première réflexion
arrive amenant avec elle une information sur la charge au bout de la ligne. Cette charge se situe à une
distance comprise entre 2000 · 10−9/(2k) = 200 m et 2020 · 10−9/(2k) = 202 m. Un nouveau pôle
−1
τ2
+ j0 =
−1
(Ru2 +Rc)Cc
= −1, 66 · 105s−1 et son résidu associé apparaissent décrivant la charge
Ru2 en bout de ligne.
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4.5.3 Cas d’une ligne avec pertes constantes adaptée à l’entrée insérée entre un généra-
teur et une charge capacitive (RC)
Dans ce cas la ligne de longueur x1 adaptée à l’entrée Ze = Zc. La charge à l’extrémité est une charge
RC série d’impédance Zu = Ru +
1
Cup
.
Pour cette configuration, les coefficients de réflexions s’écrivent :
Γe = 0 Γu =
Zu − Zc
Zu + Zu
= Γdc
1 + τ1 p
1 + τ2 p
(4.56)
avec
Γdc =
Cc − Cu
Cc + Cu
τ1 =
(Ru −Rc)CcCu
Cc − Cu et τ2 =
(Ru +Rc)CcCu
Cc + Cu
Dans le domaine de Laplace l’expression de la tension d’entrée s’écrit :
V (0, p) =
E0
2
ω0
p2 + ω20
·
[
1 + Γue
−2(α0+k p)x1
]
(4.57)
La ligne étant adaptée à l’entrée, on retrouve une seule réflexion arrivant à l’instant 2 k x1.
On pose ces quelques expression pour simplifier l’expression finale, on pose :
a2 = τ2ω0 τ3 =
τ2 − τ1
τ2
τ4 =
τ1
τ2
g (t, a, τ) =
1
1 + a2

sin (ω0t)− a cos (ω0t) + a e−
1
τ

 · u (t)
L’expression de la tension d’entrée dans le domaine temporel v (0, t) est déduite par transformée de
Laplace inverse :
v (0, t) =
E0
2
[
sin (ω0t) · u (t)+(
Γdc τ3 · g (t− 2 k x1, a2, τ2) + Γdc τ4 · sin (ω0 (t− 2 k x1))
)
e−2α0 x1 u (t− 2 k x1)
]
(4.58)
En exprimant l’équation 4.58 sur une base d’exponentielles complexes, on aboutit aux expressions théo-
riques des pôles et résidus du tableau 4.10 pour les deux premiers intervalles de temps.
Les résultats numériques seront donnés pour une ligne de longueur x1 = 380 m et de caractéristiques
linéiques ( R = 0.1 Ω/m, G = 0 S/m, L = 0, 25 µH/m, C = 100 pF/m ) donc d’impédance caracté-
ristique Zc = Rc +
1
Ccp
avec Rc = 50Ω et Cc = 100 nF .
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Temps Pôles Résidus
sij = αij + jβij Rij
0 + jω0 R11 = −jE0
4
0 ≤ t < 2 k x1
0− jω0 R12 = +jE0
4
0 + jω0 R21 = R11 − jE0
4
· e−2x1kω0j e−2α0 x1
[
Γdc τ4 +
1− ja2
1 + a22
· Γdc τ3
]
2 k x1 ≤ t 0− jω0 R22 = R∗21 ∗ : complexe conjugué
−1
τ2
+ j0 R23 = E0
2
e−2α0 x1 e2 k x1/τ2 · a2
1 + a22
Γdc τ3
TABLE 4.10 – Pôles et résidus dans le cas d’une ligne avec pertes adaptée à l’entrée insérée entre un
générateur et une charge capacitive
On choisit les impédances d’entrée et de charge Ze = Zc et Zu = Ru +
1
jCuω0
avec Ru = 100 Ω et
Cu = 5 nF . La tension d’entrée ainsi que sa décomposition en ondelettes db4 niveau 1 est donnée figure
4.20.
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FIGURE 4.20 – (a) : Tension d’entrée et sa décomposition en ondelettes db4 niveau 1, (b) Zoom de la
tension lors du changement d’état
La décomposition en ondelettes, permet de déterminer l’instant de changement d’état t1 = 3, 8 µs.
Connaissant les caractéristiques de la ligne avec pertes constantes, on peut déduire sa longueur x1 =
t1/2k = 3, 8 · 10−6/(2 · 5 · 10−9) = 380m pour une valeur de 380m. La méthode de Matrix Pencil est
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appliquée sur la tension d’entrée. Le suivi temporel des pôles et résidus est donné figure 4.21.
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FIGURE 4.21 – Suivi temporel des pôles et des résidus normalisés
On vérifie l’existence des deux pôles 0 ± ω0j représentés par " * " et " ◦" avant la réflexion. A partir
de l’instant de changement d’état, un nouveau pôle représenté par " + " s’ajoute avec son résidu associé
correspondant à −1
τ2
+ j0 = −14 · 105. La ligne étant adaptée à l’entrée, le signal se stabilise après la
première réflexion. Cette ligne est de longueur x1 comprise entre 3, 8 · 10−6/(2 · 5 · 10−9) = 380 m et
3820 · 10−9/(2 · 5 · 10−9) = 382m pour une valeur de 380m.
4.6 Lignes à pertes variables
La solution du problème avec pertes variables est fort compliquée. La présence des pertes causera à la
fois de l’atténuation, c’est à dire une diminution de l’amplitude du signal en fonction de la distance
parcourue, et de la dispersion, c’est à dire une modification des temps de parcours par distance unitaire
en fonction de la fréquence.
La résistance linéique R n’est plus constante en fonction de la fréquence. Sa variation est due à l’effet
de peau. Les expressions de V (x, p) et v (x, t) restent valables mais son interprétation est trop difficile
pour que l’on puisse tirer des conclusions intéressantes. On fait en général l’hypothèse que la ligne est
supposée adaptée à l’entrée et on étudie la tension au point x = 0.
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On rappelle les expressions de R(p) de γ(p) et de Zc(p).
R (p) = R0
(
1 +
√
p τ0
2
)
Zc(p) ≈ Rc
(
µ
2πL
(
1
pτ0
+
1
2
√
pτ0
))
γ (p) ≈ k p+ α0
(
1 +
√
p τ0
2
)
Cas d’une ligne avec pertes variables, adaptée à l’entrée, insérée entre un générateur et une
charge résistive
La configuration analysée ici correspond à une ligne avec pertes variables de longueur x1 adaptée à
l’entrée Ze = Zc (figure 4.2). La charge à l’extrémité est une charge résistive notée Zu = Ru.
Les coefficients de réflexion sont dans ce cas :
Γe = 0, Γu(p) =
Zu − Zc
Zu + Zc
= Γdc +
A1√
pτ0 +B1
− A2√
pτ0 +B2
(4.59)
avec
Γdc =
Ru −Rc
Ru +Rc
, A =
√√√√1− 8
(1− Γdc)R0τ0
2L
[α0]
2
, B = (1− Γdc)R0τ0
4L
α0
A1 =
1 + Γdc
Aα0
1− (1 +A)Bα0
2
, B1 =
(1 +A)B
2
A2 =
1 + Γdc
Aα0
1− (1−A)Bα0
2
, B2 =
(1−A)B
2
L’expression de la tension d’entrée dans le domaine de Laplace s’écrit :
V (0, p) =
E0
2
ω0
p2 + ω20
·
[
1 + Γu(p) e
−2x1

k p+α0

1+
√
p τ0
2



]
(4.60)
On pose :
g (a, t, τ) =
1
τ
a
2
√
π (t/τ)3
e
−a2
4(t/τ) · u (t)
W (Z) = e−Z2erfc (−jZ)
h (a, b, t, τ) =
1
τ
e
−a2
4(t/τ) ·
[
1√
π(t/τ)
− bW
(
j
(
b
√
t/τ +
a
2
√
(t/τ)
))]
· u (t)
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v (0, t) =
E0
2
[
sin (ω0t) · u (t) + e−2α0 x1 · u (t− 2 k x1) ·(
+Γdc
{
sin (ω0 (t− 2 k x1)) ∗ g (α0x1, t− 2kx1, τ0)
}
−1 + Γdc
Aα0
(1− (1−A)Bα0/2)
{
sin (ω0 (t− 2 k x1)) ∗ h
(
α0x1, (1−A)B2 , t− 2kx1, τ0
) }
+
1 + Γdc
Aα0
(1− (1 +A)Bα0/2)
{
sin (ω0 (t− 2 k x1)) ∗ h
(
α0x1, (1 +A)
B
2 , t− 2kx1, τ0
) }
)]
(4.61)
avec ∗ le produit de corrélation entre ces fonctions.
Les résultats numériques seront donnés pour une ligne de longueur x1 = 50 m et de caractéristiques
linéiques ( R0 = 0, 1 Ω/m, G = 0S/m, L = 0, 25 µH/m, C = 100 pF/m et τ0 = 4 µs ). Ces résultats
sont fournis par les mesures expérimentales présentées au paragraphe 4.7.2.2.
On choisit les impédances d’entrée et de charge Ze = Zc et Zu = Ru avec Ru = 2kΩ. La tension
d’entrée ainsi que sa décomposition en ondelettes db5 niveau 1 est donnée sur la figure 4.23.
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FIGURE 4.22 – Tension d’entrée
La décomposition en ondelettes, permet de déterminer l’instant de changement d’état t1 = 0, 5 µs. A
partir des caractéristiques de la ligne avec pertes variables, on peut déduire sa longueur x1 = t1/2k =
0, 5 · 10−6/(2 · 5 · 10−9) = 50m pour une valeur de 50m.
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FIGURE 4.23 – Tension d’entrée et sa décomposition en ondelettes db5 niveau 1
On applique la méthode de Matrix Pencil à la tension d’entrée et on réalise le suivi temporel des pôles et
des résidus (voir figure 4.24).
On vérifie l’existence des deux pôles 0 ± ω0j représentés par " * " et " ◦" avant la réflexion. A partir de
l’instant de changement d’état, un nouveau pôle représenté par " + " s’ajoute avec son résidu associé. Ce
pôle correspond à la charge ainsi qu’à la ligne présentant des pertes variables. On remarque que dans ce
cas la détermination des expressions théoriques des pôles et des résidus devient de plus en plus complexe
et que les premières réflexions sont les plus pertinentes pour l’identification des charges.
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FIGURE 4.24 – Suivi temporel des pôles et des résidus normalisés
4.7 Détermination expérimentale des paramètres linéiques
Une maquette de mesure a été élaborée pour analyser le phénomène de propagation dans les câbles de
transport de l’énergie avec prise en compte de l’effet de peau. Ces mesures concernent les caractéris-
tiques physiques du câble dont l’inductance, la capacité, la résistance et la conductance en fonction de la
fréquence.
Tout d’abord, nous avons cherché à extraire les paramètres linéiques R, L, C , G du câble et déduit la
vitesse de propagation et l’impédance caractéristique. Afin de valider les résultats obtenus, nous avons
utilisé trois essais, un en circuit ouvert, un en court-circuit et un sur une charge de 50Ω.
L’outil expérimental de base a été un analyseur un réseau qui a permis de déterminer les coefficients de
réflexion à l’entrée de la maquette de mesures. A partir de ces coefficients, nous avons extrait les para-
mètres linéiques en fréquentiel.
La procédure pour accéder à ces paramètres se fait en trois étapes :
1. L’étape 1 consiste à mesurer à l’aide de l’analyseur de réseau le coefficient de réflexion à l’entrée
de la ligne quand celle-ci est en circuit ouvert, on le notera Γ1.
2. L’étape 2 consiste à mesurer à l’aide de l’analyseur de réseau le coefficient de réflexion à l’entrée
de la ligne quand celle-ci est en court circuit, on lenote Γ2.
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3. L’étape 3 consiste à déduire pour chacune des mesures, l’impédance ramenée à l’entrée qu’on note
Γco pour Γ1 et Γcc pour Γ2.
Un traitement approprié permettra d’accéder aux paramètres linéiques du câble.
4.7.1 Extraction des paramètres linéiques
L’impédance d’entrée d’une ligne bifilaire est donnée par la théorie des lignes de transmission [71, 77] :
Zin = Zo
Zu + Zo th(γx)
Zo + Zu th(γx)
(4.62)
γ est la constante de propagation, Zu est l’impédance de la charge, x la longueur de la ligne et Zo
l’impédance caractéristique.
Le coefficient de réflexion Γin mesuré par l’analyseur de réseau est relié à Zin par :
Γin =
Zin − Zo
Zin + Zo
(4.63)
Les charges qui correspondent aux essais de mesures pour la détermination des paramètres sont Zu = 0,
Zu =∞ et Zu = 50Ω.
Nous avons utilisé trois méthodes pour cette détermination.
4.7.1.1 Méthode de mesures à partir d’essais en circuit ouvert et en court circuit
On effectue deux essais, l’un avec la ligne en circuit-ouvert et l’autre avec la ligne en court-circuit à
l’extrémité x.
Pour une ligne en court circuit :
Zin = Zcc = Zo th(γx) (4.64)
Pour une ligne en circuit ouvert :
Zin = Zco = Zo coth(γx) (4.65)
Le produit l’Eq. 4.64 et 4.64 donne :
Zo =
√
Zcc Zco (4.66)
γ =
arcth
√
Zcc/Zco
x
(4.67)
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4.7.1.2 Méthode de mesures à partir d’essais en circuit-ouvert et sur une charge de 50Ω
On effectue deux essais, l’un en circuit-ouvert et l’autre sur la ligne chargée par zu = 50Ω.
Pour l’essai en circuit-ouvert :
Zin = Zco = Zo coth(γx) (4.68)
Et pour l’essai sous 50Ω :
Zin = Zo
Zu + Zo th(γx)
Zo + Zu th(γx)
= Z50 (4.69)
En introduisant l’Eq. 4.68 dans 4.69, on obtient :
Z50 =
ZcoZu + Z
2
o
Zco + Zu
(4.70)
4.7.1.3 Méthode de mesures à partir d’essais en court-circuit et sur 50Ω
On effectue deux essais, l’un en court-circuit et l’autre en chargeant avec zu = 50Ω.
Pour une ligne en court-circuit :
Zin = Zcc = Zo th(γx) (4.71)
Et pour l’essai sous 50Ω :
Zin = Z50 (4.72)
En introduisant l’Eq. 4.72 dans 4.69, on obtient :
Z50 = Z
2
o
Zu + Zcc
Z2o + ZuZcc
(4.73)
D’où :
Zo =
√
ZuZccZ50
Zcc + Zu − Z50 (4.74)
Pour les trois méthodes utilisées, l’extraction des paramètres R,L,C etG nécessite seulement la connais-
sance de Zo et γ.
En effet, sachant que Zo =
√
Z
Y
et γ =
√
ZY , où Z et Y sont respectivement l’impédance et l’admit-
tance linéique de la ligne, on déduit :
Z = Zoγ et Y =
γ
Zo
(4.75)
Où
Z = R(f) + jLω et Y = G+ jCω (4.76)
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D’autre part γ = α+ jβ, où α et β représentent l’atténuation et la constante de phase et sont reliés à R,
L, C et G par :
α =
√
1
2
(√
(R2 + L2ω2)(G2 + C2ω2) +RG− LCω2
)
(4.77)
β =
√
1
2
(√
(R2 + L2ω2)(G2 + C2ω2)−RG+ LCω2
)
(4.78)
En hautes fréquences, α et β seront approximés par :
αHF ≈ R
√
C
2
√
L
+
G
√
L
2
√
C
≈ R
2Z0
+
GZ0
2
(4.79)
βHF ≈ ω
√
LC ≈ ω
k
(4.80)
si les conditions Lω >> R et Cω >> G sont respectées.
4.7.2 Résultats expérimentaux
Soit un câble non blindé à deux conducteurs internes de longueur x = 3m et isolé par un diélectrique (fi-
gure 4.25) fermé sur une charge Zu. Ce câble est alimenté par un générateur de tension E et d’impédance
interne Ze = 50ω.
FIGURE 4.25 – Configuration des essais pour la mesure du coefficient de réflexion à l’entrée
4.7.2.1 Mesure de l’atténuation, de la constante de phase, des rapports
√
R
G
et
√
L
C
En effectuant séparément les trois essais Zu = 0, Zu = ∞ et Zu = 50Ω, on dispose des valeurs du
coefficient de réflexion Γ à l’entrée pour les trois essais. On déduira alors suivant la démarche décrite
au paragraphe 4.7.1, Zo et γ pour les trois méthodes. α, β, R, L, C et G sont alors déduits à partir des
équations (Eq. 4.75-4.80).
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FIGURE 4.26 – Atténuation, constante de phase,
√
R
G
et
√
L
C
d’un câble de 3m
La figure 4.26 présente l’atténuation, la constante de phase, les rapports
√
R
G
et
√
L
C
pour les trois mé-
thodes.
Nous remarquons que pour l’ensemble des mesures, des phénomènes de résonance apparaissent aux
fréquences élevées ce qui perturbe fortement les résultats.
Pour l’essai en court-circuit (Eq.4.64), les fréquences de résonances sont données par th(γx) = 0. En
approximant γ ≈ jβ = j2πf/ν, on déduit :
f =
(2k + 1)ν
4x
pour k = 0, 1, · · ·
Pour l’essai en circuit-ouvert (Eq.4.65), les fréquences de résonances sont données par :
f =
kν
2x
pour k = 0, 1, · · ·
Sachant que ν = 1, 5 108m/s est déduite de la courbe de la vitesse de propagation de la figure 4.27,
les premières fréquences de résonance sont alors : 12, 5MHz, 25MHz , 37, 5MHz, 50MHz. L’obser-
vation du rapport
√
R
G
et
√
L
C
montre que ces deux valeurs sont du même ordre de grandeur dans la
zone des faibles fréquences. L’affaiblissement α dépend légèrement de la fréquence dans cette gamme
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(l’atténuation serait alors indépendante de la fréquence si la condition R
G
=
L
C
est réalisée). D’autre part,
il apparaît une très bonne concordance des trois méthodes quand on s’intéresse à la constante de phase
ou à l’impédance caractéristique simplifiée. Notons que nous observons une impédance caractéristique
de 80Ω pour le câble étudié (figure 4.26).
4.7.2.2 Mesure de la vitesse de propagation ν, de l’inductance L, de la capacité C et de la résis-
tance R
A partir des courbes de la figure 4.27, nous déduisons les valeurs approximatives en basses fréquences de
la vitesse de propagation ν = 1, 5 108m/s, de l’inductance L = 0, 6µH/m, la capacité C = 80pF/m
et de la résistance R = 4Ω/m en prenant en compte la partie haute fréquence.
Il apparaît une assez bonne concordance des trois méthodes quand on s’intéresse à la vitesse de propaga-
tion et à l’inductance.
FIGURE 4.27 – Vitesse de propagation, inductance, capacité, résistance d’un câble de 3m
Il est clair que les trois méthodes donnent des résultats très voisins, elles présentent toutefois des diffé-
rences au niveau des atténuations compte tenu des difficultés de mesures et des problèmes de répétabilité.
Le choix de la méthode directe co-cc est plus recommandé.
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4.7.3 Identification d’une charge à partir des mesures du coefficient de réflexion issues
de l’analyseur de réseau
On place une charge Zu = 50Ω et on souhaite la retrouver à partir de la mesure du coefficient de réflexion
à l’entrée Γin ; De celui-ci, on déduit Zin = Zo
Γin + 1
Γin − 1 . D’autre part Zin est fonction de Zu tel que :
Zin = Zo
Zu + Zo th(γx)
Zo + Zu th(γx)
A partir de la figure 4.28, en dehors des zones de résonance, on retrouve bien la résistance de charge
recherchée de 50Ω.
Sur la figure 4.29, on confirme que la partie imaginaire de l’impédance de charge est nulle en dehors des
zones de résonance fortement perturbées.
FIGURE 4.28 – Partie réelle de la charge résistive à identifier
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FIGURE 4.29 – Partie imaginaire de la charge résistive à identifier
4.8 Conclusion
La caractérisation de la charge en termes de pôles et de résidus est similaire en mode localisé qu’en
mode propagatif. En plus de cette caractérisation, la méthode propagative offre la possibilité d’identifier
les charges en présence et permet de connaître l’emplacement de chaque charge sur le réseau électrique
considéré. Nous avons pu le confirmer grâce à quelques cas simples.
A travers ces résultats, les instants de changement de niveau nous renseignent sur la position géogra-
phique des charges et leur état (On ou Off). Les niveaux nous renseignent quand à eux sur les coefficients
de réflexion et sur la nature des charges.
La méthode de Matrix Pencil est appliquée actuellement sur des fenêtres de 20ns de largeur, les charges
seront donc localisées avec une précision de 3m. Une solution nous permettra de remédier à cette incer-
titude de position sans augmenter le fréquence d’échantillonnage. En effet, avec la méthode de Matrix
Pencil, on est capable d’isoler la fenêtre qui correspond à l’instant de retour de la réflexion. Un traitement
complémentaire de Matrix Pencil pourra être appliqué sur des fenêtres glissantes d’un pas d’échantillon-
nage afin d’identifier au mieux le début de la réflexion. La précision sera dans ce cas de l’ordre de la
fréquence d’échantillonnage, soit 0, 625ms.
Dans tous les cas étudiés, une installation adaptée à l’entrée Γe = 0 réduit la complexité des calculs et
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réduit les réflexions multiples en provenance du premier tronçon de ligne après la source. Dans le cas
contraire, ce terme rentrera dans le calcul et fera accroître la difficulté d’exprimer les pôles et les résidus
dans le cas des lignes à pertes variables ou à pertes constantes.
En pratique, on se rend compte que l’étude des premières réflexions suffit à identifier les charges en pré-
sence et à les localiser avec précision. Nous pensons que la prise en compte de la propagation devrait
enrichir la base de données issue de l’approche localisée afin d’identifier les usages et leurs consomma-
tions.
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Sommaire
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.2 Le prototype COPUS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.3 Algorithme d’identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.4 Validation de notre démarche sur le prototype . . . . . . . . . . . . . . . . . . . . 171
5.4.1 Cas du radiateur électrique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
5.4.2 Cas de la lampe halogène . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.4.3 Cas de charges à consommation cumulée . . . . . . . . . . . . . . . . . . . . 175
5.5 Implémentation temps réel de la méthode de Matrix Pencil . . . . . . . . . . . . . 177
5.6 Validation dans la maison domotique . . . . . . . . . . . . . . . . . . . . . . . . . 179
5.6.1 Le chauffage : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.6.2 Le ballon d’eau chaude : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
5.6.3 Éclairage : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
5.6.4 Charges en parallèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.6.5 Méthode simple de classification . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
163
CHAPITRE 5. IMPLÉMENTATION ET VALIDATION EXPÉRIMENTALE 164
5.1 Introduction
Le volet applicatif de ma thèse consiste à prouver la faisabilité de la fonction d’identification et son inté-
gration dans un environnement de comptage d’énergie. Une maquette, de fonctionnalités basiques, offrant
une plateforme pour recevoir les algorithmes d’identification a été conçue. Elle comporte un compteur
capable de donner en temps réel la consommation de charges élémentaires.
Comme démontré dans le paragraphe 3.3, la méthode de Matrix Pencil représente la charge enclenchée
quelque soit son ordre par un ensemble de pôles et de résidus. En y rajoutant les valeurs singulières, nous
générons une signature temporelle qui identifie cette charge. Le pas de temps est cette fois-ci la fenêtre
de traitement.
Comme précisé dans le cahier des charges, nous avons porté notre attention sur les quatre usages sui-
vants : Éclairage, Chauffage, Eau chaude Sanitaire (ECS) et Autres.
Ce chapitre présente les travaux d’implémentation et leur validation conformément à l’étude préliminaire
présentée dans les chapitres précédents. L’application industrielle du projet est de tester l’efficacité de la
fonction d’identification de la consommation d’électricité par usages ainsi que son intégration dans un
compteur électrique. L’objectif de ce prototype est d’établir la faisabilité industrielle dans un compteur
d’énergie électrique ayant des ressources de traitement limitées.
Comme présenté précédemment, la technique d’identification est valable quel que soit le domaine utilisé,
en mode localisé ou en mode propagatif. Le choix du développement d’un prototype s’est porté sur le
domaine localisé. Les phénomènes propagatifs ne sont pas pris en compte dans ce prototype à cause des
contraintes technologiques. En effet, ils nécessitent l’acquisition des signaux d’entrée (courant et tension)
à une fréquence d’échantillonnage de l’ordre du GHz, non réalisable à faible coût actuellement.
Le prototype réalisé chez Landis+Gyr a été testé lors d’une campagne de mesures réalisée dans la maison
domotique située au centre de recherche EDF les Renardières. L’étude consiste à enregistrer les signa-
tures des appareils, et à évaluer les performances du code implémenté dans le prototype du compteur
ainsi que sa capacité à représenter fidèlement chaque charge électrique par un nombre limité de pôles et
de résidus.
5.2 Le prototype COPUS
Ce prototype (dédié à la COnsommation Par USages : COPUS) a été réalisé chez Landis+Gyr à l’issue
de l’étude de la liste des éléments nécessaires pour l’intégration des fonctionnalités d’identification de
charges par usages.
L’analyse des résultats théoriques ainsi que ceux issus de la simulation ont permis dans un premier temps
d’estimer les besoins en termes de puissance de calcul ainsi qu’en temps de traitement numérique, de
ressources, etc. Landis+Gyr a ensuite proposé une solution technique adaptée au prototype pour la réali-
sation du compteur électrique intégrant des fonctions d’identification de la consommation par usages. Le
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prototype reprend les fonctions d’un compteur d’énergie, mais en plus de sa fonctionnalité de compteur
d’énergie électrique, il assure les nouvelles fonctionnalités d’identification de l’énergie par usages. Le
dialogue avec l’utilisateur (Interface Homme Machine : IHM) est effectué via un afficheur à cristaux
liquides associé à deux boutons poussoirs qui permettent de faire défiler les quatre index souhaités, ainsi
qu’une liaison série communicante.
Un banc de test (figure 5.1) incorporant la maquette a été réalisé chez Landis+Gyr pour les essais internes.
Le dispositif comprend le prototype de compteur et des interrupteurs commandables. Cela a d’abord per-
mis d’effectuer les premières acquisitions à Landis+Gyr permettant la validation des différentes étapes
du traitement et fournissant une première base de données à utiliser pour le test d’identification et de
classification.
FIGURE 5.1 – Banc de test
Le compteur est par la suite placé seul au niveau de l’entrée de l’installation électrique de la maison
domotique pour la validation finale du prototype.
L’architecture matérielle figure 5.2 du prototype fait apparaître deux parties :
– Une chaîne de mesures utilisant le capteur de mesure à effet Hall de Landis+Gyr (MMI) pour
le comptage d’énergie. Cette chaîne délivre les valeurs des tensions et courants efficaces toutes
les secondes, les puissances active et apparente ainsi que l’énergie (U, I, P. active, P. apparente,
Energie).
– Une chaîne d’acquisition des signaux tension/courant utilisés pour l’identification et la classifica-
tion.
Le prototype dispose donc d’un canal propre de mesures dédié à l’acquisition des données nécessaires à
l’identification sans interaction avec les fonctions de base du compteur. Ce canal aura en charge l’acqui-
sition des échantillons de mesure de la tension et du courant. Le choix de deux canaux de mesures, de
technologies différentes, permet de corréler les résultats entre eux afin d’estimer les erreurs d’approxi-
mation liées au traitement.
Le démarrage des fenêtres d’observation peut être synchronisé avec la tension ou le courant sur un front
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FIGURE 5.2 – Architecture du prototype COPUS
montant ou descendant. La fréquence d’échantillonnage est paramétrable ainsi que la largeur de la fe-
nêtre. Nous avons choisi soit 16 points soit 32 points sur une durée de 10ms ou 20ms.
Les convertisseurs analogique / numérique codent sur 12 bits. En fonction des besoins en traitement nu-
mérique, notamment pour l’implémentation de l’algorithme de Matrix Pencil, le choix s’est porté sur
le processeur SH7211 de Renesas. Ce microcontrôleur permet une optimisation de la conception ainsi
qu’une intégration maximale des diverses fonctionnalités.
Le coeur de ce microcontrôleur dispose d’une architecture super scalaire et d’une architecture Harvard.
Ce coeur autorisant 320 MIPS améliore grandement la vitesse d’exécution de l’application logicielle. En
outre, les 32 bits du bus interne cadencé à 160MHz augmentent la puissance de calcul des données. De
plus, ce composant offre, les périphériques suivants : des mémoires Flash et RAM, un contrôleur d’accès
direct mémoire (DMAC), deux unités timers multifonctions, une communication série avec une interface
avec FIFO (FISC), un convertisseur A / N, un convertisseur N / A, un contrôleur d’interruption (INTC),
des ports I / O et bus I2C interface. Afin d’accroître les performances, le microcontrôleur est couplé à une
mémoire RAM statique de 1 MByte pour le stockage de données importantes. L’échange des données
avec un PC est réalisé par une liaison série asynchrone de type RS232.
5.3 Algorithme d’identification
L’architecture du prototype COPUS, permet de satisfaire le schéma fonctionnel (figure 5.3) qui présente
les différentes façons d’appliquer la méthode de Matrix Pencil. La méthode, appliquée sur des fenêtres
d’observation successives dans le temps, peut être utilisée soit sur le courant instantané, soit sur la tension
instantanée ou bien sur leurs produits. Les variables à suivre seront les couples pôle-résidu ainsi que les
valeurs singulières issues du traitement de la SVD. Le suivi temporel des couples pôle-résidu assure la
mise à jour de la consommation par usages et aide à la détection d’un changement d’état.
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FIGURE 5.3 – schéma fonctionnel du dispositif d’identification de la consommation par usages
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Un changement d’état se manifeste par une variation notée au niveau du suivi des valeurs singulières
ainsi qu’au niveau des couples pôle-résidu. Cette variation correspond à la signature de la charge qui
vient d’être enclenchée. Les routines de classification et de consommation par usages seront appliquées
à la variation notée. La figure 5.4 décrit l’algorithme général de la routine d’identification, de suivi et de
classification.
FIGURE 5.4 – Algorithme général
L’algorithme de la routine Matrix Pencil est présenté figure 5.5. La démarche utilisée a été présentée
dans le chapitre 2. Les valeurs des échantillons acquis sur une fenêtre d’observation sont au préalable
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conditionnées sous la forme d’une matrice de Hankel avant d’être traitées par la méthode de la SVD. S’il
existe des charges entrain de consommer, le courant sera non nul et sera représenté par au minimum deux
couples de pôle-résidu.
FIGURE 5.5 – Algorithme de la routine de traitement
Lorsqu’un changement d’état est détecté, l’algorithme de classification se déclenche (figure 5.6). La rou-
tine de classification utilise la technique de corrélation entre les variations mesurées au moment du chan-
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gement d’état et la base de données. Cette base de données pré-remplie lors d’une phase d’apprentissage
peut être améliorée en lui rajoutant d’autres charges.
FIGURE 5.6 – Algorithme de la routine de classification
La dernière étape de l’algorithme consiste à déterminer la consommation par usages. Nous avons dé-
composé les signaux d’entrée en pôles et résidus. Ces variables vont nous être utiles pour le calcul de la
puissance.
En posant M le nombre de couples de pôle-résidu (Ri- si) issus du traitement d’une fenêtre d’observa-
tion du courant de largueur ∆t et M ′ le nombre de couples pôle-résidu (R′i-s′i) issus du traitement de
la fenêtre d’observation de tension correspondante, et en partant de la définition de base du calcul de la
puissance instantanée, on démontre que la puissance active est donnée par :
P =
M∑
i=1
M ′∑
i′=1
Ri R′i′ e(si+s
′
i′
)∆t/2 sinhc
(
(si + s
′
i′)∆t/2
) (5.1)
Avec sinhc(x) le sinus hyperbolique cardinale de x. L’énergie est tout simplement liée cette puissance
par ξ = ∆t P . En pratique, la tension fournie par le réseau de distribution est souvent de bonne qualité,
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elle s’écrit v(t) = E
√
2 sin(ωt). Il suffit de choisir M ′ = 2 ce qui conduit aux valeurs de couples
pôle-résidu suivantes : s′1,2 = ±jω et R′1,2 = ±
E
√
2
2j
. La puissance consommée devient alors :
P = E
√
2
M∑
i=1
Ri
[
e(si−jω)∆t/2 sinhc ((si − jω)∆t/2) − e(si+jω)∆t/2 sinhc ((si + jω)∆t/2)
2j
]
(5.2)
On remarque que si le courant d’entrée est sinusoïdal i(t) = I
√
2 sin(ωt − φ), les pôles correspondants
sont s1,2 = ±jω et R1,2 = ∓I
√
2
e±jφ
2j
. A partir de l’expression de l’Eq. 5.2, on démontre que P =
EI cos(φ). On retrouve le résultat classique de la puissance active dans le cas permanent sinusoïdal.
5.4 Validation de notre démarche sur le prototype
Les premières acquisitions portent sur des appareils tels qu’un convecteur, une lampe ou un réfrigérateur.
La fréquence d’échantillonnage est la même que celle utilisée dans le chapitre 3, Fe = 1600Hz.
On procède dans un premier temps à la détection des instants de changements d’état basée sur la varia-
tion des valeurs singulières. Puis, dans un second temps, le traitement par la méthode de Matrix Pencil
appliqué sur des fenêtres de courant successives de 20ms permet de déterminer les pôles et les résidus
ainsi que la puissance moyenne consommée. Les cas des charges à consommation isolée et des charges
à consommation cumulée sont traités.
5.4.1 Cas du radiateur électrique
Durant le temps d’acquisition de 10s, un radiateur est enclenché puis déclenché successivement deux
fois. La figure 5.7 montre le courant mesuré.
FIGURE 5.7 – Courant dans le radiateur électrique
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La méthode de Matrix Pencil est alors appliquée sur ce signal. La figure 5.8 représente le suivi temporel
de la première valeur singulière.
FIGURE 5.8 – Suivi temporel de la première valeur singulière
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FIGURE 5.9 – Suivi temporel des pôles et des résidus normalisés du courant consommé par le radiateur
La variation de l’amplitude de la première valeur singulière suit la variation de l’amplitude du courant.
Les variations brutales de cette valeur singulière indiquent les instants de changement d’état et précisent
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la nature de ces changements (mise sous tension ou hors tension). Une mise sous tension puis hors
tension répétée deux fois apparaît clairement aux instant 1s, 4, 8s, 7s et 9, 6s. A la suite de ce traitement,
la méthode de Matrix Pencil sera appliquée juste aux fenêtres dont la première valeur singulière est non
nulle. Le suivi temporel des pôles et des résidus est représenté figure 5.9.
La fréquence d’excitation du secteur est d’environ f = 50Hz, elle est traduite par les pôles s1,2 =
0 ± j2πf représentés par " * " et " ◦ ". L’absence de pôle lié au régime libre ainsi que les résidus du
régime forcé à partie réelle nulle, indique la présence d’une charge à nature résistive.
Pour retrouver la valeur de la résistance, on utilise l’expression théorique des résidus du paragraphe 3.3.1
du chapitre 3. D’après le tableau 3.2, l’expression des résidus est R1,2 = ∓E
√
2
2R j = 0 ∓ 6, 6j, on
déduit la valeur de la charge résistive R = 24Ω. La puissance consommée est déterminée en utilisant
l’Eq. 5.2 en considérant que la tension est sinusoïdale et de valeur efficace E = 230V ; On trouve alors
P = 2, 20kW pour une puissance nominale de 2KW .
5.4.2 Cas de la lampe halogène
La lampe halogène est enclenchée puis déclenchée successivement deux fois durant le temps d’acquisi-
tion de 10s. La figure 5.10 donne le courant mesuré.
FIGURE 5.10 – Courant de la lampe halogène
Les suivis temporels de la variation de la première valeur singulière et des couples pôle-résidus issus
du traitement sur le courant sont donnés figure 5.11 et 5.12 respectivement. Les appels de courant se
traduisent par des pics au niveau de la valeur singulière.
Les pôles s1,2 = 0 ± j2πf représentés par " * " et " ◦ " correspondent à la fréquence d’excitation.
L’analyse des valeurs des résidus en mode établi R1,2 = 0∓ 0, 92j permet de conclure que la charge est
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résistive de valeur R = 174Ω. La puissance consommée est dans ce cas de l’ordre de P = 277W (Eq.
5.2) pour une puissance nominale de 300W .
FIGURE 5.11 – Suivi temporel de la première valeur singulière
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FIGURE 5.12 – Suivi temporel des pôles et des résidus normalisés du courant consommé par le radiateur
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On notera que la lampe halogène présente une phase transitoire. Cette phase correspond à son échauffe-
ment qui se traduit par un accroissement de la résistance équivalente en fonction de la température. Le
second pic de la première valeur singulière est moins important puisque la lampe n’a pas eu le temps de
revenir à la température ambiante.
5.4.3 Cas de charges à consommation cumulée
Durant le temps d’acquisition de 10s, la lampe halogène est continuellement sous tension . Le radiateur
est mis sous tension puis hors tension successivement. La figure 5.13 montre le courant mesuré.
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FIGURE 5.13 – Courant cumulé mesuré
Le suivi temporel de la première valeur singulière reflète celui de l’enveloppe du courant. Les quatre
changements d’états sont bien identifiés au niveau de la variation des valeurs singulières. Chaque varia-
tion est suivie d’un test qui permet de différencier une mise sous tension (variation positive) ou une mise
hors tension (variation négative). Lors des changements d’état les résidus correspondant au régime forcé
s’ajoutent algébriquement, ceux correspondant au régime libre apparaissent séparément.
Au début de l’acquisition, la charge représentée par les deux pôles 0 ± jω et leurs résidus associés cor-
respond à une charge résistive de puissance P ≈ 277W qui fonctionne continuellement. Une transition
positive de la première valeur singulière est accompagnée par la variation des résidus liés au régime forcé
∆R1,2 ≈ 0∓ 6, 6 entre l’instant 1s et 4, 3s ainsi qu’entre 7, 2s et la fin de l’acquisition.
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FIGURE 5.14 – Suivi temporel de la première valeur singulière
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FIGURE 5.15 – Suivi temporel des pôles et des résidus normalisés du courant total
La puissance totale consommée par les deux charges varie entre 2300W et 2150W . On observe ici une
importante variation de la valeur de la puissance instantanée sans qu’il n’y ait un changement d’état. La
répétition de plusieurs scénarios de mise sous tension et hors tension de cette charge (en occurrence sur
le radiateur) montre que les valeurs des résidus dépendent de l’historique de fonctionnement de cette
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charge et en particulier du temps de repos avant la mise sous tension. Lorsque l’appareil est mis sous
tension après un temps suffisamment grand de repos, on obtient toujours les mêmes valeurs des résidus,
ce qui correspond au retour des paramètres physiques à l’état initial.
La première valeur singulière, les pôles et les résidus normalisés peuvent donc être considérés comme
des paramètres caractéristiques et ainsi contribuer à construire la bibliothèque qui va nous permettre par
la suite d’identifier les usages et de les classer.
5.5 Implémentation temps réel de la méthode de Matrix Pencil
La conception logicielle est découpée en quatre parties :
– Choix de la fenêtre d’observation,
– Traitement par la méthode de Matrix Pencil,
– Détection d’un changement d’état, suivi temporel des pôles et résidus, et classification,
– Calcul de la consommation par usages.
Le choix de la fenêtre d’observation a été testé et validé dans les chapitres précédents. Les fenêtres d’ob-
servation peuvent être d’une largeur multiple ou sous-multiple de la période du signal T = 20ms.
L’acquisition d’une fenêtre d’observation se fera en parallèle avec le traitement de la fenêtre acquise pré-
cédemment. La figure 5.16 résume le processus.
FIGURE 5.16 – Répartition du temps d’acquisition et du temps de traitement Matrix Pencil pour une
même fenêtre d’observation (a) d’une demi période T = 10ms (b) d’une période T = 20ms
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Comme on l’a expliqué dans le chapitre 3, le choix d’une fenêtre d’observation d’une période permet
la normalisation des valeurs des résidus. Dans l’implémentation matérielle, le choix s’est porté sur des
fenêtres de traitement de largeur d’une période de T = 20ms.
Dans la figure 5.16, les temps de traitement et d’acquisition d’une même fenêtre d’observation sont re-
présentés par une même couleur. Si le temps de traitement est inférieur ou égal à la fenêtre d’observation,
le traitement sera en temps réel, c’est la configuration idéale. Hélas plusieurs facteurs ne le permettent
pas dans notre cas, la complexité de l’algorithme, le calcul en virgule flottante sachant que le microcon-
trôleur est dépourvu d’unité à virgule flottante, le traitement de variables dans le corps des complexes,
l’algorithme de classification non optimisé. Cet ensemble de facteurs rends le temps de traitement d’une
fenêtre du signal supérieur à la fenêtre d’observation, ce qui induit une perte d’informations. La figure
5.17 illustre ce problème : le temps de traitement est supérieur à 20ms, les données représentées en rouge
ne sont pas traitées, seules les données en bleu le sont. Le traitement démarre au top d’acquisition d’une
fenêtre d’observation et traite la dernière fenêtre acquise complètement.
FIGURE 5.17 – Illustration des temps de traitement et d’acquisition dans le cas d’un traitement supérieur
à 20ms
A chaque fenêtre de traitement, la recherche des pôles et des résidus ne se fait que si le nombre de valeurs
singulières est supérieur ou égal à 2 pour représenter au minimum le régime sinusoïdal à l’aide de deux
pôles 0± jω.
Pour chaque fonction de la routine Matrix Pencil exposée dans le chapitre 2, le temps d’exécution ainsi
que le nombre d’appel par traitement est relevé. Le tableau 5.1 donne le temps d’exécution de chaque
sous fonction de la routine Matrix Pencil.
Ces résultats sont obtenus avec les outils et librairies Renesas, pour une valeur de M égale à 3.
Même si le choix actuel du microcontrôleur pour le prototype COPUS s’est porté sur le SH7211, un
microcontrôleur avec FPU (unité de calcul flottante) sera plus judicieux. Il permettra de réduire encore
plus le temps d’exécution des différentes fonctions compte tenu du nombre d’appel des fonctions à type
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flottant.
Fonction Nombre d’appels Temps total d’exécution Taux d’occupation
Pencil 1 25, 7ms 100%
Multiplication flottante 20211 8, 00ms 31, 13%
Addition flottante 17083 6, 07ms 23, 62%
Racine carrée flottante 370 3, 17ms 12, 35%
SVD 3 22, 10ms 86%
Produit matrice 7 1, 56ms 6, 08%
Allocation Matrice 37 0, 36ms 1, 4%
Pseudo inverse 2 19, 15ms 74, 50%
Libération Matrice 37 0, 15ms 0, 57%
Valeur Propre 1 1, 00ms 3, 90%
TABLE 5.1 – Profiling de la routine Matrix Pencil pour une valeur de M = 3
Le portage de la version du logiciel de Matlab en langage C a été testé et validé en comparant les valeurs
des pôles et des résidus issues du traitement d’une même fenêtre par les deux approches.
5.6 Validation dans la maison domotique
Deux campagnes de mesures ont été réalisées dans la maison domotique située au centre de recherche
EDF les Renardières.
La maison domotique est un moyen d’essais et de simulation d’un habitat individuel. Elle est équipée
de tous les types d’appareils électriques présents dans une habitation traditionnelle : éclairage, ballon
d’eau chaude, lave linge, lave vaisselle, réfrigérateur, télévision, chauffage électrique et chauffage à eau
chaude, plaques électriques, four électrique, aspirateur. Chaque équipement est relié directement à un
tableau de distribution d’énergie. Il est alors possible de relever des mesures électriques (courant, tension
et puissance) au niveau de chaque appareil, au niveau du tableau de distribution ainsi que la consomma-
tion totale. Le compteur COPUS s’est facilement intégré dans l’installation électrique.
La première campagne a permis de mesurer et d’acquérir une base de données utile pour valider sur site
réel les méthodes d’identification et de classification par groupe de charges. Trois types de configura-
tion sont testées pour valider le compteur COPUS. A chaque scénario, trois compteurs sont utilisés et
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enregistrent en même temps mais à différents endroits du réseau électrique. Le premier est placé directe-
ment au niveau de la charge, ce compteur permet l’analyse ponctuelle de la consommation d’une charge
électrique particulière. Le deuxième compteur est placé au niveau du tableau de distribution de l’instal-
lation et le troisième à l’entrée principale de l’installation permet de mesurer la consommation totale.
Les signaux de courant et de tension échantillonnés ainsi que les résultats fournis par Matrix Pencil sont
transférés via la liaison série disponible dans chaque prototype vers un ordinateur. La comparaison des
données fournies par chaque compteur, montre que les câbles reliant les appareils au tableau de distribu-
tion n’affectent pas le résultat du traitement. D’autre part ces signaux sont un moyen de vérification des
signaux échantillonnés.
Les relevés des signatures d’appareils individuels sans l’influence de l’environnement d’autres charges
ainsi que les relevés combinés de plusieurs appareils fonctionnant avec chevauchements permet d’ali-
menter la base de données et d’orienter le choix de la méthode de classification.
Sachant que le chauffage et l’eau chaude représentent à eux seuls les trois quarts de la facture d’énergie,
l’étude se focalise sur les trois groupes d’usages qui sont : le chauffage, l’eau chaude sanitaire et l’éclai-
rage. Chaque groupe d’usages comprend plusieurs charges avec différentes consommations, fonctionne-
ments et natures (linéaire ou non linéaire). Cette étude donne en temps réel la consommation électrique
totale ainsi que la part de consommation de chaque usage afin de mieux maîtriser la consommation des
gros usages domestiques.
La seconde campagne a permis de tester l’efficacité du compteur, à identifier, à classer automatiquement
les charges en usages ainsi qu’à fournir une consommation d’énergie par groupe d’usages. Dans cette
campagne, un seul compteur a été utilisé au niveau de l’entrée principale.
Par la suite, trois charges type représentant chaque groupe d’usages ainsi qu’une charge représentant le
quatrième groupe "autres" sont analysées. Pour chaque appareil, le courant relevé lors des expérimen-
tations est présenté dans les tableaux suivants. Sur chaque fenêtre, on calcule la variation des valeurs
singulières et on remonte du compteur les pôles et les résidus correspondant à la charge avec la méthode
de Matrix Pencil. Ces données sont alors enregistrées.
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5.6.1 Le chauffage :
Différents types de convecteurs électriques ainsi que des panneaux rayonnants existent dans la mai-
son domotique, nous en avons étudié un. Le cas étudié est celui d’un panneau rayonnant. Le courant
échantillonné est sinusoïdal et correspond à l’enclenchement et le déclenchement de cette charge durant
le temps d’enregistrement. La variation des valeurs singulières fait apparaître les différents instants de
changement d’état. Les deux valeurs σ1 et σ2 correspondent au signal propre et se détachent des autres
valeurs singulières de valeurs beaucoup plus faibles. Le suivi temporel des pôles et des résidus issus de
la méthode de Matrix Pencil fait apparaître deux couples de pôle-résidu normalisés.
s1,2 ≈ 0± 314j et R1,2 ≈ 0∓ 4j représentés par " * " et " ◦ ".
La signature de cette charge est présentée dans le tableau 5.2.
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TABLE 5.2 – Signature du panneau rayonnant
Ce type de charge a une caractéristique résistive. La signature du chauffage sera composée du triplet σ1,
s1,2 et R1,2.
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5.6.2 Le ballon d’eau chaude :
Le ballon d’eau chaude testé peut contenir jusqu’à 300l d’eau. Le courant présenté dans ce cas correspond
à un fonctionnement normal du ballon d’eau chaude. Le suivi temporel des pôles et des résidus issus de
la méthode de Matrix Pencil fait apparaître deux couples de pôle-résidu :
s1,2 ≈ 0± 314j et R1,2 ≈ 0∓ 7, 7j représentés par " * " et " ◦ "
La signature de cette charge est présentée dans le tableau 5.3. La puissance consommée par cette charge
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TABLE 5.3 – Signature du ballon d’eau chaude
déterminée avec l’Eq. 5.2 est P = 2425W . C’est une charge à grande consommation à caractéristique
résistive.
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5.6.3 Éclairage :
Dans une installation, on peut trouver plusieurs types d’appareils appartement à l’usage éclairage : lampes
à incandescence, lampes halogènes (avec ou sans gradateur), tubes néon et plus récemment des lampes
à basse consommation. Le cas d’une lampe halogène est présenté dans la partie 5.4.2 et montre que
cette charge a une caractéristique résistive. Cette partie s’intéresse au cas des lampes à basse consomma-
tion. Ces lampes présentent une non linéarité. La variation des valeurs singulières fait apparaître le suivi
temporel des huit premières valeurs. La signature de cette charge est présentée dans le tableau 5.4. Le
traitement de cette charge non linéaire fait ressortir une signature des lampes basse consommation avec
quatre couples de pôle-résidus.
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TABLE 5.4 – Signature des lampes à basses consommations
Les pôles et les résidus sont répartis suivant dix couples de pôle-résidu correspondant à :
s1,2 ≈ 0± 305j et R1,2 ≈ 0∓ 0, 157j représentés par " * " et " * "
s3,4 ≈ 0± 935j et R3,4 ≈ −0, 1 ± 0, 096j représentés par " * " et " * "
s5,6 ≈ 0± 1561j et R3,4 ≈ −0, 1± 0, 008j représentés par " * " et " * "
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s7,8 ≈ 0± 2195j et R3,4 ≈ −0, 06 ∓ 0, 062j représentés par " * " et " * "
s9,10 ≈ 0± 2860j et R3,4 ≈ −0, 002 ± 0, 048j représentés par " * " et " * "
Ce résultat traduit clairement le comportement non linéaire des lampes à basse consommation. Le courant
à l’entrée est riche en harmoniques (1, 3, 5, 7 et 9) et induit un calcul plus conséquent pour identifier la
signature de ce type de charge.
Avec le choix de M = 10, le signal tracé est parfaitement reconstitué (figure 5.18).
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FIGURE 5.18 – Courant reconstruit
La puissance correspondant à ce groupe de charges varie entre 56W et 57W .
5.6.4 Charges en parallèle
:
Les signatures de toutes les charges présentes dans la maison domotique sont enregistrées. Plusieurs
charges présentent un fonctionnement à plusieurs états tels que la machine à laver et le four. On retrouve
dans l’exemple ci dessous le four à fonctionnement cyclique dans le temps.
Les valeurs singulières, et par conséquent les pôles et les résidus, varient dans le temps selon les charges
en présence. La puissance instantanée calculée en utilisant les valeurs des pôles et des résidus du courant
est de P = 900W en dehors des zones de fonctionnement du four. Or dès qu’on détecte la discontinuité
des valeurs singulières et des résidus, la puissance totale devient P = 2800W dont 1900W correspondant
à la charge qui vient de s’enclencher, qui est dans ce cas le four.
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TABLE 5.5 – Signature de charges en parallèle
5.6.5 Méthode simple de classification
A l’issue de la première campagne de mesures, les signatures sont dans une première phase mémorisées
dans une base de données intégrée au microcontrôleur. Cette base de données pourra être enrichie à
souhait par de nouveaux usages. La seconde campagne réalisée chez EDF a permis de tester les capacités
du prototype COPUS et de l’algorithme de classification des charges en quatre usages : eau chaude
sanitaire, éclairage, chauffage et "autres". La technique de classification que nous proposons utilise les
signatures des charges en termes de triplet ( pôle, résidu, valeur singulière). Ces signatures sont disposées
sous la forme d’un vecteur W de dimension p qui contient tous les pôles, les résidus, et les valeurs
singulières. Ce vecteur peut être fractionné en quatre sous vecteurs W = t [W1,W2,W3,W4] traduisant
respectivement :
– les pôles fondamentaux et harmoniques
– les pôles transitoires,
– les résidus
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– les valeurs singulières
Tant qu’il n’y a pas eu de changement d’état, le vecteur W n’évolue pas. Lors d’un changement, d’état
nous disposons d’un nouveau vecteur W ′ de dimension p qui contient tous les pôles, les résidus, et les
valeurs singulières. Ce vecteur est fractionné aussi en quatre sous vecteurs W ′ = t [W ′1,W ′2,W ′3,W ′4].
Nous déduisons alors le vecteur ∆W = W ′ −W = t [∆W1,∆W2,∆W3,∆W4] que l’on posera U ′i .
Chaque charge i de la base de données est représentée par un vecteur Ui de Rp contenant les valeurs des
p variables :
tUi = [xi1, · · · , xij , · · · , xip] (5.3)
tUi indique la transposé de Ui.
On définit le coefficient de corrélation entre les vecteurs Ui et U ′i par :
corr (UiUi′) =
j=p∑
j=1
(xij − xi) (xi′j − xi′)
√√√√j=p∑
j=1
(xij − xi)2
√√√√j=p∑
j=1
(
xi′j − xi′
)2 (5.4)
L’identification se fera en calculant ce coefficient de corrélation pour les n charges de la base de don-
nées. La valeur qui se rapproche le plus de la valeur 1, supérieure à un seuil fixé par l’utilisateur (0,95
par exemple), correspondra à la charge à identifier.
Cette technique est appliquée en temps réel selon le processus suivant : lors d’un changement d’état,
les variations calculées sont corrélées à la base de données que nous avons préalablement établie dans
la première campagne de mesures. Si la corrélation est avérée, la charge est identifiée et le comptage
de l’énergie consommée par cet usage démarre. Sinon, la charge est classée dans l’usage " autres " et
l’énergie consommée lui sera associée. L’énergie consommée par chaque charge identifiée est calculée à
partir de la sommation de la puissance instantanée déterminée avec l’équation 5.2.
Pour illustrer les performances de la méthode proposée, plusieurs scénarios ont été envisagés faisant
appel aux principaux usages :
– une seule charge qui fonctionne,
– deux charges en fonctionnement appartenant au même usage ou bien à deux usages différents,
– ...
– plusieurs charges en fonctionnement appartenant au même usage ou à des usages différents.
Le prototype est capable d’identifier les charges seules ou fonctionnant en parallèle avec d’autres charges
et d’en déduire le groupe d’appartenance. Connaissant la charge qui vient d’être enclenchée, il est aisé
de contrôler l’évolution de la consommation totale calculée avec la méthode de Matrix Pencil ainsi que
celle du groupe d’usages correspondant.
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Une interface graphique, développée par Thierry JOUANNET (de Landis+Gyr), permet de relever les
énergies consommées par les usages et facilite la vérification des résultats obtenus. Cette interface est
présentée figure 5.19, dans le cas d’un test de plusieurs types de charges affectant les quatre usages.
L’historique du scénario correspond à une utilisation normale d’un usager. La lecture des différentes
consommations est également possible avec l’afficheur et les boutons poussoirs de commandes intégrés
dans le boîtier du prototype.
L’énergie relevée "Total" correspond à l’énergie totale calculée par le capteur MMI de Landis+Gyr,
l’index "Total Usage" est quant à lui issu du calcul de la méthode de Matrix Pencil qui fournit aussi
l’énergie de chaque usage.
FIGURE 5.19 – Données de comptages relevées lors du test
Ces scénarios ont permis de valider l’algorithme d’identification et de classification du prototype. Néan-
moins, ils ont permis de faire émerger des imperfections clairement identifiées. Nous présentons leur
interprétation ainsi que diverses pistes d’amélioration :
1- On remarque une différence de 7% à 10% entre l’énergie totale du compteur d’énergie électrique et
l’énergie déterminée par la méthode de Matrix Pencil. Cette différence s’explique par :
– le temps de traitement d’une fenêtre d’observation actuellement compris entre 200ms et 300ms
est supérieur à la durée de la fenêtre qui est de 20ms. La puissance est supposée constante sur
toute la durée du temps de traitement ce qui n’est pas toujours vrai.
– le choix d’utiliser, dans la détermination de la puissance instantanée, une tension sinusoïdale non
bruitée de valeur efficace égale à 230V et de fréquence f = 50Hz ne reflète pas les réelles
fluctuations qu’elle subit. Cette approximation permet d’obtenir des valeurs de pôles et de résidus
constants et donc d’éliminer un traitement supplémentaire prenant en compte les variations de la
tension secteur. La puissance peut être alors sous estimée ou surestimée surtout pendant les phases
transitoires liées au changement d’état.
– dans une moindre mesure, l’énergie est calculée avec les pôles et les résidus du courant et de la
tension correspondant aux M couples retenus pour représenter le courant et M ′ couples retenus
pour représenter la tension. Ces signaux ne prennent plus en compte les bruits du signal et par
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conséquent leur consommation énergétique est non comptabilisée.
2- Durant les tests, nous avons remarqué que les charges ayant un fonctionnement identique sont diffi-
ciles à identifier. Deux charges électriques à fonctionnement et à puissance identiques appartenant à deux
groupes d’usages différents sont différenciées par leur position géométrique dans une installation. L’uti-
lisation de l’identification des charges en hautes fréquences présentée dans le chapitre 4 est une solution
efficace et complémentaire à la démarche faite en basses fréquences. Actuellement la classification se
fait avec les données résultant de l’application de Matrix Pencil sur des signaux échantillonnés à basse
fréquence. L’évolution de la technologie dans les années à venir nous permettra de réunir les deux mé-
thodes et ainsi réaliser une meilleur identification et classification des charges par usages.
La méthode de classification des charges en usages et la représentation de la consommation en fonction
des usages est satisfaisante. L’énergie de chaque usage est bien séparée des autres consommations. Notre
méthode de classification simple utilise une corrélation des variations extraites avec la base de données.
Cette méthode est suffisamment adaptée à nos données ainsi qu’au suivi temporel des variations des
signatures. Actuellement, chaque variation est corrélée avec la totalité de la base de données avant que
la technique de classification ne se prononce sur son appartenance à un groupe d’usages. Certes, les
premiers résultats de classification obtenus ont montré que la précision générale de la classification est
à améliorer pour une classification à 100%. Mais il est important de noter que l’objectif recherché est
de répartir la consommation par usages en donnant une idée plus précise sur la part de chaque groupe.
Le calcul précis de l’énergie totale consommée dans l’installation est assuré par le capteur MMI du
compteur.
5.7 Conclusion
Dans ce chapitre, nous avons présenté les algorithmes d’intégration de la méthode de Matrix Pencil dans
un prototype de compteur d’énergie électrique résidentiel. Nous avons prouvé la faisabilité de l’intégra-
tion d’une méthode innovante pour l’identification des usages. Le prototype est exploité dans le cadre de
campagnes de mesures réalisées dans la maison domotique du centre de recherche les Renardières d’EDF.
Les différentes charges électriques sont classées par usages et leurs consommations associées sont rensei-
gnées. Les usages étudiés sont : l’éclairage, le chauffage, l’eau chaude sanitaire et "autres". Le prototype
est utilisé dans un premier temps pour recueillir la signature des différentes charges domestiques. Ces si-
gnatures ont permis de constituer une première base de données pour la phase de classification. A chaque
enregistrement, trois compteurs sont placés à différents endroits de l’installation électrique pour valider
les signaux mesurés ainsi que les résultats fournis pas la méthode de Matrix Pencil dans chaque scénario
de mesure. Dans un second temps, le compteur installé au niveau de l’entrée principale de l’installation,
est testé avec les fonctionnalités de répartition de la consommation par usages. Les résultats sont repré-
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sentatifs de la consommation réelle. Les faiblesses de la méthode sont bien identifiées et les améliorations
suggérées. Cela passe par un traitement en temps réel rendu possible en utilisant un microcontrôleur plus
puissant, incluant une unité de virgule flottante et une bibliothèque de calculs dans le plan complexe.
Cela nous permettra de gagner en temps de traitement et de tenir compte des deux signaux tension et
courant à chaque fenêtre. L’énergie consommée dans l’installation sera déduite avec précision.
Dans ce chapitre, nous avons proposé une méthode simple de classification basée sur la corrélation entre
les variations des signatures extraites et les signatures stockées dans la base de données. Cette méthode
de classification donne satisfaction si les signatures extraites varient peu dans le temps. Dans ce cas, la
base de données peut être alimentée progressivement et participera de manière séquentielle à classer les
usages. Pour les signatures qui varient, même lentement dans le temps, leur suivi temporel est nécessaire
et une seconde couche de classification est incontournable pour séparer les usages. A cette échelle des
temps, la classification est très difficile. On peut éventuellement réutiliser la méthode de Matrix Pencil ou
faire appel à d’autres méthodes de classification. Nous citerons à titre d’exemple celles qui nous semblent
les plus pertinentes : Analyse en Composantes Principales (ACP) dont l’objectif est de faire ressortir des
axes prioritaires et les Machines à Vecteurs de Support (SVM) dont l’intérêt est de séparer l’espace en
zones parfaitement identifiées.
Ces deux méthodes seront présentées d’une manière succinte dans le chapitre suivant afin de mieux pré-
parer les perspectives à notre travail de recherche.
Si l’ensemble de ces démarches en mode localisé s’avère insuffisant, il sera nécessaire de faire appel au
mode propagatif. Ce traitement supplémentaire permettra d’une manière non équivoque de départager
les usages qui ont été confondus en mode localisé.
La faisabilité théorique mérite d’être validée expérimentalement ce qui nécessite un bond technologique
en terme de cible temps réel.
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6.1 Introduction
Dans notre travail de thèse, nous avons validé le prototype de mesures en proposant une méthode simple
de classification basée sur la corrélation entre les signatures extraites et celles de la base de données.
Les signatures envisagées présentaient peu de variations dans le temps.
Notre technique a été éprouvée lors des campagnes de mesures réalisées dans la maison domotique située
au centre de recherche EDF les Renardières.
Toutefois, d’autres méthodes de classification existent dans la littérature :
– Analyse en Composantes Principales,
– Les machines à vecteurs de support,
– Réseau de Neurones,
– Chaînes de Markov,
– Analyse Temps - Fréquence,
– · · ·
Dans ce chapitre, nous présentons succintement les bases des deux premières méthodes les moins connues
afin de mieux préparer les perspectives à notre travail de recherche.
6.2 Analyse en Composantes Principales
L’Analyse en Composantes Principales (ACP) propose, à partir d’un tableau rectangulaire de données
comportant les valeurs de p variables quantitatives pour n unités (appelées aussi individus), des repré-
sentations géométriques ou graphiques de ces unités et de ces variables [78].
Décrire à l’aide d’un graphique le lien entre deux variables quantitatives est simple : il suffit de porter sur
deux axes orthogonaux les valeurs des variables en question pour observer le lien entre les deux variables,
quitte à effectuer ensuite une analyse ou des tests statistiques plus précis. Pour 3 variables, une démarche
analogue mène à un graphique à 3 dimensions. Pour 4 variables et plus, il n’est plus possible de procéder
de la même manière et travailler par couple ou par triplet de variables risque de masquer des interactions
complexes. D’où l’idée de mettre au point une technique permettant de résumer l’information apportée
par ces p variables en la détruisant le moins possible. Cette technique utilise des combinaisons linéaires
des variables et est appelée ACP.
L’Analyse en Composantes Principales réduit la dimension d’un ensemble de données en trouvant un
nouvel ensemble de variable de dimension plus faible que l’ensemble original des variables.
Cette réduction doit garder le maximum d’information. Ces nouvelles variables appelées composantes
principales ne sont pas corrélées entre elles et sont classées par ordre en fonction de la fraction de l’in-
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formation totale qu’elles contiennent.
Le contexte dans lequel on applique cette technique à notre problème d’identification de charges est le
suivant : on observe sur n unités les p variables.
Les n unités sont les n charges électriques et les p variables représentent les pôles, les résidus, la valeur
singulière maximale, les puissances actives et réactives, etc...
D’une façon générale, le traitement des données par ACP consiste à :
- Former la matrice de covariance Σ.
- Calculer les valeurs propres et les vecteurs propres de la matrice de covariance Σ.
- Utiliser les premiers vecteurs propres correspondants aux plus grandes valeurs propres pour former les
axes principaux.
L’analyse des données se fera à partir de la matrice de données :
X = [X1, · · · ,Xj , · · · ,Xp] =


x11 · · · x1p
.
.
. · · · ...
xn1 · · · xnp

 (6.1)
Chaque unité i est représentée par un vecteur Ui de Rp contenant les valeurs des p variables :
tUi =
[
xi1 · · · xij · · · xip
]
(6.2)
Chaque variable j est représentée par un vecteur Xj de Rn contenant les valeurs des n valeurs de la
variable j :
Xj =


x1j
.
.
.
xij
.
.
.
xnj


(6.3)
Dans l’espace Rp muni d’une origine, chaque point représente une charge et l’ensemble de ces points est
appelé nuage de charges.
Dans l’espace Rn muni d’une origine, chaque variable est représentée par un point et l’ensemble de ces
points est appelé nuage de variables.
Il est évident que pour des espaces de dimensions supérieures à 3, on ne peut plus visualiser les nuages
de variables ou de charges.
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L’idée générale des méthodes factorielles est de trouver un système d’axes et de plans tels que les projec-
tions de ces nuages de points sur ces axes et ces plans permettent de reconstituer les positions des points
les uns par rapport aux autres, c’est à dire avoir des images les moins déformées possibles.
6.2.1 Matrice de covariance
En statistiques, la covariance est une méthode mathématique permettant d’évaluer le sens de variation de
deux variables et, par là, de qualifier l’indépendance de ces variables.
La matrice de covariance généralise le concept de variance aux vecteurs aléatoires (ensembles de va-
riables aléatoires).
6.2.1.1 Matrice de données centrées
Une fois la matrice de données définie, on utilise soit les variables centrées soit les variables centrées
réduites pour la détermination des axes principaux.
La matrice de données centrées est définie par :
Xc = [Xc1, · · · ,Xcj , · · · ,Xcp] =


x11 − x1 · · · x1p − xp
.
.
. · · · ...
xn1 − x1 · · · xnp − xp

 (6.4)
avec
xj =
1
n
n∑
i=1
xij
Le vecteur de coordonnées centrées de la charge i est donnée par :
tUci =
[
xi1 − x1 · · · xij − xj · · · xip − xp
]
(6.5)
Et celui des coordonnées centrées de la variable j est :
Xcj =


x1j − xj
.
.
.
xij − xj
.
.
.
xnj − xj


(6.6)
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6.2.1.2 Matrices de covariance et de corrélation empiriques
La matrice de covariance Σ de p variables X1, . . ., Xj , . . ., Xp mesurées sur un ensemble de n unités est
la matrice à p lignes et p colonnes contenant sur sa diagonale principale les variances des p variables , et
ailleurs les covariances de ces variables et qui est donnée par :
Σ =
1
n
tXcXc
=
1
n


n∑
i=1
(xi1 − x1)2 · · ·
n∑
i=1
(xi1 − x1) (xip − xp)
.
.
. · · · ...
n∑
i=1
(xi1 − x1) (xip − xp) · · ·
n∑
i=1
(xip − xp)2


=


Σ11 · · · Σ1p
.
.
. · · · ...
Σp1 · · · Σpp

 (6.7)
où V ar (Xj) =
1
n
n∑
i=1
(xij − xj)2 et cov (Xk,Xm) = 1
n
n∑
i=1
(xik − xk) (xim − xm)
Cette matrice de covariance est une matrice symétrique. Elle est définie positive si les p variables ne sont
pas liées linéairement. Sa trace est égale à la somme des variances empiriques des p variables.
Si on veut travailler avec des variables centrées et réduites, on passe du tableau des valeurs centrées au
tableau des valeurs centrées et réduites de la façon suivante :
Xcr = AXc (6.8)
A est la matrice diagonale qui a sur sa diagonale principale les inverses des écarts-type des variables et
qui est donnée par :
A = diag (Σ)
−1
2 =


1√
Σ11
0
1√
Σjj
0
1√
Σpp


(6.9)
Si on calcule la matrice de covariance à partir d’un tableau de données centrées et réduites, on obtient la
matrice des corrélations empiriques :
Rc =
1
n
tXcrXcr (6.10)
qui peut s’exprimer de la façon suivante : chaque terme Rckl est égale à
Rckl =
Σkl√
ΣkkΣll
(6.11)
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avec 1 ≤ k ≤ p et 1 ≤ l ≤ p.
C’est à partir de cette matrice de covariance que l’on va trouver les axes factoriels. On peut de même
travailler sur la matrice de corrélation et trouver de nouveaux axes factoriels. Pour cela on calcule les
valeurs propres et les vecteurs propres associés. Les valeurs propres trouvées représentent la quantité
d’information récupérée dans l’axe.
6.2.2 Valeurs propres et vecteurs propres de la matrice de covariance
Soit un tableau de données de n unités et de p variables représenté par la matrice :
X = (X1,X2, . . . ,Xj , . . . ,Xp) ∈ Rn×p (6.12)
Dans la matrice décrite dans l’Eq. 6.12, on remplace les anciens axes (donc les anciennes variables
Xk) par de nouveaux axes (donc par des variables nouvelles Zk). Ces nouvelles variables sont appe-
lées composantes principales ; elles s’expriment comme combinaisons linéaires des anciennes variables
X1,X2, . . . ,Xj , . . . ,Xp.
La kième composante principale de ce tableau de données est fournie par la transformation linéaire :
Zk =
p∑
j=1
VkjXcj = XcVk (6.13)
avec tVk = [v1k, v2k, . . . , vpk] et tZk = [z1k, z2k, . . . , znk].
Un changement de base sur les variables produit le tableau :
Z = XcV (6.14)
où V est la matrice de changement de base : V = (V1, . . . , Vj , . . . , Vp), de dimensions (p× p). Ce chan-
gement de base permet de déterminer les premières nouvelles variables (premières colonnes de Z) qui
concentrent l’information (variables significatives) et qui possèdent de bonnes propriétés descriptives :
absence de corrélation entre variables.
Le but de L’ACP est d’extraire de nouvelles variables classées par ordre d’importance décroissante.
Le vecteur V1 est choisi tel que var(Z1) soit maximale, ceci revient à trouver V1 qui maximise tV1ΣV1.
Nous devons donc maximiser cette variance des observations projetées. Il s’agit d’un problème d’opti-
misation sous contrainte tV1V1 = 1. Nous formons donc la fonction de Lagrange :
ℓ = tV1ΣV1 + λ1
(
1− tV1V1
) (6.15)
Et nous calculons les conditions nécessaires d’optimalité.
Notons que :
∂ tV1ΣV1
∂V1
= 2ΣV1 (6.16)
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et
∂ tV1V1
∂V1
= 2V (6.17)
Nous déduisons les conditions nécessaires d’optimalité
∂ℓ
∂V1
= 2ΣV1 − 2λ1V1 = 0 (6.18)
Et on se retrouve avec un problème de valeurs et vecteurs propres :
ΣV1 = λV1 (6.19)
Par conséquent V1 est un vecteur propre de Σ correspondant à la valeur propre λ = λ1.
Le prochain vecteur V2 est choisi tel que var (Z2) soit maximum, ceci revient à trouver V2 qui maximise
var (Z2) =
tV2ΣV2. Il s’agit d’un problème d’optimisation sous contrainte tV2V2 et cov (Z2, Z1) = 0
car Z1 et Z2 doivent être non corrélées.
Notons que cov (Z2, Z1) = tV1ΣV2 = λ tV1V2, nous formons donc la fonction de Lagrange à partir des
multiplicateurs de Lagrange λ et ϕ.
ℓ = tV2ΣV2 + λ
(
1− tV2V2
)− ϕ ( tV2V1) (6.20)
Nous déduisons les conditions nécessaires d’optimalité, en notant que :
∂ tV2ΣV2
∂ V2
= 2ΣV2 (6.21)
et
∂ tV2V2
∂ V2
= 2V2 (6.22)
Nous déduisons les conditions nécessaires d’optimalité :
∂ℓ
∂V2
= 2ΣV2 − 2λV2 − ϕV1 = 0 ⇒ ϕ = 0 (6.23)
Et on se retrouve avec un problème aux valeurs et vecteurs propres.
ΣV2 = λV2 (6.24)
Par conséquent V2 est un vecteur propre de Σ correspondant à la deuxième plus grande des valeurs
propres λ = λ2.
On peut en général continuer le procédé en construisant des nouvelles variables Z3, Z4, · · · , Zp. Chacune
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de ces variables étant non corrélée avec les précédentes, de variance maximale. Appelons λ3, λ4, · · · , λp
les variances de ces nouvelles variables ; par construction ces variances sont décroissantes :
λ3 ≥ λ4 ≥ · · · ≥ λp (6.25)
D’une façon générale, on a :
var[Zk] =
tVkΣVk = λk (6.26)
La kième plus grande valeur propre de Σ est la variance de la kième composante principale.
Comme la matrice variance-covariance est symétrique définie positive, les valeurs propres sont réelles
positives et les vecteurs propres peuvent être choisis d’une manière orthonormés.
Si la rième variance var (Zr+1) est très petite, les variables Zr+1, Zr+2, . . .,Zp sont quasiment constantes
pour tous les individus.
Il est alors naturel de ne conserver que les composantes principales Z1, Z2, . . .,Zr. Dans la pratique, on
estime que Zr+1 est petite si on a :
(λ1 + λ2 + . . .+ λr)
(λ1 + λ2 + . . .+ λp)
≈ 90% (6.27)
Dans les meilleurs des cas, 2 à 3 composantes principales suffisent et, dans ce cas, on est passé de p va-
riables corrélées à 2 ou 3 variables non corrélées qu’on peut facilement représenter à l’aide de graphiques.
6.2.3 Représentativité des variables
Les nouveaux axes sont des combinaisons linéaires des anciens axes et sont considérés comme de nou-
velles variables, combinaisons linéaires des anciennes qu’on appelle "composantes principales" et qu’on
note : Zk.
On calcule les corrélations des anciennes variables avec les nouvelles pour voir comment les anciennes
variables sont liées aux nouvelles variables.
La représentation des anciennes variables se fera en prenant comme coordonnées des anciennes variables
leurs coefficients de corrélation avec les nouvelles variables. On obtient le cercle des corrélations où les
représentations des variables de départ sont des points qui se trouvent à l’intérieur d’un cercle de rayon
1 si la représentation est plane.
Sachant que :
var[Zk] =
tVkΣVk =
1
n
tVk
tXcXcVk = λk (6.28)
et que
cov (Zk,Xj) =
1
n
tVk
tXcXj = λkVkj (6.29)
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D’où les corrélations des nouvelles variables avec les anciennes :
corr (Zk,Xj) =
√
λk
Vkj√
var (Xj)
(6.30)
Une ancienne variable Xj expliquera d’autant mieux un axe principal qu’elle sera fortement corrélée
avec la composante principale correspondant à cet axe.
Une variable sera d’autant mieux représentée sur un axe que sa corrélation avec la composante principale
correspondante est en valeur absolue proche de 1 car le coefficient de corrélation empirique entre une
ancienne variable Xj et une nouvelle variable Zk n’est autre que le cosinus de l’angle du vecteur joignant
l’origine au point Xj représentant la variable sur l’axe avec cet axe.
Une variable sera bien représentée sur un plan si elle est proche du bord du cercle des corrélations, car
cela signifie que le cosinus de l’angle du vecteur joignant l’origine au point représentant la variable avec
le plan est, en valeur absolue, proche de 1.
Sur le graphique du cercle des corrélations, on peut aussi interpréter les positions des anciennes variables
les unes par rapport aux autres en termes de corrélations. Deux points très proches du cercle des corré-
lations, donc bien représentées dans le plan, seront très corrélés positivement entre elles. Si elles sont
proches du cercle, mais dans des positions symétriques par rapport à l’origine, elles seront très corrélés
négativement.
6.2.4 Représentativité des individus dans les nouveaux axes
Pour faire la représentation des individus dans les plans définis par les nouveaux axes, il suffit de calculer
les coordonnées des individus dans les nouveaux axes. La coordonnée de l’unité i sur l’axe k : yik est
donnée par : yik = tVk Uci, et sous forme matricielle :
Yi =
tV Uci (6.31)
où Yi est le vecteur des coordonnées de l’unité i et V est la matrice du changement de base ( V matrice
des vecteurs propres orthogonaux de norme 1, son inverse est égale à sa transposée).
6.2.5 Interprétation de ces axes
En utilisant la méthode des ACP, on ne dispose plus que d’un nombre réduit de variables qui représentent
les composantes principales. On peut alors choisir de représenter soit les individus soit les variables sui-
vants ces composantes. Les deux représentations peuvent enrichir l’interprétation des axes.
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6.2.5.1 Méthode basée sur les variables
On détermine la corrélation entre les composantes principales et les variables d’origine X. Si on ne garde
que les r premières composantes principales Z1, Z2, . . . , Zr , cela donne (r × p) coefficients de corré-
lation à calculer : la corrélation de Z1 avec X1,X2, . . . ,Xp, de Z2 avec X1,X2, . . . ,Xp, de Zp avec
X1,X2, . . . ,Xp. On tente alors de dégager une interprétation des composantes principales sur la base
des valeurs observées de ces coefficients.
6.2.5.2 Méthode basée sur les individus
On tente d’interpréter les composantes principales à l’aide de la position des individus par rapport aux
composantes principales ce qui revient à une opération de projection de l’individu dans un plan. Dans
cette méthode, on introduit des coefficients appelés contributions relatives d’un individu à une compo-
sante principale. Les individus dont les contributions relatives aux axes concernés sont trop petites sont
considérés comme mal représentés. Il sera alors possible d’interpréter la position des individus dans les
plans formés par les composantes principales et d’en déduire une interprétation des composantes princi-
pales elles-mêmes.
6.3 Support Vector Machine
Les machines à vecteurs de support ou séparateurs à vaste marge (SVM) sont des classificateurs dérivés
de la théorie statistique de l’apprentissage par Vapnik et Chervonenkis [79]-[81] dans les années 1990.
Les SVM ont été appliqués à de très nombreux domaines (bioinformatique, traitement d’images, traite-
ment d’information, reconnaissance d’écriture, etc..).
Les SVM reposent sur deux idées fondamentales : la notion de marge maximale et la notion de fonction
noyau qui permettent de traiter des problèmes non linéaires quand on a deux classes d’éléments non
linéairement séparables.
Lorsqu’on traite des problèmes linéaires, les deux classes sont linéairement séparables et il faut trouver
la frontière optimale de séparation. Celle-ci est choisie comme celle qui maximise la distance entre la
frontière de séparation et les échantillons en l’occurrence : la marge. Le problème de trouver la marge
maximale revient à un problème d’optimisation.
Afin de pouvoir traiter des cas où les données ne sont pas linéairement séparables, la deuxième idée clé
des SVM est de transformer l’espace de représentation des données d’entrées en un autre espace de plus
grande dimension où la séparation sera linéaire. Ceci est réalisé grâce à une fonction noyau qui a l’avan-
tage de ne pas exiger la connaissance de la transformation utilisée.
Dans ce cas on se retrouve avec deux classes, or notre problème est de savoir à quelle classe appartient une
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échantillon (charge qui vient de commuter ). Nous disposons de plusieurs classes (eau chaude, éclairage,
chauffage, autre) ; on doit définir toutes les combinaisons de classes deux à deux.
6.3.1 Problème à deux classes linéairement séparables
Pour deux classes d’exemples donnés, le but de SVM est de trouver un classificateur qui va séparer les
données et maximiser la distance entre ces deux classes. Avec SVM, ce classificateur est un classifica-
teur linéaire appelé hyperplan. On détermine un hyperplan qui sépare les deux ensembles de points(figure
6.1). Il est évident qu’il existe une multitude d’hyperplan valide mais la propriété remarquable des SVM
est que cet hyperplan doit être optimal. Ils faut chercher parmi les hyperplans valides, celui qui passe «
au milieu » des points des deux classes d’exemples. Intuitivement, cela revient à chercher l’hyperplan le
« plus sûr ». Formellement, cela revient à chercher un hyperplan dont la distance minimale aux exemples
d’apprentissage est maximale.
FIGURE 6.1 – Hyper plan de séparation des deux classes
Soit deux classes dont les données sont :
{Xi, yi} i = 1, · · · , n , Xi ∈ Rd. On pose yi ∈ {−1, 1}.
Xi est un vecteur de dimension d et yi est un scalaire.
Il y a une infinité de plans qui sépare les deux classes. On constate sur la figure 6.2(a) ou les échantillons
ayant un yi = −1 sont représentés en rouge et les échantillons ayant un yi = 1 sont représentés en
vert que la séparation entre les deux classes est convenable. Dans les figures 6.2(b) et 6.2(c) la séparation
est incorrecte car la surface de décision doit être aussi éloignée que possible des données des deux classes.
La séparation optimale est trouvée en minimisant ‖W‖ avec la contrainte :
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FIGURE 6.2 – Séparation de classes linéaire
yi(Xi · W + b)− 1 ≥ 0 ∀i (6.32)
W est un vecteur normal à l’hyper plan de séparation et b‖W‖ est la distance de l’origine à l’hyper plan.
Comme la formulation du Lagrangien est souvent utilisé, il est plus pratique de minimiser ‖W‖2.
En utilisant la formulation du Lagrangien et les multiplicateurs de Lagrange αi, on a :

l(W, b, α) = 1
2
‖W‖2 −
n∑
i=1
αi{(XiW + b)yi − 1}
∀i αi > 0
∂l
∂W =
(
W −
n∑
i=1
αiyiXi
)
= 0
∂l
∂b
=
n∑
i=1
αiyi = 0
En minimisant L(W, b, α), on déduit αi par un problème au valeurs propres [82] et W . Seuls les αi
correspondant aux points les plus proches de la surface de séparation sont non-nuls. On parle de vecteur
support (SV) pour les Xi avec αi 6= 0.
La surface de décision est uniquement déterminée par les SV
W = αiyiXi (6.33)
6.3.2 Problème à deux classes non linéairement séparables
La séparation des classes peut être une fonction plus complexe qu’un hyper plan. Pour surmonter les
inconvénients des cas non linéairement séparable, l’idée des SVM est de changer l’espace des données.
La transformation non linéaire des données peut permettre une séparation linéaire des exemples dans un
nouvel espace. On va donc avoir un changement de dimension. Cette nouvelle dimension est appelé «
espace de re-description ». En effet, intuitivement, plus la dimension de l’espace de re-description est
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grande, plus la probabilité de pouvoir trouver un hyperplan séparateur entre les exemples est élevée. La
fonction noyau de transfert φ (figure 6.3) correspond à un changement de base. Une fois ce changement
est appliqué, on aboutit à la problématique de la séparation linéaire. La détermination de la séparation
utilise la technique évoquée en 6.3.1.Ceci est illustré par le schéma suivant :
FIGURE 6.3 – Séparation de classes non linéaire
La SVM est à la base d’un classifieur binaire. On peut changer la formulation QP (programmation quadra-
tique) pour permettre la classification multi-classe. Plus précisément, l’ensemble des données est divisé
en deux parts de multiples façons et des SVM séparés sont formés pour chaque division. La classification
multi-classes est accomplie en combinant la sortie de tous les SVM. Outre ces points forts, la SVM pré-
sente quelques faiblesses. D’une part elle est un moyen d’apprentissage facile, sauf qu’il faut trouver la
bonne fonction noyau dans le cas de données identiquement distribuées. D’autre part c’est un moyen de
classer les données en deux classes à la fois qui présentera pour nous un traitement de plusieurs itérations
avant de séparer les charges électriques en quatre groupes d’usages.
6.4 Conclusion
Au vu de la présentation de ces deux méthodes, on peut noter qu’elles sont capables de réaliser une clas-
sification intéressante des signatures extraites par la méthode de Matrix Pencil.
Les deux techniques nécessitent un traitement numérique relativement coûteux. Elles permettent d’abou-
tir à des classes d’usages représentées selon des axes prioritaires dans le cas des ACP ou des zones
d’espace dans le cas des SVM.
Outre le surcoût numérique, il nous semble judicieux de comparer l’apport de ces méthodes au traitement
préalablement réalisé par la méthode de Matrix Pencil. Nous pensons que refaire Matrix Pencil sur ces
signatures à très basses fréquences peut s’avérer déterminant pour classer les usages.
Un approfondissement de ces différentes approches de classification avec un bilan comparatif est néces-
saire pour aboutir à une méthode robuste de classification dans des situations où les signatures varient
dans le temps. Ce travail pourra faire l’objet de recherche ultérieures.
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Conclusion
Les travaux présentés dans ce mémoire portent sur l’analyse du courant et de la tension à l’entrée d’une
installation électrique. Le but est de réaliser l’identification et le suivi de la consommation électrique
de quatre groupes d’usages : le chauffage, l’éclairage, l’eau chaude sanitaire et "autres". Pour atteindre
cet objectif, nous avons développé une approche innovante, non intrusive basée sur la méthode de "Ma-
trix Pencil". Un prototype de compteur d’énergie électrique intégrant cette fonctionnalité valide notre
approche. Ce travail a été réalisé dans le cadre d’une thèse CIFRE en collaboration avec EDF R&D Cla-
mart, Landis+Gyr Montluçon et le LASMEA UMR 6602 Clermont-Ferrand.
Il convient donc de maîtriser les techniques d’identification et de reconnaissance des charges existantes
avant de se lancer dans le choix de la méthode la plus adaptée à notre problématique. Dans le premier
chapitre, la problématique d’identification ou de surveillance des charges électriques d’une façon non-
intrusive (NIALM) a été étudiée. L’état de l’art, l’étude des avantages et des inconvénients de chaque
méthode y sont présentés. Cette démarche a permis de déterminer les différents axes utilisés dans ce
domaine. L’étude bibliographique réalisée concerne les méthodes d’identification de charges utilisant la
courbe générale de consommation. Il en ressort le plus souvent un examen de la variation de la puissance
active, de la puissance réactive, des harmoniques en régime permanent et des formes hautes fréquences
en régime transitoire. Dans la plupart des cas, l’identification doit disposer soit de compteurs pour tous
les appareils de l’installation, ce qui n’est pas viable économiquement soit d’une importante phase d’in-
trusion. Cette étude a permis de mettre en évidence certaines limitations dans les méthodologies d’iden-
tification utilisées et dans les approches intrusives présentées.
Dans le second chapitre, nous nous sommes intéressés aux techniques d’estimation du signal. Parmis
elles les méthodes classiques telles que la Transformée de Fourier et ses dérivées, la techniques des on-
delettes, ainsi que les techniques de traitement du signal non paramétriques (Prony) et paramétriques
pour l’estimation de fréquences et facteur d’amortissement y ont tenu une large place. L’avantage de ce
type de méthodes est de dépasser les limitations en terme de résolution auxquelles sont soumises les
méthodes dites classiques basées sur l’analyse de Fourier. Les méthodes telles que Matrix Pencil sont
souvent qualifiées pour cette raison de haute résolution. De ce fait, il a été proposé dans ce chapitre l’uti-
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lisation d’une nouvelle méthode d’identification des charges électriques, basée sur la méthode de Matrix
Pencil. Elle permet d’exprimer le signal sur une base d’exponentielles complexes et ainsi de caractériser
chaque charge par un nombre limité de pôles et de résidus. Il est important de rappeler que ces pôles et
résidus reconstituent complètement le signal temporel.
Par la suite nous avons exposé dans les chapitres trois et quatre notre travail de modélisation des signaux
électriques avec cette méthode. Deux façons d’identifier les charges électriques sont présentées l’une
en basses fréquences dans le chapitre trois et l’autre en hautes fréquences au cours du chapitre quatre.
En basses fréquences, les signaux électriques d’entrée (courant et tension) sont échantillonnés à une fré-
quence de 1600Hz soit 32 points par période. La méthode appliquée sur des fenêtres de 20ms de largeur,
fournit avec un nombre très limité de pôles et de résidus la signature en régime transitoire et régime per-
manent des appareils. Le grand avantage de cette méthode est sa capacité à déterminer les instants de
changements d’état ainsi que la nature de ces changements. Dans ce chapitre, nous avons appliqué cette
méthode sur le courant instantané issu de la simulation avec SIMULINK à l’entrée de différents circuits
canoniques. Cette première approche a permis de comprendre le comportement des charges électriques
ainsi que de préparer la phase de classification des charges en usages. En haute fréquence, une excita-
tion sinusoïdale de fréquence 50MHz est injectée dans le réseau. Les signaux sont alors échantillonnés
à une fréquence de 1, 6GHz. La méthode de Matrix Pencil fournit en complément de la signature des
charges, et grâce au phénomène de la propagation dans les lignes électriques, la position géométrique
dans l’installation et permet même de remonter aux coefficients de réflexion. Ceci peut être une informa-
tion importante pour différencier deux charges à fonctionnements similaires. Nous avons poursuivi nos
études de simulation avec la prise en compte des phénomènes d’atténuation pour enrichir notre connais-
sance sur les différentes réponses de la méthode en fonction du modèle des câbles utilisés.
Le chapitre cinq présente le prototype de faisabilité comprenant la fonction d’identification de la consom-
mation d’électricité par usages intégré dans un compteur d’énergie électrique. Ce prototype réalisé chez
Landis+Gyr comporte les fonctionnalités de comptage d’énergie ainsi que les nouvelles fonctionnali-
tés d’identification par usages. Le prototype a été validé par deux campagnes de mesures réalisées à
la maison domotique située au centre de recherche EDF les Renardières. Une démarche progressive de
validation a été utilisée, allant d’une simple charge en fonctionnement à plusieurs charges de différents
groupes d’usages. Nous avons proposé de classer les usages en corrélant les signatures extraites de nos
campagnes de mesure avec celle de notre base de données. La consommation totale ainsi que celle des
quatre groupes d’usages sont actuellement déterminés en quasi temps réel.
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Le travail développé dans le cadre de cette thèse ouvre des voies d’améliorations que l’on peut classer à
plusieurs niveaux :
– Dans le court terme, performance de la méthode d’identification : s’atteler à optimiser les codes
implantés dans les cibles numériques pour garantir un vrai suivi en temps réel, performance de la
fonction d’Apprentissage : s’atteler à optimiser le code et améliorer cette fonction.
– Dans le moyen terme, performance de la méthode de classification en combinant avec d’autres
méthodes : approfondir les études théoriques, engagées dans le chapitre six, des méthodes de
classification (ACP, SVM, Matrix Pencil, etc · · · ) et comparer leurs performances en terme de
robustesse et d’intégration en temps réel.
– Dans le long terme, diversification des usages : pouvoir départager des usages complexes et équiva-
lents en basses fréquences grâce à la prise en compte des phénomènes de propagation. Cet objectif
ne pourra être atteint qu’avec un progrès plus important au niveau des systèmes numériques em-
barqués.
Ce travail de recherche et développement a été riche à plusieurs niveaux :
– Pluridisciplinarité forte faisant appel à des compétences relevant de la conversion d’énergie, du
traitement du signal, de la propagation des ondes et de l’électronique embarquée.
– Transfert technologique par la réalisation et la validation de prototype de comptage.
– Ouverture sociétale mettant au centre de mes préoccupations scientifiques un enjeu fort comme
celui du développement durable.
Ce sujet de recherche passionnant et pluridisciplinaire n’aurait pu être mené à bien sans le soutien indé-
fectible des trois partenaires que sont EDF R&D, Landis+Gyr et le LASMEA.
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Annexe A
La Transformée de Fourier
A.1 Définitions et propriétés
La transformée de Fourier d’un signal x(t), fonction intégrable sur R, est donnée par :
X (f) = TF (x(t)) =
∫ +∞
−∞
x (t) e−2pijftdt (A.1)
Cette transformée permet de déterminer le spectre d’un signal.
La Transformée de Fourier possède plusieurs propriétés :
- bilinéarité
TF (ax1(t) + bx2(t)) = aTF (x1(t)) + bTF (x2(t)) = aX1 (f) + bX2 (f) (A.2)
-contraction ou dilatation de la variable t
TF (x(at)) =
1
|a|TF
(
f
a
)
(A.3)
-translation temporelle
TF (x(t+ t0)) = X (f) e
j2pift0 (A.4)
-translation fréquentielle
TF
(
x(t)ej2pif0t
)
= X (f − f0) (A.5)
-convolution
TF (x(t) ∗ y(t)) = X (f) · Y (f) (A.6)
-dérivation
TF
(
x′(t)
)
= j2πfX (f) (A.7)
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A.2 Transformée de Fourier Discrète
La Transformée de Fourier Discrète d’un signal x(t) de N échantillons est donnée par :
TFD(x(n)) = X(k) =
N−1∑
n=0
x(n) e−j2pikn/N avec 0 ≤ k < N (A.8)
La Transformée inverse de Fourier Discrète d’un signal X(f) de N échantillons est donnée par :
x(n) =
1
N
N−1∑
n=0
X(f) ej2pikn/N (A.9)
On retrouve pour la Transformée de Fourier Discrète les mêmes propriétés que pour la Transformée de
Fourier continue.
Pour une fréquence f0 du signal, le théorème de Shannon stipule que la fréquence d’échantillonnage d’un
signal doit être égale ou supérieure à la fréquence maximale contenue dans ce signal. Ce théorème est à
la base de la conversion numérique des signaux.
Écrite sous forme matricielle X(k) =
N−1∑
n=0
x(n) e−j2pikn/N avec 0 ≤ k < N conduit à :


X0
X1
.
.
.
XN−1

 =


1 1 1 · · · 1
1 w w2 · · · wN−1
.
.
.
.
.
.
.
.
. · · · ...
1 wN−1 w2(N−1) · · · w(N−1)2

 ·


x0
x1
.
.
.
xN−1

 (A.10)
avec w = e−j2pij/N .
L’évaluation des somme des équations A.8 et A.9 nécessite (N − 1)2 produits complexes et N(N − 1)
sommes complexes, etc cdots.
La complexité d’évaluation de ces formules croit avec le nombre N . Elle est de l’ordre de O(N lnN)
pour la TFR et O(W 2) pour une TFD. La TFR (Transformée de Fourier Rapide) est un algorithme de la
TFD qui permet de réduire le nombre d’opérations [85].
A.3 Transformée de Fourier fenêtrée
Avec le STFT, le signal est divisé en segments temporels suffisamment petits pour que l’on puisse sup-
poser le signal stationnaire par morceaux. Si g(t) est la fonction de fenêtrage, la Transformée de Fourier
est donnée par :
X(f, b) =
∫ +∞
−∞
x(t)W∗(t− b)e−j2piftdt (A.11)
W∗(t− b) est centrée en t = b et X(f, b) permet de connaître ce qui se passe autour du temps b et autour
de la fréquence f :
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X(f, b) =
〈
x(t),W(t − b)ej2pift 〉 est la Transformée de x(t) · W∗(t− b). La Transformée inverse est
donnée par :
x(t) =
∫ ∫
X(f, b) · W∗(t− b) ej2pift df db (A.12)
Pour des signaux à temps discrets :
X(m, f) =
+∞∑
n=−∞
x(n)W(n −m)e−j2pifn (A.13)
ou encore
X(m,k) =
+∞∑
n=−∞
x(n)W(n −m)e−j2pikn/N (A.14)
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Annexe B
Technique des ondelettes
B.1 Transformée en ondelettes
La théorie des ondelettes [40] est apparue au début des années 1980, elle touche de nombreux domaines :
traitement d’images, du signal et trouve des applications en médecine, en sismologie · · ·
La Transformée en ondelettes WT fournit une représentation temps fréquence du signal et elle palie les
problèmes de résolution de la STFT. La STFT donne une résolution fixe (même largeur de la fenêtre
glissante) pour tous les instants alors que la WT donne une résolution variable.
De la même façon que la TF qui est définie comme une projection sur une base de fonctions trigonomé-
triques, la WT est définie comme une projection sur une base de fonctions d’ondelettes.
La Transformée continue en ondelettes CWT d’une fonction réelle x(t), intégrable sur R est donnée par :
g (a, b) =
∫ +∞
−∞
x (t)ψ∗a,b (t) dt = 〈x(t) ψa,b (t)〉 (B.1)
avec
ψa,b =
1√
a
ψ
(
t− b
a
)
(B.2)
La fonction ψa,b (t) est obtenue par translation et dilatation d’une fonction particulière appelée ondelette
mère. Les coefficients d’ondelettes ψ dépendent de deux paramètres a et b : a étant le facteur d’échelle
et b le facteur de translation. Dans le cas d’un signal temporel, b représente le décalage temporel et a
représente une fréquence.
La fonction ψ doit être oscillante et d’intégrale nulle. Elle doit être de carré intégrable et peut être
à valeurs complexes. Il existe de nombreuses ondelettes mères ψ possibles : DAUBECHY, MEYER,
HAR,· · · .
∫ +∞
−∞
ψ (t) dt = 0 (B.3)
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∫ +∞
−∞
|ψ (t)|2 dt <∞ (B.4)
comme pour la TF, la transformée inverse est donné par :
x (t) =
1
Cψ
∫ +∞
−∞
∫ +∞
−∞
1
a2
g (a, b)
1√
a
ψ∗
(
t− b
a
)
dbda (B.5)
avec
Cψ =
∫ +∞
0
∣∣∣ψˆ (ω)∣∣∣2
ω
dω <∞
Toutes les fenêtres utilisées sont des ondelettes filles c’est à dire une version dilatée (ou contractée) et
translatée de l’ondelette mère.
B.2 Transformée en ondelettes discrète
Comme pour la TF et la STFT, la discrétisation consiste à échantillonner le plan temps-fréquence. L’équa-
tion B.2 s’écrit en prenant a = al0 ∈ R+ et b0 = kb0al tel que :
ψl,k(t) = a
−l/2
0 ψ
(
a−l0 t− kb0
)
(B.6)
∃ ψ ∈ L2(R) tel que le coefficient des ondelettes dilatés et translaté ψl,k définie par :
ψl,k(t) = 2
−l/2ψ
(
2−lt− k
)
avec a0 = 2 et b0 = 1 (B.7)
En analysant un problème multirésolution à partir d’un point de vue fréquentiel, nous pouvons consi-
dérer que l’allure générale du signal est donnée par les fréquences les plus basses et les détails par les
fréquences les plus élevées [86]. Nous avons donc besoin d’un filtre passe-bas pour obtenir l’approxima-
tion que nous recherchons. On obtient une décomposition multi-échelles du signal de départ en séparant
à chaque niveau de résolution les basses fréquences (approximation) et les hautes fréquences (détails) du
signal figure (B.1).
Avec
S (t) = a1 + d1
= a2 + d2 + d1
= · · ·
(B.8)
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FIGURE B.1 – schéma de la décomposition en ondelettes
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Annexe C
Expressions analytiques du courant en
ligne pour des circuits électriques de base
Ce chapitre expose les démonstrations des principaux résultats énoncés dans le chapitre 3. Ces résultats
concernent l’analyse théorique des différents circuits qui permettent d’exprimer le courant i (t).
C.1 Circuit RC série
La tension appliquée à ce circuit est e(t) = E
√
2 sin(ωt). La loi des mailles relative à ce circuit est donné
par :
RC
dvC
dt
+ vC = E
√
2 sin(ωt) (C.1)
avec vC la tension aux bornes du condensateur. On enclenche la charge à l’instant t = t0. La condition
initiale relative à la variable d’état, ici la tension aux bornes du condensateur, est vC(to) = vC0.
Le régime libre est donné par vlibre = vl(t0) e
−
t− t0
τ avec τ = RC .
Le régime forcé est donné par vforcé = +E
√
2 sin(φ) cos(ωt− φ) avec tan(φ) = −1
RCω
=
−1
τω
;
φ désigne l’argument de la charge.
La solution générale est de la forme vC(t) = vl(t0) e
−
t− t0
τ + E
√
2 sin(φ) cos(ωt − φ).
La condition initiale est donnée par vC (t0) = vl(t0) + E
√
2 sin(φ) cos(ωt0 − φ).
L’analyse théorique du circuit permet d’écrire la tension vC (t) sous la forme suivante :
vC (t) =
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
e−
t−t0
τ + E
√
2 sin(φ) cos(ωt − φ) (C.2)
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Nous nous intéressons au courant à l’entrée i(t) = Cdv
dt
:
i (t) = − 1
R
(
vC0 − E
√
2 sin (φ) cos (ωt0 − φ)
)
e−
t−t0
τ +
E
√
2
R
cos (φ) sin (ωt− φ) (C.3)
C.2 Circuit RL série
La tension appliquée à ce circuit est e(t) = E
√
2 sin(ωt). La loi des mailles relatives à ce circuit permet
de déduire l’équation différentielle du premier ordre suivante :
RiL + L
diL
dt
= E
√
2 sin(ωt) (C.4)
On enclenche la charge à l’instant t = t0. La condition initiale relative à la variable d’état, ici le courant
dans l’inductance est iL (t0) = iL0.
Le régime libre est donné par ilibre = il(t0) e
−
t− t0
τ avec τ =
L
R
.
Le régime forcé est donné par iforcé =
E
√
2
R
cos(φ) sin(ωt− φ) avec tan(φ) = Lω
R
= τω ;
φ désigne l’argument de la charge.
La solution générale est de la forme iL(t) = il(t0) e
−
t− t0
τ +
E
√
2
R
cos(φ) sin(ωt− φ).
La condition initiale est donnée par iL (t0) = il(t0) +
E
√
2
R
cos(φ) sin(ωt0 − φ).
L’analyse théorique du circuit permet d’écrire le courant iL (t) sous la forme suivante :
iL (t) =
(
iL0 − E
√
2
R
cos (φ) sin (ωt0 − φ)
)
e−
t−t0
τ +
E
√
2
R
cos (φ) sin (ωt− φ) (C.5)
C.3 Circuit RLC série
La tension appliquée à ce circuit est e(t) = E
√
2 sin(ωt). La loi des mailles relative à ce circuit permet
de déduire une équation différentielle du second ordre :
RiL + L
diL
dt
+ vC = E
√
2 sin(ωt) et iL = C
dvC
dt
(C.6)
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On enclenche la charge à l’instant t = t0. La condition initiale relative aux variables d’état, ici le courant
dans l’inductance : iL (t0) = iL0 et la tension aux bornes du condensateur vC(to) = vC0.
Les équations de C.6 aboutissent à une équation différentielle du second ordre en vC dont l’équation
caractéristique est x2 + 2ξx+ 1 avec ξ = R
2
√
C
L
désigne l’amortissement du circuit.
Cette équation admet deux solutions distinctes k1 et k2 si ξ 6= 1, sinon elle admet une racine double
k1 = k2 = −1.
Le régime forcé est donné par :
iforcé =
E
√
2
R
cos(φ) sin(ωt− φ) avec tan(φ) =
Lω − 1
Cω
R
le régime libre est donné par :
Si ξ 6= 1 , ilibre = Aek1ω0(t−t0) +Bek2ω0(t−t0)
Si ξ = 1 , ilibre = (A+Bω0 (t− t0)) e−ω0(t−t0)
On pose ω0 =
1√
LC
A1 = vC0
C
L
+
E
√
2
R
cos (φ) cos (ωt0 − φ) ω0
ω
A2 = iL0 − E
√
2
R
sin (ωt0 − φ) cos (φ)
Les constantes d’intégration sont déduites des conditions initiales vC0 et iL0.
Si ξ 6= 1, A = k1
k1 − k2 (A2 − k2A1) et B =
k2
k2 − k1 (A2 − k1A1).
Si ξ 6= 1, A = A2 et B = A1 +A2
L’analyse théorique du circuit permet d’exprimer le courant i (t) sous la forme suivante :
i (t) =
E
√
2
R
cos (φ) sin (ωt− φ) +Aek1ω0(t−t0) +Bek2ω0(t−t0) si ξ 6= 1 (C.7)
i (t) =
E
√
2
R
cos (φ) sin (ωt− φ) + (A+Bω0 (t− t0)) e−ω0(t−t0) si ξ = 1 (C.8)
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Méthode d’identification et de classification de la consommation d’énergie par usages en vue de l’intégration dans un
compteur d’énergie électrique
  
 
 
Résumé : 
Le travail de recherche proposé est relatif au suivi de la consommation par usage afin que les 
clients puissent mieux maîtriser leurs consommations électriques. Ce projet de recherche 
consiste à identifier les charges électriques en milieu domestique à partir des mesures non 
intrusives faites au niveau du compteur électrique. Les informations relevées et traitées sont 
les courants et les tensions. Nous avons proposé une méthode innovante et performante 
d'identification, c'est la méthode de Matrix Pencil. Elle s'adapte à la fois aux parties 
transitoires que permanentes des signatures traités. Nous proposons deux voies 
d'investigations complémentaires en basses fréquences et en haute fréquences aux quelles on 
appliquera la méthode de Matrix Pencil pour caractériser chaque charge par un ensemble de 
pôles et de résidus tant en régime transitoire qu'en régime permanent. Cette technique 
d'identification a été implantée dans le prototype de compteur électrique réalisant les 
fonctions de reconnaissance et d'identification des signatures. 
La conception et la réalisation du prototype ont été suivies par la validation de la fonction 
d'identification et de reconnaissance des usages dans une maison témoin. La capacité 
d'identification et le niveau du taux d'erreur sont très satisfaisants. Une éventuelle 
amélioration technologique permettra dans le futur de réaliser une meilleure identification. 
Mots-Clés : 
NIALM, Identification, Classification, Matrix Pencil, Maîtrise de la consommation par 
usages, Compteur d'énergie. 
 
 
 
Abstract: 
The proposed research work is related to monitoring of electrical energy consummation by the 
type of appliances in use, in order that the consumers may optimize their electricity bills and 
to better control their consumption of electrical energy. This research project is to identify the 
electrical charges in the home from non-intrusive measurements made at the electric meter. 
The information recorded and processed are currents and voltages. We proposed an 
innovative and efficient method of identification: the Matrix Pencil method. It suits both 
parties to transitional and permanent signatures treaties. We offer two ways of further 
investigations in the low frequencies and high frequencies to which we apply the Matrix 
Pencil Method to characterize each load by a set of poles and residues in transient and steady 
state. This identification technique was implemented in the prototype electric meter 
performing the functions of recognition and identification of signatures.  
The design and implementation of the prototype were followed by validation of the function 
of identification and recognition purposes in a domotic house. The ability to identify and the 
level of error rates are very satisfactory. A possible technological improvement will in the 
future to achieve better identification. 
 
Keywords: 
NIALM, Identification, Classification, Matrix Pencil, Load Monitoring, Energy meter. 
