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Abstract Let M be a module over the ring R and G a subgroup of AutRM. There has
been interest of late in conditions onR,M andG such that one of [M,G] andM/CM(G)
small ensures that the other is also small. Here we consider when the Krull dimension
(resp. codimension) of one of these bounds the Krull dimension (resp. codimension)
of the other. This extends earlier work where small meant Noetherian or Artinian.
Unfortunately our conclusions are patchy.
Keywords Groups of module automorphisms · Central sections of modules · Krull
dimension and codimension
Mathematics Subject Classification 20C07 · 20F29 · 16D99 · 16P60
1 Introduction
Let M be a module over a ring R and G a subgroup of AutRM. There has been interest
of late in situations where one of M/CM(G) and [M, G] small implies the other is
small. Dixon et al. [1] consider the case where R is a field and small means finite
dimensional. Kurdachenko et al. [2] consider the case where R is a (commutative)
integral domain and small means having a composition series of finite length. In [3] R
is an arbitrary commutative ring. Here Noetherian is the main notion of small, which
enables the earlier results to be recovered and extended. In [4] R is an arbitrary ring
(with identity) all the above is set in a more general setting, enabling the above and
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more (in particular the case where small means Artinian) to be read off from just two
major theorems.
The fundamental tools for [4] are the notations of Krull dimension κ(M) and Krull
codimension co κ(M) of a module M (see [5] 6.2.1 and 6.1.8) and then small means
having a critical composition series (shorten this to ccs; see [5] 6.2.19) or its obvious
analogue of having a cocritical composition series (and shorten this to coccs; see
[4]). The connection with the above is that a module M is Noetherian if and only
if co κ(M) ≤ 0 and every Noetherian module has a ccs. Similarly M is Artinian if
and only if κ(M) ≤ 0 and every Artinian module has a coccs. This suggests that the
above are special cases of situations where α is an ordinal and small means either Krull
dimension at most α or Krull codimension at most α. There are some positive results in
this direction but generally the situation is disappointing. A notational point: a module
M has no Krull dimension if and only if M has no Krull codimension ([5] 6.1.8) and
whenever this happens we write κ(M) = ∞ (or co κ(M) = ∞ if that seems more
appropriate), with ∞ being greater than every ordinal. The following summarizes our
main positive results. Most of the work for its proof has already been done in [4]. Note
that the results discussed above are all the case where s = 1, since in the notation of
the theorem, CM(G) = AnnM(g) and [M, G] = Mg.
Theorem Let R be a ring, M a left R-module, G a subgroup of AutRM and s a positive
integer. Let g denote the augmentation ideal of G in ZG.
a) Suppose G is finitely generated.
i) κ(M/AnnM(gs)) = κ(Mgs).
ii) co κ(M/AnnM(gs)) = co κ(Mgs).
b) Suppose G has finite rank and Mgs is polycritical (equivalently has a ccs).
i) κ(M/AnnM(gs)) = κ(Mgs).
ii) co κ(M/AnnM(gs)) ≤ co κ(Mgs).
c) Suppose G has finite rank and M/AnnM(gs) has a coccs.
i) κ(Mgs) ≤ κ(M/AnnM(gs)).
ii) co κ(Mgs) ≤ co κ(M/AnnM(gs)).
d) i) If κ(Mgs) < ∞, then κ(Mgs) ≤ κ(M/AnnM(gs))
ii) If κ(M/AnnM(gs)) < ∞ and if R is the integers, then co κ(M/AnnM(gs)) ≤
co κ(Mgs).
iii) If κ(M/AnnM(gs)) < ∞ and if every non-zero R-submodule of Mgs contains
a non-zero projective, then co κ(M/AnnM(gs)) ≤ co κ(Mgs).
iv) If M/AnnM(gs) is Artinian or Noetherian, then co κ(M/AnnM(gs)) ≤
co κ(Mgs).
e) Suppose R is left or right Artinian.
i) If κ(Mgs) < ∞, then
co κ(Mgs) = κ(Mgs) ≤ κ(M/AnnM(gs)) = co κ(M/AnnM(gs)).
ii) If κ(M/AnnM(gs)) < ∞, then
co κ(M/AnnM(gs)) = κ(M/AnnM(gs)) ≤ κ(Mgs) = co κ(Mgs).
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Themain question left open by the theorem is the following. If co κ(M/AnnM(gs) <
∞, is co κ(M/AnnM(gs) ≤ co κ(Mgs)? If so this would give a full codimension
analogue to Part di). It would also imply equality in Part cii). Part di) is an easy
consequence of [5] 6.2.17. This result can be restated as follows: if κ(M) < ∞
and if M is locally of Krull dimension at most α, then κ(M) ≤ α. The obvious
codimension analogue of this, namely that if co κ(M) < ∞ and if M is residually of
Krull codimension at most α, then co κM) ≤ α, would settle the question positively.
Unfortunately this is false, even for R the integers; Z[1/2], for example, has Krull
codimension 1, but is residually finite and hence residually of Krull codimension 0.
In spite of this, for R the integers we do have the positive result dii). This and Parts
diii), div) and e) of the theorem give partial positive answers to our question above and
hence indicate where not to look for a counter example. Towards the end of this paper
we give some simple examples that limit improvements to other parts of the theorem.
2 The proofs
We assume in this section the notation of the theorem.
Lemma 1 M has a ccs if and only if M is polycritical.
Proof Suppose N is an R-submodule ofMwith N α-critical,M/N β-critical and α > β.
Choose the submodule L of M maximal subject to L ∩ N = {0}. The latter implies
that κ(M/L) = α. If L < K, a submodule of M, then K∩N = {0}, so κ((K+N)/K) =
κ(N/(K ∩ N) < α and hence κ(M/K) < α. Therefore M/L is α-critical. If L = {0},
then M is α-critical. If L = {0}, then L is isomorphic to the submodule (L+N)/N of
M/N and hence L is β-critical. A simple induction now shows that if M is polycritical
then M has a ccs. The converse is trivial.
Suppose A0 is a subset of EndRM spanned over EndRM on both the left and
the right by its subset A (meaning that A0 ≤ A.EndRM ∩ EndRM.A). If a ∈ A,
then M/AnnM(a) ∼= Ma. Also ⋂a∈A AnnM(a) = AnnM(A) = AnnM(A0) and
a∈A Ma = MA = MA0. Thus MA is an image of ⊕a∈A Ma and hence also of the
direct sum of copies of M/AnnM(A), one copy for each a in A. Further M/AnnM(A)
is isomorphic to a submodule of the cartesian product of copies of MA, one copy for
each a in A. Thus we have the following.
Lemma 2 If A is finite then
κ(M/AnnM(A0) = κ(MA0) and co κ(M/AnnM(A0)) = co κ(MA0).
Lemma 3 Let A be a subset of EndRM. If co κ(M/AnnM (A)) < ∞ and if every
non-zero R-submodule of MA contains a non-zero projective (e.g. if R is a Dedekind
domain and MA is torsion-free), then
co κ(M/AnnM(A)) ≤ co κ(MA).
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Proof If a ∈ A, then M/AnnM(a) ∼= Ma, MA = A Ma and AnnM(A) =⋂
A AnnM(a). Suppose there exists a sequence {ai} of elements of A such that if
Mi = AnnM(a1, a2, . . ., ai), then M > M1 > M2 > · · ·,> Mi > · · ·.
Set M∗ = ⋂i Mi. For each i there exists a non-zero projective Pi of M/M∗ with
Mi/M∗ ≥ Pi and Pi ∩ (Mi+1/M∗) = {0}. Then M/M∗ contains ⊕i Pi and hence
M/M∗ does not have uniform dimension. But M∗ ≥ AnnM(A), so κ(M/M∗) < ∞
and hence M/M∗ does have finite uniform dimension (see [5] 6.2.6). Therefore no
such sequence {ai} exists. It follows that AnnM(A) = AnnM(B) for some finite subset
B of A. Then M/AnnM(A) embeds into (MA)(m) for m = |B|. The lemma follows.
Lemma 4 Let R be a ring with nilpotent upper nil radical n. Assume R/n is left or
right (hence both) Artinian. If M is an R-module then
κ(M) = co κ(M) = −∞, 0 or∞.
Proof Suppose M is a left R-module with κ(M) < ∞. Now R(R/n) is completely
reducible (Artin-Wedderburn theory) and ni−1M/niM is a left R/n-module. Thus
each ni−1M/niM is also completely reducible. But κ(M) < ∞, so each section of M
has finite uniform dimension. Thus each ni−1M/niM is a direct sum of finitely many
irreducible left R-modules. Therefore M has a composition series of finite length and
hence κ(M) = co κ(M) ≤ 0. The lemma follows.
We now prove the theorem. If G =< g1, g2, . . ., gn >, then g is spanned as a left
and as a rightZG-module by the n elements gi−1. Hence gs is similarly spanned by the
ns products of the gi−1. Thus Part a) of the theorem follows from Lemma 2. Consider
Part di). Assume κ(M/AnnM(gs) = α < ∞ and κ(Mgs) < ∞. Then κ(Mx) ≤ α for
each x in gs and x Mx = Mgs. Therefore κ(Mgs) ≤ α by [5] 6.2.17. This proves
Part di).
Now consider Part b). Here G has finite rank and Mgs is polycritical. Hence
κ(Mgs) < ∞ and therefore κ(M/AnnM(gs) ≥ κ(Mgs). Now Mgs has a ccs by
Lemma 1. Choose one such and let Y be the set of factors in this particular ccs. Clearly
κ(Mgs) = max{κ(C) : C ∈ Y}. By Theorem 4 of [4] we haveM/AnnM(gs) ∈ YR(Y),
meaning that M/AnnM(gs) has a ccs, each factor of which is embeddable in some
member of Y. Therefore κ(M/AnnM(gs) ≤ max{κ(C) : C ∈ Y} = κ(Mgs). This
proves Part bi). In the same way we obtain co κ(M/AnnM(gs) ≤ max{co κ(C) : C ∈
Y} = co κ(Mgs). Thus Part bii) also follows.
Now consider Part c). Here G has finite rank and M/AnnM(gs) has a coccs and
the proof is analogous to that of Part b). Choose a coccs of M/AnnM(gs) and let X
be the set of factors in this chosen series. Then by Theorem 3 of [4] we have that
Mgs ∈ XR(X), meaning that Mgs has a coccs whose factors are images of elements
of X.
Then
κ(Mgs) ≤ max{κ(C) : C ∈ X} = κ(M/AnnM(gs) and
co κ(Mgs) ≤ max{co κ(C) : C ∈ X} = co κ(M/AnnM(gs).
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This completes the proof of Part c).
Now we consider Part dii), so here R is Z, the ring of integers and M is just an
abelian group. If co κ(M) < ∞, then every section of M has finite uniform dimension.
It follows that co κ(M) < ∞ if and only if M has a series {0} ≤ A ≤ F ≤ M, where
A is the torsion subgroup of M, F/A is free abelian of finite rank and A and M/F are
direct sums of finitely many finite cyclic and Prüfer groups. In particular it follows
that if co κ(M) < ∞, then co κ(M) ≤ 1.
Now suppose we have G ≤ AutZ(M). Set N = AnnM(gs) and assume that α =
co κ(M/N) < ∞. We claim that α ≤ co κ(Mgs) = β; that is that co κ(M/AnnM(gs) ≤
co κ(Mgs). Now α ≤ 1, so if β ≥ 1 the claim is trivial. Clearly if β < 0, then
Mgs = {0}, so M = N and hence α = β. Suppose that β = 0. Then Mgs is finitely
generated. Now M/N is residually a subgroup-of-Mgs. Let T = ⋂ S, where S ranges
over all subgroups of M with N ≤ S ≤ M and M/S free abelian of finite rank. Then
M/T has finite rank and embeds into a Cartesian product of infinite cyclic groups.
From a theorem of Baer and Specker (e.g. see [6] 19.2) it follows that M/T is free
abelian of finite rank. Now the torsion subgroup of Mgs is finite, say of order e. Then
T/N is residually finite-of-order-dividing-e, so T/N has finite exponent dividing e. By
a theorem of Prüfer (e.g. [6] 17.2) T/N is a direct sum of cyclic groups. Also T/N has
finite rank. Therefore T/N is finite (with exponent dividing e). Consequently M/N is
finitely generated and therefore α ≤ 0 = β.
Part diii) is immediate from Lemma 3. For Part div), if M/AnnM(gs) is Noetherian,
then co κ(M/AnnM(gs)) ≤ 0 and M/AnnM(gs) = {0} if and only if Mgs = {0},
so this case is trivial. Now assume that M/AnnM(gs) is Artinian. Then AnnM(gs) =⋂
 AnnM(φ) for some finite subset  of g
s and each M/AnnM(φ) ∼= Mφ ≤ Mgs.
Therefore co κ(M/AnnM(gs)) ≤ co κ(Mgs). Finally M/AnnM(gs) = {0} if and only
if Mgs = {0} and a left or right Artinian ring has its upper nil radical nilpotent. Thus
Part e) follows from Lemma 4. This completes the proof of the theorem. unionsq
Examples Let {xi : i = 0, 1, 2, . . .} be a basis of the vector space M over the field
R. Firstly let N =< xi : i ≥ 1 >. If G ≤ AutRM is the stability group of the
series M > N > {0}, then N = CM(G) = [M, G], κ(M/N) = 0 = co κ(M/N) and
κ(N) = ∞ = co κ(N). Also M/N is 0-critical and 0-cocritical.
Secondly let N = Rx0. If G ≤ AutRM is the stability group of the series M >
N > {0}, then N = CM(G) = [M, G], κ(M/N) = ∞ = co κ(M/N) and κ(N) =
0 = co κ(N). Also N is 0-critical and 0-cocritical. Thus there are no general results
available without some further hypotheses as in every section of the theorem.
Now let R denote the integers and M = Q ⊕ N, where Q is infinite cyclic and N is
a Prüfer group. If G ≤ AutRM is the stability group of the series M > N > {0}, then
G is abelian of rank 1 and N = CM(G) = [M, G]. Also κ(M/N) = 1 = co κ(N) and
κ(N) = 0 = co κ(M/N). Further M/N is 1-critical, N is 1-cocritical and κ(M) = 1 =
co κ(M).
Thus in the Theorem Part bi) it is not sufficient for G just to have finite rank, even
if M/AnnM(g) is critical. In cii) the claim is also false without the coccs assumption,
even if Mg is cocritical. Further in Part di) we need not have equality.
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