Tasks that require users to have expert knowledge are difficult to crowdsource. They are mostly too complex to be carried out by non-experts and the available experts in the crowd are difficult to target. Adapting an expert task into a non-expert user task, thereby enabling the ordinary "crowd" to accomplish it, can be a useful approach. We studied whether a simplified version of an expert annotation task can be carried out by non-expert users. Users conducted a game-style annotation task of oil paintings. The obtained annotations were compared with those from experts. Our results show a significant agreement between the annotations done by experts and non-experts, that users improve over time and that the aggregation of users' annotations per painting increases their precision.
Introduction
Cultural heritage institutions place great value in the correct and detailed description of the works in their collections. They typically employ experts (e.g. art-historians) to annotate artworks, often using predefined terms from expert vocabularies, to facilitate search in their collections. Experts are scarce and expensive, so that involving non-experts has become more common. For large image archives that have been digitized but not annotated, there are often insufficient experts available, so that employing non-expert annotations would allow the archive to become searchable (see for example ARTigo 1 , a tagging game based on the ESP game 2 ).
In the context of a project with the Rijksmuseum Amsterdam, we take an example annotation task that is traditionally seen as too difficult for the general public, and investigate whether we can transform it into a game-style task that can be played directly, or quickly learned while playing, by non-experts. Since we need to compare the judgements of non-experts with those of experts, we picked a dataset and annotation task for which expert judgements were available.
We conducted two experiments to investigate the following research questions. First, we want to know how the choices of non-expert users compare to those of experts in order to estimate the suitability of the non-expert annotations as part of a professional workflow.
Second, whether users perform better later in the game, and, if so, if they do this only on repeated images or also on new images. Third, how the partial absence of the correct answer affects the user performance in order to determine whether purely non-expert input is reliable.
Related Work
Increasing numbers of cultural heritage institutions initiate projects based on crowdsourcing to either enrich existing resources or create new ones [1] . Two well-known projects in this field are the Steve Tagger 3 and the Your Paintings Tagger 4 . Both constitute cooperations between museum professionals and website visitors to engage visitors with museum collections and to obtain tags that describe the content of paintings to facilitate search.
A previous study, [7] , suggests that expert vocabularies that are used by professional cataloguers are often too limited to describe a painting exhaustively. This gap can be closed by making use of external thesauri from domains other than art history (e.g. WordNet, a lexical, linguistic database 5 ). The interface for this task, however, targets professional users.
Steve Tagger and the Your Paintings Tagger focus on enriching their artwork descriptions with information that is common knowledge (e.g. Is a flower depicted?). The SEALINCMedia project 6 focuses on finding precise information (e.g. the Latin name of a plant) about depicted objects. To achieve this, the crowd is searched for experts who are able to provide this very specific information [2] and a recommender system selects artworks that match the users' expertise.
Another example for crowdsourcing expert knowledge is "Umati". Heimerl et al. [6] transformed a vending machine into a kiosk that returns snacks for performing survey and grading tasks. The restricted access to "Umati" in the university hallway ensured that the participants possessed the necessary background knowledge to solve the presented task. While their project also aims at getting expert work done with crowdsourcing mechanisms, their approach is different from ours. Whereas they aim at attracting skilled users to accomplish the task, we give non-experts the support they need to carry out an expert task.
Since most of these approaches target website visitors or passers-by, rather than paid crowd workers on commercial platforms, they need to offer an alternative source of motivation for users. Luis von Ahn's ESP Game [9] inspired
