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We consider a quasi-variational inequality (q.v.i.) introduced by A. Friedman 
and D. Kinderlehrer. A q.v.i. of this form gives rise, at least formally, to a 
Stefan problem of melting of water, where the relation -v&, t) = 
-a@, t)s(t) + b(x, t) holds on the free boundary JE = s(t), and a > 0, b > 0; 
the water temperature, Y(X, t), is not necessarily nonnegative. In the standard 
Stefan problem a I 1, b = 0, and v > 0. Friedman and Kinderlehrer proved 
the existence of a solution of the q.v.i. by a fixed point theorem for monotone 
mappings. Here we prove the existence of a solution by an entirely different 
method, based on finite difference approximations. The solution is shown to 
be smoother than that constructed by Friedman and Kinderlehrer. 
1. INTRODUCTION 
Consider the following free boundary problem: Find functions U(X, t), s(t) 
such that 
-%x +u,=o for 0 < x < s(t), 0 < t < T, 
U=X for x = s(t), 0 < t < T, 
u, = 0 for x = s(t), 0 < t < T, 
4% 0) = %I(4 for 0 < x < s, , 
u(0, t) = It(t) for 0 < t < T, 
where h(x, t), z+,(x), h(t) are given functions and S, 
numbers. If we set 
v = -24, 
, T are given positive 
(1.1) 
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then (1.1) is transformed into the system 
---XX +a,=0 for 0 < x < s(t), 0 < t < T, 
v=o for x = s(t), 0 < t < T, 
vz = -A& - A, for x = s(t), 0 < t -=c T, U-3) 
v(x, 0) = -z&)‘(x) for 0 < x < so , 
T&(O) t) = --h’(t) for 0 -=L t < T. 
This is a Stefan-type problem. If v is not everywhere nonnegative, then one 
can think of the water as being supercooled in the regions where v < 0. 
The coefficient --A, represents the latent heat and --A, represents a displace- 
ment of the free boundary. 
Friedman and Kinderlehrer [6] have recently studied problem (1 .l) by 
first transforming it into a quasi-variational inequality (q.v.i.) for w(x, t), 
s(t), where 
w(x, t) = (” (i&f, t> - W, t)) df, 
x 
(1.4) 
qx, t) = 24(x, t) if x < s(t), 
= A(x, t) if x > s(t), 
and R is sufficiently large. The q.v.i. has the form (see [6]) 
(-WCC, + wt ,x - 4 2 (f, z - 4 for any z EL’(QR,~), .z 2 0, 
w>o in QR.T y 
W(% 0) = g(x) for 0 < x < A, 
%!(O, t) = w for O < t < T, 
w(R, t) = 0 for O < t < T, 
w(x, t) > 0 if and only if 0 f x < s(t), 
(1.5) 
where 
f(x, t) = f(x, t; s) = -Az(x, t) - j-“‘“’ A,(& t) d[ if x < s(t), 
e E 4$(X, t) if x>s(t), (1.6) 
QRJ = ((x, t); 0 < x < R, 0 < t < T}, 
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( , ) denotes the scalar product inP(Q,,,), 
for 0 < t < T. (1.8) 
If h, > 0, then one can prove that there exists a unique classical solution 
of the Stefan-type problem (1.3) f or a small t-interval. Indeed, the problem 
can be transformed into a nonlinear Volterra-type integral equation for s(t), 
and the fixed point theorem for contractions can be used; see [2, 8, 91. In [2] 
it was proved that a global classical solution of (1.3) exists in case ,& E 1, 
A, = 0, -u;(x) 3 0, h’(t) > 0; in this case S(t) > 0 and n > 0 if 
0 < x < s(t). 
A global existence theorem for a Stefan problem with supercooled water 
(i.e., with temperature v taking both positive and negative values) has been 
proved recently in [3, 7, 111; the free boundary x = s(t) is nonmonotone in 
general. The methods in these papers apply to system (1.3) provided 
A,= 1, A, EE 0; U-9) 
uO’(x) may take both positive and negative values. In [3,7] the Stefan problem 
is not treated directly; it is system (1.5) that is actually studied, this system 
being a variational inequality (because of (1.9)) rather than q.v.i. Notice that 
the transformation from (1.3) into (1.5) is given by w,, = a + h, . This 
transformation was also used in [l, 51 (f or any number of space dimensions). 
Friedman and Kinderlehrer [6], assuming that 
AZ > 0, At < 0 (1.10) 
(and some other conditions on /\, g, #), have established the existence of a 
global solution w, s for (1.5). This solution may be considered as a “weak 
solution” for the original Stefan problem (1.3); the temperature v, under their 
assumptions, changes sign in general; i.e., the water is supercooled in some 
regions. The proof in [6] employs a fixed point theorem for monotone 
operators [lo]. The free boundary x = s(t) is shown to be continuous and 
monotone increasing. 
In the present paper we establish two existence theorems, Theorems 2.1 
and 2.2. In Theorem 2.1 the free boundary turns out to be a decreasing 
function and in Theorem 2.2 it is an increasing function. In Theorem 2.2 we 
make essentially the same assumptions as in [6]. However the solution w, s 
is shown to be smoother than the solution constructed in [6]. (We do not 
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prove here, however, the existence of unique minimal and maximal solutions.) 
The analog of Theorem 2.1 was not treated in [6]; the methods of [6] can be 
applied to yield such a result, but, here again, the solution will not be as 
smooth as the one constructed in this paper. 
The proofs of Theorems 2.1,2.2 depend on a finite difference approximation 
(in the variable t) of (1.5) by systems of elliptic q.v.i. in one space variable. 
It is shown that any such system can be solved. After establishing a priori 
estimates for this elliptic q.v.i., we prove the convergence to a solution w, s 
of (1.5) and the continuity of x = s(t). 
This approach was recently used by Friedman and Jensen [4] in order to 
solve a free boundary problem arising in hydraulics. Finite difference schemes 
were employed earlier by Jensen [7] in order to study the Stefan problem 
where (1.9) holds and U,,‘(X) changes sign. 
The main results of this paper, the existence theorems 2.1, 2.2, are stated 
in Section 2. In Section 3 we introduce the finite difference scheme. This 
system is solved in Sections 4, 5; a priori estimates are established in Section 6. 
In Section 7 we prove Theorem 2.1 and in Section 8 we prove Theorem 2.2. 
2. STATEMENT OF THE MAIN RESULTS 
For any function s = s(t), let 
f(X, t; s) = -&(X, t) - f”‘“’ A,(& t) d.f if 0 < x < s(t), 
z = -h.Jx, t) if x > s(t). (2.1) 
Consider the q.v.i. (1.5): Find w(x, t), s(t) with 0 < s(t) < R such that 
(-wm + wt 3 x - wu) >, (j-9 z - 4 for any z EP(Q~,~), x > 0, (2.2) 
where f = f(x, t; s), 
w>o in QRJ , (2.3) 
4% 0) = g(x) for 0 < x < R, (2.4) 
%(a t) = J+(t) for 0 < t < T, (2.5) 
w(R, t) = 0 for 0 < t < T, (2.6) 
w(x, t) > 0 if and only if 0 < x < s(t), (2.7) 
wt P WE Y wm! belong to LD(Q~,~) for any 1 < p < cc. G-8) 
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We shall assume: 
h E C2(Q,v)> g E C2[0, %I f-l cn a), # E cyo, Tl, (2.9) 
g(x) > 0 if 0 < x < s, , g(x) = 0 if s, < x < co, (2.10) 
g’(x) < a g’(O) = !w% (2.11) 
4 2 0, At < 0 in QR,T , (2.12) 
A,, > 0; for any t E [0, T], A,, + 0 in any x-interval, (2.13) 
At&, t) + jy MT, 0 d4 2 0 if O<x<y<s,, (2.14) 
z 
k(x) = g”(x) - h,(x, 0) - 1’” X,(5,0) d5 < 0 if O<x<s,, (2.15) 
5 
W) < 0, *yt> 2 0 if 0 < t < T. (2.16) 
Notice that (2.12), (2.13) imply that &(x, t) > 0 if x > 0. 
THEOREM 2.1. Let conditions (2.9)--(2.16) hold. Then there exists a solution 
w(x, t), s(t) of the q.v.i. (2.2)-(2.Q and 
(4 wt , w,: belong toLm(Q~.T); 
(ii) w, is Hiilder continuous (exponent 4) in KT ; 
(iii) w,(x, t) < 0 if 0 < x < s(t), 0 < t < T; 
(iv) s(t) is continuous and monotone decreasing, and s(O) = s,, , s(T) > 0. 
The proof is given in Section 7; in Section 3-6 we construct a sequence of 
solutions of finite difference approximations of (2.2)-(2.8) and derive some a 
priori estimates. 
Remark. If condition t,b(t) < 0 is replaced by condition a)(t) < 0 then all 
the assertions of Theorem 2.1 remain valid with one possible exception, 
namely, s(t) may vanish for some t E (0, T]. If this is the case then there is a 
t, E (0, T] such that s(t) E 0 if t, < t < T. 
To state the next existence theorem we shall need the following con- 
ditions: 
h E C2(Qco,,->, g E C2[0, so] n clro, a), #E Cl[O, T], (2.17) 
A2 b 0, At < 0 in QZco.T, (2.18) 
b, 3 0 in QoDsT ; for any t E [0, T], AEo f 0 in any x-interval, (2.19) 
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&A, t) + s’ h(5, t) d5 < 0 if s,<x<y<co, (2.20) 
0 
h(x) 3 g”(x) - hz(x, 0) - s” A,((, 0) de > 0 if 0 < x < s,, (2.21) 
x 
*(t) d 0, *yt> < 0 if O<t<T, (2.22) 
- s m J&(5, t) d5 -=c h&, t) if so < x < co, 0 < t < Z’, (2.23) z 
I A,, I d C, fm I h&f, t)l de G C, jrn [sup I A,&, t)l] dx < CCJ (2.24) 
0 0 O<t<T 
for all x > 0, 0 < t < T, where C is a constant, 
lim sup {At - A,,} < 0. 
~-KC O<f<T 
(2.25) 
THEOREM 2.2. Let conditions (2.10), (2.11) and (2.17)-(2.22) hold. Then 
there exists a solution w(x, t), s(t) of the q.v.i. (2.2)-(2.8) and 
(9 wt 9 %xc belong to Lm(QR,T); 
(ii) w, is Hiilder continuous (exponent 4) in QRST ; 
(iii) w,(x, t) < 0 ;f 0 < x < s(t), 0 < t < T; 
(iv) s(t) is monotone increasing and s(t - 0) = s(t); 
(v) if (2.23) holds then s(t) is HiiZde~ continuous (exponent i), i.e., 
/ s(t) - S(T)] < const * / t - 7 j1/2for all t, 7 in [0, T]; 
(vi) if (2.23)-(2.25) hold, then, ;f R is su$icienti’y large, thme exists u 
solution w, s satisfying (i)-(v) and, in addition, s(T) < R. 
Theorem 2.2 will be proved in Section 8. Under assumptions similar to 
those of Theorem 2.2, it was proved in [6] that there exist solutions of 
(2.2)-(2.8). However, the regularity assertions (i), (ii), and the Hiilder 
continuity of s(t) ( in v were not established in [6]. ( )) 
We conclude this section with a uniqueness theorem. 
THEOREM 2.3. Let (wl, sl) and (w2, s2) be solutions of the q.v.i. (2.2~(2.8) 
such that si(t) is continuous, wzi(x, t) < 0 in Qni = {(x, t; 0 < x < s”(t), 
0 < t < T} and w& E C@) for i = 1,2. If 
440, 0) -g”(O) < &l , 0) - g”(s0) = 0, 
&Jx, 0) - g"(x) 3 0 fOY 0 < x < so , 
X,(0, t) - 4’(t) > 0 for 0 < t < T, 
then sl EE 9, wl s ~2. 
(2.26) 
(2.27) 
(2.28) 
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Remark 1. In [6] the assertion of Theorem 2.3 was proved under the 
additional assumption that s1 < s 2. The proof given below is essentially the 
same as in [6]. 
Remark 2. Conditions (2.26~(2.28) imply that V(X, 0) > 0, ~(0, t) < 0 
(where v is as in (1.3)); thus they imply that the water temperature is positive. 
Proof of Theorem 2.3. By [6, Lemma 5.11, there exists a neighborhood Nd 
of the free boundary I’i : x = d(t) such that ud < 0 in Vi = Ni n Qi , 
and uzi = 0 on ri, where 
ui=X-wi CZ- 
Let f(t) = min{yt), s2(t)} an d consider the function z = u2 - u1 in the 
domain 
A?, = {(x, t); 0 < x < s(t), 0 < t < e}. 
We claim that I < 0 in s”i, , provided E is sufficiently small. Indeed, otherwise 
x takes a positive maximum, in the closure of fit , on the parabolic boundary 
of s”i, . Since z = 0 if either t = 0 or x = 0, the positive maximum is attained 
at some point (~a , t,,) with x0 = f(t,). If 
then i(t,) = sl(t,) and (u2 - ul)E(sl(to), to) > 0. But since u,l(sl(t,), to)) = 
0, uz2(s1(4A to) -c 0 (‘f 1 E is sufficiently small; for then (sl(t,), to) E Ua), we 
get a contradiction). 
If 
W,) < sl(t,) 
then 
4s2(t,), to) - u’(s2(43), to)) = (u” - qw, to) > 0, 
which is impossible since 
(A - 4(eJ), to) = %Ys2(to), to) < 0. 
We have thus proved that z = u2 - u1 < 0 in flc. Similarly one can prove 
that u2 - u1 > 0 in a, . Hence u2 = u1 in fie . This easily implies that 
r2 = sr and w2 = w1 if 0 < t < E. We can now proceed step-by-step to 
;how that s2 = 9, w2 = w1 for all t E [0, T]. 
Remark. As already mentioned in Section 1, a unique classical solution of 
:1.3) exists for a small t-interval. One can easily verify that a‘solution (w, s) of 
:2.2)-(2.8) with w,, continuous in 0 < x < s(t), 0 < t < T and S(t) con- 
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tinuous in [0, T] gives a classical solution of the Stefan problem (1.3) with 
v = w,, - A, . Thus, Theorems 2.1, 2.2 establish the global existence of a 
“weak” solution of the Stefan problem (1.3). Theorem 2.3 is a uniqueness 
theorem for “weak” solutions of (1.3) f or which w, is continuous in 0 < x < 
s(t), 0 < t < T. 
3. FINITE DIFFERENCE APPROXIMATIONS 
We introduce a finite difference scheme for (2.2)-(2.8). 
For any positive integer n, divide (0, T) into n intervals of equal length 
T/n and let 
a = n/T, ti = i/a (i = 0, l,..., n). 
The free boundary x = s(t) will be replaced by a polygonal curve with 
vertices (bi , ti), where b, = s(ti), b, = s,, . Writing 
wyx> =w(x, ti), 
the finite difference analog of (2.2) is 
s 
bi 
WXX i + awi = --h&x, tc) - A,(& ti) df + awi--l if 0 <x <bi, z 
0 > --h,(x, ti) + awi-1 if b, <x <R, for 1 <i <n.(3’1) 
The remaining conditions (2.3)-(2.8) are replaced by 
wi(x) > 0 
wi 3 0, (3.2) 
wzi(0) = @i), (3.3) 
wi(R) = 0, (3.4) 
if 0 <x < bi, wi(x) = 0 if bi < x < R, (3.5) 
wi E W*@(O, R) for any 1 < p < 00, (3.6) 
W”(x) = g(x) for 0 < x < A. (3.7) 
Equation (3.1) can also be written in the form 
( ( --mm! + awi, z - wq >, (f * + a!wi-1, .z- wi) for any z E Le(O, R), z > 0, 
(3.8) 
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where 
.fYx, t; b) = --44x, ti) - s” &(5, ti) d5 if O<x<<, 
.x 
= 4(X, tt) if x > b, 
(3.9) 
and ( , ) denotes the scalar product in L2(0, R). 
In order to solve the system (3.1X3.7), we consider first a general q.v.i. in 
one dimension: find w(x), b satisfying 
(-w%a + aw, z - w) t (fb , z - w) for any z eL2(0, R), z > 0, (3.10) 
where 
fb(x) = G(x) - Jzb r(t) d5 if 0 < x < b, 
= G(x) if b < x < R, 
(3.11) 
PO>0 if 0 < x <R, (3.12) 
WCC(O) = --CL, w(R) = 0, (3.13) 
W(X) > 0 if O<x<b, w(x) = 0 if b < x < R, (3.14) 
w E W2.p(0, R) for any 1 < p < co. (3.15) 
The q.v.i. for wi has the form (3.10X3.15) with 
G(x) = --x,(x, ti) + cywi(x), Y(X) = &(x9 h), p = -a&). (3.16) 
We are going to establish, inductively, that w,j < 0. Since (2.12), (2.13) hold, 
and since I/ Q 0, we shall have: 
G z , y are continuous functions, (3.17) 
Y < 0, Gz G 0, Gz + 0 in any x-interval, (3.18) 
t-J 2 0. (3.19) 
4. EXISTENCE AND UNIQUENESS FOR THE Q.V.I. (3.10X3.15) 
THEOREM 4.1. Let (3.17)-(3.19) hold. Then there exists a solution (w(x), b) 
of the q.v.i. (3.10X3.15), and w=(x) < 0. 
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Proof. For any E > 0, let PC(t) be a C* function satisfying 
BEl(t) > 0, 
PC(t) -+ 0 if ~-0, t > 0, 
AE(t) -+---co if c-+0, t < 0, 
AtO) d G(R). 
Given any number c E [0, R], consider the variational inequality 
(-w,, + aw, x - w) 2 (fc , z - w) for any z EL2(0, R), z 2 0, 
w>O if 0 <x <R, 
%(O) = --I.L? w(R) = 0, 
(4.1) 
w E W2*“(0, R) forany 1 <p<co. 
Denote by wE the unique solution of 
-4, + cd + B&q =fc (0 < x < R), 
w,w = ---CL, we(R) = 0. 
(4.2) 
Then, by standard theory, as E J 0, 
WC + w weakly in W2*p(0, R) for any 1 < p < co, 
WC -+ w, wzc -+ w, uniformly in [0, R], 
and w is the unique solution of (4.1). 
The function 5 = w,’ satisfies 
-ii, + 4 + pa4 5 = af#x Q 0 (0 < x < R) 
by (3.18). Hence the maximum of 5 in [0, R] must be attained at the boundary. 
Since 
5,(R) = ,450) - G(R) G 0, 
the maximum is attained at x = 0. Hence t(x) < t(O) = -p < 0, i.e., 
W,E < 0. Taking E JO we conclude that w, < 0 in [0, R]. 
Let 
Z = inf{x; w(x) = O}. 
Since w, < 0, 
w(x) > 0 if 0 < x < c”, w(x) = 0 if E <x <R. 
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Write E = WC. Then W maps [0, R] into itself. We claim: 
W is continuous. (4.3) 
To prove it, let {cn} be a sequence in [0, R] such that c, --f c* as n + co. 
Denote by w”(x) the solution of (4.1) corresponding to c = c, and by w*(x) 
the solution of (4.1) corresponding to c = c*. It is easily seen that 
wn -+ w* weakly in W2p’(0, R), 1 <p<co, 
Let & = WC, , c”* = 
I.e., 
If we prove that also 
then it follows that 
wn --f w* uniformly in [0, R]. 
WC*. Then wn&) = 0. Taking n-+ co we get 
w*(h& = 0; 
WC* <l& WC,. (4.4) n+m 
wc* >EWC”’ (45) 
lim WC, = WC*, c,-Pc* 
i.e., (4.3) is true. Thus it remains to establish (4.5). 
Suppose (4.5) is false. Then there exists a 6 > 0 such that 
WC* < WC* + 6 < WC, 
for a sequence of n’s increasing to CO, say n = n, . Let #(x) be any 
bounded measurable function with support in (WC*, WC* + 6). Then 
for n = ni . 
As n = ni -+ co, the left-hand side converges to 
(-wz! + aw*, d) = 0, since w*(x) = 0 if x > WC*. 
Therefore (fee ,$) = 0. Since 4 is arbitrary, fee(x) = 0 if WC* < x < 
WC* + S. Hence 
(Wx)f&) = G(x) + y(x) = 0 
thus contradicting (3.18). 
if WC* < x < WC* f S, 
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We have thus completed the proof of (4.3). Thus W is a continuous map 
of [0, I?] into itself. By a very special case of Brower’s fixed point theorem, 
there exists a fixed point b for W, i.e., wb = b. Denoting by w(x) the solution 
of (4.1) corresponding to c = b, it is clear that (w, a) form a solution of the 
q.v.i. (3.10)-(3.15). 
5. SOLUTION OF THE FINITE DIFFERENCE APPROXIMATIONS 
THEOREM 5.1. Let the assumptions of Theorem 2.1 hold. Then there exists 
a solution (wl, Q,..., (wn, b,) of the system of q.v.i. (3.1)-(3.7) such that, for 
1 <i<n, 
(i) wz+) < 0 if 0 <x <b,, 
(ii) 0 < bi Q b,-l , 
(iii) wi(x) < wi-‘(z) ;f 0 < x < R. 
Proof. We shall construct (wi, bi) by induction so that (i)-(iii) will hold. 
We first show how to pass from i to i + 1. Thus we assume that (wj, bj) 
have already been constructed for j < i, and 
w&g < 0 if 0 < x < b, , 0 < bj < bjel , wj < w+l. 
Denote by Wj the mapping W introduced in the proof of Theorem 4.1 when 
in (3.11) 
f&) = f&4 = --h&, 4) - j.” &(t, tj> d5 + ~+> if O<x<b, 
z 
FE --h,(x, tg) + cxwj-l(x) if b <x <R. 
The condition (2.14) implies that 
if 0 < x < c < s,, . By the inductive assumption we also have 
aw’(x) < awyx). 
Consequently 
f:+l (x) <f&4. 
Since t+‘(t) > 0, we also have 
(5.1) 
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A standard comparison theorem for variational inequalities then implies that 
wi+yx; c)< wyx; c), (5.2) 
where &+l(x; c) and wi(x; c) are the solutions of (3.10)--(3.15) corresponding 
tofi+‘, W+J andft, Ib(O respectively. From (5.2) it follows that 
W& < w,c. (5.3) 
Since 4, > 0, 
f :+w G f;+‘@> if c<b. (5.4) 
Hence, by the comparison theorem for variational inequalities, 
K+1c < Wi+1b if c < b. (5.5) 
Using (5.3), (5.5) and the relation Wibc = bi we find that if c < bi then 
W,+,c < Wi+lb, < Wjbi = bi . 
Thus W,,, maps the interval [0, b,] into itself. Since, by the proof of Theorem 
4.1, w,,, is a continuous function, it follows that there exists a fixed point 
!Q.+, of Wi+l in the interval [0, b,], i.e., 
The corresponding solution wi+l satisfies the variational inequality 
(-WZl + awi+‘, 2 - Wifl) > (f ;;tl, z - wi”) 
for any a ~La(0, R), z > 0. Also, 
c--4, f awi, 2 - d) > (f ;, ) z - Wi)< 
BY (5.41, (5.19, 
!lence, the comparison theorem for variational inequalities gives 
w*+l(x) < w”(x). 
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Since WY(O) < 0, wi+‘(&+i) = 0 we must have b,+l > 0. Thus it remains 
to show that w:+“(x) < 0 if 0 < x < bi+l . Consider the function 5 = w’,“. 
It satisfies 
if 0 < x < bi+l , and l(O) < 0, IJb,+l) = 0. Hence by the maximum prin- 
ciple, l(x) < 0 if 0 < x < b,+l . This completes the proof of the inductive 
passage from i to i + 1. It remains to prove (i)-(iii) for i = 1. 
We can write w” = g as a solution of a variational inequality 
(-wzz + aw’, x - w”) < (fi, , z - w) for any z EP(O, R), z > 0, (5.6) 
where 
fcyx) = --h&, 0) - SC &(6, 0) df + mow - h(x) (0 -=c x -=c 4, 
= -&.(x, 0) + CIdyx) (c < x < R), (5.7) 
b, = so , and 
w” > 0, w,“(O) = @>, wO(R) = 0. 
Since --K(x) > 0, (5.1) holds for i = 0. Hence we can apply the argument 
given above for general i to conclude that there exists a solution (wl, b,) 
with b, < b, , w1 < w”. The proof that b, > 0 and w,l(x) < 0 if 0 < x < b, 
is the same as in the general case of i + 1. This completes the proof of 
Theorem 5.1. 
6. A PRIORI ESTIMATES 
LEMMA 6.1. Let the conditions of Theorem 2.1 hold and let (w’, bJ,..., (w”,b,) 
be the solution constructed in Theorem 5.1. There exists a constant K, inde- 
pendent of n, such that 
a(wi-‘(x) - w*(x)) < K if 1 <i<n,O<x<R. (6.1) 
Proof. Set 
Kj = c1 sup(wj-‘(x) - w+)). 
Since h t2 , h,, are continuous functions, there exists a constant A (independent 
of n,j) such that 
QUASI-VARIATIONAL INEQUALlTIES 393 
Let 
From the differential equations for ~J~(x) (see (3.1)) and w”*‘(x) we get, 
after using (6. I)-(6.3), 
- (wi - w*+l)&.* + u( w* - wi+l) < (A/u) + 1” Md[ + I& (6.4) 
h+l 
in the interval 0 < x < bi+r , In the interval (bi+r , bi) we have 
Now, from the variational inequality for wi+r(x) we see that 
--A&, t,+1) + ~WYX) < 0 if bi+r < x < R. 
Substituting this inequality and (6.2), (6.3) in the right-hand side of (6.5), 
we again obtain the inequality (6.4), this time in the interval (bl+r , bd). 
Consider the function 
~(4 = w*(x) - w*+‘(x) - (1 I4 ((44 + f, M d5: + Ki) 
-(W*) - 4&-lW - 0 
BY (6.4)) 
-q,, + q G 0 if 0 <x <b,. 
We also have 
%dO) = 0, 7@*) G 0. 
Hence, by the maximum principle, 7 < 0 in (0, bi), i.e., 
W(X) - wftl(x>) G (44 + I:, Mdf + & + (&+A - J~(WJ, - x). 
‘t follows that 
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Proceeding inductively, we get 
(6.7) 
Indeed, the proof is similar to the proof of (6.6), if we write w” as a solution of 
a q.v.i. (cf. (5.6), (5.7)). 
Substituting (6.8) into (6.7), we get 
&+I G ((i + l)l@ + ~b~~l M d4 + sup I h I + ($(ti+l) - 4(O)) so . 
This completes the proof of Lemma 6.1 with 
K=AT+/“M(5)d[+ sup I &)I + (ICI(T) - #(O)) so . (6.9) 
0 o<z<ao 
Lemma 6.1 yields: 
LEMMA 6.2. Under the conditions of Lemma 6.1, 
I 4&)l d c for l<i<n, O<x<b, (6.10) 
where C is a constant independent of n. 
7. PROOF OF THEOREM 2.1 
We shall now write the solution (wi, bi) asserted in Theorem 5.1 as 
(wasi, b,,,). Let 
u(t) = pt1, a = n/T, 
7(t) = o!(t - (a(t)/a)). 
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Thus, if tn,g--l < t < t,,, , where t,.i = iTin, then 
4) = 4l>i 3 4t) = (t - tn.i-1)k.i - t,,d 
We piece together the functions wnsi and the points b,,i as follows. 
wyx, t) = (1 - 7(t)) w-(t)(x) + 7(t) w-(t)+yX), 
s”(t) = bn,ow+l . 
LEMMA 7.1. For any subsequence (n’} of {n} there exists a subsequence 
{n”) C {n’> such that 
(i) if n = n” ---f co then wn + w, wzn -+ w, unzyormly for 0 < x < R, 
0 < t < T, w& - w,, , wtlZ + wt in the weak star topology of L*(QR,=), and 
s”(t) + s(t) a.e. in (0, T); 
(ii) w 3 0, w, < 0, w, is H6lde-r continuous (exponent # in QR,= , 
w,, , wt belong to Lm(Q~.T), and s(t) is monotone decreasing and s(t + 0) = s(t); 
(iii) w satisjies the variational inequality 
(-%s(-, t> + f4.9 9, z - 4.1 t)) b (f(*, t; 4, z - W(‘, t)) 
for a.a. t E (0, T) and for any z E L2(0, R), z 3 0 where f (x, t; s) is defined 
b (2.1); 
(iv) w,(O, t) = t)(t) for t E [0, T]. 
Proof. From Lemmas 6.1, 6.2 we get 
--K < WF(X, t) < 0, I w&, t)l < c. (7.1) 
These inequalities imply (see [7]) 
1 w=“(x, t) - w,“(%, t>j < C&l x - x p/2 + 1 t - t jlj2), (7.2) 
where C, is a constant independent of n. From Theorem 5.1 we have that 
s”(t) is monotone decreasing. These facts immediately establish the assertion 
(i). We normalize s(t) by defining s(t) = s(t + 0). Since w%“(x) < 0, we also 
have We < 0. The remaining assertions in (ii) follow from (i) and (7.2). 
The assertion (iv) follows from the uniform convergence wzIz(O, t) + ~~(0, t) 
asn=n”-+co. 
Let t be any number not of the form i/a and setj = u(t). Thus 
j/a < t < (j + l)/% u(t) ===j ( j = i(n)). 
505/22/2-x I 
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For any z EL~(O, R), z > 0, consider the expressions 
Aa = f OR [-4&(x, t) + WtYX, m+4 - my% q1 h 
Jn = loR [-w;,j+l (x) + wtyx, t)][z(x) - eon’j+l (x)] dx. 
Using (i), (ii) one can show, in the same way as in [4, 71 that 
L - Jm-- if n=n”+co. (7.3) 
The variational inequality for wn.i-fl implies that 
Jn 3 j-oRfn(x)b(x) - w”~~“(x)l dx, 
where 
(7.4) 
fn(x) = --hJx, tj+l) - izs’(t) X,(5, tj+l) d5 if 0 < x < s”(t), 
= --h&G 4+1) if s”(t) < x < R. 
Taking 11 = 8” + co, we get 
lim V‘=F-L”--fcO J;, > aRf(x, t; s)(x(x) - w(x, t)) dx s (75) 
provided t belongs to the set where s”“(t) * s(t). 
Using (i) we also easily derive the relation 
I, + oR [-w&x, t) + w,(x, t)][z(x) - wn(x, t)] dx 
s 
(n = n” 3 00) (7.6) 
in the weak star topology of L”(0, T). Combining (7.3), (7.5), (7.6), assertion 
(iii) follows. 
LEMMA 7.2. Let 
i2 = {(x, t); 0 < x < R, 0 < t < T, w(x, t) > 0}, 
D = {(x, t); 0 < x < s(t), 0 < t < T}. 
Then D = Q. 
Proof. Let (x0, 0 t ) E 9. Then there exists a rectangle 
Qzc = (x0 - 2<, x,, + 24 x (to - 2~ , t, + 2~) (7.7) 
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such that w > 0 in &se . Since wOn” -+ w uniformly, eon’ > 0 in QE if n” is 
sufficiently large. Hence 
s”“(t) 3 qt, + c) 3 x0 + E if t E (to, t, + E). 
Taking t for which s”“(t) ---f s(t) we conclude that s(t) > x,, + E. Hence 
I > x,, + E. Thus (x,, , t,) ED. 
Conversely, let (x, , to) E D. Since s(t) is monotone decreasing and 
~(t, + 0) = s(ta), there exists a rectangle QzG , defined by (7.7), such that 
Qzr C D. But then ’ 
for any t E (to + E, to + 1~). Taking t such that s”“(t) -+ s(t) we conclude that 
F(t) > x0 + E if n” is sufficiently large. Hence 
syt, + c) > x0 + E. 
Thus the variational inequality (3.1) for wn*gi(x) is an equality as long as 
t7f.i < 4’ + E* 
Now let d(x) be any bounded measurable function with support in (x0 - E, 
x,, + E), and let 
r, = ,” (-w& + w:>+ dx. s 
We can evaluate f,* as the I, in the proof of Lemma 7.1. Since now we have 
the equality sign in the variational inequality for @J+r, we arrive at the 
relation 
j-“+’ (-w,, + W&#J dx = j’“+’ [--A, - jsct) At d[] $ dx 
a&-c q-c 0 
for a.a. t E (to - E, to + 6). Since 4 is arbitrary, 
-w,, + wt = -AZ - I”‘“’ A, d[ in Qc . 
z 
The function 5 = w, then satisfies 
-5m + tt = A, - hc, < 0, +OinQ,. (74 
Since 5 < 0 in QE , the strong maximum principle implies that [ < 0 in QE . 
In particular, ws(xo , to) < 0. Hence (x0, to) E -0; for if (x0 , to) 4 J2 then 
w(x,, , to) = 0 and (since w > 0 in a neighborhood of (x0 , to)) wz(xo , to) = 0. 
We have thus proved that if (x0 , to) E D then (x0 , to) E Sz. This completes the 
proof of the lemma. 
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COROLLARY 7.3. W&Z, t) < 0 i?Z 52. 
In fact, we have just proved that if (x,, , to) E D then w&a, to) < 0. Since 
D = Sz, the corollary follows. 
LEMMA 7.4. s(t) is continuous for 0 < t < T, and s(0) = s,, , s(T) > 0. 
Proof. Recall that s(t) is monotone decreasing and s(t + 0) = s(t). Since 
w,(O, T) = 4(T) < 0, s(T) is positive. Since g(x) > 0 if 0 < x < sa , 
g(x) = 0 if x > ss , we clearly have s(O) = s(0 + 0) = ss . To prove con- 
tinuity at a point t, E (0, T] it remains to show that the inequality 
aJ < & - f-0 
cannot hold. Suppose (7.9) holds and let 
1 = {(x, to); s(t,) < x < s(t, - 0)). 
Then the function 5 = w, satisfies 
(7.9) 
5t - L, = 4 - Lz < 0, ~$0 inSZ; 5 < 0 in Sz. (7.10) 
Furthermore, by the standard parabolic theory, 5 is smooth in Q U 1. Since 
5 = 0 on 1 we have 5, >, 0, I& = 0 on 1. Therefore, 
5t - L, 3 0 on 1, 
thus contradicting (7.10). 
The proof of Theorem 2.1 is obtained by combining Lemmas 7.1, 7.2, 
Corollary 7.3 and Lemma 7.4. 
Remark. A careful review of the proof of Theorem 2.1 shows that the 
condition X,, f 0 in any x-interval, for each t, can be replaced by the con- 
dition 
h, - h,, + 0 in any x-interval, for each t, 
which is somewhat weaker (since ht < 0, h,, 3 0). 
8. PROOF OF THEOREM 2.2 
Theorem 5.1 extends to the present case with 
k-1 < bi , w-(x) < WQ). 
Lemmas 6.1, 6.2, 7.1, 7.2 and Corollary 7.3 also extend to the present case, 
with s(t) monotone increasing and s(t - 0) = s(t). The proofs are similar to 
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the previous proofs, and will be omitted. Thus it remains to establish 
assertions (v) and (vi) of Theorem 2.2. 
LEMMA 8.1. If (2.23) holds then 
s”(t + u) - s”(t) < Ba1j2 if O<t<t+u<T, (8.1) 
where B is a constant independent of n. 
Proof. The proof uses a comparison argument as in [7]. From the estimate 
a 1 wi - wj-1 1 < K (8.2) 
we get 
Wi+“(bj) < K(j/a) for K = 1,2 ,..., j. 
The wifk satisfy the variational inequalities 
(-W;;k + OCeUi+k, x - ,i+k) 2 (fk + OIWi+k-l, 2 _ Wi+k) 
for any 2 ELs& , R), 2 2 0, 
where, by (2.23), 
fk@> < -Y if bl < x < R, y positive constant; 
y is independent of n. 
We shall compare the w~+~ with the solution er of the variational inequality 
r 
i -Q% + av, 2 - v) > (-y + av, 2 - w) for any 2 EL2(bl , co), 2 > 0, 
v(h) = W/a), v(m) = 0, v > 0. (8.3) 
By the comparison theorem for variational inequalities it follows, inductively 
3n k, that wi+lc < v. Hence 
b,+i < inf{x; v(x) = O}. 
The solution of (8.3) is 
44 = WNX - PI2 if & < x < p, 
= 0 if x >p; 
where 
(Y/W - bJ2 = Ki14s i.e., p = bj + ((2Kly)( j/a))l12. 
By (8.4), b,+j < p and this gives (8.1). 
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The assertion (v) of Theorem 2.2 follows immediately from Lemma 8.1. 
Proof of (vi). Since (2.24) holds, the inequality (8.2) holds with a constant 
K independent of R. From (2.25) it follows that 
--h&, t> - j-’ h(5, t> d5 < C, - P if O<y<x<co, 
cx 
where C, , p are positive constants. We conclude that 
-wtz < c - px if 0 < x < bi (C = Cl + K). (8.5) 
We shall compare wi with the solution of the variational inequality 
(-%, > z-v>>((P,z--v) for any z EL2(0, co), z > 0, 
v,(O) = -P, v(a) = 0, v 3 0, 
where fi = sup 1 4(t)\ and 
P(X) = c if O<x<a, 
zz- C if x > a (a = 2C/p). 
Since p(x) 3 C - px, we conclude that 
Wi(X) < v(x). 
We construct v in the form 
(8.6) 
v(x) = N - /3x - 4 cx2 if 0 < x < a, 
= 8 C(x - y)2 if a < x < y, 
= 0 if x>y 
where the constants N, y are determined by the conditions: v(a + 0) = 
v(a - 0), v’(a + 0) = v’(a - 0), i.e., 
N - pa - +Ca2 = *C(y - a)2, 
Ca + p = C(y - a). 
(8.7) 
By (8.5), bi < y and, consequently, s”(t) < y. It follows that s(t) < y where 
y is determined by (8.7). This completes the proof of (vi). 
Remark 1. Assertion (vi) holds also if (2.25) is replaced by the weaker 
condition 
s 
m 
sup [At-&]dx = --co; 
0 o<t<r 
the proof is similar to the proof given above. 
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Remark 2. If one can prove that s(t) is Lipschitz continuous in 0 < t < T 
then s(t) E P(0, T] and w E Cm in the region 0 < x < s(t), 0 < t < T. Indeed, 
w = lim WE where w~(x, t) satisfies 
-&.Yz + w; + B&J’> =.f(x, t; 4 
and the same conditions as w on the parabolic boundary of Qz,r . By the 
methods of [5] we then obtain 
j-j- 
QR,T 
(wZ$ dx dt + 2~~ LR (4,(x, t))” dx < C> 
where C is a constant independent of E. Hence the same inequality holds for w. 
We can now proceed similarly to [3; p. 1751, or [4], to establish that 
s E P(0, T] and w E Cm in the region 0 < x < s(t), 0 < t < T. 
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