We study connection networks in which certain pairs of nodes have to be connected by k edge-disjoint paths, and study bounds for the minimal sum of lengths of such k paths. We define the related notions of total k -distance for a pair of nodes and total k -diameter of a connection network, and study the value TD k (d) which is the maximal such total k -diameter of a network with diameter d. These notions have applications in fault-tolerant routing problems, in ATM networks, and in compact routing in networks. We prove an upper bound on TD k (d) and a lower bound on the growth of TD k (d) as functions of k and d; those bounds are tight, θ(d k ), when k is fixed. Specifically, we prove that 
Introduction
A connection network consists of a network (modeled by a graph) and a set of pairs of its nodes between which a reliable communication is required. This new concept is a generalization of a communication network, in the sense that some pairs of nodes are distinguished. Define the total k -distance for a pair of nodes as the minimal sum of the lengths of k edge-disjoint paths between them. This quantity corresponds to the cost of a reliable routing of a message between those nodes in a network with less than k undetected faults of links. We give upper and lower bounds on the worst case value of this quantity in a connection network, as a function of its diameter, which are tight up to a multiplicative constant when k is fixed. Besides the "natural" implications of our results in the field of fault tolerant routing, our work has implications also in the field of ATM networks and compact routing methods.
Previous works in this field ([LSX95, HL94, MP88]) concentrate on node connectivity. They define a k-container for s and t as a set of k node-disjoint paths between s and t, and its length as the maximal length of a path in it; the k-distance for two nodes is the minimal length of a k-container for them, and the k-diameter is the maximal k-distance among all pairs of nodes in the graph. Upper and lower bounds for the k-diameter of k-regular k-connected graphs are given in [HL94] (as a function of k and the number of nodes in the graph). In [MP88] , a family of graphs, termed flip-trees, is introduced; it is shown that in a flip-tree with degree d and diameter 2l − 1 there exists a container of width d and length ≤ 2l + 1 for any two nodes. The 2-diameter of de-Bruijn graphs is discussed in [LSX95] ; it is shown that the 2-diameter of the de-Bruijn graph of dimension n is exactly n.
Definitions and Notations
We define a new concept of a connection network S = (G, ζ) which consists of (i) a graph G = (V, E), where V is the set of nodes and E is the set of edges, and (ii) a connection demand system ζ, which is a set of pairs of distinct nodes in V . This concept is a generalization of a communication network in the sense that it models a network in which a reliable communication is required for every pair of nodes in ζ but not necessarily for every pair of nodes in the underlying graph (see [D94, M89] ). (Note that when ζ includes all pairs of nodes in G, then our model coincides with the more familiar model of a communication network.) In this paper we restrict ourselves to the undirected case, i.e, when the graph G is undirected and the pairs in ζ are unordered.
Let s and t be two nodes in G. An edge-container for s and t is a set of edge-disjoint paths between s and t. The width of an edge-container is the number of paths in it. We abbreviate an edge-container of width k to a kcontainer. The total-length of a k-container A, denoted by |A|, is the sum of the lengths of all of its paths. A k-container for s and t is minimum if there is no k-container for s and t with a smaller total-length. The total k -distance for s and t, td k (s, t), is the total-length of a minimum k-container for them if one exists, otherwise td k (s, t) = ∞ (evidently, td k (s, t) = td k (t, s)). Two nodes s and t are k-edge-connected if the deletion of any set of k − 1 edges from G does not disconnect them. It is well known (see, e.g., [FF62] ) that s and t are k-edge-connected if and only if there exist k-edge-disjoint paths between them; it follows that td k (s, t) < ∞ if and only if s and t are k-edgeconnected.
We note that the triangle inequality holds for total k -distances as for ordinary distances. A sketch of the proof is as follows. The union of any two minimum k-containers for s and u and for u and t is a subgraph, say, G , where s and t are k-connected. Indeed, neither s and u nor u and t can be disconnected in G by at most k − 1 edges. Hence, this is true for s and t as well (since otherwise such an edge subset would disconnect u from either s or t). Therefore, there exists an s, t-container in G ; evidently, it has a totallength of at most the sum of the total-lengths of the two above containers. Interestingly, the triangle inequality does not hold for the "k-distance" of [HL94, LSX95, MP88] .
The total k -diameter, td k (S), of a connection network S = (G, ζ), is the maximum td k (s, t) over all pairs of nodes in ζ. A connection network S is kedge-connected if s and t are k-edge-connected for every pair {s, t} ∈ ζ. (Note that td k (S) < ∞ if and only if S is k-edge-connected.) We denote by TD k (d) the maximal total k -diameter over all k-connected connection networks whose underlying graph has diameter d.
We consider two special cases. The first one is when the connection network (G, ζ) is such that ζ includes all pairs of distinct nodes in the graph; in this case we refer to the total k -diameter of the graph G, denoted td k (G). The second one is when ζ = {{s, t}} (i.e., it includes only one unordered pair of nodes); in this case we abbreviate the notation (G, {{s, t}}) to (G, s, t).
There are two well-known routing paradigms. The first is the one-to-one routing paradigm ([CC95, DMS91, HL94, JLD91, LSX95, MP88]), which finds disjoint paths between two nodes in the network; we concentrate on this paradigm. The second paradigm is the one-to-many routing paradigm ([DMS91, HLN89, MS90, R89]) which aims to find k disjoint paths between one node and each of the nodes in a given set of k nodes. We extend our upper and lower bound results also for this case.
We summarize the differences in the model and definitions between our work and the works mentioned above as follows.
1. We concentrate on edge-connectivity (rather than node-connectivity).
In the sequel k-connected always means k-edge-connected and disjoint always means edge-disjoint.
2. We consider the total-length of a k-container, i.e., the sum of lengths of the paths in it, rather than its length (which is the maximal length of a path in it). Note that the total-length and the length of any 1-container are equal.
3. Previous works examined k-node-connected graphs. We generalize the term "graph" (or "network") to "connection network" and examine kconnected connection networks (G, ζ) for which the underlying graph G is not necessarily k-connected.
4. We examine the relations between TD k (d) and the diameter d of the underlying graph G, whereas other works discuss the relationship between the k-diameter and other parameters such as the degree of nodes and the number of nodes.
Our Results
We prove an upper bound on TD k (d) and a lower bound on the growth of TD k (d) as functions of k and d, which are tight when k is fixed. Specifically, we prove:
(It is worth noting that our lower bounds are reached on connection networks of type (G, s, t); hence, evidently, these bounds hold for any structural type of the connection demand system ζ.) These results are extended also to the one-to-many routing paradigm [DMS91, HLN89, MS90, R89].
Let k be fixed (but arbitrary). Then 2 above implies that there are infinitely many values of d such that
Thus, for any fixed k, the upper and lower bounds on the worst case growth of TD k differ by a multiplicative constant and are both of order d k .
Applications and Related Results
One possible application of our results is in the field of fault-tolerant routing methods. Consider a network N = (V, E) in which some edges may fail. We say that the communication between two nodes s and t is (k − 1)-reliable in N if there exists a routing scheme, termed (k − 1)-reliable, that guarantees that in the presence of at most k − 1 edge failures, a message sent from s to t will eventually arrive. Assuming that edge-failures cannot be detected, it is not hard to see that a (k − 1)-reliable routing scheme from s to t requires that-in the case that all edges are non-faulty-each message sent from s to t is delivered on a set of edges which forms a k-connected subgraph, i.e., includes a k-container for s and t. On the other hand, if a k-container A for s and t exists, then a (k − 1)-reliable routing scheme between s and t is achieved by the algorithm that delivers k copies of any message sent from s to t over the k edge-disjoint paths connecting s and t in A.
Let the cost of a routing scheme between s and t be the maximal number of hops performed by a message sent from s to t ("hop" denotes the delivery of a message from a node to its neighbor over an edge connecting them). Then the discussion above implies that the cost of a most efficient (k − 1)-reliable routing scheme between s and t is equal to the total k -distance between s and t.
The definition of (k − 1)-reliable communication is easily generalized to an arbitrary set of distinct pairs of nodes ζ. Specifically, a network is called (k − 1)-reliable w.r.t. ζ if and only if it is (k − 1)-reliable for each pair {s, t} ∈ ζ. By the discussion above, N = (V, E) is (k − 1)-reliable w.r.t. ζ if and only if the connection network S = (N, ζ) is k-edge-connected, and the maximal cost of a delivery of a message between a pair of nodes in ζ, when using a most efficient (k − 1)-reliable routing scheme, is equal to td k (S).
A few special cases are worth consideration. The familiar one is when a reliable communication is required between every pair of nodes in the network, which is the case where ζ is the set of all pairs of distinct nodes in the network. Another special case, introduced and discussed in [D94] , is when a subset of important nodes ("terminals"), is distinguished, and a reliable communication is required for all pairs of terminals. Following [D94] , we argue that such a reliability model is more realistic than the usual "all-to-all" model. Yet another case is when a reliable communication is required between one "special" node and every one in a set of other nodes, which does not necessarily include all the nodes of the network.
One conclusion of our result, which holds for each of the special cases considered above, is that a small diameter of the underlying graph of a k-connected connection network does not guarantee, in general, existence of an efficient fault-tolerant routing scheme for it. In fact, the cost of an optimal (k − 1)-reliable routing scheme could be as large as the diameter to the power k but not larger than that (ignoring factors depending on k only).
The fault-tolerant routing application above corresponds to the one-toone routing paradigm in which the goal is to construct disjoint paths between pairs of given nodes. Another well-known paradigm is the one-to-many routing that aims to construct disjoint paths between a given node and each of the nodes in a given set. To extend our model for the one-to-many paradigm, given a node s ∈ V and a set of nodes T ⊂ V of size k (which does not include s), we define td k (s, T ) as the minimal sum of lengths of a set of k edge-disjoint paths between s and each node in T . The quantity td k (s, T ) could be seen as the cost of a reliable routing of a message in the presence of at most k − 1 undetected faults, where the interpretation of "reliable communication" is a communication that guarantees that at least one node in T will eventually receive the message. We extend our results to similar upper and lower bounds for td k (s, T ).
Observe that our general worst case bounds are in contrast with previous results for special settings. For example, for one-to-n routing in the ndimensional hypercube (whose diameter is n), there always exists a set of node-disjoint paths of length at most n + 1 each (see [R89] ). It could be interesting to study the worst case behavior of the total k -diameter for other network topologies which are used in practice.
In a related work in the area of hop-congestion trade-off for ATM networks, [KKP95] studies the following problem, termed the augmented path problem: "Determine the minimal diameter D N (k), of an augmented path of length N and cutwidth k." (The definitions of augmented path and cutwidth will be given in Section 5). In [KKP95] upper and lower bounds are given for D N (k). We show that by applying our upper bound on the total k -distance of two nodes we can easily derive the same (and even slightly better) lower bound on D N (k) as a special case. The construction which we use for proving the lower bound on the total k -distance is actually similar to the construction used in [KKP95] for proving the upper bound for D N (k).
Another related work is in the field of space-efficient routing methods (termed compact routing). In [EMZ96] we show a strong connection between the efficiency of linear interval routing (which is one such method) for a network N and the total 2 -diameter of N . Specifically, we present a lower bound on the efficiency of linear interval routing for a network in terms of its total 2 -diameter.
The rest of the paper is organized as follows: In Section 2 we present and prove the lower bound. The upper bound is proved in Section 3. Our results are extended to the one-to-many paradigm in Section 4. In Section 5 we discuss the connection to the augmented path problem.
Lower Bound
In this section we discuss lower bounds on the growth of TD k (d), specifically, we prove the following theorem.
For any k > 0, we construct (Section 2.1) an infinite series of graphs G x (k), where x is any positive integer. We show that for every positive diameter d 0 , there exists a graph
, and a pair of its nodes s and t, such that the connection network
The Connection Network S x (k)
Let x ≥ 2 be an arbitrary positive integer. We construct a family of connection networks {S x (k)|k ∈ N + }, where S x (k) = (G x (k), s, t). The nodes s and t are termed the endpoints of G x (k). The graph G x (1) is simply a path of length x, and the nodes s and t are its endpoints. The graph G x (k) is constructed from x copies of G x (k − 1); the ith copy, 1 ≤ i ≤ x, is denoted G i x (k − 1) and its endpoints are s i and t i . To each copy i we add an edge {s i , t i } termed a k-edge, and we combine the copies by identifying the node s i with the node t i−1 , for every 2 ≤ i ≤ x. The endpoints s and t of the new graph G x (k) are the nodes s 1 and t x , respectively. Figure 1(a) demonstrates the construction. Figure 1(b) shows the graphs G 3 (1), G 3 (2), and G 3 (3). It is worthwhile to mention that a similar construction is also used in [KKP95] .
The following three propositions form the proof of Theorem 2.1(a).
Proof: We prove the following two facts by induction on k: (a) For any node u in G x (k), its distance from either s or t is at most k x/2 and, (b)
The basis (k = 1) is trivial. Now consider the graph G x (k), for k > 1. By the induction hypothesis (a), the distance from any node u in G i x (k − 1) to s i or to t i is at most (k − 1) x/2 . Consider the following path between any pair of nodes u in G i x (k −1) and v in G j x (k −1). The path starts in u, continues in the shortest way to the nearest endpoint of G i x (k − 1) (s i or t i ), then continues on k-edges to the endpoint of G j x (k − 1) which is the nearest to v, and then continues in the shortest way to v. Since there are exactly x k-edges, and by the induction hypothesis (a), the length of this path is at most (k − 1) x/2 + x + (k − 1) x/2 ≤ kx and thus, d x (k) ≤ kx. By using similar arguments for any node u, one of the distances to s or to t is at most (k − 1) x/2 + x/2 ≤ k x/2 . 2
Proof: We first prove the following claim: there exists a node at distance at least k (x − 2)/2 from both s and t (such a node is termed a middle node). The basis (k = 1) is trivial. Consider the x/2 -th copy G
. By the induction hypothesis, there is a middle node u in G x/2 x (k − 1) with distances at least (k − 1) (x − 2)/2 from both s x/2 and t x/2 . From the construction of the graph G x (k) and by the induction hypothesis, it is clear that the distance of u from s and t is at least (k − 1) (x − 2)/2 + (x − 2)/2 ≥ k (x − 2)/2 . Thus, u is a middle node in G x (k). Now consider the middle nodes in G 1 x (k − 1) and G x x (k − 1). Since t 1 and s x are separation nodes in G x (k) at distance x − 2 and by the above claim, the distance between the two middle nodes is at least
Proof: Consider the graph G x (k) and its endpoints s and t. We first show that there exists a k-container for s and t, thus S x (k) is k-connected (so, td k (S x (k)) < ∞), and then we show that the total-length of any k-container for s and t is at least d k /k k . Let the path P j between s and t, 1 ≤ j ≤ k, be the one consisting exactly of the set of all j-edges (i.e., the edges which we add when constructing G x (j) from x copies of G x (j − 1)). The paths P 1 , P 2 , ..., P k are edge-disjoint and, clearly, they form a k-container for s and t.
Now, since every edge in the graph is in a cut of size k between s and t, it must be contained in any set of k edge-disjoint paths between s and t (by [FF62] ); thus, any k-container for them contains all the edges of the graph.
Proof [of Theorem 1(a)]:
Given any positive constant d 0 , consider the connection network S x (k), where
Note that if we just replace every 1-edge (i.e., an edge in a copy of G x (1)) by k parallel edges, then we get a (non-simple) k-connected graph with the same diameter as that of G x (k) and the total k -diameter at least as large as td k (S x (k)). We show a k-connected simple graph that satisfies a slightly weaker inequality.
For any k, d 0 > 0, we construct a k-connected graph G x (k) with diameter
, we replace each 1-edge in G x (k) by a complete graph of size k + 1, i.e., for each such edge {v i , v i+1 } we add the nodes
, an edge between each v m i and v n i , and the edges {v i , v m i } and
we term the nodes and edges of G x (k) original, and the new nodes and edges new.
Note that G x (k) is k-connected; even if we remove all the j-edges, j ≥ 2, then we get x k copies of a (k + 1)-clique such that the ith copy and the (i + 1)st copy have one node in common, for every 1 ≤ i ≤ x k − 1. Clearly, such a graph is k-connected.
In the construction of G x (k) from G x (k), we didn't remove any edge, thus the distance between any two original nodes did not increase. Moreover, any new node is at distance 1 from an original node. It follows that the diameter of
Proposition 2.3 holds also for G x (k) (i.e., d ≥ k(x − 2)), since a shortest path between two original nodes never passes through a new node and there are no new edges between original nodes, thus the distances between any two original nodes did not decrease.
Finally, it is easy to see that the same k-container for s and t as described in the proof of Proposition 2.4 is a minimum k-container for s and t also in G x (k) (since a passage through a new node never shortens the distance). It follows that
Given any positive integer d 0 , we consider the graph G x (k), where
This completes the proof of Theorem 2.1(b).
Upper Bound
The upper bound is stated in the following theorem.
Theorem 3.1 Every k-connected system S = (G, ζ), the underlying graph G of which has diameter d, satisfies:
except for the cases d = 1, k = 2, 3, where
Clearly, this theorem is implied by the following lemma, which is proven in the next subsection.
Lemma 3.2 The total k -distance of any two k-connected nodes in an arbitrary graph with diameter d is at most 2 k−1 d k , except for the cases d = 1, k = 2 and d = 1, k = 3, when it can exceed this bound by one, i.e., be equal to 3 and 5, respectively.
Proof of Lemma 3.2
The mathematical foundations of the considered field are closely related to network flow theory. As mentioned in Section 1.1, the total k -distance td k (s, t) of two nodes s and t is finite if and only if s and t are k-edgeconnected. For any graph G = (V, E) and its two nodes s and t, let G(s, t) = (V, E, s, t) be the directed flow network with source s, sink t, and E defined as follows: each edge {u, v} in E defines a pair of anti-parallel arcs (u, v) and (v, u) in E with capacities 1 (we use the term "arc" for a directed edge). In what follows, we mean by "flow" a flow in G(s, t) with flows in arcs equal to 0 or 1 only and without flows both equal to 1 in any two anti-parallel arcs. We will shorten the notation G(s, t) to G.
It is well known (see [FF62] ) that s and t are k-connected in G (i.e., a k-container for them exists) if and only if there is a flow with value k from s to t in G. For a flow f , let us denote by #f the number of edges of G such that f is 1 in any of the two arcs defined by it; henceforth, we call such edges "used by f ". It can be easily shown that for any k-container for s and t there exists a flow from s to t with value k, which uses exactly the edges of that k-container, and that for any flow f from s to t with value k there exists a k-container for s and t, all of whose edges are used by f . It follows that td k (s, t) is equal to the number of edges used by a flow f with minimal #f among all flows from s to t with value k. 2 Consider any two k-connected nodes s and t in a graph G with diameter d. By the above, the value of a maximum flow is at least k. For our proof it is sufficient to show that there exists a flow f k with value k with #f k bounded as in the statement of the lemma. We establish the existence of such a flow by induction. Let δ(x, y) denote the distance between nodes x and y in G. Trivially, a flow f 1 as required can be defined as the unit flow along a shortest path from s to t, with δ(s, t) ≤ d used edges. For the induction step we need the following lemma. Lemma 3.3 For any non-maximum flow f with value at least 1, there exists a flow f with value greater by one with #f ≤ max{2d · #f, #f + 2d}.
Proof:
As is widely known (see, for example, [CLR90] ), to transform any non-maximum flow f in G into a flow with value greater by one, it is sufficient to find a path P from s to t in the residual network G f = (V, E f ) (an augmenting path 3 ), and to augment f by the unit flow along P (henceforth, for simplicity, "to augment f by P "). Details are as follows (for illustration see Figure 2(b-d) ). The arcs in E f are defined as the arcs a in E for which f (a) = 0; for our purposes, all edge capacities in G f maybe assumed 1. The augmentation of a flow f in G by a flow g in G f is almost the usual vector addition, with the unique exception, in our case: if for some two anti-parallel arcs a andā, f (a) = 1, f (ā) = 0, g(a) = 0, g(ā) = 1, then the sum flow in a andā is set to be 0 and 0, respectively (instead of 1 and 1).
Let us denote the length of a path Q by |Q|. Let a flow f be the flow f augmented by a path P . It is straightforward to see that #f is at most #f + |P | (for illustration see Figure 2 , where #f = 3, |P | = 3, and #f = 4). Thus, it is sufficient to prove that for any non-maximum flow f with value at least 1, the minimum length of an augmenting path is at most max{(2d − 1) · #f, 2d}.
Let us denote by δ(v) the distance from s to any node v in G f (or ∞, when v is not reachable from s). By non-maximality of f , δ(t) is finite, and we prove that it satisfies the above bound. Let us consider, in the BFSstructure of G f with the origin s, the layers L i = {v : δ(v) = i}, 1 ≤ i ≤ δ(t) (see Figure 3) . Clearly, there is no arc of G f from L i to L j with j ≥ i + 2.
A node v is termed used by f if there is an edge incident to v used by f ; clearly, s and t are used by f . Let us denote by N the number of nodes used by f ; clearly, N ≤ #f + 1.
We first prove that δ(t) is at most 2d(N − 1) ≤ 2d · #f (observe that this implies the weaker upper bounds (2d+1)·#f for #f and thus, by induction, d(2d + 1) k−1 for td k (s, t)). We say that a layer is marked if it contains a node used by f . Assuming, to the contrary, that δ(t) ≥ 2d(N − 1) + 1, we obtain that there exist two marked layers L i and L j , j ≥ i + 2d + 1, and i, j ≤ δ(t), with no marked layers between them. Let us consider a node x in layer L i+d ; by assumption, x is not used by f . Let P (x) be a shortest path from x to t in the original graph G; its length is at most d (the diameter of G). Let y be the first node on P (x) used by f , and let P 1 , P 2 be the sub-paths of P (x) from x to y and from y to t, respectively (see Figure 3) .
Observe that, for any edge {u, v} in P 1 , the flow f cannot be 1 in any of the arcs (u, v) and (v, u) (otherwise, y would not be the first used vertex in P 1 and, thus, in P ); therefore, for each such edge, both these arcs belong to G f . We obtain now that the entire P 1 is contained in G f , hence, δ(y) is finite and |P 1 | ≥ |δ(x) − δ(y)|.
By the choice of x and y, δ(x) = δ(y). Let us consider two cases.
Case 1 : δ(y) < δ(x). By our assumptions, δ(y) ≤ i and so y cannot coincide with t. We obtain |P (
It follows that δ(t) ≤ 2d · #f , as required. Let us enhance this method to achieve the bound of the lemma. For this, we show that if δ(t) > (2d − 1) · #f , then δ(t) = 2d. The above inequality implies that δ(t) > (2d − 1)(N − 1), and hence that there exist two marked layers L i and L j with no marked layers between them, with j ≥ i + 2d and i, j ≤ δ(t).
As before, let x be any vertex in layer i + d and P (x) a shortest path in G from x to t. Going along the same lines, we obtain that the only case that does not produce the contradiction |P (x)| ≥ d + 1 is when t lies in L j and j = i + 2d, i.e. δ(t) = i + 2d.
Let now Q(x) be a shortest path from x to s in G. Similar considerations as above, using the fact that x is in layer L j−d = L i+d , show that the only case without the contradiction |Q(x)| ≥ d + 1 is when s lies in L i , i.e., i = 0. Hence, our assumption δ(t) > (2d−1)(N −1) leads to δ(t) = j = 0+2d = 2d, as claimed. 2
We now return to the inductive proof of Lemma 3.2. We prove that f k , the flow with value k constructed from f 1 by a sequence of augmentations as in the proof of Lemma 3.3, satisfies the inequality #f k ≤ 2 k−1 d k , with exceptions as in Lemma 3.2. We assume the inequality holds for k = l, i.e., #f l ≤ 2 l−1 d l , and prove it for k = l+1, l ≥ 1. Let us denote 2
Then, by the induction hypothesis and Lemma 3.3,
Assume now that d = 1, i.e., G is a complete graph with, maybe, multiple edges. In this case, #f 1 is equal to 1. In the considered sequential construction of f k , let δ l denote the length of the l-th augmenting path (i.e., #f l+1 ≤ #f l + δ l ). Since in G there are at least |V | − 2 edge-disjoint paths of length 2 between s and t, the first |V | − 2 shortest augmenting paths must be each of length at most 2. Clearly, the length of any augmenting path is at most |V | − 1. Hence, for |V | = 2, δ l = 1 for all l. For |V | = 3, δ l ≤ 2 for all l. For |V | = 4, δ 1 , δ 2 ≤ 2 and δ l ≤ 3 for l > 2. For |V | > 4, δ l ≤ 2 for l = 1, 2, 3. Thus, we get that for any graph with diameter 1, #f 1 = 1, #f 2 ≤ 3, #f 3 ≤ 5 and #f 4 ≤ 8. In particular, #f 4 ≤ 2 3 1 4 is within the bound 2 k−1 d k . Also, for l ≥ 4 it always holds that ∆ l = (2d − 1)2 l−1 d l ≥ 2d. Therefore, the bound 2 k−1 d k for the case d = 1 and k ≥ 4 can be proved by induction. Thus, the cases d = 1, k = 2, 3 are the only possible exceptions, and the bounds for them are as in Lemma 3.2.
This completes the proof of Lemma 3.2 and, thus, of Theorem 3.1.
Discussion
Observe that the minimization of the length of the augmenting path does not imply exact minimization of the number of edges used by the resulted flow. Indeed, assume that we wish to compute the exact minimum. Then, we must take into account that using in an augmentation path a "reverse" arc (u, v) (i.e., with the flow in (v, u) equal to 1) decreases, not increases, the number of used edges by 1 (for example see Figure 2 ). In fact, the exact minimization of the number of edges used by a flow is the minimization of the flow cost when the price of pushing a unit of flow through any arc is 1. The theory of min-cost flows is well known (see [FF62] and many others), but is rather complicated. Observe, however, that in our induction step the total number of reverse arcs is O(#f ), which is of smaller order than the upper bound obtained, and hence their influence is negligible in our orderof-magnitude calculations. Therefore, we preferred to use the simpler proof tools ignoring a smaller-order term. The thesis [E98] presents another approach to achieve upper bounds, which by contrast, is based on analysis of an exact minimum solution. The technique used is more complicated, and the result obtained is an upper bound for td 2 (s, t) of the same order as the bound presented above. However, that technique is much deeper, and we suppose that it might serve as a basis for achieving a tight upper bound for the case of general (non fixed) k.
Extensions
In this section we extend our model to the one-to-many routing paradigm. Given a node s ∈ V and a set of k nodes T ⊂ V (which does not include s), we define a k-container for s and T as a set of k edge-disjoint paths between s and each node in T . The definitions of total-length (of a k-container), minimality (of a k-container) and total k -distance of s and T (denoted by td k (s, T )) are similar to the definitions for the one-to-one paradigm with respect to the modified definition of a k-container. We present and prove similar upper and lower bounds on td k (s, T ).
Theorem 4.1 Let s be a node and T a set of k nodes (which does not include s) in a graph G with diameter
Proof: Given G, s, and T as in Theorem 4.1, construct a new graph G by adding to G a node t and k edges: one between t and each node in T . Note that, by the construction of G , any k-container for s and t contains k disjoint paths, each of which starts in s and terminates with the unique edge from a node in the set T to the node t. Therefore, there is a natural bijective correspondence between k-containers for s and t in G and for s and T in G, given by removing/adding the new edges from/to the paths of containers, respectively. Let A be a minimal k-container for s and t in G . Since clearly the diameter of G is at most d + 1, by Theorem 3.1, |A| ≤ 2 k−1 (d + 1) k + 1. Hence, the corresponding k-container A for s and T in G satisfies |A | ≤ 2 k−1 (d + 1) k − k + 1. Theorem 4.1 follows. 2 Now, let us adjust our proof of the lower bound for the total k -distance for two nodes to the one-to-many case. 
Proof: Let us consider the graph G x (k), where x = (d 0 +2k)/k , as defined in Section 2. We construct a graphḠ from it by adding a node breaking each of the k edges that meet node t. Formally, every edge {u, t} that meets t in G x (k), is replaced by the two edges {u, w} and {w, t} the node w is termed new. Every path P in G x (k) corresponds to a path inḠ in a natural way (replace each edge in P that meets t by the corresponding path of length 2 inḠ). Since every shortest path in G x (k) is simple, it contains at most two edges that meet t, and therefore the corresponding path inḠ has length which is at most greater by 2. Also, a path from a new node ofḠ can be composed of a new edge and a path in G x (k). It follows that the diameter d ofḠ is at most the diameter of G x (k) plus 2, i.e., the latter is at least d − 2.
Consider the node s and the set T of the new nodes inḠ (of size k). By the construction ofḠ and by the same arguments as in the proof of Theorem 2.1, the minimal k-container for s and T consists of exactly all edges inḠ, except for the edges that meet t. It follows that (d − 2) k /k k ≤ td k (s, T ) < ∞, as required. 2
By Theorem 4.1 and Theorem 4.2, when extending our model to the one-to-many paradigm, similar upper and lower bounds on total k -distances hold.
The connection to the augmented path problem
The augmented path problem, studied in [KKP95] in relation with hopcongestion tradeoff in ATM networks, is informally described as follows: An augmented path of length N and cutwidth k, denoted P N (k), is a chain of N + 1 nodes drawn on a plane, to which some auxiliary edges are added, such that each chain-edge is bypassed by at most k − 1 auxiliary edges (not including the chain-edge itself). The problem is to determine the minimum diameter, D N (k), of an augmented path of length N and cutwidth k. In [KKP95] it is shown that
We show that our upper bound on the total k -distance for two nodes in a graph can be used to slightly improve the lower bound on D N (k) in [KKP95] : Let P N (k) be an augmented path and let the endpoints of the path be the nodes s and t. It is easy to see that if there are no k edgedisjoint paths between s and t, then one could add to P N (k) edges in such a way that the cutwidth remains k and the diameter does not increase. Therefore, we can assume, w.l.o.g., that there are k edge-disjoint paths between s and t in P N (k). Now, let us consider the system S = (P N (k), s, t). By Theorem 3.1, td k (S) ≤ 2 k−1 d k (except for uninteresting cases), and we get N ≤ td k (S) ≤ 2 k−1 d k . It follows that for every augmented path P N (k) with diameter d (d > 1), d ≥ 2
which is slightly better than the lower bound in [KKP95] .
Note also that our graphs G x (k) are similar to the ones used in the proof of the upper bound of [KKP95] , and by Remark 2.5, we actually provide an identical upper bound, since we show that N ≥ d k /k k , where N is the number of nodes and D N (k) ≤ d.
Though we do not significantly improve any known result, we show that there is a strong connection between the two considered problems (actually, the augmented path problem could be seen as a special case of the total k -diameter problem). We believe that improvements of our results will imply with no additional effort corresponding improvements of the results in [KKP95] and other related problems (such as the problem of augmented ring networks in [ABCRS96] ).
