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Re´sume´ – Nous pre´sentons une nouvelle me´thode d’estimation de profondeur monovoie passive reposant sur l’utilisation d’une
optique posse´dant du chromatisme longitudinal, combine´e a` un de´tecteur couleur. Cette came´ra produit, en une seule acquisition,
trois images RVB posse´dant un flou de de´focalisation variable spectralement, ce qui permet de faciliter l’estimation de la profondeur
par une approche de type depth from defocus (DFD). Nous avons de´veloppe´ un algorithme de DFD original de´die´ a` l’estimation
de profondeur a` partir d’images produites par une came´ra chromatique. Nous pre´sentons ici les re´sultats expe´rimentaux obtenus
avec cet algorithme sur les images produites par un prototype de came´ra chromatique.
Abstract – In this paper we present a new passive depth estimation method based on the joint utilisation of a lens with
chromatic aberration and a color sensor. Such a camera produces in a single snapshot three RGB images having spectrally
varying defocus blur, which eases depth estimation using a Depth from defocus approach. We have developed an original DFD
algorithm dedicated to the processing of images recorded by a chromatic camera. Here we present experimental depth estimation
results obtained with a prototype of chromatic camera and the proposed DFD algorithm.
1 Introduction
L’estimation de profondeur par les techniques de Depth
From Defocus (DFD) repose sur le lien entre le niveau de
flou de l’image d’un objet et sa position dans l’espace. En
effet, lorsqu’un point source est place´ dans le plan de mise
au point d’un imageur, son image, appele´e fonction d’e´-
talement du point (FEP), est une tache d’Airy de largeur
souvent ne´gligeable devant la taille du pixel du de´tecteur.
Mais lorsque cet objet ponctuel est place´ en dehors du plan
de mise au point, la FEP est une tache de de´focalisation
de largeur ǫ, de taille supe´rieure au pixel du de´tecteur
et responsable du flou observe´ dans l’image. La largeur
the´orique ǫ s’exprime de la manie`re suivante :
ǫ = Ds
∣∣∣∣ 1f −
1
p
− 1
ddet
∣∣∣∣ , (1)
ou` f est la distance focale de l’optique, D son diame`tre,
et avec ddet et p les distances entre l’optique et respective-
ment le de´tecteur et l’objet, comme illustre´ a` la figure 1.
D’apre`s (1), connaissant la distance focale et la position
du de´tecteur, l’estimation de la largeur de la FEP permet
d’estimer la profondeur.
Les premie`res me´thodes de DFD utilisent diffe´rentes im-
ages de la meˆme sce`ne avec plusieurs re´glages du meˆme
imageur [1]. Cependant la sce`ne doit alors eˆtre statique
pendant les acquisitions. D’autres techniques n’utilisent
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Figure 1 – Principe de DFD. En vert l’object ponctuel
est dans le plan de mise au point de la came´ra, en rouge
il est de´focalise´.
qu’une seule image [2, 3, 4, 5], l’acquisition est alors moins
contraignante, mais il faut estimer localement le niveau de
flou, autrement dit la FEP, a` partir d’une seule acquisi-
tion alors que la sce`ne est inconnue. Plusieurs re´fe´rences
utilisent un apprentissage sur une base de sce`nes [3, 4] ou
exploitent une mode´lisation contraignante sur la sce`ne et
sur la forme de la FEP [2]. Dans [5], nous avons developpe´
un algorithme d’estimation de profondeur non supervise´
et inde´pendant de la forme de la FEP, qui se´lectionne une
FEP dans une famille de FEP potentielles a` l’aide d’une
mode´lisation simple des gradients de la sce`ne. Nous avons
montre´ la possibilite´ de faire de la DFD avec cet algo-
rithme en utilisant par exemple la pupille code´e propose´e
dans [3]. Cependant, si les techniques de DFD mono-image
sont plus adapte´es au cas de sce`nes dynamiques que les
Distance en m
ǫ
en
p
ix
el
1 1.5 2 2.5 3 3.5 4 4.5 5
0
5
10
15
20
25
Distance en m
ǫ
en
p
ix
el
B
V
R
1 1.5 2 2.5 3 3.5 4 4.5 5
0
5
10
15
20
25
Distance en m
ǫ
en
p
ix
el
R et B
V
1 1.5 2 2.5 3 3.5 4 4.5 5
0
5
10
15
20
25
(a) (b) (c)
Figure 2 – (a) Variation de la largeur de la FEP en fonction de la profondeur d’un objet, pour un imageur de focale
25 mm, de nombre d’ouverture 4 et un plan de mise au point a` 2 m. (b) et (c) : effets sur le flou de de´focalisation des
canaux RVB de l’utilisation respectivement d’une lentille chromatique et de la pupille chromatique propose´e dans [9].
techniques multi-images, elles ont cependant deux incon-
ve´nients. Tout d’abord, comme illustre´ a` la figure 2(a),
il existe une ambigu¨ıte´ entre le niveau de flou et la pro-
fondeur de part et d’autre du plan de mise au point. En-
suite, il n’est pas possible d’estimer pre´cise´ment la pro-
fondeur d’un objet lorsqu’il est place´ dans l’intervalle de
distances de´fini par la profondeur de champ de l’imageur,
dans laquelle la FEP est infe´rieure au pixel. En effet, dans
cet intervalle de distances aucune variation de flou n’est
observable. Pour re´soudre ces deux difficulte´s nous pro-
posons d’utiliser l’aberrration chromatique longitudinale.
1.1 Principe
Le chromatisme d’une optique se traduit par la vari-
ation de la position du plan de mise au point avec la
longueur d’onde. La combinaison d’une optique dont le
chromatisme longitudinal n’est pas corrige´ et d’un de´-
tecteur couleur, produisant trois images RVB, permet donc
d’avoir trois images avec des degre´s de flou diffe´rents.
Ainsi, comme l’illustre la figure 2(b), pour chaque pro-
fondeur il existe un triplet unique de FEP associe´es aux
trois canaux RVB et l’ambigu¨ıte´ du DFD mono-image dis-
parait. De plus, lorsqu’un objet est dans la re´gion de pro-
fondeur de champ d’un des canaux, sa position peut eˆtre
estime´e graˆce a` la variation de la FEP dans les deux autres
canaux, car chaque canal a sa propre re´gion de profondeur
de champ. Ceci permet d’e´liminer la zone de forte incerti-
tude autour du plan de mise au point qui existe en DFD
mono-image. Enfin, l’acquisition des trois canaux RVB est
instantane´e, l’estimation de profondeur n’impose donc pas
de contrainte de sce`ne statique.
1.2 E´tat de l’art
Le principe de DFD a` l’aide du chromatisme a e´te´ pro-
pose´e dans [6], cependant la mise en œuvre algorithmique
permet de traiter uniquement des bords de plage noirs et
blancs. Par ailleurs, le chromatisme est utilise´ pour e´ten-
dre la profondeur de champ d’une image dans [7, 8] et
dans [7] la possibilite´ d’estimer la profondeur n’est que
mentionne´e. A` notre connaissance, il n’existe donc pas de
re´alisation concre`te de DFD a` partir d’un imageur chro-
matique pour des images re´elles. Notons qu’une autre ap-
proche consiste a` introduire des filtres dans le diaphragme
de l’objectif afin d’avoir une ouverture diffe´rente, donc
un flou diffe´rent, pour les trois canaux RVB [9]. Cepen-
dant, puisque ce syste`me n’a qu’un seul plan de mise au
point, comme le montre la figure 2(c), ce dernier posse`de
les meˆmes inconve´nients que la DFD mono-image, lie´s a`
l’ambigu¨ıte´ de part et d’autre du plan de mise au point et
a` la profondeur de champ.
2 Algorithme de DFD chromatique
Une des difficulte´s du DFD a` l’aide du chromatisme est
que les trois images traite´es sont issues de sce`nes qui ne
sont que partiellement corre´le´es. Ainsi, les techniques de
DFD multi-images ne peuvent pas s’appliquer car elles
supposent que la sce`ne est identique dans chaque image.
C’est pourquoi, nous avons de´veloppe´ un nouvel algorithme
appele´ C-DFD (pour Chromatic Depth from Defocus) qui
e´tend l’approche que nous avons propose´e pour le DFD
mono-image dans [5] au traitement d’images couleurs pro-
duites par un imageur chromatique. Dans [5], nous util-
isons un formalisme baye´sien pour se´lectionner localement
une FEP parmi un jeu de FEP potentielles, obtenues par
calibrage. La se´lection d’une FEP se fait d’apre`s un crite`re
de´rive´ d’un maximum de vraisemblance marginale dont
l’expression analytique est obtenue avec un mode`le de
sce`nes a` gradients gaussiens et isotropes et un mode`le de
bruit blanc gaussien. Nous rejetons par pre´-traitement les
re´gions homoge`nes ou` la FEP, donc la profondeur, est in-
observable. Dans le cas d’acquisitions d’images couleurs
par une came´ra chromatique, le mode`le de formation d’im-
ages peut s’e´crire :
Y = HCX +B, (2)
avec HC =

 HR(p) 0 00 HV (p) 0
0 0 HB(p)

 , (3)
avec Y = [ytR y
t
V y
t
B]
t et X = [xtR x
t
V x
t
B]
t, ou` yR,yG
et yB (resp. xR,xG et xB) repre´sentent la concate´na-
tion des M (resp. N) pixels des trois feneˆtres des images
(resp. des sce`nes) RVB. B correspond au bruit d’acquisi-
tion mode´lise´ par un processus ale´atoire gaussien centre´
de variance σ2b . Chaque matrice Hc(p) est une matrice
de convolution de taille N × M relative au canal c qui
de´pend de la profondeur de la sce`ne p. Nous proposons
de se´lectionner un triplet de FEP parmi un jeu de triplets
potentiels a` l’aide d’un crite`re de maximum de vraisem-
blance marginale, mais par rapport a` [5], nous mode´lisons
la corre´lation entre les canaux RVB a` l’aide d’une de´com-
position en luminance et chrominance (L,C1,C2) :
 xRxV
xB

 = T ⊗ IM,MXLC = T ⊗ IM,M

 xlxc1
xc2

 , (4)
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 , (5)
ou` ⊗ correspond au produit de Kronecker et IM,M est la
matrice identite´ de taille M ×M . Ainsi, (2) devient :
Y = HcC(p)X
LC +B (6)
HcC(d) = HC(p)T ⊗ IM,M . (7)
Nous mode´lisons ensuite la densite´ de probabilite´ de chaque
composante a` l’aide d’un a priori gaussien iotrope, de´cor-
rele´ des deux autres composantes ce qui donne :
p(XLC , σ2x, µ) ∝ exp
(
−‖DC(µ)X
LC‖2
2σ2x
)
(8)
avec DC(µ) =


√
µD 0 0
0 D 0
0 0 D

 . (9)
D correspond a` la concate´nation verticale des matrices
de convolution associe´es aux vecteurs [−1 1] et [−1 1]t et
µ mode´lise la diffe´rence de variance entre les composantes
(L,C1,C2). Ce type d’a priori est dit impropre carD = 0.
Cependant [10] montre qu’il est possible d’exprimer une
vraisemblance marginale des donne´es sous la forme :
p(Y |HcC(p), σ2b , α) ∝ |σ−2b P (α, p)|
1
2
+e
−Y
tP(α,p)Y
2σ2
b , (10)
avecP (α, p) = IN,N−
HcC(p)(H
c
C(p)
tHcC(p) + αD
t
CDC)
−1HcC(p)
t.
α = σ2b/σ
2
x est un terme de re´gularisation permettant de
tenir compte de la variation locale du rapport signal a`
bruit. Comme dans [5], on peut montrer que maximiser la
vraisemblance marginale revient a` minimiser le terme :
GLC(p, α) =
Y tP (α, p)Y
|P (α, p)|1/(3N−3)+
, (11)
P (α, p) a trois valeurs propres nulles, une pour chaque
composante luminance et chrominances. Comme dans [11],
nous fixons µ a` 0.04. L’algorithme C-DFD consiste alors a`
de´finir une feneˆtre de l’image et a` se´lectionner le triplet qui
minimise le crite`re GLC , a` partir d’une famille de triplet
de flous potentiels.
3 Validation expe´rimentale
3.1 Objectif chromatique
Un objectif chromatique de distance focale 25 mm et de
nombre d’ouverture 4 a e´te´ conc¸u dans le cadre d’une col-
laboration IOGS-ONERA. Cet objectif a un chromatisme
longitudinal de 200 µm et il est associe´ a` un de´tecteur
couleur posse´dant des pixels de 3.45 µm, afin d’obtenir
une came´ra chromatique. Les plans de mise au point des
canaux RVB sont place´s respectivement a` 4.5, 2.7 et 1.9 m,
comme illustre´ a` la figure 2(b).
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Figure 3 – (a) Sche´ma des lentilles de l’objectif chroma-
tique. (b) Came´ra chromatique.
3.2 Mesure de profondeur sur l’axe
(a) (b) (c)
Figure 4 – Cibles
Les FEP de la came´ra chromatique sont calibre´es entre
1 et 5 m avec un pas de 5 cm. La figure 5 pre´sente les re´-
sultats d’estimation de profondeur obtenus sur l’axe pour
trois sce`nes pre´sente´es a` la figure 4 de´place´es successive-
ment entre 1 et 4.5 m. Les feneˆtres de chaque canal RVB
traite´es sont de taille 21 × 21 pixels. La profondeur est
estime´e a` l’aide de l’algorithme C-DFD a` l’inte´rieur d’une
re´gion centre´e de l’image et les re´sultats pre´sente´s corre-
spondent a` la moyenne et a` l’e´cart-type calcule´s sur 100
re´sultats d’estimation de profondeur. Les re´sultats obtenus
sont compare´s a` une ve´rite´ terrain donne´e par la Kinect,
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Figure 5 – Re´sultats de l’algorithme C-DFD sur l’axe pour les trois cibles de la figure 4.
qui est un capteur 3D actif de pre´cision infe´rieure au cm.
Pour les trois cibles, l’estimation de profondeur a un biais
ne´gligeable et un e´cart-type infe´rieur a` 5 cm entre 1 et 3 m,
ce qui illustre la robustesse de l’estimation de profondeur
vis-a`-vis de la couleur de la sce`ne. Mais pour des distances
supe´rieures, l’estimation de profondeur se de´grade.
3.3 Carte de profondeurs
(a)
(b)
(c)
Figure 6 – (a) Sce`nes acquises avec l’imageur chroma-
tique. (b) a` (d) Cartes de profondeurs en m obtenues resp.
avec la Kinect, avec l’algorithme C-DFD . La couleur noire
correspond aux re´gions homoge`nes non informatives.
A` partir des FEP calibre´es, l’estimation de profondeur
peut e´galement eˆtre re´alise´e sur des images comple`tes.
Trois exemples de carte de profondeur obtenues avec l’al-
gorithme C-DFD sont pre´sente´es a` la figure 6 en com-
paraison avec celles donne´es par une Kinect. Les valeurs
de profondeur estime´es avec l’imageur chromatique sont
cohe´rentes avec celles de la Kinect, bien que plus bruite´es.
Notons cependant que le re´sultat de la Kinect est forte-
ment re´gularise´ et une re´gularisation de nos re´sultats per-
mettrait d’e´liminer les valeurs aberrantes et de propager
l’information dans les re´gions homoge`nes non renseigne´es.
Enfin, dans le troisie`me exemple, la Kinect donne des re´-
sultats aberrants, car la mire projete´e se re´fle´chit mal sur
cet objet tre`s line´ique, alors que nous observons correcte-
ment la structure complexe de l’objet sur notre re´sultat.
4 Conclusion et perspectives
Nous avons de´veloppe´ une me´thode d’estimation de pro-
fondeur a` partir d’images produites par un imageur chro-
matique et valide´ cette me´thode expe´rimentalement. Une
perspective de ce travail est de de´velopper un imageur
produisant simultane´ment une carte de profondeur et une
image couleur de bonne qualite´. Pour cela, il est ne´cessaire
de restaurer l’image couleur car le chromatisme de´grade
le´ge`rement la qualite´ optique de l’imageur, par exemple
a` l’aide d’un traitement du type de transfert de hautes
fre´quences [7]. Une autre perspective de ces travaux est
l’optimisation conjointe des parame`tres de la came´ra chro-
matique et des traitements.
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