Abstract-For a non-Gaussian process, a kernel principal component analysis that is applied to handle a Gaussian process is used to calculate a whitening matrix using the conventional kernel independent component analysis (KICA). Some errors exist as the orthogonal matrix is calculated by negentropy, which is an approximate method. In this paper, a kernel-independence-criterion-based independent component analysis algorithm for fault monitoring is proposed. The main contributions are as follows: 1) kernel independence criterion in regeneration Hilbert space is given. Based on which, an exact objective function is given. Compared with the conventional KICA, the accuracy of calculation is enhanced, and the proposed method is applied to any twice differentiable kernel function. 2) High computational efficiency is achieved by the quasi-Newton method that has a rapid convergence on the objective function. 3) The proposed method provides more stability to the local minimum value when the initialization data are far away from independent. The performance of the proposed method is illustrated by a numerical example and the penicillin fermentation process. Compared to the conventional KICA method, the experimental results show the advantages and effectiveness of the proposed approach.
I. INTRODUCTION

W
ITH the development of modern industrial processes, complexity is increasing and potential risks are subsequently increasing. Risks may turn into faults, even cause accidents that may disrupt normal production, endanger life, and cause economic loss in certain conditions. Therefore, it is very important for modern industrial process to study fault monitoring. Many scholars devoted lots of time to researching fault monitoring, and have received some achievements in the past few decades. Some effective approaches, such as principal component analysis (PCA) [1] - [3] , partial least squares [4] - [6] , and independent component analysis (ICA) [7] - [9] , have been pro- The authors are with the Department of Control Science and Engineering, Northeastern University, Shenyang 110004, China (e-mail: zhangyingwei@mail.neu.edu.cn; neu.du.wenyou@hotmail.com; masdanlee@ 163.com).
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posed and applied to fault monitoring [10] , [11] . Among them, ICA is a new signal processing method and one of the most widely used methods in multivariate monitoring. ICA [12] was developed in 1990s as a kind of new signal processing method. It is a new blind source separation technique; the source signals can be separated based on the mixed signals.
In the early 1990s, the application range of ICA was finite. In the mid-1990s, Bell and Sejnowski proposed a new ICA algorithm based on the information-maximization principle, and the ICA algorithm received wide attention. Compared with the traditional method of statistical control, the correlation between variables is eliminated and high-order statistical properties are obtained. Thus, more useful information is obtained. Considering the nonlinear characteristics of industrial processes, Lee et al. [13] - [16] proposed a kernel independent component analysis (KICA) algorithm to resolve the fault monitoring and diagnosis of nonlinear processes. A good result such as face recognition has been achieved based on KICA [17] . KICA is a nonlinear process monitoring method combining kernel principal component analysis (KPCA) and ICA. A whitening matrix is obtained based on KPCA in the high-dimensional feature space. ICA is used to extract the high-order statistics and decompose the observed data. For non-Gaussian data, the whitening matrix that is calculated by KPCA is inaccurate and some errors exist as the orthogonal matrix is calculated by negentropy which is an approximate method. In addition, KICA is sensitive to outliers with the condition that the source signals should be independent of each other, and at most, one Gaussian signal can be contained. Based on the above analysis, kernel independence criterion-based ICA is proposed in this paper, which is described below.
First, linear ICA is used to analyze mixed signals to give a basic approach of calculating independent components (ICs). Second, a kernel function in regeneration Hilbert space (RHS) is given to measure statistical independence of variables. Any twice differentiable kernel function is applicable, and it has stability with the local minimum value when the initialization data are far away from independence. Third, the quasi-Newton method is used to optimize the objective function which is established based on kernel function to obtain an orthogonal matrix. Compared with negentropy, the objective function is a definite function and as a result, the accuracy of calculating the objective function is enhanced. Computational efficiency is enhanced as the quasi-Newton method has rapid convergence.
The remaining sections of this paper are organized as follows. KICA for process monitoring is given in Section II. Kernel Step 1 Choose j, the number of ICs to estimate. Set counter i ← 1.
Step 2
Initialize each column vector a i of matrix A with unit norm randomly. Step 3 Maximizing the approximated negentropy:
where g is the quadratic function already chosen and g is the first derivative of g .
Step 4
Excluding the information contained in the solutions already found by the following orthogonalization:
If a i has not converged, go back to step 3.
Step 7
If a i has converged, output the vector a i . Then, if i ≤ j set i ← i + 1 and go back to step 2.
independence criterion-based ICA and the monitoring scheme based on it are proposed in Section III. The simulation results are shown in Section IV. Finally, conclusions are drawn in Section V.
II. KICA FOR PROCESS MONITORING
For nonlinear industrial processes, when a new observation X ∈ R N ×J is available, it is first preprocessed using nonlinear mapping Φ : R J → F from the nonlinear space to the highdimensional feature space (Φ(x) ∈ F ) [18] , where the data have a more linear structure. Here, N represents sample number and J represents variable number. In the feature space, the unit covariance matrix is
Using the "kernel trick (K = Θ T Θ)," the covariance matrix in the feature space becomes a diagonal matrix denoted by V
where
, and λ 1 represent the eigenvector matrix and eigenvalue of the standardized kernel matrix, respectively.
Let
denote the mapped data in the feature space which are whitened as follows:
is the standardized kernel matrix of K, and P is the whitening matrix. Then, the ICA is used to extract ICs in the feature space; the key steps are calculating the mixed matrix and the initial matrix. The initial matrix can be obtained as seen in Table I. The mixed matrix can be obtained by the initial ma- 
Based on the above analysis, the process data are divided into two subspaces: the IC space (ICS) and the residual space (RS). Consequently, two types of statistics are used to monitor the process: the Hoteling's T 2 statistic to monitor the ICS of the process variation and the SP E statistic to monitor the RS of the process variation
where s is the ICs, e = z −ẑ, andẑ = DD −1/2 s = DD T z. The control limit for Hoteling's T 2 statistic cannot be calculated by the F-distribution as s does not follow the Gaussian distribution. The upper confidence limits for T 2 and SP E will be given in the next section.
III. KERNEL INDEPENDENCE CRITERION-BASED ICA
It is well known that KPCA is used to extract principal components of Gaussian data and that KICA is used to extract ICs of non-Gaussian data. However, for the conventional KICA, the whitening matrix is calculated by KPCA. As a result, the ICs that are extracted by KICA are inaccurate. Second, accuracy decreases because of the negentropy. To extract the source signal accurately and provide a precise monitoring scheme for process operation data, kernel independence criterion-based ICA is proposed to achieve two targets: 1) kernel independence criterion is used as the objective function measuring statistical independence of variables; 2) the quasi-Newton method is applied to the objective function to calculate the orthogonal matrix by minimizing the objective function.
A. Independent Component Analysis
The ICA model of instantaneous noise free or low additive noise is
is an unknown mixing matrix and m is the number of ICs based on the observation data S. This means the independent variables (Ŝ) can be obtained by estimating the demixing Matrix W°S = WX T .
To reduce computational complexity and improve the accuracy of ICs, the nonlinear data require normalizing. Then, the zero mean standardized data with are obtained. Second, the data require whitening, which can eliminate the dependence between different variables. The general idea of whitening is to seek a linear transformation of X to obtain a new matrix (Z) that satisfies E{ZZ T } = I where I is a unit matrix.
The steps of calculating ICs based on whitening are shown as follows.
Step 1: Singular value decomposition on covariance matrix of X
where Λ is a diagonal matrix composed of the eigenvalue of covariance matrix of X,V is a matrix composed of the eigenvector corresponding to eigenvalue of Λ.
Step 2: Calculating the whitening matrix
Step 3: ICs are obtained
The analysis above shows the specific process to calculate ICs. It can be clearly seen that the real question comes down to: find the orthogonal matrix Q. We define the O(m) := {Q ∈ R m ×m |Q T Q = I} as an orthogonal matrix.
B. Kernel Independence Criterion
In this section, a kernel independent criterion (a method of independence measure based on the kernel) in RHS is proposed. The main idea is: a covariance operator is defined on the RHS to find the statistics that are suitable for measuring the independence and determine the size of independence as described below.
Supposing U is a separable metric space, and F is the RHS of U , G is the second RHS of U . The function in F can be written as f (u), whose element contains the projection U to F . U is projected to F can be defined as α u : U → F , and the kernel function can be written as
where , F represents the inner product in space F. Similarly, the function in G can be written as g(u), whose element contains the projection from U to G. U is projected to G and can be defined as β v : U → G, and then the kernel function can be written as
where , G represents the inner product in Hilbert space G. Denote Pr u,v as the joint distribution on (U × U, Γ × Λ) (here,Γ and Λ are defined as the Borel σ algebras on U ) and Pr u and Pr v are the corresponding marginal distributions, the covariance operator C uv : G → F is defined as
After that the norm of the Hilbert-Schmidt operator can be defined as
Equation (14) has been further discussed in [20] . As a measurement of independence, when u and v are statistically independent, operator norm is 0. The same kernel function can be used for both F and G which is given as follows: (16) where
m is defined as the difference between samples of k and l, E k,l [·] reflect the expectation of all k and l, (16) is also called a kernel independence criterion.
C. Quasi-Newton Method on H(Q)
Equation (16) gives the criterion to calculate Q. In this section, the quasi-Newton method based on kernel independent criterion is applied to solve the objective function (see (16) ). The tangent space direction and the geodesic in HS should be given before calculating the first-order derivative of H(Q).
First, the tangent space of O(m) is given as
The main steps of the quasi-Newton method are given as follows. 
where φ (q
4) The search direction is obtained
5) Depending on the search direction P k +1 , the next iteration is obtained by the linear search. 6) If q k +1 − q k F is small enough, or ρ k +1 = 0, stop; otherwise, set k = k + 1 and go to step 3.
D. Online Monitoring Strategy
So far, the orthogonal matrix Q has been obtained. Therefore, the ICs are also obtained based on (10) . The online monitoring strategy is given. The flowchart for online monitoring is shown in Fig. 1 . A significant achievement has been obtained in the effectiveness and accuracy of ICA on fault monitoring and diagnosis. Meanwhile, a variety of statistics have been given, and a sum of squared independent scores and squared prediction error [21] are most widely used.
For the new process data x new , the new ICs and residual can be obtained as
Correspondingly, the monitoring statistic is given as
The control limit has to be determined to detect any departure from the standard behavior. Under normal information, the monitoring index will stay under the control limits. Otherwise, a fault is occurs.
In PCA monitoring, it is assumed that the probability density functions of the latent variables follow a multivariate Gaussian distribution. However, in many industrial processes, the latent variables do not follow the above assumption. We call these the non-Gaussian industrial processes [23] . Some alternative approaches for control limit determination have been developed such as nonparametric empirical density estimates using kernel extraction [23] , [24] . Here, we use the kernel density estimation to determine the control limits of T 2 and SP E statistic of KICA monitoring [19] .
The probability density function is estimated with the kernel density function aŝ
where x is the data point under consideration, x i is an observation value from the dataset, h is the window width or smoothing parameter, and n is the number of observations. Least squares cross validation is applied to calculate this smoothing parameter [25] . K is the kernel function satisfies ∞ −∞ K(x)dx = 1 and with the shape like a "bump," therefore the kernel density function is a sum of "bumps." In practice, choosing what kind of kernel function is not very important, as a commonly used function, Gaussian kernel function is adopted [25] . When T 2 and SP E statistics for normal operating process have been calculated, (27) is used to estimate the probability density function. Then, the point occupying the area equals to the confidence bound (i.e., 95%) can be considered as the control limit.
IV. CASE STUDIES
A. Numerical Example
In this section, a numerical example is given to illustrate that the proposed method can accurately extract ICs and monitor the faults. ICA was originally developed to deal with problems that are closely related to the cocktail-party problem, in which sound signals are time series [26] . In our paper, three independent variables (S = [s 1 , s 2 As a result, 600 samples under normal conditions are obtained. The trajectories of independent variables and observation variables are given in Fig. 2 . It can be clearly seen that the sample data are non-Gaussian, and a nonlinear relationship occurs between different variables. Therefore, the proposed method and conventional KICA is applied to the sample to extract the ICs that is shown in Fig. 3 . Fig. 3(a) demonstrates that the ICs without losing important information are extracted by the proposed method even if there is a small fluctuation in the second recovered signals compared with the first source signal. Again, the Gaussian noise is effectively deleted. In comparison, conventional KICA does not completely extract the ICs correctly, which may confuse the monitoring result. ICs are different than the original sources except s 3 . The comparison illustrates that the proposed method can more accurately extract the ICs and can better stabilize outliers.
To prove that the proposed method can accurately monitor faults, monitoring data under fault conditions are also given. The fault in the following form is added in s 1 s 1 = 3 cos(0.07t) sin(0.009t) + 2.5(1 + sign(t − 400)) (30) where t = 1, 2, . . . , 600 in simulation monitoring. Sign function here introduces a step type fault in the point t = 400, and then, the monitoring data are obtained, which is shown in Fig. 4 . It shows that an obvious step fault occurred from the 400th sample to the end. For this fault, the monitoring result using the proposed method is shown in Fig. 5 , which shows that both T 2 and SP E statistics clearly monitor the fault from the 400th sample to the end. Furthermore, this method eliminates the false alarm and false negative that is generated by the Gaussian noise.
B. Penicillin Fermentation Process
The penicillin fermentation process, a complicated biochemical change and biological change, has been widely used in many industrial processes. Biological change is a typical nonlinear and non-Gaussian process. Therefore, it can be readily implemented for experiments to study the effectiveness and advantage of the proposed method. In the penicillin fermentation process, penicillium is constantly grown and synthesized to penicillin under the conditions of appropriate culture, PH, temperature, and aeration agitation, etc. Relevant equipment and culture is sterilized before fermentation, and then, seed is inserted, glucose and chemical compound, such as ammonium salt, are added intermittently or continuously to supplement carbon and nitrogen if the PH of the fermented liquid is controlled by acid and alkali. The whole process includes four periods: reaction lag phase, microbe growth phase, penicillin synthesis phase, and microbe death phase. The flow diagram of the penicillin fermentation process can be obtained from [21] .
The data of this experiment are generated from the Pensim V2.0 that can achieve a series of simulations of the penicillin fermentation process. The whole process lasts 400-h reaction time and time intervals are set as 1 h. In this experiment, aeration rate, substrate feed rate, substrate concentration, biomass concentration, penicillin concentration, culture volume, CO 2 concentration, and generated heat are selected resulting in offline modeling data array X(400 × 8). To prove the validity of the presented method, two monitoring datasets that have obvious fault characteristics are chosen as the fault data. Fault 1 is implemented by increasing the substrate feed rate sharply at 350 h and retaining it to the end. Fault 2 is implemented by increasing the aeration rate gradually from 350 h to the end. In this experiment, both the proposed method and the conventional KICA method are simulated to illustrate the advantage of the proposed method.
The false alarm rate (FAR), false negative rate (FNR), and first alarm time (FAT) are checked as fault detection performance. FAT is defined as the time when three or more continuous samples stayed above the control region.
For fault 1, as shown in Fig. 6 , both methods clearly monitor the fault. However, Table II shows that FAR and FNR existed although the fault is accurately monitored at 350 h by the conventional KICA. Using the proposed method, not only is the fault accurately monitored at 350 h, but also there are no FAR and FNR. It can be clearly seen from the monitoring results that relative to the conventional KICA, the proposed method can more precisely monitors the fault. The proposed method fully taps the non-Gaussian and gives the obvious alarm.
Similarly, Fig. 7 shows the monitoring results of fault 2 by the two methods. From Fig. 7 , it can be seen that both methods can effectively monitor the fault, although there is a small amount of FAR and FNR. In combination with Table II , it can be seen that both methods monitor the fault at 352 h and the FNR is identical. Nevertheless, the FAR of the proposed method is lower than KICA. This demonstrates that the proposed method is competitive in fault monitoring.
Based on the above analysis, the proposed method can monitor the fault more accurately and timely in compared to the conventional KICA method.
V. CONCLUSION
In this paper, we proposed a kernel independence criterionbased ICA method to complete fault monitoring for nonGaussian processes. Compared to the conventional KICA, the proposed method not only presents the kernel independence criterion in RHS but also applies the quasi-Newton method to the objective function. The proposed method can improve both accuracy and computational efficiency. It is worth noting that the proposed method is more competitive in managing outliers, and any twice differentiable kernel function is applicable. As a result, the proposed method provides an accurate monitoring model of faults. In the penicillin fermentation process, two different faults are simulated to illustrate that the proposed method can accurately monitor fault. Based on the kernel independence criterion-based ICA, how to identify different faults may need further exploration in the future.
