All service control nodes, for example SCPs, HLRs, and MSCs, are constructed as a server system with one or more servers that process incoming requests. Since service control nodes are sensitive to overload, admission control mechanisms are often implemented. In this paper, we model and analyse admission control mechanisms for server systems with control theoretic methods. We develop a nonlinear stochastic control theoretic model of a GI/G/1-system. Further, we show that this model can be used to design admission control mechanisms that behave well in the "real" system, that is the queuing system. We develop two types of controllers for the system, one PI-controller and one RST-controller, both commonly used in automatic control. Also, we discuss some of the limitations of previous work in this area, in which only deterministic and linear models have been used.
INTRODUCTION
Service control nodes, that is nodes that contain service logic and control, play an important role in most modern communication networks. In the PSTN, Service Control Points (SCPs) provide so called IN-services to the subscribers. In GSM and UMTS, there are several service control nodes, for example, Home Location Registers (HLRs) and Mobile Switching Centres (MSCs). From the application layer view point, a service control node has basically the same structure as any classical Stored Program Control (SPC) system [7] , which means that a service control node may be modelled as a queuing system including a number of servers with finite or infinite queues. Since the service control nodes usually are central points of control, they are sensitive to overload. Therefore, admission control mechanisms are implemented in the nodes. An admission control mechanism rejects some requests whenever the arriving traffic is too high and thereby maintains an acceptable load in the system.
A good admission control mechanism maintains good (or at least acceptable) performance of the system during overload, whereas a bad mechanism may cause catastrophic results. Usually, server systems are analysed with queuing theory. However, there are no queuing theoretic methods that can be used when developing and designing admission control mechanisms. Instead, control theory can be used. Control theory has since long been used to analyse different types of automatic control systems. Also, it contains a number of mathematical tools that may be used to both analyse the stability of a controlled system and provide synthesis and design tools for finding good control schemes.
Admission control mechanisms have since long been developed for different types of telecommunication systems and a number of controllers has been proposed. One classical example is the step-controller first developed for the AXE system, see [11] . The objective of the control law is to keep a system variable between an upper and a lower level. If the value of the variable is higher than the upper level, the admittance rate is decreased linearly. If the value is below the lower level, the admittance rate is increased. The main problem with this type of controller is that it is slow, which means that it cannot adapt to, for example, changes in the arrival traffic.
One well-known controller in automatic control is the PID-controller, which enables a stable control for many types of system (see, for example, [12] ). The PID-controller uses three actions: one proportional, one integrating, and one derivative. In order to get the system to behave well it is necessary to decide proper control parameters. Therefore, before designing the PID-controller, the system must be analysed so that its dynamics during overload are known. This means that the system must be described with a control theoretic model. If the model is linear, it is easily analysed with linear control theoretic methods. However, a queuing system is both non-linear and stochastic. The main problem is that nonlinear models are much harder to analyse with control theoretic methods. Very few papers have investigated admission control mechanisms for server systems with control theoretic methods. In [1] and [2] a web server was modelled as a static gain to find optimal controller parameters for a PI-controller. A scheduling algorithm for an Apache web server was designed using system identification methods and linear control theory in [8] . In [3] a PI-controller is used in a admission control mechanism for a web server. However, no analysis is presented on how to design the controller parameters. Some papers have investigated PID-controllers in ATM flow control, see for example [6] . However, the papers analysing queuing systems with control theoretic methods usually describe the system with linear deterministic models. In [10] it is argued that deterministic models cannot be used when analysing queuing systems. Until now, no papers have designed admission control mechanisms for server systems using non-linear control theory.
The main objective of this paper is to show how non-linear control theory can be used when designing admission control mechanisms for a server system, which we model as a GI/G/1-system. In section 3, we develop and analyse a non-linear control theoretic model of this system. The control theoretic model is used to design an admission control mechanism for the "real" system, that is the queuing system. Two different types of controllers are considered, one PI-controller and one RST-controller. We show that the control theoretic model can be used when designing controllers that behave well in the "real" system.
QUEUING MODEL
The system model is shown in Fig.1 . We assume that the system may be modelled as a GI/G/1-system with an admission control mechanism. The variable representing the number of arrivals during a time interval is denoted α. The gate admits maximum u requests per second. Since the admittance rate may never be larger than the arrival rate, α, the actual admittance rate, u=min [u, α] . The number of departures during a time interval is represented by the variable σ. The monitor measures the utilization of the server, ρ. The utilization is calculated as an average during intervals of length h seconds. The objective of the controller is to decide the value of u so that the utilization of the server is kept at a reference value, ρ ref .
In this paper, we investigate controllers that are commonly used in automatic control. Continuous control is not possible in computer systems. Instead, time is divided into control intervals of length h seconds. At the end of interval k, that is when the time is kh, the controller calculates the desired admittance rate for interval [kh, kh+h] , denoted u(kh), from the measured average server utilization during the interval, ρ(kh), and the reference value ρ ref .
There are a number of well-known gates that can be used. In this paper we use a leaky bucket 
CONTROL THEORETIC MODEL
We have developed a discrete-time control theoretic model of the single server queue in section 2. The input to the system is the actual admittance rate, u, whereas the output is the server utilization, ρ. The model is a flow or liquid model in discrete-time. The model is an averaging model in the sense that we are not considering the specific timing of different events, arrivals, or departures from the queue. We assume that the sampling period, h, is sufficiently long to guarantee that the "quantization" effects around the sampling times are small. The model is shown in Fig. 2 . The system consists of an arrival generator, a departure generator, a controller, a queue and a monitor.
There are two stochastic traffic generators in the model. The arrival generator feeds the system with new requests. The number of new requests during interval kh is denoted α(kh). α(kh) is an integrated stochastic process over one sampling period with a distribution obtained from the underlying interarrival time distribution. If, for example, the arrival process is Poisson with mean λ, then α(kh) is Poisson distributed with mean λh. The departure generator decides the maximum number of departures during interval kh, denoted σ max (kh). σ max (kh) is also a stochastic process with a distribution given by the underlying service time distribution. If, for example, the service times are exponentially distributed with mean , then σ max (kh) is Poisson distributed with mean µh. It is assumed that α(kh) and σ max (kh) are independent from between sampling instants and uncorrelated to each other.
The gate is constructed as a saturation block that limits u(kh) to be
The queue is represented by its state x(kh), which corresponds to the number of requests in the system Figure 2 . A control theoretic model of a GI/G/1-system with admission control.
at the end of interval kh. The difference equation for the queue is given by where the limit function, f(w), equals zero if w<0 and w otherwise. The limit function assures that . When the limit function is disregarded then the queue is a discrete-time integrator. The monitor must estimate the server utilization since this is not directly measurable in the model. The server utilization during interval kh, ρ(kh), is estimated as
The objective of the controller is to minimize the difference between the server utilization during interval kh, ρ(kh), and the reference value, ρ ref . The control law is given by the transfer function, G c (z).
NUMERICAL INVESTIGATIONS
The numerical investigations contain some controller design examples for the system in Fig. 1 . We have investigated and designed two controllers, a PI-controller and an RST-controller, for this system. During the investigations we compare the control theoretic model with the queuing model. The queuing model was represented by a discrete-event simulation program implemented in C, and the control theoretic model was implemented with the Matlab Simulink package. The traffic generators were built as Matlab programs. They generate arrivals and departures according to the given statistical distributions.
Performance metrics
One performance metric that we will use is the settling time, when starting with an empty system. One of the objectives for performing this research is to find new controllers that are both stable and fast. Therefore, we investigate the step response for the controllers, and may thereby find the average settling time.
A good controller should keep the error between the control variable and the reference value as small as possible. Therefore, we use the variation, V, as a metric, defined by (1) where M is the number of intervals during a realization and ρ(kh) is the measured average server utilization during interval .
Validation of the model
We have validated that the open system, that is without control feedback, is accurate in terms of average server utilization. Three systems have been examined: D/D/1, M/M/1, and M/H 2 /1. In all cases, the average service time was 0.05 seconds. The parameters for the H 2 -distribution were µ 1 =8, µ 2 =240, and p 1 =0.38. The average server utilisation for varying arrival rates are shown in Fig. 3 . When there are stochastic processes involved, the model estimates a slightly higher server utilization compared with the theoretical values. However, when the arrival rate increases the estimates become more accurate. Since this is the interesting region for the admission control mechanism, we conclude that the model is accurate enough in terms of average server utilization.
Also, we have validated the closed loop system for various controllers and traffic cases. The results showed that the control theoretic model is accurate enough to be used when designing controllers for the "real" system, that is the queuing system. In the following sections we will show some examples of how the controller design can be conducted.
PI-controller
The PI-controller is commonly used in automatic control. The controller uses two actions: one proportional, and one integrating by using the following control law (see [12] for more details): (2) where . The gain, K, and the integral time, T i , are the controller parameters that are set so that the controlled system behaves as desired. Since the controller is discrete, the controller parameter for the integration action, T i , is given by where T si would be the integral time in continuous-time. Note that the control signal, u(kh), is allowed to become negative. A negative control signal will be treated as a zero signal in the gate.
Design and analysis. The control law for the PI-controller expressed in z-transform is given by
In this paper we use a linear design method, which means that we during the design analysis consider a deterministic system with no active saturations. However, it is important to note that we can take into account the saturations in the system during the design, since the underlying model is non-linear. This is performed by choosing the controller parameters carefully, since some controller parameters may cause oscillations in a system with saturations. This is the main difference between our work and the previous published work about control theoretic analysis of queuing systems. In those papers, the underlying system models are linear and deterministic, which means that the non-linearitities and stochastic processes in the real systems are ignored.
The linear transfer function from the desired utilization, , to the (delayed) output, , will be 
where , , and are the transfer functions for the controller, for the queue, and for the monitor, respectively. σ is the average value of . The characteristic polynomial for the linear closed loop system will be (4) where the pole at z=0 is cancelled in the transfer function from the input (the load reference) to the desired output (the load). The controller parameters K and T i influence the closed loop response for the system and need to be determined with respect to stability and robustness.
Root locus arguments will show that reasonable parameters give a stable closed loop system. For large gains there will be a closed loop pole located on the negative real axis, see Fig. 4 . This may cause undesired behaviour if neglected in the design.
"Good" controller parameters. By choosing {K, T i }={6, 3} the roots of the characteristic polynomial in eq. (4) will be rather well damped and the transients from the pole on the real axis will decay fast. This controller design can, therefore, be seen as a "good" design. This controller was used in a D/D/1-system, an M/M/1-system, and an M/H 2 /1-system. In all cases the average arrival rate was 20 requests per second, the average service time was 0.2 seconds, and the reference load was equal to 0.8. The parameters for the H 2 -distribution was µ 1 =2, µ 2 =60, and p 1 =0.38 which gives a squared coefficient of variance of 3.74.
The variation was calculated in Simulink, and the results are shown in Table 1 . The variation was calculated from 10000 intervals. As can be seen, the variation becomes higher when there are more statistical fluctuations in the system. This is of course as expected. 
The controller was also implemented in the discrete-event simulation program and the results were found to be similar to the Simulink model. One example of how the system behaves is shown in Fig. 5 . Here, the M/M/1-system above is controlled with the PI-controller. As can be seen, the settling time is reasonably short, and the utilization is kept around ρ ref =0.8. The other systems have a similar behaviour, where the D/D/1-system have a slightly better behaviour and the M/H 2 /1-system behaves slightly worse with more fluctuations.
The investigations showed that a system with more bursty stochastic processes is more difficult to control. This is an example of how important it is to use stochastic models and not only deterministic models when designing admission control mechanisms for queuing systems with control theoretic methods.
"Bad" controller parameters. If the controller parameters are chosen badly, the system will not behave well. One example is {K, T i }={6, 0.5}, which for the linear systems gives unstable poles placed outside the unit circle. For the M/M/1-system the system will behave as in Fig. 6 . As can be seen, both the control theoretic model and the discrete-event model are oscillating. Note, in this case the analysis of the linear system predicts for a (locally) unstable system, and the simulations show indeed bad performance. However, for full understanding of the behaviour, the full non-linear dynamics should be considered.
RST-controller
For a more general controller structure we can use the polynomial methods proposed in [12] . The control law for a general so-called RST-controller is given by 
T
where R(q), T(q), and S(q) are functions expressed in the forward-shift operator q (i.e.
). 
Design and analysis.
The linear system modelled above has (7) A m and A 0 are chosen so that the poles of the closed loop system are placed as desired.
Design example. For example, if the desired closed loop poles are chosen as and we get (8) With this choice of poles, the linear system will behave well. The control polynomials for this design will be (9) Simulations show that also the "real" system behaves well with a low variance in the controlled load. Table 2 shows the variation for the Simulink model. The systems are the same as in the previous section. The discrete-event simulations gave a similar variation. Fig. 7 shows the behaviour of the M/M/1-system when controlled with the RST-controller. As can be seen, the utilization is well kept around the reference value 0.8. Further, the settling time is shorter for 
the RST-controller than for the PI-controller. This is due to the more complex structure of the RSTcontroller that enables a better system control.
Limitations with linear design
All papers published earlier about control theoretic analysis of queuing system have only used linear deterministic models that can be analysed with linear design methods. We have used a non-linear model, but the controllers have been found with linear design methods. However, it is important to know that a linear model of a non-linear system is not accurate. One example is that with linear design, the controller parameters {K, T i }={10, 2} places the poles very close to the origin. This would mean a very fast controller if the system would be linear. However, when implementing this controller in a non-linear system, the saturations may cause an oscillating behaviour since the controller is too fast. With a linear model, this phenomenon would never have been detected.
CONCLUSIONS
Admission control mechanisms have since long been developed for various server systems. Traditionally, queuing theory has been used when investigating server systems, since they usually can be modelled as queuing systems. However, there are no mathematical tools in queuing theory that can be used when designing admission control mechanisms. Therefore, these mechanisms have mostly been developed with empirical methods. Control theory contains many mathematical tools that can be used when designing admission control mechanisms. The main problem here is that queuing systems are non- The main objective with our work has been to find models and methods from control theory that can be used when designing admission control mechanisms for server systems. In this paper, we have developed a discrete, non-linear control theoretic model of a -system. Also, we have designed admission control mechanisms for this system with control theoretic methods. We have shown that the model is accurate enough for this purpose, and have also shown some examples of how to perform the controller design. We have used two types of controllers, one PI-controller and one RST-controller, both commonly used in automatic control.
The main conclusion of this paper is that it is possible to use control theoretic methods when designing admission control mechanisms for server systems. However, linear deterministic models, as have been used in previous papers, are not enough for this purpose. A server system is both non-linear and stochastic, and if this fact is ignored during modelling and analysis, the behaviour of the real system may not be as expected. It is obvious that more research is needed in this field. We will, therefore, continue investigating non-linear, stochastic control theoretic models of queuing systems. Further, we will try to analyse the models using stochastic control theory, which is an area never before used for queuing systems.
