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A limit theorem of R. Z. Khas’minskii is applied to the investigation of the 
solutions of the differential equations 
&n 
- = %n(t), 
dv, 
dt dt= 
-A”(1 + eN( u,(t), Cm = 1, 3, 
satisfying the initial conditions u,(O) = 1 = v,(O) and u,(O) = 0 = u,(O), 
where N(t) is a bounded, wide sense stationary stochastic process with zero 
mean, and ,‘3a and Q < 1 are positive constants. The backward equation corre- 
sponding to an associated limit process, which is a diffusion process, is derived, 
leading to a formulation for the expectation of a function of ui , oi , ua and e)a , 
on an interval 0 < & < O(I). A transformation is introduced which leads to 
separation of variables in the backward equation. An application of the results 
is made to the problem of a plane electromagnetic wave normally incident 
on a randomly stratified dielectric slab, the wave numbers on both sides of the 
slab being generally different from ,!?a. An explicit expression is obtained, in 
the small E limit, for the expected value of TT*, where T is the complex 
amplitude transmission coefficient. Expressions are also obtained for the first 
and second-order moments of ul , o, , ua and v2 , and the correlation functions, 
which are expressed in terms of the moments. 
1. INTRODUCTION 
In this paper we apply a limit theorem of R. Z. Khas’minskii [l] to the 
investigation, for small E, of the solutions of the stochastic differential equa- 
tion (1.2), satisfying the initial conditions (1.3). Our main interest in Eq. 
(1.2), in which the bounded stochastic process N(t) satisfies (1. l), arises from 
the one-dimensional propagation of an electromagnetic wave through a 
randomly stratified dielectric slab. For this problem we calculate the expected 
value of TT*, where T is the amplitude transmission coefficient, and the 
asterisk denotes complex conjugate. However, Eq. (1.2) also corresponds to a 
harmonic oscillator with a random spring, and arises in many other contexts. 
Thus we are also interested in the calculation of the first and second-order 
moments, and the correlation functions, of the solutions and their derivatives. 
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Let N(t) be a real, bounded, wide sense stationary stochastic process with 
w(t)) = 0, W(4 WD = m - 9, (1.1) 
where ( ) denotes the ensemble average. Each sample function N(t) defines 
two functions u,(t), m = 1, 2, on 0 < t < 00 which are linearly independent 
solutions of 
d2u, 
F + Bo”U + qt)) %n = 0, (m = 1,2), (1.2) 
satisfying the initial conditions 
241(O) = 1 = U2’(0), 241’(O) = 0 = u2(0), (1.3) 
where /3,, and E << 1 are positive constants. The ensembles of functions 
{urn(t)>, (m = 1, 3 f  orm two real random processes. Throughout the paper 
we adopt the notation 
du 
z&&(t) = --g = urn’(t), (m = 1,2). 
Now let us consider the slab problem. We assume that the dielectric slab 
fills the region 0 < t <L, and that its dielectric constant is 
K(t) = %2(1 + W)), 
where N(t) is the bounded stochastic process satisfying (1.1). Thus no2 is 
the average dielectric constant of the slab, and /$, = k,n, in (1.2), where R, 
is the free space wave number. The regions t < 0 and t > L are filled with 
nonstochastic dielectric media having the dielectric constants p2n02 and v2n02, 
respectively, where p > 0 and Y > 0. If  a plane electromagnetic wave is 
normally incident at t = 0, then the amplitude transmission coefficient 
T satisfies [2] 
TT* = 4p2[(2pv + ~1”/&,~ + v2u12 + ,u2vz2 + ,u~v~&,~u~~)-~]~=~, (1.5) 
where am and v&t) satisfy (1.2k( 1.4). It is remarked that (Y/P) TT* is just 
the ratio of the time-averaged transmitted power to the time-averaged incident 
power. 
In Section 2 Eq. (1.2) is transformed into a form suitable for the application 
of the limit theorem due to Khas’minskii, which is summarized in a form 
appropriate for our purposes. The backward equation corresponding to an 
associated limit process, which is a diffusion process, is derived, leading to a 
formulation for the expectation of a function of u1 , v1 , u2 and v2 , on an 
interval 0 < c2t < O(1). Some of the details of the calculations are given in 
Appendix 1. 
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Some transformations of the backward equation are given in Section 3. 
In particular, it is shown how we may obtain the results of another paper [3] 
in which (TT*) was calculated, in the case v  = 1, when N(t) is the random 
telegraph process [4] or the Ornstein-Uhlenbeck process [5] (which actually 
violates the boundedness condition), with r(t) = e-f/v in both cases. In that 
paper the system (1.2) was investigated by means of a perturbation analysis 
of the corresponding exact backward equations for these two particular 
cases of N(t). 
In Section 3 we also give a transformation which leads to separation of 
variables in the backward equation. This transformation is used in Section 4 
to calculate (TT*;), for general N(t), and p > 0 and v  > 0, and hence for 
v  f  1. One expression for (TT*) is given by (4.17) where a, c and K arc 
given by (2.19) and (2.20), H denotes the Heavyside step function, and 
‘@~!,Jx) represents the conical Legendre function [6]. An equivalent expres- 
sion for ITT* ) is derived in Appendix 2, and is given by (4.20). 
In Section 5 we consider the “slowly varying” part of the average, first of 
TT* and then of a general class of functions of ui , oi , u, and z’? . The slowly 
FIG. 1. I(s, p,,) vs s, for y, = 1.0, 0.45, 0.3 and 0.2. 
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varying part (TT*& , of (TT*), corresponds to the term m = 0 in (4.17) or 
(4.20). “Rapid” oscillations in (TT*) arise because of the presence of the 
factor exp(- 2&z&J,). A simplified expression for (TT*), , in the case 
CL,, = us , where p0 and us are given by (5.4), is given by (5.8) where s = 2&zL. 
Note the bounds in (5.9). The value of I(s, CL,,) as a function of s is depicted 
in the Figure, for several values of CL,, .
In Section 6 we calculate the first and second-order moments of ur , n1 , us 
and o2 , and obtain results consistent with those derived previously [7-91. 
Finally, in Section 7 we calculate the correlation functions, and show that 
they may be expressed in terms of the moments, thus verifying the results 
we obtained earlier by a formal procedure [8]. 
2. APPLICATION OF THE LIMIT THEOREM 
We first transform Eq. (1.2) into a form suitable for the application of a 
limit theorem due to Khas’minskii [l], who in fact applied his results to just a 
single equation of this form. Following his procedure, we let 
u, = es, cWV + sJ, 
(2-l) 
V m= - t%ewm sin(&t + vm>, (m= 1,2). 
It follows, from (1.2), (1.4) and (2. l), that 
dw m = $-&N(t) sin 2(& + qb), dt 
Let us introduce the vector 
x = (Xl , x2 , x3 , x4) = (WI P vl P wz 3 %>* 
Then Eqs. (2.2) take the form 
dx. 
--g = EFj(X, t), (j = 1,2, 3,4). 
Clearly, from (1.1) and (2.2), 
(Ff(X, t)> 3 0. 
Now define 
qx, s, t) = (2 (x3 4 flk(X, t)) > 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
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where it is understood that repeated indices are summed, and 
%(X, % t) = (Fj(X, S)Fk(X, t)>. (2.7) 
The expressions for Kj and ajg in the case of interest are given in Appendix 1, 
and it is found that 
and 
a&h s + dBo , t + 4&J = a&, s, 9. (2.9) 
In view of (2.5), (2.8) and (2.9), Kh as’minskii’s definitions of riij and ajic 
become [l] 
gj(x) = $ j,‘“j,” Kj(x, s, s - u) da ds, 
i&(x) = 4 j:““j, aj,(x, s, t) dt ds. (2.11) 
Since N(t) is bounded, we may apply the limit theorem of Khas’minskii, 
provided that the correlation function r(t) satisfies a certain technical condi- 
tion, which we do not elaborate upon here, but refer the reader to 
Khas’minskii’s paper [I]. We remark that Khas’minskii’s theorem may be 
applied even if N(t) is not wide sense stationary, but then (2.8) and (2.9) do 
not hold and the corresponding formulas for & and gjk are not so simple as 
those in (2.10) and (2.11). The limit theorem states that, on the interval 
0 < 6% < 7s) where 70 is an arbitrary positive number, the process x(T/c”) 
converges weakly as c---f 0 to a Markov process X(T) which is continuous 
with probability 1, and whose local properties are given by 
E{dXj(T) 1 x(T) = x> = Ej(j(x) 47 + O(h), (2.12) 
E{dxj(T) d&(T) 1 x(T) = x} = &(x) ‘fT + O(nT). (2.13) 
Now consider the transition probability density P(T, X; X) for the event 
X(T + T1), given X(TJ = X, depending on the increment T, but not on T1 . 
From (2.12) and (2.13), p satisfies the backward equation [lo] 
g = Ej(X) $ + + a,,(X) azp axjax,' P(O, x; X) = S(Z - X). 3 (2.14) 
In view of (2.1) and (2.3), since we are interested in calculating the expectation 
of a function of u1 , vr , u2 and v2 , let us introduce the conditional moment 
g(T, x, t) = j G(E, t + T/C”)p(T, E; x) dE, (2.15) 
409/3911-2 
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where G(e, 0) is periodic in 0, with fixed period, the integration being over 
the full range of the variables. Then, from (2.14) and (2.15), it follows that 
ag - = f g + q(x) 3 + + if&q a2g a7 axjaxk 2 (2.16) 1 
with initial condition 
g(O, X t) = G(X, 9 (2.17) 
Moreover, from (2.14) and (2.15), 
g(T, WV, 0) = (WW, ~1~~)) w (‘340, t)>, (2.18) 
for 0 < l < 1, where 7 = f2t, the approximate relationship in (2.18) being 
meaningful under appropriate conditions on G(X, 0). Thus, if G(X, 8) is 
bounded, and continuous in X, the weak convergence of x(T/c”) to X(T) 
implies [ll] that (G(X(T), 0)) - (G(x(t), 0)) -+ 0 as E -+ 0, for fixed 0. 
Further, if G(X, 0), in addition to being periodic in 8, is continuous in 6’ 
uniformly in X, then it may be shown in a straightforward manner that the 
convergence to zero is uniform in 8. Under these circumstances it is meaning- 
ful to set e = T/?, with 7 fixed. It is remarked that the function G which 
corresponds to TT* in (1.Q subject to (2.1) and (2.3), does satisfy the above 
conditions. The convergence of the moments of ur , v1 , u2 and v2 is open to 
question, since these give rise to unbounded functions G. 
Expressions for &(X) and cQX) corresponding to the system (2.2) 
subject to (2.3) are derived in Appendix 1. Define 
PO2 ma=- I 4 0 T(t) cos(2/$t) dt, “O” c=- s m r(t) dt 20 ’ (2.19) 
and 
PO2 m #c=-.-- 
s 4 0 
T(t) sin(2/3,t) dt. (2.20) 
From a well-known [l l] result, a > 0 and c > 0, and we assume that a # 0. 
From (2.3), (A1.5) and (A1.7), the equation corresponding to (2.16) is 
ag -= 
aT 
;f$++$++&)+‘+&+&) 
+&g-++ )+;@+a)(*+$) 
a2g 
+ a cos 2(@l - @2) awl aw, + [c + a cos 2(@P, - @2)1 aQa2i@ 
1 2 
+ a sin 2(@, - a2) ( - 
2 
(2.21) 
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We have capitalized the variables to indicate that the limit process is under 
consideration. Corresponding to (2.17) and (2.18), we have 
g(@ W, , @I , W, , @, , t) = G(Wl, @p, , W, , @p, , t), 
and, from (1.3) and (2.1), 
(2.22) 
/G(wd~), %(T), W2(7>, Q2(7), t)> = AT, 0, 0, - In PO , - 7&O). (2.23) 
3. TRANSFORMATIONS OF THE BACKWARD EQUATION 
We now consider some transformations of the backward equation (2.21). 
Corresponding to (2.1) we have 
u, = Pm cos(&t + @,), 
(3.1) 
V, = - &F~ sin(& + @,), (m = 1,2). 
Instead of using the variables U, and V,, , it is more convenient to introduce 
the complex variables 
Y, = + [ U, - f Vm] = + exp[ W, + i&t + CDm)] = Z,,*, 
0 
(m = 17% 
(3.2) 
the asterisk denoting complex conjugate. Also, let 
.dT, WI 9 @I , w2 ,@2, t)= Q(T, Yl > z, > y2 > Z,), 
G( W, > @, > W, @2 , 0 = Q(Yl, Z, , Y, , GA (3.3) 
it being sufficient for our purposes to consider the case in which q and Q do 
not depend explicitly on t. 
After some straightforward, but tedious, calculations, it is found, from 
(2.21) (3.2) and (3.3), that 
~=+k~)[(Y1~+Y2&)-(z1~+z2~)] 
-~(c+a,[(y~~+Y2~)-(Z,~+Z,~)]Pq 
+$[(yq&+ y2& +z,&+z2&+ q- l]q 
+ 24YP2 - 4Y2) ( azy;y2 - a2q au, az, ) ’ (3.4) 
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Also, from (2.22) (2.23), (3.2) and (3.3) 
do, Yl, Z, , Yz 9 Z,) = Q(Y, , Z, 2 J’s 9 Z,), 
and 
(3.5) 
(Q(Yd4 Zdd, Ydd> -G(4)) = 4 (~9 + 9 + 3 - & 9 +-) - (3.6) 
We remark that an equation equivalent to that in (3.4) has been derived by 
Papanicolaou and Keller [9], by means of a two-variable expansion method, 
involving the fast variable t and the slow variable r = 6% Equation (3.4) is 
used in Section 6 for the calculation of the first and second-order moments of 
Yr , Z, , Yz and Z, . 
In another paper [3] the system (1.2) was analyzed, by means of a perturba- 
tion analysis of the corresponding exact backward equations for the con- 
ditional moments, in the particular cases in which N(t) is the random tele- 
graph process [4] or the Ornstein-Uhlenbeck process [5], with F(t) = e-t/y 
in both cases. We now make a transformation of variables in (2.21) corre- 
sponding to that used in the perturbation analysis. Thus, corresponding to the 
transformation 
7J, = 6ec7(cos x cot 4 + sin x), VI = 15,6e+(sin x cot I/J - cos x), 
U, = $ er cos x, V, = er sin x, (6 # 0,o < # < v), 
0 
we have, from (3.1), 
r = (W2 + ln PO>, 8 = floe(w1+w2) sin(@ - @.J, 
(I, = WI - @2) - ~EPI - W/4~~ x = - (Pot + @2>, 
where the square brackets denote integer value. 
Let 
g(r, WI 9 @I , w2 , @2 , t) = NT, r, 8, $4 x). 
Then, for 6 # 0, from (2.21), (3.8) and (3.9), 
ah -=+(c+a)g-(K+~)~ ar 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
+a[+~+~+2sine#[$+aah_] -sin2#$$-1. 
a* ax 
If we look for solutions of (3.10) in the form 
h = e-~~we~te~~q7(r, #), (T = e”t), (3.11) 
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then we obtain the same equation for Was that which arose in the perturba- 
tion analysis [3], making allowance for differences in notation. With 
I’(t) = e--t/~, we must make the identifications, from (2.19) and (2.20), 
Po2Y 
a = 4(1 + 4/3&a) ’ 
&103Y2 
lc = - 2(1 + 4/3&a) * (3.12) 
The equation for W(r, 4) was analyzed in detail [3], after another trans- 
formation of variables had been made, in the case m = 0 in (3.1 I), thus 
permitting the calculation of (TT*) in the case v = 1, where TT* is given 
by (1.5). When Y # 1 the case m # 0 must be considered, since TT* then 
depends on x. However, the transformation in (3.7) is unsymmetric in the 
variables with respect to the subscripts 1 and 2. Accordingly, we now give a 
transformation which is more symmetric in these subscripts, and which 
facilitates the calculation of (TT*) when v f 1. 
Thus, let 
Yl = Jj- (f)1’2 [(X + 1)lj2 eiE + (x - 1)1/2 e+] = Zl*, 
iD 
y2 = 2/3&20)1~2 
[(x - 1)112 e-le - (2 -+ 1)1/z &a] = Z2*, 
where x 3 1, OT and 6’ are angles, D is a real variable, and CJ > 0 is a parameter 
whose significance will be apparent later. The positive square roots are to be 
taken in (3.13). Now define 
~(7, YI 9 Z, , J’2 , 22) =f(7., x, D, 01, e), 
Q(Yl> 4 , J’2 > .72> = F(x, D, a, 0). 
(3.14) 
Then, from (3.4) and (3.13), after some laborious calculations, it is found that 
g= [K+g] [g-g] +~(c+u)[&~]2f 
+ 2a; [(x2 - 1) g] + &+-&)g* 
(3.15) 
From (3.5), the initial condition is 
f(Q x, D, a, 6) = F(x, D, a,e). (3.16) 
Note that no derivatives with respect to D occur in (3.15). This is not 
surprising since, from (3.2) and (3.13), 
D = - 2&,(Y,Z, - Z,Y,) = (U,V, - V,U,), (3.17) 
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and so D corresponds to the Wronskian of the solutions of (1.2) and hence 
is constant. From (3.6), (3.13) and (3.14) it follows that we are interested 
only in D = 1, and that 
C+(T), I,,=(T), O(T))> = f(~> & (0 + l/u), 1 t 0, nH(u - I)), (3.18) 
where H denotes Heavyside’s step function. It is remarked that if u = 1 
then the initial value of 8 is arbitrary. In the next section we use Eqs. (3.15), 
(3.16) and (3.18) to determine (TT*). 
4. THE MEAN OF THE POWER TRANSMISSION COEFFICIENT 
We now take 
D = 1, 0=/L 
in (3.13). Then, from (3.2) and (3.13) 
( u12 + py30”U22) = p[x + (x” - 1)*/z cos(oI - O)], 
(V12 + py&V22) = /!yp[x - (x2 - 1)1/a cos(Q! - e)], 
(4.1) 
(4.2) 
are functions of x and (LX - 0). Hence, corresponding to TT* in (1.5), we 
take in (3.16) the initial condition 
f(o, X, 1, a, e) = dp[2v + (1 + ?) x - (1 - v2) (X2 - ip2 COS(ol - e)]-? 
(4.3) 
Then, from (2.18), (3.18) and (4.1), 
(TT*) =.ff(c2-G B (CL + l/p), LO, xH(p - 1)). 
In view of the initial condition in (4.3), we let 
rl = (0 - 4, aT, X, 1, (y, 4 = pi3T, X, 4. 
Hence, from (3.15) 
(4.4) 
(4.5) 
We now expand $tj in a Fourier series in 7, 
8(T, x, 7) = f %rdT, x) @‘“. 
w&12=--m 
(4.7) 
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Thus, from (4.6) 
1 %a n =a z I [ 
an (x2-1)- 1 i 2 ar .8X i3X - &p\ 
- [(c + a> m2 + i (K + -8, m] ;F,, . 
Also, from (4.5) and (4.7), expanding the initial condition in (4.3) 
and, from (4.4), 
( 1 t (TT*) M f 8, (t2L, y) exp[im-rrH(p - l)]. WE--co 
In order to solve Eq. (4.8) we take Mehler transforms 161, with 
(4.10 
(4.9) 
(4.10) 
(4.11) 
where @“!Jx) repre sents the conical Legendre function [6], and satisfies 
the differential equation 
2 [(x2 -- 1) $1 + [(Y2 -I- +) - &] P = 0, x > 1. (4.12) 
From (4.8) (4.11) and (4.12), it follows that 
1 a$j -Lm= - [a(++yz) +(c+a)m2+i(K+$-)m]&. 
2 a7 (4.13) 
Thus, 
x %n(o,Y>. 
The inverse relationship corresponding to (4.11) is [6] 
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It is shown in Appendix 2, from (4.9) and (4.11), that 
gm(O, y) = 277 sech(ry) exp[immJY(v - l)] &&~+iV [J--$/I . 
Thus, from (4.10), and (4.14)-(4.16), it follows that 
(4.16) 
z (TT*) m 2 f 
m=-cc 
e-2inzBo’ exp I- 2c2 [+ + (c + a) m2 + i-1 L/ 
I 
m 
X e-@a@y tanh(?ry) r($ - 1 m / + z$) r(& - / m 1 - iy) 
x eLWW(~ - 1) + H(v - 1)l) %3pl_$i21+is (y ) 
x %3%2)+iv (qg) 4Y. (4.17) 
Now M, 
%,2)+ivU) = 19 9%2,+i,U) = 0, 1 m 1 = 1, 2,... . (4.18) 
Hence, if p = 1, or if v  = 1, only the term m = 0 occurs in (4.17). I f  v  = 1 
we obtain the result of the other paper [3], with a given by (3.12), using the 
relation [6] 
r(& - iy) F(* + iy) = T sech(q). (4.19) 
Note the symmetry in p and v  of the right-hand side of (4.17). 
In Appendix 2 the expression in (4.17) is transformed into one that is more 
useful when &zL is small. It follows from (A2.6)-(A2.8) that 
x exp{- im[p, + 2(fl, + ELK) L]} exp[- 2m2e2(c + u) L] 
x (cash 2p - z)-li2 [4/~vz + (1 + p2) (1 + v”) 
- (1 - /La> (1 - V”) cos @j-i dp, da dp. (4.20) 
It is remarked that the z integration in (4.20) may be carried out analytically 
in terms of elementary functions. Alternatively, the q~ integration may be 
carried out analytically, also in elementary terms. It is also noted that 
,z, expt- Wp, +2(A + ~“+I) =p[- 2m2E2(c + 44 
= 62 (& r9J + WrJ + &c) L], 2; (c + a) L) (4.21) 
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using the well-known transformation of the Theta function [6]. This illus- 
trates that (TT*) is indeed positive. 
5. THE SLOWLY VARYING PART OF THE MEAN 
We first consider the slowly varying part of the average of TT*, given by 
the term in (4.20) corresponding to m = 0. Later in this section we give 
another derivation of the slowly varying part of the average, which applies 
more generally. We set 
s = 2c2aL, (5.1) 
and note that in terms of s, since E < 1, rapid oscillations arise in the expres- 
sion for (TT*) in (4.20) because of the factor exp( - 2im/3,L). Carrying out 
the 9) integration for m = 0, the slowly varying part of (TT*’ is given by 
For small s the main contribution in (5.2) comes from the neighborhood of 
p = 0, and it may be verified that 
lim 
[ 
” (TT*), 1 M 4PV s-o+ p (CL + 4 (1 + P) - (5.3) 
This value agrees with the spatial average of (v/p) TT* in the case e = 0, as 
is to be expected. 
The integral with respect to x in (5.2) may be expressed as an incomplete 
elliptic integral of the first kind [6]. Let 
0 < p. = min(h l/p) < 1, 
and 
6, = (1 + PoVo12 
4PoVo ’ 
Then [6], 
0 < va = min(u, l/v) < 1, (5.4) 
ho = (PO + TJ2 
4PoVo * 
(5.5) 
4 PV rCoShz~ [(cash 2p - z) (2/wz + p2 + v”) (2pvz + 1 + ~~v~)]-l/~ dz 
Jl 
(5.6) 
= (sinh2 p + ao)-1/2 
s 
sinh'(sinhZp+'b)-"2 [(I _ t2) (1 _ k2t2)]-l/2 dt, 
0 
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p = (sjnh2 P + ho) 
(smh2 p + 6,) * (5.7) 
Numerical calculations have been made in the case I*,, = Y,, , so that 
A,, = 1 from (5.5). Th en, from (5.2), (5.6) and (5.7), making the substitutions 
p = &J and t = tanh B, 
4e-S/4 cc 
=- 
s (7q2 0 
ve+’ 
S’hJ 
s [ 
cosh2(s1/2v) 
0 
+ (’ -$s2)’ cosh2 B]-“’ de dv. (5.8) 
Note that 
Go < % PO) < 1 
(1 + po2) ’ m ’ * (5.9) 
The value of I(s, po) as a function of s is depicted in the Figure for several 
values of p. . 
The integration with respect to 0 in (5.8) was performed accurately on a 
GE635 digital computer by means of the subroutine DESUB [13]. This 
subroutine may be used to calculate a single integral of the form 
F(P) = jkp, we, 
0 
by solving the differential equation ay/ax =f(p, x), with initial condition 
y(p, 0) = 0, for y(p, x), and setting y(p, p) = F(p). The subroutine auto- 
matically adjusts the sizes of the steps in the integration, in order to satisfy 
the prescribed error criterion. The integration with respect to v  in (5.8) was 
done in two parts. Simpson’s rule, with 9 points, was used for the range 
0 < v  < 2. For v  3 2, the substitution v  = (w + 4)+ was made, and then 
the w integration was performed by means of the Gauss-Laguerre integral 
formula [14], 8 points being taken. This combined procedure proved to be 
more accurate for values of s > 4 than the use of the Gauss integral formula 
[14] for the full range v  > 0. 
We now turn to the general case, and determine the slowly varying part 
of the mean. Instead of (4.1), we take 
D = 1, o=l (5.10) 
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in (3.13) (3.16) and (3.18). As mentioned before, the initial value of 0 in 
(3.18) is arbitrary for (T = 1. From (3.2) and (3.13), 
Let 
u1 = 2-1q(, + 1)1/a cos 01 + (x - 1)1/s cos e], 
ci, =z j3, 2-1/2[(~ - 1)]1/2 sin B - (x -; 1)112 sin (~1, 
/30U2 = 2-lj2[(x - l)lj2 sin 0 + (x + l)lj2 sin [Y], 
(5.11) 
v, = 2pqx -+ I)*/2 cos a - (x - I)*/2 cos tl]. 
(5.12) 
and 
F(x, I, N, 0) = t f  F&x) ei’mT+ne). 
m=--m a=-cc 
(5.13) 
Then, from (3.15) 
1 ! +a (x”; 1) - 
- + cc + u, cm - n)2fmn f  i (K $ $1 (m - t2)fmn, 
(5.14) 
and, from (3.16), 
f&(0, X) = Fmn(x) = -& sf”/r F(x, 1,01, 0) e-i(ma+ns) da de. (5.15) 
Iff&T, x) is a bounded solution of (5.14) then it follows thatf,,(T, 1) = 0 
unless n = 0. Hence, from (3.18) and (5.12), with D = I, 
(FM4 1,44 em = f fmo(T, I). 
WI=-m 
(5.16) 
It also follows from (5.14) that fmn is a rapidly varying function of 7 = c2t 
unless m = n. Thus, from (5.16), the slowly varying part of (P is 
But, from (5.14), 
(Fh-, = foo(T, 1). (5.17) 
(5.18) 
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Equation (5.18), with initial condition given by (5.15), may be solved by 
means of the Mehler transform, as in the previous section, provided that 
F,,,(X) belongs to an appropriate class of functions. From (4.1 l), (4.12), (4.15) 
and (4.18), with m = 0, and from (5.17), it follows that 
(F), = e-a712 Jy e--2arv “r tanh(v) Jrn FooC4 ‘lp-~l~z~+&) dx 4. (5.19) 
1 
But an expression of just this form was transformed in another paper [3], 
and an equivalent representation is 
e-a’ 12 
(F)o = 2~1/ya7)3/2 /y p exp (2) Ifoshe, ccos~$~)_dz,)l,r 4. (5-W 
We now return to the particular case of TT*, as given by (1.5). In (5.11) 
we introduce the new variables 
Then 
4P2 
TT*- 
5 = (a + @% 5 = (e - a). 
PPJ + (P2 + $14 
+ * (1 - $) (1 - v”) [x( 1 - cos 5 cos 5) - sin f sin 51 
+ 4 (9 - 1)1/Z 
x [(v” - p2) (cos .f + cos 5) + (1 - /.A”) (cos 5 - cos {)I. 
(5.21) 
(5.22) 
It is found that 
1 2n 28 
&F ss 
TT* da d8 M 4p2[(2px + p2 + v”) (2pvx + 1 + p%2)]-1/2. 
0 0 (5.23) 
Thus, from (5.15), (5.20) and (5.23), setting 7 = .SL, we obtain the expression 
for <TT*)o given in (5.2), where s is given by (5.1). 
6. THE FIRST AND SECOND ORDER MOMENTS 
We begin by calculating the first-order moments of Yr , 2, , Yz and 2, , 
and hence, from (3.2), of U, , V, , U, and V, . Consider the matrix 
Q= [;; ;] - (6-l) 
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It is evident that 
(6.2) 
i 
YaQ 
* au, 
and 
Let 
(6.4) 
q = M(t) Q, M(O)= I = [:, ;] , (6.5) 
where 7 -= c2t. Then each element of q satisfies Eq. (3.4) if, from (6.2)-(6.4) 
where 
Let 
(6.6) 
u* = $ (2a - c) + i(& + E%c) = u2*. (6.7) 
R=$, !+j, R-I=+[: -$". 
Then, from (3.5), (3.6), (6.1), (6.5) and (6.8), 
(Q(r)) = M(t)R-l = r6'" ;02t] R-l, 
using (6.6). But, from (3.2), (6.1) and (6.8), 
F=[: $]=RQ. 
(6.8) 
(6.9) 
(6. IO) 
Hence, from (6.9) and (6.10) we obtain the first-order moments 
(F(T)) = RM(t)R-I. (6.11) 
The expression in (6.11) is consistent with the result obtained previously by a 
formal procedure [7, 81, and also agrees with the result obtained by Papani- 
colaou and Keller [9] by the two-variable method. 
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Now consider the second-order moments, and introduce the Kronecker 
product [ 151 
Q’“’ = Q x Q (6.12) 
[A x B = (a,J x B = (aiiB)]. It is readily verified that 
Yl 
a($ + y2 ;y’ I zl ?g + z, z = 2QC2’, 
(6.13) 
1 2 1 2 
( 
(6.14) 
and 0 0 00 (YlZ2 - Z,Y,) (a --)= au, az, 
0 0 00 
Let 
qf2’ = N(t)Qt2’, N(0) = I x I. 
Then each element of qt2) satisfies Eq. (3.4) if, from (6.13 j(6.15), 
(6.17) 
where 
s1 = 4c2a, s2 = 2[+2 - c) + i(/3~ + C”K)] = sz*. (6.18) 
From (6.16) and (6.17) it follows that 
reszt 0 0 01 
N(t) = ; 
I 
+(eslt + 1) &(eqt - 1) 0 
B(e”i”--1) $(e”lt+l) 0 (6.19) 
0 0 0 e.% t
From (3.5), (3.6), (6.1), (6.8), (6.12) and (6.16), 
(Q(T) x Q(T)) = N(t) (R-l x R-l). (6.20) 
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Thus, from (6.10) we obtain the second-order moments 
(F(T) x F(T)) = (R x R) N(t) (R--l x R-l). (6.21) 
Again, this expression is consistent with the previously obtained results [7-91. 
7. THE CORRELATION FUNCTIONS 
We now calculate the correlation functions, and show that they may be 
expressed in terms of the first and second-order moments. We first introduce 
the conditional moment 
g(T, X, t; X, s) = 1 G(Z, t + T/G; X, s) ~(7, Z:; X) dq (7.1) 
the integration being over the full range of variables. Then, from (2.14). 
g satisfies Eq. (2.16), and 
g(0, X, t; X, s) = G(X, t; X, s). 
Also, again integrating over the full range of variables, 
(7.2) 
s g(T, 5,de2; 5, u/c”) P(U, 5; X(O)) dS 
zzz IS W, (T + 4/e2; 5, U/c”) p(T, =:; 9) Ph 5; X(O)) dX dS, (7.3) 
that is. 
<g(T, X(u), u/E2; X(u), u/c”)> = (G(~(T + a), (T i- u)/e2; X(u), u/c”)). (7.4) 
Corresponding to the system (2.2), g satisfies Eq. (2.21). Now make the 
transformation of variables in (3.2), and let 
,dT, x, t; xt”, s> = 4(T> YI 3 2, , y2 , 22; $1 , 2, , ‘32 , 32), 
WL t; X’, 4 = WY, 9 Z, > Y2 , 22; g,, 31, %yz, 9’2). 
Then Q satisfies Eq. (3.4), and 
(7.5) 
(7.6) 
m Yl 9 4 > y2 3 22; gy, ,%I , g2 ,552) 
= K(Y, > Z, , J’2 , Z2; gv, ,Zy1, g2 , T2). 
(7.7) 
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Also, from (7.4), 
MT, Yl(U), -&(u), Ys(u), -G(“); Y&J), Zl(4, Ydu), a4D 
= W(Yl(T + 4, -&CT + 4, Yz(T + 4, -UT + 4; (7.8) 
Yl(4,~lbh Yz(u>, -G!(4)>* 
Let us define Q as in (6.1), and 0 by 
0= g1 ;j. (7.9) 
In order to calculate the correlation functions, we let 
K=Qx0. (7.10) 
Moreover, let q be defined as in (6.5) where T = &, and M(t) satisfies Eq. 
(6.6), subject to (6.7). Th en each element of (q x 0) satisfies Eq. (3.4), and 
q Lo x 8 = K. (7.11) 
From (6.1), (6.5) and (7.7)-(7.11) it follows that 
<Q(T + 4 x Q(u)> = <[M(t) Q(41 x QW 
= lW4 x II <Q(u) x Q(u)> (7.12) 
= [M(t) x I] N(u/G) (R-l x R-l), 
using (6.20). Th e matrices R-l and N are given by (6.8), (6.18) and (6.19). 
From (6.9), Eq. (7.12) may also be written in the form 
(Q(T + 4 x Q(u)> = [(<Q(T)> R) x II (Qb-4 x Q(4). (7.13) 
Finally, from (6.10), after some simplification, it is found that 
<F(T + u> X F(u)) = [F(T) X I] (F(a) X F(u)). (7.14) 
We obtained this relationship between the correlation functions and the 
first and second-order moments previously, by means of a formal proce- 
dure [8]. 
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APPENDIX 1 
We here calculate the quantities &(X) and &(X) arising in (2.13) and 
(2.14), corresponding to the system (2.2). From (2.2)-(2.4), 
F2,-l(x, t) = +, /&N(t) sin 2(&J -I ~4 
(Al.l) 
F2,(x, t) = B&w> cos2(Pd + %J~ (m- 1,2). 
Thus, from (2.6), using (1.1) 
~~~~~~~~~ .$, t) = p,v(~ - t) cos 2(p,s + cp,> cos2(B,t + 94 (Al .2) 
and 
K~,(x, s, t) = -&,2r(s - t) sin 2(/$ + vm) cos2(& + %,A (Al.31 
Also, from (2.7), 
l’> (Al .4) 
where the prime denotes transpose and the multiplication sign a Kronecker 
product [15]. Hence, from (A1.2)-(A1.4) the relations (2.8) and (2.9) are 
satisfied. 
Substituting (Al .2) and (A1.3) into (2.10) and performing the integrations 
with respect to s, it is found that 
Ii&l(X) = a, ~zm(x> = K, (111 = 174, (Al .5) 
where a and K are as defined in (2.19) and (2.20). The integral in (2.11) may be 
written in the form 
ajk(x> = $ !:!““,I, uik(x, s, s - 4 duds. (Al .6) 
409/39/I-3 
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Then, substituting (A1.4) into (A1.6) and proceeding as before, using the 
fact that r(- u) = r(a), it is found that 
1 
: (CL, 
a cos 2(~, - y2) - a sin 2(~r - ~a) 
b%l = 
a sin 2h - v2> Cc + a cos 3~~1 - RJI 
a cos 2(ps - q+) - a sin 2(9~a - cpJ 
a sin 2h - 94 k + a cos 26~2 - dl 
Fl 
where c is as defined in (2.19). 
APPENDIX 2 
, (A1.7) 
We first derive the initial value given in (4.16), and then transform the 
expression in (4.17) into that in (4.20). For convenience, we let 1 m 1 = n, 
and use the relationship [6] 
sp~(,,,)+&> = (x2 - lY2 (l/2)+ivw 
Then, using (A2.1) and integrating n times by parts, 
But 
and [16] 
(A2.1) 
(A2.2) 
(A2.3) 
(A2.4) 
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From (A2.1)-(A2.4) it follows that 
The initial condition in (4.16) now follows from (4.9), (4.11) and (A2.5). 
We next consider the transformation of the expression in (4.17). NOW [6], 
,< exp{imx[H(p - 1) + H(v - I)]) 
(.- lyu 2n 
~~__ 
277 j e-i’n+P-(1,2)+i2/ 0 
‘\ {[( 1 + $) (I + v”) - (1 - /L2) (1 - v”) cos +J4/Lv} C&D, 
(A2.6) 
and 
r(i - / m / - iy) I’(i) + j m j + iy) = (- I>,,, TT sech(ny). (A2.7) 
Also, using the transformation connecting the expressions in (5.19) and (5.20), 
which was established in another paper [3], it follows from (A2.4) that 
l jrnP exP (&) jTh2, (z _L 5) cc02 2p - .+/2 dp. 2(Trr%zL)3~2 0 
(A2.8) 
The expression in (4.20) now follows directly from (4.17) and (A2.6)-(A2.8). 
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Added inproof. G. C. Papanicolaou [12] has calculated <TT*) in the case /.L = 1 = v 
by applying the limit theorem of R. 2. Khas’minskii to the differentiai equation for 
the complex reflection coefficient R, as a function of the slab thickness L, and using 
the relation TT* = 1 - RR*. 
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