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Abstract
The aim of this paper is to describe all definable subgroups of SL2(K), for K a p-adically
closed field. We begin by giving some "frame subgroups" which contain all nilpotent or solvable
subgroups of SL2(K). A complete description is givien for K a p-adically closed field, some
results are generalizable to K a field elementarily equivalent to a finite extension of Qp and an
almost complete description is given for Qanp . We give also some indications about genericity and
generosity in SL2(K).
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Introduction
Studying definable groups and their properties is an important part of Model Theory. Frequently,
general hypotheses of Model Theory, such as stability or NIP, are used in order to specify the context
of the analysis. In this article we adopt a different viewpoint and concentrate on the study of a specific
class of groups, namely SL2(K) where K is a p-adically closed field.
There are several reasons why we adopt this approach, the first of which is the exceptional algebraic
and definable behaviour of linear groups of small dimension, in particular of SL2. A good example of
this phenomenon is in [1, 9.8], where the case SL2 is treated separately and which is also a source of
inspiration for the current article. In [7], Gismatulin, Penazzi and Pillay work in SL2(R) and its type
space to find a counterexample to a conjecture of Newelski. Although we do not find a similar result
for SL2(Qp), we hope that this study will contribute to the problem. We are also motivated by finding
concrete examples of definable groups in unstable but model-theoretically well behaved structures.
The starting point of our study is Cartan subgroups. They have been extensively studied in the
context of groups of finite Morley rank [6][5], and for definable groups in o-minimal structures [1]. Here
they will be used to describe definable subgroups in SL2(K). Motivated by the work in [1], Jaligot
raised the following question: Does a definable group in some specific context have a finite number
of conjugacy classes of Cartan subgroups ? Here, we answer this question for SL2(K) (Theorem A),
where K varies over a large class of fields with few contraints that will be detailed in section 1. This
class includes algebraically closed fields, real closed fields, p-adically closed fields, pseudoreal closed
fields, pseudo p-adically closed fields, both with bounded Galois group. We have thus a large overview
of model-theoretical contexts (stable, NIP , simple, NTP2 ...).
Our study shows the existence of some "frame" subgroups (they are maximal nilpotent or solvable
subgroups - Corollary 6 and Proposition 7), which contain all the nilpotent or solvable subgroups. The
∗Université de Grenoble I, Département de Mathématiques, Institut Fourier, UMR 5582 du CNRS, 38402 Saint-Martin
d’Hères Cedex, France. email : Benjamin.Druart@ujf-grenoble.fr
†The research leading to these results has recieved funding from the European Research Council under the European
Community’s Seventh Framework Programme FP7/2007-2013 Grant Agreement no. 278722 and was partially supported
by ANR-13-BS01-0006-01 ValCoMo
1
description of "frame" subgroups is uniform for different fields. A finer description depends on the
model-theoretical nature of the underlying field. The cases of algebraically closed and real closed fields
can be treated very quickly, the p-adic case is the first non-trivial case.
We then give a complete description of definable subgroups of SL2(K), for K a p-adically closed
field. Theorem B gives us a full description of definable subgroups of anisotropic tori of SL2(K): they
form an infinite descending chain of definable subgroups.
In the non solvable case, topological properties determine the nature of the subgroups in question.
In theorem C, we show that if H is a non solvable and unbounded definable subgroup of SL2(K), then
H = SL2(K).
Finally a table sums up informations about definable subgroups of SL2(K). Some propositions
for p-adically closed fields are true for some henselian fields of characteristic 0, in particular finite
extensions of p-adically closed fields.
The final section discusses notions of genericity, generosity and which definable subgroups of
SL2(K) are generous (Corollary 19).
A natural question is whether SL2(K) has the same definable subgroups if we extend the language.
A natural way to answer this question is to explore p-minimal expansions of a p-adically closed field.
p-minimality is the p-adic analogue of o-minimality, it defines a class of expansions whose definable
sets stay "close" to the definable sets in field language. Unfortunately, p-minimality is not well kown,
especially we ignore if there exists a dimension theory compatible with topology. Thus we restrict
ourselves to Qanp the expansion of Qp where we adjoin all "restricted analytic functions". This latter
is an important and extensively studied example of p-minimal expansion of Qp.
0 Preliminaries in Model Theory
In this section we review notions from model theory. For further details ,we refer to [8].
A structure M is a non empty set together with some distinguished fonctions, relations and con-
stants, these form the signature. In order to define subets of Mn, one introduce symbols, one for each
element of the signature. The symbols together with the equality give the language. For example a
group is naturally considered in the language LG = {⋅, −1, e} for the composition law, the inversion and
the neutral element and a field in LR = {+,−, ⋅,0,1}. Definitions use first-order formulas which are
coherent sequences formed with symbols from the language, variables, logical connectives and quanti-
fiers. Only, quantification on the elements of M is allowed, this excludes quantifying a part of M or
integers.
Two structures are elementarily equivalent if they satisfy exactly the same first order formulas
without free variable (sentences), then their theory is the set of all formulas verified by the structures.
For a structureM , a set X ⊆Mn is said definable if there exists a formula ϕ(x¯, a¯) with some parameter
a¯ ⊆ M , such that elements of X are exactly the elements of Mn verifying the formula ϕ, then we
note X = ϕ(M). A group is definable in M if its set of elements is definable and the graph of the
composition law is definable. A structure N is interpetable if there exits a definable set X of Mn, a
definable equivalence relation E in M2n and a bijection f from X/E to N , such that the inverse image
of fonctions and relations of N by f are definable in X .
For example, SL2(K) can be seen as a structure of group in the group language LG = {⋅,−1 , e}, it
is also a definable group in the structure of field K in the language LR = {+,−, ⋅,0,1}. The question in
this paper is : what are the definable subgroups of SL2(K) in the field language LR ?
An expansion of a structure M is the structure where we add some symbols in the language. For
example Qanp is the structure of p-adic number studied with one symbol for every "restricted analytic
functions".
Notation: If K is a field, we denote by K+ and K× respectively the additive and the multiplicative
groups of K, and K̃alg will be the algebraic closure of K. For a group G, we denote by (G)n the set
of nth powers from G. The nth cartesian power of a set K will be noted Kn.
Definable means definable with parameters.
2
1 Cartan subgroups in SL2(K)
In this section, we work in a very general setting, K will be an infinite field such that K×/(K×)2 is
finite and charK ≠ 2. These properties are preserved if we replace K by an elementarily equivalent
field. They are verified by algebraically closed fields, real closed fields, p-adically closed fields, finite
extensions of Qp, pseudoreally closed fields, pseudo-p-adically closed fields with bounded Galois group.
This last hypothesis means that for all n, K has finitely many extensions of degree n. We know by [13]
that pseudoreal closed fields and pseudo p-adically closed fields with such hypothesis are NTP2. First
we are studying Cartan subgroups of SL2(K), we are showing that there exists a finite number of
them up to conjugacy (Theorem A). Since in general, in SL2 every element is unipotent or semisimple,
we conclude in Corollary 5 that a finite number of Cartan subgroups suffice to describe all semisimple
groups. After we define some "frame" groups (Corollary 6 and Proposition 7), which are definable in
the pure group and such that they contain every nilpotent or solvable subgroups.
The next definition is due to Chevalley, it defines Cartan subgroups in an abstract group. We show,
as one would expect it, that in our context Cartan subgroups are maximal tori.
Definition 1. Let G be a group. A subgroup C is a Cartan subgroup if :
1. C is a maximal nilpotent subgroup ;
2. every subgroup of finite index X ≤ C, is of finite index in its normalizer NG(X).
Remark. If G is infinite, then every Cartan subgroup is infinite. Indeed if C is a finite Cartan
subgroup of G then {1} is a subgroup of finite index in C but is of infinite index in NG({1}) = G.
For any δ ∈K×/(K×)2, we put :
Q1 = {( a 00 a−1 ) ∈ SL2(K) ∣ a ∈K×}
Qδ = {( a bbδ a ) ∈ SL2(K) ∣ a, b ∈K and a2 − b2δ = 1}
Lemma 2.
∀x ∈ Q1/{I,−I} CSL2(K)(x) = Q1
∀x ∈ Qδ/{I,−I} CSL2(K)(x) = Qδ
The checking of these equalities is left to the reader.
Proposition 3. The groups Q1 and Qδ are Cartan subgroups of SL2(K)
Proof. The group Q1 is abelian and the normalizer of Q1 is :
NSL2(K)(Q1) = Q1⋅ < ω > where ω = ( 0 1−1 0 )
For X a subgroup of Q1, if g ∈ NSL2(K)(X) and x ∈X , then, using lemma 2
Q1 = CSL2(K)(x) = CSL2(K)(xg) = CSL2(K)(x)g = Qg1
It follows that NSL2(K)(X) ≤ NSL2(K)(Q1) = Q1⋅ < ω >, as for t ∈ Q1, tω = ω−1tω = t−1, we have
NSL2(K)(X) = Q1⋅ < ω > and if X of finite index k in Q1, then X is of index 2k in NSL2(K)(X).
If we denote Γi the descending central series of NSL2(K)(Q1), we can see that for t in Q1, [ω, t] = t2
and so we have :
Γ0 =NSL2(K)(Q1)
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Γ1 = [NSL2(K)(Q1),NSL2(K)(Q1)] = Q21
Γi = [NSL2(K)(Q1),Γi−1] = Q2i1
Observing that Q1 ≅K×, we can conclude that Γi never reaches {I} because Q1 is infinite and Q2i1 is
of finite index in Q2
i−1
1
(indeed Q2
i−1
1
/Q2i
1
is in bijection with K×/(K×)2). Thus NSL2(K)(Q1) is not
nilpotent. By the normalizer condition for nilpotent groups, if Q1 is properly contained in a nilpotent
group C, then Q1 < NC(Q1) ≤ C, here NC(Q1) = Q1⋅ < ω > which is not nilpotent, a contradiction. It
finishes the proof that Q1 is a Cartan subgroup.
For δ ∈ K×/(K×)2, the group Qδ is abelian. Since for all subgroups X of Qδ not contained in
Z(SL2(K)), CSL2(K)(X) = Qδ, it follows that NSL2(K)(X) =NSL2(K)(Qδ) = Qδ, and if X is of finite
index in Qδ then X is of finite index in its normalizer. By the normalizer condition for nilpotent
groups, Qδ is maximal nilpotent.
Proposition 4. 1. Q
SL2(K)
1
= {A ∈ SL2(K) ∣ tr(A)2 − 4 ∈ (K×)2}⋃{I,−I}
2. For any δ ∈K×/(K×)2, there exist n ∈ N and µ1, ..., µn ∈ GL2(K) such that
n
⋃
i=1
Q
µi⋅SL2(K)
δ
= {A ∈ SL2(K) ∣ tr(A)2 − 4 ∈ δ ⋅ (K×)2}⋃{I,−I}
If A is in Q
SL2(K)
1
or in one of the Q
µi ⋅SL2(K)
δ
, A is said to be a semi-simple element, it means that
there exists a field extensionK ′/K such that A is diagonalisable in SL2(K ′). A commutative subgroup
such that all elements are semi-simple is a torus. Q1 is a split torus and the Qδ are anisotropic tori.
If K is an algebraically closed field, there is naturally no non trivial anisotropic torus.
We put :
U = {( 1 u
0 1
) ∣ u ∈K}⋃{( −1 u
0 −1 ) ∣ u ∈K} and U+ = {( 1 u0 1 ) ∣ u ∈K}
If A ∈ SL2(K) satisfies tr(A)2 − 4 = 0, then either tr(A) = 2 or tr(A) = −2, and A is a conjugate of an
element of U . In this case, A is said unipotent. It follows, from Proposition 4 :
Corollary 5. We have the following partition :
SL2(K)/{I,−I} = (U/{I,−I})SL2(K) ⊔ (Q1/{I,−I})SL2(K) ⊔ ⊔
δ∈K×/(K×)2
n
⋃
i=1
(Qµiδ /{I,−I})SL2(K)
Remark. If δ and δ′ in K× are in the same coset of (K×)2, then, by Proposition 4, if x′ ∈ Qµ′
δ′
with
µ′ ∈ GL2(K), then there exist x ∈ Qδ, µ ∈ GL2(K) and g ∈ SL2(K), such that x′ = xµ⋅g, thus, by
lemma 2, Qδ′ = CSL2(K)(x′) = CSL2(K)(x)µ⋅g = Qµ⋅gδ . Therefore in Corollary 5 to speak of Qδ up to
conjugacy for δ ∈K×/(K×)2 makes sense.
Proof of Proposition 4. ● If A ∈ QSL2(K)
1
, then there exists P ∈ SL2(K) such that
A = P ( a 0
0 a−1
)P −1
with a ∈K×. We have tr(A) = a+a−1, so tr(A)2 −4 = (a+a−1)2−4 = (a−a−1)2 and tr(A)2 −4 ∈ (K×)2.
Conversely , let A be in SL2(K) with tr(A)2 − 4 a square. The characteristic polynomial is
χA(X) =X2 − tr(A)X + 1 and its discriminant is ∆ = tr(A)2 − 4 ∈ (K×)2, so χA has two distinct roots
in K and A is diagonalizable in GL2(K). There is P ∈ GL2(K), and D ∈ SL2(K) diagonal such that
A = PDP −1. If
P = ( α β
γ δ
)
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we put
P˜ = ( αdet(P ) βγ
det(P )
δ
)
and we have P˜ ∈ SL2(K) and A = P˜DP˜ −1 ∈ QSL2(K)1 .
● If A is in Qµ⋅SL2(K)
δ
/{I,−I} with µ ∈ GL2(K), then tr(A) = 2a and there exists b ≠ 0 such that
a2 − b2δ = 1. So tr(A)2 − 4 = 4a2 − 4 = 4(b2δ + 1) − 4 = (2b)2δ ∈ δ ⋅ (K×)2
Conversely we proceed as in the real case and the root i ∈ C. The discriminant of χA, ∆ = tr(A)2−4
is a square in K(√δ), and the characteristic polynomial χA has two roots in K(√δ) : λ1 = a + b√δ
and λ2 = a − b√δ (with a, b ∈K). For the two eigenvalues λ1 and λ2, A has eigenvectors :
v1 = ( x + y
√
δ
x′ + y′
√
δ
) and v2 = ( x − y
√
δ
x′ − y′
√
δ
)
In the basis {(x,x′) , (y, y′)}, the matrix A can be written :
( a b
bδ a
)
We can conclude that there exists P ∈ GL2(K) such that :
A = P ( a b
bδ a
)P −1
We proved that Q
GL2(K)
δ
= {A ∈ SL2(K) ∣ tr(A)2 − 4 ∈ δ ⋅ (K×)2}⋃{I,−I}.
Let us now study the conjugation in GL2(K) and in SL2(K). For the demonstration, we note :
S = SL2(K), G = GL2(K) and Ext(S) = {f ∈ Aut(S) ∣ f(M) =MP for M ∈ S,P ∈ G}, Int(S) = {f ∈
Aut(S) ∣ f(M) =MP for M ∈ S,P ∈ S}. Let P,P ′ ∈ G and M ∈ S then :
MP =MP ′ ⇔ P −1MP = P ′−1MP ′ ⇔ P ′P −1M =MP ′P −1 ⇔ PP ′ ∈ CG(M)
So P and P ′ define the same automorphism if and only if P ′P −1 ∈ CG(S) = Z(G) = K ⋅ I2, then
Ext(S) ≅ GL2(K)/Z(G) ≅ PGL2(K), and similarly Int(S) ≅ SL2(K)/Z(S) ≅ PSL2(K). It is known
that PGL2(K)/PSL2(K) ≅K×/(K×)2. Finally Int(S) is a normal subgroup of finite index in Ext(S),
and there exist µ1, ..., µn ∈ GL2(K) such that :
Q
GL2(K)
δ
=Qµ1 ⋅SL2(K)
δ
∪ ... ∪Qµn ⋅SL2(K)
δ
Theorem A. The subgroups Q1, Qδ (for δ ∈ K×/(K×)2) and the externally conjugate Qµiδ (for
µ1, ..., µn ∈ GL2(K)) are the only Cartan subgroups of SL2(K) up to conjugacy.
Proof. It is clear that the image of a Cartan subgroup by an automorphism is also a Cartan subgroup.
For the demonstration we note S = SL2(K) and B the following subgroup of SL2(K) :
B = {( t u
0 t−1
) ∣ t ∈K×, u ∈K}
With these notations, we can easily check for g ∈ U/{I,−I} that CS(g) = U and NS(U) = B. Moreover
it is clear that every q ∈ B can be written as q = tu where t ∈ Q1 and u ∈ U .
Consider C a Cartan subgroup of SL2(K). We will show that C is a conjugate of Q1 or of one of
the Qµ
δ
(for δ ∈ K×/(K×)2 and µ ∈ GL2(K)). First we prove C cannot contain a unipotent element
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other than I or −I. Since a conjugate of a Cartan subgroup is still a Cartan subgroup, it suffices to
show that C ∩U = {I,−I}.
In order to find a contradiction, let u ∈ C be a element of U different from I or −I, u is in C ∩B. If
α ∈ NS(C ∩B), then we have that uα ∈ C ∩B, and since tr(uα) = tr(u) = ±2, uα is still in U . Therefore
U = CS(u) = CS(uα) = CS(u)α = Uα and so α is in NS(U) = B. It follows NS(C ∩B) ≤ B and finally
NC(C ∩B) = C ∩B. By the normalizer condition C ∩B cannot be proper in C, then C ≤ B.
It is known (see for example [18, Chapter 4, Theorem 2.9]) that if C is a nilpotent group and
H ⊴ C a non trivial normal subgroup, then H ∩ Z(C) is not trivial. If we assume that C ≰ U+, since
C ≤ B = NS(U+), C ∩U+ is normal in C, and so C ∩U+ contains a non trivial element x of the center
Z(C). For q ∈ C/U+, there are t ∈ Q1/{I} and u ∈ U such that q = tu. We have [x, q] = I so [x, t] = I,
so t = −I because CS(x) = U . Therefore C ≤ U . Since C is maximal nilpotent and U abelian, C = U .
But U is not a Cartan subgroup, because it is of infinite index in its normalizer B. A contradiction.
Since C does not contain a unipotent element, C intersects a conjugate of Q1 or of one of the Q
µ
δ
(for δ ∈K×/(K×)2 and µ ∈ GL2(K)) by Corollary 5, we note Q this subgroup. Let us show that C = Q.
Let be x in C ∩Q, and α ∈ NC(C ∩Q), then xα ∈ Q, and, by lemma 2, Q = CS(xα) = CS(x)α = Qα.
Thus α ∈ NS(Q), and NC(C ∩Q) ≤ NS(Q).
1rst case Q is a conjugate of Q1, then NS(Q) = Q⋅ < ω′ > where ω′ = ωg if Q = Qg1. We have also
ω′2 ∈ Q and tω′ = t−1 for t ∈ Q. One can check that NS(Q⋅ < ω′ >) = Q⋅ < ω′ >, if ω′ ∈ C then
NC(Q⋅ < ω′ > ∩C) = Q⋅ < ω′ > ∩C, by normalizer condition C ≤ Q⋅ < ω′ >. If we note n the
nilpotency class of C, and t ∈ C ∩Q then [t, ω′, ω′, ..., ω′] = t2n = 1, so t is an 2nth root of unity,
so C ∩Q and C = (C ∩Q)⋅ < ω > are finite, a contradiction. So ω′ ∉ C. Then NC(Q∩C) ≤ Q∩C,
it follows by normalizer condition that C ≤ Q, and by maximality of C, C =Q.
2nd case Q is a conjuguate of Qδ (for δ ∈ K×/(K×)2), then NS(Q) = Q. It follows similarly that
C = Q.
Corollary 6. Let H be a infinite nilpotent subgroup of SL2(K), then H is a subgroup of a conjugate
of either U or Q1 or Qδ (for some δ in K
×/(K×)2).
Proof. The previous demonstration shows that if H is nilpotent and intersects up to conjugacy U , Q1
or Qδ, then H ≤ U , H ≤ Q1 or H ≤ Qδ respectively. We conclude by the Corollary 5.
Remark. In particular, every nilpotent subgroup of SL2(K) is commutatif.
For X a set of Kn, we denote X
K
the Zariski closure of X in Kn, (that means the intersection
of all algebraic sets in Kn containing X), and X
K̃alg
the Zariski closure of X in K̃alg n. We know
by [4, Chap. II, Sect. 5, Théorème 3] that if H is a subgroup of GLn(K) then HK and HK̃alg are
algebraic groups and H
K =HK̃alg ∩GLn(K). For Y an algebraic group over a field K, we denote Y ○
the algebraic connected component of Y , this is the intersection of all algebraic subgroups of finite
index of Y . By [2, 1.2] it is the smallest algebraic subgroup of finite index of Y .
Proposition 7. Let H be a a maximal solvable subgroup of SL2(K).
Then H is the normalizer of a Cartan subgroup or H is a conjugate of the group B.
Proof. Let us note H
○
the algebraic connected component of the Zariski closure of H in SL2(K̃alg).
By [2, 2.4] H
○
is a solvable connected subgroup of SL2(K̃alg), so H○ is a conjugate of a subgroup of
B [2, Theorem 11.1], with
B′ = {( a b
0 a−1
) ∈ SL2(K̃alg) ∣ a ∈ K̃alg× and b ∈ K̃alg}
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If H ≤ H○, by Corollary 5 there are 2 possibilities: either H○ contains only semi-simple elements
or it contains non trivial unipotents elements. In the former case H
○
is a torus, so H is also a torus
in SL2(K), i.e. H is a Cartan subgroup (by maximality). In the latter case, we note (H○)u the set of
all unipotents elements of H
○
. By [2, Theorem 10.6], (H○)u is a subgroup and H○ normalizes (H○)u.
We can observe that Hu = (H○)u ∩H , so H normalizes Hu and H is a conjugate of B.
If not, H∩H
○
is normal subgroup of finite index in H . We know that H
○
is conjugate to a subgroup
of B, i.e. H
○ ≤ Bg where g ∈ SL2(K̃alg). We may assume that g = I and we suppose that H ≰ B, then
there is h ∈ H such that Bh ≠ B. Therefore H ∩H○ ≤ Bh ∩B but Bh ∩B is a torus. It follows that H
normalizes the torus H ∩H
○
, i.e. by maximality, H is the normalizer of a Cartan subgroup.
Fact 1. From [2, Theorem 10.6], one can deduce that definable subgroups of B are as follow :
{( a b
0 a−1
) ∈ SL2(K) ∣ a ∈ P and b ∈ Z}
where P is a definable subgroup of K× and Z is a definable subgroup of K+ such that P ⋅Z ⊆ Z.
Corollary 6 and Proposition 7 are true for any subgroup of SL2(K), independent from any assump-
tion on definability or algebraicity. Q1, Qδ, U and B appear like "frame" subgroups which contain, up
to conjugacy, every nilpotent or solvable subgroups of SL2(K). These "frame" subgroups are definable
in the pure language of groups. This means that we consider SL2(K) as a first order structure and
these subgroups are definable in the language LG = {⋅, −1, e} : every nilpotent subgroup Q1, Qδ or U is
the centralizer of one of its non central element and B = NS(CS(u)) where u ∈ U/{I,−I}. Obviously,
they are also definable in the structure K with the ring language LR = {+,−, ⋅,0,1}. These descriptions
are independent from the choice of field. Nevertheless the structures of these groups are very different
depending on field. In order to understand the finer structure of these groups, we need to further
investigate the model-theoretical nature of the field and answer the question : What are the subgroups
of Q1, Qδ, U or B, definable in the field K ?
We finish this section with related remark that every group definable in the field language LR is
interpretable in the pure group and moreover to be interpretable in the field language is equivalent to
be interpretable in the pure group:
Proposition 8. LetK be an infinite field of characteristic different from 2. Then the field (K,+,−, ⋅,0,1)
is interpretable in the pure group (SL2(K), ⋅).
Proof. The subgroup Q1 acts on U :
( t 0
0 t−1
)( 1 u
0 1
)( t−1 0
0 t
) = ( 1 t2u
0 1
)
For the demonstration, we identify the matrix ( t 0
0 t−1
) ∈ Q1 and t ∈ K× and we choose one
element u0 in U and its inverse u1.
We consider A the set Q1 ×Q1 quotiented by the equivalence relation :
(t0, t1) ∼ (t′0, t′1) iff ut00 ⋅ ut11 = ut′00 ⋅ ut′11 in SL2(K) ( i.e. t20 − t21 = t′20 − t′21 in K)
We have to construction a bijection between A and K and to define the addition and the multipli-
cation of the field in A. First we remark that for every x ∈K
x = (x + 1
2
)2 − (x − 1
2
)2
Then, we see that the application ϕ ∶ AÐ→K, (t0, t1)↦ t20 − t21 is a bijection.
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Now the addition and the mulplication of K are given by :
(t0, t1) + (t′0, t′1) = (t′′0 , t′′1) iff ut00 ut11 u0t′0ut′11 = ut′′00 ut′′11
(t0, t1) ⋅ (t′0, t′1) = (t′′0 , t′′1) iff ut0t′00 ut1t′10 u1t0t′1ut1t′01 = ut′′00 ut′′11
For K an algebraically closed field, Q1 ≅K× and U ≅K+, and they have no proper infinite definable
subgroups. If K is a real closed field, Q1 ≅ K× so {1,−1} and K>0 are its only definable subgroups,
and U ≅K+ has no proper definable subgroup. Up to conjugacy, there is one Cartan subgroup which
contains non central diagonalizable element : Q−1 = SO2(K), and one can easily check that it has no
proper infinite definable subgroup. The question for the p-adically closed field case is less trivial. We
will analyze this issue in the next section by identifying the subgroups of SL2(K), with K p-adically
closed, definable in the field language.
2 The p-adically closed case
During this section, unless otherwise noted, K will be a p-adically closed field. By p-adically closed
we mean elemenetary equivalent to Qp K (for some authors this is equivalent to be p-adically closed
of p-rank 1). This means that (K,vp) is a henselian valued field of characteristic 0 whose value group
Γ is a Z-group (i.e. elementarily equivalent to the ordered additive group (Z,+,<) ), residue field k is
Fp, and such that vp(p) is the smallest positive element of Γ.
On the one hand, we can study Qp in the usual field language LR = {+,−, ⋅,0,1}. By quantifier
elimination in the language LR ∪{Pn(x)}n≥1 where Pn(x) are predicates for ∃y y ≠ 0∧x = yn [11], it is
kown that definable sets in K are precisely semi-algebraic sets, which are finite boolean combinations
of sets defined by f(x¯) = 0 or Pn(g(x¯)) with f(X¯), g(X¯) ∈K[X¯]. In the other hand, we can consider
Qp as a 3-sorted structure (K,k,Γ) where K is the field, k is the residual field and Γ the values group.
For each field K and k, we have symbols from the field language and Γ is considered as an ordered
group in the language LOG = {+,−,<,0,1}, we add two symbols for the valuation v ∶ K → Γ ∪ {∞}
and the residue map res ∶K → k. Since the valuation ring O is definable in the LR, the two previous
points of vue have the same expressive power (what is definable in the one is definable in the other).
From the model-theorical viewpoint, Γ is a Z-group, it verifies the Presburger arithmetic [12, p.
81]. We know that Γ admits quantifier elimination in the language LOG ∪ {Sn(x)}n∈N where Sn(x)
are predicates for ∃y x = ny[12, Corollary 3.1.21], then every definable subset in Γ is a finite union of
intervals and of sets of the form nΓ. So we can conclude that definable subgroups of Γ are of the form
nΓ for n ∈ N (an interval is not stable under addition).
We consider Qanp the expansion of Qp by adjoining "all restricted analytic functions", that is
functions f ∶ Zmp Ð→ Qp given by power series ∑I aIx
I in Zp[[x¯]] such that v(aI) tends to infinity as∣ I ∣→ ∞. Qanp is studied in the language Lan obtained from LR by adjoining symbols for these new
functions.
Most statements in this section are true for more general fields than the p-adically closed one. We
will try to formulate each statement in the largest possible context known to us. Indeed, except the
propositions from part 2.2, everything works for finite extension of p-adically closed fields. Moreover
the raisoning using dimension end topological properties assure us that statement stay true for Qanp .
For this study, we use model theory of p-adically closed fields, especially a notion of dimension.
2.1 Definable subgroups and dimension
We will use the notion of dimension introduced by van den Dries in [19]. Axioms used in this definition
seem to be the most general, they imply in particular the notion used in [1]. We wil recall principal
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facts about it and refer to the article [19] for technical points. The aim of this section is to establish
a direct link between dimension and algebraic properties of definable subgroups (Proposition 10).
We work with a structure M such that each nonempty set definable in M is equipped with a
dimension in N ∪ {−∞} satisfying the following axioms:
For any definable sets S, S1 and S2 :
(Dim 1) dimS = −∞⇔ S = ∅, dim{a} = 0 for each a ∈M , dimM1 = 1.
(Dim 2) dim(S1 ∪ S2) =max(dimS1,dimS2).
(Dim 3) dimSσ = dimS for each permutation σ of {1, ...,m}, where
Sσ = {(xσ(1), ..., xσ(m)) ∈Mm ∣ (x1, ..., xm) ∈ S}
(Dim 4) If T ⊂Mm+1 is a definable set and Tx = {y ∈M ∣ (x, y) ∈ T } for each x ∈Mm, then T (i) = {x ∈
Mm ∣ dimTx = i} (for i = 0,1) is definable and
dim{(x, y) ∈ T ∣ x ∈ T (i)} = dimT (i)+ i
These very general axioms imply [19, 1.1 and 1.5] more precise and pratically useful properties:
Definability If f is definable function from S1 to S2 then the set {y ∈ S2 ∣ dim(f−1(y)) = m} is
definable for every m in N.
Additivity If f is a definable function from S1 to S2, whose fibers have constant dimension m in N,
then dimS1 = dim Im(f) +m. In particular dim(S1 × S2) = dimS1 + dimS2
Finite sets S is finite iff dimS = 0.
Monotonicity If f is a definable function from S to Am then dim f(S) ≤ dimS, and if f is injective
dim f(S) = dimS. In particular, if S1 ⊆ S2 then dimS1 ≤ dimS2.
Van den Dries showed [19] that henselian fields of characteristic 0 are equipped with such a notion
of dimension. In the case of Qp, it corresponds to the notion defined in [21]. If (K,v) is a valued field,
the valuation v define a topology and we will note X
v
the closure of the set X ⊆Kn for this topology.
Lemma 9. Let K be a henselian field of characteristic 0, and X and Y sets in Km definable in the
field language. Then
• the dimension is compatible with the algebraic closure, i.e. :
dimKX = dimK XK = dimK̃alg XK̃
alg
• the dimension is compatible with the topology, i.e.:
if X ⊆ Y and dimX = dimY then X has non empty interior in Y
In the first point the dimension dimK̃alg X
K̃alg
is unterstood as the algebro-geometric dimension
of the Zariski closure in K̃alg.
Proof. ● We know by [19, 2.12] that dimKX = dimKXK . Let K ′ ⪰K a ∣K ∣+-saturated structure and
X∗ is the set of K ′m defined by the same formula as X . We have by [19, 1.7] and [19, 2.3] :
dimK X =max{trdegKK(x) ∣ x ∈X∗} = dimK̃′alg X∗ = dimK̃′alg X∗K̃
′
alg = dimK̃alg XK̃
alg
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By [19, 2.1], we do not need X∗ to be definable in K̃ ′
alg
.
● Let X ⊆ Y be definable sets such that dimX = dimY and in order to find a contradiction
suppose that X has empty interior in Y . That means that X does not contain any open of Y , so
for all x ∈ X and γ ∈ Γ, Bγ(x) ∩ Y ⊈ X i.e. there exists y ∈ Y /X such that y ∈ Bγ(x) ∩ Y . This
means that Y /X is dense in Y for the valuation topology, so Y /Xv = Y . Using [19, 2.23], we find
dim((Y /Xv)/(Y /X)) < dim(Y /X) and finally dimX < dimY , a contradiction.
Remark. We can easily check that we have dimQ1 = dimQδ = dimU = 1, and dimB = 2. Thus
Corollary 6 and Proposition 7 show that :
1. If H is a definable nilpotent subgroup of SL2(K) then dimH = 1.
2. If H is a definable solvable subgroup of SL2(K) then dimH ≤ 2.
The next proposition give us the converse.
Proposition 10. [K p-adically closed field] Let H be an infinite definable subgroup of SL2(K).
1. dimH = 1 iff H is commutative or H is a subgroup of a conjugate of NSL2(K)(Q1).
2. dimH = 2 iff H is a non nilpotent subgroup of a conjugate of B.
3. dimH = 3 iff H is not solvable.
Proof. By proposition 7, it suffices to show the first two points :
1. H
○
is of dimension 1 in K̃alg, so by [9, 20.1], H
○
is comutative.
• if H <H○, H is commutative ;
• if not, H ∩H
○
is a normal subgroup of finite index in H , then H normalize a commutative
subgroup of finite index. So H ≤ NSL2(K)(T ) where T is conjugate to Q1.
2. H
○
is of dimension 2 in K̃alg (in particular it is connected group of Morley rank 2), by [3, Theorem
6], it is solvable. We know by the demonstration of proposition 7, that H is a conjugate of a
subgroup of B.
Remark. By [20], we know that Qanp is equipped with such a notion of dimension. Moreover the
dimension verifies the following propertie :
if X ⊆ Y and dimX = dimY then X has non empty interior in Y
However dimension in Qanp is not compatible with algebraic closure.
Thus for K a Lan elementary extension of Qanp and H an infinite definable subgroup of SL2(K),
we have the following implications :
1. dimH = 1 ⇐ H is commutative or H is a subgroup of a conjugate of NSL2(K)(Q1).
2. dimH = 2 ⇐ H is a non nilpotent subgroup of a conjugate of B.
3. dimH = 3 ⇒ H is not solvable.
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2.2 Commutative definable subgroups
In this section we are interested in the description of definable commutative subgroups of SL2(K)
where K is a p-adically closed field. Definable means here definable in LR or in Lan. We already
know that they are, up to conjugacy, subgroups of U , Q1 or Qδ (with δ ∈ K×/(K×)2).Thus, we have
to describe the definable subgroups of U , Q1 and Qδ.
We know that U+ ≅ K+, thus definable subgroups of U+ correspond to definable subgroups of K+.
A subgroup of K+ is infinite so of dimension 1, thus it is an open subgroup of K+. Open subgroups
of Q+p are of the form p
nZp for n ∈ Z [14, Lemma 3.2], so they are the only definable subgroups of Q+p
(and of (Qanp )+). For K a p-adically closed field, we have the same property : definable subgroups of
K+ are of the form aγO where vp(aγ) = γ ∈ Γ.
For Q1 ≅K×, let us show the following result :
Proposition 11. Let K be a p-adically closed field and H an infinite definable subgroup of K×.
1. If H is bounded, then there exists γ0 ∈ Γ and aγ0 ∈ K with vp(aγ0) = γ0 such that H contains
1 + aγ0O as a subgroup of finite index at most (p − 1) for p ≠ 2 and at most 2, for p = 2.
2. If H is unbounded then there exist γ0 ∈ Γ, n ∈ N and {aγ}γ∈Γ ⊆ K and bγ0 ∈ K with vp(aγ) = γ
and vp(bγ0) = γ0, such that H contains {aγ ;γ ∈ nΓ} ⋅ (1 + bγ0O) as subgroup of finite index at
most (p − 1) for p ≠ 2 and at most 2, for p = 2.
Proof. 1. We assume p ≠ 2 and we first work in Qp. Since H is bounded, H ≤ Z×p . Let us denote
H0 the torsion-free part of H , then H0 ≤ 1 + pZp. It is well-known that 1 + pZp ≅ (Zp,+) and let
us following the reasoning of Pillay in Zp [14, Lemma 3.2]. Since dimH0 = 1 = dim(1 + pZp), H0
contains a open neighborhood of 1. Thus there exists n ∈ N such that 1 + pnZp ⊆ H0. Let n0 be
the smallest such n. Let us show that H0 = 1 + pn0Zp. In order to find a contradiction, let x be
in H0 such that x ∉ 1 + pn0Zp. It is easy to remark that if x ∈ 1 + pnZp, then xp ∈ 1 + pn+1Zp,
so by replacing x by a suitable pth power of x, we can suppose that x ∈ 1 + pn0−1Zp. As(1+pn0−1Zp)/(1 + pn0Zp) ≅ Z/pZ and {xi; 0 ≤ i < p} forms a complete set of cosets representatives
of 1+pn0Zp in 1+pn0−1Zp, so 1+pn0−1Zp ⊆H0, a contradiction and H0 = 1+pn0Zp. The number
of torsion elements of H is finite and at most (p − 1), so H0 is of finite index at most (p − 1) in
H . Then, as 1 + pnZp is definable, we shown that
Qp ⊧ ∀a¯ (”ϕ(x, a¯) defines a subgroup of Q×p”)→∃b ∃x1, ..., xp−1 ⋀
0≤i≤p−1
ϕ(xi, a¯)
∧ ∀y (ϕ(y, a¯) → ⋁
0≤i≤p−1
y ⋅ x−1i ∈ 1 + bZp)
Then the property is true for every p-dically closed field, and it finish the proof. For p = 2, the
same proof works remplacing 1 + pZp by 1 + 4Z2.
2. We call H1 =H ∩O×. We can easily check that two elements of H are in the same coset of H1 if
and only if they have the same valuation. Moreover, as Γ is a Z-group, and vp(H) is a definable
subgroup of Γ then vp(H) is of the form nΓ for some n ∈ N. Then we can choose some aγ ∈ H
such that vp(aγ) = γ and {aγ ;γ ∈ nΓ} forms a set of coset representatives of H1 in H . We know
by 1. that there exist γ0 ∈ Γ and bγ0 ∈ K with vp(bγ0) = γ0 such that 1 + bγ0O is of finite index
at most p − 1 in H1 if p ≠ 2 (and at most 2 if p = 2), so do {aγ ;γ ∈ nΓ} ⋅ (1 + bγ0O) in H .
The aim is now to study definable subgroups of Qδ. Let us remark first that:
Fact 2 ([16]). Let K be a p-adically closed field.
If p ≠ 2, the group K×/(K×)2 is isomorphic to Z/2Z×Z/2Z, it has for representatives {1, α, p,αp},
where α ∈ O× is such that res(α) is not a square in Fp
If p = 2, the group K×/(K×)2 is isomorphic to Z/2Z × Z/2Z × Z/2Z, it has for representatives{±1,±2,±5,±10}.
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Then there are three Qδ up to conjugacy for p ≠ 2 (and seven for p = 2). Everything we can do
here remains true up to conjugacy for every non square δ.
We will first work in Qp and then generalize to arbritrary model of Th(Qp). We need to separate
the case p = 2 and p ≠ 2 : the results are similar except for specific values and the demonstrations are
the same mutatis mutandis. That is why, after explaining specificities of the two cases, we will work
on case p ≠ 2.
We will fixe special values of δ: δ will be one of the representative elements {α, p,αp} for the non
square in Q×p/(Q×p)2 if p ≠ 2 and one of the {−1;±2;±5;±10} for p = 2. In any case, we have 0 ≤ vp(δ) ≤ 1.
With these notations, we can remark that Qδ ⊆ SL2(Zp). We put :
for p ≠ 2, n ≥ 0 Zn,δ ∶= {( a bbδ a) ∈ SL2(Qp) ∣ b ∈ pnZp, a ∈ 1 + p2nδZp and a2 − b2δ = 1}
for p = 2, n ≥ 1 Zn,δ ∶= {( a bbδ a) ∈ SL2(Q2) ∣ b ∈ pnZ2, a ∈ 1 + p2n−1δZ2 and a2 − b2δ = 1}
In order to simplify the notations, we will denote by (a, b) an element of Qδ.
Lemma 12. • if p ≠ 2 and for (a, b) ∈ Z0,δ, then b ∈ pnZ×p iff a ∈ 1 + p2nδZ×p .
• if p = 2 and for (a, b) ∈ Z1,δ, then b ∈ pnZ×2 iff a ∈ 1 + p2n−1δZ×2 .
Proof. ●We first deal with the case p ≠ 2, let be (a, b) ∈ Z0 with b ∈ pnZ×p then a is such that a2−b2δ = 1.
We have a2 = 1+ b2δ so a2 ∈ 1+p2nδZ×p . We first show that a2 ∈ 1+p2nδZ×p if and only if a ∈ 1+p2nδZ×p :
if a = 1 + p2nδu with u ∈ Z×p then a2 = 1 + 2p2nδu + p4nδ2u2 ∈ 1 + p2nZ×p (because p ≠ 2) ;
if a = 1 + pkδu with k ≠ 2n, then a2 ∈ 1 + pkδZ×p and a2 ∉ 1 + p2nδZ×p .
Now if a ∈ 1 + p2nδZ×p , we show that vp(b) = n. We have b2δ = a2 − 1 ∈ p2nδZ×p , so 2vp(b) + vp(δ) =
2n + vp(δ) then vp(b) = n.
● For p = 2 we argue in the same way. We just need to prove that if a ∈ 1 + 2kδZ×
2
, then a2 ∈
1 + 2k+1δZ×2 : if u ∈ Z×2 , (1 + 2kδu)2 = 1 + 2k+1δ(u + 2k−1δu2) ∈ 1 + 2k+1δZ×2 .
From now, we assume p ≠ 2, the same proof will work for p = 2 mutatis mutandis.
We can remark that Zn,δ is a subgroup : Let be x, y ∈ Zn,δ, x = (1 + p2nδa, pnb) and y = (1 +
p2nδa′, pnb′).
xy = (1 + p2nδ(a + a′ + bb′ + p2nδaa′), pn(b + b′ + p2nδab′ + p2nδa′b)) (⋆)
x−1 = (1 + p2nδ,−pnb)
We see then groups Zn,δ form an infinite descending chain of definable subgroups. Before to show
the main proposition, let us etablish some technical lemma.
Lemma 13. For p ≠ 2, δ ∈ {p,αp} and n ≥ 0 ( or for δ = α and n ≥ 1).
1. Zn,δ/Zn+1,δ ≅ Z/pZ
2. If x ∈ Zn,δ/Zn+1,δ then xpk ∈ Zn+k,δ/Zn+k+1,δ
Proof. 1. We define :
ϕ ∶ Zn,δ Ð→ Zp/pZp(1 + p2nδa, pnb) z→ b mod pZp
(⋆) show that ϕ is a well-defined surjective homomophism from the group Zn,δ to the additive
group Zp/pZp. Its kernel is Zn+1,δ, so Zn,δ/Zn+1,δ ≅ Z/pZ.
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2. Let us show by induction that :
if x = (1 + p2nδa, pnb), then xk = (1 + p2nδa′, pn(kb + p2nδb′))
For k = 1, this is obvious.
Suppose now that xk = (1 + p2nδa′, pn(kb + p2nδb′)), then :
xkx = (1 + p2nδa′, pn(kb + p2nδb′))(1 + p2nδa, pnb)
= (1 + p2nδ(a + a′ + b(kb + p2nδb′) + p2nδaa′), pn((k + 1)b + p2nδb′ + p2nδa′b + p2nδ(a(kb + p2nδ))))
xk+1 = (1 + p2nδa′′, pn((k + 1)b + p2nδb′′))
So if x ∈ (1 + p2nδZ×p , pnZ×p) ⊆ Zn,δ/Zn+1,δ then xp = (1 + p2nδA, pn+1B) with B ∈ Z×p , and by the
initial remark A ∈ p2Z×p , i.e. xp ∈ Zn+1,δ/Zn+2,δ.
Another induction shows that xp
k ∈ Zn+k,δ/Zn+k+1,δ.
Lemma 13 bis. For p = 2, vp(δ) = 1 and n ≥ 1 ( or for vp(δ) = 0 and n ≥ 1).
1. Zn,δ/Zn+1,δ ≅ Z/pZ
2. If x ∈ Zn,δ/Zn+1,δ then xpk ∈ Zn+k,δ/Zn+k+1,δ
Proposition 14. For p ≠ 2 and δ ∈ {p,αp} (resp. for δ = α).
1. Z0,δ (resp. Z1,δ) is of finite index in Qδ.
2. The Zn,δ are the only one subgroups of Z0,δ (resp. Z1,δ) definable in Q
an
p .
Proof. We will work with δ ∈ {p,αp}, the other case is similar :
1. We consider Qp(√δ) the quadratic extension of Qp and k′ its residue field, k′ is a finite field.
Let ψ be the following group homomorphism :
ψ ∶ Qδ Ð→ k′×(a, b) z→ res(a + b√δ)
We see that kerψ = Z0,δ and Z0,δ is of finite index.
2. Let H ≤ Z0,δ be a nontrivial definable subgroup. Since Z0,δ does not have torsion, H is infinite.
Then dimH = 1 = dimZ0,δ and H has non empty interior in Z0,δ, so H is open in Z0,δ. Now it
will suffice to show that the Zn,δ are the only open subgroups.
The Zn,δ form an open neighborhood basis of I in Qδ. Let H ≤ Z0,δ be an open subgroup.
H contains some open neighborhood Zn,δ. We note n0 the smallest such that Zn0,δ ⊆ H . If
H ≠ Zn0,δ, then there exists x ∈ H ∩ Zn1,δ with n1 < n0. Replacing x with some xpk , we may
assume that x ∈ Zn0−1,δ/Zn0,δ. We have Zn0−1,δ/Zn0,δ ≅ Z/pZ so xt with 0 ≤ t ≤ p is a complete
system of representatives of class modulo Zn0,δ. So Zn0−1,δ ⊆H and this contradicts minimality
of n0.
Proposition 14 bis. For p = 2 and vp(δ) = 1 (resp. for vp(δ) = 0).
1. Z1,δ (resp. Z2,δ) is of finite index in Qδ.
2. The Zn,δ are the only subgroups of Z1,δ (resp. Z2,δ) definable in Q
an
2 .
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We can now generalize to K p-adically closed. We consider a sequence (aγ)γ∈Γ of elements of K
indexed by the value group such that vp(aγ) = γ. We have
aγO = {x ∈K ∣ vp(x) ≥ γ}
We can define similarly :
Zγ,δ ∶= {( a bbδ a) ∈ SL2(K) ∣ b ∈ aγO, a ∈ 1 + a2γδO and a2 − b2δ = 1}
We have the same proposition :
Theorem B. If K is a p-adically closed field (or a model of Th(Qanp )). For p ≠ 2 and δ ∈ {p,αp}
(resp. for δ = α).
1. Z0,δ (resp. Z1,δ) is of finite index in Qδ.
2. The Zγ,δ are the only one definable subgroups of Z0,δ (resp. Z1,δ).
Proof. The property being true for Qp, we reason by elementary equivalence. The Zγ,δ are uniformly
definable by ϕ(x, aγ). AsQδ is definable without parameters, for every formula ψ(x, b¯) with parameters
b¯ in K, we have :
Qp ⊧ ∃g1, ..., gn ∈ Qδ∀x ∈ Qδ n⋁
i=1
ϕ(g−1i x,1)
Qp ⊧ ∀b¯ ”ψ(x, b¯) defines a subgroup of Qδ”Ð→ ∃a∀x (ψ(x, b¯) ←→ ϕ(x, a))
We can deduce the property for K.
For p = 2, we can similarly define :
Zγ,δ ∶= {( a bbδ a) ∈ SL2(K) ∣ b ∈ aγO, a ∈ 1 + a2γ−1δO and a2 − b2δ = 1}
we have yet :
Theorem B bis. If K is a p-adically closed field (or a model of Th(Qan
2
)). For p = 2 and vp(δ) = 1
(resp. for vp(δ) = 0).
1. Z1,δ (resp. Z2,δ) is of finite index in Qδ.
2. The Zγ,δ are the only one definable subgroups of Z1,δ (resp. Z2,δ).
Remark. A natural question is to describe definable subgroups of U , Q1 and Qδ, for K a field
elementarily equivalent to a finite extension of Qp. This aim is more complicated and withaout real
interest. For example, ifK is a totally ramificated extension of Qp of degree n, then definable subgroups
of K+ are of the form :
n−1
∑
i=0
ζiZp + piγO
where O is the valuation ring of K, γ ∈ Γ and ζ ∈K.
We described the definable subgroups of U , Q1 and Qδ for δ ∈ K×/(K×)2, by Proposition 7 and
Fact 1, we know what the definable subgroups of B are. Then it give us a complete description of all
definable nipotent or solvable subgroups of SL2(K). What about non solvable definable subgroups?
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2.3 Non solvable definable subgroups
For x ∈ SL2(K), we call valuation of x the minimum v(x) of the valuations of its coefficients. A
subgroup H of SL2(K) is said to be bounded if there is some m ∈ Γ such that :
∀x ∈H v(x) ≥m
Remark. For K = Qp, and for H a definable subgroup of SL2(Qp), bounded means exactly compact.
Theorem C. For K a p-adically closed field and H a definable subgroup of SL2(K). If H is non-
solvable and unbounded, then H = SL2(K).
The theorem remains true for K a henselian valued field of characteristic 0 whose value group is a
Z-group. For example, K can be a finite extension of a p-adically closed field.
Proof. H is not solvable, so by proposition 10, we have dimH = 3 = dimSL2(K), and H contains a
neighborhood of the identity (Lemma 9), then
( 1 + aγ1O aγ2O
aγ3O 1 + aγ4O ) ∩ SL2(K) ⊆H
for some aγi ∈K such that v(aγi) = γi. In particular :
( 1 aγ2O
0 1
) ⊆H
We note Z = aγ2O.
H is not bounded, so by Corollary 5, H ∩Q1 or H ∩U is non bounded.
1. If H ∩Q1 is not bounded : we note P the subgroup of K× such that :
H ∩Q1 = ( P 00 P )
Let be x ∈ K and t ∈ P such that v(t) < v(xa−1γ2 ). Then there is some u ∈ O such that x = taγ2u.
It follows that P ⋅Z =K. From
( t 0
0 t−1
)( t−1 u
0 t
) = ( 1 tu
0 1
)
we deduce that U+ ⊆H , we can show the same for the transpose tU+ ⊆H . By
( 1 t
0 1
)( 1 0−t−1 1 )( 1 t0 1 ) = ( 0 t−t−1 0 ) (R1)
and ( 0 t−t−1 0 )( 0 −11 0 ) = ( t 00 t−1 ) (R2)
we conclude that w ∈H and Q1 ⊆H . Finally B ⊆H and by Bruhat decomposition H = SL2(K).
2. If H ∩U+ is unbounded, then U+ ⊆H because every proper subgroup of U+ is bounded. We also
know that
( 1 0
aγ3O 1 ) ⊆H
If γ3 ≤ 0, then by (R1), w ∈H . If not, take t ∈K such that v(t) ≥ γ3, then by (R1) :
( 0 −t−1
t 0
) ,( 0 −t−2
t2 0
) ∈H and ( 0 −t−1
t 0
)( 0 −t−2
t2 0
) = ( −t 0
0 −t−1 ) ∈H
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In any case, H contains an element of Q1 of non-zero valuation. Because Γ is a Z-group, any
definable subgroup of Γ is either trivial or non bounded. Indeed, for ϕ(x, a¯) a formula, we have
Z ⊧ ∀a¯ ”ϕ(x, a¯) defines a subgroup of Z” Ð→ ∀x [ϕ(x, a¯)→ ∃y (y > x ∧ ϕ(y, a¯))]
Since v(P ) is a non-trivial definable subgroup of Γ, it is unbounded and H ∩Q1 is unbounded.
We can conclude using the first case.
Remark. A consequence of the previous theorem is that, for K a p-adically closed field, SL2(K) is
definably connected (this means that it does not have a proper definable subgroup of finite index).
Fact 3 ([17, Chap II, 1.3, Proposition 2]). For K a p-adically closed field and H a definable subgroup
of SL2(K). If H is bounded then H is contained in a conjugate of SL2(O).
We denote :
Hγ,η1,η2 = ( 1 + aγO aη1Oaη2O 1 + aγO ) ∩ SL2(K) with vp(aγ) = γ and vp(aηi) = ηi
If η1 + η2 ≥ γ ≥ 0, then Hγ,η1,η2 is a subgroup of SL2(K), and it is a neighborhood of the identity. The
groups of the form Hγ,η1,η2 are examples of definable non sovable bounded subgroups of SL2(K). The
following proposition gives a sort of converse of this fact :
Proposition 15. Let K be a p-adically closed field and H a definable subgroup of SL2(K). If H is
bounded and non solvable and if w normalize H then, up to conjugacy,
• either, there exists γ, η ∈ Γ and aγ , aη ∈ K with vp(aγ) = γ and vp(aη) = η such that Hγ,η,η is
subgroup of finite index of H at most 2(p − 1) if p ≠ 2 (or at most 4 if p = 2), where :
Hγ,η,η = ( 1 + aγO aηOaηO 1 + aγO ) ∩ SL2(K) where 2η ≥ γ > 0
• or H = SL2(O).
Proof. We reason in Qp, up to conjugacy, we can assume that H ≤ SL2(Zp). We denote BH = B ∩H ,
we know by the Fact 1, that :
BH = ( P Z0 P ) with Z = pnZp and 1 + pkZp ≤ P of finite index at most (p − 1)
for some n ≥ 0 and k ≥ 1.
● If 2n ≥ k, then there exists a subgroup H ′ such that BH ≤H ′ ≤H and H ′ of the form ( P ZZ P )
(it suffices to take H ′ = BH ⋅ V where V is a neighborhood of the indentity in SL2(Qp)). Replacing
H ′ by ±H ′, we may assume that −I ∈ H ′. Since H ′w = H ′, H ′ ∪ wH ′ is a subgroup containing H ′
as a subgroup of index 2. Similarly, we can can assume that −I ∈ H and H of index at most 2 in
the subgroup H ∪ wH . By Bruhat decomposition, H ∪ wH = BH ∪ BHwBH . Since BH ⊆ H ′ and
w ∈H ′ ∪wH ′, H ∪wH =H ′ ∪wH ′, then H ′ is a subgroup of index at most 2 in H . For
( x(1 + pka) pnb
pnc x′(1 + pkd) ) ∈ H ′, (where x,x′ are pth roots of the unity and a, b, c, d ∈ Zp)
because the determinant is 1, we see that xx′ = 1, and so
( x(1 + pka) pnb
pnc x′(1 + pkd) ) = ( x 00 x′ )( 1 + p
ka x−1pnb
x′−1pnc′ 1 + pkd
)
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In other terms, Hk,n,n is subgroup of finite index at most (p − 1) in H ′ so at most 2(p − 1) in H .
● If 2n < k with n > 0, then BH and BwH generate H ′ = ( P
′ Z
Z P ′
) with 1 + p2nZp ≤ P ′ of finite
index at most (p − 1) and P < P ′. This is a contradiction, because H ′ ∩B must be contained in BH .
● If 2n < k and n = 0, then ( 1 Zp
0 1
) ⊆H , and by the action of w, ( 1 0
Zp 1
) ⊆ H . By (R1) and
(R2) we can deduce that w ∈ H , ( Z×p 0
0 Z×p
) ⊆ H and ( Z×p Zp
0 Z×p
) ⊆ H . By Bruhat decomposition
on SL2(Zp), we have H = SL2(Zp).
By elementarily equivalence we can now easily deduce the proposition for all p-adically closed fields
K : for ϕ(x¯, a¯) a formula, as Hγ,η,η is definable by ψ(x¯, b¯)
K ⊧ ∀a¯ "ϕ(x¯, a¯) defines a bounded subgroup of SL2(K) of dimension 3 and normalised by w"
Ð→
⎡⎢⎢⎢⎢⎣
∃b¯ ∃x¯1, ..., x¯2(p−1) ⋀
0≤i≤2(p−1)
ϕ(x¯i, a¯) ∧ ∀y¯ (ϕ(y¯, a¯) → ⋁
0≤i≤2(p−1)
ψ(y¯ ⋅ x¯−1i , b¯))
⎤⎥⎥⎥⎥⎦
Conjecture 1. For K a p-adically closed field and H a definable subgroup of SL2(K). If H is bounded
and non solvable and if w does not normalize H then, up to conjugacy, there exists γ, η1, η2 ∈ Γ such
that Hγ,η,η is subgroup of finite index of H at most 2(p − 1) if p ≠ 2 (or at most 4 if p = 2).
Remark. By the remark on page 10, we can transfer theorem C and proposition 15 to Qanp , if we
replace "non solvable" by "of dimension 3".
The following tabular sum up the description of all definable subgroups of SL2(K) up to conjugacy
for K a p-adically closed field :
Algebraic properties "Frame" subgroups Definable subgroups in p-adically closed field
Nilpotent
U and U+ ( 1 aγO0 1 ) or ( ±1 aγO0 ±1 )
Q1 virtually ( 1 + aγO 00 1 + aγO ) or
( {bγ}γ∈nΓ ⋅ (1 + aγO) 0
0 {bγ}γ∈nΓ ⋅ (1 + aγO) )
Qδ Zγ,δ for γ ∈ Γ>0
Solvable, non nilpotent
NG(Q1)
B ( P Z
0 P
) with P ≤K×, Z ≤K+ and P ⋅Z ⊆ Z
Non solvable, compact contained in SL2(O)g (g ∈ SL2(K))
Non solvable, non compact SL2(K)
3 Generosity of the Cartan subgroups
The important notion of genericity was particularly developped by Poizat for groups in stables theories
[15]. In any group that admits a geometric dimension notion, one expects to characterise genericity
in terms of maximal dimension. The term generous was introduced by Jaligot in [10] to show some
conjuguation theorem. The aim of this section is to say which definable subgroups are genereous. We
are showing that for K a p-adically closed field the only one generous Cartan subgroup of SL2(K) is
Q1 up to conjugacy. That generalize the same result for real closed fields shown in [1].
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Definition 16. • A part X in a group G is said generic if G can be covered by finitely many
translates of X :
G = n⋃
i=1
gi ⋅X
• X is generous if the union of its conjugate XG = ⋃g∈GXg is generic.
Remark. If G is a definable group in a p-adically closed field, then genericity imply of being of
maximal dimension. The converse is false : dimZp = dimQp but Zp is not generic in (Qp,+).
Let us begin by a general proposition true for every valued field.
Proposition 17. Let (K,v) be valued field.
1. The set W = {A ∈ SL2(K) ∣ v(tr(A)) < 0} is generic in SL2(K).
2. The set W ′ = {A ∈ SL2(K) ∣ v(tr(A)) ≥ 0} is not generic in SL2(K).
Proof. 1. We consider the matrices :
A1 = I, A2 = ( 0 1−1 0 ) , A3 = ( a
−1 0
0 a
) and A4 = ( 0 −b−1b 0 )
with v(a) > 0 and v(b) > 0.
We show that SL2(K) = ⋃4i=1AiW . Suppose there exists
M = ( x y
u t
) ∈ SL2(K)
such that M ∉ ⋃4i=1AiW .
Since M ∉ A1W ⋃A2W , we have x+ t = ε and y−u = δ with v(ε) ≥ 0 and v(δ) ≥ 0. Since M ∉ A3W ,
we have ax + a−1t = η with v(η) ≥ 0. We deduce t = η−aε
a−1−a
. Similarly, it follows from M ∉ A4W that
u = θ−bδ
b−1−b
with some θ such that v(θ) ≥ 0.
Since v(a) > 0, we have v(a + a−1) < 0. From v(η − aε) ≥ min{v(η);v(aε)} ≥ 0, we deduce that
v(t) = v( η−aε
a+a−1
) = v(η − aε) − v(a + a−1) > 0. Similarly v(u) > 0. It follows that v(x) = v(ε − t) ≥ 0 and
v(y) ≥ 0.
Therefore v(det(M)) = v(xt − uy) ≥min{v(xt), v(uy)} > 0 and thus det(M) ≠ 1, a contradiction .
2. We show that the family of matrices (Mx)x∈K× cannot be covered by finitely many SL2(K)-
translates of W ′, where :
Mx = ( x 00 x−1 )
Let A = ( a b
c d
) ∈ SL2(K). Then tr(A−1Mx) = dx + ax−1. If v(x) > max{∣v(a)∣, ∣v(d)∣} then
v(tr(A−1Mx)) < 0 and Mx ∉ AW ′.
Therefore for every finite family {Aj}i≤n, there exists x ∈K such that Mx ∉ ⋃nj=1AjW ′.
Remark. We remark that the sets W and W ′ form a partition of SL2(K). They are both definable
in the field language if the valuation v is definable in K.
We focus now on Qp, with the notation from previous section, we define the angular component
ac ∶ Qp Ð→ Fp by ac(x) = res(p−vp(x)x). Thus, if p ≠ 2 an element x ∈ Q×p is a square if and only if
vp(x) is even and ac(x) is a square in Fp. For p = 2, an element x ∈ Q2 can be written x = 2nu with
n ∈ Z and u ∈ Z×
2
, then x is a square if n is even and u ≡ 1 mod 8 [16].
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Lemma 18. W ⊆ QSL2(Qp)
1
and for δ ∈ Q×p/(Q×p)2 and µ ∈ GL2(Qp), Qµ⋅SL2(Qp)δ ⊆ W ′, moreover
USL2(Qp) ⊆W ′.
Proof. Let be A ∈ SL2(Qp) with vp(tr(A)) < 0.
For p ≠ 2, since vp(tr(A)) < 0, vp(tr(A)2 − 4) = 2vp(tr(A)) and ac(tr(A)2 − 4) = ac(tr(A)2), so
tr(A)2 − 4 is a square in Qp.
For p = 2, we can write tr(A) = 2nu with n ∈ Z and u ∈ Z×p . Then tr(A)2 − 4 = 22n(u2 − 4 ⋅ 2−2n). Since
n ≤ −1, u2 − 4 ⋅ 2−2n ≡ u2 ≡ 1(mod 8), so tr(A)2 − 4 ∈ (Q×
2
)2.
In all cases, by the proposition 4, W ⊆ QSL2(Qp)
1
and, by complementarity, Q
µ⋅SL2(Qp)
δ
⊆ W ′, and
USL2(Qp) ⊆W ′.
We can now conclude with the following corollary, similar to [1, Remark 9.8]:
Corollary 19. Let K be a p-adically closed field.
1. The Cartan subgroup Q1 is generous in SL2(K).
2. The Cartan subgroups Qµ
δ
(for δ ∈K×/(K×)2 and µ ∈ GL2(K)) are not generous in SL2(K).
3. U is not generous.
Proof. Lemma 18 shows that Q
SL2(Qp)
1
is generic. Q
SL2(Qp)
1
is definable by free parameter formula
ϕ(x), so
Qp ⊧ ∃a1, ..., an ∈ S ∀x ∈ S n⋁
i=1
ϕ(a−1i x)
K satisfies the same formula and Q1 is generous in SL2(K). We reason similarly for Qδ and U .
Remark. If K is a field elementary equivalent to a finite extension of Qp, there is the same caracter-
isation of square in K×, so the same result than Corollary 19 is true.
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