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Given a set of types I, a type 0 # I, a subset J of I containing 0, and a diagram
I0 over I"[0], a geometry 1 over the set of types J is said to be locally truncated
of I0 -type if the J"[0]-residues of 1 are truncations of geometries or chamber
systems belonging to I0 . We give a sufficent condition for such a geometry to be the
J-truncation of a chamber system over the set of types I with all I"[0]-residues
belonging to I0 . Then we apply our result to some special cases. We exploit it to
classify flag-transitive cn.c*-geometries of rank n+24 and cn.c*-geometries of
order 2. We give a new proof of a theorem of Ronan on Cn .L-geometries and we
construct chamber systems for a number of sporadic groups in which certain well
known geometries are involved as truncations or residues.  2001 Academic Press
1. INTRODUCTION
Given a geometry 1 which, according to its diagram, could be a trunca-
tion of a structure C (a geometry or a chamber system) belonging to a
‘‘nicer’’ diagram of higher rank, it is often important to know whether such
a completion C of 1 actually exists. In this paper we prove that if 1
satisfies certain general conditions then the required completion exists.
(However, that completion is a chamber system, not a geometry, in
general.) Then we apply our result to some special cases.
The problem of restoring truncated objects has been studied by many
authors in a number of particular cases but, as far as we know, Ronan
[22] and Brouwer and Cohen [1] are the only ones who have studied that
problem from a more general point of view. Our paper is a continuation
of their work.
1.1. Organization of the Paper
In Section 2, we study completions in general. The results obtained in
Section 2 are exploited in Section 3 to classify flag-transitive cn.c*-geometries
doi:10.1006jcta.2000.3138, available online at http:www.idealibrary.com on
289
0097-316501 35.00
Copyright  2001 by Academic Press
All rights of reproduction in any form reserved.
of rank n+24 and cn.c*-geometries of order 2, thus generalizing a
theorem of Meixner [12] on flag-transitive c2.c*-geometries and a theorem
of Huybrechts and Pasini [6] on ‘‘homogeneous’’ cn.c*-geometries of order 2.
In Section 4, we revisit a celebrated theorem of Ronan [22] on quotients
of truncated dual polar spaces (see also Brouwer and Cohen [1]), giving
a fairly elementary proof of that theorem. Furthermore, we consider two
exceptional C2 .L-geometries, related to the groups M24 and L3 (2) .2 and
characterized by Ronan [21], which do not arise from dual polar spaces.
They also admit interesting completions of rank 4, called C(M24) and
C(L3 (2)2) in this paper. The so-called ‘‘T-geometry’’ for M24 (see [10]) is
involved in C(M24) as a residue.
Chamber systems for the sporadic groups Fi24 , 3 } Fi24 , Co1 and M are
also constructed in Sections 5 and 6. Most of them involve C(M24) as a
residue. Actually, none of those chamber systems is new. Indeed, they are
either mentioned in Ronan [22] or implicit in Ivanov [9]. However, they
had been obtained by selecting suitable subgroups of the above mentioned
groups, whereas we obtain them by a general geometric construction. In
the final part of Section 6, the geometries of the so-called Suzuki series and
a geometry for J4 are also considered.
More applications can be found for our construction, but we cannot
discuss all of them in one paper. We hope that the applications offered in
this paper are enough to show how our construction can be used.
1.2. Terminology and Notation
Some knowledge of chamber systems is necessary to read this paper but,
perhaps, not so many readers are familiar with them. In view of that, we
shall gather in Section 7 all notions on chamber systems needed in this
paper. We only state some notation here, to be used in Section 2.
(1) Given a geometry 1, we denote its chamber system by C(1).
(2) Given two chambers A, B of a chamber system C and a type i of
C, if A and B are i-adjacent in C, then we write Ati B.
(3) Given a type i and a chamber A of a chamber system C, we
denote by [A] i the vertex of C of type i containing A (see Subsection 7.1.1)
and, for every subset J of the type set I of C, we set
[A]J :=[[A]j] j # J .
(Note that [A]J is a flag of type J of the structure 1(C)=(V(C), V, t)
defined in Subsection 7.1.2). Also, given a vertex V of C and a subset J of
I, we set
_J (V) :=[[A]J | A # V]
and we call _J (V) the J-shadow of V.
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(4) Given a chamber system C over the set of types I and a proper
subset J of I, we denote by TrJ (C) the J-truncation of C (see Subsection
7.4).
Diagram geometries are certainly better known than chamber systems. We
follow [19] for diagram geometries, except for a few changes of notation:
(5) In this paper, the residue of an element a (a flag F ) of a geometry
1 will be denoted by Res1 (a) (resp. Res1 (F )).
(6) Given a geometry 1 over the set of types I and a proper subset
J of I, the geometry obtained from 1 by deleting the elements of type j # J
will be called the J-truncation of 1 and denoted by TrJ (1 ). (That is,
TrJ (1) is the geometry called Tr&J (1 ) in [19].)
(7) We use the symbol Aut(1 ) to denote the group of special (i.e.,
type-preserving) automorphisms of 1. (That group is denoted by Auts (1 )
in [19], whereas the symbol Aut(1) is used in [19] to denote the group
of all, possibly non-special, automorphisms of 1.)
We recall that, according to the definition of geometry stated in [19], all
geometries are residually connected (that is, all residues of rank at least 2
are connected) and firm (namely, every non-maximal flag is contained in at
least two chambers).
We also recall that a simple graph, called the diagram graph in [19], is
implicit in every diagram. Accordingly, when we say that a type i and a set
J of types are joined (disjoined ) in a given diagram I, we mean that i is
joined to some (disjoined from any) type j # J in the diagram graph of I.
If we say that a set of types K separates a type i from another set of types
J in I, we mean that every path from i to J in the diagram graph of I meets
K somewhere (see [19, Chap. 5]).
2. DEFINITIONS AND MAIN RESULTS
Henceforth, I is a given set of types, J is a proper nonempty subset of
I and 0 is a given type in J. We set
I0 :=I"[0], J0 :=J"[0], K :=I"J(=I0"J0).
Furthermore, J and I0 are diagrams over J and I0 , respectively, and T is
a given nonempty subset of J0 such that:
(1) T is disjoined from 0 in J and it separates J0"T from K in I0 .
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Note. Actually, in all special cases considered in Sections 36 of this
paper, the set T is a singleton. However, there is no need to assume |T |=1
in this section.
2.1. Definitions
Given a geometry 1 belonging to J, let 10 be the set of its 0-elements.
For every a # 10 , let Ca be a chamber system belonging to I0 .
Definition 1. Suppose that, for every a # 10 , the chamber system Ca
admits the K-truncation and C(Res1 (a))$TrK (Ca) via a given isomor-
phism .a . Then we say that 1 is locally of truncated I0 -type and that the
family ((Ca , .a))a # 10 is an I0-framework for 1.
Conventions. The isomorphisms .a will never be mentioned in the
sequel. Accordingly, we will never distinguish between C(Res1 (a)) and
TrK (Ca) (as if .a were the identity) and we will write (Ca)a # 10 instead of
((Ca , .a))a # 10 . These abuses will not cause any misunderstanding and will
make our notation a bit simpler.
Notation. Given a # 10 , for every flag F of Res1 (a), we denote by
Ca(F ) the cell of Ca corresponding to the cell of TrK (Ca) formed by the
chambers of Res1 (a) containing F (Section 7, Proposition 7.16).
As TrK (Ca)=C(Res1(a)), given a flag F of Res1 (a) of type J0"T, a
chamber A # Ca(F ) and a type k # K _ T, the T-shadow _T ([A]k) of [A]k
(Introduction, Subsection 1.2(3) is a family of flags of Res1 (a) of type T.
We set
?Fa(k, A) :=[X # _T ([A]k) | X _ F is a flag of 1],
?Fa(A) :=[(k, ?
F
a(k, A))]k # K _ T .
Definition 2. We denote by ?Fa the function sending every A # Ca(F ) to
?Fa(A) and we call it the T-projection of Ca(F ).
Definition 3. Given an I0 -framework (Ca)a # 10 for 1, its completion is
the graph C with coloured edges defined as follows:
(2.1) the elements of C (called chambers) are the pairs (a, A) with
a # 10 and A a chamber of Ca ;
(2.2) for every type i # I0 and any two chambers (a, A) and (b, B) of
C, if a=b and A, B are i-adjacent in Ca then we say that (a, A) and (b, B)
are i-adjacent in C and we write (a, A)ti (b, B);
(2.3) two chambers (a, A) and (b, B) of C are declared to be
0-adjacent in C (and we write (a, A)t0 (b, B)) precisely when a and b are
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incident to the same flag F of 1 of type J0"T and, furthermore, A # Ca(F ),
B # Cb (F ) and ?Fa(A)=?
F
b(B).
Definition 4. Let C be as above. As TrK (Ca)=C(Res1 (a)), for every
chamber (a, A) of C, the set [a] _ [[A]j] j # J0 is a chamber of 1. (Indeed,
[[A] j] j # J0 is the (unique) J0-flag X of Res1 (a) such that A # Ca(X).) The
function sending every chamber (a, A) of C to [a] _ [[A]j] j # J0 is a surjec-
tive mapping from the set of chambers of C to the set of chambers of 1.
We call it the canonical projection of C onto 1.
Definition 5. An I0 -framework (Ca)a # 10 is said to be fixed to T if the
following hold:
(2.4) for every a # 10 and every flag F of Res1 (a) of type J0"T, the
T-projection ?Fa is injective;
(2.5) we have ?Fa(Ca(F ))=?
F
b(Cb (F )) for every flag F of 1 of type
J0 "T and any two 0-elements a, b of 1 incident to F.
2.2. The Main Theorem
Henceforth, 1 is a given geometry with J as the set of types, (Ca)a # 10 is
an I0 -framework for it, C is the completion of (Ca)a # 10 (Definition 3) and
? is the canonical projection of C onto 1 (Definition 4).
Theorem 1 (Main Theorem). Let (Ca)a # 10 be fixed to T (Definition 5).
Then all the following hold:
(3.1) The graph C is a chamber system over the set of types I.
(3.2) The chamber system C admits the K-truncation, C(1)$TrK (C)
and, for a suitable isomorphism .: C(1 )  TrK (C), the composition .? is the
canonical projection of C onto TrK (C) (whence, ? is a morphism from C to
C(1 )).
(3.3) For a # 10 , let Va be the 0-vertex of C mapped onto C(Res1 (a))
by ?. (That vertex is uniquely determined, by (3.2).) Then Va $Ca .
(3.4) Let j # J0"T. Then for every [0, j]-residue X of C the restriction
?X of ? to X is a 1-covering from X to a [0, j]-residue of C(1). Further-
more, if J0"(T _ [ j]) separates j from T in J, then ?X is an isomorphism.
Proof. It is clear that, for every i # I, the relation ti is an equivalence
relation on the set of chambers of C. Thus, in order to prove that C is a
chamber system, we only need to prove the following:
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(i) For any two chambers (a, A), (b, B) of C, there are chambers
(a0 , A0), (a1 , A1), ..., (am , Am) of C and types i1 , i2 , ..., im # I such that
(a, A)=(a0 , A0)ti1 (a1 , A1)ti2 } } } t im (am , Am)=(b, B).
(ii) If (a, A)ti (b, B) and (a, A)tj (b, B) for distinct types i, j # I,
then a=b and A=B.
Proof of (i). Given two chambers (a, A) and (b, B) of C, let F, G be the
flags of type J0 "T in Res1 (a) and Res1 (b) respectively such that A # Ca(F )
and B # Cb (F). There are a sequence (a0 , a1 , ..., am) of 0-elements of 1 and
a sequence (F0 , ..., Fm) of flags of 1 of type J0"T such that a0=a, am=b,
F0=F, Fm=G and Fi is incident to both ai and ai+1 , for i=0, 1, ..., m&1.
(Compare [19, Lemma 5.18].) Let A0=A, Am=B and, for every i=1,
2, ..., m&1, let Ai # Cai (F i). By (2.3) of Definition 5, for every i=0, 1, ...,
m&1 there is a chamber Bi # Cai+1 (F i) such that ?
Fi
ai+1
(B i)=?Fiai(Ai). By
definition, (ai , Ai)t0 (ai+1 , Bi) for every i=0, 1, ..., m&1. Furthermore, Bi
and Ai+1 can be joined by a path in the chamber system Cai+1 and every
such path gives us a path from (ai+1 , Bi) to (a i+1 , A i+1) in C. Claim (i)
follows.
Proof of (ii). Let (a, A) and (b, B) be chambers of C with
(a, A)ti (b, B) and (a, A)tj (b, B) for different types i, j # I. At least one of
i, j belongs to I0 . Hence a=b. We may assume that i # I0 . If j # I0 , then
A=B by the analogous of (ii) in the chamber system Ca . Otherwise,
A, B # Ca(F ) and ?Fa(A)=?
F
a(B) for some flag F of Res1 (a) of type J0 "T.
Hence A=B, as ?Fa is injective (Definition 5, (2.4)).
Thus, (ii) is proved. Accordingly, (3.1) is proved, too.
Proof of (3.2). For every chamber X of 1, let .(X) be the K-cell X of
C containing a chamber (a, A) # ?&1 (X). Clearly, .(X) does not depend on
the choice of (a, A) in ?&1 (X). It is also clear that . is a bijection from the
set of chambers of 1 to the set of K-cells of C. Thus, in order to prove
(3.2), we only need to prove that, for every type j # J and any two
chambers X, Y of 1, we have Xtj Y in C(1 ) if and only if the K-cells .(X)
and .(Y) of C contain j-adjacent chambers.
Let a and b be the elements of type 0 in X and Y, respectively. Then,
with X0 :=X"[a] and Y0 :=Y"[b], we have
.(X)=[(a, A) | A # Ca(X0)], .(Y)=[(b, B) | B # Cb (Y0)].
Let j # J0 . If Xtj Y in C(1), then a=b. Hence, Xtj Y if and only if
(a, A)tj (a, B) for some A # Ca(X0) and some B # Ca(Y0). In this case, we
are done.
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Let Xt0 Y. Then X0=Y0 . Let F be the subflag of X0 of type J0 "T.
Given A # Ca(X0), let B # Cb (F) be such that ?Fa(A)=?
F
b(B). (A chamber B
with that property exists, according to Definition 5, (2.5).) Clearly, B #
Cb (X0) and (a, A)t0 (b, B), by definition.
Conversely, let A # Ca(X0) and B # Cb (Y0) with (a, A)t0 (b, B). Then, by
(2.3), X0 & Y0 contains a flag F of type J0"T and ?Fa(A)=?
F
b(B). Hence
X0=Y0 and Xt0 Y. This finishes the proof of (3.2).
Claim (3.3) is obvious. In view of (3.4), we need to prove the following:
(iii) for every type j # J and every j-panel P, the restriction ?P of ?
to P is injective. If furthermore j  T, then ?P is a bijection from P to a
j-panel of C(1 ).
Proof of (iii). We first prove that ?P is injective. When j # J0 , the con-
clusion easily follows from (2.4) of Definition 5. Let j=0 and let (a, A) and
(b, B) be chambers of C with (a, A)t0 (b, B) and ?(a, A)=?(b, B). As
(a, A)t0 (b, B), we have A # Ca(F ), B # Cb (F ) and ?Fa(A)=?Fb(B), for some
(J0"T)-flag F of 1 incident to both a and b. However, the equality
?(a, A)=?(b, B) forces a=b. Thus, ?Fa(A)=?
F
a(B). Hence A=B, accord-
ing to (2.4) of Definition 5. The injectivity of ?P is proved.
Turning to the second claim of (iii), let j # J"T. We need to prove that,
given a chamber (a, A) # P and a chamber X of 1 with Xtj ?(a, A){X,
we have X=?(b, B) for some chamber (b, B) # P.
Given (a, A) and X as above, let j=0 and let X0 be the (unique) flag
of Res1 (a) of type J0 such that A # Ca(X0). Then ?(a, A)=[a] _ X0
and X0=?(a, A) & X, since Xt0 ?(a, A). Let b and F be respectively the
element of X of type 0 and the subflag of X0 of type J0"T. By (2.5) of
Definition 5, there is a chamber B of Cb with ?Fb(B)=?
F
a(A). Hence
(b, B)t0 (a, A), according to (2.3) of Definition 3. Clearly, ?(b, B)=X.
Still with (a, A) and X as above, let now j # J"(T _ [0]). Then a # X. Let
X0 :=X"[a] and B # Ca(X0). As ?(a, A)tj X and C(Res1 (a))=TrK (Ca),
the chambers A and B belong to the same cell of Ca of type K _ [ j].
However, according to (1), T separates j from K in I0 . Hence, by Proposi-
tion 7.4 of Section 7, there is a chamber A$ # Ca(X0) with A$tj A. Clearly,
?(a, A$)=X. Thus, (iii) is proved.
The first claim of (3.4) easily follows from (iii). The second claim of (3.4)
remains to prove. In view of that, we need one more definition. Given a
chamber (a, A) of C, we set (a, A) :=?Fa(A), where F is the flag of
Res1 (a) of type J0 "T with A # Ca(F ). If (a, A)t0 (b, B), then (a, A)=
(b, B), by definition. Furthermore,
295LOCALLY TRUNCATED GEOMETRIES
(iv) Let J0"(T _ [ j]) separate j from T in J. Then (a, A)=(b, B)
for any two j-adjacent chambers (a, A), (b, B) of C.
Proof of (iv). Let (a, A)tj (b, B). Then a=b and Atj B in Ca . Conse-
quently, for every k # I0"[ j ], the chambers A, B belong to the same
vertex Ca of type k. In particular, suppose F _ X _ [a]=?(a, A) and
G _ Y _ [a]=?(a, B) for suitable flags F _ X and G _ Y of 1, with F and
G of type J0 "T and X, Y of type T (and ? denoting the canonical projec-
tion of C onto 1). Then X=Y and F _ X _ [a]tj G _ X _ [a] in C(1 ).
As J0"(T _ [ j]) separates j from T in J, all T-flags of 1 incident to F are
also incident to G, by the Direct Sum Theorem [19, Theorem 4.6]. Hence,
(a, A)=(b, B) and (iv) is proved.
We are now ready to finish the proof of (3.4). Let j # J0 and suppose that
J0 "(T _ [ j]) separates j from T in J. Given a chamber (a, A) of C, let X
be the [0, j]-cell of C containing (a, A) and let ?X be the restriction of ?
to X. The morphism ?X is a 1-covering, by (iii). Hence it is surjective. We
only need to show that ?X is injective.
Let (b, B), (c, C) # X be such that ?(c, C)=?(b, B). Then b=c and both
B and C belong to Cb (F ), for the same flag F of Res1 (b) of type J0 "T.
Furthermore, (b, B)=(c, C)=(a, A) by (iv) and by Definition 3, (2.3).
Therefore, B=C by the injectivity of ?Fb (Definition 5, (2.4)). The injec-
tivity of ?X is proved. K
Some information on the diagram of C is given in Theorem 1 ((3.3),
(3.4)), but it is not sufficent to describe the underlying graph of that
diagram (namely, its diagram graph, according to the terminology of
[19]). More information on that diagram is provided by the next theorem.
Theorem 2. Let (Ca)a # 10 be fixed to T, as in Theorem 1. Furthermore,
assume the following:
(4.1) For every flag F of 1 of type J0"T and any two 0-elements a, b
of 1 incident to F, let A, A$ # Ca(F ) and B, B$ # Cb (F ) be such that
?Fa(A)=?
F
b(B) and ?
F
a(A$)=?
F
b(B$). Then, for every k # K _ T, we have
Atk A$ if and only if Btk B$.
(4.2) Given a, b # 10 and a type j # J0 "T not joined to 0 in J, let F and
G be flags of 1 of type J0"T, incident to both a and b. Then, for any choice
of chambers A # Ca(F ), A$ # Ca(G), B # Cb (F ) and B$ # Cb (G) such that
?Fa(A)=?
F
b(B) and ?
G
a (A$)=?
G
b (B$), we have Atj A$ if and only if Btj B$.
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Then the following hold in C:
(5.1) For every k # K _ T, the [0, k]-residues of C are generalized
digons.
(5.2) If j # J0"T is disjoined from 0 in J, then every [0, j]-residue of
C is a generalized digon.
Proof. Given k # K _ T, let (a, A), (b, B) and (c, C) be chambers of C
such that (a, A)t0 (b, B)tk (c, C). Then there is a flag F of 1 of type
J0 "T, incident to both a and b and such that A # Ca(F ), B # Cb (F ) and
?Fa(A)=?
F
b(B). Furthermore, c=b, C # Cb (F ) and Ctk B in Cb . According
to (2.5) of Definition 5, there is a chamber D # Ca(F) with ?Fa(D)=?
F
b(C).
We have Atk D by (4.1). Hence (a, A)tk (a, D). As ?Fa(D)=?Fb(C), we
also have (a, D)t0 (b, C) (=(c, C)). Thus, (5.1) is proved.
Turning to (5.2), let j # J0"T be disjoined from 0 in J and let (a, A),
(b, B) and (c, C) be chambers of C with (a, A)t0 (b, B)tj (c, C). Then
b=c, Btj C in Cb and there is a flag F of 1 of type J0"T, incident to both
a and b and such that A # Ca(F ), B # Cb (F ) and ?Fa(A)=?
F
b(B). Let G be
the flag of Res1 (b) of type J0"T such that C # Cb (G). Note that the flag
F & G has type J0"(T _ [ j]) or J0"T and F=G in the latter case. Further-
more, a and G are incident to F & G. According to (1), 0 is not joined to
T in J. Furthermore, j is not joined to 0 in J, by assumption. Conse-
quently, J0"(T _ [ j]) separates j from 0 in J. Hence G is incident to a, by
the Direct Sum Theorem [19, Theorem 4.6]. According to Definition 5,
(2.5), there is a chamber D # Ca(G) with ?Ga (D)=?
G
b (C). Clearly,
(a, D)t0 (b, C). Also, Atj D in Ca , by (4.2). Hence (a, A)tj (a, D). It is
now clear that the [0, j]-residues of C are generalized digons, as claimed
in (5.2). K
2.3. On Automorphisms
As in the previous subsection, (Ca)a # 10 is a given I0 -framework for 1 and
C is its completion. As in Theorems 1 and 2, we assume (Ca)a # 10 to be
fixed to T.
We say that an automorphism g of 1 lifts to C if
(6.1) for every a # 10 , there is an isomorphism ga : Ca  Cg(a) such
that the isomorphism induced by ga from TrK (Ca) to TrK (Cg(a)) coincides
with the isomorphism induced by g from C(Res1 (a)) to C(Res1 (g(a))).
Clearly, if ga is as in (6.1), then
(6.2) ga(Ca(F ))=Cg(a) (g(F )) for every flag F of Res1 (a) of type
J0 "T.
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By the above and in view of (2.4) of Definition 5, the isomorphism ga , if
it exists, is unique.
Let g lift to C. We denote by C(g) the bijection from the set of chambers
of C to itself that sends (a, A) to (g(a), ga(A)). Clearly, C(g) is an
automorphism of C. We call it the lifting of g to C. However, in the sequel
we will never distinguish between g and its lifting C(g), thus (abusively)
calling g an automorphism of C.
Theorem 3. Let GAut(1 ) be flag-transitive on 1 and assume the
following:
(7.1) every g # G is an automorphism of C;
(7.2) for every a # 10 , the stabilizer of a in G induces on Ca a chamber-
transitive subgroup of Aut(Ca);
(7.3) for every flag F of 1 of type J0"T and any two 0-elements
a, b # 10 incident to F, there is an element g # G such that g(F )=F and
g(a)=b.
Then G is a chamber-transitive subgroup of Aut(C).
We leave the proof for the reader.
Remark. Clearly, Aut(C) Aut(1 ), with equality holding when every
g # Aut(1 ) lifts to C. Perhaps, examples exist where Aut(C)< Aut(1), but
we are not aware of any of them.
3. TWO APPLICATIONS TO c n.c*-GEOMETRIES
Given two positive integers n and s, a cn.c*-geometry of order s (a
c.c*-geometry of order s, for short, when n=1) is a geometry of rank n+1
with diagram and orders as
0 1 n&1 c n c* n+1
vwwwvw } } } } } wwvwwwwwvwwwwwv (cn .c*)
1 1 1 s 1
The integers 0, 1, ..., n+1 above the nodes of the diagram are the types and
the labels c and c* have the usual meaning: they stand for the class of cir-
cular spaces and the class of dual circular spaces, respectively. (We recall
that a circular space is a finite linear space with all lines of size 2.)
In this section we shall exploit Theorems 1 and 2 to classify
cn.c*-geometries of order 2 (Subsection 3.2) and flag-transitive cn.c*-geo-
metries of rank n+24 (Subsection 3.3).
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3.1. Preliminaries
In the sequel, 1 is a given cn.c*-geometry of order s, with n, s>1.
According to the notation of Section 2, we set
I :=[0, 1, ..., n, n+1, n+2, ..., n+s],
J :=[0, 1, ..., n, n+1],
T :=[n],
I0 :=I"[0]=[1, 2, ..., n, n+1, n+2, ..., n+s],
J0 :=J"[0]=[1, 2, ..., n, n+1],
K :=I"J=I0 "J0=[n+2, ..., n+s].
Furthermore, J stands for the diagram cn.c* with orders 1, 1, ..., 1, s, 1 and
with J as the set of types. I0 is the following Coxeter diagram of rank n+s,
with order 1 at every node:
n+1
v
|1
1 2 n&1 n | n+2 n+s&1 n+s
vwwwvw } } } } } wwvwwwwvwwwvw } } } } } wvwwwwv (I0)
1 1 1 1 1 1 1
Lemma 3.1. Assume that, for every a # 10 , a thin chamber system Ca is
given, belonging to I0 and such that TrK (Ca)=C(Res1 (a)). Then the family
(Ca)a # 10 is an I0-framework for 1 fixed to T and (4.1), (4.2) of Theorem 2
hold for it.
Proof. Let C0 be the Coxeter complex of type I0 . By Corollary 7.14 of
Section 7, Ca is a 2-quotient of C0 , for every a # 10 . As Coxeter complexes
are 2-simply connected (Section 7, Theorem 7.12), the above implies the
existence of a subgroup Na of Aut(C0) acting semi-regularly on the set of
cells of C0 of rank 2 and such that C0 Na $Ca (Section 7, Theorem 7.9).
Furthermore, given a flag U of 1 of type J0"[n, n+1], incident to a, let
Ua be the corresponding K _ [n, n+1]-cell of Ca . As TrK (Ca)=
C(Res1 (a)), we have Res1 (U _ [a])=TrK (Ua). Therefore, Ua is contained
in precisely s+2 vertices of type n+1. As Ua belongs to the Coxeter
diagram As+1 , the above forces Ua to be isomorphic to the Coxeter complex
of type As+1 . That is, the stabilizer of Ua in Na is trivial. Let v0 , v1 , ..., vs+1
be the dual points of 1 incident to U and let F=U _ [v0]. Then Ua may
be viewed as the (chamber system) of the simplex with v0 , v1 , ..., vs+1 as the
vertices and the chambers of Ca(F ) bijectively correspond to the chambers
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of Ua that contain v0 . Thus, they bijectively correspond to the permutations
of [1, 2, ..., s+1], adjacent chambers corresponding to permutations that
differ by a transposition of two consecutive terms. If : is the permutation
corresponding to A # Ca(F ), then _T ([A]n+k) & Res1 (F )=[[v0 , v:( j)]]kj=1
for k=2, 3, ..., s and _T ([A]n) & Res1 (F)=[v0 , v:(1)].
The above makes it clear that the T-projection ?Fa is injective. Also, since
J0 "[n, n+1] separates 0 from n and n+1, the elements v0 , v1 , ..., vs+1 do
not depend on the particular choice of the point a incident to U. Hence,
both conditions of Definition 5 and (4.1) of Theorem 2 hold. Furthermore,
(4.2) of Theorem 2 holds for j=n+1.
Finally, let us prove that (4.2) of Theorem 2 holds for any j=
2, 3, ..., n&1. Let a, b, F and G, be as in the hypotheses of Theorem 2(4.2),
with Ftj G. As jn, the flags F and G have the same element x of type
n+1 and, as a and b are incident to both F and G, x is incident to both
a and b. Let Xa and Xb be the vertices of Ca and Cb respectively corre-
sponding to x. If Xa is viewed as a chamber system over the set of types
I0"[n + 1], then TrK (Xa) $ Res1 (a, x). The latter is a truncation of a
Coxeter complex of type An+s&1 . Hence Xa is a Coxeter complex of type
An+s&1 . Precisely, let X be the set of points of 1 incident to x and let X
be the (n+s)-dimensional simplex with X as the set of vertices. Then a # X
and Xa is the residue of a in X. Similarly, b # X and Xb is the residue of b
in X.
The chambers of X bijectively correspond to the permutations of X, two
chambers being adjacent when they differ by a transposition of two con-
secutive terms. Let a0 , a1 , ..., an+s be the elements of X. We may assume to
have ordered them in such a way that a=a0 and b=a1 . Given A, A$, B
and B$ as in the hypotheses of Theorem 2(4.2), let :, ;, :$ and ;$ be the per-
mutations of X corresponding to A, B, A$ and B$, respectively. We may
assume that : is the identity permutation. Namely,
[a0], [a0 , a1], [a0 , a1 , a2], ..., [a0 , a1 , ..., an+s&1]
are the elements of A, the latter being viewed as a chamber of X. The
elements of ?Fa(A) are
(n, [a0 , a1 , ..., an]),
(n+2, [[a0 , ..., an&1 , an], [a0 , ..., an&1 , an+2]]),
(n+3, [[a0 , ..., an&1 , an], [a0 , ..., an&1 , an+2], [a0 , ..., an&1 , an+3]]),
...
Thus, as B # Cb (F ) and ?Fb(B)=?
F
a(A), the elements of B in X are the
following: [a1], [a0 , a1], [a0 , a1 , a2], ..., [a0 , a1 , ..., an+s&1]. They are just
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the same as in A, but for replacing [a0] with [a1]. That is, ; is the trans-
position (a0 , a1). Suppose Atj A$. Then :$=(aj , aj+1) and ;$=:$ } (a0 , a1).
Hence,
;$=(aj , aj+1) } (a0 , a1)=(a0 , a1) } (aj , a j+1)=; } (aj , aj+1).
(Note that, as j>1, we have (a0 , a1) } (aj , aj+1)=(aj , a j+1) } (a0 , a1).)
Therefore, Btj B$. K
Lemma 3.2. Keeping on 1 the hypotheses of Lemma 3.1, assume further-
more that n3. Then 1 is a 2-quotient of the [n+2, n+3, ..., n+s]-trunca-
tion of the Coxeter complex belonging to the following diagram, which we
call I:
n+1
v
|
0 1 n&1 n | n+2 n+s&1 n+s
vwwwvw } } } } } wwvwwwwvwwwvw } } } } } wvwwwwv (I)
Proof. By Lemma 3.1 and Theorems 1 and 2, we have C(1)=TrK (C)
for a suitable thin chamber system C belonging to I. However, all thin
chamber systems are 2-quotients of Coxeter complexes (Section 7,
Corollary 7.14) and the latter are 2-simply connected (Section 7, Theorem
7.12). Hence, if C is the Coxeter complex belonging to I, we have C=C N
for a suitable subgroup N of Aut(C ) acting semi-regularly on the set of
rank 2 residues of C (Section 7, Theorem 7.19). Therefore, C(1)=TrK (C )N.
We shall now prove that TrK (C ) is a 2-cover of TrK (C )N. (Actually, we
shall prove more than that: TrK (C ) is the universal 2-cover of TrK (C )N.)
In view of that, we first notice the following:
(V) N acts semi-regularly on the set of cells of C of type K _
[n, n+1] and on the set of cells of type K _ [n&1, n].
(This claim can be proved by the same argument used in the proof of
Lemma 3.1 to show that Ua is a Coxeter complex; we leave the details for
the reader.) It easily follows from (V) that, for every subset H of I with
|H & J |2, the cells of C N of type H are isomorphic to their preimages
in C , hence they are 2-simply connected. Therefore, TrK (C ) is the universal
2-cover of TrK (C )N, by Theorem 7.19 of Section 7. K
Note. Let n=2. If the hypotheses of Lemma 3.1 hold, then we can still
construct the completion C of (Ca)a # 10 . The chamber system C is still thin,
but it need not belong to the diagram I. Indeed, by Theorem 1, the
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residues of C of type [0, 1] are ordinary m-gons, but m might be any mul-
tiple of 3 and might even depend on the particular choice of the residue.
However, if m is the same for every [0, 1]-residue, then C is a 2-quotient
of a Coxeter complex (Section 7, Corollary 7.14).
3.2. A Classification of cn.c*-Geometries of Order 2
The following is well known (see [6, Corollary 3.8], for instance).
Lemma 3.3. The followings are the only c.c*-geometries of order 2:
(i) the [3]-truncation of the Coxeter complex 2 of type D4
v3 (type to truncate)
|
0 |1 2
vwwwwvwwwwv
(ii) the 2-quotient of the above by the center of Aut(2),
(iii) the geometry obtained from PG(3, 2) by removing a plane u, a
point a  u, all points and lines of u and all planes and lines through a.
Lemma 3.4. Up to isomorphism, there are just two c2.c*-geometries of
order 2, namely the [4]-truncation of the Coxeter complex of type D5 and
a uniquely determined 2-quotient of that truncation.
v4 (type to truncate)
|
0 1 |2 3
vwwwwvwwwwvwwwwv
Proof. Let 1 be a c2.c*-geometry of order 2. By Lemma 3.3 and
Huybrechts and Pasini [6, Lemma 3.10], given a 0-element a of 1, one of
the following holds:
(1) Res1 (a) is a truncation of a Coxeter complex of type D4 . In this
case we say that a is of Coxeter type.
(2) Res1 (a)=2Z with Z=Z(Aut(2)) and 2 a truncated Coxeter
complex of type D4 , as above. In this case we say that a is of halved
Coxeter type.
If all 0-elements of 1 are of the same type, then the conclusion follows
from the main theorem of Huybrechts and Pasini [6]. Thus, henceforth,
we suppose that some of them are of Coxeter type and some are of halved
Coxeter type.
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We first fix some notation and terminology. We call 0-, 1-, and
2-elements points, lines and planes, respectively. If two distinct points a, b
are collinear (i.e., incident to the same line) then we write a=b. The set of
points collinear with a given point a will be denoted a= (with the conven-
tion that a  a=.)
The following is straightforward: If the point a is of Coxeter type, then
it belongs to precisely eight lines and the relation ‘‘being coplanar’’ defines
a complete 4-partite graph on the set of lines incident to a, with all classes
of size two. If l and m are distinct coplanar lines on a, then there is just one
plane incident to both l and m.
If the point a is of halved Coxeter type, then Res1 (a) is flat; namely, a
is incident to precisely four lines and four 3-elements and each of those
lines is incident to all of those 3-elements. For any two lines l, m on a, there
are exactly two planes incident to both l and m.
We have assumed that at least one point of 1, say a, is of halved Coxeter
type. Thus, Res1 (a) is flat. Accordingly, a is incident to precisely four lines
and no two lines on a have the same points. Hence |a=|=4, say
a==[b1 , b2 , b3 , b4]. For i=1, 2, 3, 4, let li be the line on a and b i and, for
1i< j4, let ui, j and vi, j be the two planes on li and l j . Let xi, j (resp.
yi, j) be the line of ui, j (of vi, j) on b i and bj .
If xi, j { yi, j , then xi, j and yi, j are not coplanar (for they have the same
points). In this case, bi is of Coxeter type. Otherwise, xi, j= yi, j . Then li
and xi, j are distinct lines on bi incident with the same pair of distinct
planes. In this case bi is of halved Coxeter type.
If b1 is of halved Coxeter type, then x1, i= y1, i for every i=2, 3, 4 and all
points of a= are of halved Coxeter type. In this case, 1 has just five points,
namely a, b1 , b2 , b3 and b4 , and all of them are of halved Coxeter type,
contrary to our assumptions.
Therefore xi, j { yi, j for 1i< j4 and all points of a= are of Coxeter
type. Given one of them, say b1 , there are eight lines on it, namely l1 ,
x1, j , y1, j (i, j=2, 3, 4) and one more line, say m1 , which goes from b1 to
a point c  a=. As c=% a, the lines l1 and m1 are not coplanar. Therefore, m1
and x1, i (or y1, j) are coplanar and c=bi for all i=1, 2, 3, 4. Accordingly,
1 has precisely six points (namely, a, b1 , b2 , b3 , b4 and c), twenty lines
(namely, l1 , l2 , l3 , l4 , the lines xi, j and yi, j for 1i< j4 and the line mi
joining c to bi , for every i=1, 2, 3, 4) and forty planes (one plane for every
triple of lines forming a triangle).
Thus, the system of points, lines and planes of 1 is uniquely determined
(up to isomorphism). As that system uniquely determines the 3-elements of
1, the geometry 1, if it exists, is unique up to isomorphism. However, a
geometry like 1 actually exists, obtained as a 2-quotient of the [4]-trunca-
tion 1 of the Coxeter complex 2 of type D5 . Let [a~ , c~ ] be a pair of non-
collinear points of 1 and let Z be the center of the stabilizer of a~ and c~ in
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Aut(1 ) (=Aut(2)). Then Z defines a 2-quotient 1 Z of 1 . The canonical
projection of 1 onto 1 Z sends a~ and c~ to distinct points of halved Coxeter
type whereas the remaining eight points of 1 are mapped onto points of
Coxeter type. Therefore, 1$1 Z. K
Theorem 3.5. Let 1 be a cn.c*-geometry of order 2. Then either 1 is a
2-quotient of the [n+2]-truncation of the Coxeter complex of type Dn+3
n+2 (type to truncate)
v
|
0 1 n&1 |n n+2
vwwwvw } } } } } wwvwwwwvwwwwv
or n=1 and 1 is as in Lemma 3.3(iii).
Proof. When n2, the conclusion follows from Lemmas 3.3 and 3.4.
When n>2, we obtain the conclusion by an inductive application of
Lemma 3.2. We leave the details for the reader. K
Remark. The main result of Huybrechts and Pasini [6] easily follows
from Theorem 3.5.
3.3. Classification of Flag-Transitive cn.c*-Geometries, n>1
Two flag-transitive c2.c*-geometries with automorphism groups iso-
morphic to M11 are described by Meixner [12]. One of them has order 7.
We call it 1(M11). The other one, also mentioned in Buekenhout [2, (27)],
has order 3. We call it 2(M11). Referring to [12] for the description of
these geometries, we only recall a few information on them.
The geometry 2(M11) is 2-simply connected. On the other hand, 1(M11)
is not 2-simply connected. Its universal 2-cover, which we call 1 (M11), is
a double cover (Meixner [12]). Meixner constructs 1 (M11) group-theoreti-
cally, but we give a geometric description here.
Description of 1 (M11). Let V=V(11, 3), with natural basis B=
[bi]11i=1 , and let C11 (/V) be the 5-dimensional ternary Golay code for
M11 . As usual, given a vector v # V, its weight w(v) is the number of sum-
mands in the expression of v as a linear combination of the vectors of B.
The vectors of V of weight 1 (namely, the vectors of B and their
opposite) are the 3-elements 1 (M11). The 2-elements of 1 (M11) are the
pairs (v1 , v2) where v1 and v2 are vectors of weight 3 and 2 respectively and
v1+v2 is a word of C11 of weight 5. The 1-elements are the pairs [x, &x]
with x a vector of weight 2. The 0-elements are the elements of B.
The incidence relation is defined as follows. Let v be a 3-element. Given
a 2-elements (v1 , v2), we say that v and (v1 , v2) are incident when v is a
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summand of v2 , namely w(v2&v)=1. A 1-element [x, &x] (a 0-element b)
is incident to v precisely when w(x+v)=3 (resp. w(b+v)=2). Given a
2-element (v1 , v2) and a 1-element [x, &x] (a 0-element b), we say that
they are incident when either v1&x or v1+x has weight 1 (either v1&b or
v1+b has weight 2). A 1-element [x, &x] and a 0-element b are said to
be incident when either b+x or b&x has weight 1.
Clearly, Aut(1 (M11))=Z_M11 with |Z|=2. The group Z defines a
2-quotient of 1 (M11) and we have 1 (M11)Z$1(M11), as it is clear by
comparing the above with the construction of 1(M11) given by Meixner
[12].
Neither 2(M11) nor 1 (M11) are truncated Coxeter complexes. Indeed,
according to its order, if 2(M11) were such a truncation, it might only arise
from the Coxeter complex of type E6 , but the Coxeter group of that type
is U4 (2) 2 ($3 M11). Turning to 1 (M11), the appropriate Coxeter diagram
is non-spherical, whence it describes an infinite complex.
Two flag-transitive c3.c*-geometries of order 7 also exist which have
nothing to do with Coxeter complexes. We call them 1(M12) and 1 (M12).
They can be described as follows:
The Geometry 1(M12). Let 7 be the Steiner system S(5, 6, 12) for M12 .
The 0-, 1- and 2-elements of 1(M12) are the points, the pairs of points and
the triples of points of 7. The 3-elements of 1(M12) are the pairs (X, Y)
with X a quadruple of points of 7 and Y a block of 7 containing X. The
4-elements are the points of 7. A 3-element (X, Y) and a 0-element a
(a 1-element [a, b], a 2-element [a, b, c], a 4-element d ) are incident
in 1(M12) precisely when a # X (resp. [a, b]/X, [a, b, c]/X, d # Y"X).
A 4-element d and a 0-element a (a 1-element [a, b], a 2-element [a, b, c])
are incident in 1(M12) if and only if d{a (resp. d  [a, b], d  [a, b, c]).
The incidence relation between 0-, 1- and 2-elements is the natural one
(symmetrized inclusion).
Clearly, Aut(1(M12))=M12 (whence the name we have chosen for this
geometry). If we imitate the above construction in S(4, 5, 11), then we
obtain 1(M11) (see Meixner [12]). Hence the residues of the 0-elements of
1(M12) are isomorphic to 1(M11).
The Geometry 1 (M12). Let B=[bi]12i=1 be the natural basis of V=
V(12, 3) and let C12 (/V) be the 6-dimensional ternary Golay code for
M12 . Given v # V, we denote by w(v) its weight (with respect to B).
The vectors of V of weight 1 are the 4-elements of 1 (M12). The
3-elements of 1 (M12) are the pairs (v1 , v2) where v1 and v2 are vectors of
weight 4 and 2 respectively and v1+v2 is a word of C12 of weight 6. The
2-elements of 1 (M12) are the pairs (X, =) where X is an (unordered) triple
of vectors of B and = stands for 1 or &1. The 1- and 0-elements are the
unordered pairs of vectors of B and the vectors of B, respectively.
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The incidence relation is defined as follows. Let v be a 4-element. We say
that a 3-element (v1 , v2) is incident to v when w(v2&v)=1. A 2-element
(X, =) (a 1-element Y, a 0-element b) is incident to v precisely when
[v, &v] & X=< (resp. [v, &v] & Y=<, b  [v, &v]).
Let (v1 , v2) be a 3-element. We say that a 2-element ([bi , bj , bk], =) is
incident to (v1 , v2) when there are non-zero elements ti , tj , tk # GF(3) such
that ti tj tk== and w(v1&tib i&t jbj&tk bk)=1. A 1-element [b i , bj] is said
to be incident to (v1 , v2) when w(v1&tibi&tjb j)=2 for some choice of
non-zero elements ti , tj # GF(3). A 0-element b is said to be incident to
(v1 , v2) when either v1&b or v1+b has weight 3. A 2-element (X, =) and
a 1-element Y (a 0-element b) are incident if and only if Y/X (resp. b # X).
A 1-element Y and a 0-element b are incident if and only if b # Y.
By comparing the above with the previous description of 1 (M11), one
can see that the residues of the 0-elements of 1 (M12) are isomorphic to
1 (M11).
Clearly 1 (M12) is flag-transitive and Aut(1 (M12))$2 } M12 (non-split
extension). The center Z of Aut(1 (M12)) defines a 2-quotient of 1 (M12)
and 1 (M12)Z$1(M12). It will turn out from Lemma 3.7 that 1 (M12) is
2-simply connected. Hence it is the universal 2-cover of 1(M12).
Some properties of the above mentioned geometries are summarized in
the following table, where n+2 (=4 or 5) is the rank of the geometry, G
is its automorphism group, G0 (resp. Gn+1) is the stabilizer in G of an ele-
ment of type 0 (resp. n+1) and |10 | (resp. |1n+1 | ) is the number of
elements of type 0 (resp. n+1).
1 2(M11) 1(M11) 1 (M11) 1(M12) 1 (M12)
Rank(=n+2) 4 4 4 5 5
Order(=s) 3 7 7 7 7
|10 | 12 11 11 12 12
|1n+1 | 22 11 22 12 24
G M11 M11 2_M11 M12 2 } M12
G0 L2 (11) M10 2_M10 M11 2_M11
Gn+1 A6 M10 M10 M11 M11
Note also that, in any case, the collinearity graph of 1 (with 0- and
1-elements taken as points and lines) is a complete graph. (See Meixner
[12] for 2(M11) and 1(M11) and the previous descriptions for 1 (M11),
1(M12) 1 (M12).)
306 CECCHERINI AND PASINI
Lemma 3.6 (Meixner [12]). Let 1 be a flag-transitive c2.c*-geometry
of order s. Then either 1 is a 2-quotient of the [4, 5, ..., s+2]-truncation of
a Coxeter complex belonging to the following diagram,
v3
|
0 1 |2 4 s+1 s+2
vwwwvwwwvwwwvw } } } } } wwvwwwwv
or it is isomorphic to one of the geometries 1(M11), 1 (M11), or 2(M11).
Lemma 3.7. Let 1 be a flag-transitive c3.c*-geometry of order s. Then
either 1 is a 2-quotient of the [5, 6, ..., s+3]-truncation of a Coxeter com-
plex belonging to the following diagram,
v4
|
0 1 2 |3 5 s+2 s+3
vwwwvwwwvwwwvwwwvw } } } } } wwvwwwwv
or it is isomorphic to one of the geometries 1(M12) or 1 (M12).
Proof. Let a be a 0-element of 1. If Res1 (a) is a 2-quotient of a trun-
cated Coxeter complex, then 1 is also a 2-quotient of a truncated Coxeter
complex, by Lemma 3.2.
Suppose that Res1 (a) is isomorphic to 2(M11), 1(M11) or 1 (M11). As
previously noticed, the collinearity graph of 2(M11), 1(M11) and 1 (M11) is
a complete graph. Furthermore, when Res1 (a) is isomorphic to 1(M11) or
1 (M11), then a is incident to exactly eleven 1-elements. If Res1 (a)$
2(M11), then a is incident to twelve 1-elements.
The above implies that the collinearity graph 1 is a complete graph with
12, 12 or 13 points, according to whether Res1(a) is isomorphic to 1(M11),
1 (M11) or 2(M11). Furthermore, the group, say G , induced by G :=Aut(1 )
on 10 , is 4- or 5-transitive, with point-stabilizers isomorphic to M11 . These
conditions force G =M12 and |10 |=12. Hence Res1 (a) is isomorphic to
either 1(M11) or 1 (M11).
In the first case it is easy to see that 1=1(M12). Thus, suppose
Res1 (a)$1 (M11) and let Z be the kernel of the action of G on 10 . Then
Z induces a group of order 2 on the residue of each 0-element. Therefore,
|Z|=2 and either G is the non-split extension 2 } M12 or G=2_M12 . In
any case, Z defines a 2-quotient of 1 and 1Z$1(M12).
Suppose G=2 } M12 (non-split extension). It is not difficult to see that,
up to conjugacy, just one amalgam of subgroups of 2 } M12 gives rise to a
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c3.c*-geometry of order 7. Then 1 and 1 (M12) are defined by the same
amalgam of subgroups of G. That is, 1=1 (M12).
Suppose G=2_M12 . Then, as 1Z$1(M12) and the latter is a
2-quotient of 1 (M12), the chamber systems C(1) and C(1 (M12)) are
proper 2-quotients of the universal 2-cover C of C(1(M12)). The
[1, 2, 3, 4]-residues of C are 2-covers of C(1 (M11)). However, C(1 (M11))
is 2-simply connected. Consequently, C is a 4-cover of both C(1 ) and
C(1 (M12)). Hence, C is geometric, by Proposition 7.11 of Section 7. As the
point-residues of the geometry 1 :=1(C ) are isomorphic to 1 (M11) and
the collinearity graph of the latter is a complete graph with 11 points, the
collinearity graph of 1 is also a complete graph and it has 12 points.
However, if so, 1 cannot be a proper 4-cover of 1. We have reached a con-
tradiction. Therefore, G=2 } M12 and 1=1 (M12). Especially, 1 (M12) is
2-simply connected. K
Theorem 3.8. Let 1 be a flag-transitive cn.c*-geometry with n2. Then
one of the following holds:
(i) 1 is a 2-quotient of a truncated Coxeter complex as in Lemma
3.2;
(ii) n=2 and 1 is one of the geometries 1(M11), 1 (M11) or 2(M11);
(iii) n=3 and 1 is either 1(M12) or 1 (M12).
Proof. The case of n3 is settled by Lemmas 3.6 and 3.7. Let n=4 and
let a # 10 . If Res1 (a) is a 2-quotient of a truncated Coxeter complex then
we have case (i) of the Theorem by Lemma 3.2.
Otherwise, let Res1 (a) be isomorphic to 1(M12) or to 1 (M12). As the
collinearity graph of Res1 (a) is a complete graph with 12 points, we have
|10 |=13 and Aut(1 ) induces on 10 a 6-transitive group with point-stabi-
lizers isomorphic to M12 . However, no such group exists. Hence 1 is as
in (i).
We go on by induction: when n5, the residues of the 0-elements are as
in (i), whence 1 is as in (i) by Lemma 3.2. K
4. APPLICATIONS TO Cn .L-GEOMETRIES
In this section we are interested in geometries belonging to the following
diagram of rank n+1 where L stands for the class of linear spaces, as
usual:
0 1 2 n&2 n&1 L n
vwwwvwwwvw } } } } } wwvwwwwvwwwwwv
(Cn .L)
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However, we shall consider a more general class of geometries in the next
subsection. We shall later turn back to Cn .L-geometries.
4.1. Preliminaries
Throughout this subsection, 1 is a geometry belonging to the following
diagram of rank n+1, which we call G .An&1 .L, where G stands for a
given class of geometries of rank 2:
0 G 1 2 n&2 n&1 L n
vwwwwvwwwvw } } } } } wwvwwwwvwwwwwv
(G .An&1 .L)
In particular, when n=2 we have the following, which we call G .L:
0 G 1 L 2
vwwwwvwwwwv (G .L)
The Case of n>2. Let n>2. Then the residues of the 0-elements of 1
are truncations of (possibly degenerate) projective geometries [19,
Corollary 7.11]. Given a 0-element a of 1, let 6a be the projective
geometry of which Res1(a) is a truncation. Note that, if a, b are 0-elements
incident to the same 1-element l, then Res1 (a, l )=Res1 (b, l ). Therefore 6a
and 6b have the same dimension, say m. Hence, by connectedness, 6a has
dimension m for any a # 10 .
Lemma 4.1. Let m be finite. Then C(1 ) is the [n+1, n+2, ..., m]-trun-
cation of a chamber system C belonging to the following diagram of rank
m+1:
0 G 1 2 n&1 n n+1 m
vwwwwvwwwvw } } } } } wwvwwwwvwwwwvww } } } } } wv
(G .Am )
Furthermore,
(i) the [1, 2, ..., m]-residues of C are (chamber systems of ) m-dimen-
sional projective geometries;
(ii) the residues of C of type [0, 1, 2] are 2-covers of the corre-
sponding residues of C(1) (whence, their universal 2-covers are the universal
covers of the corresponding residues of C(1 ));
(iii) for any two types i, j>0 with [i, j]{[1, 2], the residues of C of
type [0, i, j] are direct products of chamber systems of rank 1 or 2.
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Proof. According to the notation of Section 2, we set I=[0, 1, ..., m],
J=[0, 1, ..., n], I0=[1, 2, ..., m], J0=[1, 2, ..., n], K=I"J and T=[n].
Furthermore, J, I0 and I are the diagram G .An&1 .L, the Coxeter diagrams
Am and the diagram G .Am , respectively, with sets of types J, I0 and I.
For every a # 10 , let Ca=C(6a) be the chamber system of the projective
geometry 6a . Clearly, (Ca)a # 10 is an I0 -framework for 1.
Given a 1-element l of 1 and a 0-element a incident to it, let 6a, l be the
residue of l in 6a , viewed as the geometry of subspaces of the projective
space having the 2- and 3-elements of Res1 (a, l ) as points and lines, respec-
tively. (Note that 3-elements exist, as n3.)
Let b be another 0-element incident to l. Then Res1 (a, l )=Res1 (b, l ).
Hence 6a, l $6b, l . Accordingly, we may write 6l for 6a, l , with no men-
tion of a. For every flag F of 1 of type J0"T and containing l, F"[l] is a
flag of 6 l and the chambers of Ca(F ) are the chambers of 6 l containing
F"[l]. It is now clear that (Ca)a # 10 is fixed to T and that (4.1) and (4.2)
of Theorem 2 hold. By Theorems 1 and 2, the completion C of (Ca)a # 10
belongs to the diagram I (=G .Am ; note that, as n3, J0"(T _ [1])
separates 1 from T in J). Furthermore, C(1 )=TrK (C), by Theorem 1 and,
for every a # 10 , the corresponding 0-vertex of C is isomorphic to
C(6a).
By Theorem 1(3.4), for every residue X of C of type [0, 1, 2], the projec-
tion ?: C  C(1 ) induces a 2-cover from X to a [0, 1, 2]-residue of C(1 ).
Claim (iii) remains to prove. Let X be a residue of C of type [0, i, j]
with 0<i< j and j>2. Two cases are to consider.
Case 1. i=1. Let Y be a [0, 1]-cell contained in X and let (a, A) and
(b, B) be chambers of Y with (a, A)tj (b, B). The latter condition implies
a=b and Atj B in Ca . On the other hand, by Theorem 1, the restriction
?Y of ? to Y is an isomorphism from Y to the [0, 1]-residue ?(Y) of C(1 ).
As a=b, we have ?(a, A)t1 ?(b, B). Hence (a, A)t1 (a, B), since ?Y is an
isomorphism. Therefore, At1 B in Ca . However, as noticed above, we also
have Atj B in Ca . Hence A=B, as the chamber system Ca is geometric
(Section 7, Proposition 7.2). It is now clear that X is the direct product of
Y with a panel of type j.
Case 2. 1<i. Let Y be a [i, j]-cell contained in X and let (a, A) and
(b, B) be chambers of Y with (a, A)t0 (b, B). As (a, A) and (b, B) belong
to the same [i, j]-cell, we have a=b. Accordingly, and since (a, A)t0
(b, B), we have (a, A)t0 (a, B). Therefore, there is a flag F of 1 of type
J0 "T such that A, B # Ca(F ) and ?Fa(A)=?
F
a(B). Hence A=B, by (2.2) of
Definition 3. Thus, (a, A)=(b, B). Consequently, X is the direct product of
Y and a panel of type 0. K
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The Case of n=2. Let n=2 and let 1 belong to the following special
case of the diagram G .L,
0 G 1 PGm 2
vwwwwvwwwwwv (G .PGm )
where m is a given integer greater than 2 and the label PGm denotes the
class of (possibly degenerate) m-dimensional projective spaces, viewed as
linear spaces. That is, for every a # 10 , Res1 (a) is the point-line system of
a (possibly degenerate) m-dimensional projective geometry 6a . Let Ca=
C(6a) be the chamber system of 6a . Then (Ca)a # 10 is an I0 -framework for
1, where I0 stands for the Coxeter diagram Am .
Lemma 4.2. Assume the following:
(V) for any two 0-elements a, b of 1 incident to the same 1-element p
and any three 2-elements l1 , l2 , l3 of 1 incident to p, if l1 , l2 , l3 are coplanar
as lines of 6a then they are also coplanar as lines of 6b .
Then C(1 ) is the [3, 4, ..., m]-truncation of a chamber system C belonging
to the following diagram, where the label G stands for the class of 1-covers
of members of G:
0 G 1 2 m&1 m
vwwwwvwwwvw } } } } } wwvwwwwv (G .Am )
Furthermore,
(i) the [1, 2, ..., m]-residues of C are (chamber systems) of m-dimen-
sional projective geometries;
(ii) for any two types i, j>1, every residue of C of type [0, i, j] is the
direct product of a 0-panel and an [i, j]-residue of C.
Proof. Given a, b and p as in (V) and a subspace Xa of 6a containing
p, there is exactly one subspace Xb of 6b on p such that Xa and Xb contain
precisely the same lines through p. Therefore, conditions (2.4) and (2.5) of
Definition 5 and (4.1) of Theorem 2 hold with respect to T=[2] (note
that, as J0"T=[1] is joined to 0 in G .L, condition (4.2) of Theorem 2 is
now empty). Thus, (Ca)a # 10 is fixed to [2] and, by Theorems 1 and 2, its
completion C belongs to the above diagram. Claim (i) is obvious. Claim
(ii) can be proved by the same argument used for (iii) of Lemma 4.1 (Case
2 of that proof). K
311LOCALLY TRUNCATED GEOMETRIES
Corollary 4.3. Let 1 belong to the following special case of G.PGm ,
0 G 1 c 2
vwwwwvwwwwv (G .c)
1 t
where the subscripts 1 and t are orders and t=m&1. Then the conclusions
of Lemma 4.2 hold.
Proof. The hypothesis (V) of Lemma 4.2 is empty in this case. Hence
the conclusion of that Lemma holds. K
Remark. Nothing is said in Lemma 4.2 on residues of C of type
[0, 1, 3]. Actually, they need not be direct products. See the final Remark
of Subsection 4.3 for a counterexample.
4.2. On Cn .L-Geometries, n>2
Let 1 belong to the diagram Cn .L, described at the beginning of Section
4 and let n>2. Then, as noticed in the previous subsection, the residues of
the 0-elements of 1 are truncations of m-dimensional projective geometries,
for a given cardinal number m.
Let m be finite. Then, by Lemma 4.1, C(1 ) is a truncation of a chamber
system C belonging to the Coxeter diagram of type Cm+1 :
0 1 2 n&1 n n+1 m
vwwwwvwwwvw } } } } } wwvwwwwvwwwwvww } } } } } wv
types to truncate
The following is well known (Ronan [22], Brouwer and Cohen [1]):
Theorem 4.4. Keeping the previous hypotheses on 1, suppose further-
more that every residue of 1 of type [0, 1, 2] is 2-covered by a building of
type C3 . Then 1 is a 2-quotient of the [n+1, n+2, ..., m]-truncation of a
building of type Cm+1 .
Two proofs of this theorem can be found in the literature, due to Ronan
[22] and to Brouwer and Cohen [1]. We shall give one more proof here,
a very short one, based on our Lemma 4.1.
A proof of Theorem 4.4. Let C be as above. By (i) and (iii) of Lemma
4.1, all residues of C of rank 3 are buildings, except possibly those of type
[0, 1, 2]. However, according to Lemma 4.1(ii), the [0, 1, 2]-residues of C
have the same universal 2-cover as the corresponding residues of C(1 ). The
latter are 2-quotients of C3 -buildings, by assumption. Therefore, and since
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buildings are 2-simply connected, all [0, 1, 2]-residues of C are 2-covered
by C3-buildings. Hence C is a 2-quotient of a building C of type Cm+1
(Section 7, Theorem 7.13). Accordingly, C(1 ) is a 2-quotient of the
[n+1, n+2, ..., m]-truncation of C . K
4.3. On Two Chamber Systems for M24 and L3 (2).2
Let 1 belong to the special case C2 .PG3 of G.PGm :
0 1 PG3 2
vwwwwvwwwwv (C2 .PG3)
Given a 0-element a of 1 and a (possibly empty) flag F of 6a , let _a(F )
be the set of lines of 6a incident to F and
Sa :=[_a(F ) | F a flag of 6a] _ [<].
Theorem 4.5 (Ronan [21]). Let 1 be finite and assume the following:
(Int) for any two 0-elements a, b of 1, we have X & Y # Sa & Sb for
any X # Sa and any Y # Sb .
Then one of the following holds:
(i) 1 is the 3-truncation of a C4 -building:
0 1 2 3
vwwwwvwwwwvwwwwv
type to truncate
(ii) 1 is the C2 .L-geometry with orders 2, 2, 6 and Aut(1 )=M24 ,
described in [23] (see also [28]).
L
vwwwwvwwwwv
2 2 6
(iii) 1 is the Grassmannian of lines of the geometry described in
Lemma 3.3(iii). We have Aut(1 )=Aut(L3 (2))=L3 (2) .2 and 1 has orders
1, 1, 2:
c
vwwwwvwwwwv
1 1 2
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Henceforth, the geometries mentioned in (ii) and (iii) of the previous
Theorem will be denoted by 1(M24) and 1(L3 (2) 2), respectively. Accor-
dingly, we denote by C(M24) (by C(L3 (2) 2)) the completion of the
framework (C(6a))a # 10 of 1(M24) (of 1(L3 (2) 2)).
Lemma 4.6. The property (Int) implies (V) of Lemma 4.2.
Proof. Let (Int) hold. Given a, b, p, l1 , l2 , l3 as in the hypotheses of (V),
let A be the plane of 6a containing l1 , l2 and l3 and let B be the plane of
6b containing l1 , l2 . By (Int), _a( p, A) & _b ( p, B)=_a(Fa)=_b (Fb) for
suitable flags Fa and Fb of 6a and 6b , respectively. Clearly, Fa=[ p, A]
and Fb=[ p, B]. Therefore, l3 /B. K
By Lemmas 4.2 and 4.6, the chamber systems C(M24) and C(L3 (2) 2)
belong to the following diagram, where the label 4 stands for the class of
1-covers of generalized quadrangles:
0 4 1 2 3
vwwwwvwwwwvwwwwv
Furthermore, it is not difficult to check that the hypotheses of Theorem 3
are satisfied with G=Aut(1(M24)) and G=Aut(1(L3 (2) 2)). Therefore, by
that Theorem,
Lemma 4.7. Both C(M24) and C(L3 (2) 2) are chamber-transitive and we
have Aut(C(M24))=M24 and Aut(C(L3 (2)))=L3 (2) .2.
Proposition 4.8. The chamber system C(M24) has diagram and orders
as follows, where the double stroke with t on top denotes the so-called ‘tilde
geometry’ for 3 } S4 (2) (namely, the three-fold 1-cover of the generalized
quadrangle for S4 (2), earliest discovered by Ronan and Stroth [24]):
0 t 1 2 3
vwwwwvwwwwvwwwwv
2 2 2 2
Furthermore, C(M24) is tight at the type 3 (Subsection 7.1.4). The residue of
C(M24) of type [0, 1, 2] is isomorphic to the chamber system of the so-called
tilde geometry for M24 (described by Ronan and Stroth [24]; see also [10]).
Proof. Let 1=1(M24), C=C(M24) and G=Aut(1 )=M24 . We recall
that the elements of 1(M24) are the octads, the trios and the sextets of the
Steiner system S(5, 8, 24), with types 0, 1 and 2 respectively and incidence
relation defined as follows: An octad O and a trio T are said to be incident
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when O # T; and octad O (a trio T ) and a sextet S are incident when O
(each octad of T ) is the join of two tetrads of S.
By Lemma 4.7, G=Aut(C) and C is chamber-transitive. Given a cham-
ber [a, l, u] of 1, with a, l, u of type 0, 1, and 2, respectively, let v be a
plane of 6a incident to u and let A=[l, u, v]. Thus, (a, A) is a chamber of
C. For i=0, 1, 2, we let Xi be the panel of C of type i containing the cham-
ber (a, A). Furthermore, we denote by X0, 1 and X0, 1, 2 the cells of C con-
taining (a, A), of type [0, 1] and [0, 1, 2], respectively. (Note that X0, 1, 2
is a vertex of C of type 3.)
Let P0 , P1 and P2 be the stabilizers in G of the flags [l, u], [a, u], and
[a, l], respectively. Accordingly, P0, 1 :=(P0 , P1) is the stabilizer of u in
G. Furthermore, P< :=P0 & P1 is the stabilizer of [a, l, u] in G. We shall
denote by K0, 1 the elementwise stabilizer of Res1 (u) in P0, 1 and by K0 and
K1 the elementwise stabilizers of Res1 (l, u) and Res1 (a, u) in P0 and P1 ,
respectively.
Similarly, let X0 , X1 and X2 be the stabilizers in G of the panels X0 , X1
and X2 . Thus, X0, 1 :=(X0 , X1) and X0, 1, 2 :=(X0 , X1 , X2) are the stabi-
lizers in G of X0, 1 and X0, 1, 2 respectively and X< :=X0 & X1 (=X i & Xj for
0i< j2) is the stabilizer of (a, A) in G. We denote by N0 and N1 the
elementwise stabilizers of X0 and X1 in X0 and X1 , respectively.
By comparing the information given in [5, 23] on 1(M24) and M24 , we
see that P0, 1=V : S where V=26 is the hexacode module for the non-split
extension S=Z } S0 of S0=S6 by Z=Z3 . Furthermore, K0, 1=VZ (whence
P0, 1 K0, 1 $S6 $S4 (2)), the subgroups P0 and P1 are isomorphic but not
conjugate in P0, 1 and
P0 $P1 $V : (Z_S4) : Z2=V : Z : (S4_Z2)
with K0 $K1 $V : (Z_22) : Z2=V : Z : 23 and P0 K0 $P1 K1 $S3 . Also,
P<=V : (Z_D8) : Z2=V : Z : (D8 _Z2).
Clearly, X<P< and XiPi for i=0, 1. The groups P< , X< , P1 and X1
can be recognized in the stabilizer Ga of a in G. We have Ga=24 : L4 (2)
acting as L4 (2) on Res1 (a) and P< , X< , P1 and X1 are the stabilizers in
Ga of [l, u], [l, u, v], u and [u, v] respectively. Hence X<=V : (D8 _Z2)
(a Sylow 2-subgroup of P<) and X1 $V : (S4_Z2) with N1 $V : 23 and
X1 N1 $P1K1 ($S3).
Clearly, every element of P0, 1 lifts to an automorphism of X0, 1 . Further-
more, P0 K0 $S3 . Hence X0 N0 $P0 K0 $S3 . By this, and recalling that
N0X<<X0P0 and that V : ZK0 , it is easy to see that X0 $V :
(S4_Z2)($X1) and N0 $V : 23 ($N1).
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Both X0 V and X1 V normalize Z and we have Xi ZV=Pi V for
i=0, 1. Hence (X0ZV, X1 ZV)=((X0 , X1)Z)V=P0, 1 V. Further-
more, (X0 , X1)>VZ, as the extension S=Z } S0 is non-split. Therefore,
(X0 , X1) =P0, 1 . That is, X0, 1=P0, 1=V : Z } S0 , with V acting trivially on
X0, 1 . Thus, X0, 1 is the geometry defined by the parabolic system
(X0 V, X1 V) of X0, 1 V=Z } S0=2 } S6 . As X0 V$X1 V$S4 _Z2 and
(X1 & X0)V$D8_Z2 , the geometry X0, 1 is isomorphic to the tilde-
geometry for 3 } S4 (2).
In order to prove that C is tight at the type 3, we only must show that
X0, 1, 2=G. The subgroup P2 & P0, 1=P< has index 7 in P2 . On the other
hand, X2 is a subgroup of P2 and it can be recovered as the stabilizer in
Ga of the flag [l, v] of Res1 (a). It also has index 7 in P2 , but X2 {P< .
(Indeed P< stabilizes the flag [l, u] of Res1 (a), but it does not stabilizes
[l, v].) Consequently, X2% P0, 1 . However, P0, 1 is maximal in G. Hence
(P0, 1 , X2) =G. This and the equalities P0, 1=X0, 1=(X0 , X1) imply
X0, 1, 2=G.
Therefore, X0, 1, 2 is the unique vertex of C of type 3. Furthermore X0, 1, 2 ,
viewed as a chamber system, is isomorphic to the chamber system of the
tilde geometry for M24 . Indeed, that geometry and the chamber system
X0, 1, 2 arise from the same system of subgroups of M24 , as it is clear by
comparing the above discussion with the information given by Ronan and
Stroth [24] on that geometry. K
Remark. The chamber system C(M24) is mentioned by Ronan [22,
Digression of p. 392]. It also appears in Ivanov [9]. However, both Ronan
and Ivanov obtained C(M24) as the coset-system of a suitably chosen
family of subgroups of M24 , whereas we have obtained it by a general
geometric construction.
Proposition 4.9. The chamber system C(L3 (2) 2) is thin and belongs to
the following Coxeter diagram:
0 8 1 2 3
vwwwwvwwwwvwwwwv
1 1 1 1
Furthermore, C(L3 (2) 2) is tight at the type 3 (Subsection 7.1.4). The
(unique) residue of C(L3 (2) 2) of type [0, 1, 2] is geometric. The residues of
type [0, 1, 3] are tight at the type 3.
Proof. Let C=C(L3 (2) 2) and G=L3 (2) .2. According to Lemma 4.7,
the chamber system C is chamber transitive. Hence all its residues of type
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[0, 1] have the same gonality and C belongs to the following Coxeter
diagram, for a suitable multiple g of 4:
g
vwwwwvwwwwvwwwwv
Furthermore, C is thin. Consequently, G is regular on the set of chambers
of C, the stabilizers in G of the panels of C have order 2 and the stabilizers
of the cells of rank 2 are
X0, 1 $D2g , X1, 2 $X2, 3 $S3 , X0, 2 $X0, 3 $X1, 3 $22
(where, given a chamber (a, A) of C, we denote by Xi, j the stabilizer of the
cell of type [i, j] that contains (a, A)). As X0, 1 $D2g , either g=4 or g=8.
(Indeed, the only dihedral subgroups of L3 (2).2 have orders 4, 6, 8, 12 and
16; see [5].) However, by Corollary 7.14 of Section 7, G is a homorphic
image of a Coxeter group. The Coxeter group of type C4 does not involve
L3 (2).2. Hence g=8.
Let X0, 1, 2 be the stabilizer in G of the vertex of type 3 containing the
chamber (a, A). Clearly, X0, 1X0, 1, 2 . Also, X0, 1 $D16 is maximal in G.
Hence, either X0, 1, 2=X0, 1 or X0, 1, 2=G. However, X1, 2 $S3 is also a sub-
group of X0, 1, 2 , but S3 is not a subgroup of D16 . Therefore, X0, 1, 2=G.
Thus, C is tight at the type 3.
The (unique) residue of C(L3 (2) 2) of type [0, 1, 2] is geometric. Indeed,
Xi, j & Xi, k=Xi for [i, j, k]=[0, 1, 2] and the conclusion follows from
Proposition 7.5 of Section 7.
Finally, let X be a residue of C(L3 (2) 2) of type [0, 1, 3]. As X0, 1, 3=
X0, 1=D16 , the vertex X contains just one cell of type [0, 1]. Hence X is
tight at the type 3. K
Remark. As the residues of type [0, 1, 3] are tight at 3, they are not
direct products of a cell of type [0, 1] and a panel of type 3. However, the
universal 2-cover of such a residue is the direct product of an octagon and
a chamber system of rank 1. Hence those residues are not 2-simply con-
nected. (Thus, 1(L3 (2) 2) and C(L3 (2) 2) do not satisfy the hypotheses of
Theorem 7.19 of Section 7.)
5. ON CERTAIN GEOMETRIES FOR Fi24 AND 3 } Fi24
A number of geometries for the Fischer group Fi24 and its non-split
extension 3 } Fi24 are studied by Ivanov [9]. Theorem 1 can be applied to
extend three of them to chamber systems of higher rank. The geometries we
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shall consider are called H24 , P24 , and 3.P24 in [9], but we shall call them
2, 6, and 36 here. Their automorphism groups are isomorphic to Fi24 ,
Fi24 , and 3 } Fi24 , respectively.
The diagrams and the orders of the geometries 2, 6 and 36 are as
follows, where the double stroke with the symbol t on top has the same
meaning as in Proposition 4.8.
0 c 1 2 L 3
vwwwwvwwwwvwwwwv (2)
1 4 2 6
0 1 2 L 3
vwwwwvwwwwvwwwwv (6)
2 2 2 6
0 t 1 2 L 3
vwwwwvwwwwvwwwwv (36)
2 2 2 6
The residues of the 0-elements of 2 are truncated dual polar spaces,
isomorphic to the system of maximal singular subspaces, planes and lines
of the polar space for O&10(2). The residues of the 0-elements of 6 and 36
are isomorphic to the geometry 1(M24) considered in Theorem 4.5(ii).
Theorem 5.1. The geometries 2, 6 and 36 are [0, 1, 2, 3]-truncations
of chamber systems D, P, and 3P, respectively, of rank 5 and with diagrams
and orders as follows:
0 c 1 2 3 4
vwwwwvwwwwvwwwwvwwwwv (D)
1 4 2 2 2
0 1 t 2 3 4
vwwwwvwwwwvwwwwvwwwwv (P)
2 2 2 2 2
0 t 1 t 2 3 4
vwwwwvwwwwvwwwwvwwwwv (3P)
2 2 2 2 2
Each of D, P and 3P is chamber-transitive, Aut(D)$Aut(P)$Fi24 and
Aut(3P)$3 } Fi24 .
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The [1, 2, 3, 4]-residues of D are isomorphic to the chamber system of the
polar space for O&10(2). The [1, 2, 3, 4]-residues of P and 3P are isomorphic
to the chamber system C(M24) of Proposition 4.8.
Each of D, P and 3P is tight at the type 4. The [0, 1, 2, 3]-residue of D
is the chamber system of the geometry for Fi24 called K24 in [9]. The
[0, 1, 2, 3]-residue of P (of 3P) is the chamber system of the geometry for
Fi24 ( for 3 } Fi24) called Q24 (resp. 3.Q24) in [9].
Proof. In order to meet the notation of Section 2, we set I=
[0, 1, 2, 3, 4], J=[0, 1, 2, 3], T=[3] and we take I0 as
1 2 3 4
(for 2) vwwwwvwwwwvwwwwv
4 2 2 2
1 t 2 3 4
(for 6 and 36) vwwwwvwwwwvwwwwv
2 2 2 2
Henceforth 1 stands for any of 2, 6 or 36 and, given a # 1a , Ca is the
chamber system of type I0 of which Res1 (a) is a truncation. That is, if
1=2 then Ca is the chamber system of the polar space for O&10(2); if 1=6
or 36, then Ca=C(M24).
Given a flag F=[l, u] of Res1 (a) of type [1, 2], let A # Ca(F ) and
[(3, [x]), (4, [x, y, z])]=?Fa(A). Then [x, y, z] is the bundle of lines inci-
dent to a given point-plane flag of the projective space Res1 (a, l ). That
projective space does not depend on the particular choice of the 0-element
a incident to l. This makes it clear that (Ca)a # 10 is an I0-framework fixed
to T and that (4.1) and (4.2) of Theorem 2.2 hold for it. Consequently, the
completion C of (Ca)a # 10 has diagram as claimed. (Note that
J0 "(T _ [1])=[2] separates 1 from T in J, as required in the second part
of (3.4) of Theorem 1.) Furthermore, C(1 )$Tr[4] (C), by Theorem 1.
Let G :=Aut(1) (=Fi24 or 3 } Fi24). It is straightforward to check that
the conditions (7.1)(7.3) of Theorem 3 hold. Hence G=Aut(C) and C is
chamber-transitive.
We shall now prove that C is tight at the type 4. When 1=6 or 36, the
chamber system Ca , which is a residue of C, is tight at the type 4. Whence
C is tight at that type, by Proposition 7.3 of Section 7.
When 1=2 we cannot argue as above. In that case we need to deter-
mine the structure of the stabilizers of certain cells of C, finally showing
that the stabilizer of a vertex of type 4 is equal to G. However, most of
what we will say holds for 6 and 36 as well and will be re-used later, to
describe the structure of the [0, 1, 2, 3]-residue. Therefore, we will not
assume 1=2 in the sequel: as above, 1 stands for any of 2, 6 or 36.
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We fix some notation first. Given a chamber (a, A) of C, for every proper
subset H of I=[0, 1, 2, 3, 4] we denote by XH the cell of C of type H con-
taining (a, A), but we write Vi instead of XI"[i] , for short. Accordingly,
X<=(a, A) and Vi is a vertex of C of type i. Thus, if . is the isomorphism
from C(1 ) to Tr[4] (C) such that .? is the canonical projection of C onto
1 (as in Theorem 1(3.2)), then .&1 (X4)=[Vi]3i=0 is a chamber of 1 and,
for every i=0, 1, 2, 3, .&1 (Xi, 4) is a flag of 1 of cotype i.
We also denote XH the stabilizer of XH in G, but we write Vi instead of
XI"[i] , for short. Accordingly, if H contains 4, then we denote by YH"[4]
the stabilizer in G of the flag .&1 (XH) of 1 but, for i=0, 1, 2, 3, we use the
symbol Pi instead of YI"[i, 4] to denote the stabilizer of the i-element Vi of
1. (We warn the reader that this convention does not agree with the nota-
tion stated for parabolic systems in Subsection 7.2.2, but it fits with the
notation of [9].)
Clearly, X0, 1, 2P3 . Since C has order 2 at the right hand node of the
diagram and G is chamber-transitive on C, it is also clear that V3 contains
either one or three cells of type [0, 1, 2]. Therefore, either X0, 1, 2=P3 or
|P3 : X0, 1, 2 |=3. However, P3 is a maximal subgroup of G with the follow-
ing structure (see [5, 9])
P3=21+12 } 3 } U4 (3).(22)122 (if 1 is 2 or 6)
P3=21+12 } (32) } U4 (3).(22)122 (if 1=36)
(Note that the extensions 3 } U4 (3) and (32) } U4 (3) are non-split.) Such a
group does not admit any subgroup of index 3. Therefore, X0, 1, 2=P3 .
We have Y<<P3 and Y3=(X3 , Y<). Therefore X3% P3 , otherwise
Y3P3 , which is false. Furthermore, V4=(X0, 1, 2 , X3). Consequently,
and since X0, 1, 2=P3 , V4 properly contains P3 . However, P3 is maximal in
G. Hence V4=G and so C is tight at the type 4.
We still must show that the [0, 1, 2, 3]-residue V4 is isomorphic to the
chamber system of a geometry 7 isomorphic to the geometry Q24 , 3Q24 or
K24 of [9], according to whether 1 is 6, 36 or 2. In order to prove the
above, we only need to show that V4 and 7 arise from the same system of
subgroups of G.
We recall that V0 , V1 , V2 , and V3 , viewed as elements of 1, form a
chamber C of 1 containing a. Accordingly, P0 , P1 , P2 , and P3 are the sta-
bilizers in G of a, l, u, and x, respectively, where l, u, and x are the elements
of C of type 1, 2, and 3. In the projective space Res1 (a, l ), given a plane
containing the point u and the line x, we denote by S the set of lines of that
plane. Note that S is a particular set of 3-elements of 1. Thus, we can
speak of its stabilizer in given subgroups of G.
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Let Q0 , Q1 , Q2 , Q3 be the stabilizers in G (=Aut(7)) of the elements of
7 of type 0, 1, 2, 3, belonging to a given chamber of 7. According to [9],
we may choose that chamber in such a way that Q3=P3 and Q1 , Q2 are
the stabilizers of the set S in P1 and P2 , respectively. Furthermore, if 1=2,
then Q0 is the stabilizer of S in P0 whereas Q0=P0 if 1=6 or 36. Hence
X0, 2, 3=Q1 and X0, 1, 3=Q2 . We have already noticed that X0, 1, 2=P3 .
Therefore, X0, 1, 2=Q3 , too.
Finally, X1, 2, 3 is the stabilizer of a vertex of Ca of type 4. If 1=2, then
X1, 2, 3=Q0 . Let 1=6 or 36. Then, as Ca is tight at the type 4 (Proposi-
tion 4.8), the stabilizer of that vertex is P0 . Therefore, X1, 2, 3=P0 .
However, in this case, we also have P0=Q0 . Hence X1, 2, 3=Q0 , in any
case.
Thus, the maximal parabolics of G in the chamber system V4 are the
same as in 7. In order to finish, we should still compare parabolics of
lower rank, showing that they are the same in V4 and in 7. We leave this
straightforward analysis for the reader. K
Remark. The existence of D, P, and 3P is implicit in Ivanov [9],
where the families of subgroups giving rise to those chamber systems are
mentioned.
6. MORE SPORADIC EXAMPLES
6.1. A Geometry for 211.M24
A geometry for a split extension 211: M24 of M24 is mentioned by
Buekenhout [2, (83)]. We shall denote it by 1Af (M24). That geometry has
diagram and orders as follows:
0 c 1 2 L 3
vwwwwvwwwwvwwwwv
1 2 2 6
Its residues of type [1, 2, 3] are isomorphic to the geometry 1(M24) con-
sidered in Theorem 4.5(ii). The [0, 1, 2]-residues of 1Af (M24) are affine
expansions of the generalized quadrangle for S4 (2). (See Buekenhout et al.
[4] for the definition of affine expansions; also [19, Chap. 2, 2.3].)
The geometry 1Af (M24) can be constructed as follows. Let V be the
irreducible 11-dimensional factor of the 12-dimensional Golay code for
M24 . The 1-elements and 2-elements of 1(M24) are octads and trios of the
Steiner system S(5, 8, 24) and correspond to certain points and lines of the
projective geometry PG(V) of linear subspaces of V. (We now take 1, 2,
and 3 as types for 1(M24).) Thus, 1(M24) is a substructure of PG(V) and
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we can consider its affine expansion to AG(V). That expansion is just
1Af (M24).
For every 0-element a of 1=1Af (M24), let Ca $C(M24) be the chamber
system over the set of types [1, 2, 3, 4] such that Tr[4] (Ca)=C(Res1 (a))
(see Proposition 4.8). Like in the proof of Theorem 5.1, the family (Ca)a # 10
is an I0 -framework fixed to T=[3], with I0
1 t 2 3 4
vwwwwvwwwwvwwwwv
2 2 2 2
Furthermore, it satisfies (4.1) and (4.2) of Theorem 2. Hence its comple-
tion, say C, belongs to the diagram
0 c 1 t 2 3 4
vwwwwvwwwwvwwwwvwwwwv
1 2 2 2 2
Conditions (7.1)(7.3) of Theorem 3 are also satisfied. Hence C is chamber-
transitive and Aut(C)=Aut(1 ) (=211: M24).
As Ca is tight at the type 4, C is also tight at that type by Proposition
7.3 of Section 7. Accordingly, the (unique) residue of C of type [0, 1, 2, 3]
admits 211: M24 as a chamber-transitive automorphism group.
6.2. On Certain Geometries for Co1 and M
In this subsection we consider two geometries for Co1 and M=F1 , men-
tioned by Ronan and Smith [23]. We shall denote them by 1(Co1) and
1(M), respectively. They have diagrams and orders as follows, where L has
the same meaning as in Section 4 and L* denotes the class of dual linear
spaces:
0 1 L 2 L* 3
vwwwwvwwwwvwwwwv (1(Co1 ))
2 2 6 2
0 1 L 2 L* 3 4
vwwwwvwwwwvwwwwvwwwwv (1(M ))
2 2 6 2 2
In each of these geometries the residues of type [0, 1, 2] are isomorphic to
the geometry 1(M24) of Theorem 4.5(ii). The [1, 2, 3]-residues of 1(Co1)
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are truncations of the D4 -building for O+8 (2) and the [1, 2, 3, 4]-residues
of 1(M) are truncations of the D5 -building for O+10(2).
1 2 3
vwwwwvwwwwv
|
|
v4
(type to truncate)
1 2 3 4
vwwwwvwwwwvwwwwv
|
|
v5
(type to truncate)
Furthermore, the [0, 1, 2, 3]-residues of 1(M) are isomorphic to 1(Co1).
Henceforth, 1 stands for any of 1(Co1) or 1(M) and 2 is the Dm -build-
ing for O+2m(2), with m=4 or 5 according to whether 1=1(Co1) or
1=1(M). For every 0-element a of 1, we set Ca=C(2). Thus, (Ca)a # 10 is
an I0 -framework for 1, where I0 is the Coxeter diagram of type Dm .
Lemma 6.1. The framework (Ca)a # 10 is fixed to T=[2] and satisfies the
conditions (4.1), (4.2) of Theorem 2.
Proof. Let m=4. Given a flag F=[l, x] of Res1 (a) of type [1, 3], let
A # Ca(F ) and let [(2, [u]), (4, [u, v, w])]=?Fa(A). Then u, v, w are the
2-elements of 2 incident to a given [3, 4]-flag of Res2 (l ). Clearly, Res2 (l )
does not depend on the particular choice of the 0-element a incident to l.
The conclusion is obvious.
The case of m=5 can be discussed in the same way. We leave it for the
reader. K
The completion C of (Ca)a # 10 will be denoted by C(Co1) or C(M),
according to whether 1 is 1(Co1) or 1(M).
Theorem 6.2. The chamber systems C(Co1) and C(M) have diagrams as
follows, with order 2 at every node:
0 t 1 2 3
vwwwwvwwwwvwwwwv (C(Co1 ))|
|
v4
0 t 1 2 3 4
vwwwwvwwwwvwwwwvwwwwv (C(M ))
|
|
v5
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Furthermore, both C(Co1) and C(M) are chamber transitive and
Aut(C(Co1))=Aut(1(Co1)) (=Co1),
Aut(C(M))=Aut(1(M)) (=M).
Proof. The statements on the diagrams follow from Lemma 6.1 and
Theorems 1 and 2. It is not difficult to check that (7.1)(7.3) of Theorem 3
also hold for G=Aut(1(Co1)) and G=Aut(1(M)). Hence the statements
on the automorphism groups also hold. K
Proposition 6.3. The [0, 1, 2, 4]-residues of C (Co1) and the
[0, 1, 2, 5]-residues of C(M) are isomorphic to the chamber system C(M24)
of Proposition 4.8. The [0, 1, 2, 3, 5]-residues of C(M) are isomorphic to
C(Co1).
Proof. Given an element x of 1=1(Co1) of type 3, we can apply
Theorems 1 and 2 to Res1 (x), by replacing Ca with C (Res2 (a, x)), for
every 0-element a of 1 incident to x. Let C(x) be the completion of that
framework. Clearly, C(x) is just the vertex of C(Co1) corresponding to x.
However, by Proposition 4.8 it is also clear that C(x)$C(M24). Hence the
[0, 1, 2, 4]-residues of C(Co1) are isomorphic to C(M24).
By a similar argument, one can also prove that the [0, 1, 2, 3, 5]-
residues of C(M) are isomorphic to C(Co1). (We leave the details for the
reader.) Therefore, the [0, 1, 2, 5]-residues of C(M) are isomorphic to
C(M24). K
Corollary 6.4. The chamber system C(Co1) is tight at the type 4 and
C(M) is tight at the type 5.
Proof. This is easy, by Proposition 6.3 and Proposition 7.3 of Section 7.
K
Proposition 6.5. The [0, 1, 2, 3]-residue of C(Co1) is isomorphic to the
chamber system of the tilde-geometry for Co1 described by Ronan and Stroth
[24, page 70]. The [0, 1, 2, 3, 4]-residue of C(M) is isomorphic to the
chamber system of the tilde-geometry for M mentioned by Ivanov [8] (see
also Stroth [27, Table 1]).
(We leave the proof to the interested reader.)
Remark. Ronan [22, Digressions of pp. 392 and 394] notices that suitable
subgroups of Co1 and M can be chosen in such a way to obtain parabolic
systems like those of C(Co1) and C(M).
324 CECCHERINI AND PASINI
6.3. The Suzuki Series
The geometry 1(L3 (2) 2) (Theorem 4.5(iii)) is the first term of a sequence
of eight geometries 11 , 12 , ..., 18 , of rank 3, 4, ..., 10 respectively, with
diagrams and orders as follows (Neumaier [11] and Soicher [26]; also
Buekenhout and Pasini [3, Chap. 22, 4.6.8]):
0 1 n&2 n&1 n c n+1
vwwwwvw } } } } } wvwwwwvwwwwvwwwwwv (1n)
1 1 1 1 1 2
For every n=1, 2, ..., 7, the geometry 1n is a residue of 1n+1 . The
automorphism groups are
Aut(11)=L3 (2) .2, Aut(12)=G2 (2), Aut(13)=J2 .2,
Aut(14)=G2 (4) .2, Aut(15)=3 } (Suz .2), Aut(16)=2_Co1 ,
Aut(17)=2(Co1 " 2), Aut(18)=2m (Co1 " 2).
(For the exponent m in the last group, the inequality m>1 is the only
information given on it in [26].) Theorems 1 and 2 can be applied to these
geometries. Thus, we obtain a sequence of chamber systems, say C1 , C2 ,...,
C8 , for the above mentioned groups. The first member C1 of that sequence
is the chamber system C(L3 (2) 2) of Proposition 4.9 and, when construct-
ing Cn+1 , the members of the framework to be completed by Cn+1 are
copies of Cn . We leave the details for the reader.
The diagram of C1=C(L3 (2)2) has been described in Proposition 4.9.
The diagram for Cn is
0 1 n&2 n&1 8 n n+1 n+2
vwwwwvw } } } } } wvwwwwvwwwwwvwwwwvwwwwv
1 1 1 1 1 1 1
The chamber systems C1 , C2 , ..., C8 are thin. Hence, by Corollary 7.14 of
Section 7, they are 2-quotients of Coxeter complexes. As C1 is tight at the
type 3 and it is a residue of Cn for any n=2, 3, ..., 8, the chamber system
Cn is also tight at the type n+2, by Proposition 7.3 of Section 7. As
remarked in Subsection 4.3, the (unique) [0, 1, 2]-residue of C1 is
geometric. We do not know whether the same is true for the [0, 1, ...,
n+1]-residue of Cn when n>1.
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6.4. A Geometry for J4
A geometry for the fourth Janko group J4 is recorded in Buekenhout’s
catalogue [2, (92)]. We denote it 1(J4). It has diagram and orders as
0 P 1 2 L 3
vwwwwvwwwwvwwwwv
1 2 2 6
The [1, 2, 3]-residues are truncations of PG(4, 2) and the [0, 1, 2]-residues
are isomorphic to the P-geometry for 3 } Aut(M22) (see [10]). The
hypotheses of our Theorems 1, 2 and 3 are satisfied. Thus, 1(J4) can be
viewed as a truncation of a chamber system C as follows, where J4 acts
chamber-transitively (see also Ivanov [7, p. 392]):
0 P 1 2 3 4
vwwwwvwwwwvwwwwvwwwwv
1 2 2 2 2
By an analysis similar to that done for C(M24) and C(L4 (2) 2) (compare
Ivanov [7, p. 392]) one can see that C is tight at the type 4. Thus, its
[0, 1, 2, 3]-residues are isomorphic to the rank 4 P-geometry for J4 (see
[10]).
7. APPENDIX: ON CHAMBER SYSTEMS
In this section we recall some known facts on chamber systems. We
follow [16, 19, Chaps. 1 and 12], but we shall also add a few things on
morphisms and truncations. Many propositions stated in the sequel are
straightforward. When so, we only write the statement. Otherwise, we give
a reference or a concise hint of the proof.
7.1. Basic Notions
Given a connected, simple graph (C, t ) and a finite nonempty set I, a
chamber system over I is a pair C=((C, t ), {) where { is a mapping from
the set of edges of (C, t ) to I, satisfying the following:
(CS) for every i # I, let Ci the subgraph of (C, t ) with C as the set
of vertices but {&1 (i) as the set of edges; then every connected component
of Ci is a complete graph with at least two vertices.
The elements of C are called chambers, the elements of I are called types,
the number |I | is the rank of C and, given two distinct chambers A, B of
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C, if [A, B] is an edge of C and {([A, B])=i, then we write Ati B (as
stated in Subsection 1.2) and we say that A and B are i-adjacent. Further-
more, every chamber is said to be i-adjacent to itself, by convention.
According to this terminology, the condition (CS) can be rephrased as
follows: for every type i # I, the i-adjacency relation is an equivalence rela-
tion and every chamber is i-adjacent to at least one more chamber. (Com-
pare [19, 12.3.1, (C1)]; note also that the conditions (C2) and (C3) of [19,
12.3.1] are implicit in the assumption that the graph (C, t ) is simple and
connected, respectively.)
7.1.1. Residues, Cells, Panels, and Vertices. Let C=((C, t ), {) be a
chamber system over the set of types I. Given a nonempty subset J of I, let
CJ=(C, tJ) be the subgraph of (C, t ) with C as the set of vertices but
{&1 (J) as the set of edges. Given a connected component X of CJ, let {X
be the restriction of { to the set of edges of CJ contained in X, but viewed
as a function from that set to J. Then the pair X = ((X, tJ), {X) is a
chamber system over the set of types J. It is called a residue of C of type J
(also a J-residue, for short). Clearly, |J | is the rank of X. The set K=I"J
and the number |K| are called the cotype and the corank of X, respectively.
Residues are also called cells. However, according to the custom, we use
the word ‘‘cell’’ instead of ‘‘residue’’ when we are mainly interested in the
set X of chambers of a residue X=((X, tJ), {X). For instance, given
another residue Y=((Y, tK), {Y), we call X & Y the intersection of the
cells X and Y, also writing X & Y for X & Y. If XY, then we say that the
cell X is contained in the cell Y.
The cells of rank 1 are called panels and those of corank 1 are called ver-
tices. When dealing with vertices, the word ‘‘cotype’’ is usually replaced by
the word ‘‘type.’’ That is, for i # I, the cells of cotype i are called vertices of
type i (also i-vertices, for short).
Chambers are also called cells of type < (or <-cells, for short). The rank
of a <-cell is 0.
7.1.2. Geometric Chamber Systems. It is well known [19, Chaps. 1 and
12] that, given a geometry 1 over the set of types I, the chambers of 1
form a chamber system C(1 ) over I. For every JI, the J-cells of C(1) are
the residues of the flags of 1 of cotype J. In particular, the i-vertices of
C(1 ) are the residues of the i-elements of 1, two elements a, b of 1 being
incident precisely when the corresponding vertices of C(1) have nonempty
intersection.
Conversely, given a chamber system C=((C, t ), {) over I, let V(C) be
the set of vertices of C. Two distinct vertices V, W # V(C) are said to be
incident when V & W{<. We write V V W to say that V and W are
incident and we set 1(C) :=(V(C), V, t), where t: V(C)  I is the function
sending every vertex of C to its type.
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The structure 1(C) looks like a geometry: the family [t&1 (i)] i # I is an
n-partition of the graph (V(C), V) with n=|I |, the graph (V(C), V) is con-
nected and, for every V # V(C), the neighbourhood of V in (V(C), V) is
connected. Because of these analogies, the terminology usual for geometries
is extended to 1(C). Thus, the cliques of (V(C), V) are called flags, the
neighbourhood of a clique is called its residue, and so on.
However, 1(C) is not really a geometry in general. For instance, some
non-maximal flags of (V(C), V) might be contained in just one maximal
flag, some maximal flags of 1(C) might have size less than n, and some
non-maximal flags of corank 2 might have disconnected residues.
Furthermore, even when 1(C) is a geometry, it might happen that
C(1(C))$3 C. Indeed, every chamber of C uniquely determines a chamber
of 1(C), but 1(C) might still contain some flags of rank n that do not arise
from chambers of C.
Proposition 7.1 [19, 12.5]. We have C=C(1 ) for some geometry 1 if
and only if 1(C) is a geometry and C(1(C))$C. Furthermore, if C=C(1 )
for some geometry 1, then 1(C)$1.
If C=C(1 ) for a suitable geometry 1, then we say that C is geometric.
Proposition 7.2 [19, Proposition 12.33]. A chamber system C is
geometric if and only if both the following hold:
(G1) for any two cells X and Y of types J and K, if X & Y{<, then
X & Y is a cell of type J & K;
(G2) we have j # J Vj {< for any clique [Vj] j # J of the graph
(V(C), V).
7.1.3. Chamber Systems of Rank 2. All chamber systems of rank 2 are
geometric [19, 12.5]. They are often given the same names as their
geometries. For instance, chamber systems of generalized m-gons are also
called generalized m-gons. They can be characterized as follows: the graph
(C, t ) has diameter m and, for any two chambers A, B at distance d<m,
there is a unique path of (C, t ) of length d from A to B.
In particular, C is a generalized digon if and only if any two panels of
C of different types meet in a chamber.
7.1.4. Tight Chamber Systems. Given a chamber system C=
((C, t ), {) over the set of types I and a type i # I, we say that C is tight
at the type i if C admits precisely one vertex of type i. A chamber system
is tight if it is tight at some of its types. Clearly, tight chamber systems are
not geometric.
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Proposition 7.3. Suppose that, for some type i # I and some subset J of
I containing i, at least one residue of C of type J is tight at i. Then C is tight
at the type i.
(Indeed, let X be a J-residue of C, tight at i; then X is contained in a
unique i-vertex V of C and V contains every cell of C containing X.)
7.1.5. Diagrams and Orders. Diagrams, orders, thickness and thinness
are defined for chamber systems like for geometries, but for referring to
cells instead of residues of flags. For instance, a chamber system C is said
to have order q at the type i # I if every panel of type i contains q + 1
chambers. (Note that, if C is not geometric, it’s orders don’t contain any
information on the number of vertices of the corresponding types.)
Since all chamber systems of rank 2 are geometric, there is no need of
new labels besides those normally used for geometries: if a stroke denotes
a class of rank 2 geometries, then it also stands for the class of their
chamber systems.
Proposition 7.4. Given a diagram I over the set of types I, let [I1 , I2]
be a partition of I and let C be a chamber system belonging to I. Then the
following are equivalent:
(i) the diagram I is reducible and each of the sets I1 and I2 is a join
of irreducible components of I;
(ii) we have X & Y{< for every I1 -cell X and every I2 -cell Y of C.
Proposition 7.5 (Meixner and Timmesfeld [13]). Given a diagram I,
suppose that every irreducible component of I is a string ( possibly, a single
node). Then, a chamber system belonging to I is geometric if and only if it
satisfies (G1) of Proposition 7.2.
7.2. Morphisms, Isomorphisms, and Coverings
Given two sets of types I and I$ with |I ||I$| and chamber systems
C=((C, t ), {) and C$=((C$, t$), {$) over I and I$ respectively, a
morphism from C to C$ is a function .: C  C$ such that the following hold
for a suitable injective mapping $. : I$  I:
(M1) for every j # I$ and every panel X of C of type $. ( j), the image
.(X) of X contains at least two chambers and is contained in a j-panel of
C$;
(M2) for every i # I"$. (I$) and every i-panel X of C, .(X) is a
chamber of C$.
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It follows from (M1) that $. is uniquely determined by .. When I$I and
$. is the inclusion mapping of I$ into I, then we say that the morphism .
is type-preserving (also special ). However, when there is no danger of con-
fusion, we call type-preserving morphisms just ‘‘morphism,’’ omitting the
words ‘‘type-preserving’’ or ‘‘special.’’
Let |I |=|I$|. A morphism .: C  C$ is said to be an isomorphims if it is
an isomorphism of graphs from (C, t ) to (C$, t$). (In particular, when
|I |= |I$|=1, the isomorphisms from C to C$ are the bijections from C to
C$.) If there is an isomorphism from C to C$, then we say that C and C$
are isomorphic and we write C$C$, as usual.
Turning to morphisms in general, we mention the following (which can
be proved by imitating the proof of the equivalence (ii)  (iii) in [19,
Theorem 8.4]):
Proposition 7.6. Let .: C  C$ be a morphism. If, for every i # $. (I$)
and every i-panel X of C, the image .(X) of X is a panel of C$, then
.(C)=C$, every cell of C is mapped by . onto a cell ( possibly, a chamber)
of C$ and every cell of C$ is the image via . of a cell of C.
Let C, C$ and . be as in Proposition 7.6. Then we say that . is surjective
(as a morphism) and that C$ is a homomorphic image of C. Note that the
fibers of the mapping .: C  C$ are joins of cells of C of type K, where
J :=$. (I$). A chamber system C. over the set of types J can be defined
as follows: the fibers of . are the chambers of C. and, for j # J, two such
fibers X and Y are declared to be j-adjacent when X _ Y is a join of cells
of C of type K _ [ j]. Clearly, C$$C.. In view of that, we might say that
C$ is a quotient of C, but we prefer not to use the word ‘‘quotient’’ here,
since that word is usually referred to homorphic images via coverings (to
be defined later).
7.2.1. Automorphisms. The automorphisms of a chamber system C are
the isomorphisms from C to itself. Clearly, they form a group. The type-
preserving automorphisms of C also form a group, which we denote by
Aut(C). According to the custom, when there is no danger of confusion,
we (abusively) call the type-preserving automorphisms of C ‘‘the
automorphism’’ of C.
A subgroup G of Aut(C) is said to be chamber-transitive if it acts trans-
itively on the set of chambers of C. If Aut(C) is chamber-transitive, then we
say that C is chamber-transitive.
7.2.2. Parabolic systems. Let C have rank n2 and let I be its set of
types. Let A0 be a chamber of C. Given a chamber-transitive subgroup G
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of Aut(C), for every proper subset J of G, let PJ be the stabilizer in G of
the J-cell containing A0 . The subgroup PJ is called the parabolic subgroup
of G of type J (and rank |J | ). The subgroup B :=P< is called the Borel
subgroup of G and the parabolic subgroups Pi (where we write Pi for P[i])
are called minimal parabolics.
Note that, as B g is the stabilizer in G of the chamber g&1 (A0), the inter-
section g # G B g stabilizes all chambers of C (by the chamber-transitivity
of G). Hence g # G B g=1. Note also that G=(Pi) i # I and PJ=(Pj) j # J
for any proper nonempty subset J of I. Furthermore, Pi & Pj=i # I Pi=B
for any two distinct types i, j # I. The family P(G, C) :=(Pi) i # I is called the
(minimal ) parabolic system defined by C in G.
Needless to say, P(G, C) depends on the choice of the chamber A0 .
However, that choice has no influence on the conjugacy type of P(G, C):
if we replace A0 with another chamber A then, for every i # I, Pi is replaced
by its conjugate P gi , for a given g # G sending A to A0 .
As G is chamber-transitive, the mapping sending every right coset gB of
B to the chamber g(A0) is a bijection from the set of right cosets of B to
the set of chambers of C, two chambers g(A0) and f (A0) being i-adjacent
if and only if f &1g # Pi .
Conversely, given a group G, a (minimal ) parabolic system in G is a
family P=(Pi)ni=1 of subgroups of G satisfying the following, where B
stands for ni=1 Pi : (Pi)
n
i=1=G, Pi & Pj=B{Pi for any two distinct
i, j=1, 2, ..., n and g # G B g=1.
If we take the right cosets of B as chambers, declaring to chambers gB
and fB to be i-adjacent precisely when f &1g # Pi , then we obtain a chamber
system C(P) of rank n and the group G, acting by left multiplication on
itself, is a chamber-transitive automorphism group of C(P). Clearly, the
parabolic systems P(C(P), C) and P are conjugate in G. Conversely, if
P=P(G, C) for a given chamber system C, then C$C(P).
7.2.3. Covers and Quotients. Let C and C$ be chamber systems of rank
n>1, over the same set of types I. A type-preserving morphism .: C  C$
is said to be an m-covering for some positive integer m<n if, for every
residue X of C of rank m, .(X) is a cell of C$ and the restriction of . to
X is an isomorphism from X to .(X) (whence . is surjective; compare
Proposition 7.6).
If .: C  C$ is an m-covering, then C is said to be an m-cover of C$ and
the latter is called an m-quotient of C. If all fibers of . (with . viewed as
a mapping from the set of chambers of C to the set of chambers of C$) have
the same size, say t, then we say that C is a t-fold m-cover of C$.
Clearly, m-coverings are also k-coverings for any k=1, 2, ..., m&1 and
isomorphisms are m-covering for any m=1, 2, ..., n&1. We call the
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isomorphisms improper m-coverings. If an m-covering .: C  C$ is given,
but it is improper, then we say that C (resp. C$) is an improper m-cover
(m-quotient) of C$ (of C).
Following Tits [30] (also [19]), when m=n&1, we may omit the
prefix m- from the expressions ‘‘m-covering,’’ ‘‘m-cover’’ and ‘‘m-quotient.’’
According to the custom, we may also do so when m{n&1, provided no
confusion is caused by this abuse.
Given a chamber system C=((C, t ), {) of rank n>2, an integer m with
1m<n and a subgroup N of Aut(C), assume the following:
(Q1) the group N acts semi-regularly on the set of cells of C of
rank m.
When m=1, let the following also hold:
(Q2) no two chambers of C at distance 2 in the graph (C, t ) belong
to the same orbit of N.
(When m>1, (Q2) is implicit in (Q1).) Then we define a chamber system
CN over the same of types as C, as follows: the chambers of CN are the
orbits of N over C and, for every type i of C, two such orbits X and Y are
said to be i-adjacent if Ati B in C for some A # X and some B # Y. In view
of (Q1) (and (Q2), when m>1), the structure CN is a chamber system
and the function that sends every chamber of C to the orbit of N which it
belongs to, is an m-covering from C to CN. We call CN the quotient of
C over N and we say that N defines an m-quotient of C.
We refer the reader to [19, Chap. 11, Sect. 11.1] for a characterization
of subgroups of Aut(1 ) defining quotients of a geometry 1. In particular,
in [19, Sect. 11.1.1] certain subgroups of Aut(1) are considered, which are
said to residually define quotients of 1.
Proposition 7.7. Let C be geometric and let NAut(C) define an
m-quotient of C. Then CN is geometric if and only if N residually defines
an m-quotient of the geometry 1(C). Furthermore, if that is the case, then
1(CN)$1(C)N.
7.2.4. Universal Covers. Given a chamber system C of rank n and a
positive integer m<n, an m-covering .~ : C  C is said to be universal (and
C is called the universal m-cover of C) if .~ satisfies the following:
(U1) for every m-covering .: C$  C, for every chamber A of C and
any chambers A # .~ &1 (A) and A$ # .&1 (A), there is a unique m-covering
: C  C$ such that .=.~ and (A )=A$.
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(Regretfully, this condition is mistated in [19]: the uniqueness of  is
required, but with no mention of the chambers A, A$ and A .) The condi-
tion (U1) is equivalent to the following (Ronan [20]):
(U2) for every m-covering .: C$  C, there is a morphism : C  C$
such that .=.~ .
In view of the equivalence of (U1) and (U2), the morphism  of (U2) is
an m-covering and it is unique, modulo composition with automorphisms
of C .
Clearly, universal m-covers are uniquely determined up to isomorphisms.
Furthermore, a chamber system is its own universal m-cover if and only if
it is the universal m-cover of some chamber system. If a chamber system is
its own universal m-cover, then it is said to be m-simply connected (also
simply connected, for short, when m=n&1).
The following has been proved by Tits [30] and Ronan [20] (see also
[19, Theorem 12.20]):
Theorem 7.8. Every chamber system of rank n>1 admits a universal
m-cover, for any positive integer m<n.
Furthermore (see Tits [30] or Ronan [20]; also [19, Theorem 12.13]),
Theorem 7.9. Let C be the universal m-cover of C. Then C$C N for a
suitable subgroup N of Aut(C ) and Aut(C)$N N, where N is the normalizer
of N in Aut(C ).
The following is also well known (Tits [31], Pasini [14], Shpectorov
[25]; see also [19, Theorem 12.28]):
Theorem 7.10. Let C be chamber-transitive. Given a chamber-transitive
subgroup G of Aut(C), let Pm be the family of parabolic subgroups of G in
C of rank at most m and let G be the universal closure of the amalgam Pm .
Then the minimal parabolic system of G in C lifts to a minimal parabolic
system P of G and the chamber system C(P ) is the universal m-cover of C.
Suppose that C=C(1) for some geometry 1 and let C be the universal
m-cover of C. If C is geometric, then the geometry 1(C ) is the universal
m-cover of the geometry 1.
It has been conjectured that, for any chamber system C of rank n and
for any positive integer m<n, if C is geometric, then the universal m-cover
of C is geometric, but no proof of this conjecture has been found so far.
However, according to [19, Theorem 12.39].
333LOCALLY TRUNCATED GEOMETRIES
Proposition 7.11. If C is geometric, then its universal (n&1)-cover is
geometric.
7.2.5. Covers of Chamber Systems of Coxeter Type. A chamber system
is said to be of Coxeter type if it belongs to a Coxeter diagram. In
particular, chamber systems belonging to (possibly reducible) Coxeter
diagrams of spherical type are said to be of spherical type.
Buildings [30] are the most remarkable examples of chamber systems of
Coxeter type. Note that, according to Tits [30] (but differently from
[29]), buildings are allowed to be non-thick. The thin buildings are
precisely the Coxeter complexes. Buildings are geometric chamber systems.
Furthermore,
Theorem 7.12 (Tits [30]). All buildings of rank at least 3 are 2-simply
connected.
Theorem 7.13 (Tits [30]). Let C be a chamber system of Coxeter type
and rank at least 3 and suppose that all rank 3 residues of C of spherical type
are covered by buildings. Then the universal 2-cover of C is a building.
Corollary 7.14 (Pasini [18]). All thin chamber systems of Coxeter
type and rank at least 3 are 2-quotients of Coxeter complexes.
7.3. Truncations
Let C=((C, t ), {) be a chamber system over the set of types I. Given
a proper nonempty subset J of I, we say that C admits the J-truncation if
the following hold:
(T1) for every type i # I"J, every cell of type J _ [i] is the join of at
least two J-cells;
(T2) for any two distinct types i, j # I"J and any two cells X, Y of
type J _ [i] and J _ [ j] respectively, the intersection X & Y is either
empty or a J-cell.
Let C admit the J-truncation. Then we define a chamber system TrJ (C) as
follows: the chambers of TrJ (C) are the J-cells of C and, for any i # I"J,
two J-cells X and Y of C are said to be i-adjacent as chambers of TrJ (C)
if they are contained in the same (J _ [i])-cell of C. It is straightforward
to check that, in view of (T1) and (T2), the structure TrJ (C) defined as
above is indeed a chamber system over the set of types I"J. We call it the
J-truncation of C.
Let ?J be the function that sends every chamber of C to the J-cell of C
containing it. We call ?J the canonical projection of C onto TrJ (C).
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Proposition 7.15. If C admits the J-truncation, then ?J is a surjective
morphism from C to TrJ (C).
Clearly, if C=C(1 ) for some geometry 1, then C admits the J-trunca-
tion and TrJ (C)$C(TrJ (1 )), for any J/I. The canonical projection ?J
sends every chamber of 1 to its subflag of type I"J.
However, it might happen that some truncations of C are geometric but
C is not geometric. For instance, suppose that C=C(1 )N for some
geometry 1 and some subgroup N<Aut(1 ). It might happen that N does
not define any quotient of 1 but it residually defines a quotient of TrJ (1 )
(see [19, Sect. 11.1.1]). If that is the case, then TrJ (C)=C(TrJ (1 )N), but
C is not geometric.
We finish our survey of truncations with a few results on residues and
covers.
Proposition 7.16. Let C admit the J-truncation and let K be a nonempty
subset of I"J. Then every (J _ K)-residue of C admits the J-truncation and
its J-truncation is a K-residue of TrJ (C).
Conversely, for every K-residue X of TrJ (C), the join of the J-cells of C
that, viewed as chambers TrJ (C), belong to X, form a (K _ J)-cell C(X) of
C and TrJ (C(X))=X.
Proposition 7.17. Let C admit the J-truncation, let C be a chamber
system over I and let .: C  C be a type-preserving surjective morphism.
Suppose that, for a given positive integer m<|I"J |, for every subset K of I"J
of size m and every cell X of C of type J _ K, the restriction of . to X is
an isomorphism from X to a cell of C. Then C admits the J-truncation and
the function induced by . on the set of J-cells of C is an m-covering from
TrJ (C ) to TrJ (C).
The following is a straightforward generalization of [19, Lemma 2]:
Lemma 7.18. Let C be a chamber system over I admitting the J-trunca-
tion, and let C be m-simply connected, for some positive integer m<|I"J |.
Then TrJ (C ) is m-simply connected.
By Proposition 7.17 and Lemma 7.18 we obtain the next theorem, which
improves [15, Theorem 1].
Theorem 7.19. Let C admit the J-truncation and suppose that, for a
given positive integer m<|I"J | and every subset K of I"J of size m, all
residues of C of type J _ K are m-simply connected. Then the universal
m-cover of C, say C , admits the J-truncation and TrJ (C ) is the universal
m-cover of TrJ (C).
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7.4. Direct Products
Given two chamber systems C1=((C1 , t1 ), {1) and C2=((C2 , t2 ), {2)
over disjoint sets of types I1 and I2 , the direct product C1 _C2 of C1 and C2
is the chamber system over the set of types I1 _ I2 with C1_C2 as the set
of chambers and adjacencies defined as follows: if i # I1 (if i # I2), then two
pairs (A1 , A2), (B1 , B2) # C1_C2 are declared to be i-adjacent precisely
when A2=B2 and A1 ti B1 (respectively, A1=B1 and A2 ti B2).
For k=1, 2, let ?k : C1_C2  Ck be the function sending (A1 , A2) #
C1_C2 to Ak . Then ?k is a morphism from C :=C1_C2 to Ck and, for
every chamber Ak of Ck , ?&1k (Ak) is an Ih -cell of C, where h=2 (resp.
h=1) if k=1 (resp. k=2). The function, say :k , sending Ak to ?&1 (Ak) is
an isomorphism from Ck to TrIh (C) and :?k is the canonical projection of
C onto TrIh (C).
Remark. The reader familiar with category theory may exploit the
above remarks to prove that the triplet (C, ?1 , ?2) is indeed a product
object.
Note that if C1 and C2 are geometric, then C1 _C2 is geometric and we
have 1(C1_C2)$1(C1)1(C2).
Proposition 7.20. Civen a chamber system C over the set of types I and
a partition [I1 , I2] of I, the following are equivalent:
(i) the chamber system C admits both the I1 - and the I2 -truncation
and we have C$TrI1 (C)_TrI2 (C);
(ii) |X & Y|=1 for every I1 -cell X and every I2 -cell Y of C.
By the above and by Proposition 7.4 we obtain the following:
Corollary 7.21. Civen a chamber system C over the set of types I, a
diagram I for C and a partition [I1 , I2] of I, let C admit both the I1- and
the I2 -truncation and suppose that C$TrI1 (C)_TrI2 (C). Then I is reducible
and each of I1 and I2 is a join of irreducible components of I.
The converse of this statement is false in general (see [16, 17]), but it is
true in the geometric case. Indeed, according the Direct Sum Theorem for
geometries [19, Theorem 4.6],
Theorem 7.22. Let C be geometric, let [I1 , I2] be a partition of its set
of types and let I be a diagram for C. Then C$TrI1 (C)_TrI2 (C) if and only
if I is reducible and each of I1 and I2 is the join of irreducible components
of I.
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