Abstract-The Extended Kalman Filter (EKF) has been the de facto approach to the Sirnultanoous Localization and Mapping (SLAM) pmblem for nearly liften yean. However, the EKF has two serious deficiencies that prevent it fmm being applied to large, realword environments: quadratic complexity and sensitivity to failurn in data association. FastSLAM, an alternative approach based on the bo-BlackweUized Particle Filter, has been shown l o scale logarithmically with the number of landmarks in the map [lo]. This efficiency enables FastSLAM to be applied to environments far larger than could be handled by the EKF. In this paper, we will show that FastSLAM also substantially outperforms the EKF in envimnments with ambiguous data association. The performance of the two algorithms is compared on a real-world data set with various levels of odomelric noise. In addition, we will show how negative inlormation can be incorporated into FastSLAM in order to impmve the accuracy of the &mated map.
I. INTRODUCTION
The problem of simultaneous localization and mapping, also known as SLAM, has attracted immense attention in the mobile robotics literature. SLAM addresses the problem of building a map of an unknown environment from a sequence of noisy landmark measurements obtained from a moving robot, Since robot motion is also subject to error, the mapping problem necessarily induces a robot localization problem-hence the name SLAM. SLAM is considered by many to he an essential capability for autonomous robots operating in environments where precise maps and positioning are not available [3] , [7] , (141.
The dominant approach to the SLAM problem was introduced in a seminal paper by Smith, Self, and Cheeseman [131. This paper proposed the use of the Extended Kalman Filter (EKF) for incrementally estimating the joint posterior distribution over robot pose and landmark positions. In the last decade, this approach has found widespread acceptance in field robotics, as a recent tutorial paper documents 121.
EKF-based approaches to SLAM suffer from two important limitations. First, sensor updates require time quadratic in the total number of landmarks K in the map.
This complexity stems from the fact that the covariance matrix maintained by the Kalman filter has O ( K 2 ) elements, all of which must he updated even if just a single landmark is observed. Quadratic complexity limits the number of landmarks that can be handled by this approach to only a few hundred-whereas natural environment models frequently contain millions of features.
Second, EKF-based SLAM algorithms rely heavily on the assumption that the mapping between ohservations and landmarks is known. Associating a small number of observations with incorrect landmarks in the EKF can cause the filter to diverge. The problem of determining the correct mapping of observations to landmarks is commonly referred to as the data association, or correspondence problem.
An alternative approach to the SLAM problem has been introduced that factors the SLAM posterior into a localization problem and K independent landmark estimation problems conditioned on the robot pose estimate. This algorithm, called FastSLAM [lo], uses a modified particle filter for estimating the posterior over robot paths. Each particle possesses K independent Kalman filters that estimate the landmark locations conditioned on the panicle's path. The resulting algorithm is an instance of the RaoBlackwellized particle filter [ hf is the number of panicles, and K is the number of landmarks. FastSLAM has been demonstrated with up to 100,000 landmarks, problems far beyond the reach of the EKE Since each particle represents a different robot pose hypothesis, data association can be considered separately for every particle. This has two advantages. First, the noise of robot motion does not affect the accuracy of data association. Second, if observations are associated correctly in some particles and incorrectly in others, the incorrect particles will receive lower probabilities and will be removed in future resampling steps. In this way, FastSLAM can "forget" incorrect associations from the past, when other correct associations better explain the data.
We will demonstrate that FastSLAM substantially outperforms the Kalman Filter on real-world data with ambiguous data association. By adding extra odometric noise, we will show that FastSLAM continues to perform well in situations in which the Kalman Filter inevitably diverges.
In fact, FastSLAM can estimate an accurate map in this environment without any odometry at all. Finally, we will show how to incorporate negative information into Fast-SLAM. The consideration of negative evidence results in a measurable increase in the accuracy of the resulting map.
SLAM PROBLEM DEFINITION
The SLAM problem is best described as a probabilistic Markov chain. The robot's pose at time t will be denoted st. If the robot is operating in a planar environment, this pose is the robot's z, y position and its heading orientation. The robot's environment is assumed to he comprised of K immobile, point landmarks. Each landmark is characterized by its location in space, denoted Bi f o r i = 1,. . . , K.
The set of all landmarks will be denoted'as 0.
Robot poses evolve according to a probabilistic law, referred to as the motion model
The current pose st is a probabilistic function of the robot control ut and the previous pose^^-^.
To map its environment, the robot can sense landmarks. It may he able to measure range and bearing to landmarks, relative to its local coordinate frame. The measurement at time t will be denoted z t . Sensor measurements are also governed by a probabilistic law, referred to as the measurement model:
where nt is the index of the landmark currently being perceived. The observation zt is a probabilistic function of the current pose of the robot st and the landmark being observed On*. While robots often can sense more than one landmark at a time, we follow the common practice of assuming that each observation corresponds to a measurement of exactly one landmark [21. This convention is adopted solel; for mathematical convenience. It poses no restriction, as multiple landmark sightings at a single time step can be processed sequentially.
In short, SLAM is the problem of determining the locations of all landmarks 0 and robot poses st from measurements zt = zl,. . . : zt and controls d = i l l , . . . ,ut.
In probabilistic terms, this is expressed by the following posterior:
Here we use the superscript to refer to a set of variables from time 1 to time t. If the associations nt are known, the SLAM problem is simpler. The posterior becomes:
DATA ASSOCIATION
In real-world SLAM problems, the mapping mt between observations and landmarks is rarely known. The total number of landmarks K is also unknown. Every time the robot makes an observation, that reading must he corresponded with an existing landmark or considered as coming from a previously unseen landmark. If this mapping is not obvious, picking the wrong association can cause Ambiguity due to motion noise can have much more severe consequences. Higher motion noise will lead to bigber robot pose uncertainty after incorporating a control. If this uncertainty is high enough, different plausible poses of the robot will lead to drastically different data association hypotheses for the subsequent observations. Motion ambiguity is easily induced if there is significant angular uncertainty in the robot pose estimate. (See Figure 2. ) If multiple observations are incorporated per timestep, the motion of the robot will correlate the associations of all of the landmarks. .If a SLAM algorithm chooses the wrong association for a single landmark due to motion ambiguity, with high probability the rest of the associations will also he wrong. This will add a large amount of error to the robot's pose, and often cause a filter to diverge.
EKF SLAM algorithms commonly determine data association using a maximum likelihood approach. Each observation is associated with the landmark that was most likely to have generated it. At every time step, only the single most probable data association hypothesis is considered. More sophisticated EKF data association algorithms have been developed to consider the best association of all observations simultaneously [12] , however these approaches still rely on a single data association hypothesis at every timestep. In a scenario with ambiguous data association, an algorithm that maintains a single data association will sometimes pick the wrong association. If the ambiguity is due to the robot's motion, this will lead to divergence of the EKE
The following sections of this paper will describe Fast-SLAM, an alternative approach to the SLAM problem that can sample over multiple data association hypotheses. Experimental data will show that this results in better performance in situations with significant motion ambiguity.
Iv. FASTSLAM WITH KNOWN DATA ASSOCIATION Figure 3 illustrates a generative probabilistic model (dynamic Bayes network) that describes the SLAM problem. From this diagram it is clear that the SLAM problem contains important conditional independences. In particular, knowledge of the robot's path sl, . . . , st renders the individual landmark measurements independent. So for example, if an oracle provided us with the exact path of the robot, the problem of determining the landmark locations could be decoupled into K independent estimation problems, one for each landmark. This conditional independence is the basis for the FastSLAM algorithm.
This conditional independence implies that the posterior (4) can be factored as follows into a robot path posterior and a product of individual landmark posteriors conditioned on the robot's path:
( s t I a t > u t , n t ) n p ( , , I S t , z t , l L t , u t ) ( 5 )
,=I A derivation of this factorization is given in the Appendix. FastSLAM estimates the factored SLAM posterior using a modified particle filter, with K independent Kalman Filters for each particle to estimate the landmark positions conditioned on the hypothesized robot paths. The resulting algorithm is an instance of the Rao-Blackwellized particle filter [51, [ l l l .
A. Panicle Filter Path Estimation
FastSLAM estimates the robot path posterior in ( 5 ) using a particle filter, in a way that is similar (hut not identical) to the Monte Carlo Localization (MCLJ algorithm [I] . At each point in time, FastSLAM maintains a set of particles representing the posterior p (st 1 zt, ut, nt) , denoted St. Each particle st.lml E St represents a "guess" of the robot's path:
We use the superscript notation lml to refer to the m-th particle in the set.
The particle set St is calculated incrementally, from the set at time t -1, a robot control ut, and a measurement zt. First, each panicle s~. [~] in St-1 is used to generate a probabilistic guess of the robot's pose at time t :
This guess is obtained by sampling from the probabilistic motion model. This estimate is then added to a temporary set of particles, along with the path , S -~,~~I .
Under the assumption that the set of particles in St-l is distributed according to p(st-' I zt-', ut-', nt-') (which is an asymptotically correct approximation), the new panicle is distributed according to:
This distribution is commonly referred to as the proposal distribution of panicle filtering.
After generating M particles in this way, the new set St is obtained by sampling from the temporary particle set. Each particle st3Im1 is drawn (with replacement) with a probability proportional to a so-called importance factor w~] , which is calculated as follows [SI:
The exact calculation of (9) will he discussed further below. The resulting sample set St is distributed according to an approximation to the desired path posterior p(st 1 zt:ut,nt), an approximation which is correct as the number of particles M goes to infinity. We also notice that only the most recent robot pose estimate .$; is used when generating the particle set St. This will allows us to silently "forget" all other pose estimates, rendering the size of each particle independent of the time index t.
B. Landmark Location Estimation
FastSLAM represents the conditional landmark estimates p(0i I st; zt!ut,nt) in ( 5 ) using Kalman filters.
Since this estimate is conditioned on the robot pose, the Kalman filters are attached to individual pose particles in St. More specifically, the full posterior over paths and landmark positions in the FastSLAM algorithm is represented by the sample set Here and C!"' are the mean and covariance of the Gaussian representing the i-th landmark B,, attached to the m-th particle. In the planar robot navigation scenario, each mean is a two-element vector, and Elm1 is a 2 by 2 matrix.
The posterior over the i-th landmark pose 0, is easily obtained. Its computation depends on whether or not the landmark was observed, If the landmark is observed, we obtain:
If landmark i is not observed, we simply leave the Gaussian unchanged:
The FastSLAM algorithm implements the update equation (1 1) using the extended Kalman filter (EKF). As in existing EKF approaches to SLAM, this filter uses a linearized version of the perceptual modelp(zt 1 .st; O,,,, nt) [Z] . One significant difference between FastSLAM's use of Kalman filters and that of the traditional SLAM algorithm is that the updates in the FastSLAM algorithm involve only a Gaussian of dimension two (for the two landmark location parameters). In the EKF-based SLAM approach a Gaussian of size 2K + 3 has to be updated (with K landmarks and 3 robot pose parameters). This calculation can he done in constant time in FastSLAM, whereas it requires time quadratic in K in the EKE
C. Importance Weights
Before the robot path particles can be resampled, the importance weights (9) must be calculated. For the sake o f brevity, the derivation of these importance weights has been omitted. The weight tut is equal to:
This quantity can be computed in closed form because the landmark estimators are Kalman filters. For a complete derivation of the importance weights, see [lo] .
V. FASTSLAM WITH UNKNOWN DATA ASSOCIATION
If the mapping between observations and landmarks is known, the FastSLAM algorithm samples over robot paths, and computes the conditional landmark estimates analytically for every path sample. When this mapping is unknown, FastSLAM can be extended to sample over possible data associations as well as robot paths. There are several ways that this sampling can be done.
A. Per-Particle Maximum Likelihood Data Association
The simplest approach to sampling over data associations is to adopt the maximum likelihood assignment procedure used by EKFs, but on a per-particle basis. Particles that pick the correct data association will receive high probabilities because they explain the measurements well. Particles that assign observations incorrectly will receive lower probabilities and he removed in future resampling steps. This procedure can be written as:
Per-particle data association has two clear consequences. First, robot motion noise does not affect the accuracy of data association, given an appropriate number of particles. This fact alone will result in significantly improved performance in situations with substantial motion ambiguity. If applied to the scenario shown in Figure 2 , some of the particles will represent the pose on the left and pick the first data assoociation hypothesis, and other particles will pick the second hypothesis.
The second consequence of per-particle data association is built-in, delayed decision-making. At any given time, some fraction of the particles will receive plausible, hut wrong data associations. In the future, new observations may be received that clearly refute these prior assignments. These particles will receive low probability and be removed from the filter. As a result, the effect o f wrong associations made in the past can be removed from the filter at a later time. This is in stark contrast to the EKF, in which the effect of an incorrect data association can never be removed once it is incorporated. Moreover, no heuristics are needed to manage the removal of old associations. This is done in a statistically valid manner, simply as a consequence of the resampling step of the particle filter.
Naturally, sampling over robot paths and data associations will require more particles than sampling over robot paths alone. Results in the next section will show that even a modest number of particles (A[ = 100) will result in substantially improved data association over the EKE
B. Monte-Carlo Data Association
Per-panicle data association can he taken a step further. Instead of assigning each particle the most likely data association, each particle can draw a random association weighted by the probabilities of each landmark having generated the observation. Using this approach FastSLAM will also generate correct data association hypotheses given measurement ambiguity. If a small number of landmarks exhibit measurement ambiguity, this procedure can have a small positive effect on estimation accuracy. However, uniformly high measurement error induces a combinatorial number of plausible data associations for every set of observations. This, in turn, would require exponentially more particles than the same scenario with known data association.
C. Mutual Exclusion
If more than one observation is received per timestep, mutual exclusion can be used to eliminate data association hypotheses that assign multiple measurements to the same landmark. Mutual exclusion can be applied in EKFs, hut only if the data associations of all observations are considered simultaneously. This consideration is, in general, computationally difficult with a large number of observations. Since FastSLAM maintains a set of data association hypotheses, the mutual exclusion constraint can be applied in a greedy fashion. Each observation is associated with the most likely landmark in each particle that has not received an observation yet. Since the greedy heuristic will sometimes apply the mutual exclusion constraint incorrectly, more particles will be needed when applying this technique. However, mutual exclusion makes the process of deciding when to add new landmarks a much simpler problem. Instead of incorrectly assigning an observation from an unseen landmark to a nearby, previously seen landmark, mutual exclusion will force the creation of a new landmark.
D. Negative Information
Modeling the world as a collection of point landmarks is an affirmative representation. It allows us to make inferences about where objects are in the world, but not where objects are not. However, inferences in feature-based state spaces can be made using the absence of observations, often referred to as "negative information.'' In particular, if a robot expects to see a landmark and does not, the robot should become less confident that this landmark actually exists.
In order to exploit negative information in SLAM, we will borrow a technique normally used for making evidence grids. For each landmark in every particle, we will estimate a single binary variable r indicating whether this landmark represents a real landmark in the world. Instead of keeping track of the probability ~( T I z~) , we will instead estimate the log odds ratio:
The log-odds formulation of the binary Bayes filter is extremely easy to update. A complete description of this procedure is given in [15] . In short, every time the landmark is observed, a constant value is added to the log odds ratio. Every time the landmark is not observed when it should have been, a constant value is subtracted from the log odds ratio. If this ratio falls below a given threshold, the landmark is considered to be spurious and removed.
Negative information is pmicularly useful for removing spurious features from the map. These features may be the result of false positives generated by the feature detection algorithm, or they may correspond to moving objects. Results in the next section will show that using negative information dramatically reduces the number of spurious landmarks in the estimated map.
VI. EXPERIMENTAL RESULTS
The FastSLAM aid EKF algorithms were compared using the University of Sydney's Victoria Park data set. An instrumented vehicle with a laser rangefinder was driven through Victoria Park. Encoders on the vehicle recorded velocity and steering angle. Ranges and bearings to nearby trees were extracted from the laser data using a local minima detector. The vehicle was driven around the park for approximately 30 minutes, covering a distance of over 4 km. Filter accuracy was calculated by comparing the estimated vehicle path with GPS. An example of a complete run of FastSLAM is shown in Figure 4 .
Figure 5(a) shows the estimated path of the vehicle based solely on odomehy. Even though this demonstrates that the vehicle's odomehy is quite inaccurate, data association is this data set is generally straightforward. The Not all of the features detected by the feature extractor belonged to static objects. Some features were generated by cars, and other moving objects. Features from moving objects frequently resulted in spurious landmarks being added to the map. In general, it is difficult to measure the accuracy of the estimated map with this data set because there is no ground truth data available for the landmarks. However, incorporating negative information did result in 44 percent fewer landmarks on average, and many fewer landmarks in dynamic areas (e.g. the street).
VII. CONCLUSIONS
We have presented an extension of the FastSLAM algorithm to the case of unknown data association. In addition to sampling over robot paths, this formulation of FastSLAM also samples over potential data associations. The resulting algorithm consistently outperformed the Extended Kalman Filter on a real world data set with various levels of odometric noise. In addition, we have shown how to incorporate negative information into FastSLAM. This technique is not specific to FastSLAM and can also be applied to other SLAM algorithms, including the EKE Use of negative evidence results in a measurable decrease in the number of false landmarks, especially if the feature detector being used generates a large number of spurious features. Fig. 1 For our second intermediate result, we will compute the probability of any landmark that is not behig observed given the robot path, the observations, and the controls. We will assume the following induction hypothesis:
p(O 1 st-', zt-1, ut-'; " P I )
For the base case of K = 1 equation (17) is trivially true.
In general, when K > 1:
p(B 1 s t ; z t , u t , n t )
