Traditional econometric models assume a constant one period forecast variance. However, many financial time series display volatility clustering, that is, autoregressive conditional heteroskedasticity (ARCH). The aim of this paper is to estimate conditional volatility models in an effort to capture the salient features of stock market volatility in India and evaluate the models in terms of out-ofsample forecast accuracy. The paper also investigates whether there is any leverage effect in Indian companies. The estimation of volatility is made at the macro level on two major market indices, namely, S&P CNX Nifty and BSE Sensex. The fitted model is then evaluated in terms of its forecasting accuracy on these two indices. In addition, 50 individual companies' share prices currently included in S&P CNX Nifty are used to examine the heteroskedastic behaviour of the Indian stock market at the micro level.
U ncertainty plays an important role in economic theory. Many economic models assume that the variance, as a measure of uncertainty, is constant through time. However, empirical evidence rejects this assumption. Financial time series such as stock returns or exchange rates exhibit so-called volatility clustering. This means that large changes in these series tend to be followed by large changes and small changes by small changes. The technical term given to this behaviour is autoregressive conditional heteroskedasticity (ARCH). As variance (or standard deviation) is often used as a risk measure in risk management systems, accurate modeling and forecasting of the variance has received a lot of attention in the investment community for the last two decades. In a seminal paper, Engle (1982) , for the first time, proposed to model timevarying conditional variance with the ARCH process that uses past disturbances to model the variances of the series and allows the variance of the error term to vary over time. Bollerslev (1986) generalized the ARCH process by allowing the conditional variance to be a function of prior period's squared errors as well as its past conditional variances. Following the introduction of models of ARCH by Engle (1982) and their generalization by Bollerslev (1986) , there have been numerous refinements of the approach to modeling conditional volatility to better capture the stylized characteristics of the data. Empirically, the family of GARCH (generalized ARCH) models has been very successful in describing the financial data. Of these models, the GARCH (1, 1) is often considered by most investigators to be an excellent model for estimating conditional volatility for a wide range of financial data (see the survey by Bollerslev, Ray and Kenneth, 1992) .
There is quite a strong body of literature advocating the use of the GARCH family of models to forecast volatility. For example, Akgiray (1989) , Pagan and Schwert (1990) , Brailsford and Faff (1996) , and Brooks (1998) used the US stock data and found that the GARCH models outperformed most competitors. Using data from European stock markets such as France, Germany, Italy, the Netherlands, and the UK, Corhay and Rad (1994) found that with the exception of Italy, the GARCH (1, 1) model generally outperformed the other GARCH models. Using data sets from Japanese and Singaporean markets respectively, however, Tse (1991) and Tse and Tung (1992) found that the exponentially weighted moving average models provided more accurate forecasts than the GARCH models. While answering the skeptics, Andersen and Bollerslev (1998) claimed that the GARCH models did provide the most accurate forecasts.
Though, in most of the cases, the ARCH and the GARCH models are apparently successful in estimating and forecasting the volatility of the financial time series data, they cannot capture some of the important features of the data. The most interesting feature not addressed by these models is the 'leverage effect' where the conditional variance tends to respond asymmetrically to positive and negative shocks in errors. To solve this problem, many nonlinear extensions of the GARCH model have been proposed. Nelson (1991) proposed an exponential GARCH (EGARCH) model based on a logarithmic expression of the conditional variability in the variable under analysis. Later, a number of modifications were derived from this method. One of them is the Threshold ARCH (TARCH) method which was introduced by Zakoian (1994) . The model developed by Glosten, Jagannathan and Runkle (GJR, 1993) has been considered the best in estimating the impact of positive and negative shocks on volatility (Engle and Victor, 1993) .
Curiously all these models have been developed and used on economic and financial data mostly taken from the developed countries. The ARCH and GARCH literature on emerging markets is, however, scanty. Although, recently, a few studies have been carried out on emerging markets, surprisingly enough, to my knowledge, there is no study that has estimated and forecasted conditional volatility using ARCH and GARCH methods on Indian data. Hence, an attempt is made in this study to estimate conditional volatility models in an effort to capture the salient features of stock market volatility in India and evaluate the models in terms of out-of-sample forecast accuracy. The study also investigates whether there is any leverage effect in the Indian market.
The findings of the study would be helpful in taking proper decisions in many financial activities. Most portfolio diversification and risk hedging strategies are based on the ability to predict variances and co-variances. Good forecasts of volatility can also be used in pricing of derivative securities and measuring Value at Risk (VaR).
MODELS OF PREDICTABLE VOLATILITY
Given the importance of predicting volatility in many asset-pricing and portfolio management problems, many approaches of forecasting volatility have been proposed in the literature. Although the approaches are academically very sound, all the developed models are not equally popular and relevant in practice. In this section, we will present the most relevant academic research on GARCH models which are very basic and popular based on real application.
Let R t be the rate of return of a particular stock or market portfolio from time t-1 to time t. Also, let ψ t-1 be the information set containing the realized values of all relevant variables up to time t-1. Since investors know the information in ψ t-1 when they make their investment decision at time t-1, the relevant expected return and volatility to the investors are the conditional expected value of R t , given Ψ t-1 , and the conditional variance of R t , given Ψ t-1 . These are denoted by m t and h t respectively. That is, m t = E(R t /Ψ t-1 ) and h t = Var E(R t /Ψ t-1 ). Given these definitions, the return series R t can be defined as:
where the unexpected return at time t is ε t = R t -m t . Here, ε t is treated as a collective measure of news at time t.
A positive ε t (an unexpected increase in price) suggests the arrival of good news while a negative ε t (an unexpected decrease in price) suggests the arrival of bad news. Further, a large value of |ε t | implies that the news is 'significant' or big in the sense that it produces a large unexpected change in price. Engle (1982) suggests that the conditional variance h t can be modeled as a function of the lagged ε's. That is, the predictable volatility is dependent on past news. The most detailed model he develops is the qth order ARCH model, the ARCH(q):
where, ω > 0, α 1 , α 2 , ……….., α q > 0 and ε t /Ψ t -1 ~ N(0, h t ). The effect of a return shock i periods ago ( i ≤ q ) on current volatility is governed by the parameter α i . Normally, we would expect that α i < α j for i > j. That is, the older the news, the less effect it has on current volatility. In an ARCH(q) model, an old news which arrived at the market more than q periods ago has no effect at all on current volatility. Alternatively, if a major market movement occurred yesterday, the day before or up to q days ago, the effect will be to increase today's conditional variance. Bollerslev (1986) where ω >0, α 1 , α 2 , ……….., α q ≥ 0, β 1 , β 2 ,……. , β p ≥ 0. The GARCH (p,q) process defined above is stationary when (α 1 + α 2 +………+ , α q ) + (β 1 + β 2 +……. + β p ) < 1. The simplest but often very useful GARCH process is the GARCH (1,1) process which is also called the generic or 'vanilla' GARCH model given by:
where ω >0, α 1 ≥ 0, β 1 ≥ 0. The stationary condition for GARCH (1, 1) is α 1 + β 1 < 1. In the GARCH (1,1) model, the effect of a return shock on current volatility declines geometrically over time. As referred earlier, the GARCH (1,1) model is found to be an excellent model for a wide range of financial data (Bollerslev et al., 1992) .
The sizes of the parameters α 1 and β 1 determine the short-run dynamics of the resulting volatility time series. Large GARCH lag coefficients β 1 indicate that shocks to conditional variance take a long time to die out, so volatility is 'persistent.' Large GARCH error coefficient α 1 means that volatility reacts quite intensely to market movements and so if α 1 is relatively high and β 1 is relatively low, then volatilities tend to be more 'spiky.' In financial markets, it is common to estimate lag (or 'persistence') coefficients based on daily observation in excess of 0.8 and error (or 'reaction') coefficients not more than 0.2.
If α 1 + β 1 is close to unity, then a 'shock' at time t will persist for many future periods. A high value of α 1 + β 1, therefore, implies a 'long memory.' For α 1 + β 1 = 1, any shock will lead to a permanent change in all future values of h t : hence shock to the conditional variance is 'persistent.' For α 1 + β 1 = 1, we have what is known as an integrated GARCH process (i.e., IGARCH). For IGARCH, the conditional variance is non-stationary and the unconditional variance is unbounded.
EMPIRICAL EVIDENCE
In this section, we first describe the data set which comprises of two market indices and 50 individual companies. We then try to fit an appropriate GARCH model to predict the time-varying volatility of daily returns. The estimation of GARCH (1,1) model and subsequently the evaluation of its forecasting accuracy are made at the macro level on two major stock indices, namely, S&P CNX Nifty and BSE Sensex. We also try to estimate GARCH parameters of 50 individual companies. Finally, we examine the leverage effect of the market indices as well as the individual companies.
Data
The sample data used here consists of three sets. The first two sets comprise of the S&P CNX Nifty and the BSE Sensex compiled and published by NSE India and Bombay Stock Exchange respectively for the period from 2nd January, 1991 to 10th June, 2003. The third set comprises of daily closing prices of 50 underlying individual companies' shares presently included in the Nifty. The time period for this sub-sample varies from stock to stock but usually runs from June 1994 to October 2002. The final date is the same for all stocks but the initial date varies from June 1994 to November 1994. Thus, there are 50 sub-samples in the third data set with about 1,839-1,989 observations per sub-sample. The choice of these sub-sample periods has been guided by the ready availability of price data with the author.
Volatility has been estimated on return (R t ) which is defined as :
where R t is logarithmic daily return at time t and P t-1 and P t are daily price of an asset at two successive days t-1 and t respectively.
Estimates of Market Volatility
In this section, we aim to fit an appropriate GARCH model to estimate the conditional market volatility based on S&P CNX Nifty and BSE Sensex. We first discuss the properties of daily market returns and then investigate the volatility clustering. If volatility clustering is confirmed, we estimate the GARCH (1, 1) to the data sets and subsequently the diagnostic checking on the fit. Finally, we examine if there is any volatility shifting in the market over the period.
Properties of Market Returns
Some summary statistics of the R t of two indices are shown in Table 1 . The average of the returns R t is positive implying the fact that two price series have increased over the period. The statistics show that returns are positively skewed although the skewness statistics are not large. The positive skewness implies that the return distributions of the shares traded in our markets have a higher probability of earning positive returns. The value of the kurtosis is greater than 3 in both the series, meaning that they have a heavier tail than the standard normal distribution. The daily stock returns are, thus, not normally distributed -a conclusion which is confirmed by Jarque-Bera test. The null and alternative hypotheses are H 0 : δ = 0; and H 1 : δ < 1. The acceptance of the null hypothesis implies nonstationarity. PP statistic is an alternative test of δ = 0. There is no lagged difference term. It is based on the following model:
Both the ADF and PP test statistics reported in Table  1 reject the hypothesis of a unit root in the two market return series. There is a strong rejection at the 0.01 level; the McKinnon criteria corresponding constant, no trend and constant, trend critical values are -2.57 and -3.13 for ADF and PP respectively at 1 per cent level of significance.
Volatility Clustering
Figures 1 and 2 exhibit the return series of the S&P CNX Nifty and BSE Sensex respectively for the period 2nd January, 1991 to 10th June, 2003 . From the figures, it appears that there are stretches of time where the volatility is relatively high and relatively low which suggests an apparent volatility clustering in some periods. Sta- tistically, volatility clustering implies a strong autocorrelation in squared returns; so, a simple method for detecting volatility clustering is to calculate the first-order autocorrelation coefficient in squared returns. To test the joint hypothesis that all the serial correlations of the returns for lags 1 through k are simultaneously equal to zero, one can use the modified Box-Pierce (Ljung-BoxPierce or simply Ljung-Box ) statistic (Q), developed by Ljung and Box, which is defined as Q = n (n + 2) Σ r 2 k / (n-k), where n = sample size and k = lag length (Ljung and Box, 1978) . The Q statistic is approximately distributed (i.e., in large samples) as the Chi-square distribution with k d.f. In an application, if the computed Q exceeds the critical Q value from the Chi-square table at the chosen level of significance, one can reject the null hypothesis that all r k are zero; at least some of them must be non-zero. The values of Q 2 (24) test statistic (reported in Table 1 ), reject the joint hypothesis that all the serial correlations of the squared returns for lags 1 through k are simultaneously equal to zero and thereby suggest the presence of volatility clustering in the return series of both the indices. One may be curious to know about the reasons for this volatility clustering. Researchers provide two possible explanations: First, if information arrives in clusters, returns may exhibit clustering. Nominal interest rate, dividend yield, money supply, oil price, margin requirement, business cycles, and information patterns are the sources of volatility clustering. Second, if participants have different prior beliefs and if they take time to digest the information shocks and resolve their expectation differences, market dynamics can lead to volatility clustering (Engle, Ito and Lin, 1990) 
Fitting GARCH (1, 1) Model
Once volatility clustering is confirmed, our focus is on determining the fitted GARCH model applicable to the return series. We first estimate the parameters, namely ω, α 1 , and β 1 , for the GARCH (1,1) model, then compute the series hˆt for both the indices which are plotted in Figures 3 and 4.
While running GARCH (1,1) process, we get the following two estimated conditional variance equations: Figures 3 and 4 is qualitatively like the apparent volatility variation in the returns of Figures 1 and 2 respectively. We can notice that the estimated volatility is high for some periods and low for other periods. We may recall that β 1 is close to one and α 0 and α 1 are small for both the indices.
Since hˆt = ω + a 1 eˆ2 t-1 + β 1 hˆt -1 , we see that hˆt tends to hˆt -1 . In other words, large values of h t are clustered together and so are the small values of h t (Figures 3 and  4) . A large value of lag coefficient β 1 indicates that shocks to conditional variance take a long time to die out, so volatility is 'persistent.' The relatively small value of error coefficient α 1 implies that large market surprises induce relatively small revisions in future volatility.
Diagnostics for the GARCH (1,1) Model
After we have fitted the model, it is appropriate to examine how well the GARCH (1, 1) model fits the data. If the GARCH (1, 1) model describes the data, then standardized residuals should have zero mean and unit variance and be independently and identically distributed. Some diagnostic information on the estimation is presented in Table 2 . The mean and variance shown in the table are found to be -0.005964 and 1.0016 for Nifty and -0.000198 and 1.0028 for Sensex respectively. The results thus suggest that the GARCH (1, 1) model nearly describes the data of both the series.
We estimate the standardized residuals εˆt/(hˆt) ½ and the squared standardized residuals and compute the Ljung-Box (Q) statistic 1 to test the null hypothesis of no autocorrelation up to order 24. Though Q(24) statistic indicates serial correlation in the standardized residuals, the Q 2 (24) statistic suggests no serial correlation in the squared standardized residuals. This suggests that the GARCH (1,1) model is an adequate description of the volatility process of both the indices and no higher lags are needed to capture the autocorrelation.
Volatility Shifting
As mentioned earlier, the conditional volatility for the two series has been plotted in Figures 3 and 4 over the period from January 1991 to June 2003. In both the figures, we find strong evidence of time-varying volatility. We also find that periods of high and low volatility tend to cluster. Also, volatility shows high persistence and is predictable.
From both the figures it appears that the year 1992 has the highest volatility in the period under study. In fact, this period experienced the highest volatility in the history of the Indian stock market (Roy and Karmakar, 1995) and this coincided with the initial years of liberalization of the Indian economy after a long era of control. What are the possible sources for the time-varying volatility? Roy and Karmakar (1994) examined whether change in volatility was due to the fundamental economic factors. The study reveals that much of the movement in stock market return volatility is not explained by the fundamental economic factors. It is possible that the presence of 'fads' introduced by noise traders in stock price is associated with these immeasurable elements of stock price volatility.
The initial boost up of share prices and the resultant fluctuation was due to the fundamental economic factors of the period which was supplemented by a number of liberalizing policies and procedures of the government. However, the real cause of the excessive movement was the irrational behaviour of the market where the speculators along with the frenzy investors drove the price away to the fundamental level. Following the rule of the market, an eclipse followed the illumination and, in April 1992, the 'bubble' burst and the price started its downward journey after the unearthing of the ever largest security scam in the history of the Indian stock market. Thus, the formation and eventual burst of the bubble was a period of extreme volatility of the Indian stock market. The violent fluctuation of 1992 was followed by a tranquil period of around four years after which volatility again continued to increase till the end of the decade when a series of security scams got revealed once again in the Indian stock market.
Forecasts of Market Volatility
Once the model has been fitted to market return series, it can be used to forecast volatility. We use the model to forecast market volatility and then evaluate its forecasting accuracy on two market indices. The basic methodology involves the estimation of the model's parameters using an initial set of data (in-sample) and the application of these parameters to later data, thus forming out-of-sample forecasts. We evaluate out-ofsample volatility forecasts for the period 1st January, 2001 to 10th June, 2003 (30 months) . Following Engle and Bollerslev (1986) , a daily s-step ahead forecast can be formed based on the GARCH (1, 1) model as follows:
where h t+1 is the one-day-ahead volatility forecast for the first day of each month generated by the empirical counterpart of equation (4).
These forecasts require some measure of the latent volatility process so that their performance can be evaluated. Because the volatility process is not observed, researchers have used a variety of methods to compute ex-post estimates of volatility, often called realized volatility. The most common method for computing a realized volatility is to square the inter-period returns.
For example, if we are forecasting daily volatility, the realized measure is the squared daily return. However, we measure three pairs of forecast volatility and realized volatility following three alternative methods to evaluate the performance of volatility forecasting. 
Forecasting Method for First Two Alternatives
where a given month T has N daily observations. This monthly volatility forecast (σˆT 2 ) is compared to the realized volatility (σ T 2 ) which is the within-month variance of daily returns in each calendar month defined as:
Forecasting Method and Forecast and Realized Volatility Measures in Third Alternative: This alternative is based on the method followed by Brailsford and Faff (1996) and subsequently by Yu (2002) among others.
Here also, monthly volatility forecasts (σˆT 2 ) are compared to monthly realized volatility (σ T 2 ). Monthly volatility forecasts are formed by aggregating the s-step ahead daily forecasts based on equation 10 across trading days in each month as follows:
where a given month (T) has N daily observations. Initially, the GARCH (1,1) model is estimated over a ten year period from 1st January, 1991 to 31st December, 2000 (months T= 1, 2, ….., 120 
where R t is the daily rate of return and N is the number of trading days in month T (T= 121, 122, ….., 150).
Performance Measures
There is a variety of statistics to evaluate and compare forecast errors in the volatility forecasting literature. The most popular measures used in the literature include mean error (ME), root mean square error (RMSE), mean absolute percentage error (MAPE), and mean absolute error (MAE) which are defined as follows:
In all the above measures, σˆT 2 and σ T 2 stand for forecast volatility and realized volatility respectively. The volatility forecasts have been evaluated and compared through the above measures and the results are reported in Table 3 . The positive mean errors (if at all significantly different from zero) suggest that the model has slightly over-predicted volatility for Nifty as well as for Sensex under all alternatives. The MAPE statistic gives a relative indication of overall forecasting performance. The model is found to be the best under the second alternative. All the measures are basically used to compare the performance of different forecasting models. Here, only one model -GARCH (1,1) -is estimated and its forecast accuracy evaluated following three alternative methods. Hence, the scope for comparison is limited to the alternative methods only. To evaluate the performance of the single forecasting model used here, we may use the regression-based efficiency test as discussed below: Shiller (1989, 1990 ) propose a regression-based method which is subsequently followed by Day and Lewis (1992) for examining the informational content of forecasts. We have followed the same method which entails regressing the realized volatility on the forecast volatility as shown below:
Regression-based Efficiency Test
If the forecast volatility contains information about subsequent realized volatility, then the intercept should be zero and the slope should be one.
Results for the regressions of realized volatility on forecast volatility are shown in Table 4 (West and Cho, 1995; Jorion, 1995; Figleski, 1997 ; Balaban, 2004) are lower than the lowest value reported here. Our findings may even be improved if high frequency data are used for measuring realized volatility (Anderson and Bollerslev, 1998) .
2 However, due to nonavailability of the same, we restrain ourselves to use only daily squared returns. In spite of using daily squared return, it is observed that the GARCH (1, 1) model provides reasonably good forecasts of future volatility.
Volatility Estimates for Individual Shares
The daily returns on 50 underlying shares currently included in Nifty were used to estimate the GARCH (1,1) model. Summary statistics of the R t of the individual companies are shown in Exhibit 1 and the parameter estimates of the GARCH (1,1) model are given in Exhibit 2. Exhibit 1 gives a number of summary statistics for the daily returns including the first-order autocorrelation coefficient of squared returns (column 6) and Ljung-Box statistics for the first-order correlation which is a basic test for the significance of autocorrelation (column 7). Looking first at columns 6 and 7, there is a significant autocorrelation of squared return for all but one share.
The results, thus, suggest volatility clustering for all but one share. Only Navartind has low correlation as suggested by an insignificant Ljung-Box LM statistic. But, does this really mean that there is no volatility clustering for the share? To answer the question, one may investigate the third and the fourth sample moments reported in columns 4 and 5. From the negative skewness and extreme excess kurtosis on this particular share, it is clear that the apparently low autocorrelation in squared returns is due to one or even a few extreme negative returns. The data reveal that the price of Navartind fell 16 per cent on 2nd March, 2001 and the effect of removing that one single return on that day is to change the excess kurtosis from 7.5711 to 3.5882 and the GARCH LM statistic from 1.72 to 8.21. Thus, if the outlier is removed from the data, the volatility clustering is evident from the first order autocorrelation statistic. Excess kurtosis is, however, not always due to single outliers and it may not affect our tests for volatility clustering. For example, ABB shows sign of significant excess kurtosis but the GARCH autocorrelation diagnostic is still highly significant.
From the parameter estimates of the GARCH (1,1) model reported in Exhibit 2, it appears that the sum of the α 1 estimate and β 1 estimate is generally less than 1 except in the case of Ranbaxy. Britannia, Grasim, L&T, Nestle, and TELCO have an estimate of α 1 + β 1 equal to 0.99442, 0.99418, 0.993, 0.99483, and 0.99297 respectively, which though less than 1 are close to the IGARCH model of Engle and Bollerslev (1986) . These particular shares may be better modeled by a different GARCH model such as the IGARCH model or a simple exponentially weighted moving average (EWMA) model with the smoothing constant set equal to the estimated GARCH beta.
The Ljung-Box statistics reported in the last column of Exhibit 2 reveals that the GARCH (1,1) model has been fitted for 46 individual companies. Only for four companies, i.e., BPCL, L&T, M&M, and Zeetele, there are still significant correlations in the squared standardized residuals. This suggests that models like GARCH (1, 2), GARCH (2,1) or GARCH (2,2) might be still more successful in these four shares than GARCH (1,1) since the autocorrelation of the residuals would be better modeled.
As mentioned earlier, the sizes of the parameters α 1 and β 1 determine the short-run dynamics of the re- cates that shocks to conditional variance take a long time to die out and hence volatility is 'persistent.' In other words, if there is a new shock, it will have the implication on the price for a larger period. The market will take some time to digest the information fully into the price.
Alternatively, large error coefficients α 1 mean that volatility reacts quite intensely to market movements resulting in 'spike' volatility. It appears from Exhibit 2 that Grasim, L&T, M&M, TELCO, and Nestle are more persistent and less reactive in volatility than the rest of the 50 shares and so their GARCH volatilities are more persistent. For these shares, market takes more time to fully digest the today's price shocks than that for others. On the contrary, ABB, Navartind, GAIL, Reliance, and Castrol are less persistent and more reactive in volatility than the rest of the 50 shares. So, the GARCH volatilities of these five shares are spikier suggesting the fact that recent information is more important than old information and the information decays very fast. Thus, it reveals that market behaves differently for different shares in terms of reaction and persistence in volatility. However, the high values of β coefficients in general suggest that the return generating process is characterized by a high degree of persistence in conditional variance.
Leverage or Asymmetric Effect
Despite the apparent success of the simple parameterizations, the ARCH and GARCH models cannot capture some important features of the data. The most interesting feature not addressed by these models is the leverage or asymmetric effect discovered by Black (1976) and confirmed by the findings of French, Schwert, and Stambaugh (1987) ; Schwert (1990); and Nelson (1991) , among others. Statistically, this effect occurs when an unexpected drop in price (bad news) increases predictable volatility more than an unexpected increase in price (good news) of similar magnitude. 3 This idea may be illustrated with the help of the news impact curve in Figure  5 where good news as well as bad news are depicted along with horizontal axis and the corresponding volatility is shown along with the vertical axis. The news impact curve measures how new information is incorporated into volatility estimates. It appears from the figure that the news impact curve allows good news and bad news to have different impact on volatility. The negative side of the curve is steeper than its positive side which indicates that bad news would have a greater impact on volatility than the good news. The higher volatility response to a large negative return caused by bad news than it is to a large positive return of the same magnitude due to good news may tentatively be explained with the help of leverage ratio.
When the equity price falls, the debt remains constant in the short term and hence the leverage or debt/equity ratio increases. The firm becomes more highly leveraged and so the future of the firm becomes more uncertain. The equity price, therefore, becomes more volatile.
The asymmetric GARCH tests reported in Table 1 (A-Garch Autocorrelation and A-Garch LM) and the last two columns of Exhibit 1 investigate the leverage effect in two market return series and 50 individual stocks respectively. A very simple test of this effect is to compute the first order autocorrelation coefficient between lagged returns and current squared returns:
If this is negative and the corresponding Box-Pierce test (the LM test in the last column) is significantly different from zero, then there is an asymmetry in volatility clustering.
Asymmetric GARCH tests reported in Table 1 fail to reject the null hypothesis of no asymmetry in market daily return. However, the asymmetric tests shown in Exhibit 1 suggest the significant leverage effect for eight shares. These are Digital Equipment, HCL Tech, L&T, NIIT, Satyam Computers, Tisco, Wipro, and Zeetele. Though the symmetric GARCH (1,1) model has explained the volatilities of the data, one of the asymmetric GARCH Good News models may be better for capturing these leverage effects. Future research can examine which model is the best at parsimoniously capturing this asymmetric effect.
SUMMARY AND CONCLUSIONS
In this paper, we have shown how some recently developed models for financial time series are used. The special feature of the models is that the series is modeled as a function of the previous values of the variable. The simple GARCH (1, 1) model has been estimated and then evaluated in terms of out-of-sample forecast accuracy on two market indices: S&P CNX Nifty and BSE Sensex. GARCH parameters have also been estimated on 50 individual companies currently included in Nifty. Finally, the leverage effect has been investigated for all the data series.
Once the volatility clustering is confirmed, the vanilla GARCH (1,1) model has been fitted to both the indices. The conditional volatility for the two series has been plotted in Figures 3 and 4 over the period from January 1991 to June 2003. In both the figures, we find strong evidence of time-varying volatility. We also find that periods of high and low volatility tend to cluster. Also, volatility shows high persistence and is predictable. What are the possible sources for the time-varying volatility found in the daily market return? The related study reveals that much of the movement in stock market return volatility is not explained by the fundamental economic factors. It is possible that the presence of 'fads' due to the actions of noise traders in the market may be associated with these immeasurable elements of stock price volatility. In fact, the initial boost up of share prices and the resultant fluctuation was due to fundamental economic factors of the period which were supplemented by a number of liberalizing policies and procedures of the government. However, the real cause of the excessive movement was the irrational behaviour of the market where the speculators along with the frenzy investors drove the price away from fundamental level resulting in fads or bubble as the natural outcome of the price formation process.
The forecasting ability of the fitted GARCH (1, 1) model has been evaluated by estimating parameters initially over trading days of the in-sample period and then using the estimated parameters to later data, thus forming out-of-sample forecasts on two market indices. These out-of-sample volatility forecasts have been compared to true realized volatility. Three pairs of forecast volatility and realized volatility have been measured following three alternative methods. In each method, the volatility forecasts are evaluated and compared through popular measures, i.e., ME, PRSE, MAPE, and MAP. To examine the information content of forecasts, a regression-based efficiency test has also been performed. It is observed that the GARCH (1,1) model provides reasonably good forecasts of market volatility.
While turning to 50 individual underlying shares, it is observed that volatility clustering is present for all but one share. However, removal of one single outlier shows the evidence of volatility clustering for that particular share too. The GARCH (1,1) model has been fitted for almost all companies. Only for four companies, the GARCH models of higher order may be more successful. When the GARCH (1,1) model is estimated, the sum of α + β estimate is found to be less than 1 for all but one share. For five shares, the sum of α + β estimate, though less than unity, is actually close to unity. These shares may be better modeled by a different GARCH model. The reaction coefficient (alpha) and the persistence coefficient (beta) reveal that there are some shares being more persistent and less reactive in volatility than the others and so their GARCH volatilities are more persistent. On the contrary, some shares are less persistent and more reactive in volatility than the rest of the 50 shares. So, the GARCH volatilities of these shares are spikier. But, in general, volatility seems to be of a persistent nature. Only eight out of 50 shares show significant leverage effects and really need an asymmetric GARCH model such as EGARCH to capture their volatility clustering which is left for future research.
IMPLICATIONS
One of the objectives of the various GARCH models is to provide good forecasts of volatility which can then be used for a variety of purposes including portfolio allocation, performance measurement, option valuation, etc. Investors seeking to avoid risk, for example, may choose to adjust their portfolios by reducing their commitments to assets whose volatilities are predicted to increase or by using more sophisticated dynamic diversification approaches to hedge predicted volatility increase. In a market in which such strategies operate, equilibrium asset prices should respond to forecasts of volatility as well as to the risk aversion of investors. Again, recognizing that portfolio β is generally the ratio of the covariance of an individual share with the mar-ket to the variance of the market suggests that covariances and betas are possibly forecastable in the same way as variances are forecastable. There are, thus, several reasons for the future researchers to be interested in multivariate GARCH processes that model not only variances but also covariances. Time-varying conditional volatility model may also be used to estimate VaR more appropriately. Moreover, it is well known that option prices as computed by the Black-Scholes formula depend upon the variance of the underlying asset. In the Black-Scholes framework, this variance is assumed to be constant and hence its estimation is simple. Many practitioners believe that the Black-Scholes framework provides a good approximation but that it must have up-to-date variance estimates, even possibly the implied volatilities from some other contract or previous trade. The conditional variance forms a good estimate for pricing options. Finally, given the anticipated high growth of the economy and increasing interest of foreign investors towards the country, it is important to understand the pattern of stock market volatility in India which is time-varying, persistent, and predictable. This may help diversify international portfolios and formulate hedging strategies.
ENDNOTES
1. This test is an alternative to the Lagrange Multiplier test proposed by Engle (1982) to evaluate the specification of a GARCH process. Bollerslev and Mikkelsen (1994) show that this test has considerably more power in detecting model mis-specifications.
2. As pointed out by Andersen and Bollerslev (1998) , considering the squared daily returns as the 'true' volatility (which has been the case for a long time) may not be a perfect measure. They propose an alternative measure of 'realized' volatility that can be expressed as Leadership is not so much about technique and methods as it is about opening the heart. Leadership is about inspiration-of oneself and of others. Great leadership is about human experiences, not processes. Leadership is not a formula or a program, it is a human activity that comes from the heart and considers the hearts of others. It is an attitude, not a routine.
Lance Secretan
