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Abstract
This thesis presents the analysis of a phosphorylation based insulation device im-
plemented in Saccharomyces cerevisae and the minimization of the retroactivity to
the input and retroactivity to the output of a single cycle phosphorylation device by
means of optimal substrate and phosphatase concentration selection. Characteriz-
ing and improving the performance of insulation devices brings us a step closer to
their successful implementation in biological circuits, and thus to modularity. To this
end, an insulation device was designed and implemented in Saccharomyces cerevisae
employing the principle of timescale separation. It was shown experimentally (data
pending publication), that the dynamics of the insulation device output remained
unchanged in the presence of promoter sites (load) providing retroactivity.
In this thesis, the underlying mechanism by which the insulation device retains
its dynamic performance in the presence of load is explained through singular pertur-
bation and parameter sensitivity analysis. It was determined that the fast phospho-
transfer reactions of the insulation device indeed allowed for retroactivity attenua-
tion provided the substrate and phosphatase concentration are in sufficient amounts.
Furthermore, the retroactivity to the input and retroactivity to the output of phos-
phorylation based insulation devices were parameterized with the substrate and phos-
phatase concentrations using a single cycle model. While previous works have focused
on showing output retroactivity attenuation through high substrate and phosphatase
concentration, it is shown that this has detrimental effects on the insulation device
performance even in isolation. Employing singular perturbation and contraction the-
ory tools, this work provides a framework to determine an optimal substrate and
phosphatase concentration to reach a tradeoff between the retroactivity to the input
and the retroactivity to the output.
Thesis Supervisor: Domitilla Del Vecchio
Title: Associate Professor
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Chapter 1
Introduction
Understanding modularity is one of the most pressing matters in systems biology.
Modularity is the property according to which the input/output behavior of a system
does not change upon interconnection and has been proposed as one of the possible
levels of biological organization [1]. It was suggested, however, that biomolecular sys-
tems are not always modular because impedance-like effects at the interconnections,
called retroactivity, alter the system's behavior [2] [3] [4]. Figure 1-1 shows the system
model introduced in [2] to explicitly account for retroactivity. System H, with input
u and output y, is subject to retroactivity to the output s, due to interconnection to a
downstream system, and applies retroactivity to the input r to its upstream system.
In a biological circuit, this occurs, for example, when a protein is used as a tran-
scription factor. The downstream process uses the protein in its reactions, directly
affecting its dynamics. Retroactivity has also been related to fan-out [5], which is
defined as the maximum regulation capacity of a transcription factor.
U y
r riS
Figure 1-1: System model with retroactivity signals. System H with input u, output
y, retroactivity to the input r and retroactivity to the output s.
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1.1 What is an insulation device?
From an engineering point of view, an insulation device can be used to decouple the
dynamics of interconnected components. This device is analogous to an insulating
amplifier in electrical circuits, where a signal is transmitted to a downstream system
while minimizing the impedance effects. Similarly, an ideal insulation device has the
retroactivity to the input r in Figure 1-1 close to zero and the effect of the retroactivity
to the output s on y is completely attenuated. The realization of devices with these
characteristics have been proposed and implemented in ad-hoc ways in the synthetic
biology context. For example, it has been suggested that signaling pathways, such
as the mitogen-activated protein kinase (MAPK) cascade, can be used as amplifiers
and placed in negative feedback loops to obtain insulation from downstream loading
[6]. And, implementations of insulation devices have been realized in vitro, where the
dynamics of a biological oscillator were successfully decoupled from the dynamics of
"DNA tweezers" using a "genelet" amplifier circuit [7].
1.2 Insulation device design principles
There exists a mathematical treatment of systems with the retroactivity attenuation
property, as it was shown in [8] that an insulation device can be constructed employing
the principle of separation of timescale. Conceptually, the principle is implemented
by placing a fast process between a slow input and the downstream clients. This
decouples the dynamics of the input module from the dynamics of the downstream
clients (load) independent of their demand. The approached used in [9] is based on
Tikhonov's theorem of singular perturbation and the main result suggests that if the
internal dynamics of the insulated system are fast enough, their quasi steady state
dynamics can be isolated from the effects downstream clients and depend only on
the slow input to the system, thus attenuating retroactivity effects to the output.
A device exploiting this principle was successfully constructed and implemented in
Saccharomyces cerevisae, making it the first systematic design of such a device realized
14
in vivo. The system was constructed using a transcriptional activation stage as the
slow input, whose timescale in the order of minutes [10], and a phosphorylation cycle
cascade as the fast internal process, whose protein-protein phosphotransfer reactions
have a timescale in the order of seconds [11].
Furthermore, it was shown [3] that phosphorylation cycles can attenuate retroac-
tivity to the output through a mechanism similar to high gain feedback even without
an explicit negative feedback. And indeed, in vitro implementations have confirmed
this theoretical prediction [12]. As described in [3] the key tunable parameters of a
phosphorylation based insulation device are the substrate and phosphatase concen-
tration, and as they are increased, the effect of the retroactivity to the output on
the cycle output protein could be attenuated. However, increased amounts of cy-
cle substrate result in an increased retroactivity to the input, placing a fundamental
tradeoff between the minimization of the input retroactivity and the output retroac-
tivity. Thus, the optimal design of a phosphorylation based insulation device requires
the substrate and phosphatase concentrations to be implemented in a specific range
to mitigate both retroactivity effects.
1.3 Thesis content
Two main topics are addressed in this thesis. First, a mathematical description of
how the principle of separation of timescale is successfully implemented to design an
insulation device based on transcriptional activation and a phosphotransfer cascade
is provided. Second, an expression for the optimal substrate and phosphatase concen-
tration in a phosphorylation based insulation device that minimizes the retroactivity
to the input and retroactivity to the output of an insulated system is derived using
tools from nonlinear systems theory.
The thesis main narrative is divided into two chapters, one addressing each of the
previously described topics. The first chapter titled "Implementation of an insula-
tion device based on time scale separation" presents the analysis of a system with
an insulation device that was designed based on the separation of timescale princi-
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ple and implemented in Saccharomyces cerevisae. The presented analysis proves this
insulation device fits the class of systems presented in [8] and thus has the retroac-
tivity attenuation property. Its dynamic performance is assessed by comparing the
biological circuits performance to a circuit with the same transcriptional activation
input and load, but lacking the insulation device (called uninsulated system). Using
a green fluorescent protein (GFP) in both systems as a reporter, flow-cytometry data
was collected to measure the response of the system to step up, step down and time
varying inputs. Using the experimental data (not shown-pending publication) the
model parameters were fitted and the characterization of the insulation device was
done through: the application of singular perturbation; calculating the trajectory er-
ror for simulated changes in substrate and phosphatase concentrations, and changes
in the time scale of the insulated system phosphotransfer dynamics; and a dynamic
and steady state sensitivity analysis. The chapter is organized as follows. In Section
2.1 the insulated and uninsulated system constructions and models are presented,
including the chemical reactions considered and their underlying assumptions. The
parameter fit results and input signal design for the dynamic experiments is also in-
cluded. In Section 2.2 the mathematical explanation of the retroactivity attenuation
mechanism is described in terms of singular perturbation, including an assessment of
the stability of the slow manifold. Section 2.3 includes a qualitative explanation of
the retroactivity attenuation property based on a flux analysis of the quasi steady
state approximation. The results of a steady state and dynamic sensitivity analysis
are included in Section 2.4. Also, the load drivers performance is studied under var-
ious phosphorylation time scales for a range of loads, as well as its performance for
different substrate and phosphatase concentrations subjected to the same range of
loads. Section 2.5 contains a discussion of this analysis.
The second chapter titled "Tradeoffs in the design of insulation devices" presents
a parameterization of the error of an insulation device based on a single phosphory-
lation cycle with the cycles substrate and phosphatase concentrations. Their optimal
concentrations that minimize the retroactivity to the input and retroactivity to the
output are determined. The analysis is performed using tools from contraction the-
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ory to provide a mathematical expression for an upper bound in the error between
the insulated loaded and unloaded system under varying substrate and phosphatase
concentrations. This chapter is organized as follows. In Section 3.1, the mathemat-
ical tools needed for the problem solution are provided. In Section 3.2, the system
model and problem are presented in terms of the chemical reactions and differential
equations describing the phosphorylation cycle. Also, the definition of the input error
and output error of the insulation device are given. In Section 3.3, a general solution
approach using model reduction techniques is presented. Sections 3.4 and 3.5 provide
the input and output error in terms of the cycle substrate and phosphatase concen-
trations. In Section 3.6, the total error of the insulation device is provided. Section
3.7 provides a discussion of the presented analysis. Finally, Chapter 4 contains the
conclusions including the required temporal features and parametric constrains for
the successful design and implementation of insulation devices..
17
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Chapter 2
Implementation of an insulation
device based on time scale
separation
The timescale separation principle described in [8] was used to design and build an
insulated system in Saccharomyces cerevisae. This principle was applied by coupling
a slow transcriptional stage, termed input device, to a phosphorylation cycle serving
as the fast internal dynamics, called the insulation device. The output protein of
the insulation acts as a transcription factor of a promoter expressing a fluorescent
protein, thus the activation of this promoter is termed the system output. In order to
measure the insulation device retroactivity attenuation property, a second system was
built without the insulation device, but preserving the same input device and system
output as the insulated system, termed the uninsulated system. More specifically,
looking at Figure 2-1 and Figure 2-2, the input device of both systems consists of
the induced expression of the PTET promoter by the constitutively expressed reverse
tetracycline transactivator protein (rtTA) in the presence of the small molecule doxy-
cycline (DOX). The output stage consists of a chromosomally integrated PTR-SSRE
promoter with 4 binding sites expressing the green fluorescent protein GFP. The
idea of the experiment was to compare the system GFP output in isolation and in
the presence of load (downstream binding sites) for both uninsulated and insulated
19
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Figure 2-1: Uninsulated system circuit design. The system consists of the input
device where the PTET promoter is expressed by reverse tetracycline transactivator
protein (rtTA) in the presence of doxycycline (DOX). The internal dynamics of the
system include the expression and degradation/dilution of SKN7m, which is also the
unbuffered system output protein. The load are the yeast high copy number plasmids
with 800 binding sites of the PTR-SSRE promoter, while a chromosomally integrated
PTR-SSRE promoter expresses the reporter protein GFP.
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systems. Since both systems have the same input device and GFP output stage, the
presence of the insulation device reactions in the insulated system is the only topolog-
ical difference between the two. Thus if the dynamics of the insulated system remain
unchanged in the presence of load, the insulation device design based on timescale
separation indeed possessed the retroactivity attenuation property. The uninsulated
system in Figure 2-1 has the PTET promoter regulating the expression of SKN7m, an
active mutant version of the endogenous SKN7 protein. SKN7m in turn activates the
production of GFP through the PTR-SSRE promoter. To asses the dynamics of the
uninsulated system due to binding to downstream clients, high-copy number 2[t yeast
plasmids containing zero (unloaded) or two (loaded) additional copies of PTR-SSRE
where included in the system. Thus, the dynamic performance of the uninsulated
system was measured comparing the GFP dynamics for the unloaded case, where no
additional PTR-SSRE binding sites are present, and for the loaded case containing 800
additional PTR-SSRE binding sites per cell. The dynamics of the SKN7m concentra-
tion, the internal dynamics of the system, are subjected only to protein production
and decay which are inherently slow processes [REFERENCE], thus not possessing
the retroactivity attenuation property through timescale separation as described in
[8].
The insulated system in Figure 2-2 has the input device expressing the fusion pro-
tein STAT5-HKRR in the presence of DOX. The STAT5 domain of the fusion protein
is phosphorylated by the JH1 domain of the constitutively expressed Janus kinase 2
(JAK2). This phosphorylated and unphosphorylated versions of STAT5-HKRR go
through phosphotransfer interactions with the tyrosine phosphate dependent protein
(YPD1). The phosphorylated form of YPD1 activates the endogenous SKN7 protein
through double phosphorylation, and this double phosphorylated-SKN7 is able to ac-
tivate the chromosomally integrated PTR-SSRE promoters leading to the expression of
GFP. The phosphotransfer reactions in the insulated system comprise the insulation
device and they provide the fast internal dynamics required for a system to achieve
retroactivity attenuation property through timescale separation. The dynamics of the
insulated system were also examined in the presence of the load through the addition
21
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Figure 2-2: Insulated system circuit design. The system consists of the input device
where the PTET promoter is expressed by reverse tetracycline transactivator protein
(rtTA) in the presence of doxycycline (DOX). The internal dynamics of the system
include the expression of STAT5 and the constitutively expressed JH1, while the in-
sulation device dynamics include all phosphotransfer reactions. The insulated system
output is the double phosphorylated SKN7. The load are the yeast high copy number
plasmids with 800 binding sites of the PTR-SSRE promoter, while a chromosomally
integrated PTR-SSRE promoter expresses the reporter protein GFP.
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of PTR-SSRE binding sites in yeast high copy number plasmids.
2.1 Mechanistic Model and Parameter Fit
2.1.1 Insulated and uninsulated system models
Mathematical models for the uninsulated and insulated circuits were developed to
assess the dynamic and steady state effect of retroactivity on the concentration of
transcription factors SKN7m (uninsulated circuit) and double phosphorylated SKN7
(insulated circuit) in the presence of load plasmids with PTR-SSRE promoters. Each
system was written as a set of reactions governing protein species and then using mass
action kinetics, formed into a set of Ordinary Differential Equations (ODEs). These
ODEs were then used to construct a grey-box model using the MATLAB System
ID Toolbox (The Mathworks, Natick, MA). Experimental datasets were used to fit
parameters of the grey-box model using the Trust-Region-Reflective Least Squares
algorithm. Final simulations were performed using a stiff differential equation solver
(MATLAB ode23s) and final parameter values (Table B-1 & Table B-2).
2.1.2 Mathematical model formulation
Uninsulated system
The reactions considered in the uninsulated system are the DOX activated produc-
tion of SKN7m from PTET, the binding and unbinding of SKN7m to PTR-SSRE bind-
ing sites (load), the SKN7m activated production of GFP (reporter), and degrada-
tion/dilution of both SKN7m and GFP. Defining C, as the complex formed between
SKN7m and PTR-SSRE and fH(-) denotes a production function, the reactions can
be described by:
fH(DOX)) SKN7m (2.1)
SKN7m + p , "' Cm (2.2)
koSff
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SKN7m 4 (2.3)
#H(Xm)) GFP. (2.4)
GFP % # (2.5)
To generate these reactions and the formation of subsequent ODEs, we make the
following assumptions:
1. Reactions occur in single well-mixed compartment.
2. Extracellular DOX is in saturating conditions and there is rapid equilibrium be-
tween cytoplasm and extracellular media (DOX import and degradation can be ne-
glected).
3. SKN7m does not dimerize or participate in other phosphorylation reactions due
to mutation[13, 14].
4. The functions governing production of SKN7m and GFP (denoted fH(-)) can be
modeled by a Hill function that captures mRNA transcription, translation, and pro-
tein maturation.
5. The function governing GFP production includes basal production that captures
both basal activation of PTET and basal activation of PTR-SSRE.
6. Mass conservation on the total concentration of PTR-SSRE sites (PT = P + Cm)
where PT as the total concentration of PTR-SSRE sites.
7. Load due to PTR-SSRE promoter sites (4 SKN7 binding sites) for the GFP re-
porter is negligible compared to load of the PTR-SSER promoter sites in the 1x, 2x
load plasmids (400, 800 SKN7 binding sites respectively).
Defining Xm as SKN7m and Gm as GFP, this leads to the following equations:
8
(DOX)n1Xm =kiK + (DOX)ni - 6xXm'-konXm(PT - Cm) + koS$ Cm (Ul)
Cm = konXm(PT - Cm) - koff Cm (U2)
$m = ksgp + kg -2 GGm (U3)Kqfp + (XM)r32
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where km and kg are maximum activated protein production rates, n1 and n2 are
hill coefficients, and Kd,, and Kgfp are respective Kd for the hill functions, k8 g9f
is the basal rate of GFP expression and all other rate parameters are as defined in
the corresponding reactions. Note that s indicated in the equations represents the
retroactivity flux in the SKN7m dynamics.
Insulated system
The reactions considered for the insulated system are the DOX activated produc-
tion of STAT5-HKRR from PTET, the phosphorylation/dephospohrylation of STAT5-
HKRR, STAT5-SNL1/YPD1/SKN7 phosphotransfer reactions, the SKN7 activated
production of GFP, dephosphorylation reactions due to phosphatase (YPD1, single
phosphorylated SKN7, double phosphorylated SKN7), and degradation/dilution of
both STAT5-HKRR and GFP. Using the asterisk nonation (* or **) to denote single
or double phosphorylation of species and C as the complex formed between SKN7
and PTR-SSRE (C* and C** correspond to SKN7 phosphorylation state), the reactions
can be described by:
fH(DOX)# - > STAT5-HKRR (2.6)
STAT5-HKRR STAT5-HKRR* (2.7)
k
STAT5-HKRR* # (2.8)
STAT5-HKRR - 4 (2.9)
STAT5-HKRR* + YPD1 7 STAT5-HKRR + YPD1* (2.10)
k2
(2.11)
SKN7+YPD1* 7 SKN7*+YPD1 (2.12)
k4
SKN7*+YPD1* T SKN7**+YPD1 (2.13)
k4
SKN7* k-4 SKN7 (2.14)
SKN7** - 6- SKN7* (2.15)
YPD1* k4 YPD1 (2.16)
25
(2.17)
SKN7 + p C (2.18)
kof f
kff
SKN7* + p C* (2.19)
kof f
C** -- C* (2.20)
kgC*+YPD1* 7=- C**+YPD1 (2.21)
kio
C* L4 SKN7 + p (2.22)
C* + YPD1 -% YPD1* + SKN7 + p (2.23)
) GFP (2.24)
GFP # (2.25)
For these reactions and the formation of subsequent ODEs, the following assumptions
were made:
1. Reactions occur in single well-mixed compartment.
2. Extracellular DOX is in saturating conditions and there is rapid equilibrium
between cytoplasm and extracellular media.
3. The functions governing production of STAT5-HKRR and GFP (denoted fH '))
can be modeled by a Hill function that captures inRNA transcription, transla-
tion, and protein maturation.
4. STAT5-HKRR activation by JH1, phosphotransfer, and dimerization reactions
can be modeled using a pseudo first order reaction that lump all intermediate
processes together[15].
5. YPD1 and SKN7 are endogenously produced and their total concentration can
be considered conserved (SKN7T = SKN7 + SKN7* + SKN7** + C* + C**,
YPD1T = YPD1 + YPD1*) [15].
6. SKN7 does not dimerize.[14].
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7. SKN7 binds to PTR-SSRE only if D427 is phosphorylated to yield SKN7* due to a
conformational change that allows the DNA binding domain to interact[13, 14].
8. SKN7* and SKN7** when bound to DNA to form C* and C** can still react
with phosphatases and YPDl[14].
9. YPD1* reacts with SKN7* and SKN7** with same rates.
10. The function governing GFP production includes basal production that captures
both basal activation of PTET and basal activation Of PTR-SSRE-
11. Mass conservation on the total concentration of PTR-SSRE sites (PT P +1C* +
C**) where PT as the total concentration of PTR-SSRE sites.
12. Load due to PTR-SSRE promoter sites (4 SKN7 binding sites) for the GFP
reporter is negligible compared to load of the PTR-SSER promoter sites in the
1x, 2x load plasmids (400, 800 SKN7 binding sites respectively).
Defining Z as the STAT5-HKRR fusion, W as YPD1, X as SKN7, G as GFP and
using the asterisk notation (*) to denote phosphorylation, these lead to the following
equations:
(DOX)n1 _
Z Kdm +-(DOX)ni Z - k2 W*Z + k1Z*(WT -W*) - kpZ + k Z*I)
- kZ*(WT - W*) + k 2W*Z + kpZ - k Z* -6Z* (I2)
* =kZ*(Wr - W*) - k2 W*Z - k3 (XT - X* - X** -C*-*) W*
+ k4X*(WT - W*) - k3 X*W* + k4X**(WT - W*) - k7 W*
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-kgC*W* + k1oC**(WT - W*) + k12(WT - W*)C* (I3)
k* =k3 (XT - X- X** I-C* C**) W* - k4X*(WT - W*) - k3 X*W*
82
+ k4X**(WT - W*) - k5X* + k6 X** -knX* (pT - C* - C**) + koff C* (I4)
83
k** =k3 X*W* - k4X**(WT - W*) - k6 X** -konX**(PT - C* - C**) + koffC** (15)
* =kon2X* (PT - C* - C**) - koff C* + k8C** - k9C*W* + kloC** (WT - W*)
- kniC* - k12(WT - W*)C* (I6)
27
U** =koX**(pT - C* - C**) - koffC** - k8C** + kgC*W* - k1oC**(WT - W*) (17)
G~k8 1 ~±k ( X** )f 2=k ,+ kg + (X**)n - JGG (18)
where km and kg are maximum activated protein production rates, ni and n2 are
hill coefficients, and Kdox and Kgfp are respective Kd for the hill functions, ksgfp is
the basal rate of GFP expression and all other rate parameters are as defined in the
corresponding reactions.The terms under braces si represent the retroactivity fluxes
and the boxed terms affect directly the availability of SKN7.
Parameters
Constraints
Because both circuits have the same PTET promoter driving SKN7m and STAT5-
HKRR respectively and SKN7m, SKN7* , SKN7** have the same binding domain for
activation of PTR-SSRE, we assume the same Hill function (parameters kn, kg, ni, n2,
Kd0o, and Kgfp) for both the uninsulated and insulated circuits. Additionally, because
SKN7m, SKN7* , SKN7** have the same binding domain, we assume the same ko,
and koff rate constants. These assumptions are not crucial to the objective of this
study (insulation device design and analysis), but reduce the number of parameters
and help simplify the model.
To examine only biologically relevant parameter sets in all systems, we constrained
each parameter prior to meeting based on literature references:
1. oG and 6 x were constrained by both the doubling time observed experimen-
tally (180min) and average half-life of a yeast protein (43 min)[10] due to both
STAT5-HKRR and GFP being without degradation tags and no known targeted
degradation machinery.
2. Kdo, was constrained by the dosage-response curve to fall between 1nM and
20pM.
3. Kgfp was constrained to be between 1nM and 10nM based on prior calculated
KD for a variety of strong yeast promoters [16].
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4. km and kg were constrained in the following manner. Because the PTR-SSRE
and PTET promoters are MEL1 and CYC1 derivatives, it is expected they would
drive transcription/translation to similar steady-state levels of proteins in yeast,
0.001 - 30 pM[17]. Thus, we utilized the ratio between production and degra-
dation (km / 6) set equal to the average protein concentration to obtain the
parameters.
5. ni and n2 were thought to be >1 but left unconstrained during fitting.
6. ki, k2, k3, and k4 were constrained to fall between 1 pM s-1 and 50 pM s-1
based on in vitro experiments[11] and prior modeling studies[15]. Additionally,
because it is known that SKN7 is a weaker acceptor and donor of phosphates
than YPD1[11], we made use of the following relations: ki > k3 and k2 > k4.
7. k,, k , k5 , k6 , k7, k8 were constrained to fall between 0.004 - 1 min-- based on
ranges of phosphorylation rates found in prior modeling studies[15, 18].
8. k9, k1o, and k12 were constrained by the following relations: k9  k3 , k1o < k4,
and k1 2 5 k4 due to the DNA preventing YPD1 access to bound SKN7 species
(steric hindrance[19]).
9. kul was unconstrained during fits but thought to be < 1 min- 1 as it governs
a rare event (activated, conformationally stabilized protein dephosphorylating
and subsequently unbinding).
10. ko, was bounded in the 105 - 106 [M sec]- 1 range governing most protein-protein
associations [20].
11. kff was bounded in conjunction with ko, via constraining the KD to be be-
tween 0.01nM and 10pM. This range covers covers protein-DNA half lives
between tens of minutes to subseconds as well as includes known transcrip-
tional regulators (0.1 nM for Zif268, a very strong Zinc-finger binding pro-
tein to GCGTGGCGC[21] and 0.3 pM for dHax3 a TAL effector that binds
TCCCTTTATCTCT)[22].
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12. PT was calculated by taking the total sum of PTR-SSRE promoters ( 800 on the
2p) and dividing by the yeast cell volume (60e-15 L)[23].
13. SKN7TOT and YPD1TOT were calculated by taking the endogenous amounts in
the YeastGFP Localization Database[17 and dividing by the yeast cell volume[23].
As we can see from Figure 2-3 (a)-(c), GFP of the unloaded uninsulated system
(Model) has the same trajectory as the loaded uninsulated system with the 4 promoter
sites included in the genome (Model + Ox). The GFP trajectory of the loaded
uninsulated system with 800 promoter sites (Model + 2x) shows a significant lag
and attenuation due to load, relative to the unloaded uninsulated system. These
justify assumption 7 of the uninsulated system and assumption 12 of the insulated
system. The time varying inputs were chosen in order to maximize the steady state
peak to peak amplitude percent error between the loaded and unloaded trajectory of
GFP. In order to determine what input profiles would lead to the largest effects, we
simulated system U1-U3 for a range of time varying inputs with square-wave shape
and calculating the error percent:
Amp[GFP(t)] - Amp[GmL(t))
Amp[GFP(t)]
Here Amp[X(t)] denotes the peak to peak amplitude of oscillation of X(t), defined
as
Amp[X(t)] = max[X(t)] - min[X(t)] for t > to
where to denotes the time when X(t) reaches its steady state response. The uninsu-
lated system was simulated for square wave inputs where the width and period of the
square wave were varied to determine the range of period/width that provided the
greatest retroactivity effect. The results are shown in Figure 2-4 where the heat map
depicts the percentage error for the given period/width input. From the figure we
concluded that the system would show the largest amplitude difference for a square
wave profile of small width and high period, thus the dynamic experiments were car-
ried out for square wave DOX inputs with a width of 50min for the periods: 150min,
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Uninsulated System 20 pM DOX Step Up
5000
(a) Step up experiment (b) Step down experiment
Uninsulated System T = 500 min
500 1000 15
Time [min]
(c) Dynamic input, T = 500 [min]
Figure 2-3: Uninsulated system GFP trajectory simulations using the initial param-
eter set. The panels present the GFP trajectory of the uninsulated system U1-U3
for the step up (a) using 20 pM DOX, step down (b) and period T = 500 [min],
experiments (c). The isolated system (Model) has the same response as the system
accouting for the 4 chromosomally integrated PTR-SSRE promoter sites (Model +0x).
The GFP trajectory subjected to the high copy number plasmid PTR-SSRE promoter
sites is given by (Model + 2x). With this simulation it was concluded, that the chro-
mosomally integrated promoter sites had negligible effects on the GFP dynamics, thus
justifying the uninsulated system assumption 7 and the insulated system assumption
12.
31
Uninsulated System Step Down
Amplitude Error Percentage
6000 0.7
500 0.65
0.6
400
- -0.55
300
200 0.45
~200-
0.4
100
0.35
0 100 200 300 400 500 600
Width [min]
Figure 2-4: Peak to peak output error heat map for the dynamic experiment design.
System U1-U3 was simulated using the Table B-1 initial parameter set to determine
the input profile maximizing the amplitude attenuation retroactivity effect on the
uninsulated system. It was determined that DOX inputs of 50 min width for various
induction periods would provide the greatest retroactivity effects for the validation
of the insulation device design.
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200min, 250min, 350min and 500min. The data from these experiments was used
to improve the fit and the updated kinetic parameters are given in the "Final Fit"
columns of Table B-1 & Table B-2, where all values are inside their physical range.
The parameters provided in the "Final Fit" columns of Table B-1 & Table B-2 are
the ones used for the rest of the analysis.
2.1.3 Mathematical explanation of the insulation device
This section illustrates how the ODE model in equations 11-8 fits the structure of
the class of systems to which the result of Jayanthi et. al applies [8]. In particular,it
is explicitly shown how this structure enables attenuation of the effect of retroactivity
fluxes s1 = -kgC*W* + k1oC**(WT - W*) + k 1 2 (WT - W*)C*, s2 =-konX*(PT -
C* - C**) + kff$C* and s3 = -konX** (PT - C* - C**) + koffC** on the insulation
device dynamics. Finally, an intuitive interpretation of the result in terms of fluxes
controlling X** is provided. Let ZT := Z + Z* and re-write system Il-18 by replacing
Z with ZT:
(DOX)"1  - ZZT =km (D-)X ) Z (2.26)
Kdox + ( DO X )n
= - k1Z*(WT - W*) + k 2W* (ZT - Z*) + kp(ZT - Z*) - k Z* -Z* (2.27)
W* =k 1 Z*(WT -W*) - k2W*(ZT - Z*) - k3(XT - -X* - 0* - C**)W*
+ k 4 X*(WT - W*) - k 3 X*W* + k 4X**(WT - W*) - k7W*
- kgC*W* + k1oC**(WT - W*) + k12(WT - W*)C* (2.28)
X* =ks(XT - X* - X** - C* - C**)W* - k 4 X*(WT - W*) - k 3X*W*
+ k4 X** (WT - W*) - k5X* + k6 X** - konX* (PT - C* - C**) + ko fC* (2.29)
k** =k3 X*W* - k4X**(WT - W*) - k6 X** - konX** (PT - C* - C**) + k0!$ C** (2.30)
U* =konX* (PT - C* - C**) - k0ff * + k8C** - kgC*W* + k1oC** (WT - W*)
- k11C* - k12(WT - W*)C* (2.31)
U** =konX** (PT - C* - C**) - koffC** - k8C** + k9C*W* - k10 C**(WT - W*), (2.32)
in which the G dynamics were neglected, which are not relevant for the current
analysis as they do not affect the dynamics of X**, the output of the insulation
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device. The concentrations were normalized by their maximum values, that is, the
non-dimensional concentrations were defined as
* X * ** X** w W* Z , Z* C* CXT XT * W :=- ZT * C_ *WT=,':= ,w: ,z: z :=- c := c :=--XT XT WT Zo Zo' pT 'PT
in which Zo is the maximal value reachable by ZT given by Zo := k,/6. System
(2.26)-(2.32) in the non-dimensional variables becomes
ZT =6 (DOX)l _ (2.33)Kdox + (DOX)nl ozr
= - k1WTz*(1 - w*) + k2WTW*(ZT - z*) + kp(ZT - z*) - kpz* - 6z* (2.34)
?b* =k1Zoz*(1 - w*) - k2ZOW*(ZT - z*) - k3XT 11 - X* - X** - (c* - c**)] w*
+ k4XTx*(1 - w*) - k3 XTX*W* + k4XTX**(1 - w*) - k7w*
- k9pTc*w* + k1OpTc** (1 - w*) + kl2pTc*(1 - w*) (2.35)
h* =k3 XT - x ** - (c* - c**) w* - k4WTx*(1 - w*) - k3WTX*w*
XT
+ k4WTx**(1 - w*) - kx* + k6x** - konPx*(1 - c* - c**) + k c* (2.36)
d*** =ksWTx*w* - k 4 WTx**(1 - w*) - k 6x** - koprx**(1 - - c**)
+ koff PTc** (2.37)
XT
6* =konX x* (1 - c* - c**) - koffc* + k8c** - kgWTc*w* + k1oWTc**(1 - w*)
- k11c* - k12WT(1 - w*)c* (2.38)
6** =knXx**(1 - c* - c**) - koffc** - k 8c** + kgWTc*w* - klOWTc**(1 - w*). (2.39)
While the time scale of the first differential equation is determined by the dilution rate
6 E [0.004, 0.01] min-' the timescale of the remaining differential equations is much
faster and determined by phosphotransfer reactions. Specifically, we can consider
the reactions involving kinetic rates {kp, ki, k2, k3, k4 , k6 } as evolving in a fast
timescale characterized by the phosphorylation rate k4WT E [6,600] min-' (see Table
B-2 final fit set). Based on the parameters in Table B-2 final fit set, the remaining
phosphotransfer reactions, including spontaneous dephosphorylation of x* and w*
as well as phosphotransfer reactions of the protein/DNA complex, evolve in a slower
time scale since {k 5 , k7 , k8, k9pT, kioPT, k 11 k12pT} < 0.02 min-'. Furthermore, the
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binding/unbinding of x* and x** with DNA occurs at a maximum rate konpT <; 0.13
min-'. Thus, we can justify the application of singular perturbation theory with
small parameter e 6/(k4WT), in particular with constants not depending on E:
ci := ki/k 4 , c2 := k2 /k4 , c3 k/k 4 , c5  k5/ C6 := k6 /(k 4 WT), c7  k7 /3, c8 :=
k8/6, c9 := kgpT/6, cio := klopT/6, c11  k11/, c12 := k 12pr/6, ', := kp/(k 4 WT),
S' := k' /, a' := X 1 /WT, on := knpT/8, and Ioff := koff(pI/XT)/6. Then, system
(2.33)-(2.39) becomes
K = ox+ (DOX)l -SZT (2.40)
e= - clz*(1 - w*) + c2 W*(ZT - z*) + Kp:(ZT - z*) - expJz* - eoz* (2.41)
e6* =c16(ZO/WT)z*(1 - w*) - C2 6(ZO/WT)W* (ZT - z*) + aox*(1 - w*)
- C3ax*w* - C36 (1 - x* - x** -(pT/XT)c* - (PT/XT)c** ) w*
+aX**(1- w*) - Ec7ow* +EC9c*W* + ECioJC**(1 - w*) + eC125C*(1 - w*) (2.42)
6-k* =C36 ( I - - x** -(pT|XT)C* - (pT/XT)c** ) w* - 6x* (1 - w*) - c3sx*w*
92
+ ox** (1 - w*) + c6 6x** - ec5Sx* -eu 1nox* (1 - c* - c**) + eKoff6c* (2.43)
83
Ie&* =C36X*w* - c6x** - 6x** (1 - w*) -enx** (1 - c*- c**) + enoff6C* (2.44)
6* =%non(XT/pT)X* (1 -c* - c**) - Kof f 6 (PT/XT)C* + c86c** - c96(WT/pT)c*w*
+ C106(WT/PT)C** (1 - w*) - c116c* - c12 6(WT/pT)(1 - w*)c* (2.45)
6** =Kon6(XT/pT)X**(1 - c* - c**) - nff 6 (XT/PT)C** - c86c**
+ C96 (WT/PT)C*W* - clO(WT/pT)c**(1 - w*). (2.46)
Since c < 1, the above system is well approximated by a reduced system where e = 0.
The trajectories of the above system approach those of the reduced system very fast
when e is very small and when the slow manifold, obtained setting e = 0 in equations
(2.41)-(2.44), is locally exponentially stable. In such a case, note that the fluxes under
brace si, 2 and 83 become zero, so that the dynamics of the insulation device, that is,
of (z*, w*, x*, x**) are not appreciably affected by the load unless (pT/XT)(c* +c**) in
(2.42) and (2.43) is comparable to 1. We have that (pT/XT)(c* +c**) < 1 if PT < XT
since c* , c** < 1. From the parameters in Table B-1 & Table B-2 final fit set, we have
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that PT/XT ~ 0.28. Defining kd := koff/kon we have that c* < XTx*/(XT + kd)
and c** < XTx**/(XT + kd) at the quasi-steady state. Furthermore, assuming the
maximum activation of x* and x** stays bellow 30% of its total concentration (small
signal assumption), based on the values of Table B-1 & Table B-2 final fit set, we
obtain that c*, c** < 0.29, leading to having (pT/XT)(c* +c**) to be about 0.17. Since
c = 0 initially, we have that retroactivity will have no appreciable effect during the
transient and will manifest itself with a small steady state error. This steady state
error will be smaller as PT/XT becomes smaller, which can be obtained by increasing
XT in the insulated system. The loaded insulated system experimental data (pending
publication) and simulation results for the nominal parameter values show that the
residual steady state error due to retroactivity is barely appreciable for the parameter
set. Hence, this term is neglected in the following treatment assuming that XT is large
enough so that PT/XT is small.
In order to claim that the trajectories of system (2.40)-(2.46) approach fast those
of the reduced system where e = 0, we need to have that the slow manifold is locally
exponentially stable [9]. This is checked by verifying that the Jacobian of the fast
system with E = 0:
= - clz*(1 - w*) + c2w*(ZT - z*) + rp(ZT - z*) (2.47)
1j* =c1(Zo/WT)z*(1 - w*) - c2(ZO/WT)W*(ZT - z*) - c3 a(1 - x* - x**)w*
+ aX*(1 - w*) - c3ax*W* + ax**(1 - w*) (2.48)
L* =c 3 (1 - x*- x**)w* - x*(1 - w*) - c3x*w* + x**(1 - w*) + c6X (2.49)
.** =c 3x w* - x**(1 - w* )c6x** (2.50)
has eigenvalues with strictly negative real parts uniformly in zT when (z*, w*, x*, x**)
are on the slow manifold (6 = 0 in equations (2.41)-(2.44)). This Jacobian is given by
-Ci(1-W*)-c2w* C1z* + c2(zT-z*) 0 0
A B +a(1 - w*) c3aw* + a(l - w*)
0 C -2c 3 w* - (1 - w*) -C3W* + (1 -W*) + C6
0 c3x* + x** c3w* -(1 - w*) - c6
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in which
A = cl(Zo/WT)(1 - w*) + c2(Zo/WT)w*,
B = -c1(Zo/W)z* - c2 (Zo/WT)(ZT - z*) - c3a(1 - x* - x**) - ax* - csax* - ax",
C = c3 (1 - x* - x**) + x* - c3 x* - x".
The Jacobian of the system was numerically calculated as a function of ZT and verified
that the eigenvalues have strictly negative real part as seen in Figure 2-5, where the
largest eigenvalue is bounded between -0.003 and -0.025.
2.1.4 Qualitative explanation of the insulation device
Consider the ODE model (2.40)-(2.46) and let u(t) := D t)1 At the quasi-
steady state (C = 0), we have that all the insulated circuit species are static functions
of u(t). Re-write the differential equation of x**(t) in (2.44) letting G := 1/c and
multiplying both sides by XT, so that
= C3GX*w*(u(t))-6GX**(1-w*(u(t)))-c 6 G6X** -onx** (1-c*-c** )+roffXTcc**.
Letting s3 =(1 - c* - c**) + ,offXT6c**, and recalling the expressions of G,
c3 and c6 from Section 2.1.3, we define
G1 := C3GJXT= k3WTXT, G 2 := 6G = k4WT,
F1(u(t)) := w*(u(t))x*(u(t)) and F2 (u(t)) = (c6 + (1 - w*(u(t))), so that
X** = G1F1(u(t)) - G 2F2 (u(t))X** - ss.
Note that Fi(u(t)) and F2(u(t)) do not depend on the load by virtue of the assumption
that PT/XT is sufficiently small and by the fact that si = 92 = 0 in equation (2.42)-
(2.43) when c = 0. At the quasi-steady state, the inlet and outlet fluxes determining
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ZT
Figure 2-5: Load drivers reduced order system eigenvalues at different normalized
STAT5 concentrations. The Jacobian of system (2.47)-(2.50) was numerically calcu-
lated for varying normalized zT concentrations. The systems eigenvalues have strictly
negative parts, with the slowest eigenvalue bounded between -0.003 and -0.025.
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the rate of change of X** balance out, so that
G1F1(u(t)) - G2 F2 (u(t))X** - s3 = 0,
leading to
, X (k 3 F1 (u(t)) s3 (2.51)k4 F2 (u(t)) k 4XTWTF 2 (u(t))
From these expressions, it follows that if k4XTWT >> s3, then the dynamic behavior
of X**(t) is not affected by retroactivity flux 33. Since the phosphorylation reactions
are very fast compared to the other reactions in the system (as seen in Table B-2 final
fit set), the fluxes due to the phosphorylation reactions G1F1(u(t)) and G2 F2 (u(t))
are much larger than the retroactivity flux ss. Therefore k4XTWT > ss holds.
2.2 Sensitivity Analysis
To single out specific parameters to which the retroactivity attenuation property is
particularly sensitive, a sensitivity analysis is performed. Specifically, from the results
of the two previous sections, it is clear that the retroactivity attenuation property is
controlled by parameter e. Since E is small when the reactions involving the kinetic
rates {kp, kiWT, k2WT, ksWT, k4WT, k6 } are in a timescale of order k 4WT, much larger
than 6, we expect that uniform decrease in these parameters will worsen retroactivity
attenuation.
Observing that the nominal solution of the insulated system in 11-8 has at least
continuous first derivatives on the parameters not shared between the insulated and
uninsulated systems, which we will denote as parameter the vector A, we can define
the sensitivity of a state trajectory X(t, A) to parameters A by taking the partial
derivative with respect to A [REF [9 ]:
SA(t, A) = X(t, A), (2.52)bA
which is a matrix in R"nPI where n is the number of states and p is the number of
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parameters in A. Now take the derivative with respect to time of the sensitivity to
obtain
d ~~ 8~d[ XA(t, A)] = 5 [X(t, A)]di BA A di
= f(t, X(t, A), A)BA
_f(t, X, j A8 af(t, X, A)
DX x-x~t X(tA)+ D9X X=X(tA) X=X(t,A)
and define the Jacobian matrices:
A f(t, X, A) A f (tX, A)A(t,X X=X(tA:) B A) := .8X A X=X(t,A)
From this, we can write the differential equation for the sensitivity matrix as
5A = A(t, Ao)SA(t) + B(t, Ao), (2.53)
where the Jacobian matrices A and B are evaluated at the nominal parameter values
Ao . In our case we have X = (Z, Z*, W*, X*, X**, C*, C**)T and A = (5, k,, k,,
ki, k2, k3, k4, k5, k6, k7, XT, WT, k8, k9, kio, kon, koff, PT, ku, k12 )T with AO given
in Table B-2 final fit set. Multiplying SA on the right hand side by the diagonal
matrix DA = diag{A,, A2,... , A4}, we can define the sensitivity as the concentration
change of species X due to a percentile change in the individual parameter Aj. We
call 5A = SADA the normalized sensitivity, which allows for sensitivity comparison
between parameters of different nature.
2.2.1 Unloaded insulated system dynamic sensitivity
The results for the dynamic sensitivity analysis of the unloaded insulated system
for the T = 500 [min] experiment, observing only the sensitivity of state X**(t, A),
are given in Figure 2-6. In these plots, positive sensitivity value accounts for an
increase in the overall amplitude of response while negative sensitivity value accounts
for a decrease. Also, comparing the maximum amplitude of oscillation reached by all
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parameters indicates which one has the largest weight on shaping the output response.
If we look at the reaction rates in list (2.6) - (2.25), we see that the reactions in the
forward phosphotransfer path leading to the formation of X** (ki, k3 in Figure 2-6
(a)-(b)) have positive sensitivity. This means that a percentile increment in these
parameters leads to an increase of the overall response. Phosphotransfer parameters
in the backward path (k2 , k4 , k5, k6 in Figure 2-6(b)-(c)) have negative sensitivity,
thus increasing them leads to a decrease in the response amplitude.
To interpret the higher sensitivity of X** to parameters J (decay of Z and Z*)
and kp (phosphorylation of Z*), as seen in Figure 2-6 (a), consider first how Z* acts
as an input to the reactions of the insulation device controlling the expression of X**.
From reaction (2.10), we see that Z* acts as a kinase in the STAT5/YPD1 cycle,
controlling the production of W*. At the same time, from reaction (2.12) and (2.13)
we see that W* acts as a kinase in the YPD1/SKN7 cycle, controlling the production
of X**. Thus, in the phosphorylation cascade STAT5/YPD1/SKN7 (comprising the
insulation device) we can visualize Z* acting as the cascade input and X** as the
cascade output. Increasing the decay parameter J leads to a decrease in the maxi-
mum Z* concentration, resulting in a decrease of the maximum X** concentration.
Conversely, looking at reaction (2.7) we see that increasing the phosphorylation pa-
rameter k, leads to an increase in the Z* concentration, which results in an increase of
the concentration of X**. The system appears to be most sensitive to this parameter
since k, regulates the maximum concentration of the input that the insulation device
sees.
2.2.2 Loaded insulated system dynamic sensitivity
The results for the sensitivity analysis of the loaded system, again only considering
state X**, are given in Figure 2-7. Here we see the same qualitative sensitivity behav-
ior as in the unloaded case: parameters in the forward path have positive sensitivity
while parameters in the backward path have negative sensitivity. The system is again
more sensitive to parameters J and k, (Figure 2-7 (a)) at the input stage of the
insulation device, interpreted as Section 2.2.1. It is also worth noting the increased
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Figure 2-6: Dynamic sensitivity of the unloaded insulated system. The dynamic
sensitivity given by (2.53) was calculated across all insulated system parameters with
nominal parameters given in Table B-2 final fit set. The simulations present the
normalized dynamic sensitivity given by multiplying the solution of (2.53) by the
diagonal matrix DA containing all parameter values. The insulated system in isolation
is most sensitive to parameters J and k, of the STAT5 reactions and the SKN7
dephosphorylation rate k6 . Percentage variations in these parameters results in a
greater amplitude of oscillation change in the SKN7 output protein concentration.
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sensitivity to WT and XT compared to the unloaded insulated system sensitivity, as it
can be seen by comparing Figure 2-6 (c) with Figure 2-7 (c). This can be interpreted
from a physical standpoint as follows. The increased sensitivity to XT can be seen
as the systems need for high substrate to supply the additional flux created by the
interconnection with the downstream load component. To prevent dependence of the
quasi-steady state of system Il-18 from the load, the substrate needs to be in high
abundance to meet the load demands. Additionally, since the complexes created with
the load promoter sites undergo phosphotransfer reactions with W and W*, the total
YPD1 concentration WT plays now a larger role than in the unloaded case in which
these reactions were absent, as it can be seen in Figure 2-7 (c).
The X** trajectory is insensitive to all parameters regarding the load binding,
i.e., parameters: kon, koff, k8, k9, kio, kil, k12 and the total promoter concentration
PT as it can be seen from Figure 2-7 (d). This is consistent with the fact that this
system is insulated from the effects of the load. Thus, small variations in the binding
affinity (kon, koff), promoter concentration (PT) or complex phosphotransfer rates (k8
through k12) do not affect the X** dynamics.
2.2.3 Output error sensitivity
Defining the output error as the squared difference between the X** trajectories of
the loaded and unloaded insulated system,
y(t, A) = (X**(t, A) - XZ*(t, A))2 ,
we can assess the sensitivity of the retroactivity attenuation property to parameters
in A, since we are directly comparing the behavior of the insulation device in isolation
(system (2.26)-(2.32)with PT = 0) and upon connection. This sensitivity is given by:
y(t, A) = 2(X**(t, A) - XL*(t, A)) ( X**(t, A) - aX*(t, A) . (2.54)
43
Sensitivity SA of X**(t, A),
-3
0 500 1000 1500 0 500 1000 1500
time [min] time [min]
(a) (b)
Sensitivity 5A of X**(t, A) Sensitivity SA of X*(t, A)
X 10-3 L -XT X 103 3 ko
k kii10 k12
0 4 : ------- ------- 0
-5 -5
0 500 1000 1500 0 500 1000 1500
time [min] time [min]
(c) (d)
Figure 2-7: Dynamic sensitivity of the loaded insulated system. The dynamic sen-
sitivity given by (2.53) was calculated across all insulated system parameters with
nominal parameters given in Table B-2 final fit set. The simulations present the
normalized dynamic sensitivity given by multiplying the solution of (2.53) by the
diagonal matrix DA containing all parameter values. The loaded insulated system
is most sensitive to parameters J and k, of the STAT5 reactions and the SKN7 de-
phosphorylation rate k6 as the unloaded insulated system. Additionally it is more
sensitive to the total SKN7 concentration XT and the total YPD1 concentration WT,
as can be seen upon comparison with Figure 2-6. The system is insensitive to all
parameters regarding the load: the association and dissociation rates k,, and koff,
the phosphotransfer rates k8 through k12 and the total promoter site concentration
PT. This is consistent with the insulation device output dynamics being insulated
from the effects of load.
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Multiplying fy(t, A) on the right hand side by the diagonal parameter matrix DA =
diag{A1 , A2,. - -, An,} we can define the output error sensitivity as the change in the
error between the trajectories of the insulated loaded and unloaded system due to
a percentile change in the parameters A. The simulation results for the normalized
output error sensitivity are given in Figure 2-8.
Positive error sensitivity indicates an increase in the squared error, while a negative
error sensitivity corresponds to a decrease. From Figure 2-8 (c), we see that the
output error is most sensitive to the total phosphatase concentration WT and to
the dephosphorylation rate constant k6 . Increasing these parameters leads to an
improvement in the insulation device performance. It was shown in Section 2.1.4
equation (2.51) that increasing either of these two parameters leads to a reduction in
the effects of the retroactivity flux sa thus isolating the dynamics from load, which
translates to a decrease in the squared error. The output error is also sensitive to
parameter kp, which has positive sensitivity as seen in Figure 2-8 (a). It was discussed
in Section 2.2.1 that increasing this parameter leads to an increase in the amplitude
of Z* which leads to a larger X* and X**. Having a high signal reduces the amount
of available substrate X which can be phosphorylated and bind to the downstream
load, as it can be seen from the conservation laws of model 11-18. Increasing the
concentration of X* and X** leads to an increased formation of C* and C**, which in
turn affect the concentration of all insulation device species at the quasi-steady state.
This effect is captured in the boxed terms of equation 13 and 14. Thus, an increase in
k, leads to a reduction of the substrate availability, which is detrimental to the load
drivers performance.
2.2.4 Retroactivity attenuation performance
The property of the circuit was further assessed by simulating the mean squared error
to the same T = 500 [min] square wave given by:
E = T FX**(t) dt. (2.55)
T 0 max[X**(t)]_
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Figure 2-8: Error sensitivity of the insulation device. The error sensitivity given
in (2.54) was calculated from the normalized dynamic sensitivities to the loaded and
unloaded insulated systems as well as load drivers output trajectory from both. The
analysis reveals that the output error performance is highly sensitive to the total
YPD1 concentration WT and the SKN7 dephoshorylation rate k6 . These two param-
eters where related to the retroactivity flux attenuation in (2.51), thus percentage
increase in their values leads to a reduction in the system output error. This anal-
ysis demonstrates that the total phosphatase concentrations as well as spontaneous
dephosphorylation rates of the insulation device are the key parameters of the retroac-
tivity attenuation property.
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The analysis was performed in two ways. First, the timescale of the insulation device
reactions was increased in expressions (2.41)-(2.44) by increasing gain G 1/E. The
output error (2.55) was calculated, under different promoter sites concentrations, as
gain G was increased. The simulations were performed keeping a fixed ratio XT/PT
to prevent quasi-steady state effects. This illustrates the relevance of time scale sepa-
ration in retroactivity attenuation. Second, the output error (2.55) was calculated as
the total substrate and phosphatase concentration (XT and WT) were proportionally
increased under different promoter sites concentrations. This is relevant since, from
a design perspective, XT and WT constitute the tunable physical parameters in the
system.
Retroctivity attenuation dependence on timescale
The insulation device dependence on timescale was evaluated by simulating the
normalized system (2.40)-(2.46) once G = 1/c in (2.41)-(2.44) was changed. Changing
this gain in simulation corresponds to changing the timescale of the fast processes.
The mean squared error in (2.55) was calculated across a range of PTR-SSRE promoter
sites concentration, which is the physical quantity controlling the amount of load
placed on the insulation device. To prevent from changes in the quasi-steady state of
the system (2.40)-(2.46) when changing the load PT, the total substrate concentration
XT was increased proportionally to PT keeping the original PT/XT ratio fixed across
all simulations.
From the simulation results shown in Figure 2-9 (a)-(d) we can see that the error
increases, as the amount of promoter sites is increased for constant G. This behavior
is expected since increased load concentration imparts higher retroactivity fluxes si,
s2 s3 on the 11-8 system dynamics. Conversely, the mean squared error decreases as
the gain G is increased. This implies that the insulated system is able to attenuate
higher retroactivity effects as the reactions encompassing the insulation device become
faster. We can also see from Figure 2-9 (a)-(b) that the relationship between timescale
increase and promoter sites increase is about linear for a fixed error level. Yet, for
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Figure 2-9: Mean squared output error heatmap for various insulation device phos-
photransfer reaction timescales with increasing promoter sites. In this simulation
the constant G represents the increase in timescale (a)-(b) or decrease of timescale
(c)-(d) of the internal insulation device phosphotransfer reactions. It reports the
error(2.55) for the simulated system (2.40)-(2.46) with varying promoter site con-
centrations PT = YP9 where pTr is the total promoter site concentration reported in
Table B-1 final fit set. The simulation reveals that the fast internal dynamics of the
insulation device indeed allows for retroactivity attenuation, behaving almost linear
for a given error level at higher G, as can be seen from (b). When the insulation
device reactions speeds are slowed down, to the extent of the slow processes in the
insulated system, as shown in (c)-(d) the error is increased. This is consistent with
the principle of timescale separation controlling the insulation device retroactivity
attenuation property.
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small error values, the required increase of G is larger. From Figure 2-9 (c)-(d)
we see that the error increases as the timescale of the phosphotransfer reactions is
reduced to the extent of the slower internal processes in the system. This demonstrates
it is imperative to have a difference of timescales, meaning faster phosphotransfer
reactions, for the insulation device to exhibit the retroactivity attenuation property.
Retroactivity attenuation dependence on the total substrate and phos-
phatase concentration
Assuming a = XT/WT is kept constant, system 11-18 was simulated, by increasing
proportionally both the substrate and phosphatase concentrations. The error due
to an increase in PTR-SSRE promoter sites concentration was then calculated using
expression (2.55). From the simulation results shown in Figure 2-10 (a)-(d) we can see
that the error increases as the amount of promoter sites is increased, but decreases as
the total substrate and phosphatase concentrations were increased for all values of the
load. This is in accordance with the fact that these two factors are directly related to
the retroactivity attenuation property of the insulation device as in equation (2.51).
Having high substrate prevents from quasi-steady states changes in system 11-8
due to the load. Furthermore, in the case where the reactions with timescale kiWT,
k 2 WT, k 3WT, and k4WT are rate limiting (or slowest), increasing WT improves the
approximation e ~ 0, as it follows from the definition of e given in Section 2.1.3.
Thus, the dynamics of X** can be approximated by the dynamics of the reduced
system where the effects of the load are not present as seen in (2.47)-(2.50). In-
creasing WT, thus leads to a preservation of the unloaded dynamics of the system
when the phosphorylation reactions driven by YPD1 are rate limiting. Furthermore,
decreasing both XT and WT concentrations have adverse effects on the load drivers
performance as seen in Figure 2-10 (c)-(d). Meaning the retroactivity attenuation
property requires a minimal concentration of substrate and phosphatase for its suc-
cessful implementation.
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Figure 2-10: Mean squared output error heatmap for various insulation device total
substrate and phosphatase concentrations with increasing promoter sites. In these
simulations p provides the fold increase or decrease in the total SKN7 concentration
XT and YPD1 concentraition WT. The reported error was calculated applying (2.55)
for the simulated system 11-18, with promoter sites concentrations given by PT = Pr
where pTr is the total promoter site concentration reported in Table B-1 final fit set.
The simulation demonstrates that high substrate and phosphatase concentrations
allows for retroactivity attenuation as seen in (a)-(b). This is consistent with (2.51),
where XT and WT are directly related to the attenuation of the retroactivity flux in the
load drivers output dynamics. On the other hand, a decrease in these concentrations
leads to a higher error as see in (c)-(d). Thus, the total substrate and phosphatase
concentrations are good tunable parameters to improve the retroactivity attenuation
property of the insulation device.
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2.2.5 Steady state sensitivity
Another interesting feature of this experiment is that both the insulated and uninsu-
lated system have the same steady state response to different DOX induction levels.
A way to understand what parameters have a larger weight on this steady state char-
acteristic is to perform a steady state error sensitivity analysis on the GFP output
concentration of both insulated and uninsulated circuits for all values of DOX. Re-
calling Gm as the GFP concentration of the uninsulated system and G as the GFP
concentration of the insulated system, we can define the squared GFP error as:
H(DOX, A) = (Gm(DOX, A) - G(DOX, A))2 , (2.56)
where the Gm(DOX, A) is the steady state value of Gm in system U1-U3 and the
G(DOX, A) is the steady state value of G in system I1-8 at different DOX concen-
trations.
The steady state sensitivity of X(t, A) can be obtained by setting $A = 0 in (2.53)
and solving for S\ which gives:
=- (f af(tX,A) - f(tX,A) (2.57)
We can measure the sensitivity of the steady state error to all parameters in both
insulated and uninsulated unloaded systems by defining the parameter vector A = (6,
k,, k,, k1 , k2, k3 , k4, k5, k6 , k7 , XT, WT, km, Kdo0 , kg, Kgfp, 6G, 6X)T and taking the
partial derivative with respect to A of (2.56):
aH(DOX, A) = 2(Gm(DOX, A) - G(DOX, A))(S,\ - S(). (2.58)
Expressions 5Lm and 5f are the normalized steady state sensitivity of GFP to pa-
rameters in A at a given DOX level. They are obtained by calculating (2.57) then
multiplying on the right hand side by DA = diag{A}, i.e., 5 m SG mDA.
The steady state error sensitivities are given in Figure 2-11. These plots were
generated using expression (2.58), where the GFP concentration was simulated for
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Figure 2-11: Steady state error characteristic sensitivity. The steady state sensitivity
given in (2.58) was calculated for all insulated and uninsulated system parameters,
with nominal values given in Table B-1 & Table B-2 final fit set. The simulations
reveal that the steady state characteristic of both systems is mostly insensitive to
parameters shared between systems, specifically kmn, Kdo, kg, Kgfp, and 6 G. Fur-
thermore, it shows higher sensitivity to insulated system parameters 6, k, and k6 ,
consistent with the unloaded insulated system dynamic sensitivity; and to parameter
6x of the uninsulated system. The analysis reveals that the biggest steady state ef-
fects are given by parameters that have the biggest impact on the output of both the
uninsulated and insulated systems independently.
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insulated and uninsulated systems and their sensitivity calculated for a range of DOX
values. As for the output error sensitivity presented in Section 2.2.3, positive sensi-
tiv.ity implies an increase in error between the G and Gm steady state characteristic.
Similarly, negative error sensitivity implies a reduction in the steady state charac-
teristic error. The general result is that only parameters that might affect the X**
amplitude in the insulated system or the Xm amplitude in the uninsulated system
independently, have a significant effect on the steady state output error. We can
further claim that all parameters shared between the two systems, meaning the co-
efficients for the Hill function of the PTET and PTR-SSRE promoters as well as the
GFP degradation, have no significant effect on the steady state output error, relative
to the parameters not shared between the two systems as seen in Figure 2-11 (a)-(d).
Specifically, the parameters shared between the two systems are: kin, Kd0 ,, ky, Kgfp,
and 6G. As discussed in Section 2.2.1, the dynamics of X** which are reported by G,
are sensitive to decay parameter 6 and phosphorylation rate kp, which accounts for
the high steady state sensitivity as seen in Figure 2-6 (a) and Figure 2-7 (a). This
is due to the fact that both of these parameters affect directly the amplitude of Z*
which is the input to the insulation device, as discussed in Section 2.2.1. Thus, small
variations on these is reflected on the concentration X** and ultimately in G. Based
on Figure 2-11 (a), increasing 3 increases the steady state characteristic error while
increasing k, decreases it. It was also discussed in Section 2.2.1 that the X** trajec-
tory is highly sensitive to the desphosphorylation rate k6 as seen in Figure 2-6 (c) and
Figure 2-7 (b). Increasing this parameter leads to a higher dephosphorylation of X**,
thus decreasing its concentration which results in decreasing G. From Figure 2-11
(b), increasing this parameter leads to an increase in the error between G and G,.
Conversely, increasing the degradation rate ox decreases the amplitude of Xm, which
leads to a decrease in Gm, and from Figure 2-11 (d), decreases the steady state error
as well. Thus, parameters that provide the greatest sensitivity to the amplitude of
X** independent from the amplitude of Xm, and vice versa, have the greatest impact
on the steady state error.
To further explore how the parameters to which the steady state error is more
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Figure 2-12: Steady state characteristic dependence on parameters. The steady
state characteristic of both insulated and uninsulated systems was simulated for 50%
increase and decrease in the parameters that prov ided the highest sensitivity in
Figure 2-11. The panels (a)-(c) show an envelope of the insulated system steady state
characteristic, while panel (d) shows an envelope for the uninsulated system steady
state characteristic. Variations in these parameters, which are not shared between
systems, leads to deviations in the steady state characteristic of the insulated and
uninsulated system from being almost the same.
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sensitive to affect the steady state characteristic, plots for 50% variations in param-
eters {6, kp, k6 , 6x} were generated to bound the maximum and minimum change
given by each of them as seen in Figure 2-12. From Figure 2-12 (a) and Figure 2-12
(c), we can see that parameter 6 modeling de decay of Z and Z* as well as parameter
k6 modeling the dephosphorylation of X**, of the insulated system, have a similar
qualitative effect on the steady state. Both of them decrease the overall steady state
characteristic for a 50% increase in their value, while increasing the steady state curve
for a 50% decrease in their value. This is expected since 6 models the decay of Z*, the
insulation device input as seen in Section 2.2.1. Increasing this decay decreases the
input, thus X** which is reported by G. Similarly k6 decreases X**, thus lowering the
G across all DOX values. Conversely, from Figure 2-12 (b) we can see that increasing
k, by 50%, which models the phosphorylation of Z into Z*, increases the concentra-
tion of GFP across all DOX values. Increasing this parameter results in an increase
in Z*, which translates to higher X** and thus the concentration of GFP. Decreas-
ing this parameter by 50%, decreases the overall steady state characteristic. Finally,
from Figure 2-12 (d) we can see that increasing 6x modeling the decay of Xm, of the
uninsulated system, reduces the steady state characteristic across all DOX values. A
50% increase in this value leads to a decrease in the Xm concentration, thus reducing
the GFP concentration. A 50% decrease has the opposite effect, so it increases the
GFP concentration across all DOX values.
2.3 Discussion
From this analysis we see that the insulation device allows the insulated system
preserve its isolated dynamic performance in the presence of the load. The operational
principle relies on timescale separation, where the insulation device output protein
SKN7 successfully tracks the slow transcriptional signal of the input device since
its dynamics evolve in a faster timescale. Specifically, due to the slow input signal
SKN7 is able to quickly reach its quasi-steady state even in the presence of load.
Furthermore, since the SKN7 is in high abundance the quasi-steady state is unaffected
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by the load, thus isolating from both dynamic and steady state effects. The reason
why the quasi-steady state of SKN7 remains unaffected was appreciated through
a flux analysis. As it was depicted in Figure 2-2 when the phosphorylation and
dephosphorylation fluxes of SKN7, dependent on the phosphotransfer kinetic rates
and total concentration of YPD1, are high enough the effect of the additional flux
due to load is attenuated. This makes the SKN7 output dynamics independent of the
load, therefore attenuating retroactivity effects. This result provides then that the
key parameters for the retroactivity attenuation property are the total phosphatase
concentration and the phosphotransfer kinetic rates. And indeed from the sensitivity
analysis we saw that the insulation device output error is highly sensitive to the total
YPD1 concentration (WT) and the desphosphorylation rate k6 .
It was also shown by simulation in Figure 2-9 that the insulation device error
could be mitigated for higher load by increasing phosphotransfer reactions timescale
of the insulation device. The inherently fast timescale due to the nature of the phos-
photransfer reaction, allows that for a given error the relationship between increase
in promoter sites and insulation device timescale is almost linear. Furthermore, re-
ducing the phosphorylation timescale scaled nonlinearly with the insulation device
output error, thus being detrimental to the device performance. Since the timescale
of the YPD1 mediated phosphotransfer reactions can be tuned by increasing the total
YPD1 concentration, the simulations presented in Figure 2-10 further demonstrate
the validity of using the total YPD1 and SKN7 concentrations as the easy tunable
parameters in the system to further reduce the output error.
Furthermore, it was shown experimentally (data pending publication), that the
steady state characteristic was preserved in the presence of load for both insulated and
uninsulated systems. For the uninsulated system this is consistent with the SNK7m-
PTR-SSRE complex being protected from degradation. As we can see from'the system
equations U1-U3 the steady state of SKN7m is not dependent on the load. This can
be accounted for physically by the constant production of SKN7m generating enough
protein to allow the bound SKN7m reach its steady state value while maintaining the
free steady state concentration is unaffected. The insulated system is able to preserve
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its steady state characteristic given SKN7 is insufficiently high amount relative to
the PTR-SSRE concentration. Moreover, the steady state characteristic is preserved
between both insulated and uninsulated system for a specific range of parameters of
the insulation device.
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Chapter 3
Tradeoffs in the design of
insulation devices
In this chapter, a single phosphorylation cycle model is proposed for the further anal-
ysis of the phosphorylation based insulation device. The insulation device output is
parameterized with the cycle substrate and phosphatase concentrations to determine
an optimal amount that minimizes the retroactivity to the input and retroactivity to
the output. The approach to characterize this tradeoff is based on singular pertur-
bation and contraction theory. An upper bound is determined on the steady state
error between the output of the insulation device under study and an ideal insulation
device. This upper bound is a function of the substrate and phosphatase concentra-
tions and can be minimized with respect to these variables. It is then shown through
simulation that the calculated upper bound is tight.
3.1 Mathematical tools
Theorem 1. (Contraction Theorem): Adapted from [24]. Consider the n-dimensional
deterministic system i = f(x, t), where f is a smooth nonlinear function. The system
is said to be contracting if any two trajectories, starting from different initial condi-
tions, converge exponentially to each other. A sufficient condition is the existence of
some matrix measure, m, such that there is a A > 0 with m Of(xt) < -A for all xJ x
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and for all t > 0. The scalar A defines the contraction rate of the system.
Throughout this paper, the vector norm 1-| will refer to the 2-norm given by
IX|2= (E ||2)1/2 and m 2(A) the induced matrix measure given by m2(A) =
maxi (A { A+A* }) where Ai denotes the matrix's ith eigenvalue.
Lemma 1. (Robustness): Adapted from [24]. Assume that the system
= f (x, t) (3.1)
is contracting, with contraction rate A, and consider the perturbed system
, = f(x,, t) + d(xp, t), (3.2)
where d(x,, t) is bounded, so there is a d > 0 such that Id(xp, t) d for all x, and
for all t > 0. Then, the trajectory of the perturbed system satisfies
jx,(t) - x(t)| e-Atxp(O) - x(0)| + A. (3.3)
Lemma 2. Adapted from [25]. Assume that the system i = f(x, z(t)) is par-
tially contracting in x with contraction rate Ax so that the solution of the system
f(x,, z(t)) = 0 can be written as x, = 7(z), i.e., there is a unique global mapping
between x and z. Assume further that there exists a d > 0 such that iy(z) i <d for
all x, for all z and for all t > 0. Then, any trajectory x(t) satisfies
Ix(t) - y(z(t))| 5 e-AIx(0) - Y(z(0))| + . (3.4)
Proof. Let x be the solution of i = f(x, z(t)) while x, = -y(z(t)) is the solution of the
"perturbed" system i = f(x,, z(t)) + & i(z) with disturbance 9z . Applying the
result (3.3) from Lemma 1 yields bound (3.4). D
Proposition 1. Consider the system (3.1)-(3.2) in Lemma 1 and let |d(xp,t)|
Co + E 1 Ck e-Akt. Having xo = x(0) - x,(0)|, the upper bound on x(t) - x,(t)| is
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given by
|x(t) - xp(t)| xoe-At ± C A e-Akt. (3.5)
k=1
Proof. Let X(t) (x,(t) - x(t))|, then ' + AX < |d(xp, t)| 5 Co + ZD _1 Ck e-Akt
as in [24]. Multiplying by the integrating factor eAt we can re-write the differential
equation as - (eAtX) < ext (CO + En_1 Ck e--Akt). The differential equation can now
be integrated to obtain (3.5) where the terms with negative coefficients were neglected
for the approximation. D
3.2 System model and problem description
A phosphorylation cycle consists of a set of two reversible enzymatic reactions, where
the activation and deactivation of a substrate through the addition/removal of a phos-
phate group is used to transmit information to a downstream system [26]. Through-
out this work, for a given species X its concentration is denoted by X (italics). In
a phosphorylation cycle, a kinase labeled Z, regulated by k(t), activates substrate X
through a phosphate transfer reaction to form X*, while Y deactivates X* to form X.
Protein X* also regulates a downstream system by binding to sites p forming complex
C. These sites can be DNA promoter sites if X* is a transcription factor or they can
belong to a substrate if X* is an active kinase. The chemical reactions for the system
are:
k(t) Z
Z A #,
X+ Z,--C 1 -4 X*+ Z ,
02
a2
X* + p , " C,
k055f
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in which C1 is the complex formed by the substrate X and kinase Z and C2 is the
complex formed by the protein X* and phosphatase Y. The assumed conservation
laws are: XT = X+X* +C1+C 2 +C, YT =Y +C 2, and PT = P+C.
The ODE model of the phosphorylation cycle is given by:
r
dZk )z 1  z~X* C1. C 2 X TC k(t -6Z- ZX 1- 2- )+(02+ k1)C1di XT XT XT XT
dC1 X* C / C2 C
=t 01Z XT 1 - -- -- ( 2 + k1)C1,dt Xr XT XT XT
=C -(k2 + a2)C2 + a1YrX* 1 - ,2 (3.6)di YT
dt= k1C1 + a2C2 - alYTX* (1 - +k0ff C - koX* (PT C ),
dO
d= -k 0ff C + konX* (PT - C).dt
Here, r represents the retroactivity to the input and s represents the retroactivity to
the output. One can abstract the signal flow in (3.6) using system E in Figure 3-1.
Signal Z drives the X* dynamics through complex C1 while the binding and unbinding
reaction of Z with X creates retroactivity r in the Z dynamics. Similarly, X* drives
the C dynamics downstream, while being affected by the retroactivity s. An ideal
insulation device should behave as system Er in Figure 3-1 where the terms under
brace r and s in (3.6) were set to zero.
The key tunable parameters in this system are XT and YT, which will be kept at
a constant ratio YT/XT = p throughout the analysis. We seek to adjust the values
of these parameters in such a way that the behavior of the system is close to that
of an ideal insulation device. This can be better appreciated in Figure 3-2, where
different substrate concentrations are tested using a sinusoidal input k(t) on system
(3.6). The black line describes the ideal behavior Xj given by r, s = 0. The red
line is the behavior of X* in the system having r, s = 0. As we can see from
Figure 3-2, having too high or too low values of XT leads to an error between the
actual X* and the ideal XI device responses. The reason being that a large XT
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Figure 3-1: Insulation device virtual subsystems. Top: system E with input Z,
output X*, retroactivity to the input r and retroactivity to the output s. Middle:
System Eo with input signal Z subject to retroactivity r, while output signal XJ
has retroactivity to the output s - 0. Bottom: system E is the ideal realization of
system E, where both signals Z, and Xj7 are not subject to retroactivity.
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Figure 3-2: Effect of substrate concentration on the insulation device output. The
red line is output X* of system E in Figure 3-1 and the black line is output Xj of
system Ej, with different substrate concentrations. In all simulations, the parameters
are taken from [27]: koff = 10 min-1, ko,, = 1 (nM min)-', 6 = 0.01 min-', k(t)=
6(1 + sin(ot)), and w = 0.005 min-'. Also ki = k2 = 0.6 min-', ai = #31=
.006 (nM min)-', #2 = a2 = 6 min~i, P = 10 nM and p = 1. Low X = 10 nM,
intermediate XT = 100 nM and high X3 = 1000 nM.
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concentration applies a load to the Z(t) dynamics changing the nominal signal ZI(t),
while attenuating the effect of PT on the X* (t) dynamics. This tradeoff between
minimizing the effect of r and s is studied in this paper. Specifically, the total output
error AXoT(t) : X*(t) - Xj(t), is quantified by determining positive functions,
A(XT), B(XT), A(XT) such that AXOT| A (XT) e-A(XT)t + B(XT).
3.3 Solution approach
This problem will be solved by quantifying the errors in X* due to r and s in (3.6)
to find A(XT), B(XT) and A(XT). To this end, the virtual system Eo in Figure
3-1 is obtained from E by setting s = 0. The output error is defined as AXg(t) :=
X*(t) - Xo (t), which accounts for the error in X*(t) only due to retroactivity s.
Likewise, the virtual system E, in Figure 3-1 is obtained from E by setting r = 0
and s = 0. The input error, defined as AX,(t) := X (t) - Xj(t), accounts for the
error in X* (t) due only to retroactivity to the input r. It will be shown that the
total output error, given by AXOT = X* (t) - X (t), can be upper bounded by
IAXor(t) |AXM(t) + IAX(t)|. We proceed to separately determine the output
error and input error.
First, a system order reduction will be performed through singular perturbation
to obtain a two-state variable model for Z(t) and X*(t). Processes in system (3.6)
occur in three timescales [8]. The slowest timescale is that of the kinase dynam-
ics due to protein production and decay and the intermediate timescale is that of
phosphorylation. The fastest timescale is that of the binding and unbinding re-
actions to form complexes C1 , C2 and C. Thus, singular perturbation parameters
ei := J/k 1 and e2 := 3/k f are selected so that 62 < 61 < 1. We define the param-
eters: kd := koff1/kn, b1 := #3162/, ai := Z162/6, b2 := #262/6, a2 := a 2 E2/3, and
k, := k2 /ki. The transformation w := Z-+C1 and y := X*+C2+C is also performed
on system (3.6), converting it to standard singular perturbation form [9]:
dw =k(t) 
- J(w 
- C1)
dt
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61 dy C1 - kxoC 2dt
dC1
62 dt =5bi(w - C1)(XT - y - C1) - 6(b 2 + 62/6 1 )C1 (3.7)
dC2
62 =6a1(Y - C2)(y - C2 - C) - 6(a2 + kxE2 /61)C 2dt
dC 6
E2d -= (Y -C2 -C)(pT -C)- 6 C.dt kd
We let Z(t, ei, 62) and X*(t, Ei, e2 ) denote the Z and X* trajectories of system (3.7)
when transformed back to the original coordinates. This system is the same as de-
scribed in Example 1 of [8]. Since it satisfies all the required conditions, one can use
Lemma 2 (Case 1) of [8], which performs a nested application of Tikhonov's singular
perturbation Theorem, to determine the reduced order dynamics.
3.3.1 Input error
To determine the input error AX,= XO (t) - Xj(t), the effect of r in the reduced
order dynamics of Z(t) will be analyzed. The error produced by r will be written as
AZ(t) := Z(t) - Z 1 (t), which acts as a disturbance in the dynamics of X*(t) leading
to the error AX(t).
The kinase dynamics evolve in the slowest timescale, thus singular perturbation
is performed by setting ei = 0 and E2 = 0. Defining the phosphorylation and de-
phosphorylation dissociation constants as kdl = #2/1 and kd2 = a 2 /a1, respectively,
and assuming X* < kd2, kd, and PT < XT (thus working in the linear regime
of the Michaelis-Menten functions), the slow manifold is given by * =)x(Z) :=
Z2+kx+Ydk2 aY C2 2 (x () -IOx ( Z , 0 1 (x kx YOx (2Z),2 [kd 2-1(k, +1)YTI±k, kdl YT 0' =~9(?)() kd 2 X~ 0kd2bC~b()
C= c Z)) := Tx (Z). Variables X and Z denote the approximation of X and
Z in system (3.7) once Ei = 0 and E2 = 0. The reduced order dynamics of Z are
obtained by differentiating the slow variable w with respect to time. We have that
dw dZ dC1  dZ d@1 dx dZ
dt dt dt d x dZ dt'
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dZ
dit
1 dw
1+ dab dkb& d'dO|. dZ
which, employing the first equation in (3.7), can be expanded as
dZ
di = (1 Rz(Z))fz (Z, k (t)),
Rz(Z) kdlXT
2 + (k + 1)] + kdl + kd1XT
fz(Z, k(t)) := k(t) - 6Z.
By proof of Case(1) in Lemma 2 of [8], one has that Z(t)
- Z(t, 6i, 62)
0(62/61), so for ei, 62 -+ 0, Z(t) will be taken as a good approximation of Z(t, Ei, 62),
and be denoted by Z(t) with abuse of notation.
Bound for AZ(t)
From (3.8), it is notable that the reduced input dynamics have the form of a
nominal contracting system with an additive disturbance. The nominal or isolated
system is given by setting Rz = 0 in (3.8), that is,
(3.10)di = fz(Z, k(t)).
The connected or perturbed Z dynamics are given by
dZ
dt = fz(Z, k(t)) + hz(Z, k(t)), (3.11)
where the expression hz(Z, k(t)) has been defined as
(3.12)
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so that
where
(3.8)
(3.9)
= O(Ei) +
hz (Z, k (t)) : = - R2(Z) fz(Z, k (t)).
In order to apply the robustness result given in Lemma 1 to find a bound on AZ, we
first need a bound on the perturbation h,(Z, k(t)).
Claim 1. Define k := maxt>olk(t)| and assume that Yr > max
kkd2/ 4 and kdl>max c4k(kx + 1) k (kx+1 )
kx kdl-k(kx+1)/6 n 6kx ' 3 k. '
2kkd2 /kxbd2-Ic kx l
a1/
Also let z = 7-y(k) denote the globally unique solution of fz(z, k) = 0 and define
V, := maxt>oIk(t)1. Then, the upper bound on hz(Z, k(t)) is given by
hz (Z, k(t))| Coze-Gt + CZ, (3.13)
where Co: 6 (X 73
and G -= 6kd1XT/2+6kd1
zd -, (kdl+XT )2
Proof. See Appendix A-1.
and Ci:= (X ) V, defining 7 0 : Z(0) - z(Z(0))
1:
Claim 2. Let Az = 6 be the contraction rate of system (3.10) and AZo := |Z(O) -
Z(0)|, then we have
C__ Cz|AZ(t)I AZoe-A" + C e-Gzt + 1+ .
Az - Gz Az
(3.14)
Proof. In order to apply Lemma 1 to system (3.10) - (3.11), the contraction rate
Az of the isolated system (3.10) is obtained. This is a positive number such that
m 2 ( afz(ZI~k 5t)) -Az, and it is given by Az = 6. From Claim 1, since (3.13) satisfies
Proposition 1, we have (3.14). E
The assumptions on Claim 1 are satisfied for YT and kdl sufficiently large. Also,
after a transient, the input error is bounded by
Cz
lim |AZ(t)|t-++o Az
XT(kdl + XT) V'
= kd =: AZO.
okai (X+ kdi)
Taking the derivative with respect to XT, one has z - X 1T/2+ +k1 0
for all XT. Therefore, as XT increases the error AZ increases.
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(3.15)
Bound for AX (t)
The activated substrate dynamics X* evolve in the intermediate timescale. The
singular perturbation analysis for the intermediate timescale is performed by setting
only E2 = 0 in (3.7). Let C = E(*) := PZ*, C2 = 2 (Z*) :-=LZ*, C1 =kd kd2 '1
71(Z, X*) Z +kd1(XT - * - y2(X*)). Variables X* and Z denote the dynamics of
X and Z in the intermediate timescale. The reduced order dynamics of Z* are now
obtained by differentiating the slow variable y with respect to time and employing
the second equation of (3.7):
dy dX* dC 2  dC
dit dit dit dt'
so that
dy dX* y2 dX* 8cy dX*
dt t * dt ak* dt,
yielding
dX* _ 1
dt 1+ 4 + k171 - k272)8X* OX*
Further assuming Z < kdl, and defining k' := kl/kdl and k' := k2/kd 2 , we can
write
d A*d = (1 - Rx)fx(X* , Z), (3.16)
dt (.6
where
R= pT/kd (3.17)
PT/kd+ 1+YTkd2'
kIXTZ (1 - T -T - klYTA*
fx(XZ) XT d2T1+Y/kd2
The reduced order dynamics of Z can be obtained by differentiating the slow variable
w with respect to time, thus by proof of Case(1) in Lemma 2 of [8], one has that
jZ(t, 61) - Z(t, 61, 62)| = 0(62/61), and |X*(t, Ei) - X*(t, 61, E2)1 = 0(62/61).
Here, i*(t, 61) will be taken as a good approximation of X*(t, 61, 62) and we denote
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it by X*(t) with abuse of notation. Also, since Z(t, 61) and Z(t) are both good
approximations of Z(t, Fi, 62), we will use Z(t) in (3.16), given in (3.8), as a good
approximation of Z(t).
From (3.16), it is notable that the reduced input dynamics have the form of a
nominal system with an additive disturbance. The nominal or isolated X* dynamics
are given by setting the retroactivity term R, = 0 (PT = 0) in (3.16) and using (3.10),
that is,
d X
dtX = f (X*, Z1 ). (3.18)dt
The dynamics of XJ can now be treated as the perturbed version of (3.18) with an
input Z(t) = Z1 (t) + AZ(t), where AZ(t) satisfies (3.14):
dX = fx(Xo*, Z1 ) + ht(Xo*, AZ) (3.19)dt
k'XTZ 1- -d2T J
and h (Xo*, A Z) is defined as ht(X , A Z) := xTkd2 X
Claim 3. Having AXj0 := IXJ(0) - Xj(0)|, the input error satisfies
C1 0eT Xt CT e-;t+CT (.0IAX*(t)| AX*oe-It + Ax e- e-Gzt A2z (
T = ( kXT) AZ, CT ( IXT 
___ kT( kXT and
where COT := YTk) AZ 1, C 1+Y:k=2 A C-G 2 : , a+YT/kd2 nd
1+YT/kd2'
Proof. Recalling AZ(t) from (3.14), the disturbance ht(XJ, AZ) satisfies lht(X*, AZ)|
kIjXT Aze-z + COZ eG-,t+
1+YT/ AZe- +z -G + . The contraction rate of the isolated system
(3.18) is found as a positive Ax such that m 2  x, -A, for all X, and ZI,
which results in Ax k=1YT Recalling the constants defined in Claim 3 and usingl+YT/kd2~
Proposition 1 yields (3.20). E
The steady state input error can be found as
CT A
lim IAX*(t)| < 02 _ Az _: AX*, (3.21)
t-++oo Ax pk'/k'
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Figure 3-3: Insulation device input error upper bound. Simulated input error from
model (3.18) - (3.19) and estimated error upper bound from (3.21). We can see that
as the total substrate concentration XT is increased, the input error increases. This is
consistent with the notion of the insulator device creating a retroactivity effect to the
input of the upstream module. This error is then propagated to the output protein
of the insulator.
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which increases as XT increases. This behavior is captured by Figure 3-3, where the
steady state error is also shown as obtained from simulation with a periodic input
k(t). One can also see that it lies below the calculated upper bound (3.15) for all
values of XT.
3.3.2 Output error
The dynamics of X*, subject to both retroactivity effects r and s, will be compared
to the dynamics of X* which are only subject to the retroactivity effect r in order to
obtain the output error AXJ. The dynamics of X* are given by
dX*
dt = fx(X*, Z) + h(X*, Z), (3.22)
where the expression hx(X*, Z) has been defined as
hx(X*, Z) := -Rxfx(X*, Z). (3.23)
Equation (3.22) will be treated as the perturbed version of the Xg(t) dynamics given
in (3.19). In order to apply the robustness result given in Lemma 1 to find a bound
on AXJ, we first need a bound on the perturbation hx(X*, Z).
Claim 4. The disturbance hx(X*, Z) satisfies
|hX* Z| < Coe-Gxt + Cx
Ihx(X* Z)j Oe~ ~ (3.24)
cy {[kWx(1+4f)+k'Y, and [ kIWx(1± YT )+k2/YT _
where Cox -= 1 [kw(+ k' o and Cx - kIw 1+ kd2 V
P ' %(1+-K)2+(1+-K')3 JX 1 ?Y g(1+ -Y )2+(1+ - )3 GxKxp0d k2 kd2  kd(1kd 2 )+ k)2
defining IX(0)--yx(Z(0))|, Wx := 72(k)+720+6, G+:=1++/Ik2 , Kk:=
-YXO Gz61+YT/kd 2 +pT/kd'X
k ,/k and V := lZ(0) - 72(k(O))| I+k1/lkdl 'an G z\")
Proof. See Appendix A-3. F
Claim 5. Having Ax as the contraction rate of (3.18) and Xo := IX*(0) - XJ(0)|,
IAXO'(t)I satisfies
72
C" CX
AXo*(t)| < Xoe-A' + e-Gxt + 1. (3.25)
-Ax - G A X
Proof. Recalling Ax from Claim 3, one can apply Proposition 1 to get (3.25). E
Assuming Z(O) = -yz(k(O)), after a transient the output error is bounded by
limt,+oc, |AX*(t)| <; := AXO*,, whereA,
k1p + YT) 22k1Vz (kp) 2  62kd1p[k2kdlYT +7zk1(kd 2 + YT)]lAXO*0  X m L (2kd1p + YT)2  + YT(kd2 + YT)(2kdlp + YT) (3.26)
2k$2pTVY
63kkdk 1 Kxp 2 -
Differentiating with respect to YT, one has
8 -AXO* (kdl + YT) [8kkdlpVz(kdlp + YT) 2] 62  2k(4ky p2 + 3kdlpY 2 Yj)
YT - YT(2kd1p+YT) 3  YT(2kd1p+YT) 2
62k2kdl[YT3kdlp + YT -+ 2k~ip 2 (kd2 + 2YT)]]
YT (kd2 +Y)(2kd1 p + YT ) 2
making 000 = p9 o- < 0. Thus, the error decreases as XT is increased. Figure 3-4
captures this behavior. As it is expected, the calculated upper bound lies above the system
error simulation for all values of XT. Furthermore, without downstream clients (PT = 0),
AXO*. = 0 since the error only accounts for the retroactivity to the output. In (3.26), since
YT = XTp, AXJ, converges to a value different from zero as XT -+ oo. This is due to
the presence of the phosphatase term YT/kd2 in the R, expression, which accounts for the
phosphatase also placing a load on the output protein X*. This is different from [3], where
the phosphatase term was not accounted for in the retroactivity expression.
3.3.3 Total output error
The total output error can be upper bounded using the triangle inequality |AXTOT(t)| <
I|AX (t) + | 1AX (t) . Assuming the initial conditions are the same for connected and isolated
systems, and having A(XT) = max ,_X A(XT) = min{ G, Az, Gz},
aAG' AB -A t r -G |j)A (XT)e-' x +
and B(XT) = LAX>* + AX~,, the total error takes the form IAX OTI A(XT)e-A(XT)t +
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Figure 3-4: Insulation device output error upper bound. Simulated output error
from model (3.19) -(3.22), and estimated error upper bound from (3.26). We can
see that as the total substrate concentration XT is increased proportionally to the
total phosphatase concentration YT, the output error decreases. This is consistent
with the notion of retroactivity attenuation through high gain feedback as described
in previous works. Thus, high substrate and phosphatase concentration allow for
attenuation of retroactivity to the output.
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B(XT). Evaluating the limit at infinite time we have,
lim |AX oT(t) ! AXIo A± (3.27)t-+oo
The optimal selection of XT, which minimizes both the effects of r and s on signal X* (t),
is given by the minimum of the above expression, which is shown in Figure 3-5. The first
term AXj 0 , defined in (3.21), increases with XT since it comes from the input error, while
the second term, defined in (3.26), decrease as XT increases since it comes from the output
error. This illustrates a tradeoff between the input and output errors. This expression
also predicts no error for constant inputs, meaning V, = 0, making retroactivity for the
presented model a purely dynamical effect. A final remark on Figure 3-5 is that the bound
is tight about the minimum.
Note that if the calculated bounds AXj> and AX3, fall in the order of e2/6i, then the
approximation error due to singular perturbation is not negligible anymore and should be
accounted for in the calculations of the error bounds.
3.4 Discussion
This work presents the application of tools from nonlinear systems analysis such as con-
traction theory and singular perturbation to analyze the tradeoff between input and output
retroactivity of a phosphorylation-based insulation device. The analysis shows that while
increasing the substrate concentration of the phosphorylation cycle reduces the effect of
retroactivity to the output, the cycle becomes a load itself to the upstream system. The
error produced by the retroactivity to the input is then propagated to the output, atten-
uating the output signal. Thus, an optimal substrate concentration was found to be the
minimum of a sum of the input and output errors. The results from this work can be used
to estimate the minimum upper bound on the error given by the insulation device.
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Figure 3-5: Insulation device total error upper bound. Simulated input error from
model (3.22) and (3.19) , with no retroactivity to the input, and estimated error
upper bound from (3.27). From this plot we can see the tradeoff between attenuation
of retroactivity to the input and attenuation of retroactivity to the output. For
low substrate concentrations the output error is high due to poor retroactivity to
the output attenuation. As the substrate concentration is increased it reaches a
minimum value, then for high substrate concentrations the retroactivity to the input
has detrimental effects on the insulator output since it creates an error that propagates
through the insulator dynamics. Thus, the optimal substrate concentration is given
by the minimum of this plot since it minimizes both retroactivity effects.
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Chapter 4
Conclusions
This thesis presented the analysis on the successful construction of a phosphorylation based
insulation device in Saccharomyces cerevisae as well as the relationship of its key con-
stituents, the substrate and phosphatase concentration, with the device output error. The
novelty of the device implementation relies on the mixing of slow and fast biochemical net-
works to achieve the retroactivity attenuation property. This is against the usual notion in
systems biology and synthetic biology of analyzing and designing systems in the context of
either fast network processes, such as signal transduction, or slow network processes, as in
transcriptional regulation. Current experimental studies demonstrated how a transcription-
ally activated circuit driving a phosphorylation cascade was able to attenuate retroactivity
effects by downstream clients on the device output protein. In the analysis of this experimen-
tal system, it was shown through the context of singular perturbation that the quasi-steady
state dynamics of the phosphorylation cascade were independent from the load if the con-
stituent reactions are fast enough. Through a flux balance analysis on the quasi-steady
state approximation, it was demonstrated that the key parameters in the system where the
phosphotransfer rates involving the activation and deactivation of the output protein as
well as the total concentrations of substrate and phosphatase. High phosphotransfer and
substrate/phosphatase concentration leads to greater attenuation of the retroactivity flux
on the overall insulation device dynamics. Thus, the inclusion of an insulation device in
a synthetic circuit design allows for the modular composition of systems. This modularity
due to the retroactivity attenuation property allows this work to contribute to the bottom
up approach in synthetic circuit design.
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Furthermore, while increased substrate and phosphatase concentration allow for the
elimination of dynamic and steady state dependencies of the device output on the load, it
also increases the retroactivity to the input, which might be disruptive to the input de-
vice. Using contraction theory, an expression for the upper bound on the output error
was provided for an insulation device based on a single phosphorylation cycle. Still, the
single cycle model captures the key features from the complex system in the experimental
study, including the need for a slow frequency input and the high substrate and phosphatase
concentration to increase the output attenuation property. These provide insight into the
fundamental limitation that the insulation device has in minimizing both retroactivity ef-
fects since, in applications where the input device is highly sensitive to load, the information
that wants to be transmitted from the input device to the downstream module might be
lost.
The analysis of the experimental results and the theoretical insight on the tradeoff
between input and output retroactivity due to substrate and phosphatase concentrations
promotes the further development of this research project. The construction of a device
where both substrate and phosphatase concentrations are tunable parameters will allow the
full characterization of insulation devices based on phosphorylation. It has the potential of
illustrating experimentally the tradeoff between input and output retroactivity attenuation
providing further guidelines into the optimal implementation of insulation devices in a more
general context. Further theoretical work involves the inclusion of the steady state effect due
to load in the estimation of the optimal substrate and phosphatase concentration calculation
since the current formula allows for optimal prediction due only to dynamic inputs. Also,
exploring the effects that high substrate and phosphatase concentration might pose on the
cellular metabolism since high phosphorylation activity might lead to high sequestration of
the finite available cellular resources.
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Appendix A
Proofs
A-1 Consider the system
dZ
= (1 - Rz(Z))fz(Z, k(t)) =: gz(Z, k(t)). (A.1)
The upper bound on hz(Z, k(t)) from (3.12) is determined by bounding Z using Lemma 2,
then using Lipschitz continuity. Let Z, be the solution of gz(Z,, k(t)) = 0, which is given
by Z, = -z(k(t)) = k(t)/6. To apply Lemma 2 we need: the bound d in (3.3) such that
k) k(t) < j, and the contraction rate of (A.1). The bound can be given by
7z k) k(t) Vz/6. (A.2)
The contraction rate Gz of (A.1) is a positive number such that m2 a9z( -Ge, for
ag- (Z k t) (g. (Z, k (t))'
all Z, and for all k(t). We have shown in Apendix A-2 that m2 (z ) m2 O9 zj o
ogz (Z,k(t))\ X{2k [kd2 +YT(kx+1) -kd1 k2making m 2 ( z ) (kdl+XT) 2  -
Selecting a YT as in the assumption of Claim 1, the XT factor is smaller than
-6kdlXT/2, so the contraction rate can be set to
G -- JkdlXT/2+ 6kdl (A.3)(kdl + XT) 2
Now Lemma 2 can be applied directly using (A.2) and (A.3). Letting cz(t) := Z(t) -
-z(k(t)), it follows from Lemma 2 thatlez(t)| e-Gt|Z(0) - -yz(k(0))|+ . Finally,
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recalling (3.12), one has Ihz(Z, k(t))| IR,(Z)|fz(Z, k(t))|. From (3.9), since R <
0, it follows that
IRz(Z)I XT d
-XT + kd1
(A.4)
One has that |fz(Z, k(t))| = Ifz(y(k(t)) + Ez(t), k(t))| 5 Ifz(y(k(t)), k(t))|+ Az(t)|,
in which Az (t) := f_(-y(t) + cz(t), k(t)) - fz (7(k(t)), k(t)). Since fz(Z, k(t)) is Lip-
schitz continuous in Z with constant az = 6, it follows that |Az(t)| aezz(t). Also
fz(yz(k(t)), k(t)) = 0, so that
(A.5)
From (A.4) and (A.5) we have lhz(Z, k(t))| < XT+kdl ) +) . Recalling
constants C& and C1 in Claim 1, we have lhz(Z, k(t)) Coe-Gzt + cz
A-2 Claim: From system (A.1), m2 (&Zk@) m2 (Z(tz)
Proof. From (3.9) we see that (1 - Rz)9z < (1 - Rz) {|z=o < 0, since '(-R;) > 0
and f < 0.az
Thus it suffices to prove that Z[fza(1-az)] < 0. Defining a := kd1XT(YTk./kd 2 )2,
b := [1 + YT(kx + 1)/kd2l, and c := YTkxkdl/kd 2 we have that
[9 (1 - Rz)
6Z z_ 6Z I
2ab(c + bZ) 2 (c6 + 3bk - 2bJZ)
[a+ (c+ bZ)2 3
a(c6 - bk + 2b6Z)
[a+ (c+bZ)2 3
which is always negative if c > bk/6 as in the assumptions of Claim 1 and noting that
c2 < a. 0
A-3 Consider the system
dX *
di = (1 - R) fx(X*, Z) =: gx(X*, Z), (A.6)
The upper bound on hx(X*, Z) from (3.23) can be obtained by bounding X* using
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I|fz(Z, k (t))| I az_ ezz(t).
Lemma 2 and using Lipschitz continuity. and let X, be the globally unique solution
of g,(X,, Z) = 0 and denote it X, = -y(Z). In order to apply Lema 2, we need: the
bound in (3.3) given by aY (Z) < d and the contraction rate of (A.6). To obtain
bound d, it was shown in Appendix A-4 that a,(Z) _, also that the bound
on |(j I V where V := 3|Z(0) - -y(k(0))1 + -. Thus d-yx (Z) z
dGdt - DZ dt
V. To complete Lemma 2, the contraction rate Gx of (A.6) is determined as a
positive number such that m 2  <(og ,z)  -G, for all X* and for all Z. One has
m2 X ,z -+Y/k+/k. Thus, G can be defined as Gx := +kYO0xX*Z) YThu 1+YT/kd2+P~k'k2PT/kd*
Letting ex(t) := X*(t) - -yx(Z(t)) and using Lemma 2, one has
leX(t)| e-GtIjX(0) - -7(Z(0))I + _ .p (A.7)
Now, recalling (3.23) one has hx(X*, Z) := -Rxfx(X*, Z), so that Ihx(X*, Z)| <
|Rx IIfx(X*, Z)1. Given that X* = yx(Z)+Ex(t), we have that Ifx(X*, Z)| = f(yX (Z)+
ex(t), Z)| 5 1 f(-Y2(Z), Z)I+IAx(t)|, in which Ax(t) := fx(-y(Z)+ex(t), Z)-fx(y2(Z), Z).
Recalling Wx from Claim 4, and since fx(X*, Z) is Lipschitz continuous with constant
ax = kiwx(1+YT/kd2)+k2Yr , one has |Ax(t) I ax 6x(t). Also fx(yx(Z), Z) = 0, so that
|fx(X*, Z)| I ax lex(t)|. It follows that
|h(X * , Z)| I Rxe aI|ex(t)||. ( A.8 )
Recalling variables Co and Cx in Claim 4, it follows from (A.7) and (A.8) that
h(X*, Z)| Coe-Gxt + C
A-4 Claim: From system (A.6), I d-y(z) < Vx
dt -Kxp*
Proof. Using the Implicit Function Theorem [28], one has a0y(Z) - _g 1 (ag -
It follows that a1(z) - XT(- - XT) thus ayx < zx . Recalling Kx in
aZ k'XTZ(,+j5F-I)+k'YT az -zIZO1X Z(XT kas XT)
Claim 4 and the definition of p, we have that $7g .
Now, from (3.11), one has 5 |1 - Rz lfzl. Using (3.9), 1 - R| 1. Fromdt
(A.5), Jfz(Zjk(t))j 5 Cze-GztjZ(0) - 'y(k(0))l + a, Vz Defining Vx := 61Z(0) -
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y(k(O))| + 1, the upper bound on the time derivative of 7.,(Z) is given by
d(Z) 8ya(Z) dZ ,
dt - 8Z dt K~p'
82
Appendix B
Tables
Table B-1: Parameter set shared by insulated and uninsulated systems
Insulated System Uninsulated System
Parameter Initial Fit Final Fit Initial Fit Final Fit Unit
6x 0.009 0.0065 min- 1
km 1.0000e-04 1.2000e-4 1.0000e-04 1.2000e-4 pM/min
Kd0o 3.1030 3.0240 3.1030 3.0240 pM
ni 1.0 1.0 1.0 1.0 -
kon 5.9999 6.0000 5.9999 6.0000 [pM min]~1
koff 0.0187 0.0138 0.0187 0.0138 min- 1
ksgfp 0.0012 0.0012 0.0012 0.0012 pM/min
kg 0.0031 0.0034 0.0031 0.0034 pM/min
Kgfp 0.0031 0.0023 0.0031 0.0023 pIM
n2 1.0 1.0 1.0 1.0 -
6G 0.0040 0.0040 0.0040 0.0040 min 1
PT 0.0220 0.0220 pM
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Table B-2: Parameter set of the insulated systems
Parameter Initial Fit Final Fit Unit
6 0.0090 0.0065 min- 1
k, 0.4732 0.9033 [pM min]- 1
k' 0.0040 0.0533 [pM min]-
ki 3.0000e+03 500.1888 [pM min]-
k2 500.0000 1.2589e+3 [pM min]-'
k3 65.0760 478.8544 [pM min]-'
k4 212.9052 60.0021 [PM min]-
k5 0.0040 0.0100 min-'
k6  0.3264 0.6948 min-'
k7 0.0040 0.0100 min-1
k8  0.0040 0.0047 min-'
k9  0.1000 0.0858 [pM min]-'
kio 0.0228 0.7827 [pM min]-'
ku 0.0040 0.0073 inin-
k12 19.9998 0.500 [pM min]-
XT 0.0712 pM
WT 0.1752 MM
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