We show that if v is a regular semi-classical form (linear functional), then the symmetric form u defined by the relation xσu = −λv where σu is the even part of u, is also regular and semi-classical form for every complex λ except for a discrete set of numbers depending on v. We give explicitly the recurrence coefficients, integral representation and the structure relation coefficients of the orthogonal polynomials sequence associated with u and the class of the form u knowing that of v. We conclude with some illustrative examples.
Introduction
In many recent papers, different construction processes of semi-classical orthogonal polynomials (O.P) can be done from well known ones, particularly the classical ones. For instance, we can mention the adjunction of a finite number of Dirac's masses and their derivatives to semi-classical forms [2, [7] [8] [9] , the product and the division of a form by a polynomial [1, 3, 6, 10, 13, 15] . The whole idea of the following work is to build a new construction process of semi-classical form, which has not yet been treated in the literature on semi-classical polynomials. The problem we tackle is as follows. We study the form u, fulfilling xσu = −λv, λ = 0, (u) 2n+1 = 0, where σu is the even part of u and v is a given semi-classical form.
This paper is organized in sections : The first one is focused on the preliminary results and notations used in the sequel. We will also give the regularity condition and the coefficients of the three-term recurrence relation satisfied by the new family of O.P.. In the second , we compute the exact class of the semi-classical form obtained by the above modification and the structure relation of the O.P. sequence relatively to the form u will follow. In the final section, we apply our results to some examples. The regular forms found in the examples are semi-classical of class s ∈ {1, 2, 3} and we present their integral representations.
Let P be the vector space of polynomials with coefficients in C and let P be its dual. We denote by v, f the action of v ∈ P on f ∈ P. In particular, we denote by (v) 
Then, it is straightforward to prove that for f ∈ P and v ∈ P , we have
Let us define the operator σ : P −→ P by (σf )(x) := f (x 2 ) . Then, we define the even part σv of v by σv, f := v, σf . Therefore, we have [5, 11] 
The form v will be called regular if there exists a sequence of polynomials
Then deg(S n ) = n , n ≥ 0, and we can always suppose each S n is monic (i.e. S n (x) = x n + · · · ). The sequence {S n } n≥0 is said to be orthogonal with respect to v. It is a very well known fact that the sequence {S n } n≥0 satisfies the recurrence relation see, for instance, the monograph by Chihara [5] 
with ξ n , ρ n+1 ∈ C × C − {0} , n ≥ 0 , by convention we set ρ 0 = (v) 0 = 1.
In this case, let {S (1) n } n≥0 be the associated sequence of first kind for the sequence {S n } n≥0 satisfying the three-term recurrence relation
0 (x) = 1 , S
Also, let {S n (., µ)} n≥0 be the co-recursive polynomials for the sequence {S n } n≥0
A form v is called symmetric if (v) 2n+1 = 0, n ≥ 0 . The conditions (v) 2n+1 = 0, n ≥ 0 are equivalent to the fact that the corresponding monic orthogonal polynomials sequence(MOPS) {S n } n≥0 satisfies the recurrence relation (5) with ξ n = 0, n ≥ 0 [5] . Let v be a regular, normalized form (i.e. (v) 0 = 1) and {S n } n≥0 be its corresponding sequence of monic orthogonal polynomials. For a λ ∈ C − {0}, we can define a new symmetric form u as follows
From (1), we have σu
Proposition 2. The form u is regular if and only if λ = λ n , n ≥ 0 where λ n = S n (0)
Proof. Since u is a symmetric form then, according to Proposition 1 u is regular if and only if xσu and σu are regular. But xσu = −λv is regular. So u is regular if and only if σu = −λx −1 σv + δ 0 is regular. Or,it was shown in [13] that the form −λx −1 v + δ 0 is regular if and only if λ = 0, and S n (0, λ) = 0 , n ≥ 0 . Then, we deduce the desired result.
Remark. If w is the symmetrized form associated with the form v i.e. (w) 2n = (v) n and (w) 2n+1 = 0, n ≥ 0 , then (8) is equivalent to x 2 u = −λw. Notice that w is not necessarily a regular form in the problem under study. In [1, 3] , the authors have solved it only when w is regular.
When u is regular let {Z n } n≥0 be its MOPS satisfying the recurrence relation
Since {Z n } n≥0 is symmetric, let us consider its quadratic decomposition [11] :
2n+1 (x) = xP
The sequences {P n } n≥0 and {R n } n≥0 are respectively orthogonal with respect to σu and xσu.
Proposition 3. We may write
where
Proof. Using (8) and the condition u, Z 2 = 0 , we obtain γ 1 = −λ.
From (6) and (10) where n −→ 2n and taking (12)- (13) into account, we get
Substituting x by 0 in the above equation, we obtain γ 2n+2 = a n .
From (10), we have
Using (11) , (8) and (5), equation (16) becomes
then, we deduce γ 2n+3 = ρ n+1 a n .
Corollary 1.
When the form v is symmetric, then u is regular for every λ = 0. Moreover,
Proof. Taking into account (5) and (6), with ξ n = 0, we get S n+2 (0) = −ρ n+1 S n (0) and S
(1)
Therefore, S 2n+1 (0, λ) = −λS (1) 2n (0) = 0 and S 2n+2 (0, λ) = S 2n+2 (0) = 0. Hence u is regular for every λ = 0 according to proposition 2. By virtue of (19)- (20), (14) becomes (18).
We suppose that the form v has the following integral representation:
where V is a locally integrable function with rapid decay and continuous at the origin. It is obvious that
since u is symmetric. Using (8) and taking into account that f e (0) = f (0), we obtain
It is easy to see that
Using the fact that f
2 for x ≥ 0 and making the change of variables t = √ x, we get
Inserting the last equation into (21), we get after a change variables in the obtained equation
Remark. When v is symmetric, (22) becomes
Our aim is to give examples of semi-classical forms (8) through data of semi-classical form v.
The semi-classical case
Let us recall that a form v is called semi-classical when it is regular and there exist two polynomials Φ and Ψ such that:
The class of the semi-classical form v is s = max deg Ψ − 1, deg Φ − 2 if and only if the following condition is satisfied
where c goes over the roots set of Φ [12] . The corresponding orthogonal sequence {S n } n≥0 is also called semi-classical of class s.
We can state characterizations of semi-classical orthogonal sequences. {S n } n≥0 is semi-classical of class s if and only if one of the following statements holds: (a) The formal Stieltjes function of v, namely
satisfies a linear non-homogeneous first order differential equation [4, 12] 
and
with
Φ and Ψ are the same polynomials as in (24).
(b) {S n } n≥0 fulfills the following structure recurrence relation (written in a compact form):
Φ, Ψ, C 0 and D 0 are the same polynomials introduced in (a); ξ n , ρ n are the coefficients of the three term recurrence relation (5) .
(c) Each polynomial of {S n } n≥0 satisfies a second order differential equation of Laguerre-Perron type, i.e.
where W (f, g) = f g − f g . Φ, D n , C n , n ≥ 0 are the same parameters introduced in the previous characterizations [4, 14] .
Remark. The structure relation gives information about the multiplicity of the zeros of orthogonal polynomials.
In the sequel the form v will be supposed semi-classical of class s satisfying (24)
and u is of classs withs ≤ 2s + 3.
Proof. Assume that v fulfils (24). To prove that u satisfies (33)-(34), we will show that the forms (Φu) and −Ψu coincide on the basis {x n } n≥0 of P. Taking into account (34) and using the operator σ, we obtain
By virtue of (8) and (24), we deduce
Now, using (8) again and the definition of the operator σ, we get
Since u is symmetric, it is clear that (Φu) ,
Thus, (33)- (34) For the proof, we use the following lemma: Lemma 1. For c ∈ C such that c 2 be a root of Φ, we have
Proof. Using the definition of the operator θ c , it is easy to prove that, for two polynomials f and g, we have
Let c ∈ C such that c 2 be a root of Φ.
Using successively (37) and (38), we obtain
and θ c 2 Φ (c 2 ) = Φ (c 2 ).
Using the same procedure, we prove that
Therefore, with (39)-(40) and the fact u is symmetric, we obtain
Now applying the operator σ for (41) and using (8), we get (35). Finally, from (34), we easily get (36). 2) If Φ(0) = 0, then it is possible to simplify by x. Then, u fulfils (33) with
Proof of Proposition
Here, we haveΦ (0) +Ψ(0) = 0 and u, θ 0Ψ + θ
Applying the operator σ for the second equation and using (9), we obtain u, θ 0Ψ + θ 
Here, we haveΦ (0) +Ψ(0) = 3Φ (0) + 2Ψ(0) = X 2 and u, θ 0Ψ + θ
Therefore, if X 2 = 0 it is not possible to simplify, which means that the class of u iss = 2s + 1. 4) If Φ(0) = 0, X 1 = 0 and X 2 = 0, then it is possible to simplify (33)-(34) by x 3 . Then, u fulfils (33) with
Under these conditions x = 0 can't be a root of (θ 0 Φ)(x 2 ). Assuming the contrary, that (θ 0 Φ)(0) = Φ (0) = 0, then from the conditions Φ(0) = 0, X 1 = 0 and X 2 = 0 we obtain v, θ 0 Ψ + θ 2 0 Φ = 0 and Φ (0) + Ψ(0) = 0 which is a contradiction with (25). Then it is not possible to simplify, which means that the class of u iss = 2s.
Proposition 7.
If v is a semi-classical form and satisfies (27), then for every λ ∈ C − {0} such that S n (0, λ) = 0, n ≥ 0, the form u defined by (8) is regular and semi-classical. It satisfies
Proof. From (26), we have
Deriving (47), we obtain
Make a change of variable z −→ z 2 in (27) and multiply by −2λz, we obtain (45)-(46) by taking into account (47)-(48).
We are going to establish the expression of structure relation coefficientsC n and D n , n ≥ 0 of {Z n } n≥0 in terms of those of the sequence {S n } n≥0 . Proposition 8. The sequence {Z n } n≥0 fulfills
C 0 (x) andD 0 (x) are given by (46) and γ n+1 by (14)- (15). (29) and multiply by 2x 3 we obtain by taking (11) and (13) into account,
Using (16) and (10) where n −→ 2n, the last equation becomes
From (49) and the above equation, we have
Z 2n+3 and Z 2n+2 have no common roots, then
, which is a polynomial of degree at most equal to 2s + 3. Then we have necessarilỹ
Then, by (45), we get (49) for n > s. By virtue of the recurrence relation (30) and (46), we can easily prove by induction that the system (50) is valid for 0 ≤ n ≤ s. Hence (50) is valid for n ≥ 0. After a derivation of (10) where n −→ 2n + 1 multiplying by xΦ(x 2 ) and using (49), we obtain
Applying the recurrence relation (10), we get
Now, using (49) and taking into account the fact that Z 2n+2 (x) and Z 2n+1 (x) are coprime, we get from the last equation after simplification by x (51) for n > s. Finally, by virtue of the recurrence relation (30) and (50) with n = 0, we can easily prove by induction that the system (51) is valid for 0 ≤ n ≤ s. Hence (51) is also proved for n ≥ 0. Using (32), Proposition 8. and simplifying, we get the following result: Corollary 2. Each polynomial of {Z n } n≥0 satisfies a second order differential equation of Laguerre-type, (or holonomic second order differential equation)
Illustrative examples
(1) We study the problem (8) , with v = L(α) where L(α) is the Laguerre form. In this case, the form v is not symmetric. This form is classical (semi-classical of class s = 0). We have [12] ξ n = 2n + α + 1, ρ n+1 = (n + 1)(n + α + 1), n ≥ 0,
the regularity condition is α = −n, n ≥ 1
C n (x) = −x + (2n + α), D n (x) = −1, n ≥ 0.
Using (5) and (52), we get S n (0) = (−1) n Γ(n + α + 1) Γ(α + 1) , n ≥ 0 .
From (6) and (52), we obtain by induction for n ≥ 0 
By virtue of (7) and (55) 
