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Starting with zero initial conditions we simulate the current-voltage characteristics (CVCs) of In-
trinsic Josephson Junctions (IJJ) for parameters close to that of the BSCCO mesas. The simulation
shows a regular pattern with voltage jumps at voltages satisfying the cavity resonance conditions.
The calculated emission has peaks at every voltage jump. Analyzing the phases we observe a two-
dimensional standing wave pattern with a kink configuration as their static part. Depending on the
kink configuration and the bias current, the kink amplitudes may differ from pi . By means of Fast
Fourier Transform (FFT) we show that the frequencies excellently satisfy the ac Josephson relation
as in the real experiments. Integer higher harmonics up to fifth order are also observed. Calculated
amplitude maps for the frequencies achieved and their harmonics demonstrate that together with
cavity modes there exist nonlinear background modes. Direct observation of the phase dynamics
shows a relation between oscillations of the background modes and the static kink configuration:
opposite static kinks in different junctions correspond to opposite (pi-shifted) oscillations of the
background modes.
PACS numbers: 74.50.+r, 74.72.-h, 85.25.Cp, 07.05.Tp
I. INTRODUCTION
The powerful THz radiation from BSCCO mesas at
zero magnetic field being reported in 2007 [1] starts a new
stage of intensive investigation of the Intrinsic Josephson
Junctions (IJJ). A big progress has been made in mesa
preparation technology, as a consequence self-heating ef-
fects and hot spot formations are significantly reduced
[2]-[6]. The last progress gives possibility to increase the
number of junctions in mesas from ≈ 500 [1] to ≈ 3000
[4], the radiation power from ≈ 0.5µw [1] to ≈ 30µw [2]
and the frequency from ≈ 0.85THz [1] up to ≈ 2.4THz
[6].
Still, the mechanism of powerful radiation has not been
fully explained. It has been generally accepted that high
radiation power could be achieved when the frequency ω
satisfies the resonance condition:
ω = ωJ = ωcav. (1)
This means that ω satisfies the ac Josephson relation
ω = ωJ = 2ev/~ and it simultaneously coincides with
some cavity mode frequency: ω = ωcav. Here e is the
electric charge, ~ is Planck’s constant and v is the ap-
plied dc voltage. Cavity mode frequency ωcav depends
on mesa geometry and dimensions [7]. The resonance
condition (1) is rather restrictive and usually it is not
exactly observed in the real experiments. Although the
ac Josephson relation is always excellently fulfilled in the
experiments, it is not yet explained why the frequency ω
may differ from the corresponding cavity mode frequency
ωcav [4],[5]. The observed ”dual” source mechanism in
experimental works [8], [9] is confirmed numerically in
[10] but it’s still not well understood.
There are two main concepts for the powerful radia-
tion mechanism - the coupling to the resonance modes is
obtained by pi kinks [11],[12] or by breather type self os-
cillation (not necessarily with pi amplitude) [13]. It is im-
portant to mention that there is a difference in the math-
ematical models used in [11] and [13]. Periodic boundary
conditions in z-direction (stacking direction) are posed
in [11] while the boundary conditions in [13] are nonpe-
riodic. Although the parameters are almost the same,
there is a difference in the characteristic mode velocities
[14]. Particularly the maximum (in-phase) plasma veloc-
ities significantly differ for usual simulations with about
10-20 junctions. On the other hand the use of nonperi-
odic boundary conditions in [13] makes the junctions to
be not identical, the amplitudes of oscillations in the ex-
ternal junctions lower then these in the internal ones and
hence the picture becomes more complicated. Actually,
it is reasonable to think that the solutions in [11] and [13]
are generally of the same type and not to treat them as
different.
In addition we want to note the new state with coex-
isting moving fluxons and longitudinal plasma wave in
[15]. This state may be also important for the future
understanding of powerful THz radiation.
In this work we carry out numerical simulation by solv-
ing a system of 1D Sine-Gordon equations which describe
well the rectangular mesas in which the zero mode is re-
alized in y-direction. Because in reality the number of
junctions is thousands, we prefer to use periodic bound-
ary conditions as in [11]. We achieve kinks in the numer-
ical simulations and perform a detailed analysis of their
possible amplitudes. We show that the kink amplitudes
may differ from pi, they depend on the kink configuration
in z-direction and on the bias current. A crucial observa-
tion is the alternative character of the static kink config-
uration and approximately the same number of kinks and
anti-kinks in the stack. We show by FFT analysis that
radiation frequencies excellently satisfy the ac Joseph-
2son relation as in the real experiments. Calculated am-
plitude maps and the direct phase analysis show simul-
taneous existence of nonlinear background modes. Al-
though the background modes are hard to see at the top
of the current steps, corresponding to a particular cav-
ity mode excitation [11], their amplitudes become higher
when the current decreases. The background modes are
very well seen at the bottom of the current steps. There
is a strong relation between the oscillations of the back-
ground modes and the static kink configuration: the op-
posite static kink chains in the different junctions cor-
respond to opposite (pi-shifted) oscillations of the back-
ground modes.
II. MATHEMATICAL MODEL
Assuming zero mode along y-axis we consider a system
of 1D Sine-Gordon equations (xz-model) [16]. For stack
of N periodically stacked junctions with length L the
column vector ϕ = (ϕ1, ..., ϕN )
T of the gauge invariant
phase differences satisfies the standard inductive model
[17]:
S(ϕtt + αϕt + sinϕ− γ) = ϕxx, 0 < x < L. (2)
Here S is the N ×N matrix
S =


1 s 0 . 0 s
s 1 s 0 . 0
. . . . . .
. . . . . .
0 . 0 s 1 s
s . 0 0 s 1


with s = −λ/(w sinh(d/λ) + 2λ cosh(d/λ)) being the in-
ductive coupling parameter, λ is the London penetration
depth, w is the thickness of insulators, d - the thickness
of superconductors.
In (2) α =
√
~/2ejcCR2 is the damping parameter,
where R,C, jc are the normal resistance, the capacitance
and the critical current per unit length respectively. The
applied bias current γ is normalized to the critical current
jc. The space x in (2) is normalized to the Josephson
penetration depth λJ =
√
~/2eµ0jct
′ , the time t to the
inverse of plasma frequency ωpl =
√
~C/2ejc, where t
′
is
the effective magnetic thickness of the barrier, µ0 is the
magnetic constant. In calculated further current-voltage
characteristics (CVCs) the voltage V will be normalized
to ~ωpl/2e. The voltage V in the stack is the sum of
voltages vi in the junctions: V =
∑N
i=1 vi. When vi are
equal as a result of using periodic conditions for the stack,
we will write simply v.
Together with equation (2) we consider radiative
boundary conditions [18],[19]:
ϕx(x = 0, L) = ±
1
Z˜
(ϕt(x = 0, L)− 〈ϕt〉). (3)
With 〈.〉 we denote the instant spatial average, plus
sign corresponds to the left edge of the stack (x = 0),
minus sign - to the right edge (x = L). Z˜ is the nor-
malized impedance. For Z˜ =∞ boundary conditions (3)
become simple Neumann conditions:
ϕx(x = 0, L) = 0. (4)
Because Z˜ is huge in reality [13] and also it is not easy
to implement (3), most authors prefer to use Neumann
conditions for their simulations. In our simulations we
use the boundary conditions (3).
III. CAVITY MODE FREQUENCIES AND THE
COUPLING PARAMETER
For rectangular mesas described by the xz-model, the
frequencies for the cavity modes m,m = 1, 2, 3... (in nor-
malized units) are given by [20]:
ωmcav =
mCmax
2L
(5)
Here Cmax is the maximum plasma velocity. Cmax =
1/
√
λmin(S) = 1/
√
(1 + 2s), where λmin(S) is the mini-
mal eigenvalue of the cyclic tridiagonal matrix S and does
not depend on N . For the usual (not cyclic) tridiagonal
matrix λmin = 1/
√
(1 + 2s cos(pi/(N + 1)) [13].
In our simulations we take s close to s = −0.5, which
corresponds to strong inductive coupling (as for BSCCO
crystals). It is important to note again the difference
between using models with cyclic and not cyclic matrix.
As an example for s = −0.49985, N = 12, Cmax for the
cyclic and not cyclic matrix are respectively 57.7 and
5.83, and the condition numbers of the matrices are re-
spectively 6665 and 67.1. For s = −0.499995, which is
usually used in simulations [21], Cmax changes to 316 and
5.87 respectively and the condition numbers to 2.105 and
67.8. The above difference in wave velocities nicely ex-
plains the different results in [11],[13] and the achieved
higher modes in [13] - up to 12. Moreover, it is diffi-
cult to determine parameter s rigorously [22]. For all the
above reasons (the use of periodic boundary conditions,
numerical accuracy, not strictly determined s in reality),
we take s phenomenologically. The results that follow
are achieved for s = −0.49985.
IV. RESULTS
We solve problem (2),(3) by using a leap-frog difference
scheme. The nonstandard boundary conditions (3) are
approximated by the method of balance [23], which pro-
vides energy conservation of the numerical scheme. Sim-
ulations are made for N = 12, L = 30, s = −0.49985, α =
0.05, 0.07, 0.13, Z˜ = 6.105. The bias current γ is taken
with noise of amplitude 10−8.
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FIG. 1. Simulated CVC’s for different dissipation parameters.
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FIG. 2. Emission power corresponding to CVC’s calculated
by the Poynting vector at the edge x = 0.
We don’t use any special initial conditions. We use
zero initial conditions at the start of our simulations. A
typical simulation of the outermost branch of the CVC
works as follows. Starting with zero initial conditions at
γ = 0 we increase γ by steps of 0.005 until (at γ = 1.0)
all the junctions switch to resistive state. We continue
increasing γ up to 1.1 and then start to decrease γ. A
hysteresis region, typical for IJJ, is observed, i.e. at the
decreasing part of CVC, the voltage V remains nonzero
for γ < 1 until all the junctions switch to superconductive
state (V = 0) at some bias current.
CVCs for α = 0.05, 0.07, 0.13 are shown in Fig.1. Dif-
ferent α model different mesa temperatures [13]. CVCs
show a nice regular pattern. Depending on the possi-
ble achievable voltage V , jumps are observed at V ≈
72, V ≈ 144 = 2× 72, V ≈ 216 = 3× 72. Voltage V ≈ 72
in the stack corresponds to voltage v ≈ 6 per junction.
Radiation power achieved by calculating time average of
the Poynting vector [24] at the edge x = 0 of the stack is
shown in Fig.2. Each voltage jump corresponds to a peak
in the radiation power. These voltage jumps are different
from the jumps to another voltage branch such as those
in the experimental results in [1], where different groups
of junctions are involved in resonance. In our case we
remain on the same (outermost) branch.
Direct analysis of the calculated ϕ-dynamics shows
that the peaks at V ≈ 72, 144, 216 correspond to an ex-
citation of the cavity modes 1, 2, 3 respectively [20]. The
phase in a particular junction is a sum of three terms:
the linear term vt, a static kink term (time independent)
and an oscillating term [11]. A clear two-dimensional
standing wave pattern is seen as in [11],[13], where the
oscillating term of the phases ϕ is approximately uniform
in z-direction and satisfies the linear wave equation:
ϕtt = (Cmax)
2
ϕxx (6)
with Neumann boundary conditions, except at the bot-
tom of the current steps. As our numerical simulations
show there exist a small nonuniform oscillating part with
the same frequency, which is clearly seen at the bottom of
the current steps. Unlike the cavity mode part this part
has a nonlinear origin. We use the terminology from [10]
and call this oscillating mode a background mode. We
will return to describe the background modes later.
It is worth to note that the cavity mode 1 excitation
is more stable for larger dissipation parameter α. This
is clearly seen from the loosing of smoothness of CVC
around the resonance voltage for α = 0.05, 0.07 (Fig.
1) and also from the direct observation of the phase ϕ
which shows a very complicated picture, hard to analyze.
This is in a good agreement with the experimental results
in [4],[5] where the highest power for cavity mode 1 is
achieved for relatively higher temperatures.
A. Static kink configurations
The static part of ϕ consists of some configuration of
chains of kinks (k) and anti-kinks (a) in every junction
as in [11],[12]. A crucial observation is the alternative
character of the static kink configuration, i.e. alternat-
ing of opposite kinks (kinks and anti-kinks) in x and z-
direction. As numerous simulations show the number of
kinks and antikinks in the stack is usually one and the
same; if it is not, the difference is at most 2. For mode
m the chains consist of m kinks or antikinks, for exam-
ple akkaak...ak︸ ︷︷ ︸
m
. A kink configuration in the stack is a
sequence of chains starting with the first junction. For
example in the case of excitation of third cavity mode
the sequence (aka, kak, aka, ...) corresponds to a config-
uration with chain aka in the first junction, kak in the
second and so on.
We analyze now in detail some kink configurations ob-
served when cavity mode 2 is excited. They are achieved
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FIG. 3. Kink amplitudes, current-voltage branches and
emission powers for different kink configurations corre-
sponding to excitation of cavity mode 2.
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FIG. 5. FFT of the electric field ϕt at the edge x = 0 of the
stack for different bias points on the current steps of cavity
mode 2 (a) and cavity mode 1 (b).
at N = 12, L = 30, s = −0.49985, α = 0.07. The pic-
ture for cavity mode 1, achieved at N = 12, L = 30, s =
−0.49985, α = 0.13 and for mode 2 at different α is sim-
ilar. Regardless the static kink configuration for numer-
ous repeated simulations, cavity mode 2 is excited al-
ways when γ = 0.855 at the decreasing part of CVC.
The results for the radiation power, the voltages and the
kink amplitudes, corresponding to three different kink
configurations (three solutions), are shown in Fig.3. All
the curves in Fig.3 are obtained by reversing γ at point
B (γ = 0.855), i.e. increasing γ until the correspond-
ing solution exists. Figure 3b actually shows the cur-
rent steps in the CVC corresponding to the excitation
of cavity mode 2 with different kink configurations. The
heights of the current steps differ for different configura-
tions. Solution 1 corresponds to the kink configuration
(ka, ak, ka, ak, ka, ak, ka, ak, ka, ak, ka, ak), solution 2 -
to (ka, ak, ak, ka, ak, ka, ak, ka, ak, ka, ka, ak), solution 3
- to (ka, ak, ak, ka, ka, ak, ak, ka, ak, ka, ka, ak). The to-
tal number of kinks and antikinks for the above kink
configurations is one and the same. From the top to the
bottom of the current steps the kink amplitudes decrease
from almost pi to zero. Solution 1 exists at largest range
in γ and can achieve maximal radiation power (Fig.3a).
Although for every coexisting point the voltages and the
power are approximately the same for solutions 1, 2, 3,
the kink amplitudes are not. The average in the stack
kink amplitudes are shown in Fig.3c. The average kink
amplitude is greatest for Solution 1 for every γ. The
maximal average kink amplitude is close (≈ 3.10), but
less then pi. Decreasing γ from point B the kink am-
plitudes strongly decrease together with decreasing the
voltage and the radiation power. Kink configuration for
solution 2 at point A (γ = 0.81) and point B (γ = 0.855)
in Fig.4 confirm the last conclusion. It is worth to note
that although the average kink amplitude is always less
then pi, it could be even greater then pi for particular
junction and depending on the kink configuration. For
example the kink amplitude in junction 9 for solution 3
at point C (γ = 1.0) is 3.2631.
B. Fast Fourier Transform analysis and observation
of oscillating background modes
To analyze the radiation frequency we have used Fast
Fourier Transform (FFT) of the electric field ϕt with res-
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FIG. 6. Amplitude maps of the electric field at different bias
currents: At the top of the current step (a) the amplitudes
for the first three harmonics excellently fit to the cavity
amplitudes. At the bottom of the current step (b,c) the
amplitudes deviates from those corresponding to the cavity
modes.
0 1 2 3 4
time t (norm. units)
-1.5
-1
-0.5
0
0.5
1
1.5
e
le
c
tr
ic
 f
ie
ld
 (
n
o
rm
. 
u
n
it
s
)
_
x=0, cavity mode part (uniform in z-direction)_
x=7.5, background mode part, odd junctions
x=7.5, background mode part,  even junctions
0 1 2 3 4
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
e
le
c
tr
ic
 f
ie
ld
 (
n
o
rm
. 
u
n
it
s
)
_
x=0, cavity mode  part (uniform  in z-direction)_
_ x=15, background mode part, odd junctions
x=15, background mode part,  even junctions
_
a)
b)
FIG. 7. Oscillations of the cavity mode part and the back-
ground mode part of the electric field for the excited cavity
mode 1 (a) and cavity mode 2 (b). The shift between the
oscillations of the background and the cavity mode is close to
pi/2. The oscillations of the background mode in the adjacent
junctions are anti-phase (pi - shifted).
olution 2−7ωpl. Calculated by FFT radiation frequency
ω excellently fulfills the ac Josephson relation, which in
normalized units is ω = ωJ = v/2pi. The FFT results for
the oscillation of the electric field ϕt at the edge x = 0 of
the stack are shown in Fig.5a (cavity mode 2) and Fig.5b
(cavity mode 1). The oscillation amplitudes decrease to-
gether with the decreasing bias current γ (decreasing ra-
diation power). Integer higher harmonics up to the fifth
order are also visible on the top of the current steps but
their number decrease with γ and completely disappear
at the bottom of the current steps. At the top of the cur-
rent steps the amplitudes decrease exponentially as it is
seen from dashed lines in Fig.5. Integer higher harmon-
ics are obtained in many experiments, for example in:
[6],[8],[9],[25], where an exponential rate of decreasing of
harmonics amplitudes is also observed.
To check the resonance condition (1) we calculate ωJ
from calculated voltage at the top of the current step
of cavity mode 2 and ω2cav from formula (5). They dif-
fer by less then 10−5: ωJ = ω
2
cav = 1.9245. Although
the voltage v is in a pretty large range for kink solutions
(v ∈ (10.8, 12) in Fig. 3b), the frequency tunability for
powers greater then 10% and 5% of the maximal power
is only about 1% and 2% respectively. The fact that the
frequency at the maximal achieved power excellently fits
with the cavity frequency agrees with the experimental
results [2]-[4]. On the other hand the frequency tunability
around the cavity frequency is much larger in the exper-
iments then in our simulation. In our opinion this is dew
to the fact that the considered model doesn’t treat the
temperature inhomogeneities which exist in reality.
In order to understand whether the oscillating part
consists only of cavity mode oscillations, we calculate the
amplitude maps of the electric field, i.e. we calculate the
amplitude for every harmonic frequency by using FFT
for every point x ∈ [0, L]. It is correct because although
the amplitudes slightly depend on the output bins, the
frequencies are the same for every x. Figure 6a shows the
amplitudes of the first three frequency harmonics corre-
sponding to the top of the current step of the excited
cavity mode 2. In our case the second and the third
harmonics are the cavity modes 4 and 6 respectively.
The amplitudes excellently fit with the properly scaled
|cos|-function: |cos(2pix/L)|, |cos(4pix/L)|, |cos(6pix/L)|.
On the other hand at the bottom of the current step
(Fig.6b,c) the amplitudes deviate from those correspond-
ing to the cavity modes, particularly they are far from
zero at the nodes of the cavity modes. This result con-
firms the existence of oscillating background modes. Al-
though it is hard to detect background mode oscillations
at the top of the current steps, we suppose that they sup-
port the cavity mode oscillations at the entire current
step. The background modes have a nonlinear origin.
Direct analysis shows that they are strongly related with
the static kink configurations: opposite static kink chains
in different junctions correspond to opposite (pi-shifted)
oscillations of the background modes. In our case the
opposite static kink chains for the cavity mode 1 are a
and k, for the cavity mode 2 they are ak and ka.
The oscillations of the background modes in the adja-
cent junctions (odd and even) for excited cavity mode 1
at γ = 0.65, α = 0.13 are shown in Fig.7a. The static
kink configuration is (k, a, k, a, k, a, k, a, k, a, k, a). The
background oscillations in the odd and the even junctions
are anti-phase (pi-shifted to one another). The shift with
6FIG. 8. Time evolution of the electric field ϕt at the
bottom of the current step corresponding to an excitation
of cavity mode 1. Parameters are α = 0.13, γ = 0.65. The
existence of the background mode is visible.
FIG. 9. Time evolution of the background mode part of
the electric field (the electric field ϕt with subtracted cav-
ity mode part). Parameters are α = 0.13, γ = 0.65. Os-
cillations in adjacent junctions are anti-phase (pi-shifted).
FIG. 10. Time evolution of the electric field ϕt at the bot-
tom of the current step corresponding to an excitation of
cavity mode 2 . Parameters are α = 0.07, γ = 0.81. The
existence of the background mode is not clearly visible
because its amplitude is relatively small.
FIG. 11. Time evolution of the background mode part
of the electric field (the electric field ϕt with subtracted
cavity mode part and its second harmonic). Parameters
are α = 0.07, γ = 0.81. Oscillations in adjacent junctions
are anti-phase (pi-shifted).
7respect to the cavity mode oscillation slightly deviates
from pi/2. The time evolution of the electric field and
the electric field with subtracted cavity mode part are
shown in Fig.8 and Fig.9 respectively. As it is seen from
these figures, the amplitudes of the background modes
are not uniform, but they are higher at the centers of the
kinks.
The oscillations of the background modes in the
adjacent junctions (odd and even) for excited cav-
ity mode 2 at γ = 0.81, α = 0.07 are
shown in Fig.7b. The static kink configuration is
(ka, ak, ka, ak, ka, ak, ka, ak, ka, ak, ka, ak) (solution 1).
Here the background amplitudes are relatively smaller
because we are not at the very bottom of the current
step. The picture is similar, the anti-phase background
oscillations are clearly seen in Fig. 7b. The shift with re-
spect to the cavity mode oscillation is very close to pi/2.
The time evolution of the electric field and the electric
field with subtracted first and second cavity harmonics
are shown in Fig.10 and Fig.11 respectively. Background
mode oscillations are again nonuniform, but higher at the
centers of the kinks. Let us note that if we consider kink
configuration (ka, ak, ak, ka, ak, ka, ak, ka, ak, ka, ka, ak)
(solution 2), the background oscillations are not anti-
phase in the adjacent junctions (odd and even), but
they are anti-phase in the following groups of junctions:
{1,4,6,8,10,11} and {2,3,5,7,9,12}.
V. CONCLUSIONS
By means of numerical simulations we show that the
coupling to the resonance modes is obtained by a static
kink configuration in z-direction. The kink amplitudes
may differ from pi depending on the kink configuration
and the point on the current step. The kink config-
urations have alternative character with approximately
equal number of kinks and anti-kinks. Calculated ampli-
tude maps for the radiation frequencies and direct phase
observation show the existence of nonlinear background
modes together with the cavity modes, thus contributing
to the improvement of the mechanism for powerful THz
radiation in IJJs at zero magnetic field. A relation be-
tween the oscillations of the background modes and the
static kink configuration is established: opposite static
kink chains in different junctions correspond to opposite
(pi-shifted) oscillations of the background modes.
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