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Abstract
When two groups are present, they are said to form an allometric model, if one group is the extension
of the other group along the main axis of variation. The model is widely used in the context of principal
component analysis, especially for the description of growth processes of creatures. In this paper, the notion
of allometric extension model is applied to conditional distributions. More specifically, we derive a sufficient
condition, for which the two conditional distributions given the sign of the first principal component form
an allometric extension model.
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1. Introduction
Allometric extension model has been one of the most widely used models for the description
of growth processes of creatures. The term allometric extension means that one group is the
extension of the other group along the main axis of variation (Hills [6] and Flury [4]). To describe
this more precisely, let X j ( j = 1, 2) be two p × 1 random vectors with mean vectors µ j and
covariance matrices Σ j :
E(X j ) = µ j and Cov(X j ) = Σ j ,
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Fig. 1. The scatterplot of two-dimensional shell data. White circle = female turtle, black circle = male turtle, horizontal
bar = log length (mm), vertical bar = log width (mm). The data is available from Flury [4] (pp. 19–22).
where Σ j ’s are assumed to be positive definite. Let
λ j1 ≥ · · · ≥ λ j p > 0 ( j = 1, 2)
be the ordered eigenvalues of Σ j , and assume that the largest eigenvalue is simple: λ j1 >
λ j2 ( j = 1, 2). Let β j be a normalized eigenvector of Σ j corresponding to λ j1, which is unique
up to the sign change. The distributions of X1 and X2 are said to form an allometric extension
model if the two equalities
β1 = β2 ≡ β (say), µ1 − µ2 = cβ for some c ∈ R (1.1)
hold (Flury [4]), where the sign of β j should be suitably chosen. The definition above can be
easily extended to the case where k(≥3) groups are present. In the context of principal component
analysis, the vectors β1 and β2 are often interpreted as the size-factors ofX1 andX2, respectively,
and hence in such cases, the condition (1.1) means that the two groups share a size-factor, along
which one group is the extension of the other. This model is a special case of Common Principal
Components model pioneered by Flury [3]. In Bartletti, Flury and Nel [1], a test for allometric
extension model is proposed. Recently, Tarpey and Ivey [12] introduced an extension of the
allometric extension model in the context of multivariate regression.
Fig. 1 provides a scatterplot of two-dimensional shell data of male and female turtles. One can
readily observe from this figure that the two groups form an allometric extension model with the
group of female turtles being an allometric extension of the group of male turtles. As this example
typically shows, the application of the allometric extension model presupposes the presence of
k(≥2) populations. That is, when applying the allometric extension model, we need to specify k
populations by using an external criterion such as male/female. On the other hand, Tarpey [10]
proposed applying an allometric extension model to a single population which possibly contains
several unknown subgroups.
To state Tarpey’s idea more precisely, let X be a p-dimensional random vector, and let Y1 be
the first principal component of X. Suppose for simplicity that E(X) = 0. In [10], the question
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is asked whether the two conditional distributions L(X|Y1 < 0) and L(X|Y1 > 0) form an
allometric extension model, where L(X|A) denotes the conditional distribution of X given the
event A. This problem has two aspects: First, as is discussed in detail in [10] with a real data
example, if the two conditional distributions do not form an allometric extension model, it is
likely that the distribution L(X) of X has a distinct nonlinear structure. In such a case, the first
principal component axis does not necessarily provide a suitable one-dimensional approximation
to L(X), and a nonlinear generalization such as the principal curve may be an alternative (Hastie
and Stuetzle [5]). Equally important is the case where the two conditional distributions do form
an allometric extension model. In such a case, as will be shown in the next section, the first
principal component axis of L(X|Y1 > 0) coincides with not only that of L(X|Y1 < 0) but also
that of the unconditional distributionL(X). This implies that even when one of the two subgroups
is not observed, we can estimate the first principal component axis of the full population from the
observed subgroup. Here, the case in which one of the two subgroups is not observed may occur,
for example, when the data is censored in such a way that only the data with large size-factor can
be observed, as is often the case with biology, economics, psychology and other areas.
In this paper, we derive a sufficient condition, for which the two conditional distributions
L(X|Y1 > 0) and L(X|Y1 < 0) form an allometric extension model. In Section 2, the case where
the distribution of X is given by a scale mixture of normal distributions is discussed. It is shown
that the allometric extension model holds when the largest eigenvalue of the covariance matrix
of X is sufficiently large relative to the other eigenvalues. Section 3 is devoted to extending the
result to a wider class of distributions. A location mixture of two normal distributions is treated.
An application to the turtles’ shell data is also given.
From a mathematical point of view, the results of this paper can be viewed as a partial
extension of Theorem 5.1 of [10], in which it is shown that for a given partition, say D1, . . . , Dk ,
of the first principal component axis, the conditional covariance matrices Cov(X|Y1 ∈
D1), . . . ,Cov(X|Y1 ∈ Dk) are diagonal. Our consequence is stronger than that of [10], since
the allometric extension model implies the diagonality of the conditional covariance matrices.
However, the diagonality was proved under a very mild distributional assumption, which is one
of the merits of Tarpey’s theorem. The assumption required there is that the projection of X
onto any principal subspace is self-consistent, which is satisfied, for example, by an elliptically
symmetric distribution, and hence it is weaker than ours (see Tarpey and Flury [11], Tarpey [8]
and Tarpey [9] for the fundamentals of self-consistency).
2. Allometric extension model for conditional distributions
In this section, we derive a sufficient condition, for which the two conditional distributions of
the form L(X|X ∈ D) and L(X|X 6∈ D) constitute an allometric extension model.
To do so, let X = (X1, . . . , X p)T be a p × 1 random vector with finite second moments,
and suppose that X is distributed as a scale mixture of normal distributions. That is, X has the
probability density function (pdf) f (x) of the form
f (x) = 1
(2pi)p/2|Λ|1/2
∫ ∞
0
s−p/2 exp
(
− 1
2s
(x− θ)TΛ−1(x− θ)
)
dG(s) (2.1)
for some θ ∈ Rp, some positive definite matrix Λ and some distribution function G on (0,∞).
It is well-known that this distribution belongs to the class of elliptically symmetric distributions
with location vector θ and scale matrix Λ. Let L(X) be the distribution of X. Then the condition
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(2.1) can be restated as
L(X) = L(θ +√SW) with L(W) = Np(0,Λ), (2.2)
where S is a positive random variable with the distribution function G and is independent ofW.
If S is constant with probability 1, then X is normal. From this expression, we can readily obtain
E(X) = θ and Cov(X) = σ 2Λ with σ 2 = E(S). (2.3)
For detailed arguments on elliptically symmetric distributions, consult Muirhead [7] or Fang,
Kotz and Ng [2].
Let
λ1 ≥ λ2 ≥ · · · ≥ λp > 0
be the ordered eigenvalues of Λ and let
Γ = (γ 1, . . . , γ p) : p × p (2.4)
be a p × p orthogonal matrix that diagonalizes Λ:
ΓTΛΓ =
λ1 0. . .
0 λp
 : p × p. (2.5)
The column vector γ i is a normalized eigenvector of Λ corresponding to the i th largest
eigenvalue λi . In the sequel, we assume that the largest eigenvalue is simple:
λ1 > λ2.
This implies that the first principal component of X is given uniquely by Y1 (up to the sign
change), where Y1 is the first component of
Y =
Y1...
Yp
 =
γ
T
1X
...
γ TpX
 = ΓTX. (2.6)
The mean vector of Y is given by
ν =
ν1...
νp
 =
γ
T
1 θ
...
γ Tpθ
 = ΓTθ , (2.7)
and hence E(Y1) = ν1.
We are concerned with the problem of deriving a sufficient condition, for which the two
conditional distributions L(X|Y1 > ν1) and L(X|Y1 < ν1) form an allometric extension model;
that is, the equalities (1.1) hold for
µ1 = E(X|Y1 > ν1), µ2 = E(X|Y1 < ν1),
Σ1 = Cov(X|Y1 > ν1), Σ2 = Cov(X|Y1 < ν1), (2.8)
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and the two vectors β1 and β2, each of them being a normalized eigenvector of the largest
eigenvalue of Σ j ( j = 1, 2).
We begin with reducing the problem to a simpler one: A straightforward standardization
argument shows that we can employ the following (A1)–(A3) without loss of generality.
(A1) L(X) = L(√SW) with L(W) = Np(0,Λ),
(A2) E(S) = 1,
(A3) The matrix Λ is diagonal: Λ =
(
λ1 0
. . .
0 λp
)
.
Next we clarify the structure of the conditional mean vectors µ j ’s and covariance matrices
Σ j ’s.
Lemma 1. Suppose that the assumptions (A1)–(A3) hold. Then the following three equalities
hold:
µ1 = −µ2, Σ1 = Σ2, Λ = Σ j + µ jµTj ( j = 1, 2). (2.9)
[Under the original setup, the equalities (2.9) can be rewritten as
µ1 − θ = −(µ2 − θ),
Σ1 = Σ2,
σ 2Λ = Σ j + (µ j − θ)(µ j − θ)T ( j = 1, 2), (2.10)
respectively.]
Proof. Let I (A) be the indicator function of an event A. The conditional mean vector µ1 is
rewritten as
µ1 = E(X|X1 > 0)
= 1
P(X1 > 0)
E [I (X1 > 0) X] .
Since L(X) = L(−X), this quantity is further evaluated as
= 1
P(−X1 > 0)E [I (−X1 > 0) (−X)]
= −1
P(X1 < 0)
E [I (X1 < 0) X]
= −E(X|X1 < 0)
= −µ2.
Thus the first equality of (2.9) is obtained. By arguing in the same way, we can show that
E(XXT|X1 > 0) = E(XXT|X1 < 0),
which is equivalent to
Σ1 + µ1µT1 = Σ2 + µ2µT2 .
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From this, the equality Σ1 = Σ2 follows. By using them, we have
Λ = E(XXT)
= P(X1 > 0)E
(
XXT|X1 > 0
)
+ P(X1 < 0)E
(
XXT|X1 < 0
)
=
{
(Σ1 + µ1µT1 )+ (Σ2 + µ2µT2 )
}/
2
= Σ1 + µ1µT1 (= Σ2 + µ2µT2 ). (2.11)
This completes the proof. 
Lemma 2. If the assumptions (A1)–(A3) hold, then the vector µ1(= −µ2) is of the form
µ1 =

α
0
...
0
 for some α > 0. (2.12)
[Under the original setup, the above equality is expressed as µ1 − θ = αγ 1 for some α > 0.]
Proof. The distribution L(X) of X satisfies the following invariance property:
L(AX) = L(X) for any A ∈ Sp,
where Sp is the set of p× p diagonal matrices with diagonal elements±1, the p× p sign-change
group:
Sp = {A = diag{a1, . . . , ap} | ai = ±1, i = 1, . . . , p}. (2.13)
Let D be the set of p × 1 vectors that have the positive first element:
D = {x = (x1, . . . , x p)T ∈ Rp | x1 > 0}.
Let A = diag{1,−1, . . . ,−1}. Then we can see that
µ1 = E [X|X1 ∈ D] = E [AX|AX ∈ D] = AE [X|X1 > 0] = Aµ1,
which is equivalent to (2.12). 
Note that the quantity α in (2.12) is rewritten as
α = E(X1|X1 > 0). (2.14)
It follows from (2.9) and (2.12) that the condition (1.1) is restated as
λ1 − α2 > λ2. (2.15)
In fact, the equalities (2.9) show that the conditional covariance matrices Σ j ’s are of the form
Σ j = Λ− µ jµTj =

λ1 − α2 0
λ2
. . .
0 λp
 ( j = 1, 2).
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Recall that β j is a normalized eigenvector of Σ j corresponding to its largest eigenvalue ( j =
1, 2). Since Σ1 = Σ2, these two eigenvectors coincide: β1 = β2 ≡ β (say). Furthermore, since
the conditional mean vectors µ j ’s are of the form (2.12), they are spanned by β if and only if β
is of the form β = (1, 0, . . . , 0)T, or equivalently, λ1− α2 is the largest eigenvalue of Σ j , which
is in turn equivalent to (2.15).
Theorem 1. Suppose that the pdf of X is given by (2.1). The conditional distributions L(X|Y1 >
ν1) and L(X|Y1 < ν1) form an allometric extension model, if the eigenvalues λ1 ≥ · · · ≥ λp of
Λ satisfies
λ1
(
1− 2
pi
)
> λ2. (2.16)
When X is normally distributed, the condition (2.16) is necessary and sufficient.
Proof. We assume (A1)–(A3) without loss of generality, and show that the conditional
distributions L(X|X1 > 0) and L(X|X1 < 0) form an allometric extension model. Let
Z =
Z1...
Z p
 = Λ−1/2X =
 X1/
√
λ1
...
X p/
√
λp
 .
Then the quantity α can be rewritten in terms of Z as
α = E(X1|X1 > 0) =
√
λ1E(Z1|Z1 > 0). (2.17)
Here, the distribution of Z is described as
L(Z) = L(√SW) with L(W) = Np(0, Ip), (2.18)
where S > 0 is independent of W and E(S) = 1. Hence by using the independence between S
andW, we obtain
E(Z1|Z1 > 0) = E(
√
SW1|W1 > 0)
= E(√S)× E(W1|W1 > 0)
= E(√S)×√2/pi, (2.19)
where the equality E(W1|W1 > 0) = √2/pi is easily derived by direct calculation. Here the first
factor is bounded as
0 ≤ E(√S) ≤ 1, (2.20)
since [
E(
√
S)
]2 ≤ E(S) = 1.
Hence we have
α = √λ1E(√S)E(W1|W1 > 0) ≤ √λ1√2/pi (2.21)
and thus
λ1 − α2 ≥ λ1(1− 2/pi)
> λ2 (by (2.16)),
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Fig. 2. The relation between ‖βˆ1 − βˆ2‖ and λ1. The dashed lines: 25-percentile and 75-percentile of ‖βˆ1 − βˆ2‖. The
solid line: the mean of ‖βˆ1 − βˆ2‖.
proving (2.15). Thus the first half of the theorem is proved. The rest is clear, since when the
distribution of X is normal; that is, P(S = 1) = 1, the inequality in (2.21) is replaced by the
equality. 
When the two conditional distributions L(X|X1 > 0) and L(X|X1 < 0) form an allometric
extension model, the first principal component axis shared by them coincides with that of the
unconditional distribution L(X). In fact, the common eigenvector β1 = β2 ≡ β is given by
β = (1, 0, . . . , 0)T, which is also an eigenvector of Λ in (A3) corresponding to its largest
eigenvalue λ1.
Example 1. Since in practice, the quantities β j ’s and µ j ’s should be replaced by their estimates
βˆ j ’s and µˆ j ’s, we need to evaluate to what extent the equalities (1.1) vary due to the sampling
error. To see this, let X = (X1, X2)T be a two-dimensional random vector such that L(X) =
N2(0,Λ) with Λ = diag{λ1, 1}. Let λ1 > 1 so that X1 is the first principal component of X. Then
it follows from Theorem 1 that the two conditional distributions L(X|X1 > 0) and L(X|X1 < 0)
form an allometric extension model if the largest eigenvalue λ1 satisfies λ1 > 1/(1 − 2/pi) ≈
2.752. The following tables give numerical results based on a random sample of size 2,000 from
L(X) = N2(0,Λ) (with 10,000 replications) for each λ1 = 2.8, (0.2), 4.0.
We first examine the extent to which the equality βˆ1 = βˆ2 holds for each value of λ1. Fig. 2
illustrates the median, 25-percentile and 75-percentile of ‖βˆ1 − βˆ2‖. We can see from them that
the larger λ1 is, the smaller ‖βˆ1−βˆ2‖ becomes. Next, to evaluate the extent to which the equality
µˆ1 − µˆ2 = cβˆ holds, we summarize the absolute value of cosϕ in Fig. 3, where ϕ is the angle
between µˆ1 − µˆ2 and (βˆ1 + βˆ2)/2 ≡ βˆ. Here, the vector βˆ thus defined is used as a proxy of
the (common) eigenvector. This indicates that the one-dimensional space spanned by µˆ1 − µˆ2
approaches to that of βˆ, or equivalently, the equality µˆ1− µˆ2 = cβˆ gets more and more accurate.
3. Allometric extension under a location mixture distribution
In this section, we pursue a similar analysis under a different distributional assumption, where
the distribution ofX = (X1, . . . , X p)T is given by a location mixture of two normal distributions.
We derive a necessary and sufficient condition, for which L(X|Y1 > ν1) and L(X|Y1 < ν1) form
an allometric extension model.
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Fig. 3. The cosine of the angle ϕ between (βˆ1 + βˆ2)/2 and µˆ1 − µˆ2. The dashed lines: 25-percentile and 75-percentile
of the cosine. The solid line: the mean of the cosine.
To describe our problem precisely, consider the two normal distributions Np(θ1,∆) and
Np(θ2,∆) with common covariance matrix. Let f j be the pdf of Np(θ j ,∆) ( j = 1, 2), and
suppose that the pdf f (x) of X is given by the location mixture of them with equal mixing
probability:
f (x) = [ f1(x)+ f2(x)]/2. (3.1)
The mean vector θ ≡ E(X) and the covariance matrix Λ ≡ Cov(X) are given respectively by
θ = (θ1 + θ2)/2 (3.2)
and
Λ = ∆+ (θ1 − θ2)(θ1 − θ2)T/4. (3.3)
Let
δ1 ≥ δ2 · · · ≥ δp > 0
be the ordered eigenvalues of ∆, and suppose that the largest eigenvalue is simple:
δ1 > δ2.
Let Γ = (γ 1, . . . , γ p) : p × p be an orthogonal matrix so that γ i is a normalized eigenvector
of ∆ corresponding to δi . In practice, the two distributions Np(θ j ,∆) ( j = 1, 2) often form an
allometric extension model, which is equivalent to
θ1 − θ2 = aγ 1 for some a ∈ R. (3.4)
The condition (3.4) is imposed throughout this section. This implies that
ΓTΛΓ =

δ1 + a2/4 0
δ2
. . .
0 δp
 : p × p; (3.5)
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and hence the first principal component of X is given uniquely by Y1 (up to the sign change),
where
Y =
Y1...
Yp
 =
γ
T
1X
...
γ TpX
 = ΓTX. (3.6)
As in the previous section, we can assume without loss of generality that the mean vectors are of
the form
θ1 = −θ2 =

ξ
0
...
0
 for some ξ ≥ 0, (3.7)
and the covariance matrix is diagonal:
∆ =
δ1 0. . .
0 δp
 . (3.8)
This clearly implies that θ = 0 and
Λ = ∆+ θ jθTj =

δ1 + ξ2 0
δ2
. . .
0 δp
 ( j = 1, 2), (3.9)
and hence X1 is the first principal component of X.
The problem considered in this section is the one of deriving a necessary and sufficient
condition, for which the two conditional distributions L(X|X1 > 0) and L(X|X1 < 0) form
an allometric extension model, namely the equalities in (1.1) hold for
µ1 = E(X|X1 > 0), µ2 = E(X|X1 < 0),
Σ1 = Cov(X|X1 > 0), Σ2 = Cov(X|X1 < 0), (3.10)
and the two vectors β1 and β2, each of them being a normalized eigenvector of the largest
eigenvalue of Σ j ( j = 1, 2).
Lemma 3. The quantities µ j ’s and Σ j ’s satisfy the following equalities:
µ1 = −µ2 =

α
0
...
0
 for some α > 0
Σ1 = Σ2 and Λ = Σ j + µ jµTj ( j = 1, 2). (3.11)
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Proof. It is easily seen by direct calculation that the pdf f (x) in (3.1) satisfies
f (Ax) = f (x) for any A ∈ Sp, (3.12)
where the set Sp is defined in (2.13). Hence by arguing in the same way as in the proof of
Lemmas 1 and 2, we obtain (3.11). 
It is worth noting that in the proof above, the assumptions such as equal mixing probabilities and
identical covariance matrix for the two normal distributions are used to establish the symmetric
(3.12).
Combining the equality (3.3) with Lemma 3 yields
Σ j = Λ− µ jµTj
= ∆+ θ jθTj − µ jµTj
=

δ1 + ξ2 − α2 0
δ2
. . .
0 δp
 : p × p ( j = 1, 2), (3.13)
from which it follows that the condition (1.1) is equivalent to
δ1 + ξ2 − α2 > δ2. (3.14)
Lemma 4. Suppose that a random variable Z is distributed as the standard normal distribution
N (0, 1). Then, for x > 0,
E[max(x, |Z |)] = 2
{
x
[
Φ(x)− 1
2
]
+ φ(x)
}
≡ q(x) (say), (3.15)
where the functions φ and Φ are the pdf and the distribution function of N (0, 1), respectively.
The proof is straightforward and omitted.
Theorem 2. Suppose that the pdf of X is given by (3.1). Let
ξ∗ = ξ/
√
δ1. (3.16)
The conditional distributions L(X|Y1 > ν1) and L(X|Y1 < ν1) form an allometric extension
model if and only if θ1, θ2 and ∆ satisfy
δ1
[
1+ ξ2∗ − q(ξ∗)2
]
> δ2. (3.17)
Proof. Since the distribution of X1 can be expressed as
X1 =
{
A1 with probability 1/2
A2 with probability 1/2,
where L(A1) = N (ξ, δ1) and L(A2) = N (−ξ, δ1), we have
α = E(X1|X1 > 0)
= 2× E{I (X1 > 0) X1}
= 2
{
1
2
E[I (A1 > 0) A1] + 12E{I (A2 > 0) A2}
}
.
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Let Z be a random variable distributed as the standard normal distribution. Then the quantity α
is further evaluated as
α = E
{
I (ξ +√δ1Z > 0)[ξ +√δ1Z ]}+ E {I (−ξ +√δ1Z > 0)[−ξ +√δ1Z ]}
= √δ1 × [E {I (Z > −ξ∗)[ξ∗ + Z ]} + E {I (Z > ξ∗)[−ξ∗ + Z ]}]
= √δ1 × [ξ∗P(|Z | < ξ∗)+ E [I (|Z | < ξ∗)Z ]+ E [I (ξ∗ < |Z |)|Z |]] .
By using L(Z) = L(−Z), we can observe that the second term vanishes:
E [I (|Z | < ξ∗) Z ] = 0,
from which
α = √δ1 × E [max(ξ∗, |Z |)] = √δ1q(ξ∗) (3.18)
follows, where the last equality is due to Lemma 4. Hence (3.17) is equivalent to (3.14). The
proof is complete. 
Two remarks are in order: First, the quantity q(ξ∗) satisfies
ξ∗ ≤ q(ξ∗) <
√
1+ ξ2∗ , (3.19)
whose proof is elementary and omitted. This inequality implies
0 < δ1
[
1+ ξ2∗ − q(ξ∗)2
]
≤ δ1.
Second, the coefficient c(ξ∗) ≡ 1 + ξ2∗ − q(ξ∗)2 is increasing in ξ∗. Hence, for each δ1, as
ξ becomes larger (i.e., the distance between the two subgroups becomes larger), the condition
(3.17) becomes more likely to hold. In particular, letting ξ∗ = 0 yields
q(0) = 2φ(0) = √2/pi,
and hence the condition (3.17) reduces to
δ1
(
1− 2
pi
)
> δ2,
which is the same as the one of Theorem 1.
In the example below, an application of Theorems 1 and 2 to real data is given.
Example 2. Let us consider the turtle’s two-dimensional shell data, {xi = (xi1, xi2)T|i =
1, . . . , n} with n = 48, introduced in Section 1. We regard the data as a random sample from
the distribution L(X). Let Y1 and Y2 be the (centered) first and second principal components
of X, respectively, and let {(yi1, yi2)|i = 1, . . . , n} be the sample values of (Y1, Y2). In
Fig. 4, the scatterplot of {(yi1, yi2)} is illustrated, where the points are partitioned into two
subgroups according to the sign of the first principal component: {(yi1, yi2)|yi1 > 0} and
{(yi1, yi2)|yi1 < 0}.
For the distribution ofX, we treat the following two cases: a normal distribution and a location
mixture of two normal distributions. Suppose first that L(X) = N2(θ ,Λ). The eigenvalues
(λ1, λ2) of Λ are estimated by those of the usual sample covariance matrix [1/(n−1)]∑ni=1(x−
x¯)(x− x¯)T as (λˆ1, λˆ2) = (0.0421, 0.000467), where x¯ is the sample mean vector. The estimates
satisfy the condition of Theorem 1: λˆ1(1 − 2/pi) = 0.01531 > 0.00047 = λˆ2, which suggests
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Fig. 4. The centered data and principal axes. White circle = the centered data for y1 > 0, black circle = the centered
data for y1 < 0, dashed line = principal axis for y1 > 0, heavy solid line = principal axis for y1 < 0, thin solid line =
principal axis for all turtles, big triangle = the mean for y1 > 0, big circle = the mean for y1 < 0.
that the conditional distributions L(X|Y1 > 0) and L(X|Y1 < 0) form an allometric extension
model. In fact, we can observe from Fig. 4 that (i) the first principal component axes for the
two subgroups almost coincide and (ii) the mean vectors of the two subgroups almost lie on the
common principal component axis.
Next we suppose that X is distributed as the location mixture of the two normal distributions
N2(θ1,∆) and N2(θ2,∆)with the equal mixing probabilities, where the two normal distributions
are regarded as the populations of female and male turtles, respectively. The quantities θ1,
θ2 and ∆ can be estimated by the sample mean vectors, say θˆ1 and θˆ2, of female and male
turtles, and the usual pooled sample covariance matrix, say ∆ˆ. The eigenvalues (δ1, δ2) of
∆ are estimated by those of ∆ˆ as (δˆ1, δˆ2) = (0.02957, 0.00046). Similarly we can estimate
the quantities Λ in (3.3) and Γ in (3.5). By using them, the quantities ξ in (3.11) and ξ∗
in (3.16) are estimated as ξˆ = 0.1137 and ξˆ∗ = 0.1137/0.02957 = 3.845, where, as an
estimate of ξ , we used ‖ΓˆT(θˆ1 − x¯)‖. The estimate satisfies the condition of Theorem 2:
δˆ1[1 + ξˆ∗2 − q(ξˆ∗)2] = 0.02957 × 0.9998 = 0.02956 > 0.00046 = δˆ2, and hence we can
see that L(X|Y1 > 0) and L(X|Y1 < 0) constitute an allometric extension model.
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