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Abstract. In this paper we propose a slight modification of the Knuth and Bendix completion 
procedure for solving the equality problem in nonequational theories defined by a set of Horn 
clauses. We prove that the completeness property of this procedure is then preserved, provided 
that a weak axiomatization of boolean calculus and equality has been given to the procedure. In 
particular, we need only the reflexivity axiom for equality. 
Another application of the Knuth and Bendix procedure is the proof by induction (Musser, 
1980; Huet-Hullot, 1982 and others). We show that our version of the completion procedure can 
be used for proving universally quantified formulas (not only equations) in the initial model 
defined by a set of Horn clauses. 
Experimental results, and comparisons with other resolution/paramodulation-based methods, 
in particular the methods proposed by Lankford (1975) and Peterson (1983), are included in the 
paper. 
1. Introduction and notations 
The equality problem for a first-order theory S is to determine which equalities 
are valid consequences of S. If S is an equational theory, the Knuth-Bendix 
procedure is a well known method for solving the equality problem in S [12, 20]. 
In this paper we propose a slight modification of this procedure for dealing, with 
nonequational theories defined by a set of Horn clauses. This obvious modification 
consists in replacing any equation of the form EQ(tl, t2)= TRUE generated by the 
procedure, EQ being the equality predicate, by the equation tl = t2. We prove that 
the completeness property of the procedure is then preserved, provided that a weak 
axiomatization of boolean calculus and equality has been given to the procedure. 
In particular, we need only the reflexivity axiom for equality. 
Actually, we will prove two different completeness results: 
- A refutation completeness result: the theory considered is unsatisfiable if and 
only if the equation FALSE -" TRUE is eventually generated by the procedure. 
A consequence-finding completeness result: if the theory is satisfiable, the final 
rewrite system built by the procedure gives a semidecision algorithm for the 
* A preliminary version of this paper was presented atthe European Conference on Computer Algebra 
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equality problem in this theory (a decision algorithm if this rewrite system is 
finite), exactly as the ordinary Knuth-Bendix procedure does for equational 
theories [12]. 
Unlike the method proposed by Hsiang for dealing with general first-order 
predicate calculus [9],which is also based on the Knuth-Bendix procedure, the 
method proposed in this paper maintains the clausal form of formulas. Furthermore, 
the computation of critical pairs at each step of the procedure can be interpreted 
in the framework of usual resolution/paramodulation-based methods. In particular, 
our procedure can be regarded as an extension, for Horn clauses, of the 'canonical 
inference' algorithm proposed by Lankford [21], which only applies when the 
equality predicate does not occur positively in nonunit clauses. 
Our procedure can also be regarded as a specialization for Horn clauses of the 
algorithm proposed by Peterson in [26], with some specific advantages. 
Furthermore, a basic difference with the works of Hsiang, Lankford, or Peterson 
is that we do not only prove a refutation completeness result, but also, in the case 
where the theory considered is satisfiable, a 'consequence-finding' completeness of
the final rewrite system. Hence, our procedure can be used, exactly as the usual 
Knuth-Bendix procedure in equational theories, for performing direct proofs, or 
merely for deriving interesting equalities from a given set of Horn formulas. Non- 
trivial examples of such utilizations are given in the appendices. These examples 
include a comparison of efficiency with other methods. 
However, the major drawback of our procedure is that, as the ordinary Knuth- 
Bendix procedure, it aborts with failure when generating a nonorientable equation 
between terms. Nevertheless, nonorientable equations can be handled if there exists 
a unification algorithm for these equations, via the corresponding adaptations of 
the Knuth and Bendix procedure [15, 28]. For example, associative-commutative 
functions can be handled this way. 
Formal preliminaries 
We assume that the reader has some familiarity with first-order predicate calculus, 
equational theories, rewrite systems, and Knuth-Bendix completion procedure. See, 
for example, [4] for a detailed escription of the first topic, and [13] for the last three. 
We start with a vocabulary of variables, function symbols, and predicate symbols 
(we do not consider Sorted logic here). Each function and predicate is given with 
its arity, i.e., the number of its arguments. Terms are defined recursively as follows: 
- a variable is a term; 
if f is a function of arity n and t l , . . . ,  t, are terms, thenf ( t l , . . . ,  t,) is a term; 
in particular, if f is a function of arity 0, f is a term. Functions of arity 0 are 
called constants; 
all terms are generated by applying the above rules. 
If P is a predicate with arity n and t~,.. . ,  t, are terms, then P(t l , . . . ,  t,) is an 
atom. No other expressions can be atoms. 
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A literal is either an atom (positive literal) or the negation of an atom (negative 
literal). 
A clause is a finite disjunction of zero or more literals; the empty clause is 
assimilated to the boolean constant FALSE. A set of clauses is always considered 
equivalent to the conjunction of these clauses. 
Formuias without quantifiers, such as literals or clauses, are assimilated to their 
universal closure, i.e., all their variables are implicitly universally quantified. 
A ground term (respectively, literal or clause) is a term (respectively, literal or 
clause) which does not contain variables. 
The following notations are used throughout the paper: 
• x, y, z, x,, y,, z , , . . ,  denote variables, 
• f ,  g, h, . . .  denote functions, 
• a, b, c, . . .  denote constants, 
• P, Q, . . .  denote predicates, 
• EQ denotes the equality predicate, 
• TRUE and FALSE denote the boolean constants, 
• v denotes the boolean disjunction, 
• ^ denotes the boolean conjunction, 
• -a denotes the boolean negation, 
• t, s, t,, s l , . . ,  denote terms, 
• L, M, L,, M , , . . .  denote literals, 
• C, D,  C , ,  D, , . . .  denote clauses, 
• u denotes the union of sets, 
• =- denotes the identity of two expressions in the metalanguage, 
• "iff" means "i f  and only if". 
A positive (respectively negative) clause is a clause which contains only positive 
(respectively negative) literals. 
A unit clause is a clause which contains one literal only. 
A Horn clause is a clause which contains at most one positive literal. Note that 
a Horn clause can be either: 
- a positive literal, 
- a negative clause, 
- a clause of the form -1/_,, v 7L2 v- • - v 7LnvL,  with L,, L2 , . . . ,  L,, L positive 
literals. 
We will say that a predicate occurs positively in a clause if it occurs in a positive 
iiteral of the clause. For example, EQ occurs positively in EQ(a, b)v P(x) or 
EQ(a, b) v -aEQ(a, c), not in -aEQ(a, b) v e(x). 
Greek letters denote substitutions. If or is a substitution and F is any expression, 
the application of o- to F is denoted For. 
If u is an occurrence of F, F/u denotes the subterm of F at occurrence u, and 
F[ u <- G] the expression F in which this subterm is replaced by G. 
The letter S denotes a first-order theory. Here we consider only universal (or 
quantifier-free) theories. Such theories are definable by a (finite) set of formulas in 
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prenex form with all their variables (implicitly) universally quantified. By using 
reduction to conjunctive normal form, we can suppose without loss of generality 
that these formulas are clauses. 
A model of S is an interpretation of constant, function, and predicate symbols 
of S on a given nonempty domain such that all formulas defining S are true for 
each assignment of values in the domain to their variables. 
S is satisfiable iff it has at least one model. A formula F is a valid consequence 
of S iff F is true in all models of S. In particular, FALSE is a valid consequence of
S iff S is unsatisfiable. 
We now recall the definition of some classical inference rules. In those rules 
involving two or more clauses, we assume that their variables have been standardized 
apart. 
Definition 1.1 (resolution). If C1-  L; v D1 and C2-= L2v/)2 are clauses such that 
the literals L1 and ~/.~ are unifiable with most general unifier or, then a resolvent 
of C~ and C2 is the clause C - Dl~r v D2tr. 
A positive unit resolution is a resolution in which one of the parent clauses is a 
positive unit clause (i.e., a clause which contains only one positive literal). 
Def in i t ion  1.2 (factoring). If L1 and L2 are two literals of a clause C which are 
unifiable with most general unifier tr, then a factor of C is the clause D = Ct r -  L2tr. 
We will also recall here the definition and completeness properties of hyper- 
resolution in the case of Horn clauses, for we will use them throughout the paper: 
Def in i t ion  1.3 (hyperresolution (for Horn clauses)). Let LI, L2,...,Ln, M1, 
M2, . . . ,  M,,  M be positive literals. Let C be the Horn clause -1M1 v -aM2 v- • - v 
-aM,,vM. Let D be the Horn clause -aM~v-aM2v. - -v -aM, .  If there is a most 
general simultaneous unifier or such that M~tr-L~r,  M2t r -  = L2tr, . . . ,  Mntr--L,tr, 
then 
- Mtr is a hyperresolvent of the (n + 1) Horn clauses L1,/- .2, . . . ,  L,, C; 
- the empty clause is a hyperresolvent of the (n + 1) Horn clauses LI, L2,. • •, L,, D. 
The clauses C and D are called the nucleus of the hyperresolution step. A 
hyperdeduction f a clause C from S is a deduction of C from S by a finite number 
of hyperresolution steps. Note that from the definition of hyperresolution, C can 
be only either the empty clause or a positive literal. 
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Proposition 1.4 (refutation completeness ofhyperresolution). Let S be a theory defined 
by a set of Horn clauses. S is unsatisfiable i.D" there is a hyperdeduction f the empty 
clause from S. 
Proof. The proof is merely the application of the well-known refutation complete- 
ness of hyperresolution (we do not need factoring since S is a set of Horn clauses, 
see [11]). [] 
Proposition 1.5 (consequence-finding completeness of hyperresolution). Let S be a 
theory defined by a set of Horn clauses. I f  S is satisfiable, apositive literal L is a valid 
consequence of S iff there is a positive literal M in S or deduced from S by hyperdeduction 
which subsumes L (i.e., there is a substitution crsuch that L -  Mcr). 
Proof. If there is a positive literal M in S or deduced from S by hyperdeduction 
which subsumes L, obviously, L is a valid consequence of S. 
Conversely, suppose that the positive literal L is a valid consequence of S. Let 
{x l , . . . ,  x,} be the set of variables occurring in L, let {a l , . . . ,  an} be a set of new 
constant symbols (not occurring in S or L), and let L~ be the ground literal obtained 
from L by replacing each variable xi by the constant ai. 
Applying the usual refutation/skolemization approach, we have that S u -a~ is 
unsatisfiable. From Proposition 1.4, there is a hyperdeduction f the empty clause 
from S u --1/-1. 
Since S is satisfiable, in this hyperdeduction the literal --1/.1 must be used exactly 
once as the nucleus in the hyperresolution step producing the empty clause. Let M 
be the positive literal used in this hyperresolution step. M is in S or deduced from 
S by hyperdeduction; hence, the constants a~,. . ,  an cannot occur in M. From the 
definition of hyperresolution, there is a (ground) substitution ~" such that L~ ~ MY. 
This identity L~-M~" is Still valid if we replace the constants as in it by the 
variables x~. Let cr be the substitution obtained from z by this replacement. M is 
not affected by the replacement since the constants ai do not occur in M. We obtain 
the identity L -  Mcr, which completes the proof of Proposition 1.5. [] 
Remark 1.6. When L is a ground positive literal, a different proof of Proposition 
1.5 has been proposed by Van Emden and Kowalski [5], this result is used in [5] 
for obtaining equivalence results between various operational semantics of Horn 
clauses. 
Now we consider first-order predicate calculus with equality: If S is a theory, an 
equality-model (or merely E-model) of S is a model of S u AX(EQ), where AX(EQ) 
denotes the following set of Horn clauses (axiomatization f equality): 
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• EQ(x, x) 
• ~EQ(x, y) v EQ(y, x) 
• 7EQ(x, y) v ~EQ(y, z) v EQ(x, z) 
• -TEQ(x,y) v EQ( f (x~, . . . , x , . . . , x , ) ,  f (x~, . . . , y , . . . , x , ) )  
for any function f with arity n > 0 and argument position 
• ~EQ(x,y) v - lP (x l , . . . , x , . . . , x , )v  P(x l , . . . ,  y , . . . , x , )  




( substitutivity ) 
( substitutivity ). 
S is E-satisfiable iff it has at least one E-model. A formula F is an E-valid 
consequence of S iff F is true in all E-models of S. In particular, FALSE is an 
E-valid consequence of S iff S is E-unsatisfiable. 
A classical inference rule in first-order predicate calculus with equality is 'para- 
modulation' which is defined as follows. 
Definition 1.7 (paramodulation). If C1 and C2 are clauses uch that C~ ~ EQ(s, t) v DI 
and (?2 has a subterm sl at occurrence u which is unifiable with s with most general 
unifier tr, then a paramodulant C from C~ into occurrence u of C2 is the clause 
C ~ (C2[u *- t] v D1)cr. 
A positive unit paramodulation is a paramodulation i  which one of the parent 
clauses is a positive unit clause. 
A special paramodulation is a paramodulation i to a nonvariable position (i.e., 
the subterm sl in the definition cannot be a variable). 
Now we recall some basic definitions and results about equational logic and 
rewrite systems. 
An equational theory E is a set of equations { t = s}. The equality relation generated 
by E on the set of terms, according to the usual rules of equational logic [13], is 
denoted = ~. 
A classical method for deciding equality in an equational theory is to consider 
each equation as a reduction rule oriented from left to fight; then we allow an 
instance of one side of an equation to be substituted by the corresponding instance 
of the other side only in one direction. This method is effective if two conditions 
are met: for any term and for any strategy of reduction of this term, this reduction 
must terminate, and must terminate with the same result (the so-called confluence 
property). 
If the initial system is not confluent, it can be transformed into an 'equivalent' 
confluent one, using the Knuth and Bendix completion procedure. This procedure 
computes 'critical pairs' when the left members of two rules overlap. If a critical 
pair has distinct irreducible normal forms, a new rule must be added and the 
procedure recursively applies. This procedure requires the termination property of 
the set of rules which can be proved by various tools. The procedure can terminate, 
loop for ever, or abort when generating a nonorientable equation. 
Let us now give some more formal definitions: A term rewriting system R is a 
set of oriented equations {l~ r} such that each variable in r occurs in L A term h 
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R-reduces at occurrence u to a term t2 using the rule 1--~ r iff there exists a substitution 
o" such that t~/u =-- lot and t2-t~[u*- rcr]. We write: tl ->a t2. As usual, "~R denotes 
the reflexive-transitive closure of --> R. 
R is terminating iff there is no infinite sequence of R-reductions from any term. 
R is interreduced iff, for each rule I-> r in R, r is R-irreducible and l is (R -  
(l --> r))-irreducible. 
R is confluent iff, for any terms t, tl, and t2, t ~R t~ and t -%R t2 implies that there 
exists a t3 such that tt -~a t3 and t2-~-~R t3. 
R is canonical if[ it is both terminating and confluent. 
A term t~ is a R-normal form of t2 iff t2-~R t~ and tl is R-irreducible. If R is 
canonical, then every term has a unique normal form. In this case, the equality 
problem in the equational theory defined by R (considered as a set of nonoriented 
equations) can be solved by reducing each term to its normal form. Canonical 
systems are constructed from equational theories by the Knuth-Bendix completion 
procedure. Furthermore, the systems constructed by the Knuth-Bendix procedure 
are interreduced. 
Huet [12] has proved that even if the completion procedure does not terminate, 
assuming a fairness hypothesis in the choice of rules, the (infinite) rewrite system 
thus obtained is canonical and interreduced. In this case, we only have a semidecision 
algorithm for the equality problem: two terms are equal iff there is an iteration of 
the procedure at which they have the same normal form in the current rewrite system. 
In order to handle nonorientable equations, the concept of 'Equational Term 
Rewriting Systems' has been introduced by several authors. Such a system is the 
union of a set R of rewrite rules and a set T of nonoriented equations. In this case, 
for the reduction relation we consider equivalence classes of terms modulo - r. The 
notions of termination, confluence, normal form, etc. are easily extended. The 
Knuth-Bendix procedure can be extended for certain theories T: this has been first 
done by Peterson and Stickel [28] where T is a set of commutativity or associa- 
tivity/commutativity equations. Then Jouannaud and Kirchner [15] generalized this 
result o the case where T is any equational theory for which a finite and complete 
unification algorithm is known. 
To conclude this section of formal preliminaries, note that throughout this paper, 
the symbols EQ and = have not the same meaning: EQ is a predicate symbol, whose 
arguments can only be two nonboolean terms; = is the symbol of equational logic, 
whose arguments can be indifferently two nonboolean terms of two boolean 
expressions: in both cases, the equation A = B means that any instance of A can 
be replaced by the corresponding instance of B (and conversely) according to the 
rules of equational logic. 
Note, in particular, that if t~ and t2 are two different terms, the equation EQ(tl, t2) = 
TRuE allows to replace any instance of EQ(t~, t2) by TRUE, but not to replace any 
instance of t~ by the corresponding instance of t2. 
The organization of the paper is the following: In Section 2, following the previous 
works of Hsiang [9] and of the present author [24], we examine a first method for 
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deciding the equality problem, based on a complete axiomatization for boolean 
calculus and equality. We will see that this rather straightforward method is not 
tractable. 
In Section 3, we propose another method in the case where the theory is defined 
by a set of Horn clauses. We prove that in this case, with the modification of the 
completion procedure described at the beginning of this paper, we only need a very 
weak axiomatization of boolean calculus and equality. 
In Section 4, we propose some improvements o this method. 
In Section 5, we interpret the previous results in the framework of resolution/para- 
modulation-based methods. 
In Section 6, we use the previous results for performing inductive proofs in the 
initial model defined by a set of Horn clauses. 
2. First method 
Let S be a quantifier-free theory defined by a set of clauses {C1, C2,. •., Cn} and 
let F be a universally quantified formula. Theorem 2.1 has been proved by the 
present author in a previous paper [24]. 
Theorem 2.1. F is a valid consequence of S iff the equation F =TRUE can be deduced 
by equational logic from the set of equations BOOLU S, where BOOL denotes an 
equational xiomatization ofboolean algebras and S is regarded as the set of equations 
{Ci =TRUE}. 
Note the difference with the completeness theorem for many-sorted equational 
logic (with a boolean sort and predicates being considered as function with boolean 
range), such as stated, for example, in [8]: here we consider first-order models, in 
which the carder of the boolean sort cannot be any boolean algebra, but can only 
be the initial two-valued model {TRUE, FALSE}. 
Theorem 2.1 has the following particular case: FALSE is a valid consequence of 
S (i.e., S is unsatisfiable) iff FALSE = TRUE is an equational consequence ofBOOL u S. 
This result has been previously obtained by Hsiang; it allows to use rewrite methods 
as a refutational proof technique [9]. 
From Theorem 2.1, we deduce at once the following theorem. 
Theorem 2.2. F is an E-valid consequence of S iff the equation F = TRUE can be 
deduced by equational logic from BOOLU AX(EQ) u S, where BOOL and S are defined 
as in Theorem 2.1, and AX(EQ) /s regarded as the following set of equations: 
• EQ(x, x) = TRUE, 
• 7EQ(x, y) v EQ(y, x) = TRUE, 
• 7EQ(x, y) v -aEQ(y, z) v EQ(x, z) = TRUE, 
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• - - IEQ(x,  y )  v EQ( f (x l ,  • • •,  x , . . . ,  Xn), f (x l , . . . ,  Y , . . . ,  X,)) =TRUE for any func- 
tion f with arity n > 0 and argument position, 
• -aEQ(x, y) v -aP(x l , . . . ,  x , . . . ,  x,,) v P(x l , . . . ,  y , . . . ,  x~) = TRuE for any predicate 
P with arity n > 0 and argument position. 
Theorem 2.2 gives a first method for semideciding whether a given equality or, 
more generally, a given universally quantified formula F, is an E-valid consequence 
of S: we run the Knuth-Bendix algorithm on the set of equations BOOLU AX(EQ) u 
S and we examine at each iteration of the algorithm whether F is reduced to TRUE 
in the current rewrite system. 
As the set of equations BOOL u AX(EQ) is common to all theories, this method 
would be tractable only if this set of equations could be compiled into a finite 
confluent rewrite system. Hsiang [9] has found such a system for BOOL alone, based 
on the connectors A and "exclusive or". This system is confluent modulo the 
associativity-commutativity of these connectors. However, it does not seem possible 
to find such a system for BOOL u AX(EQ), for the completion algorithm will generate 
nonorientable equations which cannot be handled by the methods presently known, 
such as 
EQ( x, y) ^  EQ(x, z)= EQ(x, y) A EQ(y, z), 
EQ(x, y) A EQ(f(x), z) = EQ(x, y) A EQ(f(y ), z) 
(if f is an unary function), 
or, more generally, 
EQ(x, y) A EQ( T[x], z) = EQ(x, y) A EQ(T[y], z), 
where T[x] is any term T with one distinguished occurrence of the variable x. 
(Actually, a unification algorithm for the first equation has been recently proposed 
by Kirchner [19]; however, it seems difficult o obtain an unification algorithm for 
the whole (infinite) set of these equations.) 
As in resolution-based methods, the main problem is to get rid of the axiomatiz- 
ation of equality. Hsiang [9], following previous results of Lankford [21], has shown 
that it is possible in the case where the equality predicate occurs positively only in 
unit clauses of S. 
In the following section, we will prove that we can get rid of the axiomatization 
of equality (except reflexivity) in the case where S is a set of Horn clauses which 
can contain positive occurrences of equality in nonunit clauses. Furthermore, in 
this case we do not need the complete axiomatization BOOL of boolean calculus. 
As a consequence, the completion algorithm will maintain the clausal form of 
formulas and avoid the generation of equations between boolean expressions which 
are often very difficult or impossible to orient. Actually, we will only have to orient 
equations between (nonboolean) terms. 
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3. Second method  
From now on, we suppose that the theory S is defined by a set of Horn clauses 
{C~, C2, . . . ,  C,}. Let Ro be the following confluent rewrite system: 
-qTRUE-~ FALSE, 
X v TRUE -> TRUE, 
X v FALSE-> X, 
EQ(x, x) -~ TRUE. 
~FALSE--) TRUE, 
TRUE V X -> TRUE, 
FALSE V X --> X, 
(In this system, X denotes a boolean variable, while x denotes an ordinary (non- 
boolean) variable.) 
This rewrite system contains all we need to know about boolean calculus and 
axiomatization of equality. Note, in particular, that v is not declared 
associative/commutative. 
We assume familiarity with the Knuth-Bendix completion algorithm, as presented 
in [12]. To solve the equality problem for the theory S, we run the Knuth-Bendix 
algorithm, initializing the set of rewrite rules with Ro and the set of equations with 
{ (7/= TRUE}. The only difference occurs in the step in which an equation is considered 
for orientation before being added as a new rewrite rule: 
- if the equation is FALSE = TRUE, stop with the answer: S is unsatisfiable; 
- if the equation is of the form EQ(t, s) = TRUE, replace it by t = s; 
- otherwise, do exactly as usual (in particular, maintain the current rewrite system 
interreduced). 
Note that, in the second case, it is useless to add also the rewrite rule EQ(t, s)--> 
TRUE. For this rule would be eliminated by interreduction of rules in the presence 
of the rewrite rule t-> s (or s-> t) subsequently generated by the algorithm, and of 
the reflexivity rule EQ(x, x) -> TRUE. 
From now on, we suppose that the algorithm does not stop with failure because 
of the generation of a nonorientable equation. If the equation FALSE = TRUE is not 
generated, we denote R~ the limit rewrite system built by the algorithm (R~ may 
be finite or infinite). 
Before proving the basic result (Theorem 3.2), we need the following lemma, 
which gives some information about the run of the algorithm. 
Lemma 3.1. At each step i of the algorithm, the current rewrite system Ri (hence, also 
the limit system R~) is the union of four systems, Ro, RE,  RPi, RNi, of the following 
fo rms  • 
• Ro: initial set of'rules given above, 
• REi: set of rules of the form t->s, t and s being two (nonboolean) terms, 
• RPi: set of rules of the form C --> TRUE, C being a positive unit clause whose head 
predicate is different from EQ, 
• RNi: set of rules of the form D~TRuE, D being a Horn clause which contains at 
least one negative literal. 
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Proof. The lemma is proved by easy induction over each step of the algorithm. In 
particular, according to the modification of the algorithm, R~ does not contain any 
rule of the form EQ(t, s) -> Tram, except he reflexivity rule EQ(x, x) -> TRue present 
at the initialization. Note also that the only rules which can involve an orientation 
problem are the rules of RE~. [] 
Lemma 3.1 shows that the algorithm maintains the clausal form of formulas. 
Furthermore, the critical pairs which are computed at each step of the algorithm 
can be interpreted in the framework of resolution-paramodulation methods, as 
shown by the following case analysis: 
(1) Critical pairs between a rule of RPi or RNi and a rule of RE~ correspond to 
a paramodulation from the left-hand side of a rewrite rule into a nonvariable position 
in a clause. Such a paramodulation is called a 'narrowing' in [21, 31]. 
(2) Critical pairs between a rule of RN~ and a rule of RP, or between a rule of 
RN~ and the rule EQ(x, x)-~ TRUE of Ro, correspond to positive unit resolution, as 
is illustrated by the following three examples which are representative of possible 
cases. 
(i) A critical pair between the rule ~EQ(x, a) v Q(x) -~ TRUE of RN~ and the 
rule EQ(x, x)-, TRue of R0 is ~TRuev Q(a)=TRUE. After simplification by the 
rules of Ro, this pair generates the rule Q(a) ~ TRUE. This computation corresponds 
to a positive unit resolution between the clauses -1EQ(x, a) v Q(x) and EQ(x, x). 
(ii) A critical pair between the rule ~P(x, a) v EQ(x, b) -* TRUE of RN~ and the 
rule P(a, a) -, TRue of RP~ is (after simplification): EQ(a, b) = TRue. This computa- 
tion corresponds also to a positive unit resolution. In this case, the rewrite rule 
generated will be a ~ b or b-* a, according to the modification of the algorithm. 
(iii) A critical pair between the rule -7 P(x, a) --> TRU~ of RNi and the rule P(b, y) --> 
TRUE of RP, is (after simplification): FALSE = TRUE. This computation corresponds 
to the generation of the empty clause by positive unit resolution between the clauses 
-~P(x, a) and P(b, y). 
(3) The set of rules RE~ corresponds tothe current equational theory Ei generated 
by the algorithm as step /. By computing critical pairs between rules of RE,  the 
algorithm attempts to build a canonical rewrite system for E,. But the equational 
theory E, can change during the run of the algorithm: a new equation t= s will be 
added each time the algorithm generates a new positive unit clause of the form 
EQ( t, s). 
(4) All other critical pairs are trivial (they are reduced to TRUE = TRUe). 
Note that the only role of the boolean rules of Ro is to maintain the clausal form 
of formulas (by eliminating the constants TRUe and FALSe) and to eliminate trivial 
critical pairs. 
The algorithm is very similar with Lankford's algorithm 'Canonical Inference' 
[21]. In particular, as in Lanld'ord's algorithm, clauses generated by narrowing or 
resolution are fully simplified with the current rewrite system, and we retain only 
the final, completely simplified expression. However, the basic difference with 
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Lankford's algorithm is that the equational theory Ei is not given at the beginning 
but is constructed uring the run of the algorithm; of course, this is due to the 
presence of positive occurrences of equality in nonunit clauses. Actually, a con- 
sequence of the completeness property of the algorithm is that it generates the 
'smallest' equational theory which contains the initial nonequational theory S (we 
say that a theory S~ is 'smaller' or is 'contained' in a theory S: iff all models of $1 
are also models of S:). 
Another diiterence with Lankford's algorithm is that we use only positive unit 
resolution. Of course, this restriction comes from the fact that we are dealing with 
Horn clauses, for positive unit resolution is known to be complete for Horn clauses 
[11]. 
Before proving the completeness property of this algorithm, we will illustrate how 
it works on a simple example. 
Let S be the theory defined by the three Horn clauses: 
Cl: P(x, x), 
(?2: -TP(a, a) v EQ(a + b, a + c), 
C3: -1EQ(x+y, x + z) v EQ(y, z). 
The algorithm starts with Ro as initial set of rewrite rules. The equation C~ = TRUE 
generates the rule 
rl: P(x, x) --> TRUE. 
Then the equation C2 = TRUE is simplified by r~ and the boolean rules of Ro into 
EQ(a + b, a + c) = TRUE. This equation is transformed into the rewrite rule 
r2: a+b~a+c.  
The equation C3 = TRUE generates the rule 
r3: -1EQ(x+y, x+ z) v EQ(y, Z)-> TRUE. 
We have a critical pair between r2 and r3, which corresponds to a narrowing. 
This critical pair generates the rule 
r4: ~EQ(a+c, a + z) v EQ(b, z) -~ TRUE. 
We have a critical pair between r4 and the rule EQ(x, x)-+ TRUE of Ro, which 
corresponds to a positive unit resolution. This critical pair is simplified by the 
boolean rules of Ro into EQ(b, c) = TRUE. This last equation generates the rule 
rs: b~c.  
r5 eliminates r2, and r5 and r3 eliminate r4. Then the algorithm stops with the 
rewrite system {R o, r~, r3, rs}. 
This example also illustrates a little advantage of rewrite methods over resolution- 
based methods: the replacement of the clause (?2 by the clause EQ(a + b, a + c) is 
immediately made by simplifying (?2 with the rule r~. In conventional resolution 
approach, such a replacement would have been made in two steps: first, we resolve 
C2 and C~, then we eliminate (?2 since it is subsumed by the resolvent. 
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This kind of simplification (i.e., simplification by rules of the form C --> TRUE,  C 
being a positive unit clause), is equivalent (but in a clausal framework) to the 
'simplification by P-rules' used in [9]. 
Also note that classical destruction by subsumption is partially simulated in our 
algorithm by interreduction of rules. However, the rule (-aP(b)v-aQ(a)) v R(a)-> 
TRUE will not be eliminated by the rule -~P(b) v R(a) -> TRUE since v is not supposed 
associative/commutative. This point will be examined in Section 4 later on. 
We now present the main result of this paper, which is the completeness property 
of the completion algorithm. This completeness property is expressed by the follow- 
ing theorem. 
Theorem 3.2. (i) (Refutation completeness). S is E-unsatisfiable iff the equation 
FALSE = TRUE is eventually generated by the completion algorithm. 
(ii) (Consequence-finding completeness). I f  S is E-satisfiable, a positive literal L 
is an E-valid consequence of S iff the R~-normal form of L is TRUE. Furthermore, if 
L is of the form EQ(t, s), L is an E-valid consequence orS ifft and s have the same 
Ro~-normal form. 
Note that the final system Roo built by the completion algorithm not only solves 
the equality problem, but also the decision problem for all positive literals whose 
head predicate is different from equality. 
Proof. If the equation FALSE = TRUE is generated, S is obviously E-unsatisfiable. 
Let us suppose from now on that this equation is not generated. To prove Theorem 
3.2, we have to prove that S is E-satisfiable and that Roo has property (ii). 
The key idea of the proof is to apply the completeness properties of hyperresolution 
to the set of Horn clauses S u AX(EQ). First, we introduce the following notation: 
Let HR(n) be the set of clauses deduced from SuAX(EQ) by n steps of hyper- 
resolution. To be more precise, HR(n) is defined inductively as follows: 
• HR(0) is the set of positive literals belonging to S u AX(E.Q); 
• a clause L belongs to HR(n + 1) iff there are positive literals L~,. . . ,  L, in HR(n) 
and a claus~ C in S u AX(EQ) (C is the nucleus) such that L is obtained from 
L1,. . . ,  Ln, C by one step of hyperresolution. 
From the definition of hyperresolution for Horn clauses, an element of HR(n) 
can be either the empty clause or a positive literal (the empty clause being generated 
when the nucleus C is a negative clause). We first prove the following lemma. 
Lemma 3.3. For all n, the following holds: 
(1) the empty clause does not belong to HR(n); 
(2) if L belongs to HR(n), the R~o-normal form of L is TRUE. 
Furthermore, if L is of the form EQ( t, s), t and s have the same Ro~-normal form. 
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ProoL The proof is by induction over n. 
Basic step. HR(0) is the set of positive literals belonging to S u AX(EQ). Hence, 
the empty clause does not belong to HR(0). Let L be an element of HR(0). If L is 
in AX(EQ), L is EQ(x, x) and (2) is obvious since EQ(x, x) --> TRUE is a rule of Roo. 
If L is in S, L = TRUE is one of the initial equations given to the algorithm. Therefore, 
by the properties of the Knuth-Bendix algorithm (see [12]), L and TRUE have the 
same R~o-normal form; but TRUE is Roo-irreducible from the structure of R~o given 
in Lemma 3.1; hence, L -%~ TRUE. 
Suppose now that L is of the form EQ(t, s); Roo is the union of four systems R0, 
RE~, RPoo, RNoo having the form given in Lemma 3.1; obviously, EQ(t, s) can be 
reduced only by the rules of REoo, or by the rule EQ(x, x) -> TRUE of R0.  Therefore, 
since EQ(t, s)-L>R~TRUE, we easily prove that t and s must have the same REoo- 
normal form, hence, the same Roo-normal form. 
Induction step. We suppose that (1) and (2) are true for HR(n). Let L be an 
element of HR(n + 1). There are positive literals L~,. . . ,  L, in HR(n) and a clause 
C in S uAX(EQ) such that L is obtained from L~,. . . ,  L,, C by one step of 
hyperresolution. We distinguish three cases, according to the nucleus C used in the 
hyperresolution step: 
Case 1: the nucleus is a clause in AX(EQ). We will suppose that this clause is 
-7EQ(x, y) v -aEQ(y, z) v EQ(x, z); the proof is similar for the other clauses. 
In this case, from the definition of hyperresolution, L~is of the form EQ(t~, sl), 
L2 is of the form EQ(t2, s2), L is of the form EQ(t, s), and there is a substitution 
or such that: s~tr- = t2or, t~  t lor  and s=-s2tr. 
By the induction hypothesis, t~ and s~ have the same R~-normal form, and so 
have t2 and s2. From the confluence of Roo, we easily obtain that t and s have the 
same Roo-normal form. Hence, using the reflexivity rule, EQ(t, s)~->R~ TRUE. 
Case 2: the nucleus is a clause C in S which contains one positive literal; C is 
of the form: 
C ~- -1M~ v -T  M2 v . . . v T M.  v M,  
M~, M2,..., M,,, M being positive literals. From the definition of hyperresolution, 
there is a substitution or such that 
Mitt-= Llor, M2tr--- L2t r ,  . . . , Mncr ~ L,,o', Mt r -  L 
Hence, Ctr -= -7Lltr v -7L2tr v. • • v --1/.,,0" v L By the induction hypothesis, we have: 
L~ -~ TRUE,..., L, "~a~ TRUE. 
Hence, using the rules of Ro, we obtain: Ctr -~  L. 
On the other hand, C =TRUE is one of the initial equations given to the algorithm. 
Hence, by the properties of the Knuth-Bendix algorithm 
C "~R~ TRUE and Ct r -~ TRUE. 
By confluence of Roo, we obtain L-~R~ TRUE. 
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If L is of the form EQ(t, s), we prove, as in the basic step, that t and s have the 
same Ro~-normal form. 
Case 3: the nucleus is a negative clause C in S. In this case, L is the empty 
clause. C is of the form: 
C- -  ~M~ v TM2 v " " . v-TM., 
M1, M2, . . . ,  M, being positive literals. There is a substitution o-such that 
M lo ' -  Llo-, M2o'---- L2o-,..., M,o--  L,o-. 
Hence, Co- = ~ o" v -1L2o- v. • • v ~L,o-. By the induction hypothesis, we have 
-~ TRUE,..., L, -~->~ TRUE. 
Hence, using the rules of Ro, we obtain Co- -~->~ FALSE. 
On the other hand, C = TRUE is one of the initial equations given to the algorithm. 
Hence, by the properites of the Knuth-Bendix algorithm: 
C -~ TRUE and Ccr -~ TRUE. 
By confluence of Roo, we obtain that FALSE and TRUE have the same Roo-normal 
form. But this is impossible since FALSE and TRUE are R~-irreducible from the 
structure of R~ given in Lemma 3.1. Therefore, this case cannot occur, and the 
empty clause does not belong to HR(n + 1). That completes the proof of Lemma 
3.3. [] 
Proof of Theorem 3.2 (continued). We can now complete the proof of Theorem 3.2: 
from the refutation completeness of hyperresolution (Proposition 1.4), it follows 
that the theory S u AX(EQ) is satisfiable. Hence, the theory S is E-satisfiable. 
Now let L be a positive literal. If the Roo-normal form of L is TRUE, obviously, 
L is an E-valid consequence of S. Conversely, let us suppose that L is an E-valid 
consequence of S. Therefore, L is a valid consequence of S u AX(EQ) and, from 
the consequence-finding completeness of hyperresolution (Proposition 1.5), we have 
that there is an integer n and a positive literal M in HR(n) which subsumes L, i.e., 
there is a substitution or such that L -  = Mo-. From Lemma 3.3, we have that 
M "~R® TRUE, hence L -~  TRUE. 
The case where L is of the form EQ(t, s) is handled as before. [] 
4. Improvements and extensions 
We can replace the ordinary completion algorithm by the Peterson and Stickel 
completion algorithm, v being decleared associative/commutative; furthermore, we 
can add to the rewrite system Ro used in the previous ection the rule of destruction 
of tautologies: X v--1X-*TRUE. The new system Ro is the following: 
--ITRUE --> FALSE, --IFALSE --> TRUE, 
X v TRUE ~ TRUE, X v FALSE ~ X, 
X v -1X~TRuE, EQ(x, x) ~ TRUE. 
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(The rules TRUE V X--> TRUE and FALSE V X-> X are not necessary now since v 
is declared commutative.) 
Since v is declared associative/commutative, th  order and parentheses of literals 
in a clause become irrelevant. As a consequence, clauses subsumed by others will 
be eliminated by interreduction of rules. Tautological clauses will also be deleted 
by the rule X v-nX->TRUE. On the other hand, it is easy to check that the use of 
this new rewrite system does not increase the number of nontrivial critical pairs 
computed by the algorithm. 
If we introduce the rule X v X-> X, this rule will result in simplifying clauses 
with repeated literals, but also in computing other nontrivial critical pairs which 
exactly correspond to the computation of factors in classical resolution. 
The proof of Theorem 3.2 can be extended to all these cases without difficulty. 
We can also declare some function symbols as commutative, associative/commuta- 
tive, or more generally linked by a certain equational theory T if we know a 
T-unification algorithm. In this case, the proof of Theorem 3.2 is based on: 
- the completeness properties of the corresponding extensions of the Knuth-Bendix 
algorithm (see [28] for commutativity or associativity/commutativity, and [15] 
for the general case); 
- the completeness results of Plotkin for T-resolution [27], trivially extended for 
T-hyperresolution (T-resolution or T-hyperresolution means that we use a T- 
unification algorithm instead of the ordinary unification algorithm). 
5. Comparison with resolution-paramodulation methods 
We have already shown that our method can be regarded as an extension of 
Lankford's 'Canonical Inference'. In this section, we compare it with various other 
results. 
We recall that a positive unit paramodulation is a paramodulation i  which one 
of the parent clauses is a positive unit clause. Any step of our completion algorithm 
can be interpreted either as a positive unit resolution or as a positive unit paramodu- 
lation. 
Henschen and Wos [11] have proved that positive unit resolution and positive 
unit paramodulation are refutation complete for a set of Horn clauses containing 
EQ(x, x) and the functional reflexive axioms. The refutation completeness result of 
Theorem 3.2 appears as a strong reinforcement of this result, for the following 
reasons: 
- we do not need the functional reflexive axioms; 
we only paramodulate into positions which are not variables ('special paramodu- 
lation'); 
- we only paramodulate from left-hand sides of rewrite rules; 
- when paramodulating into a rewrite rule, only the left-hand side of this rule can 
be substituted into; 
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- we fully simplify any expression with the current rewrite system and retain only 
the final completely simplified expression. 
Another advantage for implementation is that we use only the two inference rules 
of the Knuth-Bendix algorithm: namely, computation of critical pairs and inter- 
reduction of rewrite rules, to simulate a variety of inference rules: positive unit 
resolution, narrowing, simplification, destruction by subsumption, destruction of 
tautologies, even factoring (if the rule X v X-> X is added). 
Other completeness results are known for Horn clauses with equality: for example, 
input resolution and input paramodulation are refutation complete [11]. See also 
[6] for other results, which are used for building-in equality in a PROLOO-like 
programming language. However, all these results need the presence of the functional 
reflexive axioms. 
Note that our approach, based on unit inference rules, is dual to the PROLOG 
approach based on input inference rules (see [3] for a general discussion of this 
duality). 
In the general case, the refutation completeness of paramodulation without the 
functional reflexive axioms has been proved by Brand [2] and Peterson [26]. When 
restricted to Horn clauses, Peterson's algorithm, based on resolution, special para- 
modulation, and simplification by ofientable quality unit clauses is very similar to 
the algorithm presented in this paper; however, there are the following differences: 
(i) In [26], resolution and paramodulation are not restricted to be positive-unit, 
and factoring is used; of course, this is needed for the completeness in the general 
case; it is likely that he positive-unit restriction and the removal of factoring maintain 
Peterson's completeness results if we deal with Horn clauses. 
(ii) For completeness, Peterson also needs an inference rule 'equality reversal', 
which infers, for example, the clause -1P(c)v EQ(b, a) from the clause -aP(c)v 
EQ(a, b). 
(iii) There are in [26] some restrictions about the use of orientable quality unit 
clauses as simplification rules [26, Theorem 10]. 
(iv) In [26] there is a restriction on the ordering used for proving termination: 
it must be order-isomorphic to the set of positive integers on the subset of ground 
terms. This restriction isnot met by many usual complete set of reductions (however, 
the present author has recently heard that Hsiang and Rusinowitch [14] have 
proposed an extension of Peterson's result without his restriction on the ordering). 
Also note that special unification methods such as associative/commutative 
unification may be incorporated in our algorithm; in this case, completeness results 
are obtained from the completeness properties of the corresponding adaptations of 
the Knuth-Bendix algorithm [15, 28]. 
Completeness results with such special unification methods are still an open 
problem in [26]: in particular, the obvious extension of paramodulation (T-para- 
modulation) fails, as noted by Plotkin [27, p. 87]. In the Knuth-Bendix algorithm, 
completeness results are achieved by adding to each rewrite rule certain 'extension 
rules" [15, 28]. So one can suppose that the extension of Peterson's result to this 
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case might be done if we could define for each clause a convenient notion of 
'extension clause'; but this problem seems to be quite difficult. 
A basic difference with all the methods mentioned above is also that we not only 
prove the refutation completeness, but more generally, as in [24], a 'consequence- 
finding" completeness of the final rewrite system for a certain subset of formulas 
(namely, the positive literals which are E-valid consequences of the initial set of 
Horn clauses). 
Hence, we can use our algorithm for performing direct proofs, as the usual 
Knuth-Bendix algorithm for equational theories. Of course, if the theorem to be 
proved is not a positive literal, only the refutation completeness result can be used 
via the usual skolemiTation approach. It is the same if existential quantifiers are 
used for defining the initial theory. Examples of direct proofs and refutational proofs 
are given in the Appendices. 
Nevertheless, our algorithm has an important drawback in comparison with the 
other works mentioned in this section: we do not have a 'real' completeness result 
because the algorithm can stop with failure when generating a nonorientable 
equation, as the usual Knuth-Bendix algorithm. We conjecture that in this case, as 
in the works of Lankford [21] and Peterson [26], the refutation completeness is 
maintained if we allow special paramodulation from and into both sides of the 
nonorientable equations. However, we cannot presently prove it. 
6. Inductive proofs 
In this section, we assume that the reader is familiar with the results of Van 
Emden and Kowalski [5] about the model-theoretic semantics of Horn clauses. 
We suppose that the theory S is E-satisfiable and contains at least one constant 
symbol. As Van Emden and Kowalski deal with first-order predicate calculus without 
equality, we must apply their results to the set of clauses S u AX(EQ) instead of S. 
We can do so because S u AX(EQ) is also a set of Horn clauses, which is satisfiable 
(since S is E-satisfiable). 
From [5], the theory S has an initial E-model J, which is the intersection of all 
Herbrand models of S u AX(EQ). J can also be defined as follows: a ground positive 
literal L belongs to J ('is true' in J) iff L is a valid consequence of S u AX(EQ) 
(i.e., an E-valid consequence of S). In other words, J is the 'maximally negative' 
Herbrand model of S u AX(EQ): a ground positive literal which cannot be proved 
is supposed to be false in £. 
Let R~ be the final rewrite system built from S by our completion algorithm. 
From Theorem 3.2, we have that a ground positive literal L is true in J iff its 
R~o-normal form is TRUE. Furthermore, if t and s are two ground terms, EQ(t, s) 
is true in J iff t and s have the same /Lo-normal form. Hence, our completion 
algorithm (if it does not abort with failure) gives a semidecision procedure for the 
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'word problem' on J, exactly as the ordinary Knuth-Bendix algorithm gives a 
semidecision procedure for the word problem in the initial algebra defined by an 
equational theory [ 13]. 
We can also use this algorithm for performing inductive proofs, i.e., for proving 
the validity in J of formulas containing universally quantified variables. We will 
restrict ourselves with the proof of Horn clauses. For this purpose, we will suppose 
that S satisfies the following additional requirement, which we will call 'principle 
of induction': 
• for any ground positive literal L, either L or -aL is an E-valid consequence of S. 
This requirement means that all predicates (including equality) must be completely 
defined on ground terms. It is similar to Musser's requirement [23] about the 
complete definition of equality. However, we avoid here any confusion between 
equality as a function (with boolean range) and equality as identity, because our 
framework is not the framework of many-sorted equational theories, but of predicate 
calculus with equality. 
If S satisfies the principle of induction, it is easy to show that J is actually the 
only Herbrand model of S u AX(EQ). 
Let C be a Horn clause. We will suppose that C does not introduce function or 
predicate symbols which are not in S, so that the Herbrand interpretations are 
identical for S and S u C. To prove that C is valid in J, we run our completion 
algorithm on S u C, as is shown in the following theorem. 
Theorem 6.1. I f  the completion algorithm does not abort with failure, C is valid in J 
iff the equation FALSE = TRUE is not generated by the algorithm. 
Proof. If FALSE = TRUE is generated, S u C is E-unsatisfiable. Hence, C is not valid 
in J, for otherwise J would be an E-model of S u C. 
Conversely, if FALSE = TRUE is not generated, S u C is E-satisfiable from Theorem 
3.2. Therefore, S u C u AX(EQ) has a Herbrand model. This model is also a 
Herbrand model of S u AX(EQ), hence, this model is J by unicity. Therefore, J is 
a model of C, i.e., C is valid in J. 
Note that this kind of proof can actually be used with any refutation-complete 
algorithm. [] 
Example 6.2. Following Huet and HuUot [10], let T be an equational theory such 
that the set of functions can be divided into 'constructors' and 'defined functions', 
satisfying the following properties (called 'principle of definition' in [10]): 
(1) For any ground term t, there is a ground term s solely formed from constructors 
such that t = r s. 
(2) For any ground terms t, s solely formed from constructors, t =r  s iff t and s 
are identical. 
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Let J be the initial model of T, and let V~ and V2 be the following set of Horn 
clauses (x~, y~ are variables): 
VI: {-'aEQ(c(xl,...,Xm), c (y l , . . . ,ym))v  EQ(xi, yi)} 
for i = 1 to m, for any constructor c with arity m > 0, 
V2: xm), d(yl,...,y,))} 
for any pair of constructors (c, d) with respective arity m and n. 
Note that these sets of clauses express the fact that there are no equational 
relationships between constructors (i.e., property (2) of the principle of definition). 
It is easy to see that 9"1 and V2 are valid in J, and that T u V~ w V2 satisfies the 
principle of induction. Therefore, to prove that an equation (or, more generally, a
Horn clause) C is valid in J, we run the completion algorithm on T u V~ u V2 u C. 
C is valid in J iff the equation FALSE = TRUE is not generated (this method is close 
to Fribourg's method in [7]; however, the inference rules are different). 
In [10], Huet and Hullot have added two nonequational inference rules to the 
Knuth-Bendix algorithm: 
- any equation c(h , . . . ,  t,,) = c(s~,. . . ,  sin), c being a constructor, is replaced by 
the m equations t~ = s~; 
- any equation c(h , . . . ,  t~) = d(s~, . . . ,  s,), c and d being two different construc- 
tors, or c(t~,. . . ,  tin)= X with x variable, entails the disproof. 
The corresponding deductions are performed by our algorithm without additional 
inference rules. Here is the proof for the first inference rule. The superposition of 
the two rules 
t,,)--> sin), 
~EQ(c(x l , . . . ,  x~), c (y l , . . . ,  y,,)) v EQ(xi, y,) --> TRUE 
generates the rule 
-1EQ( c(sl, • • •, sin), c (y~, . . . ,  ym)) v EQ( ti, y,) -~ TRUE. 
This rule is superposed with EQ(x, x) -~ TRUE, producing the equation (after reduc- 
tion): EQ(ti, si) = TRUE, which is transformed into tl = s~. 
The proof is similar for the second inference rule. 
Note, however, that the explicit use of the clauses of V1 and V2 as rewrite rules 
can greatly increase the number of critical pairs and therefore decrease the efficiency 
of this algorithm in comparison with the Huet-Hullot algorithm. 
This remark suggests that it would be interesting to find a method which does 
not require the principle of induction. Actually, such a method would have exactly 
the same advantage over our method as the Huet-Hullot method has over the Musser 
method. 
In the framework of equational theories, the Huet-Hullot algorithm has been 
extended to the case where there are equational relationships between constructors: 
see [16, 18, 25, 29]. The basic idea of all these methods is to check by the completion 
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algorithm that the theorem to be proved does not entail a new equational relationship 
between constructors which can be proved to be invalid in the initial model, according 
to various criteria. 
Actually, all these results can be extended in the framework of theories defined 
by a set of Horn clauses, comprising a subset (possibly empty) of equational 
relationships between constructors. We will not give the details here. Let us only 
say that the main tool for this extension is the completeness of our algorithm not 
only in refutation, but also for solving the equality problem. Hence, it will eventually 
find any new equational relationship between constructors entailed by the theorem 
to be proved. 
For this extension, we need only the following 'weak' version of the principle of 
induction, which expresses that the predicates other than equality must be completely 
defined on ground terms: 
• for any ground positive literal L whose head predicate is different from equality, 
either L or ~L  is an E-valid consequence of S. 
Note that this principle holds vacuously if equality is the only predicate. 
Conclusion 
Using rewrite methods as a refutational proof technique for dealing with general 
first-order predicate calculus has been proposed by Hsiang [9]. Previously, Slagle 
[31] and Lankford [21] use a combination of rewrite methods and resolution. In a 
previous paper [24], the present author has proved that all these methods can be 
interpreted more generally as the construction of rewrite systems confluent on a 
certain subset of formulas. However, these results do not apply in the case where 
equality occurs positively in nonunit clauses. 
In this paper, a pure rewrite method is proposed for dealing with a set of Horn 
clauses which can contain positive occurrences of equality in nonunit clauses. 
Furthermore, as in [24], we not only prove the completeness in refutation, but also 
a 'consequence-finding' completeness property of the final rewrite system for a 
certain subset of formulas (namely the positive literals which are E-valid consequen- 
ces of the initial set of clauses). 
Another approach for applying rewrite methods when equality occurs positively 
in nonunit clauses is to use conditional rewrite rules: see for example [1, 17, 29]. 
However, note that many usual Horn clauses with positive occurrences of equality, 
such as the cancellation law: 
(x+y=x+z)  ~ (y=z)  
or the antisymmetry law for an ordering predicate <~: 
(x<~ y ^ y<~x) ::~ (x=y)  
cannot be transformed into a conditional rewrite rule without losing the finite 
termination property. Furthermore, as pointed out by several authors, the conditional 
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rewrite rules approach raises problems of completeness for the full first-order 
predicate calculus with equality (for a more detailed iscussion of these problems, 
see [1]). 
Append ix  A 
We use the method escribed in this paper for proving theorems in the theory~f 
HenkJn models. These problems are taken from [22]. Henkin models are character- 
ized by the following axioms (LE means less than or equal): 
LE(x, 1), LE(0, x), LE(x/y, x), 
EQ(x/y, 0) ~ LE(x, y), 
LE(x,y) ~ EQ(x/y,O) (x<~yox/y=O), 
(LE(x, y) ^  LE(y, x)) ~ EQ(x, y) (antisymmetry), 
LE((x/y)/(z/y), (x/z)/y). 
The following theorems are proved in [22] in a nested manner, i.e., each theorem 
assumes the previous theorems as lemmas. The proof is obtained by refutation, 
using resolution-paramodulation based techniques. The number of clauses generated 




TH1 x / l=O 11 10 
TH20/x=O 12 11 
TH3 x / x = 0 54 26 
TH4 x/O = x 295 45 
TH5 the predicate LE is transitive 47 26 
TH6 LE(x/y,  z) ~ LE(x /z ,y )  840 211 
TH7 LE(x,y) ~ LE(z/y, z /x )  303 117 
Since the theorems TH1 to TH4 correspond to positive literals, we can prove 
them directly by applying our completion algorithm to the set of Horn clauses 
defining Henkin models, in a bottom-up fashion. The corresponding proof session 
is given in Appendix B. The results are the following: 
- TH1 is proved after generating 1 rule, 
- TH2 is proved after generating 2 rules, 
- TH3 is proved after generating 30 rules, 
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- TH4 is proved after generating 66 rules. 
(The proof is obtained when the equation corresponding to the theorem is generated.) 
THS, TH6, TH7 are not positive literals, hence they must be proved by refutation 
and skolemization. Furthermore, as in [22], we prove them in a nested manner, i.e., 
each theorem assumes the previous theorems (including TH1-TH4) as lemmas. The 
results are the following: 
- TH5 is proved after generating 20 rules, 
- TH6 is proved after generating 25 rules, 
- TH7 is proved after generating 147 rules. 
(The proof is obtained when the equation FALSE = TROd is generated.) 
We introduce a simple modification in the completion algorithm: rejection of 
rewrite rules whose complexity isgreater than a given limit. We define the complexity 
of a rule as the number of function and variable symbols occurring in it. The limit 
chosen was 14. 
In theory, such a modification deletes the completeness property of the algorithm. 
However, in practice, it often improves its performances. With exactly the same 
method of proof as above, the new results are the following: 
- TH1 is proved after generating 1 rule, 
- TH2 is proved after generating 2 rules, 
- TH3 is proved after generating 25 rules, 
- TH4 is proved after generating 54 rules, 
- TH5 is proved after generating 18 rules. 
- TH6 is proved after generating 22 rules, 
- TH7 is proved after generating 91 rules. 
If we assimilate the numbers of rewrite rules generated to the numbers of clauses 
kept, it appears that our method (with a limit on the complexity of rules) is more 
efficient han the rather sophisticated theorem prover of [22], except for TH4; but 
we have proved TH4 without introducing TH3 as an auxiliary lemma. For theorem 
TH6, the difference is spectacular. 
(personal correspondence) has obtained on the same xample the following Stickel 
resu l t s :  
-TH1 is 
- TH2 is 
- TH3 is 
proved after generating 1 rule, 
proved after generating 2 rules, 
proved after generating 12 rules, 
- TH4 is proved after generating 23 rules, 
The improvement comes from the fact that Stickel's completion algorithm is more 
flexible in ordering superpositions: it maintains an ordered list of pairs of rewrite 
rules to superpose, rather than superposing a rewrite rule with all earlier rewrite 
rules in parallel as described in [12] and implemented in our version of the 
completion algorithm. 
These experiences show that this method seems to be very efficient. Of course, 
further experiences are required in order to compare it more precisely with other 
existing methods. 
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Appendix B: Complete proof session for TH1-TH4 
For proving these theorems, we have used the Knuth-Bendix completion algorithm 
developed at CNET as a part of the Oasis system. Oasis is a tool for the manipulation 
of algebraically defined abstract data types. 
The rewrite rules corresponding to the theorems are the following: 
THI: R15, TH2: R16, TH3: R44, TH4: R80. 
Notes. (1) The completion algorithm is exactly as described in [12]. In particular, 
for the computation of critical pairs, we superpose a chosen rewrite rule with all 
earlier rules in parallel. The choice is made according to the complexity of the rules. 
For the same complexity, the oldest rule is chosen. 
(2) The symbol * at the beginning of a line means that the new rewrite rule has 
been obtained after transforming an equation EQ(t, s )= TRUE into t = s. 
(3) The implicit parentheses are on the left. For example, x/y/z means (x/y)/z), 
x/y/(O/z)/x means ((x/y)/(O/z))/x. 
Initial set of rules: 
[boolean calculus] 
R1 : -7(FALSE) --, TRUE 
R2: -7(TRUE) --, FALSE 
R3: FALSE v X --, X 
R4: X v FALSE --, X 
R5: TRUE v X --, TRUE 
R6: X v TRUE --, TRUE 
[reflexivity] 
R7: EQ(x, x) --* TRUE 
[axiomatization of Henkin models] 
R8: LE(x, 1 ) --, TRUE 
R9: LE(0, x) --* TRUE 
R10: LE(x/y, x) --, TRUE 
R11: -~(EQ(x/y, 0))v LE(x, y) --* TRUE 
R12: -I(LE(x, y))v EQ(x/y, 0) --* TRUE 
R13: -7(LE(x, y))v-7(LE(y, x))v EQ(x, y) --* TRUE 
R14: LE(x/y/(z/y), x/z/y) --, TRUE 
* (from R12 and R8) R15:x/1 --*0 
* (from R12 and 
* (from R12 and 
(from R15 and 
(from R16 and 
(from R17 and 
(from R17 and 
(from R17 and 
* (from R18 and 






R9) R16: O/x--*O 
RIO) R17: x/y/x--*O 
R14) R18: LE(x/y/(1/y),O)--*TRUE 
R14) R19: LE(x/y/O.x/O/y)--.TRUE 
R14) R20: LE(x/y/O, x/(y/z)/y)--.TRUE 
R14) R21: LE(x/x/(y/x), O) --,TRUE 
R14) R22: LE(x/y/z(x/z), O) --. TRUE 
R12) R23: x/y/(1/y)/0--* 0
R13) R24: x /y /0 /y  ) --, 0 
and R11) R25: LE(x/y, l /y)  --, TRUE 
and R19) R26: LE(x/(1/0)/0, 0) --,TRUE 
and R22) R27: LE(x/y/z/(1/y)/0,0)--*TRUE 
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(from R24 and R14) 
(from R24 and R14) 
(from R24 and R14) 
(from R25 and R13) 
(from R25 and R13) 
(from R21 and R16) 
• (from R21 and R12) 
• (from R21 and R13) 
R21 deleted 
R34 deleted 
R28: LE(x/(1/y)/O. x/(z/y)/(1/y))--, TRUE 
R29: LE(x/(1/y)/(y/(1/y)). O) --* TRUE 
R30: LE(x/y/z/(1/y/z). O) --, TRUE 
R31: ~(LE(1/x. y/x)) v EQ(y/x. l/x)--,TRUE 
R32: -~(LE(1/x. y/x))v EQ(1/x. y/x) --, TRUE 
R33: LE(x/x/O. O) --, TRUE 
R34: x/x/(y/x)/O --, 0 
R35: x/x/(y/x) --, 0 
* (from R33 and R12) R36:x/x/O/O--,O 
, (from R33 and R13) R37: x/x/O--*O 
R33 deleted 
R36 deleted 













(from R44 and 
(from R44 and 
(from R44 and 
(from R44 and 
(from R44 and 
R42 deleted 
(from R44 and 
R43 deleted 
• (from R26 and 








• (from R53 











and R19) R39: LE(x/x/y/O. O) --,TRUE 
and R22) R40: LE(x/x/y/O/O. O) --, TRUE 
and R14) R41: LE(x/O/O. x/(y/y)/O) --, TRUE 
and R31) R42: -~(LE(1/O. O))v EQ(O. 1/0) --, TRUE 
and R32) R43: -~(LE(1/O. O))vEQ(1/O. O) ~-* TRUE 
and R13) R44: x/x--,O 
Rl l)  R45: LE(x, x) --* TRUE 
R19) R46: LE(x/(x/O)/O. O)--*TRUE 
R14) R47: LE(x/y/O. x/y/y)--, TRUE 
R14) R48: LE(x/(x/y)/(y/(x/y)). O) --, TRUE 
R31) R49: ~(LE(1/x. O))vEQ(O. l /x) --, TRUE 
R32) RSO: ~(LE(1/x, O))vEQ(1/x, O) --, TRUE 
R12) R51: x/(1/O)/O/O--, 0 
R13) R52: xl(llO)lO--* 0 
and R11) R53: LE(x/(1/O), O) --* TRUE 
and R19)R54: LE(x/(I/O)/y/O,O)--,TRUE 
and R22) R55: LE(x/(l/O)/y/O/O, 0)--* TRUE 
and R14) R56: LE(x/O/O, x/(y/(l/O))/O) --, TRUE 
and R14) R57: LE(x/O/(1/O/O), O) --* TRUE 
and R49) R58:1/(1/0)--,0 
and R13) R59: )(/(1/0)--*0 
and Rl l)  R60: LE(x, 1/0)--,TRUE 
and R14) R61: LE(x/y/(1/O/y). O)--,TRUE 
and R13) R62:-~(LE(1/O. x))vEQ(x. 1/0)--,TRUE 
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(from R60 
* (from R46 













(from R70 and 
(from R70 and 
(from R70 and 
(from RT0 and 
(from R70 and 
(from R70 and 
(from R70 and 
(from R70 and 
* (from R71 and 
R74 deleted 
* (from R71 and 
and R13) R63: -~(LE(1/0. x))v EQ(1/0. x) --, TRU E 
and R12) R64:x/(x/0)/0/0--,0 
and R13) R65:x/(x/0)/0--*0 
and Rll) R66: LE(x/(x/0). 0) --, TRUE 
and R19) R67: LE(x/(x/0)/y/0, 0) --, TRUE 
and R22) R68: LE(x/(x/0)/y/0/0.0) --, TRUE 
and R14) R69: LE(x/0/0, x/(y/(y/0))/0)--,TRUE 
and R13) R70: x/(x/0)--,0 
Rll) R71: LE(x.x/0)--,TRUE 
R19) R72: LE(x/(x/0/0)/0. 0) --, TRUE 
R22) R73: LE(x/y/(x/0)/0.0) --, TRUE 
R61 ) R74: LE(x/(1/0/0)/0.0) --, TRUE 
R14) R75: LE(x/(y/0)/0, x/y/(y/0)) --, TRUE 
R14) R76: LE(x/(x/y/O)(y/(x/y/O)). 0)--,TRUE 
R14) R77: LE(x/y/(x/0/y). 0) --, TRUE 
R30) R78: LE(x/y/(1/y/0)/0.0) --, TRUE 
R62) R79: 1/0/0--, 1/0 
R13) R80: x/0--,x 
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