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Abstract—In this paper, we investigate the stability properties
of inverter-based microgrids by establishing the possible presence
of the so-called critical clusters - groups of inverters with
their control settings being close to the stability boundary. For
this, we consider the spectrum of the weighted admittance
matrix of the network and show that its distinct eigenvalues
correspond to inverter clusters, whose structure can be revealed
by the corresponding eigenvector. We show that the maximum
eigenvalue of the weighted admittance matrix corresponds to the
cluster, closest to stability boundary. We also establish, that there
exists a boundary on the value of this eigenvalue, that corresponds
to the stability of the overall system. Thus, we make it possible to
certify the stability of the system and find the groups of inverters
which control settings are closest to the stability boundary.
Index Terms—inverter-based microgrids, droop controlled in-
verters, small signal stability.
I. INTRODUCTION
Grid-forming inverters are thought to be the core technology
for inverter-based microgrids, allowing them to operate in
stand-alone modes without being connected to the main power
grid. For a microgrid to be secure with respect to a sudden
loss of any single inverter, it is required that more than one
of its inverters is continuously operating in the grid forming
mode. Ideally, it is best to have all inverters (those that are
dispatchable) operating in such grid-forming mode as this
will maximize the reliability of the microgrid to provide
uninterrupted services to consumers. On the other hand, the
parallel operation of grid-forming inverters is not possible if
they all attempt to keep certain constant frequency, so special
control systems are needed to ensure their stable operation.
Droop-controlled inverters [1] are designed to mimic the
dynamic behavior of synchronous generators by intentionally
adjusting their output frequency in response to change in real
power output. It can be shown, that from the point of the power
system, such an inverter is fully equivalent to a synchronous
machine, and dynamic equations for inverter frequency is sim-
ilar to swing equation for the machine. However, experimental
results [2] showed, that droop-controlled inverters, working in
parallel, are prone to instabilities and the allowed region for
values of droop coefficients can be quite restricted. Further
analysis of such systems revealed that conventional approaches
for analysing dynamics of power systems based on timescales
separation, where the slower modes associated with power
controllers can be considered separately from the fast network
dynamics fail to perform well for inverter-based microgrids
[3]. It was shown, that the fast electro-magnetic dynamics of
the network can not be neglected when analysing the small-
signal stability for power controllers, thus making the dynamic
model of the system very complex [4], since all the line
currents have to be modeled as dynamic states.
Recently, there was an extensive research activity dedicated
to model order reduction techniques suitable for microgrids.
The main questions that were targeted are simplified models
efficient for subsequent numerical analysis [5], identification
of the degrees of freedom to exclude [4], analytic models with
further instability analysis [6]. It was established that the insta-
bilities in inverter-based microgrids have extraordinary nature
and do not have an analogy in large-scale power systems. In
particular, it was found that shorter network lines and more
significant values of droop coefficients of the inverters tend
to promote instabilities. In [4] the term ”critical clusters” was
used to refer to a group of adjacent inverters that are tightly
connected and make the dominant contribution to the unstable
mode. It is thus essential, to identify these critical clusters
since it is the parameters of this group that need to be modified
to restore the system’s stability or enhance its stability margin.
Identification of critical clusters can be challenging (even if
the full-scale direct numerical stability analysis is performed)
since their proximity to the instability onset depends on both
the network parameters and the inverter control settings. In
particular, it is not the most tightly connected cluster that is
critical, but rather the one with the unfortunate combination
of line parameters and droop values.
In the present manuscript, we develop a method for gener-
alization of the critical clusters concept: we find an equivalent
representation for a microgrid as a set of clusters, that are
ranked according to their ”criticality.” Each of the clusters
appears to be equivalent to an inverter-infinite bus system
with some effective parameters, that makes the stability anal-
ysis straightforward. Such a representation becomes possible
by analysing the system susceptance matrix, which is first
multiplied by a matrix of inverter droop coefficients. We
show, that every eigenvalue of such a ”weighted” susceptance
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matrix correspond to one cluster, and clusters can be naturally
arranged in the order of their ”criticality” according to the
corresponding eigenvalues. After the clusters are identified, we
can immediately determine whether the system is stable and
specify the parameters that need to be changed to stabilize the
system or enhance its stability.
The paper proceeds as follows. Section II introduces the
dynamic model for inverter-based microgrid and derives its
representation in the state-space form. Section III presents the
core result of the paper - connection between the spectrum of
the system weighted graph Laplacian matrix and small-signal
stability, and explains how critical clusters can be identified
using this spectrum. We demonstrate the stability assessment
and stability enhancement method for a test system in Section
IV. Concluding remarks are given in Section V.
II. DYNAMICS OF DROOP-CONTROLLED INVERTERS
Let us consider a microgrid composed of a number of droop-
controlled inverters, connected with lines. Such a grid can be
thought of as a graph with the set of edges E corresponding to
lines, and the set of nodes - V , corresponding to inverters. We
assume that the system is operating in a certain steady-state
with an ac frequency ω0. For the small-signal stability studies
it is then convenient to switch to the so-called dynamic phasor
domain, where each AC bus voltage vi(t) and line current
iik(t) are represented in the following way [6], [7]:
vi(t) = Re[Ui(t)e
jω0t]; iik(t) = Re[Iik(t)ejω0t] (1)
Both Ui(t) and Iik(t) are the mentioned dynamic phasors,
which can be arbitrary functions of time, not necessarily
slowly varying. It is further convenient to represent them as
phasors with d and q components:
Ui(t) = Ud,i + jUq,i = Vi(t)e
jθi(t) (2a)
Iik(t) = Iikd + jI
ik
q, (2b)
Using this representation, dynamics of inverter-based micro-
grid [8], [3] for small-signal stability studies can be described
by the following set of linearized equations (for detailed
discussion of the linearization procedure see [6]):
θ˙i = ωi (3a)
τ ω˙i = −ωi −miPi (3b)
τ V˙i = −Vi − niQi (3c)
Lij
˙
Iijd = V
i − V j −RijIijd + ω0LijIijq (3d)
Lij
˙
Iijq = θ
i − θj −RijIijq − ω0LijIijd , (3e)
where all the variables with the subscript i refer to inverter at
bus i (i ∈ V) and all the variables with the superscripts ik refer
to line between buses i and k ((ij) ∈ E). Thus, Vi, θi, and ωi
are the (small-signal variations) of inverter i voltage, phase,
and frequency respectively, Pi and Qi are the instantaneous
real and reactive power discharged by the inverter (again,
small-signal variations), and mi, ni are frequency and voltage
droop coefficients. Idik and Iqik are d− and q− components
of the current in line ik, and Lik and Rik are its inductance
and resistance respectively. Parameter τ is the inverse of the
power controller low-pass filter cut-off frequency (τ = 1/ωc),
for simplicity we assume it to be the same for every inverter.
We emphasize, that according to numerous studies [8],
[3], [4], [6], the fast electromagnetic dynamics, represented
by equations (3d) and (3e) can not be neglected even when
studying the stability of much slower power controller modes.
Therefore, the total number of equations, that comprise the
system dynamic model is 3M + 2l, where M - is the total
number of inverters and l is the total number of lines. In
addition to equations (3), Kirchhoff’s current law should be
written for every virtual node in the system.
In order to perform the small-signal stability of the system
(3) we first introduce its dynamic admittance matrix in the
Laplace domain:
Yˆij(s) =
{∑
k∈V, k 6=i y
ik(s), i = j
−yij(s), i 6= j (4)
Next, we assume, that all the lines in the microgrid are of the
same type, i.e. have the same R/X ratio: R
ij
Xij = ρ for every
ij. Then, the dynamic admittance matrix is proportional to the
static susceptance matix Bˆ = − Im(Yˆ (0)), that is:
Yˆ (s) =
ρ2 + 1
ρ+ j + sω0
Bˆ. (5)
Therefore, the Kron reduction of the dynamic admittance
matrix is given by Y (s) = ρ
2+1
ρ+j+ sω0
B, where B is the Kron
reduced susceptance matrix. The transient admittance matrix
Y (s) is used to connect inverter bus voltages to inverter current
injections in the linear approximation as:
(Id + jI q) = Y (s)(V + jθ) (6)
where V , θ, Id , and Iq are the M-dimentional vectors of
inverter voltages, phases, d− and q− output currents respec-
tively. We also use the vector of inverter frequencies ω .
Under the assumption of small voltage and phase difference
between inverters (see [6], [3]), the following relation can be
written between inverter output active and reactive powers and
the current components:(
P
Q
)
=
[
I 0
0 −I
](
Id
Iq
)
(7)
where I is the M×M identity matrix.
Finally, we obtain that following state-space representation
for dynamics of the microgrid:
x˙ = Ax (8)
where the state vector x = [θ ,ω ,V ,Id , Iq ]T is a 5m-
dimensional state vector of the system, and the state matrix A
is given by the following expression:
A =

0 I 0 0 0
0 −ωcI 0 −ωcM 0
0 0 −ωcI 0 ωcN
0 0 ω0B
′ −ω0ρI ω0I
ω0B
′ 0 0 −ω0I −ω0ρI
 (9)
and we made a short-cut denotation B′ = (1 + ρ2)B.
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Fig. 1. Graph representation of the inverter-based microgrid
III. EIGENMODES DECOMPOSITION THEORY
In this section, we relate the spectrum of a network graph
with the spectrum of the linearized model (8). Let us introduce
the following weighted Laplacian matrix C of the network
graph, which we will define as follows:
C = MB′ , (10)
where susceptance matrix, B′ = −(1+ρ2) Im(Y ) was defined
in the end of the previous section, and M = diag(m1, · · · ,ml)
is the diagonal matrix of the inverter frequency droop gains .
We also denote the eigenvalues of the C matrix as µi and the
corresponding eigenvectors as ui:
Cui = µiui, i = 1, . . . , l. (11)
Matrix C could be considered as a ’generalized’ Laplacian
matrix for the network graph augmented by node weights
equal to droop gains mi, i = 1, · · · , l as depicted in Fig. 1.
Technically, C is not a Laplacian matrix but preserves some
basic properties which are discussed below.
As an example, matrix C for the system depicted in Fig. 1
has the following explicit form:
C =
 m1X12 − m1X12 0− m2X12 m2( 1X12 + 1X23 ) − m2X23
0 − m3X23 m3X23
 . (12)
This example illustrates the relationship between C and the
network admittance matrix Y . Precisely, C is the admittance
matrix for the equivalent lossless network (setting R = 0)
multiplied by M . One could notice from (12) that, unlike the
admittance matrix, C is in general not symmetric, and the
sum of the elements in each column is generally not zero.
Therefore, C loses some of the properties of the admittance
(weighted Laplacian) matrix.
However, it is possible to make C symmetric by a proper
similarity transformation:
M−1/2CM1/2 =
m1
X12
−
√
m1m2
X12
0
−
√
m1m2
X12
m2(
1
X12
+ 1X23 ) −
√
m2m3
X23
0 −
√
m2m3
X23
m3
X23
 , (13)
However, in this case, the sum of neither columns nor rows
is zero, i.e., diagonal elements are not the sum of non-
diagonal elements in each row and column. Although, C
is not exactly a Laplacian matrix, some properties could
be inferred. For instance, M−1/2CM1/2 is positive semi-
definite (xTM1/2B′M1/2x = (M1/2x)TB′(M1/2x) ≥ 0).
Consequently, µi are real non-negative1, and eigenvectors u′ of
M−1/2CM1/2 could be chosen to be real. If u′ are real, then
u will be also real according to the similarity transformation
u′ = M−1/2u.
The following theorem, which is one of the main contribu-
tions of the present paper, establishes the connection between
the spectrum of C and the spectrum of dynamic system (8).
Theorem III.1. If ρ = RX ratios are the same across the
system and droop gains are proportional, M = kN, k > 0,
the eigenvalues λ of the linearized system (3) (given in (8))
are connected with the eigenvalues µ of C as the follows,
kg2(λ)(h2(λ) + 1)λ+ g(λ)(k + λ)µ+ µ2 = 0 (14)
where g(λ) = (1 + τλ), h(λ) = (ρ+ 1ω0λ).
Besides, the eigenvector u of C coincides with the (8)
eigenvector part corresponding to θ.
Proof. If R/X ratio is the same across the system and
frequency and voltage droop gains ratio is the same for every
inverter, i.e., M = kN , then the linearized system (8) is
equivalent to the following matrix polynomial in the Laplace
domain:
[kg2(s)(h2(s)+1)sI+g(s)(k+s)MB′+(MB′)2]θ = 0 (15)
One could verify that by expressing (8) in terms of θ vector.
Further, one could verify that u is, indeed, the eigenvector for
(15).
Remark. Each µ corresponds to five eigenvalues λ that are
the roots of (14). For example, all λ of the two-bus system
depicted in Fig. 2 are the roots of (14) with one particular
µ = mX . Hereby, the system (8) of l inverters decouples into l
separate clusters each corresponding to one µi, i = 1, · · · , l.
The fact that u are real means phase shifts between any two
elements of a mode shape of (8) associated with θ (that is also
u according Theorem III.1) are either 0◦ or 180◦. Therefore,
one group of inverters oscillates in phase while another in the
opposing phase. These two groups are called coherent groups
in conventional power systems study [10].
Here, we demonstrate that there exists a certain threshold
value of µcr, that can be used to assess the stability of the
system. In fact, if any of the µl for a given system is greater
than µcr, then the system is unstable, and vice versa. There-
fore, we can use the value of the highest µl for the system to
assess its stability. The characteristic equation (14) depends on
a positive µ that could be treated as a parameter for the root
locus. The root locus for dominant eigenvalue λ associated
with droop control dynamics is depicted in Fig. 3 with typical
parameters: k = 1, ρ = 1.4, and µ varying in the range 60-
1000. The root locus shows that Re(λ) monotonically depends
1For the connected graph (without isolated nodes) there is only one trivial
µ1 = 0 with u1 = [1, · · · , 1]T . It follows from the uniqueness of trivial
eigenvalue for the Laplacian B′ [9] and the min-max theorem for symmetrized
C: mminλi(B′) ≤ µi ≤ mmaxλi(B′).
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Fig. 2. An eigenplot for the two-bus system
on µ. Therefore, for each set k, ρ, there is a unique upper
bound µcr that we calculate in the following section. Further,
it could be inferred that the roots of (14) are stable if and
only if the highest µl = maxx 6=0 x
†Cx
x†x < µcr. Therefore, µ
is a parameterization of the network topology augmented with
droop gains M . In other words, µ concentrates the information
on corresponding cluster connectedness.
In addition, the following important Theorem holds:
Theorem III.2. The addition of any new line or the increase
of B′e =
1
Xe
(susceptance) for any existing line in the system
increases eigenvalues µi, i = 1, · · · , l.
Proof. To check this fact for the line addition, let us consider
line connection e = (1, 2) without loss of generality. The new
Cˆ = C+Ce is decomposed into sum of the original C for the
graph without added line and Ce is the ’generalized’ Laplacian
of the graph on l vertices consisting of just the edge e = (1, 2)
with X12,
Ce =
1
X12

m1 −m1 0 · · · 0
−m2 m2 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
 . (16)
Then one could use Weyl’s inequality for eigenvalues of the
sum Cˆ of matrices C and Ce [11]:
µi ≤ µˆi ≤ µi + m1 +m2
X12
, i = 1, · · · , l , (17)
where µˆi are eignevalues for Cˆ. The given argument could be
applied to any line e = (i, j) addition. Also, the change of the
existing line e = (i, j) susceptance by ∆Xe gives analogous
to (16) Ce. Hence, the argument extends to the change of the
existing line parameters.
The result of the Theorem III.2 suggests that adding a new
line to the microgrid, as well as reducing the impedance values
of existing lines, can only reduce the stability margin. This
Fig. 3. Root locus for the two-bus system
result is entirely consistent with the previous findings of [6]
and [7] and is specific for microgrids having no analogy in
large-scale power systems.
A. Procedure for identifying critical clusters
Let us now explain how we can use the spectrum of the
’generalized’ Laplacian matrix C to assess the stability of a
microgrid. (We start from noticing, that both equations (14)
and (15) only depend on the system R/X ratio ρ and droop
gains ratio k and do not depend on the system topology and
line lengths.) The Therefore, the value of µcr, which can be
calculated from any of these equations, also is independent of
the system topology and line lengths.
Therefore, the procedure of the stability assessment is the
following. We first determine µcr from (14) provided the
values of ρ and k are given for our system. Next, we find the
actual values of µi - the spectrum of the matrix C. If none
of the µi is greater than µcr, then the system is stable. If one
or more of µi is greater than µcr, then the system is unstable,
and the corresponding eigenvectors ui gives the structure for
the corresponding critical clusters. The high magnitudes of ui
correspond to critical droop or line parameters. The whole
procedure is described in more detail by the flow-chart in
Fig. 4. The results of the above-described procedure are the
list of two-bus equivalent systems, arranged in the order of
decreasing µ. Those, corresponding to higher µ’s will have the
most influence on the system stability, and it is the parameters
of the inverters and lines in these clusters that should be
changed to stabilize the system or increase its stability margin.
Figure 5 illustrates the two-bus equivalent clusters on the
example of a 4-bus Kundur system.
Figure 6 gives a plot for µcr as a function of ρ and k. One
can notice, that the minimum boundary for µcr ≥ 200 provides
a good estimation for a wide class of grids (unless the value
of ρ is exceptionally low). We also note, there is a significant
stability margin increase for the values k in the range 10 to
50 in terms of µ. This region of k is not very important for
practical applications, but the results is fully consistent with
the previous findings from [6].
Construct matrix C according to 
Theorem III.1
Compare
µi with µcr
The i-th cluster 
is critical 
(unstable)
µi > µcr
The i-th cluster 
is non-critical
µi < µcr
Construct Kron reduced B 
according to (5)
Calculate spectrum of C: 
{µi, ui}, i=1,…,l
Use ui for
critical 
parameters 
identification 
Fig. 4. Critical cluster identification
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Fig. 5. The two-bus representation
IV. NUMERICAL VALIDATION
This section provides numerical validation of the procedure
for critical clusters identification. In addition, we also provide
an illustration of the stability enhancement procedure using the
identified critical clusters. For our numerical tests, we consider
the 4-bus Kundur system (Fig. 5), where each bus is supposed
to be equipped with a droop controlled inverter.
A. Base test case
We start from the initial system with the parameter values
given in Table I. For the values of ρ = 1.4 and k = 1.0 for
our system, one finds from equation (14) that µcr = 195. The
Fig. 6. Critical value of µ for range of ρ and k values.
eigenvalues of the system weighted admittance matrix C for
the parameters of Table are the following (apart from the trivial
zero eigenvalue): µ1 = 9.68, µ2 = 110.19, µ3 = 215.23.
These eigenvalues correspond to the three distinct clusters,
each corresponding to pairs of neighbouring inverters, as
depicted in Fig.5.
We see that one of the eigenvalues - µ3 is greater
than µcr for this system. Therefore, the system is unsta-
ble. The eigenvector, corresponding to this value is u2 =
[−0.018, 0.056,−0.725, 0.687]T . We deduce that the critical
cluster is composed of inverters 3 and 4, which is also
illustrated in Fig. 5. Therefore, it is the values of droop gains
of these inverters and the impedance of the line 3 − 4 that
have the most effect on the system stability, and one needs to
modify them to stabilize the system.
TABLE I
PARAMETERS OF THE FOUR-INVERTER SYSTEM
Parameter Description Value
ω0 Nominal Frequency 2pi50rads/s
Ub Base Voltage 230 V
Sb Base Inverter Rating 10kVA
ρ R/X ratio 1.4
k Droop gain ratio 1
R Line Resistance 222.2mΩ/km
L Line Inductance 0.51mH/km
mi Frequency Droop Gain 1%
ni Voltage Droop Gain 1%
l12 Line 1-2 length 6 km
l23 Line 2-3 length 30 km
l34 Line 3-4 length 3 km
B. Line parameters variations
Firstly, we illustrate the system stabilization by changing the
impedance of the line between inverters 3 and 4 (according to
critical cluster structure). Fig. 7 shows the dependence of all
µ values on the length of the 3 − 4 line l34, or, equivalently,
Fig. 7. Variation µ with respect to line 3-4 length, l34
Fig. 8. Variation µ with respect to line 2-3 lentgh, l23
on its impedance value. We observe that for the values of the
line length smaller than about 6 km, only the µ2 value - the
critical one is affected. The system gains stability starting from
the length of this line around 3.3 km, which is slightly higher
than the starting value for this line. The system remains stable
for l34 bigger than this value.
On the other hand, Fig. 8, that the variation of the line 2−3
length, even in a much higher range - up to 50 km could not
stabilize the system as µ3 stays above the critical value. This is
the consequence of the fact that the cluster 3 remains unstable
even for an infinite length of the line 2− 3 when the system
splits into two separate areas.
C. Droop gains variations
Secondly, we show that the system can also be stabilized by
changing the droop gains of inverters 3 and/or 4. Fig. 9 shows
the dependence of the eigenvalues µ on the M1 - frequency
droop of inverter 1. We see that across all the region of the
values of M1, the value of µ3 stays above µcr. Therefore,
it is impossible to stabilize the system by any variations of
the droop gains of inverter 1. This is in agreement with the
Fig. 9. Variation µ with respect to the first frequency droop gain, M1
Fig. 10. Variation µ with respect to the second frequency droop gain, M3
fact that the cluster, responsible for instability, is composed of
inverters 3 and 4. Moreover, with the increase of M1 above
a certain threshold (∼ 3%), another eigenvalue, namely, µ1
crosses the critical value, so that the system now has two
critical clusters, making it unstable.
The situation is different, with the variation of the inverter
3 droop gain M3. Fig. 10 demonstrates, that the value of
µ2 is greatly affected by this variation, so the system can
be efficiently stabilized by adjusting (decreasing) the M3
coefficient.
V. CONCLUSIONS AND FUTURE WORK
We have developed a method for stability assessment of
inverter-based microgrids by means of representing it as a
set of 2-bus equivalent clusters, which can be arranged in
order of their proximity to instability. The method is based on
the analysis of the spectrum of a special weighted admittance
matrix of the network and determining the eigenvalues, that
lie above a certain threshold. Our findings are consistent with
the number of previous results on account of the fact that
groups of tightly connected neighboring inverters typically
cause instabilities in inverter-based microgrids. This, so-called,
critical clusters, are identified by the eigenvectors of the
weighted admittancen matrix. Therefore, our method allows
us to assess stability and determine the most critical parts of
the system in a single step.
We have validated and illustrated our method on a particular
system of 4 inverters and demonstrated, that variation only
of the very specific parameters can stabilize the system or
enhance its stability margin. The developed method has an
excellent practical perspective as a method for ”weak spots”
identification in nearly built microgrids, or microgrids with
planned reconfiguration. Further research will focus on deriv-
ing closed-form expressions for stability enhancement rules,
considering the possible worst-case scenarios in R/X ratios
and/or frequency/voltage droop ratios, that can potentially
allow formulating robust stability assessment methods.
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