Abstract. The future heavy-ion experiment CBM (FAIR/GSI, Darmstadt, Germany) will focus on the measurement of very rare probes at interaction rates up to 10 MHz with data flow of up to 1 TB/s. The beam will provide free stream of beam particles without bunch structure. That requires full online event reconstruction and selection not only in space, but also in time, so-called 4D event building and selection. This is a task of the First-Level Event Selection (FLES).
Introduction
The CBM (Compressed Baryonic Matter) experiment [1] at the upcoming FAIR accelerator (GSI, Darmstadt, Germany) aims to explore the phase diagram of strongly interacting matter at highest net baryon densities by investigating nuclear collisions from 2 to 45 AGeV. One of the most promising observables carrying information on the early stage of collision are rare probes measurements (e.g. charmonium), which require unprecedented statistics for this energy range and, thus, collision rates up to 10 MHz. Taking into account multiplicity of charged particles in a heavy-ion collision (up to 1000), one should expect data flow rate of 1 TB/s. Such a huge data rate makes it mandatory to select interesting events online with a reduction factor of about three orders of magnitude in order to meet the data recording rate of 1 GB/s.
Moreover, CBM will operate on a continuous beam without bunch structure. As a result, collisions may overlap in time, making traditional event-based approach not applicable. That requires full online event reconstruction and selection not only in space, but also in time, so-called 4D event building and selection.
The problem is to be solved online on a dedicated many-core CPU/GPU computer farm by the First Level Event Selection (FLES) package [2] . This requires the package to be fast, precise and suitable for online data processing in order to use the full potential of modern many-core computer architectures.
The FLES is being developed as a platform and operating system independent package, which includes several modules of the reconstruction chain: track finding, track fitting, short-lived particles finding, event building and event selection. The input data is distributed within the FLES farm in a form of so-called time-slices, which time length is proportional to a computing power of a processing node.
The Cellular Automaton (CA) track finder [3] is used to reconstruct tracks of charged particles inside a time-slice. The reconstruction of each time-slice is performed in parallel between cores within a CPU, thus minimizing communication between CPUs. After all tracks of the whole time-slice are found and fitted in 4D, they are collected into clusters of tracks originated from common primary vertices, which then are fitted, thus identifying 4D interaction points registered within the time-slice. Secondary tracks are associated with primary vertices according to their estimated production time. After that short-lived particles are found and the full event building process is finished. The last stage of the FLES package is a selection of events according to the requested trigger signatures.
Cellular Automaton Track Finder Algorithm at High Track Multiplicities
The CA method, being a local one, suppresses combinatorial enumeration by building short track segments at the first stage before starting main combinatorial search (1). These track segments, so-called cells, have a higher dimensionality, than measurements have. After this stage is finished the CA track finder never goes back to processing hits information again, working only with created track segments instead. Taking into account the track model, the method searches for neighboring cells, which share a hit in common and have the same direction within some error, and, thus, potentially belong to one track. During this neighbors search the track finder also estimates a possible position of the segment in the track (2) . Beginning with the first station the track finder goes to the last station moving from one neighbor to the next one assigning to each segment a counter, which stores number of neighbors to the left. Starting with a segment of a largest position counter the track finder follows a chains of neighbors collecting segments into a track candidate (3) . As a result one gets a tree structure of track candidates. In the last stage (4) the competition between the track candidates takes place: only the longest tracks with the best χ 2 -value sharing no hits in common with better candidates are to survive.
Since the CBM experiment will operate at extremely high interaction rates, different collisions may overlap in time with no possibility to separate them in a trivial way. Thus, the need to analyze so-called time-slices, which contain information from a number of collisions, rather than isolated events arises.
The reasons, mentioned above, bring us to introducing the concept of time-slice to the reconstruction procedure. As a first step on a way towards the time-slice reconstruction we introduce a super-event consisting of packed minimum bias events with no time information taken into account. To create such a group we combine space coordinates of STS hits from a number (from 1 up to 100) AuAu minimum bias events at 25 AGeV ignoring such information as event number or time measurements. Table 1 to be later compared with time-based reconstruction.
We have studied the time, that the CA track finder needs to reconstruct a grouped event as a function of the number of Monte-Carlo tracks in a group. The results show that the dependence is perfectly described with a second order polynomial.
4D Cellular Automaton track finder algorithm
In order to introduce time measurements into the reconstruction procedure to each minimum bias event in a 100 events group an event start time was assigned during the simulation phase. The start time was obtained with the Poisson distribution, assuming the interaction rate of 10 7 Hz. A time stamp, which we assign to each hit consists of its event start time plus the time shift due to the time of flight from the collision point to a hit position. In order to obtain a time measurement for a hit we smear the time stamp according to the Gaussian distribution with a σ-value of the detector resolution of 5 ns.
Since obtaining isolated physical events in the case of CBM is not a trivial task, 4D CA track finder takes as an input reconstructed in the STS hits of a time-slice, containing a number of possibly overlapping in time events. The hit space points contain two spacial coordinates x and y in the detector plane, as well as the time measurement. A charged particle track in a magnetic field has 5 degrees of freedom. Hence, a particle trajectory in magnetic field can be fully described with five parameters. In the case of the CBM experiment a vector of state consists of the following parameters: (x i , y i , t xi , t yi , q/p). Here, x i , y i are the coordinates of the point where the particle intersects the plane of the i-th STS detector; t xi , t yi are the slopes of the track to the OZ axis; and q/p is the particle charge to momentum ratio. Since the hit includes (x i , y i ) measurements of an intersection of the particle with a certain detector plane, the triplet, a group of hits from 3 stations, corresponds to the set of 6 coordinate measurements and allows to uniquely determine all five parameters of the reconstructed track segment.
For this reason in the case of the CBM experiment short track segments to be build at the first stage of the algorithm, so-called "cells" are triplets. Each triplet consists of 3 hit measurements on neighboring detector stations, potentially produced by the same particle.
The triplet parameters coincide with the track parameters: (x i , y i , t xi , t yi , q/p) and give the opportunity to estimate the χ 2 -deviation and the time difference between the hit measurements and the parameters of the reconstructed track segment with the use of the Kaman filter method. Such strategy has proved that already at the triplet level most combinatorial combinations of 3 hits can be rejected according to the χ 2 -value, since they are unlikely to represent a segment of a real track. To use the time information in the CA track finder we do not allow to build triplets out of hits, which time difference is greater than 3σ of the detector time resolution. It is a justified assumption, since the time of flight between the consecutive detector planes is negligible in comparison to the detector time precision.
The logics of the algorithm and its parallel implementation can be explained with the help of a pseudocode scheme (Fig. 1) . The actual tracking procedure starts with initialization: the proper Figure 1 . Pseudocode for CA track finder algorithm and sources of parallelism for the case of time-slice-based reconstruction input hit measurement information is getting prepared during this stage (see Fig. 1 : pseudocode line 1). The most time-consuming part of the algorithm (90.4% of the sequential time) is the triplet building stage: triplets are build out of the hit measurements by extrapolation of the track segment estimate to the neighboring stations. Thus, providing fast access towards hits in the certain spacial region of a station is crucial. In order to achieve it, a special grid data structure was introduced. All the hits of a certain station are sorted and stored according to their (x i , y i ) measurements in a grid structure. The extrapolation of this approach to the 4D version of the track finder has added one more direction to this scheme -time. In this case all the hit measurements of a certain station of one time-slice are stored to several spacial grid structures as discussed above. Each grid structure corresponds to a certain time interval in the ideal case representing one collision. All the hits additionally are split in portions containing 64 hits each for faster data processing.
Since the tracking algorithm is designed for online reconstruction, the algorithm speed is playing a crucial role and a lot of optimization efforts were devoted to the speed optimization. One of such optimizations comes to the play in the very beginning. The Monte-Carlo simulation has shown that the major part of particles of the particular physics interest come from the region of the primary vertex with momenta larger than 1 GeV/c. Knowing in advance that the particle is emerging from the primary vertex with a large momentum drastically improves the time needed to reconstruct such track, due to a better track parameter initialization and a small curvature of the track. This fact has led to the decision to split the reconstruction procedure in several stages in order to perform fast and computationally easy parts at first and suppress the combinatorial combinations for later stages. As a result the CA track finder consists of the following steps: (1) search for tracks of high-momentum (p > 1 GeV/c) quasi-primary (emitted from the target region) particles, (2) search for tracks of low-momentum (0.1 < p < 1 GeV/c) quasi-primary particles, and (3) search for tracks of secondary particles with arbitrary momenta (see Fig. 1: pseudocode line 3) . For each set of the tracks the same procedure is repeated with different initial approximations and sets of cuts, after each stage the input hits included in the reconstructed tracks are tagged as used and removed from consideration for the next stage. This approach suppresses possible combinatorial combinations of hits and improves the speed of the algorithm at high track multiplicities and hit densities in the CBM experiment. After the type of initialization (primary or secondary track search) and the set of cuts (highor low-momentum track search) are fixed via setting of the desired track type (pseudocode line 3), the actual triplet building procedure is to begin (pseudocode lines 5-15). The search starts from the second last station to the first downstream the target. For each portion of hits on a certain station the algorithm builds up with the use of the Kalman filter all possible singlets out of the hits, doublets out of the built singlets, and finally triplets out of the doublets by adding each time a hit on the next station using a fast access toward hits in the estimated space and time region of interest via the grid data structure. Keeping in mind the track model and taking into account possible multiple scattering, the algorithm while adding each hit to the triplet checks the χ 2 -deviation of the hit measurements from the estimated track parameters and rejects the hit combinations with unlikely values. After a certain triplet was accepted, the algorithm stores on a fly a list of the already built neighboring triplets: they should share hits in common and coincide in momentum within the error limits. According to the track model, these triplets can be continuations of the track currently being considered. At the same time for each triplet a so-called level (a counter) of the triplet is calculated (a quantity equal to the length of the continuous chain of triplet neighbors in the direction to the target). The level of a triplet helps to locate the triplet on the track: the greater the value it takes, the longer the track this triplet can potentially construct. At this point the triplet building stage is finished. One can notice, that this manner of processing the hit measurements, the information processed once can be stored in a form of a triplet with no need to go back to the hit information again later in the algorithm.
After the most time-consuming part of building triplets is over, having for each triplet a list of neighbors and its estimated position in the track, the triplets can be quickly and easily connected together into candidate tracks (pseudocode lines 17-20). Beginning with the triplet of the maximum level, we connect it to the neighboring ones with a level rigorously less by one following the list of stored neighbors. We continue with this procedure until we reach triplets having no neighbors to the left. A tree-like structure of potential candidate tracks is formed in this way, from which the best track is selected according to the χ 2 -criterion.
Therefore, a candidate track is constructed for each maximum level triplet. All the candidate tracks are then analyzed together in order to reveal common hits in them. When the candidate tracks have a common hit, preference is given to the candidate with the least χ 2 , the other candidate is rejected (pseudocode line 21). After all candidates with the maximum length have been considered, the same procedure is applied to the candidate tracks containing fewer neighbors, and so on.
After the stage of track reconstruction for the current set of tracks is finished the final stage of the algorithm takes place (pseudocode line 23): all the hits used in the reconstructed tracks are removed from the input information for the next stage.
The algorithm strategy illustrated above is able to reconstruct tracks with consecutively registered hits in each station. However the detector inefficiency may lead to the fact that some hits can not be detected. In this case a hit on a certain station will be missing. In order to reconstruct such tracks as well the algorithm has a special stage (see Fig. 1 : pseudocode line 3), during which it searches for triplets with a hit missing.
As one can conclude from the CA track finder strategy, the major part of the algorithm is intrinsically local, since working only with data within a small neighborhood region at each particular moment. In addition to that, the algorithm transforms the tracking information step-by-step to higher consolidation extent: moving from hits to segments, from segments to candidates, from candidates to tracks. Thus, the information processed and analyzed once by the track finder is stored in a new form for the next stage with no need to read it again later. This optimizes the memory access, since no data is read or processed twice.
As for the algorithm performance, one can find the efficiencies of the 4D CA track finder for different track sets in comparison with the event-by-event analysis and the reconstruction in a high track multiplicity environment in the Table 1 . One can see that the results of the 4D CA track finder are close to the ones of the event-by-event reconstruction with the 3D CA track finder. Also the 4D CA track finder is almost reproducing the speed of the 3D CA track finder due to the optimized data access structure.
In-Time-Slice Parallelism for the CA Track Finder
The vectorized, but sequential in terms of core usage, version of the CA track finder [2] was taken as the starting point for developing a parallel version with the use of the Open MultiProcessing (OpenMP) [4] technique. The OpenMP is an API, which supports multi-platform shared-memory parallel programming. It provides an interface for implementing parallelisation between cores in a user application. The user prompts OpenMP, which section of the code should be run in parallel, marking the section with a preprocessor directive, defines number of threads (independent streams of instructions) before the section is executed and the computations are divided between the threads.
By default the threads are allocated to processors by the runtime environment, which takes into account different factors, like the processor usage or the machine load. In order to prevent a CPU from sending a thread to other cores during runtime, and, thus, affecting the parallelisation efficiency, we use the POSIX library [5] to set a permanent thread to core affinity. In order to prevent non-optimal usage of NUMA architecture memory, like processing data allocated on a certain CPU by another CPU, a function mlockall was used. This function allows the user to prevent the data migration in the memory by causing all of the pages mapped by the address space of a process to be memory resident until unlocked or until the process exits [5] .
Parallel implementation requires certain features of the algorithm. First of all, in order to get correct results, parallel iterations should not have loop dependencies, that means that the result of one parallel iteration should be independent from other parallel iterations, running at the same time. Second, one has to keep in mind that the parallel section should always be threadsafe, so that the shared data structures are used in a manner that guarantees safe simultaneous execution by multiple threads at the same time. This can be achieved by allocating local data structures for each thread and summing up results of their work afterwards or introducing synchronization into threads execution. The synchronization usually slows down the speed of a program, since threads have to wait for each other or exchange results of their work, so we tried to minimize usage of this tool. Also memory optimization and ? data structures scheme become essential in case of parallel programming: it is often crucial for the speed that one uses the fastest memory only. So some work was done with data structures optimization in order to fit the fastest memory size and benefit from the modern layer cash structure.
As it was mentioned earlier, the algorithm consists of several logical parts. First, a short (2% of the total execution time) initialization, when we prepare the hit information for tracking, takes place. The main and the most time consuming part of the triplet construction takes 90.4% of the sequential execution time. Out of triplets we construct tracks, that takes about 4%, and in addition 3.4%, when we prepare the information for the next iteration.
All steps of the algorithm were parallelized inside the time-slice, using different sources of parallelism at each step. The sources for each step are listed in the Fig. 1 matching each pseudocode line. As one can see in the initialization part hits are processed in parallel, split in portions and stored to the grid data structure. For the triplet construction part portions of hits are processed in order to obtain triplets, as well as their neighboring relations. These triplets in the next part of the track candidate construction serve as a source of parallelism, giving as a result a track-candidate for each triplet with a high level. In the track competition part the candidates are processed in parallel to reveal common hits and choose the best ones according to their χ 2 -value. For the final stage portions of hits are checked in parallel in order to remove hits tagged as used from the grid structure and to prepare the input for the next track set search iteration.
As far as the amount of elements for parallelism source is concerned, one can notice that this amount is linearly growing with the number of events in the time-slice. Hence, this amount can be controlled and the time length of a time-slice should be proportional to a compute power of the processing node. In order to have enough sources of parallelism to fill a whole CPU, a time-slice of 100 minimum bias events was processed. Some steps of the algorithm have a better speed-up for higher number of cores due to less thread synchronization needed. The algorithm shows a linear scalability. Due to hyper-threading one can expect a speed up factor of about 13 on such a CPU in the ideal case. The achieved speed-up factor is 10.1 for the full 4D CA track finder reconstruction algorithm on a CPU with 10 physical cores with hyper-threading.
The optimization and testing of the parallel CA track finder was performed on a server with 4 Intel Xeon E7-4860 processors. Each processor has 10 physical cores with hyper-threading. It is an example of so-called NUMA (Non-Uniform Memory Access) architecture, that means that the memory access time for the server depends on the memory location relative to the processor. CPUs can communicate and exchange data between each other, but it takes longer time. Thus, the decision was taken to send one time-slice to a single CPU for reconstruction, not to the whole node, in order to avoid processors communication. This way such an architecture can be filled with 4 time-slices reconstructed in parallel. The initial distribution of hits measurements representing the complexity of defining event borders in a time-slice at the interaction rate of 10 7 Hz is shown in the left part of Fig. 2 . One can clearly see that at such extreme interaction rate there is no isolated events.
Event Building
After the 4D time-slice-based reconstruction we assign to each track a time measurement, which is calculated as average of its hits measurements. As a next step we need to group the reconstructed tracks in time into clusters of tracks belonging to same collision, identifying thus physical events. This task is done by histograming: reconstructed track time measurements from a time-slice were used to fill a histogram with bin width of 1 ns, which corresponds to the It is important to mention, that the aim of event building is to reconstruct clusters corresponding to original events, trying to avoid merging original events into one cluster. However the situation of merged event is preferable in case of rare probe search to the situation of splitting one physical event into several reconstructed clusters, since event splitting lowers the reconstruction efficiency. Keeping this fact in mind the parameter of gap width was optimized to 4 bins in order to avoid event splitting. The results of the event building procedure show that 83% of events were reconstructed without any event merging, 17% of events were reconstructed in merged double event clusters. Absence of event splitting was achieved. The presence of event merging shows that the time measurement information in the STS detector only is not enough to resolve all events from each other on the track level at the extreme interaction rate of 10 MHz and there is still 17% to be resolved later with the use of the multi-vertex analysis and the full event topology.
Conclusion
For the most time-consuming part of the reconstruction procedure the Cellular Automaton track finder is used. The efficiency of the algorithm proved to be stable with respect to track multiplicity up to extreme case of reconstruction of a 100 minimum bias events at once without usage of time information. The reconstruction time dependence on the track multiplicity in these conditions behaves as a second order polynomial.
The event-based CA track finder was adapted for time-slice-based 4D track reconstruction, which is a requirement in case of CBM for the event building. The 4D CA track finder is able to reproduce the performance and speed of the event-based CA track finder. The total time needed to reconstruct a time-slice of 100 minimum bias events is 849 ns on a single core.
The 4D CA track finder is both vectorized (using SIMD instructions) and parallelized (between CPU cores). The algorithm shows strong scalability on many-core systems. The speed-up factor of 10.1 was achieved on a CPU with 10 hyper-threaded physical cores.
The 4D event building was implemented in standalone FLES package for the CBM experiment. It allows to resolve major part of overlapping on a hit level events and group tracks into event-corresponding clusters without event splitting. About 17% of events are merged and can not be separated using only the time information at interaction rate of 10 MHz. Resolving them is a task for further multi-vertex analysis.
