Abstract. We give a construction of a free digroup F (X) on a set X and formulate the halo and the group parts of F (X). We prove that F (X) is isomorphic to F (Y ) if and only if card(X) = card(Y ).
Introduction and Preliminaries
In the theory of Leibniz algebras, one of the prominent open problems is to find an appropriate generalization of Lies third theorem, which associates a (local) Lie group to any (real or complex) Lie algebra. A key and difficult aspect of this problem is to find the appropriate analogue of Lie group for Leibniz algebras, that is, to determine what should be the correct generalization of the notion of group. So little is known about what properties these group-like objects should have that Loday dubbed them "coquecigrues" in [4] . And so the problem has come to be known as the "coquecigrue" problem (for Leibniz algebras).
The notion of a digroup first implicitly appeared in Loday's work [5] . Further, it was proposed independently by Kinyon [2] , Felipe [1] and Liu [3] , to provide a partial solution to the coquecigru problem for Leibniz algebras. Kinyon [2] gave a much cleaner definition of digroup as follow. Using semigroup theory, Kinyon showed that every digroup is a product of a group and a "trivial" digroup, in the service of his partial solution to the coquecigrue problem. Of course, digroups are a generalization of groups and play an important role in this open problem from the theory of Leibniz algebras. Recently the study of algebraic on digroups has attracted considerable attention. In [7] , Phillips gave a simple basis of independent axioms for the variety of digroups. Salazar-Díaz, Velásquez and Wills-Toro [8] studied a further generalization of the digroup structure and showed an analogous to the first isomorphism theorem. Lately Ongay, Velásquez and Wills-Toro [6] discussed the notion of normal subdigroups and quotient digroups, and then established the corresponding analogues of the classical Isomorphism Theorems. Different examples of digroups can be found in [11] . For further investigation into the structure of digroups, A.V. Zhuchok proposed some open problems at the end of his paper [10] . One of the open problems is: "Construct a free digroup".
In this paper, we apply the method of Gröbner-Shirshov bases for dialgebras in [9] to give a construction of a free digroup on a set and solve the above Zhuchok's problem.
In [9] , a Composition-Diamond lemma for dialgebras was established and a method to find normal forms of elements of an arbitrary disemigroup was given. Clearly, the variety of digroups is a subvariety of the variety of disemigroups. Then the free digroup on a set is a quotient of a free disemigroup modulo certain relations.
The paper is organized as follows. In section 2, we recall the definitions of the Gröbner-Shirshov bases and Composition-Diamond Lemma for dialgebras in [9] . In section 3, we give a Gröbner-Shirshov basis for the free digroup F (X) on a set X and thus obtain explicit normal forms of elements of F (X). Moreover, we also formulate the halo and the group parts of F (X) and show that F (X) ∼ = F (Y ) if and only if card(X) = card(Y ).
Composition-Diamond lemma for dialgebras
As is known to all, the method of Gröbner-Shirshov bases is a powerful tool to solve the normal form problem in various categories, including dialgebras [9] . In this section, we review some of conceptions and results on Gröbner-Shirshov bases for dialgebras, see [9] .
Let k be a field. A dialgebra (disemigroup) is a k-module (set) equipped with two binary operations ⊢ and ⊣, satisfying Axioms G1-G4 in (1.1). Let Di X be the free dialgebra over k generated by a set X, X + the set of all nonempty associative words on X and X * = X + ∪ {ǫ}, the free monoid on X, where ǫ is the empty word. Write
where |u| is the length of u. It is well known from [5, 9] that [X + ] ω is the free disemigroup on X and a k-basis of Di X . For any h = [u] m ∈ [X + ] ω , we call u the associative word of h, and m, denoted by p(h), the position of center of h.
Let X be a well-ordered set. For any
Then > is a well ordering on X + and we call it the deg-lex ordering. A well ordering > on X + is monomial if for any u, v ∈ X + , we have
Clearly, the deg-lex ordering is monomial. Let X + be endowed with a monomial ordering. We define the monomial-center ordering on [X + ] ω as follow:
In particular, if X + is endowed with the deg-lex ordering, we call the ordering defined by (2. 
Then every nonzero polynomial f ∈ Di X has the leading monomial f . We denote the associative word of f by f and the leading term of f by lt(f ). If f > r f , where r f := f − lt(f ), then f is called strong. If the coefficient of f in f is equal to 1, then f is called monic. For a subset S of Di X , S is monic if s is monic for all s ∈ S.
Let s be a monic polynomial. If
where 1 ≤ k ≤ n, x i l ∈ X, 1 ≤ l ≤ n, then we call g an s-diword. For simplicity, we denote the s-diword of the form (2.2) by (asb), where a, b ∈ X * . Moreover, if either k = m or s is strong, then we call the s-diword g is normal. Let (asb) be a normal s-diword, then (asb) = [a sb] l for some l ∈ P ([asb]), where
If this is so, we denote the normal s-diword (or normal S-diword) (asb) by [asb] l . Let f, g be monic polynomials in Di X . 1) If f is not strong, then we call x ⊣ f the composition of left multiplication of f for all x ∈ X and f ⊢ [u] |u| the composition of right multiplication of f for all u ∈ X + .
2) Suppose that w = f = a gb for some a, b ∈ X * and (agb) is a normal g-diword.
the composition of inclusion of f and g.
If
) and both f and g are strong, then for any x ∈ X we call
the composition of left multiplicative inclusion of f and g, and
the composition of right multiplicative inclusion of f and g. 3) Suppose that there exists a w = f b = a g for some a, b ∈ X * such that
]) = ∅ and both f and g are strong, then for any x ∈ X we call
the composition of left multiplicative intersection of f and g, and
the composition of right multiplicative intersection of f and g. For any composition (f, g) [u] n mentioned above, we call [u] n the ambiguity of f and g.
A monic set S is called a Gröbner-Shirshov basis in Di X if any composition of polynomials in S is trivial modulo S.
For convenience, for any f, g ∈ Di X and [w] m ∈ [X + ] ω , we write
Note that for a monic set S, S is a Gröbner-Shirshov basis in Di X if and only if (i) for any composition h of the form 1) in S, h is trivial modulo S;
(ii) for any f, g ∈ S and any composition (f,
The following lemma is Composition-Diamond lemma for dialgebras in [9] . 
for some generator set X with defining relations
Lemma 2.3. ([9, Theorem 5.1]) Let D = Disgp X|S be the disemigroup generated by X with defining relations S and > be a monomial-center ordering on
[X + ] ω . If S ⊆ Di X is a Gröbner- Shirshov basis, then Irr(S) = {[u] n ∈ [X + ] ω | [u] n = [asb] m for any normal S-diword [asb] m } is a set of normal forms of elements of D.
Free digroup
In this section, we first introduce the notation of a free digroup, and then provide a disemigroup presentation for it. We will apply Lemma 2.3 to obtain normal forms of elements of a free digroup which gives a construction of a free digroup.
Loday [5] used the term "dimonoid" to refer to what we have called a disemigroup. We have made a slight change in the terminology to be more consistent with standard usage in semigroup theory. Let (D, ⊢, ⊣) be a disemigroup. An element e in D is called a bar-unit if it satisfies e ⊢ a = a ⊣ e = a for all a ∈ D. The following lemma follows from the definition of digroup.
Lemma 3.1. Let G be a disemigroup with a bar-unit e. Then (G, e) is a digroup with the unit e if
Then D is called a free digroup on X provided the following holds: for any digroup G and any function ϕ from the set X into G, there exists a unique extension of ϕ to a digroup homomorphism ϕ * from D into G.
Following from universal properties of free digroups, it is easy to see that a free digroup on a set X, if it exists, is uniquely determined up to isomorphism. In this case, we denote the free digroup on X by F (X).
We now turn to the existence of free digroups. Let a set X be given. We write X −1 which is a set disjoint from X with a one-to-one correspondence, i.e. X −1 = {x −1 | x ∈ X} and X ∩ X −1 = ∅, and write X ±1 = X ∪ X −1 . The following lemma gives a disemigroup presentation to the free digroup F (X) on X.
Lemma 3.3. Let X be a set and e / ∈ X ±1 be a symbol. Then F (X) = Disgp X ±1 ∪ {e}|S with the unit e, where S consists of the following relations:
Proof. We first show that (Disgp X ±1 ∪{e}|S , e) is a digroup. It is easily seen that e is a bar-unit. We claim that y ⊢ e = e ⊣ y for all y ∈ X ±1 ∪ {e}. In fact, e ⊢ e = e = e ⊣ e. For any x ∈ X,
By Lemma 3.1, (Disgp X ±1 ∪{e}|S , e) is a digroup. We now turn to show that Disgp X ±1 ∪{e}|S is free. For any digroup (G, 1 G ) and function ϕ : X → G, define a map
Then we obtain a disemigroup homomorphism
we have a disemigroup homomorphism
♯
As ϕ * (e) = φ(e) = 1 G , it follows that ϕ * is a digroup homomorphism. It is easy to see that ϕ * | X = ϕ and such ϕ * is unique. In the following theorem, we are going to give an explicit construction of F (X) by using the Gröbner-Shirshov bases method.
Lemma 3.4. Let X be a set and e / ∈ X ±1 be a symbol. Let
be a subset of Di X ±1 ∪ {e} . Then the following statements hold.
where T consists of the following relations:
±1 be a well-ordered set. Define an ordering on X ±1 ∪ {e} by e < z for any z ∈ X
±1
and the ordering on
Proof. (i) Let ρ(S) be the congruence of Disgp X ±1 ∪ {e} generated by S. We only need to show that T ⊆ ρ(S). By the proof of Lemma 3.3, we obtain that the relations t 1 , t 3 and t 2 with n = 0 hold in Disgp X ±1 ∪ {e} | S . In the disemigroup Disgp X ±1 ∪ {e} | S , we also have
It follows that t 2 , t 4 ∈ ρ(S). Thus the result holds.
(ii) Let R = S ∪ T . We will show that all compositions in R are trivial modulo R. It is evident that all possible compositions of left (right) multiplication are ones related to t 4 and they are equal to zero. Let
Here and subsequently, we denote by, for example, "f ∧ g, [w] m " the composition of the polynomials of f and g with ambiguity [w] m .
1) Compositions of inclusion and left (right) multiplicative inclusion.
By noting that in R,
all possible of compositions of inclusion in R are:
and all possible of compositions of left (right) multiplicative inclusion in R are: 
2) Compositions of intersection and left (right) multiplicative intersection. By noting that in R,
there is no composition of left (right) multiplicative intersection and all possible of compositions of intersection in R are:
where
For
For 
For Therefore R = S ∪ T is a Gröbner-Shirshov basis in Di X ±1 ∪ {e} .
Let X be a set and gp X := {x ε1 i1 · · · x εn in | x ij ∈ X, ε j ∈ {−1, 1}, 1 ≤ j ≤ n, n ≥ 0 with ε j +ε j+1 = 0 whenever x ij = x ij+1 } be the free group on X. Then for any word u ∈ (X ±1 ) * , there is a unique reduced word u ∈ gp X . Let τ : (X ±1 ∪ {e}) * → (X ±1 ) * be the semigroup homomorphism which is deduced by
where ǫ is the empty word. Let v ∈ (X ±1 ∪ {e}) * . For abbreviation, we let v stand for τ (v). Let u ∈ (X ±1 ) * and u = x 4 , x i ∈ X, then λ(u) = 2. The following theorem gives a characterization of the free digroup F (X).
Proof. Following from universal properties of free digroups, it is easy to check that F (X) ∼ = F (Y ) if card(X) = card(Y ). Let σ : F (X) → F (Y ) be a digroup isomorphism and B be a digroup with card(B) = 2. Then card(Hom(F (X), B)) = card(Hom (F (Y ), B) ). By Definition 3.2, we have card(Hom(F (X), B)) = card(B X ) = 2 card(X) and card(Hom(F (Y ), B)) = card(B Y ) = 2 card(Y ) . It follows that 2 card(X) = 2 card(Y ) . If X is finite, then so is Y and card(X) = card(Y ). Otherwise, Y is infinite and card(X) ≥ ℵ 0 . For any x ∈ X, σ(x) ∈ F (Y ), there exists a finite subset V x of Y such that σ(x) ∈ V x . Let W = ∪ x∈X V x . Clearly W ⊆ Y . We claim that W = Y . Otherwise, let y ∈ Y \W . Then σ −1 (y) ∈ F (X) and there exists a finite subset U = {x 1 , · · · , x m } of X such that σ −1 (y) ∈ U . Thus y = σ(σ −1 (y)) ∈ σ( U ) ⊆ W . But y ∈ Y \W . This contradicts the fact that F (Y ) is the free digroup on Y . Therefore, card(Y ) = card(W ) = card(∪ x∈X V x ) ≤ card(X)ℵ 0 = card(X). The proof for card(X) ≤ card(Y ) is similar and we have done.
