How can d + k vectors in R d be arranged so that they are as close to orthogonal as possible? In particular, define θ(d, k) := min X max x =y∈X | x, y | where the minimum is taken over all collections
Introduction
How can a given number of points be arranged on a sphere in R d so that they are as far from each other as possible? This is a basic problem in coding theory; for example, the book [13] is devoted to this problem exclusively. Such point arrangements are called spherical codes. Most constructions of spherical codes are symmetric. Here we consider the antipodal codes, in which the points come in pairs x, −x. In other words, we seek arrangements of d + k unit vectors in R d so that they are as close to orthogonal as possible. An alternative point of view is that these are codes in the projective space RP d−1 ; for example, see [9] . We focus on the case when k is small.
As we will see, this question relates to the problem of the existence of large families of equiangular lines in R k . Similarly, the analogous question for unit vectors in C d relates to equiangular lines in C k , which are the mathematical underpinning of symmetric informationally complete measurements in quantum theory [25] . Because of this, we elect to treat the real and complex cases in parallel. Henceforth, we denote by H the underlying field, which can be either R or C.
For H ∈ {R, C}, define the parameter
where the minimum is taken over all collections of d + k unit vectors X ⊆ H d . In this paper, we prove bounds on θ H (d, k) when k is fixed and d → ∞. For a collection of vectors X = {x 1 , . . . , x n } ⊆ H d , the Gram matrix is the matrix A ∈ H n×n where A ij = x i , x j . It will be easier to work with the Gram matrices than with the vectors themselves. For a matrix A ∈ H n×n , define off(A) := max i =j |A ij |. By considering Gram matrices, one can equivalently define θ H (d, k) = min A off(A) where the minimum is taken over all A ∈ H (d+k)×(d+k) with rk(A) = d where A ii = 1 for every i and A is Hermitian and positive semidefinite. Our techniques are not specialized to Hermitian, positive semidefinite matrices, so we also define
where the minimum is taken over all A ∈ H (d+k)×(d+k) with rk(A) = d and A ii = 1 for every i. Note that off
In Section 2, we establish lower bounds on off H (d, k), and in Section 3, we give constructions to yield upper bounds on θ H (d, k). Throughout both of these sections, we will show an intimate connection between determining these parameters and the existence of large systems of equiangular lines in H k .
Definition 1.
A system of equiangular lines in H k is a collection of unit vectors X ⊆ H k so that there is some β ∈ R where | x, y | = β for all x = y ∈ X.
It is known that if X ⊆ R k is a system of equiangular lines, then |X| ≤ k+1 2
and if X ⊆ C k is a system of equiangular lines, then |X| ≤ k 2 .
The main results of this paper are as follows:
(a) For positive integers d, k,
,
. If equality holds, then there exists a system of 
If equality holds, then there exists a system of k 2 equiangular lines over C k and d ≡ −k (mod k 2 ). This is an improvement over the classical Welch bound (which is recalled as Theorem 7 below) when k ≤ O(d 1/2 ). It is a quantitative improvement of a result of Cohn-Kumar-Minton [9, Corollary 2.13] which asserts that Welch bound is not sharp for k ≤ O(d 1/2 ), without providing a better bound.
The above theorem will follow as a corollary of Theorems 10 and 15, which will be proved in Section 2. Furthermore, the following theorem, which will be proved in Section 3, will show that equality does, in fact, hold under the stated conditions. 2 ), then
The usual way of proving bounds on codes is to use linear programming. In the context of spherical codes, the relevant linear program first appeared in the work of Delsarte and Goethals and Seidel [11] . See [13, Chapter 2] for the general exposition, and [2] for the case of few vectors.
In contrast, we establish Theorem 2 by relating the problem to that of bounding the first moment of isotropic measures.
Such a probability mass is also called a probabilistic tight frame with frame constant 1/k (see [12] for a survey).
We show the following:
(a) If µ is an isotropic probability mass on R k , then
with equality if and only if there exists X ⊆ R k , a system of for every x ∈ X.
(b) If µ is an isotropic probability mass on C k , then
with equality if and only if there exists X ⊆ C k , a system of k 2 equiangular lines, and µ satisfies µ(x) + µ(−x) = 1/k 2 for every x ∈ X.
Theorem 15 shows the connection between the above lemma and Theorem 2.
As there are systems of k+1 2 equiangular lines over R k whenever k ∈ {1, 2, 3, 7, 23}, we can give tight answers for infinitely many d in these cases; see Corollary 17 for the exact values. See [15, 18, 28] for the known bounds of the size of the largest system of equiangular lines in R k .
Even in the cases not covered by Theorem 3, we will still show that Theorem 2 is asymptotically tight.
Theorem 6. Let H ∈ {R, C}. For every ǫ > 0, there is an integer k 0 so that for any fixed k ≥ k 0 ,
The above theorem will be established in multiple parts. First, Theorem 21 will show that
whenever k is a power of 4 and show that
for general k. Theorem 22 will establish Theorem 6 in the case of complex numbers and show that in this case we can take k 0 = O(ǫ −40/19 ). Finally, Theorem 6 will be established fully in the case of the reals by Theorem 27.
Lower bounds
Basic bound and the case k = 1. We begin with a simple lower bound which is originally due to Welch [26] and has been rediscovered various times in the literature, for example [1, Lemma 2.2] and [19, Lemma 3.2] . We give a proof for completeness.
On the other hand, tr(A * A) ≥ | tr(A)| 2 / rk(A) (see Proposition 12 for a proof), so
Rearranging these inequalities yields off(A) ≥ Before moving on, we note that the above observation suffices to determine off H (d, 1) and θ H (d, 1). 
, this establishes the claim.
Connection to isotropic measures. We now turn our attention to the general case. Throughout the following, whenever we discus a probability mass µ on H k , µ will be assumed to be Borel. For such a µ, we use E x∼µ f (x) to denote the expected value of the function f where x is distributed according to µ. We also use E x,y∼µ f (x, y) := E x∼µ E y∼µ f (x, y). When the probability mass µ is understood, we will omit writing it. Recall that the support of µ, denoted supp(µ), is the collection of all x ∈ H k for which every ball centered at x has positive mass.
The following parameter will play a crucial role in our bounds.
Definition 9.
For H ∈ {R, C}, let µ be a nonzero probability mass on H k and define
We care about the parameter L H (µ) only when µ is of a certain form. Define P H (d, k) to be the collection of all probability masses µ on H k for which there is a (multi)set X of d + k vectors over H k with span(X) = H k and µ is the uniform distribution over X. In other words, P H (d, k) is the collection of all probability masses µ where supp(µ) is finite, supp(µ) spans
We then define
Proposition 14 will show that we may replace the above supremum with a maximum.
Proof. Let A ∈ H (d+k)×(d+k) with 1's on the diagonal and rk(A) ≤ d. Thus dim ker A ≥ k, so there is some N ∈ H (d+k)×k with rk(N ) = k and AN = 0. Let y i be the ith row of N , so we have v, y 1 , v, y 2 , . . . , v, y d+k T ∈ ker A for every v ∈ H k . Thus, for any fixed
As this bound holds for all i ∈ [d + k] and v ∈ H k with v, y i = 0, if µ is the uniform distribution over the (multi)set {y 1 , . . . , y d+k }, we have
Finally, as {y 1 , . . . , y d+k } ⊆ H k and rk(N ) = k, we know that span{y 1 , . . . , y d+k } = H k , and so
which yields the same lower bound on off H (d, k).
Thus, in order to obtain lower bounds on off H (d, k), it suffices to establish upper bounds on SL H (d, k). For a matrix Q ∈ GL k (H) and a probability mass µ on H k , let Qµ be the probability mass defined by Qµ(S) := µ(Q −1 S) for every Borel set S. Recalling that µ is isotropic if E x∼µ xx * = 1 k I k , it is not difficult to see that if µ is a probability mass on H k , then supp(µ) spans H k if and only if there is some Q ∈ GL k (H) for which Qµ is isotropic.
The following proposition shows that, when considering L H (µ), we may always suppose that µ is isotropic.
Proposition 11. If µ is a probability mass on
Proof. For any y ∈ supp(Qµ) \ {0} and v ∈ H k \ {0}, we find
As supp(Qµ) = Q supp(µ), this establishes the claim.
First moment of isotropic measures. We now focus on proving Lemma 5, which will be key in establishing upper bounds on SL H (d, k). To do so, we will need two facts about "infinite matrices".
Let Ω be a set and f : Ω 2 → H. The rank of f , denoted rk(f ), is defined to be the smallest r for which there are functions
If there is no such r, define rk(f ) = ∞. Notice that if |Ω| < ∞, then the rank of f is the rank of the matrix A defined by A xy = f (x, y). Let f * be defined by f * (x, y) = f (y, x) and f be defined by f (x, y) = f (x, y). The following inequality will be essential in the proof of Lemma 5.
Proposition 12.
For H ∈ {R, C}, let f : Ω 2 → H and µ be a probability mass on Ω. If rk(f ) < ∞, then
Proof. For completeness, we first give a proof when |Ω| < ∞ and µ is the uniform distribution over Ω. In this case, let A be the matrix with A x,y = f (x, y). Let λ 1 , . . . , λ rk(A) be the nonzero eigenvalues of A and σ 1 , . . . , σ rk(A) be the nonzero singular values of A. It is well-known that
Now, for a general Ω and µ, let x 1 , . . . , x n be independent samples from Ω according to µ. If f ′ denotes the restriction of f to {x 1 , . . . , x n } 2 , then certainly rk(f ′ ) ≤ rk(f ). Hence, from above,
Taking the expectation of both sides over the random choice of the samples x 1 , . . . , x n , and using that
for any random variable X, we obtain
Taking the limit n → ∞ establishes the claim.
We will require also the following observation, which generalizes the corresponding property of Hadamard products.
Proof.
where
Proof of Lemma 5. We first establish the upper bound. For H ∈ {R, C}, let µ be an isotropic probability mass on H k . The cases where H = R and H = C will be almost identical. We will break into cases when necessary. As a technical detail, we must first assure that Pr µ [x = 0] = 0. To do this, set p = 1 − Pr µ [x = 0] and notice that p > 0 as supp(µ) spans H k . Let µ ′ be the probability mass which is µ conditioned on the event {x = 0}. We notice that From now on, we will compress notation and write E x in lieu of E x∼µ . Set
For β ≥ 0, we will establish upper and lower bounds on
which is well-defined since Pr[x = 0] = 0. For the upper bound, we begin by expanding
By Cauchy-Schwarz, recalling that E x | x, y | 2 = 1 k y 2 for any y ∈ H k , we obtain
Therefore,
For the lower bound, we first write,
by Cauchy-Schwarz.
Set Ω = H k \ {0}, and define f :
The above shows that M (β) ≥ E x,y f * (x, y)f (x, y). We wish to apply the inequality in Proposition 12, so we will need an upper bound on rk(f ). Define b :
We first argue that rk(f ) ≤ rk(b).
Set r = rk(b) (it is clear that r < ∞), and let
, and
We start by noting that for any fixed x, y,
Using this, we calculate,
Hence, rk(f ) ≤ r = rk(b), so we only need an upper bound on rk(b). Here, we break into cases depending on whether
which has rk(c) = k. Case 1. H = R. In this case, b = c 2 , so by Proposition 13, we have rk(b) ≤ k+1 2 , which gives the same inequality on rk(f ). Thus, applying Proposition 12, we bound
Combining this lower bound on M (β) with the upper bound in Equation (2), we have
, where the last line holds because
for α in this expression yields
.
Here we have b = cc, so by Proposition 13, we know that rk(b) ≤ k 2 . Applying Proposition 12 and following the same steps as in Case 1 shows
In this case, we select β = 1/ √ k + 1, which yields
and solving for α gives
We now look at the case of equality.
The proof is identical over R and C except for the values of these parameters, so for H ∈ {R, C}, set α = α(H), β = β(H) and N = N (H). Notice that α = β+(1−β)/N . First, we establish the "if" direction. Let X be a system of N equiangular lines in H k . It is known 1 that for any x = y ∈ X, | x, y | = β. Will show in the proof of Theorem 3, in Equation (4), that any probability mass µ on H k with µ(x) + µ(−x) = 1/N for all x ∈ X is indeed isotropic. Fix such a mass µ. We calculate,
Now, for the "only if" direction, suppose that µ is isotropic and E x,y | x, y | = α. Thus, every inequality in the proof of the upper bound must hold with equality. From these equalities, we know the following:
• Pr[x = 0] = 0, otherwise we could construct an isotropic probability mass µ ′ with E x,y∼µ ′ | x, y | > E x,y∼µ | x, y |, as we showed at the beginning of the proof.
• If equality holds in Equation (1), then it must be the case that x = y for µ-a.e. x, y ∈ H k . As µ is isotropic, we have E x x 2 = 1, so we know that x = 1 for µ-a.e. x ∈ H k .
• If equality holds in Equation (3), then it must be the case that for µ-a.e. x, y ∈ H k , we have | x, y | ∈ { x y , β x y }. Since x = 1 for µ-a.e. x ∈ H k , it follows that for µ-a.e. x, y ∈ H k , | x, y | = 1 if x ∈ {±y}, β otherwise.
1 See, for instance, [22] . We will also re-derive this in the proof of Theorem 3; see Equation (5) .
Therefore, supp(µ) ⊆ X ∪ (−X) where X ⊆ H k is a system of equiangular lines with | x, y | = β for all x = y ∈ X; in particular, |X| ≤ N .
Recalling that α = β +
Therefore, |X| ≥ N as well, so X is a system of N equiangular lines over H k . Additionally, as |X| = N , this means that the inequality above is in fact equality, so µ(x) + µ(−x) = 1/N for every x ∈ X, as claimed.
Putting everything together. We are now ready to give upper bounds on SL H (d, k) and analyze the case of equality. To do this, it will be important to know that SL H (d, k) is actually achieved.
Proposition 14.
For H ∈ {R, C} and all positive integers d, k, there is some
By Proposition 11, we may suppose that µ n is isotropic for all n ∈ Z + . As µ n ∈ P H (d, k), let X n = {x n 1 , . . . , x n d+k } be a (multi)set so that µ n is the uniform distribution over X n . Since µ n is isotropic, we know that
is bounded, so it has a convergent subsequence. Hence, without loss of generality, we may suppose that {x n i } ∞ n=1
converges for every i ∈ [d + k] and set x i = lim n→∞ x n i . Let X = {x 1 , . . . , x d+k } and let µ be the uniform distribution over X. We claim that µ is isotropic. Indeed, as each µ n is isotropic, for any v ∈ H k , we have
As µ is isotropic, it must be the case that supp(µ) spans H k , so as X is a (multi)set of d + k vectors, we have µ ∈ P H (d, k). Now, fix any i ∈ [d + k] so that x i = 0 and any v ∈ H k \ {0}. We find
With this out of the way, we are ready to bound SL H (d, k).
Theorem 15.
, and if equality holds, then there exist 
and if equality holds, then there exist k 2 equiangular lines in C k and d ≡ −k (mod k 2 ).
In Section 4, we give a very different proof that SL R (d, 2) ≤ 2 3 , which may be of separate interest. This alternative proof works by circumscribing an affine copy of a regular hexagon and does not use Lemma 5.
Proof. Let H ∈ {R, C} and suppose SL H (d, k) = α. By Proposition 14, we can find µ ∈ P H (d, k) with L H (µ) = α; we may suppose µ is isotropic by Proposition 11. As L H (µ) = α, for every v ∈ H k and y ∈ supp(µ), we must have E x | x, v | ≥ α| y, v |. By selecting v = y and averaging over all y ∈ supp(µ), this implies that
where the last equality follows from the fact that µ is isotropic. Lemma 5 then gives the upper bound
If H = R and equality holds, then as µ is isotropic, by Lemma 5, there is a system of
for every x ∈ X, in particular, such a system of equiangular lines must exist. Since µ ∈ P R (d, k), we know that
2 ). The claim is established similarly when H = C.
Theorem 2 follows by combining Theorems 10 and 15.
Upper bounds
In this section, we present constructions that yield upper bounds on θ H (d, k).
We start by proving a general theorem which shows that in order to upper bound θ H (d, k) it suffices to find an appropriate matrix. For a Hermitian matrix C, denote the largest eigenvalue of C by λ max (C).
Lemma 16. For H ∈ {R, C}, Let C ∈ H n×n be Hermitian with C ii = 1 and |C ij | ≤ 1 for all i, j. If λ max (C) has multiplicity k and d ≡ −k (mod n), then
Proof. As d ≡ −k (mod n), let b be so that d = nb − k. Set λ = λ max (C) and set ǫ = 1 bλ−1 , so 1 + ǫ = ǫbλ. It is important to note that ǫ > 0. Indeed, if C = I n , then as tr(C) = n, we must have λ max (C) > 1. If it happens to be the case that C = I n , then k = n, so as d > 0, we have b ≥ 2.
Consider the matrix A := (1 + ǫ)I nb − ǫ(C ⊗ J b ), where ⊗ is the Kronecker/tensor product and J b is the b × b all-ones matrix. Note that A is Hermitian, and A ∈ H (d+k)×(d+k) .
As λ = λ max (C) has multiplicity k, let N ∈ H n×k have rk(N ) = k and CN = λN . Thus N ⊗ J b also has rank k and
by the choice of ǫ. As such, rk(A) ≤ nb − k = d. Furthermore, as λ = λ max (C), we observe that A is positive semidefinite. Additionally, as C ii = 1 and |C ij | ≤ 1 for all i, j, we have A ii = 1 and |A ij | ≤ ǫ for all i = j. Therefore,
Motivated by the reduction to isotropic measures in the previous section, our usage of Lemma 16 will roughly go as follows: we look for unit vectors x 1 , . . . , x n ∈ H k so that | x i , x j | is small for all i = j and the vectors are, up to scaling, in isotropic position; that is to say i x i x * i = λI k for some λ ∈ R + . In this case, if A = [x 1 | · · · |x n ] ∈ H k×n , we know that A * A has 1's on the diagonal and small entries off the diagonal. Furthermore, AA * = i x i x * i = λI k , so A * A has eigenvalues λ, with multiplicity k, and 0, with multiplicity n − k. We will then let C be an appropriately scaled version of A * A and apply Lemma 16. At this point, it is pertinent to mention that collections of vectors which satisfy i x i x * i = λI k for some λ ∈ R + are also known as finite tight frames and have been studied extensively in the literature (see [8, 21] for a survey). We will rely on known constructions of finite tight frames.
We will be able to execute the above plan for only some values of d and k; we deal with the remaining values using monotonicity of θ, that is θ
We can now apply this general construction to prove Theorem 3; namely, if large systems of equiangular lines exist, then the lower bound in Theorem 2 is tight.
Proof of Theorem 3. Theorem 2 establishes the lower bound for all d, k, so we need establish only the upper bound.
Let {x 1 , . . . , x N } ⊆ H k be a system of equiangular lines where N = k+1 2
. From the Gerzon's proof that there are at most N equiangular lines in H k (c.f. [23, Miniature 9]), we know that the projection matrices x 1 x * 1 , . . . , x N x * N span the space of all Hermitian matrices in H k×k as a vector space over R. Thus, there are constants c 1 , . . . , c N ∈ R for which
so for all j,
and
Now, let shows that
For k ∈ {1, 2, 3, 7, 23}, there are in fact systems of k+1 2 equiangular lines over R k , so in these cases, we can pin down θ R (d, k) precisely for infinitely many values of d. We have previously mentioned the value of θ R (d, 1) in Corollary 8, so we do not restate it here.
Corollary 17.
•
14d+253 . Over C, the existence of k 2 equiangular lines over C k is known for numerous values of k. For example, constructions exist for k ∈ {1, 2, . . . , 16, 19, 24, 28, 35, 48}, and, up to numerical precision, all k ≤ 67 (see [27] for a survey). In fact, it is conjectured that there are k 2 equiangular lines over C k for all k. Thus, conjecturally, we have the following:
We now turn to upper bounds on θ H (d, k) in the case when no system of equiangular lines of size
Definition 19. For H ∈ {R, C}, matrices B 1 , . . . , B ℓ ∈ H k×k are said to be mutually unbiased bases of H k if B * i B i = I k for all i and every entry B * i B j has magnitude 1/ √ k for all i = j.
The following is known:
• If k is a power of 4, then there is a collection of k 2 + 1 mutually unbiased bases of R k (see [7] ).
• If k is a prime power, then there is a collection of k + 1 mutually unbiased bases of C k (see [4] ).
Lemma 20. For H ∈ {R, C}, if there exists a collection of ℓ mutually unbiased bases of H k , then
Proof. Let B 1 , . . . , B ℓ be a collection of mutually unbiased bases of H k and consider the matrix
. From the properties of mutually orthogonal bases, we find that AA * = ℓI k , so A * A has eigenvalues ℓ and 0 where the former has multiplicity k. Furthermore, A * A has 1's on the diagonal and every off-diagonal entry is either 0 or has magnitude 1/ √ k. Set C = √ k(A * A−I kℓ )+I kℓ , so C ∈ H kℓ×kℓ is a Hermitian matrix with C ii = 1 and |C ij | ≤ 1 for all i, j. Additionally, λ max (C) = √ k(ℓ − 1) + 1, which has multiplicity k, so the claim follows by applying Lemma 16.
Using the above lemma, we can prove Theorem 6 over R for infinitely many values of k and give a bound that is off by a factor of at most 2 for general k.
Additionally, for any fixed k,
Proof. If k is a power of 4, then there is a collection of ℓ = k 2 + 1 mutually unbiased bases of R k . Thus, by Lemma 20,  
For a general k, let k ′ be a power of 4 satisfying k ≤ k ′ ≤ 4k. By monotonicity,
In the case of complex numbers, we can establish Theorem 6 immediately.
Theorem 22. If q is a prime power, then whenever d ≡ −q (mod q 2 + q),
Proof. If q is a prime power, then there is a collection of ℓ = q + 1 mutually unbiased bases of C k . Thus, whenever d ≡ −q (mod q 2 + q),
For any k, since there is always some prime q satisfying k ≤ q ≤ k + O(k 21/40 ) (see [3] ), by monotonicity, we have
Notice that Theorem 22 implies that there is a constant c such that for any ǫ > 0, if k > cǫ −40/19 , then
which establishes Theorem 6 over the complex numbers. We now present a more general construction of nearly orthogonal vectors which makes use of Steiner systems and Hadamard matrices. This construction will allow us to establish Theorem 6 over the real numbers.
Definition 23. A (2, n, ℓ)-Steiner system consists of n points and a collection of subsets of these points, called blocks, where each block contains exactly ℓ points and any two points are contained in exactly one block together. 2 If k is the number of blocks and r is the degree of any point, it is well-known that k = n(n−1) ℓ(ℓ−1) and r = n−1 ℓ−1 .
Definition 24.
For H ∈ {R, C}, a Hadamard matrix over H of order n is a matrix H ∈ H n×n so that for all i, j, |H ij | = 1 and H * H = nI n . When H = C, Hadamard matrices of order n exists for all n. When H = R, it is not known for which n Hadamard matrices of order n exist. It is known however that such an n > 2 must be divisible by 4.
The following tight frame was constructed by Fickus, Mixon and Tremain [14] . We state their construction in language which will be useful for our purposes. . Let H ∈ {R, C} and suppose there exists a (2, n, ℓ)-Steiner system with k blocks and degree r. If, in addition, there exists a Hadamard matrix of order r + 1 over H, then there is a matrix B ∈ H k×n(r+1) satisfying:
• B * B has r's on the diagonal and every off-diagonal entry has magnitude 1, and
From this construction, we can give bounds on θ H (d, k).
Corollary 26. Let H ∈ {R, C} and suppose there exists a (2, n, ℓ)-Steiner system with k blocks and degree r. If, in addition, there exists a Hadamard matrix of order r + 1 over H, then whenever d ≡ −k (mod n(r + 1)),
Proof. Let B be the matrix as in Theorem 25 and set C := B * B − (r − 1)I n(r+1) . We notice that C ∈ H n(r+1)×n(r+1) is Hermitian with C ii = 1 and |C ij | ≤ 1 for all i, j. Additionally, as BB * = ℓ(r + 1)I k , we know that λ max (C) = ℓ(r + 1) − (r − 1), which has multiplicity k. Thus, the claim follows from Lemma 16.
Using Corollary 26, we can establish Theorem 6 in the case of the reals.
Theorem 27. For every ǫ > 0, there is a k 0 so that whenever k ≥ k 0 ,
In order to prove this, we require the following results:
Fact 1 (Prime number theorem for arithmetic progressions [10, Chapters 20, 21] ). For integers a, n with gcd(a, n) = 1, there is a function f a,n with f a,n (x) → 0 as x → ∞ so that for any positive x, there is a prime p ≡ a (mod n) satisfying
Fact 2 (Keevash [20] , Glock-Kühn-Lo-Osthus [16] ). For any positive integer ℓ, there is some other integer N ℓ so that if n ≥ N ℓ with (ℓ − 1) | (n − 1) and ℓ(ℓ − 1) | n(n − 1), then a (2, n, ℓ)-Steiner system exists. 
where the last line follows as n ≥ ℓ.
Given an ǫ > 0, pick ℓ odd so that 1/(ℓ − 1) < ǫ. Consider any prime p so that p ≡ 3 (mod 4) and p ≡ 1 (mod ℓ) and (ℓ − 1)p ≥ N ℓ , where N ℓ is as in Fact 2. Set n = 1 + (ℓ − 1)p.
We notice that n−1 ℓ−1 = p, and also that k ′ := n(n−1)
is an integer by the choice of p. By Fact 2, there exists a (2, n, ℓ)-Steiner system with k ′ blocks and degree p. By Fact 1, for any sufficiently large k, we can find a suitable prime p for which k ≤ k ′ ≤ (1 + ǫ)k, so by monotonicity and the remark above,
Here we present an alternative proof of the upper bound on SL R (d, 2). We have been unable to generalize this proof to get a bound on SL R (d, k) for any other k. The proof hinges on the following result, which was proved by Go lab [17] and refined by Besicovitch [5] .
Lemma 28. If C ⊆ R 2 is compact, convex and centrally-symmetric, and H is a centrally-symmetric regular hexagon, then there is Q ∈ GL 2 (R) so that QH circumscribes C.
, and let C be the convex hull of supp(µ)∪(− supp(µ)), so as supp(µ) is finite, we know that C is compact, convex and centrally-symmetric. Let H be the hexagon centered at the origin with distance 2 between its parallel edges, as shown in Figure 1 . By the lemma, there is Q ∈ GL 2 (R) such that QH circumscribes C. We label the top three lines bounding H as ℓ 1 , ℓ 2 , ℓ 3 where ℓ i = {x ∈ R 2 : x, v i = 1}.
Set µ ′ = Q −1 µ and C ′ = Q −1 C, so C ′ is the convex hull of supp(µ ′ ) ∪ (− supp(µ ′ )) and H circumscribes C ′ . Now, consider the maximization problem: As 3 i=1 | x, v i | is a convex function and H is also convex, the maximum occurs at a vertex of H. Thus, if x denotes such an optimal solution, without loss, x ∈ ℓ 1 ∩ ℓ 2 , so x, v 1 = x, v 2 = 1 and x, v 3 = 0. We conclude that 3 i=1 | x, v i | ≤ 2 for every x ∈ H. Therefore, as supp(µ ′ ) ⊆ C ′ ⊆ H,
, for some i ∈ [3] .
Without loss, suppose that E x∼µ ′ | x, v 1 | ≤ 2 3 . Finally, as H circumscribes C ′ , for each edge of H, there is some vertex of C ′ lying on this edge. In other words, there is some y ∈ supp(µ ′ ) for which | y, v 1 | = 1, so
Concluding remarks and open problems
• Because we rely on the existence of designs, the dependence of k 0 on ǫ in Theorem 27 is poor. It would be of interest to improve this dependence.
• When considering upper bounds, we focused on θ H (d, k) instead of off H (d, k). For constructions for the latter, one could rephrase Lemma 16 to read: Let C ∈ H n×n with C ii = 1 and |C ij | ≤ 1 for all i, j and let λ be any eigenvalue of C with λ ∈ H. If λ has multiplicity k and d ≡ −k (mod n), then
This could lead to improved upper bounds on off H (d, k) which may not hold for θ H (d, k).
• Suppose k is such that no system of • How small can ǫ be so that there is some set of 2d + k unit vectors X ⊆ R d with x, y ≤ ǫ for all x = y ∈ X? Define θ ′ (d, k) to be this smallest ǫ.
for a fixed k; however, we have be unable to prove matching lower bounds. Using the linear programming method of Delsarte, Goethals and Seidel [11] , we can show that θ ′ (d, k) ≥ (1 − o(1)) k d 2 for a fixed k, but it seems unlikely that such an approach will be able to improve this lower bound. Using a different argument, we will show in a forthcoming paper with Balla that θ ′ (d, k) ≥ c k /d.
• For a matrix A ∈ H n×n and p > 0, define off p (A) := i =j |A ij | p 1/p , i.e. the L p norm of the off-diagonal entries of A. We then define off 2 . If 1 ≤ q ≤ 2 and µ is an isotropic probability mass on R k , then
with equality if and only if there is X ⊆ R k , a system of N equiangular lines, and µ satisfies µ(x) + µ(−x) = 1/N for every x ∈ X.
We conjecture also the natural analogue when R is replaced by C.
