Abstract-An explicit embedded pair of methods for systems of second order ordinary equations with special structure is considered. Two-parametric families of methods of orders four and three with automatic step-size control are constructed. The numeric comparison to known embedded Runge-Kutta pairs of the same order is held.
I. INTRODUCTION
In [1] for systems of the form y i = f i (x, y 1 , . . . , y i−1 , y l+1 , . . . , y n ), i = 1, l,
y j = f j (x, y 1 , . . . , y j−1 ), j = l + 1, n, n ≥ 3,
an economic embedded explicit Runge-Kutta type method with automatic step-size control was constructed. The method is of order 4 with order 3 error estimation and has 4 stages with the first stage for the group (1) being the same as the last of the previous step. The method is denoted as RKS4(3)4F with the denotation RKSp(q)mF meaning Runge-Kutta type Structural method of order p with order q embedded estimator, with m stages and FSAL. It was modified so that the error estimation is made only for functions of the group (1) . So only three stages are required for the group (2) and effectively the method has just three stages for all unknown functions. Such modification is denoted RKS4(3)(4,3)F Both methods have shown their effectiveness compared to the known embedded Runge-Kutta pairs of order 4 and 3. In general, methods for systems with special structure analogous to (1)-(2) are called structural. Methods for most general structure are considered in [2] - [4] .
Here methods for direct integration of systems of second order equations of the form x = G(t, x, y, y ), y = Q(t, x, y, x ).
are constructed on base of RKS4(3)4F and RKS4(3)(4,3)F. For example, the well-known restricted three-body problem is described with such system. The equations [5] 
rewritten with y 1 = x 1 , y 2 = x 2 , y 3 = x 2 , y 4 = x 1 notations as a system of first-order equations, can be considered as a system (1)- (2) with l = 2, n = 4. Since in the system (3) right-hand sides depend on firstderivatives special Runge-Kutta-Nyström methods (RKNs) for second-order equations are inapplicable, and direct application of standard Runge-Kutta methods cannot improve the stage to order ratio [6] . However it is possible to use structural methods for solving the system of first order equations derived from (3) and then rewrite them for direct application to the system of second order. This preserve the advantage of structural methods over classic Runge-Kutta methods.
II. INTEGRATION METHOD
To make the idea more clear we write down the method RKS4(3)(4,3)F for the system (3) in the full form. Assuming the values x(t), x (t), y(t) and y (t) known, the approximations X, X , Y and Y to x(t + h), x (t + h), y(t + h) and y (t + h) are found as
where
In order to find the local error estimation the value
is found and
The parameters η and ξ are non-zero and can be chosen arbitrarily. Let's denote the method (5)-(9) RKNS4(3)(4,3)F (though in fact it isn't an RKN).
In order to estimate the local error for all variables we need the value
So it gives
which is order 3 approximation to y (t + h). Unfortunately k
cannot be reused at the next step. But still, the method (now denoted RKNS4(3)4F) is more effective than known methods.
III. TEST COMPUTATIONS
The methods were tested and compared on two problems. Test 1. The methods RKNS4(3)4F and RKNS4(3)(4,3)F are compared to the classic four-stages RungeKutta method ("The" RungeKutta method) with five-stages third-order estimator, denoted RK4(3)T in [7] , and to the same RungeKutta method but with an embedded second-order estimator (named in Russian mathematical tradition "Egorov control term" after Prof. Vsevolod A. Egorov [8] denoted RK4(2). They were used to solve the problem
in the interval t ∈ [0, 2π]. The general solution of (12) is x(t) = C 1 cos(αt) + C 2 sin(αt) + C 3 cos(βt) + C 4 sin(βt),
The effectiveness of any method depends on the algorithm of step-size control, and all the methods RKNS4(3)4F, RKNS4(3)(4,3)F and RK4(3)T , RK4(2) are of the same class of one-step methods. So all of them were realised with the similar algorithmic core. The new step-size was calculated as h new = 0.9 · h(tol/err) 1/(q+1) , where tol is the local error tolerance and err is the measured local error.
The problem was solved with different tolerance values so that the global error δ changed from 10 −6 to 10 −11.5 . All four methods showed the expected convergence, but it should be noted that the step-size control was more sensitive in case of RKNS4(3)4F and RKNS4(3)(4,3)F.
In the Table I the number of steps N h and the number of right-hand side calculations N G+Q over the whole interval [0, 2π] which provide the norm of global error δ are given. The results confirm theoretical expectations. The global error to right-hand side computations ratio show that for the 
has periodic solution with period t end [6] . Such orbits are often called "Arenstorf orbits". The initial value problem was solved up to t end with RKNS4(3)(4,3)F with ξ = η = 3 (in form (3)) and with RK4(3)T (in form (1)- (2)) and the deviation in the end from the initial value was measured, being used as a global error δ evaluation.
In the Figure 1 the global error to the number of steps ratio for both methods are presented. RKNS4(3)(4,3)F provides the same accuracy with fewer steps, and moreover takes fewer stages per step. This confirms, as it was expected by the construction, its better performance in comparison with classic Runge-Kutta schemes.
IV. CONCLUSION
The numeric tests confirm that methods exploiting special structure of ODE systems are more effective. Specially constructing them with different computational schemes for different parts of systems one can obtain the demanded convergence order and global error with fewer stages than with usual Runge-Kutta methods.
Direct implementation of such methods to systems of second-order equations keeps the mentioned effectiveness. Their field of application is wider than of known RungeKutta-Nyström methods.
