Many factors can overwhelm the searcher who is trying to retrieve images. Consequently, searching for images is still a problem for the majority of individuals, especially for images associated with text written in different languages unfamiliar to users. The purpose of this exploratory study was to investigate the factors affecting search behaviours of image users and to examine how individuals formulate their queries to retrieve museum object images indexed in different languages, using different search engines. This study also compared the search behaviours using different types of search engines to retrieve specific museum object images. It also highlighted how multilingual search functionalities are perceived and used when performing an image search task in a multilingual retrieval context. Thirty participants were randomly divided into three independent groups, each assigned to a different search engine. Each participant was asked to retrieve three images using both an all-purpose search engine and a specialized search engine. Once the retrieval of the images was completed, the participants filled out a questionnaire to provide feedback on the retrieval tasks they performed and information on their search behaviour when looking for Web images indexed in different languages. Multilingualism plays a strategic role in the quality and effectiveness of communication services offered on the Internet. Consequently, it is extremely important to make information available to the largest audience possible and to overcome language barriers by providing tools suited to the real and current needs of image searchers. The main contribution of this pilot study is to enhance the knowledge and understanding of image searching behaviour, in order to provide a basis for the modelling of a new search interface that takes into account the needs and expectations of real users.
Introduction
The growth of the Internet has highlighted the pressing need to develop tools for describing images in order to facilitate their retrieval. Images are found in most Web resources, including: personal pages, museum collections, digital libraries, commercial products and services catalogues, and government information. Many factors can overwhelm the searcher trying to retrieve images, including an overload of results, images that are indexed with a vocabulary that is too specialized for the average searcher, or search tools that offer well-designed functionalities but are not specifically adapted to current image search behaviour. Too frequently, the needs of the image searcher are overlooked.
Image indexing and retrieval techniques can be broadly divided into two classes, namely "content-based image retrieval" (CBIR) and "text-based" techniques. CBIR systems exploit the physical characteristics of the image (Tsai 2003) and do not involve the use of verbal language at any stage. Images are indexed with the values associated with certain parameters, such as colour, texture and form (Boudry & Agostini, 2004) . These characteristics, generally extracted automatically from image files, are said to be "low-level", as opposed to the so-called "high-level" indexing terms attributed following analysis of the image by a human indexer. Although in the last few years CBIR has evolved and emerged as a mature research effort in its own right, CBIR systems still have a number of imperfections and remain at the experimental stage (Jörgensen, 2003; Lin & Chen, 2008; Datta et al., 2008) . As a result, the text-based approach, which uses verbal language, remains the more common way to describe and retrieve images.
In cross-language image retrieval (CLIR), the language of the text used to annotate the images should not affect retrieval; that is, users should be able to formulate a query to search for images in their native language, making the target language transparent. Moreover, retrieving images is still a problem for the majority of individuals, especially for images associated with text written in languages foreign to users. Detailed observations of search behaviours in a variety of contexts are needed to obtain a heightened understanding of the cognitive aspects involved in image searching. Similarly, more research is needed to investigate different user communities and their unique requirements related to the types of images they use.
Understanding how and why people use visual information has many implications for both research and practice. In the discipline of museology, the perspective of the user has often been overlooked, yet at the same time there is a need for scientists to become proficient in the use of museological resources and to have the skills and knowledge to be able to effectively incorporate valuable information obtained from user behaviours into their research. For this to happen, it is essential to understand the users' perspective.
Related Studies -An Overview
The Web is a wonderful source for the image hunter, whether looking for illustrative material for a lecture or to enliven the pages of a learned journal, but finding what you want can be a bit of a hit-and-miss affair (Ménard, 2009) . Many difficulties tend to complicate the process. The first comes from the translation of the visual representation of an object into a textual description (Jansen, 2008) . Given the possibility of multiple interpretations of a visual resource (Turner, 1994) , there is a serious risk of ambiguity and error at this point. In other words, image searchers will not necessarily describe and search for an image with the same concepts or with the same words as the person providing the textual description. The second difficulty stems from the Internet's great linguistic diversity, which means that the text associated with an image is likely to be available in many different languages. Image searchers face a double challenge when searching for an image using a textual query. First, the query terms must correspond to the text associated with the image. Second, the language of the query must match the language of the text associated with the image. Consequently, the selection of appropriate indexing terms to describe images is critical for their proper retrieval.
Over the years, image indexing has been the focus of several key studies. Panofsky (1955) identified three levels of meaning in works of art: pre-iconography for the primary, or natural, subject matter; iconography for the secondary subject; and iconology for the intrinsic content of the work. Decades later, Markey (1988) applied these levels to the identification of themes or concepts illustrated in images. Shatford (1986) defined three groups of attributes: "specific of", "generic of" and "about", which correspond to the three classes in Panofsky's (1955) classification. In the same manner, Krause (1988) divided the information contained in an image into "hard indexing" (what can be observed in a picture) and "soft indexing" (subjective meaning and the personal response that it evokes). Layne (1994) suggested that an image could be both of and about something. Where "ofness" is mainly concrete and objective, "aboutness" is more abstract and subjective. The various types of attributes of images and the terms used to describe them have been the subject of several studies. Image indexing and retrieval have been studied extensively over the years in order to determine appropriate image access points (Turner, 1994 (Turner, , 1998 Armitage & Enser, 1997; Jörgensen, 1998 Jörgensen, , 2003 Markkula & Sormunen, 2000; Goodrum & Spink, 2001; Choi & Rasmussen, 2002 Enser, 2007; Greisdorf & O'Connor, 2008; Ménard, 2008) .
As noted in the work of several studies (Goodrum & Spink, 2001; Goodrum, Bejune & Siochi, 2003; Jörgensen & Jörgensen, 2005; Tjondronegoro & Spink, 2008) , there has been an evolution in the way queries are formulated in the image retrieval process. For example, queries consisting of a single term are less frequent than before. This transformation leads to a reassessment of the way in which the image must be searched and whether the search tools traditionally employed for image searching and browsing are well-suited to all types of images. The examination of the Web image searcher's behaviour, therefore, seems essential in order to improve retrieval systems. In the same way, it is crucial to continue the study of retrieval strategies of image searchers in order to establish better search tools that will be more appropriate to the needs and behaviours of image searchers.
Among the many types of images available on the Internet, "museum object images" occupy an important place in the user's search of the Web. "Museum object images" describes images that represent objects found in a museum and, by extension, on a museum website. Access to museum websites has been the focus of many studies (Müller, 2002; Cameron, 2003; Knell, 2003; Heman, Johnson & Ockuly, 2004; Marty, 2007) . A review of the literature, however, revealed one very important gap. Little is actually known about the search functionalities that support museum objects image retrieval in a multilingual retrieval context; that is, when the query language is different from the indexing language. Nevertheless, many museum organizations with a website presence recognize the need to offer their audiences multilingual content. The MINERVA (2006) project conducted a major survey to obtain an overview of the situation concerning language usage in cultural websites. The findings of this project highlighted the need for museums to be able to make this information available in different languages in order to reach more visitors coming from different countries. Many museums recognize the need not only to preserve local and national differences, but also to make information available in different languages in order to reach visitors from all origins. However, very few studies have actually been done to explore the image searcher's behaviour in the museum context.
Objectives
The first objective of this exploratory study was to investigate the factors affecting search behaviours of image users and to examine how individuals formulate their queries to retrieve museum object images indexed in different languages, using different search engines. This study also compared the search behaviours using different types of search engines to retrieve specific museum object images. The results of the first part of the study will be reported in our next publication. The second objective of this pilot study was to enhance the knowledge and understanding of image searching behaviour in general, in order to provide a basis for the modelling of a new search interface that takes into account the needs and expectations of real users. It also highlighted how multilingual search functionalities are perceived and used when performing an image search task in a multilingual retrieval context. The findings are presented in section 1.5.
Research Methodology

Sample of participants
For this research, non-probability sampling, where the elements of the population are chosen on the basis of their accessibility or by the personal judgment of the researcher, was used (Fortin, 1996) . With this type of sample, it is possible to both increase the usefulness of the information and limit the number of subjects (Contandriopoulos et al., 1990) . Moreover, it was a voluntary sample because each participant had to make an appointment to participate in the experiment.
In order to ascertain user behaviours and needs regarding multilingual access to museum object images, it was important to consult actual end-users. A sample of thirty participants was randomly divided into three independent groups, each assigned to a different search engine. For ethical considerations, participants were all at least 18 years of age. In addition, to ensure the homogeneity of the group of participants (Fortin, 1996) , and given the nature of the tasks to perform during the experiment, participants had no professional experience in a field involving image indexing and retrieval. Each participant had to meet these minimal inclusion criteria in order to be selected to perform the retrieval simulation. These criteria were used to control the bias that could have come from heterogeneous participants, although the sample size and too much homogeneity could limit the generalization of the statistical results to the single category of participants selected for the research (Fortin, Côté & Filion, 2006) . Participants were recruited through an advertisement displayed on the McGill University website. A monetary compensation of $20 was allocated to each respondent who was selected for the experiment. The retrieval simulation was conducted in a relatively short period between May 30 and June 12, 2009, to help prevent data contamination.
The sample comprised thirty participants (twenty-one women, eight men and one unidentified), divided into three age groups (twenty-one participants under twenty-six years of age, six participants between twenty-six and thirty-five years of age, and three participants between thirty-six and forty-five years of age). The participants mentioned that they generally used image retrieval functionalities for studying (twenty-one), for research (two), for leisure (twenty-two) and for work purposes (seven).
With regard to educational background, thirteen participants had a bachelor's degree as their highest level of education, seven had a master's degree, one had a professional diploma, six had a high school diploma, two had a college (CEGEP) diploma and one did not specify the type of diploma. The sample included a majority (twenty-five) who spoke English as a native language. The remainder included two French native speakers, one Arabic, one Mandarin and one Spanish. There were also three participants who specified that they had two mother tongues (French and English).
Images
Three different categories of images representing a different museum object were selected. From each category, one image was selected. Good quality images that illustrated a specific museum object were identified in order to simplify the image retrieval process. Finally, it was also verified that an image from each category was retrievable with each search tool used for the experiment.
Search Tools
Two types of search tools were used. First, the thirty participants all used Google Images, an all-purpose search engine, to perform the retrieval tasks. Then, the same thirty participants were randomly divided into three groups of ten participants each and assigned to a search tool specifically designed to provide access to digital images of museum objects: McCord Museum, Artefacts Canada and Europeana. These search tools offered the possibility of searching digitized collections of various types of images, including paintings and other objects of art, all in a digital format. These four tools (all-purpose and specialized) were also selected because they all provided multilingual search functionalities.
Data Collection
Initially, all participants were asked to formulate the best query they could to retrieve the exact images displayed using the Google Images search tool. For each image, each participant had five minutes, and then the next image to retrieve was shown to them. After completing the three retrieval tasks, the participants were asked to complete a survey on their general appreciation of the Google Images search tool. Then, each participant was randomly assigned to a second search engine (McCord Museum, Artefacts Canada or Europeana) and was invited to retrieve the same three images in the same order of presentation. After using the second search engine, the participants were again asked to complete a survey to provide their general comments about the search tool they used. Finally, the participants completed a questionnaire in which closed and open-ended questions were used to gather comments on the retrieval tasks they performed as well as general information on their search behaviours for Web images. The questionnaire contained three sections: (1) questions about their overall search habits and familiarity with Web searching and image retrieval; (2) questions pertainining to image search behaviours; and (3) demographic questions.
Findings and Discussion
Search habits and familiarity with Web searching and image retrieval All thirty participants included in the sample confirmed that they used the Internet on a daily basis. All participants specified that they looked for textual documents, twenty-one for sound recordings, twenty-seven for websites and nineteen for videos. Of the participants, eleven stated that they had never used an online photo management and sharing application (e.g. Flickr). Nearly half of the participants (fourteen) confirmed that they searched the Web for images on a weekly basis, two on a daily basis and seven on a monthly basis. In general, a majority of participants (seventeen) considered image searching to be unimportant or of little importance in their everyday lives. The majority of respondents (eighteen) considered that image searching was unimportant or of little importance for work purposes; however, the proportion of participants who considered image searching more important for leisure purposes (hobbies, travel) was slightly more significant.
In general, a majority of respondents (seventeen) felt moderately confident in their ability to use image search engines, while eight felt very confident. With regard to the level of satisfaction, a majority of participants (twenty-one) considered themselves very satisfied or satisfied with current image search engine resources. Concerning the languages used to formulate a query, all participants generally used the English language to search for images on the Web, eight used French, two used Spanish, one used German and one formulated queries in Mandarin. A majority of respondents (seventeen) considered it very important or important to be able to access images from different countries. Finally, as illustrated in Figure 1 , the sample of participants held various opinions on the importance of using the multilingual functionalities offered by search engines. 
Image search behaviours
Tasks and categories of image searches
Images can be retrieved and used in multiple contexts. In order to learn more about the role of images in their everyday lives, participants were asked to indicate for which tasks they found images to be useful. As illustrated in Figure 2 , the majority of respondents (eighteen) indicated that they considered images as a source for general information. Images were also useful for arts and crafts (nine) and work purposes (eight). Furthermore, images were useful for personal hobbies (five) and networking (five). Strangely, only one participant found images to be a significant element for commercial transactions. and images of new technologies dominated the searches, while images of objects to buy (one) and images related to travel and tourism (one) were rarely mentioned by the participants. 
Search engines, methods and relevance
When asked about the search engines they generally used to search for images, Google (including Google Images and Google Maps) was mentioned by the majority of the respondents (twenty-six), Yahoo came second (four) followed by Flickr (three).
Twelve respondents mentioned that they use other search engines but did not specify which ones (see Figure 4) . Respondents described how they usually search for images ( Figure 5 ). Keywords were used by the majority of participants (twenty-eight). Titles and names came in second place (seven). Surprisingly, only some respondents confirmed using advanced search functionalities when searching for images (five). Even if participants were non-experts, it was expected that Web searchers would try all possible functionalities available to help the retrieval. Concerning multilingual searches, the majority of participants (eighteen) did not use any functionality ( Figure 6 ). Nevertheless, in order to find images indexed in different languages, some participants (six) indicated that they formulated their queries in different languages. When asked which factors were important when selecting an image, a majority of participants (sixteen) indicated that visual recognition is the attribute they used most often. Other evaluation attributes mentioned by respondents varied and included: quality (eight), size and type (six), similarity (five), resolution (four) and colour (three) (Figure 7) . 
Search options and suggestions
When asked to identify which features of any image search engines they currently used were the most useful or impressed them the most when searching for images, the respondents mentioned many possibilities ( Figure 8) ; however, they did not reach a consensus regarding any one feature. Finally, the participants also suggested other options or functions that could be useful for them when searching for images, in addition to what they currently use. Once again, however, participants were significantly divided on which functionalities could enhance image retrieval (Figure 9 ). Once the retrieval tasks were completed, the participants were asked to evaluate the search engine they used. To the affirmation: "In general, it is easy to retrieve the exact images", seventy percent of the participants who used the Google or McCord Museum search engine strongly agreed or agreed. The majority of participants who used Artefacts Canada, however, either disagreed or strongly disagreed with this affirmation, and ninety percent of the participants who used Europeana strongly disagreed.
In terms of efficiency, participants were asked to evaluate to what extent they were able to complete the image retrievals tasks in a short period of time and with minimal effort. According to this evaluation, eighty percent of the participants who used Europeana disagreed or strongly disagreed with the statement: "I was able to complete the retrieval tasks in a short time", whereas only sixty percent of the participants who used the other search engines disagreed or strongly disagreed with this statement.
With regard to the effort required to complete the retrieval tasks, forty percent of the participants who used the McCord Museum search engine agreed with the affirmation of being able to complete their retrieval tasks with minimal effort; however, a majority of the participants who used the three other search engines disagreed or strongly disagreed with this affirmation. Finally, in terms of overall satisfaction, ninety percent of the participants who used the McCord Museum search engine agreed or strongly agreed with the affirmation of being satisfied with the images they retrieved, whereas ninety percent of the participants who used Europeana disagreed or strongly disagreed with this affirmation.
General Search Functionalities
Google Images
The respondents who performed the retrieval tasks were also surveyed about the search functionalities offered by the search engines they used. Among the functionalities available in Google Images, the majority of participants used the "Search by content", while other functionalities were not really used by the majority. In addition, most participants did not use the multilingual search functionalities accessible in this search engine. The respondents also mentioned that a few options were helpful in their retrieval tasks: for example, the possibility to change, add or subtract various amounts of detail from descriptions of the image. Moreover, a majority of participants considered Google Images accessible, easy to learn and relatively quick to process. Another advantage highlighted by several participants was the larger number of search results obtained.
The respondents also described the problems they encountered when searching with Google Images. For example, the respondents noticed that if they typed in only a few keywords, the results were too broad, resulting in too many different images to look through. The participants also noticed that there was a lot of noise in the displayed results, which meant that they needed to sort large amounts of results, including completely unrelated images.
When asked about the limitations of the search engine, the participants underlined the fact that they often failed to accurately describe the image to be retrieved, resulting from their own lack of knowledge about the depicted objects. In other words, the fact that the participants did not necessarily know the objects illustrated led to uncertainty about how to formulate the appropriate search words or a more specific query to retrieve them. A majority of participants could not find the words to name or describe the images they were looking for in order to differentiate these images from the images displayed. A few participants also mentioned that the possibility of searching for images or refining search queries using shape-and colour-based characteristics could be useful.
Artefacts Canada
The functionalities used most often with Artefacts Canada to perform the retrieval tasks were "Keywords," "Name of object" and "Subject of object." Other search functionalities offered by Artefacts Canada were ignored by the majority of participants and respondents mentioned that they did not use the multilingual search options. The majority of participants agreed that "Name of object" and "Material of object" were the two most useful search options.
When asked about the benefits offered by Artefacts Canada, a majority of participants observed that this search engine could be useful for people who already knew details about the artefacts and would be a good choice for those who knew the exact image they were looking for or the details of what they were looking for. A few participants also emphasized that Artefacts Canada offers enough search possibilities to make it relatively easy to find them. Finally, a majority of users mentioned that the many different ways of searching for specific images with various predetermined categories forced them to think outside the regular constraints of search tools.
With regard to the limitations, a majority of participants underlined the difficulty of guessing the period, the maker or the place of origin of the image to be searched. This lack of knowledge about the objects to be searched limited their ability to use some search criteria, such as origin, period, use, technique, material, artist and so forth. In other words, the lack of information about the image to be searched was frustrating for the users who had the impression that they were not able to explicitly and adequately describe the image to be searched in order to meet the detailed search engine filters offered by Artefacts Canada. As a conclusion, a few participants observed that a "colour" function would be more useful because it would involve less guesswork than search criteria such as "period" or "maker."
McCord Museum
Among the various search options offered by the McCord Museum search engine, a majority of users mentioned the following: "Name of object," "Title" and "Place." Other functionalities were not really used by the majority of participants. Once again, the multilingual search functionalities available were not used by the majority of respondents.
With regard to search functionalities considered useful, a majority of respondents observed that most search options are detailed and relevant to the image search. The participants also mentioned that searching for the name of the object was useful because the museum only had a limited number of each type of object. A few participants felt that the collection of the McCord Museum is so small that it is not that difficult to find specific objects. Finally, the majority of participants observed that this search engine is easy to use and very helpful for performing image search retrieval. Nevertheless, a few participants indicated that they felt that there were too many categories to choose from, some of them being too precise for someone who did not know exactly how to describe the objects he or she was looking for. Some participants also had the impression that the predetermined categories were too precise to be useful.
Europeana
The majority of participants who performed the retrieval tasks using Europeana mentioned that they used the option "by field" and did not really use the other search functionalities. With regard to multilingual search functionalities, the possibility of searching "by language" or "by country" or using a search interface in different languages was infrequently used by the respondents; however, the respondents who performed their retrieval tasks using the language function noted that it did help narrow their searches. A few participants commented that the possibility of searching with "European artwork by artist" was a good advantage offered by the engine. The possibility to narrow their queries with a historic period was also considered a useful functionality by a few participants. In terms of problems, the respondents identified a few flaws with this particular search engine. For example, a majority of participants mentioned that the advanced search always turned up either no results or irrelevant results. In many cases, the participants noted that images did not correspond to their search queries, even those considered to be simple queries. Moreover, the participants were not really able to identify a solution to the lack of results they obtained, leading them to think that the results provided by this search engine were fairly limited.
Conclusion and future research
The impetus for this study came from various yet interrelated research directions with long histories in the information science domain. Different theories of indexing relate to concepts such as "aboutness" or subject in various ways, while other theories of indexing relate differently to theories of meaning, language and interpretation. This exploratory project sought to meet the numerous challenges of interaction between information systems and individuals based on a paradigm that integrates technological and social aspects.
The contribution of this research is a stepping stone for the design of browsing interfaces for large collections of images representing museum objects and possibly other multimedia documents. Current practices in designing these interfaces and tools are uncoordinated, and no common frameworks exist. An established framework would contribute to design efforts immensely and help many groups of museum object images searchers to browse and search for images, since an appropriately designed interface could be critical to their success in finding the needed images.
One of the main findings of our exploratory study revealed that, even when multilingual functionalities are offered by search engines, the image searchers do not have a natural tendency to use these to search for images or even to enhance the results they obtained with a monolingual query. More research is needed to produce hard evidence of the factors that impede users from being entirely successful when searching for images in a multilingual context. The goal of future research is to develop a search interface based on the results of the present pilot study. This new search interface is intended to be an innovative and powerful tool for use by image searchers who are looking for all kinds of images, including artistic images (museum objects, famous works), documentary images related to a specific area (sports news, medical imaging and so on) and ordinary images (i.e., non-artistic images that occupy an important place in users' searches on the Web). Based on the preliminary results of this study on the search behaviours of image users and the comments received from participants, the proposed search interface will also take into account the following fundamentals: consistency of elements and style, clear and flexible navigation process, logical grouping of functionalities and prioritization of visual elements. Finally, the design of the new interface will involve the identification of the characteristics and functionalities available for image retrieval, using an exhaustive survey of existing search interfaces and similar tools for image retrieval. The search interface will seek to be as transparent as possible in order to maximize image retrieval task completion and minimize interfering factors, such as unnecessary interface complexity or performance. The number of search functionalities, as well as the depth of the general structure of the interface, will be kept to a minimum in order to avoid frustration and increase the degree of satisfaction of the eventual users. As a result, the search interface will be organized into a coherent structure that takes the everyday user into account.
The search interface and the selected search functionalities will be simultaneously modelled in French and English. The search interface resulting at this stage will include essential functionalities necessary to conduct a large variety of image retrieval tasks. These functionalities will aim to increase the effectiveness and the efficiency of user browsing and searching. The functionalities will also offer the appropriate level of granularity in order to improve searches. Moreover, the bilingual search interface will constitute a definite benefit for image searchers who are not very familiar with images indexed in English, which is still the dominant language of the Web, by giving them the possibility to easily access visual resources, such as works of art, architecture, material culture, archival materials or visual surrogates. Multilingualism plays a strategic role in the quality and effectiveness of communication services offered on the Internet. Consequently, it is of significant importance to make information available to the largest audience possible and to overcome language barriers by providing tools suited to real and current needs of image searchers.
