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0. Introduction
In combinatorial topology a polyhedron is deﬁned as a topological space X which is homeomorphic with the space |K | of
some abstract simplicial complex K . A homeomorphism θ : |K | → X is termed a triangulation of X . Every second countable
Hausdorff C1-manifold (possibly with boundary) is a polyhedron [41], see also [33, Theorem 10.6]. A Riemannian polyhedron
is obtained from a homogeneously m-dimensional polyhedron X = θ(|K |) with θ locally bi-Lipschitz, by giving each m-
simplex θ(|s|), s ∈ K , a Riemannian metric gs , cf. [8, Chapter 4].
A class of locally compact Riemannian polyhedra of nonpositive curvature in the sense of A.D. Alexandrov were used by
Gromov and Schoen [22] as co-domain for (generalized) harmonic maps from a smooth Riemannian manifold. In [8], Eells
and the present author allowed the domain as well to be polyhedral. While keeping the polyhedral domain in follow-up
work [13–20] and in Mese [29,30] and Daskalopoulos and Mese [5], the co-domain was replaced still more generally by
a geodesic space of nonpositive (or at least upper bounded) Alexandrov curvature. Works of Jäger and Kaul [26], Jost [27],
Korevaar and Schoen [28], and Serbinowski [37], were instrumental in this development. For a survey, see [18].
For a Riemannian polyhedron to serve as domain for harmonic maps (or just for harmonic functions) the polyhedron
must be locally compact, and admissible in a sense going back to White [39, §2] and Chen [4, §2], and adopted in [8] and
subsequent work quoted above. This concept of an admissible polyhedron (see Section 6 below) is a local one, extending
that of a normal pseudomanifold by permitting branching. For the need of admissibility in potential theory on Riemannian
polyhedra, see for example [8, Examples 8.2, 8.3]. Among the examples of admissible Riemannian polyhedra discussed in [8,
Chapter 8] are the following normal pseudomanifolds:
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• Riemannian joins of Riemannian manifolds.
• Conical singular Riemannian spaces.
• Normal complex analytic spaces with singularities, e.g. the zero set of a holomorphic function of one or more complex
variables.
A simple geometric example of an admissible Riemannian polyhedron (without boundary) which is not a pseudomanifold
is produced by attaching a ﬂat n-ball along an equatorial (n − 1)-sphere of the standard Euclidean n-sphere (n 1).
The aim of the present paper is to establish with detailed proofs various properties of polyhedra (not required to be
locally compact), in particular of admissible polyhedra. These properties seem to be diﬃcult to locate in the literature, but
they were applied extensively in [8,13–20], and stated in [8] without proof or reference.
Theorem 1 asserts that every open subset of a polyhedron is a polyhedron. This is crucial for the theory of locally deﬁned
harmonic maps with polyhedral domain. A quite brief indication of proof was given by Spanier [38, p. 149] for the case
of a compact polyhedron. The proof uses a theorem of Whitehead [40, Theorem 35], according to which every simplicial
complex K admits subdivisions ﬁner than any prescribed open cover of |K |. It seems that a different proof of Theorem 1
for compact polyhedra can be extracted from [34, §2].
Theorem 2 asserts that admissibility of a homogeneously m-dimensional polyhedron amounts to the property that closed
sets of topological dimension m − 2 do not locally separate the space. It follows that admissibility of polyhedra is a topo-
logically invariant property. In combination with Theorem 1 this shows that every open subset of an admissible polyhedron is an
admissible polyhedron. Furthermore, a pseudomanifold, or circuit, in the sense of Goresky and MacPherson [21] and Haeﬂiger
[25] (possibly with boundary) is normal if and only if it is admissible (Theorem 3). Finally, we recover the characterization
of normal pseudomanifolds obtained by Edmonds and Fintushel [7] and in [21] (see the present Theorem 4).
The results obtained will be formulated in terms of (abstract) simplicial complexes, rather than the equivalent setting of
polyhedra, see however Remark 5 at the end. Notation and terminology is mostly adopted from [38].
We close by brieﬂy describing four key results (proved elsewhere) from the theory of harmonic functions/maps deﬁned
on admissible Riemannian polyhedra (Section 4).
1. Simplicial complexes
We recall some basic notions and results on (abstract) simplicial complexes, as in [38].
Deﬁnition 1. (Cf. e.g. [38, p. 108].) A simplicial complex K is a set of ﬁnite nonempty subsets, called simplexes, of a given set
K such that every nonempty subset of a simplex is a simplex. The elements of a simplex are called vertices. The set of all
vertices of (simplexes of) K is denoted by K 0.
For q ∈ N0 (the non-negative integers), a simplex s having exactly q + 1 vertices is called a q-simplex, and is said to
have dimension dim s = q. A 0-simplex {v} is identiﬁed with its single vertex v . The dimension of a simplicial complex K is
deﬁned by dim K = sup{dim s: s ∈ K } (∞), and we write dim K = −1 if K = ∅. A simplicial complex K = ∅ is said to be
homogeneously m-dimensional (m ∈ N0) if every simplex of K is a face of some m-simplex (hence dim K =m).
A simplex s′ which is a subset of a simplex s is called a face of s. If moreover s′ = s, s′ is called a proper face of s.
A subcomplex L of a simplicial complex K is a set of simplexes of K such that L is a simplicial complex; clearly, this is
the case if and only if every simplex of K which is a face of some simplex of L, is itself a simplex of L, cf. [38, p. 110].
Every nonempty set A ⊂ K generates a subcomplex of K consisting of all simplexes of K belonging to A, and of their faces.
If s is a simplex of K , the set of all faces, resp. proper faces, of s is a subcomplex of K denoted s¯, resp. s˙.
For q ∈ N0 the q-skeleton Kq of a simplicial complex K is deﬁned to be the subcomplex consisting of all simplexes s of
K with dim s q. (For q = 0 this notation agrees with our notation K 0 for the set of all vertices of K .)
The boundary K˙ of a homogeneously m-dimensional simplicial complex K with m  1 is deﬁned as the subcomplex of
K generated by the set of (m − 1)-simplexes which are faces of exactly one m-simplex. (If K˙ = ∅ we say that K is without
boundary.)
Deﬁnition 2. (Cf. [38, Example 7 (p. 109)].) The join K1 ∗ K2 of two simplicial complexes K1 and K2 is the simplicial complex
deﬁned by
K1 ∗ K2 = (K1 ∨ K2) ∪ {s1 ∨ s2: s1 ∈ K1, s2 ∈ K2},
where ∨ denotes disjoint union.
(If we had allowed ∅ as a simplex we could simply have written K1 ∗ K2 = {s1 ∨ s2: s1 ∈ K1, s2 ∈ K2}.)
Deﬁnition 3. (Cf. [38, p. 110 f.].) Given a nonempty simplicial complex K , let |K | denote the set of all functions α : K 0 →
[0,1] such that
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(b) For any α,
∑
v∈K 0 α(v) = 1.
If K = ∅ we deﬁne |K | = ∅. The number α(v) is called the vth barycentric coordinate of α. The (barycentric) metric d on
|K | is deﬁned by
d(α,β) =
√∑
v∈K 0
[
α(v) − β(v)]2, α,β ∈ |K |.
The topology on |K | deﬁned by this metric d is called the metric topology, and the set |K | with the metric topology is
denoted by |K |d .
For a single q-simplex s, the space |s¯| may also be denoted simply by |s|, and is called a closed simplex. The metric
topology on |s| equals the Euclidean topology on |s| when |s| is identiﬁed for example with the standard geometric simplex
in Rq+1 via the mapping α → (α(v))v∈s .
For any simplex s ∈ K the (relatively) open simplex 〈s〉 is deﬁned by
〈s〉 = |s| \ |s˙| = {α ∈ |K |: α(v) = 0 ⇔ v ∈ s},
cf. [38, p. 112]. Every point α ∈ |K | belongs to the unique open simplex 〈s〉 where s = {v ∈ K 0: α(v) = 0}. The open
simplexes 〈s〉 therefore constitute a partition of |K |. In particular, the open faces of a single simplex s form a partition of |s|.
If A is a nonempty subset of some closed simplex of K , there is a unique smallest simplex s of K such that A ⊂ |s|. This
smallest simplex s is called the carrier of A in K . In particular, any point α (that is, any one-point subset {α}) of |K | has as
its carrier the unique simplex s such that α ∈ 〈s〉.
For a simplicial complex K the subsets A of |K | such that A∩ |s| is open in |s|d for every s ∈ K deﬁnes the weak topology
on |K | (termed the coherent topology in [38]). When given the weak topology, |K | is called the space of K , and |K | shall
also denote this topological space; it is a normal Hausdorff space, cf. [38, Theorem 17 (p. 111 f.)]. As mentioned there, the
proof that |K | is normal adapts to establish directly that |K | is even perfectly normal, see Remark 1 and Lemma 1 below
(to be used in the proof of Theorem 1).
Remark 1. Recall that a topological space X is called perfectly normal if X is normal and every closed set A ⊂ X is a countable
intersection of open sets An . In particular, every metric space (X,d) is perfectly normal (take An = {x ∈ X: d(x, A) < 1/n}).
In order that a Hausdorff space X be perfectly normal it is necessary and suﬃcient that either of the following equivalent
conditions (i) or (ii) holds for every closed set A ⊂ X :
(i) There exists a continuous function g : X → R such that g−1(0) = A.
(ii) Every continuous function f : A → [0,1] has a continuous extension F to all of X such that 0 < F (x) < 1 for x ∈ X \ A.
For (i) see e.g. [10, 1.5.19(iii)]. Condition (ii) is presumably well known, though not included in [10]. For the suﬃciency
of (ii) take f = 0 (in A), and use F as g in (i). For necessity of (ii), the Tietze–Urysohn Theorem [10, 2.1.8] produces a
continuous extension F0 : X → [0,1] of f . With g from (i) it therefore suﬃces to take F = (F0 + 12 |g|)/(1+ |g|).
Lemma 1. The space |K | of a simplicial complex K is perfectly normal.
Proof. Consider a continuous function f : A → [0,1], A closed in |K |. In view of (ii) in Remark 1 we shall ﬁnd a continuous
extension F : |K | → [0,1] of f such that 0 < F < 1 in X \ A. By a version of the deﬁnition of the weak topology, cf. [38,
Theorem 15 (p. 111)], it is suﬃcient (and necessary) to ﬁnd an indexed family of continuous functions { f s : |s| → [0,1],
s ∈ K } such that:
(a) if s′ ∈ s˙ (that is, if s′ is a proper face of s) then f s||s′| = f s′ ,
(b) f s|(A ∩ |s|) = f |(A ∩ |s|),
(c) f s|(|s| \ A) has its values in ]0,1[ .
For with such a family ( f s) at hand we may deﬁne F (x) = f s(x) for any x ∈ |K | and any simplex s of K such that x ∈ |s|.
This deﬁnition of F is meaningful, for if t denotes another simplex of K such that x ∈ |t| then s′ := s ∩ t is a common face
of s and t; and even if s′ = s we have f s = f s′ on |s′| = |s| ∩ |t| according to (a), and similarly ft = f s′ on |s′|.
We proceed to construct a family ( f s) as stated. If s is a 0-simplex then |s| is a single point of |K |, and either |s| ∈ A,
in which case we deﬁne f s = f (|s|), or else |s| /∈ A, in which case we deﬁne f s = 1/2. In either case, (a) is void, and (b)
and (c) obviously hold. Proceeding by induction with respect to dimension, let an integer q > 0 be given. Assume that
f s : |s| → [0,1] is deﬁned and continuous for all simplexes s with dim s < q, and that f s satisﬁes conditions (a)–(c). Given a
q-simplex s, deﬁne As = |s˙| ∪ (A ∩ |s|) (closed in |s|) and f ′s : |s˙| ∪ (A ∩ |s|) → [0,1] by the conditions:
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(b′) f ′s |(A ∩ |s|) = f |(A ∩ |s|) (well deﬁned because A ∩ |s| ⊂ A).
This deﬁnition is meaningful since |s˙| =⋃s′∈s˙ |s′| ⊂ |s| and since f s′ |(A∩|s′|) = f |(A∩|s′|) in the set |s′|∩ (A∩|s|) = A∩|s′|;
this follows from (b) which applies with s replaced by s′ in view of the induction hypothesis because dim s′ < q. For the
same reason it follows from (a′), (b′) that f ′s |As is continuous and has its values in [0,1], along with f s′ and f . For s′ ∈ s˙
we have by (a′)
(c′) f ′s |(|s′| \ A) = f s′ |(|s′| \ A) has its values in ]0,1[,
according to (c), again with s replaced by s′ . Because |s| is metrizable and hence perfectly normal it therefore follows from
the necessity of (ii) in Remark 1 (now with X, A, f replaced by |s|, As, f ′s ) that f ′s : As → [0,1] extends to a continuous
function f s : |s| → [0,1] such that 0 < f s(x) < 1 for x ∈ |s| \ As . Furthermore, f s satisﬁes (a), (b) according to (a′), (b′). Finally,
f s satisﬁes (c) since f s(x) = f ′s(x) = f s′ (x) ∈ ]0,1[ by (c′) for x ∈ |s˙| \ A (⊂ As), and since x ∈ |s| \ As for x ∈ (|s| \ |s˙|) \ A. 
The weak topology on |K | is weaker than the metric topology. The two topologies are identical if and only if K is locally
ﬁnite (that is, every vertex of K belongs to only ﬁnitely many simplexes), or equivalently: if and only if |K | is locally compact,
cf. [38, Theorem 8 (p. 119)].
The (open) star stσ = stK σ of a simplex σ of K is deﬁned as
stσ = {α ∈ |K |: α(v) = 0 for every v ∈ σ }= ⋃
s∈K
{〈s〉: s ⊃ σ},
cf. [38, p. 114] for the case where σ is a single vertex. For the latter equation, suppose ﬁrst that α ∈ stσ ; then the simplex
s := {v ∈ K 0: α(v) = 0} (cf. Deﬁnition 3(a)) contains σ , and clearly α ∈ 〈s〉. Conversely, for any α ∈ 〈s〉 with s ⊃ σ we have,
in particular, α(v) = 0 for any v ∈ σ (⊂ s); and so α ∈ stσ .
Because α → α(v) is a continuous function on |K |d for each v ∈ K 0, stσ is open in |K |d , and hence also in |K | endowed
with the weak topology. The stars of all the vertices of K therefore form an open cover of |K |.
For brevity, denote by K (σ ) the subcomplex of K generated by {s ∈ K : s ⊃ σ }. We then have∣∣K (σ )∣∣= ⋃
s∈K
{|s|: s ⊃ σ}= stK σ ; (1)
this is the closure of stσ (in either topology), and is termed a closed star. For the latter equation, let y ∈ stσ and denote
by τ the carrier of y. Then stσ ∩ stτ = ∅, and there is therefore a simplex s such that σ ,τ ⊂ s, hence y ∈ |τ | ⊂ |s|.
Conversely, every point y ∈ |s| is in the closure of 〈s〉 and hence of stσ ⊃ 〈s〉.
The link lkσ = lkK σ of a simplex σ of K is deﬁned to be
lkσ = {τ ∈ K : σ ∩ τ = ∅ and σ ∪ τ ∈ K }.
With reference to (1) we clearly have
K (σ ) = σ¯ ∗ lkσ . (2)
For simplicial complexes K and L, a map ϕ : |L| → |K | is said to be (piecewise) linear if the restriction of ϕ to the space
|t| of any simplex t of L is an aﬃne-linear map into the space |s| of some simplex s of K , depending on t .
For a subcomplex L of a simplicial complex K there is a linear homeomorphism ϕ of |L| onto its image in |K | deﬁned
by (
ϕ(α)
)
(v) =
{
α(v) for v ∈ L0,
0 for v ∈ K 0 \ L0,
for every α ∈ |L|. Thus ϕ(|L|) = {α ∈ |K |: α(v) = 0 for v ∈ K 0 \ L0}. We identify |L| with this closed subset of |K |. In
particular, |Kq| ⊂ |K | for any q ∈ N0. Furthermore, |K | =⋃{|s|: s ∈ K }. Indeed, for s ∈ K , s¯ is a subcomplex of K , and hence
|s| = |s¯| ⊂ |K |. Conversely, every α ∈ |K | belongs to the space of the particular simplex of K from Deﬁnition 3(a).
Deﬁnition 4. (Cf. [38, p. 121].) A subdivision of a simplicial complex K is a simplicial complex K ′ such that
(a) The vertices of K ′ are points of |K |.
(b) For every simplex s′ of K ′ there is at least one simplex s of K such that s′ ⊂ |s| (that is, s′ is a ﬁnite nonempty subset
of |s|).
(c) The linear map |K ′| → |K | which takes each vertex of K ′ to the corresponding point of |K | is a homeomorphism.
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and (b), condition (c) may be replaced equivalently by the following requirement, cf. [38, Theorem 4 (p. 122)]:
(c′) For any simplex s of K the family {〈s′〉: s′ ∈ K ′, 〈s′〉 ⊂ 〈s〉} is a ﬁnite partition of 〈s〉.
A subdivision K ′ of K induces on each subcomplex L of K a unique subdivision L′ of L, and we denote L′ = K ′|L, cf. [38,
Corollary 5 (p. 122)]. Any subdivision of a subdivision of K is clearly a subdivision of K . The following well-known lemma
(stated, but not proven in [38]) will not be used in this paper.
Lemma 2. If K ′ and K ′′ are subdivisions of a simplicial complex K , there exists a subdivision K ′′′ of K which is a subdivision of K ′ and
of K ′′ .
Proof. Consider a simplex s ∈ K and simplexes s′ ∈ K ′ , s′′ ∈ K ′′ , such that 〈s′〉 ⊂ 〈s〉, 〈s′′〉 ⊂ 〈s〉 and 〈s′〉 ∩ 〈s′′〉 = ∅. Embed 〈s〉
and hence 〈s′〉, 〈s′′〉 in an Euclidean space E with origin 0 ∈ 〈s′〉 ∩ 〈s′′〉. Because 〈s′〉 and 〈s′′〉 are convex and contain 0 their
linear spans in E are F ′ = R+〈s′〉 and F ′′ = R+〈s′′〉, and similarly F := F ′ ∩ F ′′ = R+(〈s′〉 ∩ 〈s′′〉).
An open halfspace H ′ of F ′ containing 0 has the form H ′ = {x ∈ F ′: f ′(x) < 1} for a certain linear form f ′ on F ′ . Because
g′ := f ′|F is a linear form (possibly 0) on F , H ′ ∩ F = {x ∈ F : g′(x) < 1} is an open halfspace of F (possibly the whole
of F ). Similarly for an open halfspace H ′′ of F ′′ . Because 〈s′〉, resp. 〈s′′〉, is a ﬁnite intersection of open halfspaces like H ′ ,
resp. H ′′ , 〈s′〉 ∩ 〈s′′〉 = (〈s′〉 ∩ F )∩ (〈s′′〉 ∩ F ) is a ﬁnite intersection of open halfspaces of F . The closure P of 〈s′〉 ∩ 〈s′′〉 is the
ﬁnite intersection of the corresponding closed halfspaces of F . Being moreover bounded and nonvoid, P is a (closed) convex
polytope in F , cf. e.g. [3, Theorem 9.2]; and P spans F linearly because 〈s′〉 ∩ 〈s′′〉 does so. In other words, P is a cell in F ;
furthermore, 〈s′〉 ∩ 〈s′′〉 is the interior 〈P 〉 of P relative to F .
According to (c′) following Deﬁnition 4 the above open simplexes 〈s′〉 with s′ ∈ K ′ and 〈s′〉 ⊂ 〈s〉 constitute a ﬁnite
partition of 〈s〉, and similarly for K ′′ . Those 〈s′〉 ∩ 〈s′′〉 which are nonvoid therefore likewise constitute a ﬁnite partition
of 〈s〉. And each 〈P 〉 = 〈s′〉 ∩ 〈s′′〉 admits a ﬁnite partition into open simplexes 〈s′′′〉 without introducing new vertices, cf.,
e.g., [34, Proposition 2.9]. Altogether we have obtained a ﬁnite partition of 〈s〉 into open simplexes 〈s′′′〉.
When s ranges over K the open simplexes 〈s〉 constitute a partition of |K |, cf. [38, p. 112]. Consequently, we have
a partition of |K | into open simplexes 〈s′′′〉 ⊂ 〈s′〉 ∩ 〈s′′〉, and thereby a simplicial subdivision K ′′′ of K . Similarly, K ′′′ is
a simplicial subdivision of K ′ and of K ′′ . 
Remark 2. For a long time it was an open question whether the analogue of Lemma 2 for polyhedra holds. The so-called
Hauptvermutung stated that any two triangulations of an arbitrary polyhedron have a common subdivision, cf. e.g. [1, p. 152
(top)]. This conjecture, however, was proved false in 1961 by Milnor [31], who constructed a counterexample in any dimen-
sion  6.1
The following lemma involving closed stars is a slight extension of a theorem of Whitehead [40, Theorem 35 (p. 317)] for
open stars:
Lemma 3. Let K denote a simplicial complex and V an open cover of the space |K |. Then K has a subdivision K ′ such that, for any
vertex v ′ of K ′ , the closed star stK ′ v ′ is a subset of some set V ∈ V .
Proof. Every point x ∈ |K | is contained in some V ∈ V . Because |K | is a regular Hausdorff space, x belongs to an open
subset W of X with closure W ⊂ V . The family W of all such sets W for all points x ∈ |K | and all sets V ∈ V containing x,
is an open cover of |K |. By Whitehead’s theorem, K has a subdivision K ′ in which every vertex v ′ has stK ′ v ′ ⊂ W for some
W ∈ W , and hence stK ′ v ′ ⊂ W ⊂ V for some V ∈ V . 
Lemma 4. Let K denote a simplicial complex. Given a point w of |K | and a neighbourhood V of w in |K |, there exists a subdivision K ′
of K such that w is a vertex of K ′ and that stK ′ w ⊂ V .
Proof. Denote by σ the carrier of w in K . Then σ˜ := σ˙ ∗ w (with w viewed as a one-vertex complex {w}) is a subdivision
of σ¯ , and K˜ := σ˜ ∗ lkσ is therefore a subdivision of K = σ¯ ∗ lkσ (see (2)) having w as a new vertex. Choose a closed
neighbourhood W ⊂ V of w; then V and |K | \ W form an open cover of |K |. Denote by K ′ a corresponding subdivision
of K˜ according to Lemma 3; then w remains a vertex of K ′ , and stK ′ w is a subset of V because w /∈ |K | \ W . 
Corollary 1. |K | is locally pathconnected. In particular, every connected open subset of |K | is pathconnected.
1 In [8, p. 44 (mid)] the Hauptvermutung is regrettably stated as true (without explanation, but also without consequences).
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Indeed, stK ′ w from Lemma 4 is starshaped with respect to w and hence pathconnected. For the second assertion, cf.
[38, p. 65].
By a further application of Lemma 3 we shall establish the following theorem according to which every open subspace of a
polyhedron is a polyhedron. As an illustration (Fig. 0) we borrow from [25, p. 2] a picture of a triangulation of the open upper
halfplane of R2 obtained from a standard triangulation of the closed upper halfplane by subdividing the simplexes suitably
close to the X-axis.
Theorem 1. (Cf. [38, Exercise A3 (p. 149)].) Let K denote a simplicial complex, and let U be an open subset of |K |. There exist a sim-
plicial complex L and a homeomorphism ϕ : |L| → U (as a topological subspace of |K |) such that, for any simplex t of L, ϕ maps |t|
linearly into |s| (⊂ |K |) for some simplex s of K .
Proof. According to Lemma 1 (and Remark 1) the closed set |K | \ U is the intersection of a sequence of open sets Vn ⊂ |K |.
We take V0 = |K |. Essentially as indicated in [38, Exercise A3 (p. 149)] (where K is compact) we shall deﬁne recursively
subdivisions Kn of K such that the following conditions (an) and (bn) are fulﬁlled for all n ∈ N0:
(an) For every simplex s of Kn , |s| is a subset of U or Vn (or both).
(bn) If n 1 then Kn is a subdivision of Kn−1, and every simplex s of Kn−1 with |s| ⊂ U is a simplex of Kn .
Suppose for a while that such a sequence (Kn) has been constructed. Denote by Ln the set of simplexes of Kn such
that |s| ⊂ U . Clearly, Ln is a subcomplex of Kn . For any n  1, Ln−1 is a subcomplex of Ln , and the union L =⋃n∈N0 Ln is
therefore a simplicial complex with each Ln as a subcomplex. The linear homeomorphism ϕ of |L| onto its image in |K |
is obtained via the linear topological identiﬁcations mentioned above in connection with (the space of) a subcomplex or
subdivision. Thus
|Ln| ⊂ |Kn| = |K | and |Ln| ⊂ U .
Furthermore,
|L| ⊂
⋃
n∈N0
|Ln| (⊂ U ).
Indeed, for any α ∈ |L|, the set {v ∈ L0: α(v) > 0} is a simplex of L by Deﬁnition 3(a), hence of some Lp ; and since Lp is a
subcomplex of L (as noted above), we have identiﬁed α with its restriction to Lp , so α ∈ |Lp| ⊂⋃n |Ln|. For the proof that|L| =⋃n |Ln| = U it remains to show that
U ⊂
⋃
n∈N0
|Ln| ⊂ |L|.
For the latter relation it was noted above that Ln is a subcomplex of L, and so |Ln| ⊂ |L|. To see that, in fact, U is covered
by the subsets |Ln| of U , suppose that, on the contrary, there exists a point x ∈ U such that x /∈ |Ln| for all n ∈ N0. Because
x ∈ |K | = |Kn|, we would then have x ∈ |Kn| \ |Ln| for all n ∈ N0. The carrier sn of x in |Kn| satisﬁes |sn| ⊂ Vn by (an) because
x /∈ |Ln|, and hence sn is not a simplex of Ln , that is, |sn| ⊂ U , by deﬁnition of Ln . Consequently, x ∈⋂n |sn| ⊂⋂n Vn = |K |\U ,
a contradiction.
Thus it remains to construct recursively subdivisions Kn of K satisfying (an) and (bn). Deﬁne K0 = K . Given n 1, suppose
that we have constructed subdivisions Kp of K for all 0 p < n so that (ap) and (bp) hold; this is true for n = 1, hence p = 0,
because V0 = |K | and (b0) is void. It remains to construct a subdivision Kn of Kn−1 so that (an) and (bn) hold. This will be done
by recursion with respect to dimension.
For q ∈ N0 denote by Kqn the q-skeleton of Kn . Suppose for some q 1 that we have constructed a subdivision Kn,q−1 of
the (q − 1)-skeleton Kq−1 of Kn−1 so that (an) and (bn) hold with Kn , Kn−1 replaced by Kn,q−1, Kq−1. This is true for q = 1n−1 n−1
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because U ∪ Vn = |K | and because a 0-dimensional complex (in this case K 0n−1) admits no proper subdivision, and so the
only possibility is that Kn,0 = K 0n−1 (the set of vertices of Kn−1). We proceed to extend Kn,q−1 to a subdivision Kn,q of Kqn−1
so that (an) and (bn) hold with Kn , Kn−1 replaced by Kn,q , Kqn−1. This subdivision will be carried out in three steps, leading
to successive subdivisions S1, S2, and ﬁnally S3 = Kn,q of Kqn−1.
Step 1. For the subdivision S1 of K
q
n−1 consider a simplex s of K
q
n−1, and deﬁne a subdivision (s¯)1 (later to become the
subdivision S1|s¯ of the subcomplex s¯ of Kqn−1 induced by S1) as follows: If dim s < q deﬁne (s¯)1 = Kn,q−1|s¯ (the subdivision
of s¯ induced by Kn,q−1). If dim s = q and |s| ⊂ U , deﬁne (s¯)1 = s¯. Finally, if dim s = q and |s| ⊂ U , choose a point w1 = w1(s)
of the open q-simplex 〈s〉 = |s| \ |s˙|, and deﬁne (s˙)1 = Kn,q−1|s˙ and (cf. Deﬁnition 2)
(s¯)1 = (s˙)1 ∗ w1,
which is a subdivision of s¯ extending (s˙)1, cf. [38, Lemma 8 (p. 123)], and see Fig. 1 (in which q = 2). We have thus deﬁned
(s¯)1 for every s ∈ Kqn−1. It is easily veriﬁed that, for distinct s, t ∈ Kqn−1 with s ∩ t = ∅, (s¯)1 and (t¯)1 induce the same
subdivision (s ∩ t)1 of s ∩ t = s¯ ∩ t¯ , noting that s ∩ t ∈ Kq−1n−1 . We may therefore deﬁne S1 to be the union of all (s¯)1 as s
ranges over Kqn−1. Then S1 is indeed a subdivision of K
q
n−1 because (a), (b), and (c′) (cf. Deﬁnition 4 and subsequent text)
are fulﬁlled. Furthermore, S1|s¯ = (s¯)1 for s ∈ Kqn−1, as required.
Step 2. For the subdivision S2 of K
q
n−1 we deﬁne its restriction (s¯)2 to s¯ as follows (again for s ∈ Kqn−1). If dim s < q, or if
dim s = q and |s| ⊂ U , take (s¯)2 = (s¯)1. Finally, if dim s = q and |s| ⊂ U , consider any boundary simplex σ ∈ (s˙)1 ⊂ Kn,q−1
(see Fig. 1). By (an) for Kn,q−1 we either have |σ | ⊂ U or |σ | ⊂ Vn . We may therefore choose a point w2 = w2(s, σ ) of
the open simplex 〈σ ∨ w1〉 so close to |σ | that |σ ∨ w2| becomes a subset of U or Vn . This being done we deﬁne the
subdivision
(σ¯ ∗ w1)2 = (σ¯ ∗ w1)· ∗ w2
of σ¯ ∗ w1 (see Fig. 2, which has been rescaled). For distinct σ ,τ ∈ (s˙)1 with σ ∩ τ = ∅, the subdivisions (σ¯ ∗ w1)2 and
(τ¯ ∗ w1)2 induce the same subdivision ((σ ∩ τ ) ∗ w1)2 of (σ¯ ∗ w1) ∩ (τ¯ ∗ w1) = (σ ∩ τ ) ∗ w1. We may therefore deﬁne (s¯)2
to be the union of all (σ¯ ∗ w1)· ∗ w2 as σ ranges over (s˙)1. Altogether, we have thus deﬁned (s¯)2 for every s ∈ Kqn−1. It is
easily veriﬁed that, for distinct s, t ∈ Kqn−1 with s ∩ t = ∅, (s¯)2 and (t¯)2 induce the same subdivision (s ∩ t)2 of s¯ ∩ t¯ = s ∩ t .
We may therefore deﬁne S2 to be the union of all (s¯)2, s ∈ Kqn−1 (cf. the end of Step 1), and we then have S2|s¯ = (s¯)2 for
s ∈ Kqn−1.
Step 3. To achieve that (an) holds for S3 = Kn,q−1, consider ﬁrst the subcomplex T of S2 obtained by omitting from (s¯)2
each (q − 1)-simplex σ of (s˙)1 and hence the corresponding q-simplex t = σ ∨ w2, whereby s ranges over all q-simplexes
of Kqn−1 such that |s| ⊂ U , as in the main part of Step 2.
By Lemma 3, T has a subdivision T ′ such that for every simplex t′ of T ′ we have |t′| ⊂ U or |t′| ⊂ Vn (this is because
|u| ⊂ st v for any vertex v of a simplex u in a simplicial complex). The union of T ′ and all simplexes σ ∈ (s˙)1 (again with
s ∈ Kqn−1, dim s = q, and |s| ⊂ U ) induces on the boundary complex t˙ of each of the above simplexes t = σ ∨w2 a subdivision
(t˙)′ leaving σ unaltered. Choose a point w3 = w3(s, σ ) ∈ 〈t〉, and consider the subdivision (t˙)′ ∗ w3 of t¯ leaving σ unaltered.
The union of the simplicial complex T ′ and the various (t˙)′ ∗w3 as s ranges over all q-simplexes of Kn−1 with |s| ⊂ U and σ
ranges over (s˙)1, is now the desired subdivision S3 = Kn,q−1 of Kqn−1 (see Fig. 3). And Kn,q−1 does satisfy (an) and (bn) with
Kn , Kn−1 replaced by Kn,q−1, Kq−1n−1 , noting for (an) that each simplex of (t˙)′ ∗ w3 has its space contained in |t| = |σ ∨ w2|,
and hence in either U or Vn , by the choice of w2 in Step 2. In particular, Kn,q is indeed a subdivision of K
q .n−1
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and that (an) and (bn) hold with Kn, Kn−1 replaced by Kn,q, Kqn−1. We close by deﬁning Kn as the union of all Kn,q as q
ranges over N0; then Kn is indeed a simplicial complex. To verify (an) as it stands, consider any simplex s of Kn , hence
s ∈ Kn,q for some q; and so |s| ⊂ U or |s| ⊂ Vn . For the former assertion in (bn) we easily verify conditions (a), (b), and (c′),
cf. Deﬁnition 4 and subsequent text:
Ad (a). Every vertex v of Kn is a vertex of Kn,q for some q, and v is therefore a point of |Kqn−1| ⊂ |Kn−1|.
Ad (b). Every simplex s of Kn with n 1 has s ∈ Kn,q for some q, and hence |s| ⊂ |s′| for some simplex s′ of Kqn−1 ⊂ Kn−1.
Ad (c′). Every simplex s of Kn−1 belongs to Kqn−1 for some q, and property (c′) for the subdivision Kn,q of K
q
n−1 yields
the ﬁnite partition {〈s′〉: s′ ∈ Kn,q, 〈s′〉 ⊂ 〈s〉} of 〈s〉 into open simplexes 〈s′〉 with s′ ∈ Kn,q , hence s′ ∈ Kn . Altogether, Kn is
indeed a subdivision of Kn−1. Finally, for any simplex s of Kn−1 with |s| ⊂ U we have s ∈ Kqn−1 for some q, and hence
s ∈ Kn,q ⊂ Kn . This establishes (an) and (bn) (as they stand). 
2. Admissible complexes
In this section we shall consider certain homogeneously m-dimensional simplicial complexes. By a chain in such a
complex of dimension m  1 we shall understand a ﬁnite sequence of m-simplexes s0, s1, . . . , sk such that si ∩ si−1 is
an (m − 1)-simplex for every i ∈ {1, . . . ,k}.
Deﬁnition 5. (Cf. [35, §24], [38, pp. 148, 150].) An m-pseudomanifold (m ∈ N0) is a simplicial complex K which is homoge-
neously m-dimensional and such that (in case m 1)
(a) K is non-branching, that is, every (m − 1)-simplex is a face of at most two m-simplexes.
(b) K is (m − 1)-chainable, that is, any two distinct m-simplexes s and t can be joined by a chain of m-simplexes s =
s0, s1, . . . , sk = t .
It follows from (b) that |K | is, in particular, (path)connected.
Deﬁnition 6. (Cf. [8, p. 45].) A homogeneously m-dimensional simplicial complex K is said to be admissible if (in case m 1)
(c) K is locally (m − 1)-chainable, that is, for any simplex σ , any two distinct m-simplexes s and t containing σ can be
joined by a chain of m-simplexes s = s0, s1, . . . , sk = t which contain σ .
In (c) one may assume that σ = s∩t (otherwise replace σ by s∩t), and that (if m 2) we have dimσ m−2 (otherwise
dimσ =m−1 and we have already a chain s, t as required). By the above deﬁnition every 0-dimensional simplicial complex
is a pseudomanifold, and admissible. Likewise by deﬁnition, every homogeneously 1-dimensional simplicial complex is
admissible.
Remark 3. Recall from Section 1 the concept of link lkσ of a d-simplex σ of a simplicial complex K . Also recall from (1) the
subcomplex K (σ ) = σ¯ ∗ lkσ of K generated by {s ∈ K : s ⊃ σ }. Now suppose that K is homogeneously m-dimensional. Clearly
lkσ is then homogeneously (m − d − 1)-dimensional. And when m  2, K is admissible if and only if, for every d-simplex
σ of K with d ∈ {0,1, . . . ,m − 2}, lkσ is (m − d − 2)-chainable, cf. Deﬁnition 5(b). Even if K is a ﬁnite pseudomanifold
of dimension m  3 it is not suﬃcient for admissibility of K that the link of every vertex of K be (m − 2)-chainable, cf.
Example 3 in the next section.
Example 1. For a given integer m  1 consider a set K 0 of more than m + 2 elements. Single out m elements (vertices)
v1, . . . , vm , and take as m-simplexes all subsets of K 0 consisting of v1, . . . , vm together with a single additional vertex
v ∈ K 0 \ {v1, . . . , vm}. This generates a homogeneously m-dimensional simplicial complex K which is (m− 1)-chainable and
admissible, but not a pseudomanifold. If K 0 is inﬁnite, the complex K is not locally ﬁnite.
Example 2. Consider the 2-dimensional admissible pseudomanifold in the plane pictured in Fig. 4 and generated by four
2-simplexes. By identifying the two vertices v we obtain the simplest example of a pseudomanifold which is not admissible,
because the link of v fails to be 0-chainable (being generated by the disjoint 1-simplexes τ1 and τ2). Topologically, the space
of this complex is a pinched truncated cylinder.
Lemma 5. Let K denote an admissible simplicial complex of dimension m  1. Then K is (m − 1)-chainable (see Deﬁnition 5(b)) if
and only if |K | is connected, or equivalently: pathconnected (cf. Corollary 1).
Proof. If K is (m − 1)-chainable then clearly |K | is pathconnected. Conversely, suppose that |K | is connected. For a given
m-simplex s, consider the set A of points x of |K | for which there exists a chain s0, . . . , sk as in (b) in Deﬁnition 5 such that
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s0 = s and x ∈ |sk|; then |sk| ⊂ A. We show that A is open and closed in |K |; it will then follow that either A = ∅ (in which
case K = s¯) or A = |K | (in which case every m-simplex t can be reached by a chain as stated, that is, sk = t). In either case,
|K | is (m − 1)-chainable.
For x ∈ |K | denote by σx the carrier of {x} in |K |. With x ∈ A, every m-simplex containing x can be reached, according
to (c), by an extension of the chain s0, . . . , sk beyond sk through ﬁnitely many m-simplexes containing σx . It follows that
x ∈ stσx ⊂ A, and so A is open. Next, for a point y ∈ A¯, stσy meets A and hence 〈sk〉 for some chain s0, . . . , sk as above.
Consequently, y ∈ |sk| ⊂ A, and A is closed. 
For the topological invariance of admissibility we shall need some results from topological dimension theory. We shall
employ the Menger–Urysohn concept of dimension of a regular Hausdorff space X , also called the small inductive dimension
and denoted ind X . Recall that every subset of X likewise is a regular Hausdorff space. The deﬁnition of ind X is by recursion
and reads as follows, denoting by ∂U the topological boundary of a set U ⊂ X :
Deﬁnition 7. (Cf. [10, §7.1], [11, §6.7].) For a regular Hausdorff space X deﬁne recursively ind X ∈ {−1,0,1, . . . ,∞} by:
(D1) ind X = −1 if and only if X = ∅.
(D2) ind X  n ∈ N0 if and only if the open sets U ⊂ X for which ind ∂U  n − 1 form a base of the topology of X .
(D3) ind X = n ∈ N0 if and only if ind X  n and ind X  n − 1.
(D4) ind X = ∞ if and only if ind X  n for every n ∈ N0.
Thus ind∅ = −1. Furthermore, ind X = 0 holds if and only if X = ∅ and X has a base consisting of open-and-closed
sets. Clearly, ind X is a topological invariant for regular Hausdorff spaces. For every subspace Y of a regular Hausdorff
space X we have ind Y  ind X (the proof by induction is straightforward, see [10, Theorem 7.1.1]). For any simplex s of
a simplicial complex K we have ind |s| = dim s, cf. [11, Corollary 6.8.3]. For any subdivision K ′ of a simplicial complex
K we therefore have dim K ′ = dim K . Indeed, for any simplex s′ of K ′ , |s′| is homeomorphic to a subset of |s| for some
simplex s of K (see Deﬁnition 4 and subsequent text), and hence dim s′ = ind |s′|  ind |s| = dim s  dim K , showing that
dim K ′  dim K . We omit the easy proof that dim K ′ = dim K . Instead we establish more generally the following lemma (cf.
[10, Problem 7.4.8] for compact K ):
Lemma 6. For any simplicial complex K we have ind |K | = dim K .
Proof. This is trivial for dim K = −1 or ∞. For dim K = 0, |K | is nonvoid and discrete, and hence every point of |K | is an
open-and-closed set, so ind |K | = 0. Proceeding by induction, suppose for some n ∈ N0 with n  1 that ind |K ′| = dim K ′
holds for every simplicial complex K ′ with dim K ′  n − 1 (this is true for n = 1). We shall prove that ind |K | = n holds
for a prescribed simplicial complex K with dim K = n 1. It then suﬃces to show that ind |K | n because there exists an
n-simplex s ∈ K , and hence ind |K | ind |s| = dim s = n.
Fix for a while a point x ∈ |K | and an open neighbourhood V of x in |K |. By Lemma 4, K has a subdivision K ′ such that x
is a vertex of K ′ and that the closure U of U := stK ′ x is a subset of V . For any y ∈ ∂U = U \U there is a simplex s′ of K ′ with
x ∈ s′ such that y ∈ |s′| \ 〈s′〉 = |(s′)·| ⊂ |(K ′)n−1| because dim s′  n. Thus ∂U ⊂ |(K ′)n−1|, and since dim((K ′)n−1)  n − 1
it follows by the inductive hypothesis that ind ∂U  ind|(K ′)n−1| = dim((K ′)n−1) n − 1. The open sets U considered here
are neighbourhoods of x contained in V , so they form a base of neighbourhoods of x in |K |. As x varies in |K | and the
open neighbourhood V of x varies, the stars U form a base for the topology of |K |, and we conclude by (D2) that indeed
ind |K | n = dim K . 
We shall also need the following lemma about Euclidean spaces Rm , m ∈ N0.
Lemma 7. (Cf. [11, Exercise (e) (p. 312)].) Let G be a connected open subset of Rm, and F a relatively closed subset of G. If ind F m−2
then G \ F is connected (and hence pathconnected, by Corollary 1).
Proof. For the case G = Rm we refer to [11, Theorem 6.8.13]. Next, consider (instead of G) the closed unit ball B in Rm , and
let F ⊂ B be closed with ind F m − 2. We show that B \ F is connected, cf. [11, Exercise (d) (p. 311)]. If 0 ∈ F , choose
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to a closed subset of B \ {0}. By topological invariance we may therefore assume from the beginning that 0 /∈ F . Denote by
ι : Rm \ {0} → Rm \ {0} inversion in the unit sphere ∂B , and write F ∗ = F ∪ ι(F ). Then F ∗ is closed in Rm , and ind F ∗ m−2
by [11, Theorem 6.7.9]. It follows by the quoted [11, Theorem 6.8.13] that Rm \ F ∗ is pathconnected, and so is therefore
B \ F , being the image of Rm \ F ∗ under the continuous map taking every point of B to itself, and every point x ∈ Rm \ B to
ι(x) ∈ B (note that ι(x) = x when x ∈ ∂B).
Now, for the proof of Lemma 7, consider two points a,b ∈ G \ F and a path γ : [0,1] → G joining a to b. For every t
choose an open ball B◦(t) centred at γ (t) and with closure B(t) ⊂ G . By compactness of [0,1] and continuity of γ there
exists a ﬁnite cover B◦0, . . . , B◦k of γ ([0,1]) by open balls B◦i = B◦(ti) such that a ∈ B◦0, b ∈ B◦k , and B◦i−1 ∩ B◦i = ∅ for
i ∈ {1, . . . ,k}. Since ind F m − 2 it follows that (B◦i−1 ∩ B◦i ) \ F /∈ ∅. As shown in the preceding paragraph, each Bi \ F
is pathconnected, and so is therefore their union, which contains a and b and does not meet F . Consequently, G \ F is
connected. 
Thus prepared we shall establish the following topological characterization of admissibility of simplicial complexes.
Theorem 2. A simplicial complex K of dimension m is admissible if and only if K is homogeneously m-dimensional and (if m 2) has
the following property:
(c′) For any connected open subset G of |K | and any relatively closed subset F of G such that ind F m − 2, the open set G \ F is
connected, or equivalently pathconnected.
It suﬃces to assume that (c′) holds with F = |Km−2| ∩ G.
Property (c′) occurs in [39, p. 132] and in [4, p. 78].
Proof of the ‘if part’ of Theorem 2 with F = |Km−2| ∩ G . This part clearly holds for m = 1. Proceeding by induction we
assume for m  2 that the ‘if part’ holds with F as just stated for every simplicial complex K of homogeneous dimension
< m (in place of dimension m). Let now K denote a given complex of homogeneous dimension m  2 satisfying (c′) with
F = |Km−2| ∩ G . To prove that K is admissible we shall verify, for any given d-simplex σ of K with d ∈ {0,1, . . . ,m − 2},
that the link L := lkσ is admissible and that |L| is connected, for then L is (m − 1)-chainable, by Lemma 5. See Remark 3,
where it is also noted that L has homogeneous dimension m − d − 1.
By way of preparation, consider a simplex τ of L and the corresponding simplex σ ∪ τ of K , whereby σ ∩ τ = ∅. Each
point z ∈ |σ ∪ τ | is represented uniquely as z = (1 − t)x + ty with x ∈ |σ |, y ∈ |τ |, and t ∈ [0,1]. Leaving out the points
z ∈ |σ | (corresponding to t = 1), y depends on z only, so we have the projection map pσ ,τ : |σ ∪ τ | \ |σ | → |τ |. For any two
simplexes τ , τ ′ of L with a common face τ ′′ the projections pσ ,τ and pσ ,τ ′ agree on |σ ∪ τ ′′| \ |σ |. Consequently, there is
a unique common extension
pσ : (stK σ) \ |σ | → |L|
of all the maps pσ ,τ : |σ ∪τ | \ |σ | → |τ |, τ ∈ L. (Recall from (1) in the Introduction that stK σ = |K (σ )|, where K (σ ) denotes
the subcomplex of K generated by {s ∈ K : s ⊃ σ }.) This projection pσ is continuous because the restriction pσ ,τ of pσ to
|s| \ |σ | is continuous for every simplex s = σ ∪ τ , τ ∈ L.
For the proof that |L| is connected, take G in (c′) to be a connected open neighbourhood of a given point x ∈ 〈σ 〉 such
that G ⊂ stK σ . For two disjoint open subsets U1,U2 of |L| such that U1 ∪ U2 = |L|, the intersections p−1σ (Ui) ∩ (G \ |σ |),
i ∈ {1,2}, are disjoint open subsets of their union p−1σ (|L|)∩ (G \ |σ |) = G \ |σ |, which is connected, being squeezed between
the connected set G \ |Km−2| (cf. (c′)) and its closure G relative to G . It follows that for example p−1σ (U1) ∩ (G \ |σ |) = ∅.
However, for each y ∈ |L|, in particular for y ∈ U1, p−1σ (y) contains the segment x, y except for the point x, and therefore
meets G \ |σ |. Consequently, p−1σ (U1) = ∅, and hence U1 = ∅. Thus |L| is indeed connected.
In proving that L is admissible we may assume that dim L = m − d − 1  2. Given a connected open subset H of |L| it
remains to prove that the open subset H \ |Lm−d−3| of |L| is connected, for then L is admissible, by the induction hypothesis,
in view of dim L <m. Because H is pathconnected, so is p−1σ (H) ⊂ |K |. To see this, consider two points z1, z2 ∈ p−1σ (H) with
projections pσ (zi) = yi , i ∈ {1,2}. The segment zi, yi belongs to p−1σ (yi) ⊂ p−1σ (H), and so z1 and z2 are joined within
p−1σ (H) by the segment z1, y1 followed by a path in H joining y1 to y2, which in turn is followed by the segment y2, z2.
For any simplex τ of Lm−d−3 the simplex σ ∪ τ has dimension m − 2, and hence p−1σ (|Lm−d−3|) ⊂ |Km−2|. It follows by
(c′) that the open set
p−1σ
(
H \ ∣∣Lm−d−3∣∣)= p−1σ (H) \ p−1σ (∣∣Lm−d−3∣∣)
is connected, being squeezed between the connected open set p−1σ (H) \ |Km−2| and its closure p−1σ (H) in p−1σ (H). Conse-
quently, the image H \ |Lm−d−3| under pσ is likewise connected. 
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Lemma 8. Let K ′ denote a subdivision of a simplicial complex K .
(a) If K is homogeneously m-dimensional then so is K ′ .
(b) If K is admissible then so is K ′ .
Proof. Ad (a). In view of Deﬁnition 4(b) every simplex s′ of K ′ is contained in the space |s| of some simplex s of K , and
we may take dim s′ <m and dim s =m. Via the identiﬁcation of |K ′| with |K | in Deﬁnition 4(c) we have |s′| ⊂ |s|. Consider
the subcomplex s¯ of K consisting of the single simplex s and its faces. Denote (s¯)′ the subdivision of s¯ induced by K ′ , and
denote S ′ the (m− 1)-skeleton of (s¯)′ . Since |(s¯)′| = |s¯| = |s| is compact the complex (s¯)′ is ﬁnite. The union of the spaces of
the m-simplexes of (s¯)′ is therefore a compact subset of |s|, and in fact equals |s|, for otherwise the relatively open residual
set would be a subset of |S ′| in spite of dim S ′ < m. We conclude that |s′| does meet the space |t′| of some m-simplex t′
of (s¯)′ , and s′ is therefore a face of t′ .
Ad (b). It remains to prove that K ′ has property (c) of Deﬁnition 6. First consider the case K = s¯ of a single simplex s.
According to the above part (a) of the lemma together with the ‘if part’ of Theorem 2, already established, it remains
to show that K ′ = (s¯)′ has property (c′) of Theorem 2. The space |(s¯)′| = |s| of (s¯)′ is homeomorphic to the closed unit
ball B in Rm . It therefore suﬃces to show that G \ F is connected for any connected relatively open subset G of B and any
relatively closed subset F of G with ind F m−2. We may assume that G meets the unit sphere ∂B , for otherwise Lemma 7
applies right away. As in the ﬁrst paragraph of the proof of Lemma 7 we may further assume that 0 /∈ F . Denote again by
ι : Rm \ {0} → Rm \ {0} inversion in ∂B , and write G∗ = G ∪ ι(G), F ∗ = F ∪ ι(F ). Then G∗ is a connected open subset of Rm ,
and F ∗ is a relatively closed subset of G∗ with ind F ∗ m − 2 by [11, Theorem 6.7.9]. It follows from Lemma 7 applied to
G∗ and F ∗ in place of G and F that G∗ \ F ∗ is connected, and so is therefore G \ F , being the image of G∗ \ F ∗ under the
continuous map taking every point of B to itself, and every point x ∈ Rm \ B to ι(x) ∈ B . Consequently, every subdivision of a
simplex is admissible.
For an arbitrary admissible complex K of dimension m it remains to show that every subdivision K ′ of K satisﬁes
Deﬁnition 6(c). Consider a simplex σ ′ of K ′ with dimσ ′  m − 2, and two distinct m-simplexes s′ and t′ of K ′ with
σ ′ ⊂ s′ ∩ t′ . In view of (a) there exist m-simplexes s, t of K such that |s′| ⊂ |s| and |t′| ⊂ |t|. We may assume that s = t ,
for otherwise the subdivision (s¯)′ of s¯ induced by K ′ is admissible, as just established, and s′ can then be joined to t′ by a
chain of m-simplexes of (s¯)′ containing σ ′ , as required.
Because K is admissible there exists a chain s = u0,u1, . . . ,uk = t of m-simplexes of K having σ := s ∩ t as a common
face. For each i ∈ {0,1, . . . ,k}, u¯i is a subcomplex of K . The subdivision K ′ of K induces a subdivision (u¯i)′ of u¯i . For i  1
denote zi = ui−1 ∩ ui ∈ K ; then dim zi =m − 1. According to (a), applied to the subdivision (z¯i)′ of z¯i induced by K ′ , σ ′ is
contained in some (m − 1)-simplex z′i ∈ (z¯i)′ , that is, z′i ∈ K ′ and |z′i | ⊂ |zi |. Denote w+i , resp. w−i , the (unique) m-simplex
of (u¯i)′ , resp. (u¯i−1)′ , containing z′i . Furthermore, take w
+
0 = s′ , w−k+1 = t′ . As shown above, the subdivision (u¯i)′ of u¯i
(now again for i ∈ {0,1, . . . ,k}) is admissible, and w+i can therefore be joined to w−i+1 by a chain of m-simplexes of (u¯i)′
containing σ ′ . Putting these chains together successively for i ∈ {0,1, . . . ,k} leads to the required chain of m-simplexes of K ′
containing σ ′ and joining s′ to t′ . 
Thus prepared we proceed to complete the proof of Theorem 2.
Proof of the ‘only if part’ of Theorem 2. Supposing that K is admissible, in particular homogeneously m-dimensional, we
shall establish (c′). Fix for a while a point w ∈ G . According to Lemma 4 there is a subdivision K ′ of K having w as a vertex
and such that W ⊂ G , where W := stK ′ w . We begin by showing that W \ F is connected. For two distinct points a,b ∈ W \ F
denote by s′ and t′ two m-simplexes of K ′ having w as a vertex and such that a ∈ |s′| and b ∈ |t′|. By Lemma 8(b), K ′ is
admissible, and there is therefore (if s′ = t′) a chain s′ = s′0, . . . , s′k = t′ of m-simplexes of K ′ having w as a vertex, as in (c).
Then each |s′i| ⊂ W . For i ∈ {1, . . . ,k} choose a point xi ∈ |s′i−1| ∩ |s′i | \ F , this set being nonempty because ind(|s′i−1| ∩ |s′i|) =
dim(si−1 ∩ si) =m − 1, whereas ind F m − 2. Take x0 = a and xk+1 = b. It suﬃces to prove that xi can be joined to xi+1
by a path in |s′i| \ F , i ∈ {0, . . . ,k}. As shown in the beginning of the proof of Lemma 7 (now with B replaced by |s′i| and F
by |s′i| ∩ F ) the set |s′i| \ F is pathconnected, and so xi can indeed be joined to xi+1 by a path in |s′i | \ F . In the remaining
case where s′ = t′ , W \ F is shown to be pathconnected by the end of the argument used above, replacing now |s′i | by |s′|
(= |t′|) when applying Lemma 7. Thus W \ F is pathconnected.
Denote by A the nonempty set of points of G \ F which can be joined to a given point of G \ F by a path in G \ F . Then
A is open because |K | is locally pathconnected, by Corollary 1. For any point w of the closure of A relative to G , consider a
closed neighbourhood W of w as above with W ⊂ G . There exists then a point z ∈ A ∩ W and a path in W \ F (⊂ G \ F )
joining z to w . Consequently, w ∈ A, so A is closed in G , and hence A = G , G being connected. It follows that indeed G \ F
is pathconnected when K is admissible. 
Remark 4. In the ‘if part’ of Theorem 2 it suﬃces to assume that there exists a base B for the (weak) topology on |K |
formed by connected open sets U such that U \ |Km−2| is connected. This is established much as described in the latter
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a path γ : [0,1] → G joining a to b. The subset γ ([0,1]) of G can be covered by ﬁnitely many connected open sets Hi ∈ B,
Hi ⊂ G , i ∈ {0,1, . . . ,k}, such that Hi−1 ∩ Hi = ∅ for i ∈ {1, . . . ,k}. The union H := H0 ∪ · · · ∪ Hk ⊂ G is connected and
open, and so is H \ |Km−2| because Hi−1 \ |Km−2| and Hi \ |Km−2| intersect. (Otherwise, Hi−1 ∩ Hi ⊂ |Km−2| and hence
ind(Hi−1 ∩ Hi)m − 2, which is impossible since Hi−1 ∩ Hi = ∅ is open in |K |.) Consequently, a can be joined to b by a
path in H \ |Km−2| ⊂ G \ |Km−2|.
The property of being homogeneously m-dimensional is a topological invariant of spaces |K | of simplicial complexes K ,
see [35, §34] (where K is countable and locally ﬁnite) and [38, Exercise G5 (p. 208)] for general K . From Theorem 2 we
therefore have the following corollary containing Lemma 8:
Corollary 2. Admissibility is a topologically invariant property of spaces of simplicial complexes.
Thus, if two simplicial complexes K1 and K2 have homeomorphic spaces |K1| and |K2|, and if K1 is admissible, then so
is K2. From Theorems 1 and 2 we have:
Corollary 3. In Theorem 1, if K is admissible then so is L.
Indeed, for any connected open set G ⊂ |L| and any relatively closed set F ⊂ G with ind F  m − 2, the set ϕ(G) is
connected and open in ϕ(|L|) and hence in |K |. Furthermore, ϕ(F ) is relatively closed in ϕ(G), and indϕ(F )  m − 2.
Consequently, ϕ(G \ F ) = ϕ(G) \ ϕ(F ) is likewise connected, and so is therefore G \ F .
3. Normal pseudomanifolds
First recall the concept of a topological manifold.
Deﬁnition 8. (Cf. [38, p. 292 f.].) A topological m-manifold without boundary is deﬁned to be a paracompact Hausdorff space
in which every point has an open neighbourhood homeomorphic to Rm .
Deﬁnition 9. (Cf. [38, p. 297 f.].) A topological m-manifold X with boundary X˙ is deﬁned to be a paracompact Hausdorff space
such that:
(a) X˙ is a closed subset of X .
(b) X \ X˙ is a topological m-manifold without boundary.
(c) Every point x ∈ X˙ has a neighbourhood V in X such there is a homeomorphism V → Rm−1 × [0,∞[ mapping V ∩ X˙
onto Rm−1 × {0}.
Deﬁnition 10. (Cf. [25, p. 2].) The singular set Σ = Σ(K ) of an m-pseudomanifold K is deﬁned to be the complement of the
open set of all points of |K | having a neighbourhood which is a topological m-manifold (possibly with boundary).
It follows from Deﬁnition 5(a) that Σ = ∅ if m 1, whereas (if m 2) we have Σ ⊂ |Km−2|, and hence indΣ m−2 in
view of Lemma 6. Furthermore, Σ is triangulable because there is a subcomplex S of Km−2 such that Σ = |S|. To see this, let
a simplex σ of Km−2 and two points a,b ∈ 〈σ 〉 be given. Consider the subdivisions σ˙ ∗a and σ˙ ∗b of σ¯ , and the (piecewise)
linear homeomorphism fσ : |σ | → |σ | taking a to b whilst leaving |σ˙ | pointwise ﬁxed. Extend fσ to a homeomorphism
f : |K | → |K | by deﬁning f (x) = x for x ∈ |K | \ |σ |. If a /∈ Σ , a has a manifold neighbourhood in |K |, and hence a manifold
neighbourhood V in stK σ . It then follows that f (V ) is a manifold neighbourhood of f (a) = fσ (a) = b in |K |. This shows
that either 〈σ 〉 ⊂ Σ or else 〈σ 〉 ⊂ |K | \ Σ . Consequently, Σ = |S|, where S denotes the subcomplex of K consisting of all
simplexes σ of Km−2 for which 〈σ 〉 ⊂ Σ .
Clearly, |K | \ Σ is a topological manifold, possibly with boundary. It is easily shown that the boundary of the manifold
|K | \Σ is |K˙ | \Σ , where K˙ denotes the boundary complex of K , see Section 1. Furthermore, |K | \Σ is dense in |K | because
Σ has no inner points in |K | in view of indΣ m − 2. (Cf. [25].)
Deﬁnition 11. (Cf. [21, p. 151], [25, §1.6].) A pseudomanifold K is said to be normal if the singular set Σ does not locally
separate |K | at any point; that is, if G \ Σ is connected for every connected open subset G of |K |.
It suﬃces to assume that the topology of |K | has a base formed by connected open sets G such that G \Σ is connected.
(This is shown by replacing |Km−2| by Σ in the proof of Remark 4.)
A pinched connected topological manifold (with or without boundary) is an example of a pseudomanifold which is not
normal, cf. Example 2 in Section 2.
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Proof. Let K denote an m-pseudomanifold. If K is admissible then K is normal, by the ‘only if part’ of Theorem 2 applied
to F = Σ (⊂ |Km−2|) because indΣ  ind |Km−2| =m − 2 by Lemma 6.
Conversely, suppose that K is normal, and consider a connected open subset G of |K |. By Deﬁnition 11, G \ Σ is con-
nected. According to the ‘if part’ of Theorem 2 we shall prove that G \ |K |m−2 = (G \ Σ) \ |Km−2| is connected. By the
argument used in Remark 4 it suﬃces to show that every point of G \Σ has a neighbourhood base consisting of connected
open sets U ⊂ G \ Σ such that U \ |Km−2| is connected. And we know that, in fact, every point x0 of the manifold G \ Σ
has a base of connected open neighbourhoods U in G \Σ such that U is homeomorphic either to Rm or to Rm−1 × [0,∞[ .
According to Lemma 7, U \ |Km−2| is therefore connected in the former case. In the latter case we may assume that
U = Rm−1 × [0,∞[ (⊂ Rm) and that x0 = (0,0). Denoting by  : Rm → Rm reﬂection in the hyperplane Rm−1 × {0} we
deﬁne F ∗ = F ∪ (F ), where F ⊂ Rm−1 × [0,∞[ corresponds to |Km−2|, so F ∗ is closed in Rm , and ind F ∗ =m − 2 by [11,
Theorem 6.7.9]. It follows by Lemma 7 that Rm \ F ∗ is connected, and so is therefore U \ |Km−2|, being homeomorphic to
(Rm−1×[0,∞[ )\ F , which is the image of Rm \ F ∗ under the nearest point projection Rm → Rm−1×[0,∞[ . Thus U \|Km−2|
is connected in either case, and we conclude that indeed K is admissible. 
Theorem 4. (Cf. [7, p. 91], [21, p. 151].) An m-pseudomanifold K is normal if and only if (in case m  2) the link of every d-simplex
σ of K (d ∈ {0,1, . . . ,m − 2}) is (m − d − 2)-chainable, and hence is a normal (m − d − 1)-pseudomanifold. It even suﬃces (in case
m 2) that the link of every vertex of K be a normal (m − 1)-pseudomanifold.
Proof. For the ‘only if part’, whereby the given m-pseudomanifold K is admissible according to Theorem 3, it remains
in view of Remark 3 in Section 2 to prove that (if m  2) the link L := lkK σ of any d-simplex σ ∈ K (d  m − 2) is
admissible. In fact, dim L =m− d− 1, and L is (m− d− 2)-chainable, K being admissible; and L is therefore an (m− d− 1)-
pseudomanifold, being non-branching along with K . For the proof that L actually is admissible, consider a simplex τ ∈ L of
dimension d′ m − d − 3. Then σ ∩ τ = ∅ and σ ∪ τ ∈ K , by the deﬁnition of lkK σ in Section 1. We shall prove that
lkL τ = lkK (σ ∪ τ ) :=
{
s ∈ K : s ∩ (σ ∪ τ ) = ∅ and s ∪ (σ ∪ τ ) ∈ K}; (3)
for the former equation implies that dim(lkL τ ) =m−d−d′ − 2 and that lkL τ indeed is (m−d−d′ − 3)-chainable, K being
admissible. The veriﬁcation of the former equation (3) is straight forward, noting that every subset of s ∪ σ ∪ τ belongs to
K whenever s ∪ σ ∪ τ ∈ K .
For the last assertion of the theorem suppose, for every vertex v ∈ K 0, that lkK ({v}) is a normal (hence admissible)
(m − 1)-pseudomanifold (m  2), hence (m − 2)-chainable. To prove that K is admissible (and hence normal) we shall
consider again a d-simplex σ ∈ K , d  m − 2, and verify that lkK σ is (m − d − 2)-chainable. If d = 0 then lkK σ is an
(m − 1)-pseudomanifold, by hypothesis, and therefore (m − 2)-chainable. If d  1, pick a vector v ∈ σ and consider the
(d − 1)-simplex τ := σ \ {v}. Then {v} ∩ τ = ∅ and {v} ∪ τ ∈ K , so (3) applies and yields, writing L = lkK {v}:
lkK σ = lkK
({v} ∪ τ )= lkK τ ,
which indeed is (m−d−1) chainable because L is admissible, by hypothesis, and because dim L =m−1, dimτ = d−1. 
We give an example of a ﬁnite 3-pseudomanifold which is not normal (that is, not admissible), although the link of
every vertex is a 2-pseudomanifold (of course not normal).2
Example 3. Let K have eight vertices, denoted 1 through 8, and let K be generated by the following eight 3-simplexes (we
omit parentheses around, and commas between, the vertices forming a simplex):
s1 = 1234, s2 = 2348, s3 = 2358, s4 = 2568,
s5 = 1256, s6 = 1567, s7 = 1357, s8 = 1347.
Then K is homogeneous of dimension m = 3. Furthermore, dim(si−1 ∩ si) = 2 for i = 1,2, . . . ,8 (when writing s0 = s8); in
particular, K is 2-chainable. Also, K is non-branching because the only representations of a 2-simplex as a common face two
3-simplexes are
234 = s1 ∩ s2, 134 = s1 ∩ s8, 238 = s2 ∩ s3, 258 = s3 ∩ s4,
256 = s4 ∩ s5, 156 = s5 ∩ s6, 157 = s6 ∩ s7, 137 = s7 ∩ s8,
and these eight 2-faces are all distinct. Altogether, K is a 3-pseudomanifold.
2 In [7, p. 91] one considers a particular class of pseudomanifolds, named circuits; and it is mentioned that (corresponding to Theorem 4) an m-circuit
is normal if and only if the link of every vertex is a normal (m − 1)-circuit. The above proof of Theorem 4 adapts right away to circuits in place of
pseudomanifolds. In [8, p. 45] the name circuit is used synonimously with pseudomanifold.
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of the link of each vertex of K as a single 2-chain:
lk 1 = {234, 347, 357, 567, 256},
lk 2 = {134, 348, 358, 568, 156},
lk 3 = {157, 147, 124, 248, 258},
lk 4 = {137, 123, 238},
lk 5 = {137, 167, 126, 268, 238},
lk 6 = {157, 125, 258},
lk 7 = {134, 135, 156},
lk 8 = {234, 235, 256}.
Here the four links formed by three 2-simplexes are clearly admissible, i.e., normal. The remaining four links are not admis-
sible, being one and the same subdivision of the complex considered in Example 2 in Section 2. This shows that K is not
normal; alternatively, this is because s1 ∩ s5 = 12 is only 1-dimensional, and no other 3-simplex of K contains the 1-simplex
σ = 12, so lkK σ is not 2-chainable.
Remark 5. The concepts and results of Sections 1 and 2 and the present section have of course equivalent formulations in
terms of polyhedra, cf. the Introduction. In particular, a polyhedron X is said to be homogeneously m-dimensional if in some,
and hence any, triangulation θ : |K | → X of X , the underlying simplicial complex K is homogeneously m-dimensional. By
use of homology theory it has indeed been shown that the property of dimensional homogeneity of a simplicial complex
is topologically invariant, see for example [35, §34] (for countably inﬁnite, locally ﬁnite complexes) and [38, Exercise G5
(p. 150)] for general complexes.
Next, a polyhedron X is said to be admissible if in some triangulation θ : |K | → X of X , the underlying simplicial complex
K is admissible. The same then holds in any triangulation according to Corollary 2 and the said topological invariance of
homogeneous m-dimensionality.
Similarly, a polyhedron X is said to be a (topological) m-pseudomanifold if, in some, and hence any, triangulation
θ : |K | → X , the underlying simplicial complex K is an m-pseudomanifold. For the topological invariance of a polyhedron
being an m-pseudomanifold, see e.g. [35, §§35, 36] (for countably inﬁnite, locally ﬁnite complexes) and [38, Exercise G8
(p. 208)] (for ﬁnite complexes).
4. Harmonic functions and maps deﬁned on an admissible Riemannian polyhedron
We brieﬂy describe a few key results about (generalized) harmonic functions deﬁned on an admissible Riemannian poly-
hedron X = (X, g) (see [8, Chapter 4]), and more generally harmonic maps from X to a suitable metric space. For more
results in this vein see the survey [18].
The Sobolev space W 1,2(X) is deﬁned as the completion in Sobolev norm of the space Lipc(X) of Lipschitz functions of
compact support in X . A function u ∈ W 1,2loc (X) is said to be weakly harmonic if∫
X
〈∇u,∇λ〉dμ = 0 for every λ ∈ Lipc(X),
and weakly subharmonic if the same holds when “=” is replaced by “”, now for λ ∈ Lip+c (X). Here μ denotes the Riemann-
ian measure on (X, g).
By adapting the method of Moser [32] (where X is an open subset of Rm) one obtains a Harnack inequality for weakly
harmonic functions; and next, by invoking an iterative procedure of De Giorgi [6], that every weakly harmonic function on X
has a (unique, locally) Hölder continuous representative. Alternatively, this can be deduced from Biroli and Mosco [2]. Much
as in the thesis of R.-M. Hervé [24] this further leads to
Theorem 5. ([8]) An admissible Riemannian polyhedron (X, g) becomes a harmonic space (X, H) in the sense of Brelot when we
assign to each open set U ⊂ X the linear space H(U ) of all continuous weakly harmonic functions on U . For any suﬃciently ﬁne
triangulation of X , the (open) star of any point of X is a regular domain for (X, H). The constant functions are harmonic. Furthermore,
(X, H) satisﬁes the axiom of domination, and (X, g) has (at least locally) a symmetric Green kernel.
Next, consider maps ϕ of X into a complete metric space (Y ,dY ). We suppose that the Riemannian metric g on X is
simplexwise smooth. This means that, relative to some triangulation θ : |K | → X , the Riemannian metric gs on the interior 〈s〉
B. Fuglede / Topology and its Applications 157 (2010) 815–830 829of each top-dimensional simplex s of K is the restriction to 〈s〉 of a smooth Riemannian metric on a neighbourhood of |s|
in the aﬃne-linear span of |s|. (This property is obviously preserved under subdivision.)
Following Korevaar and Schoen [28] (where X essentially is a Riemannian manifold without boundary), the energy E(ϕ)
of ϕ is deﬁned (if X is compact) by
E(ϕ) = limsup
ε→0
∫ ∫
N(ε)
d2Y (ϕ(x),ϕ(x
′))
εm+2
dμ(x)dμ
(
x′
)
(∞),
where N(ε) = {(x, x′) ∈ X × X: dX (x, x′)  ε}, dX denoting the intrinsic Riemannian distance on X . (For noncompact X a
small technical modiﬁcation is needed in this deﬁnition.) For Y = R we have E(ϕ) = ∫X |∇ϕ|2 dμ (up to a dimensional
constant factor), assuming that ϕ ∈ W 1,2loc (X), see [8, Corollary 9.2]. We denote by E(X, Y ), resp. Eloc(X, Y ), the class of all
maps X → Y of ﬁnite, resp. locally ﬁnite energy.
Every map ϕ ∈ Eloc(X, Y ) has a quasicontinuous representative, and any two such are equal quasi-everywhere (q.e.)
in X [14]. We tacitly employ quasicontinuous representatives of maps of class Eloc(X, Y ), and identify maps which differ
only on some polar set.
Henceforth, suppose that the complete metric target space (Y ,dY ) is a geodesic space, that is, any two points y0, y1 of Y
can be joined by a rectiﬁable path in Y of length dY (y0, y1). We further require that (Y ,dY ) has nonpositive curvature in the
sense of A.D. Alexandrov. Under these hypotheses a continuous locally energy minimizing map of class Eloc(X, Y ) is called
a harmonic map.
Theorem 6. ([8,13,19]) Suppose in addition that the complete geodesic space Y of nonpositive curvature is simply connected. Every
locally energyminimizingmap ϕ ∈ Eloc(X, Y ) has a (unique, locally uniformly) Hölder continuous and hence harmonic representative.
The proof of this local regularity result leans heavily on a method of Jost [27]. Using potential theory with respect to the
H. Cartan ﬁne topology, cf. [12], we have avoided the requirement that ϕ be locally bounded, as implicitly required in [27].
In the particular case where X is a Riemannian manifold without boundary it was shown in [28] that ϕ is even (locally
uniformly) Lipschitz continuous, but this would break down for polyhedral domains X , even when Y = R.
We proceed to discuss the variational Dirichlet problem for harmonic maps from a relatively compact open subset Ω of X .
Suppose that X = (X, g) satisﬁes the following Poincaré inequality∫
X
u2 dμ C
∫
X
|∇u|2 dμ for all u ∈ Lipc(X)
and some constant C . For a given (quasicontinuous) map ψ ∈ E(X, Y ) deﬁne
Eψ(Ω, Y ) =
{
ϕ ∈ E(X, Y ): ϕ = ψ q.e. in X \ Ω}.
Theorem 7. ([16]) Let X,Ω, Y be as above (in particular, Y shall be simply connected and have nonpositive curvature). For any map
ψ ∈ E(X, Y ),
(a) Eψ(Ω, Y ) has a unique element ϕ of least energy, and ϕ is the only map of class Eψ(Ω, Y ) which is harmonic in Ω;
(b) if ψ|∂Ω is continuous at some regular point x0 ∈ ∂Ω , then
ϕ(x) → ψ(x0) as x → x0, x ∈ Ω.
Part (b) was new, even in the case where X = Rm , and its proof used potential theory with respect to the ﬁne topology.
For a related result (with (X, g) a complete Riemannian manifold without boundary and Ω a smoothly bounded domain
in X ), see Serbinowski [36].
We close by stating a result about continuous deformation of continuous maps into harmonic maps. Here we drop the
previous requirement that Y be simply connected (the result being trivial for simply connected Y ).
Theorem 8. ([20]) Suppose that X and Y are compact (Y being a geodesic space of nonpositive curvature). Then every homotopy class
H of continuous maps X → Y contains a map of least energy, and any such energy minimizer of H is a Hölder continuous harmonic
map. Two minimizers are identical if they agree at a point of X .
When X is specialized to be a compact Riemannian manifold without boundary it was shown by Korevaar and Schoen
[28] that H contains a uniformly Lipschitz harmonic map. The construction given there is adapted in the proof of Theo-
rem 11 in [20]. (The proof given in [8, Theorem 11.1] was incomplete.)
Theorem 8 above generalizes the classic existence theorem of Eells and Sampson [9] and the uniqueness theorem of
Hartman [23], in each of which both X and Y are Riemannian manifolds without boundary (hence nonpositive Alexandrov
curvature of Y is equivalent to nonpositive sectional curvature).
830 B. Fuglede / Topology and its Applications 157 (2010) 815–830The proofs of Theorems 5 through 8 above, and of the other results surveyed in [18], make frequent use of properties of
polyhedra established in the present article.
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