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Abstract
We give estimates on the rate of convergence in the Boolean central limit
theorem for the Le´vy distance. In the case of measures with bounded sup-
port we obtain a sharp estimate by giving a qualitative description of this
convergence.
Keywords: Boolean convolution, Boolean central limit theorem, Le´vy
distance, Berry-Esseen theorem.
1. Introduction
In Non Commutative Probability, as proved by Muraki [7], there are
essentially four notions of independence: classical, free, Boolean, and mono-
tone. For each type of independence there exists a Central Limit Theorem
stating that the normalized sum of independent random variables with finite
variance converges to the Gaussian, semicircle [9], Bernoulli [8] and arcsine
[6] distributions, respectively .
In applications, in order to apply effectively any limit theorem, one needs
a quantitative version of it. For the central limit theorem in probability,
this is known as the Berry-Esseen Theorem [1, 3]. It states that if µ is a
probability measure with m1(µ) = 0, m2(µ) = 1 and
∫
R
|x|3dµ < ∞, then
the distance to the standard Gaussian distribution N is bounded as follows
dkol(D 1√
n
µ∗n,N ) ≤ C
∫
R
|x|3dµ√
n
,
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where dkol denotes the Kolmogorov distance between measures, Dbµ denotes
the dilation of a measure µ by a factor b > 0, ∗ denotes the classical convo-
lution, and C is an absolute constant.
For the Free Central Limit Theorem, a similar result was given by Kargin
for the bounded case and then broadly improved by Chistyakov and Go¨tze [2]
using both the third and fourth moment; if µ is a probability measure with
m1(µ) = 0, m2(µ) = 1 and m4(µ) < ∞, then the distance to the standard
semicircle distribution S satisfies
dkol(D 1√
n
µ⊞n,S) ≤ C ′ |m3(µ)|+ |m4(µ)|
1/2
√
n
,
where the symbol ⊞ denotes the free convolution, and C ′ is an absolute
constant.
In this paper we study the speed of convergence in the Central limit
for Boolean convolution. Both of the above results are given in terms of the
Kolmogorov distance. However, in the Boolean Central Limit Theorem there
is not convergence in the Kolmogorov distance, as one can easily see from
almost any example (see Example 1 for a particular one). Thus, in this paper
we consider the Le´vy distance instead, which seems the most appropriate.
Our first theorem gives a quantitative version of the Boolean Central
Limit Theorem for measures with finite fourth moment. That is, we give an
estimate for the Le´vy distance to the Bernoulli distribution b = 1
2
δ−1 + 12δ1.
Theorem 1. Let µ be a probability measure such that m1(µ) = 0, m2(µ) = 1,
and m4(µ) <∞. Then for the measure µn = D 1√
n
µ⊎n we have that
L(µn,b) ≤ 7
2
3
√
m4(µ)− 1
n
for n ≥ 1,
where ⊎ denotes the Boolean convolution.
Our second contribution specializes in the case of measures with bounded
support. In this case we give a qualitative description of the Boolean Central
Limit Theorem which allows us to conclude a better bound for the Le´vy
distance to the Bernoulli distribution.
Theorem 2. Let µ be a probability measure such that m1(µ) = 0, m2(µ) = 1,
and supp(µ) ∈ [−K,K]. Then the measure µn := D 1√
n
µ⊎n satisfies for√
n > K that:
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1) suppµn ⊂ [−K√n , K√n ]∪{x1, x2}, where |(−1)−x1| ≤ K√n and |1−x2| ≤ K√n .
2) For p = µn({x1}), q = µn({x2}) and r = µn([−K√n , K√n ]), we have that
p, q ∈ [1
2
− 2K√
n
, 1
2
+ K
2
√
n
] and r < 4K√
n
.
In particular, the Le´vy distance between µn and b is bounded by
L(µn,b) ≤ 2K√
n
.
The remainder of the paper is organized as follows: In Section 2 we recall
the definition of Boolean convolution in an analytic way. For that purpose
we introduce the Cauchy transform, the F -transform and the K-transform.
Then we study some properties of the F -transform that are used to prove
Theorem 1. Finally we introduce the Boolean cumulants; they are the base
of the proof of Theorem 2. In Section 3 we prove Theorem 1 and Theorem
2, and by an example we show that the estimate in the latter is sharp.
2. Preliminaries
We denote by M the set of Borel probability measures on R and by M10
the subset of M of probability measures with zero mean and unit variance.
The support of a measure µ ∈ M is denoted by supp(µ). For µ ∈ M let
Daµ denote the dilation of a measure µ by a factor a > 0; this means that
Daµ(B) = µ(a
−1B) for all Borel sets B ⊂ R.
For µ, ν ∈ M define the Le´vy distance between them to be
L(µ, ν) := inf{ǫ > 0 | F (x− ǫ)− ǫ ≤ G(x) ≤ F (x+ ǫ) + ǫ for all x ∈ R},
where F and G are the cumulative distribution functions of µ and ν respec-
tively.
It is well known that the Le´vy distance of two measures is the side-length
of the largest square that can be inscribed between the graphs, adding ver-
tical segments where there is a discontinuity, of the cumulative distribution
functions of the measures.
2.1. Boolean convolution
Boolean convolution is the main object of study in this paper. It corre-
sponds to the sum of Boolean-independent random variables. We introduce
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it in a purely analytic way, so we skip the framework of non-commutative
probability spaces.
By C+ and C− we denote the open upper and lower complex half-planes,
respectively. The Cauchy transform of a measure µ ∈M is defined as
Gµ(z) :=
∫
R
1
z − tdµ(t) for z ∈ C
+.
In fact the Cauchy transform is well defined in C \ supp(µ), but it is defined
only for z ∈ C+ because in that region the Cauchy transform determines
uniquely to the measure (i.e. Gµ(z) = Gν(z) for z ∈ C+ implies µ = ν ).
More precisely, we can recover a measure µ ∈M from its Cauchy transform
via the Stieltjes inversion formula:
µ((a, b]) = lim
δ↓0
lim
ǫ↓0
−1
π
∫ b+δ
a+δ
Im(Gµ(x+ iǫ))dx. (1)
We need to mention some properties of the Cauchy transform. For a
measure µ ∈M the Cauchy transform is analytic in C+ and maps C+ to C−
(and vice versa). If supp(µ) ⊂ [−K,K] , then
Gµ(x) 6= 0 for x ∈ R \ [−K,K]. (2)
The Cauchy transform of the dilation Daµ is given by
GDaµ(z) =
1
a
Gµ(
z
a
) for z ∈ C+. (3)
Now, we give two more transforms before defining the Boolean convolu-
tion. The reciprocal Cauchy transform (or F -transform) of a measure µ ∈M
is defined as
Fµ(z) :=
1
Gµ(z)
forz ∈ C+,
and the self energy (or K-transform) of a measure µ ∈M is defined as
Kµ(z) := z − Fµ(z) for z ∈ C+.
Remark 1. Since the Cauchy transform Gµ determines uniquely to the mea-
sure µ in C+, then also the F -transform Fµ and the K-transform Kµ do.
Given µ, ν ∈ M the Boolean convolution µ ⊎ ν ∈ M, introduced by
Speicher and Woroudi [8], is defined by the equation
Kµ⊎ν(z) = Kµ(z) +Kν(z) for z ∈ C+.
Thus, to obtain µ ⊎ ν, we calculate Gµ⊎ν(z) from Kµ⊎ν(z), and then we use
the Stieltjes inversion formula.
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2.2. Properties of the F -transform
We use the F -transform to identify potential atoms of a measure: if a ∈ R
is an atom of µ ∈ M, then Fµ(a) = 0. The properties of this subsection are
important for that purpose.
It is easy to see that if µ ∈M and a > 0, then
FDaµ(z) = aF (z/a) for z ∈ C+. (4)
Directly from the definitions above we obtain that
Fµ⊎n(z) = (1− n)z − nFµ(z) for z ∈ C+. (5)
The next proposition is a direct consequence of Proposition 2.2 in Maassen
[5].
Proposition 1. Let µ be a probability measure on R. Then µ ∈ M10 if and
only if there exists a measure ν ∈M such that
Fµ(z) = z +
∫ ∞
−∞
1
t− z dν(t) = z −Gν(z) for z ∈ C
+.
The following result is Lemma 2.1 in Hasebe [4].
Proposition 2. Let µ and ν be probability measures on R such that Fµ(z) =
z −Gν(z) for z ∈ C+. Then:
1) C \ supp(µ) is the maximal domain where Gµ(z) is analytic.
2) C\supp(ν) is the maximal domain where Fµ(z) is analytic, and Fµ(z) =
z −Gν(z) there.
3) {x ∈ R\supp(µ)|Gµ(x) 6= 0} ⊂ R\supp(ν), and {x ∈ R\supp(ν)|Fµ(x) 6=
0} ⊂ R \ supp(µ).
2.3. Boolean cumulants
For a probability measure µ with all moments, the Boolean cumulants
are defined as the coefficients rn = rn(µ) in the series
Kµ(z) =
∞∑
n=1
rnz
1−n. (6)
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For a probability measure µ on R with finite fourth moment, we may also
define the first four Boolean cumulants r1(µ), r2(µ), r3(µ), and r4(µ) of µ by
the equations
m1(µ) = r1(µ),
m2(µ) = r1(µ)
2 + r2(µ),
m3(µ) = r1(µ)
3 + 2r1(µ)r2(µ) + r3(µ), and
m4(µ) = r1(µ)
4 + 3r1(µ)
2r2(µ) + r2(µ)
2 + 2r3(µ)r1(µ) + r4(µ),
where mn(µ) is the n-th moment of µ. Note that for µ ∈M10 we have that
m4(µ) = 1 + r4(µ). (7)
Similarly to the classical cumulants, the Boolean cumulants defined above
satisfy for µ, ν ∈M and i ∈ N that
ri(µ ⊎ ν) = ri(µ) + ri(ν) (8)
and
ri(Daµ) = a
iri(µ). (9)
3. Proofs
We first prove a theorem that gives the Le´vy distance between a measure
and the Bernoulli distribution in terms of the fourth moment. As a direct
consequence, we obtain Theorem 1. Then we prove Theorem 2 and give an
example that shows that the bound in this case is sharp.
Let µ be a probability measure, and let X be a random variable with
distribution µ. By µ2 we denote the distribution of X2. Note that for ǫ > 0
we have
µ((−1− ǫ,−1 + ǫ) ∪ (1− ǫ, 1 + ǫ)) ≥ µ2((1− ǫ, 1 + ǫ)). (10)
Lemma 1. If µ ∈M10 and m4(µ) <∞, then:
(i) V ar(µ2) = r4(µ).
(ii) µ2((1− ǫ, 1 + ǫ)) ≥ 1− r4(µ)
ǫ2
.
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Proof. For part (i) observe that V ar(µ2) = E(µ4) − E(µ2)2 = m4(µ) − 1.
Hence, by (7) we obtain that V ar(µ2) = r4(µ).
For part (ii) we see that by the Chebyshev inequality we have
P (|X2 − E(X2)| < ǫ) > 1− V ar(X
2)
ǫ2
,
and using (i) we conclude that µ2((1− ǫ, 1 + ǫ)) > 1− r4(µ)
ǫ2
.
Lemma 2. If µ ∈ M10 and µ((−1 − ǫ,−1 + ǫ) ∪ (1 − ǫ, 1 + ǫ)) ≥ 1 − ǫ for
some ǫ ∈ (0, 1), then
L(µ,b) ≤ 7
2
ǫ. (11)
Proof. Define R1 := (−∞,−1−ǫ], R2 := (−1−ǫ,−1+ǫ), R3 := [−1+ǫ, 1−ǫ],
R4 := (1− ǫ, 1 + ǫ), and R5 := [1 + ǫ,∞). Let pi := µ(Ri) for i = 1, 2, 3, 4, 5.
Clearly, there exists ti ∈ Ri such that∫
Ri
tdµ(t) = tipi.
Note that p1 + p4 ≥ 1− ǫ by hypothesis. So we have
pi ≤ ǫ for i = 1, 3, 5. (12)
Observe that
|t1p1|+ |t5p5| <
∫
R1
t2dµ(t) +
∫
R5
t2dµ(t)
= 1−
∫
R2
t2dµ(t)−
∫
R3
t2dµ(t)−
∫
R4
t2dµ(t)
≤ 1− (1− ǫ)2(p2 + p4)
= 1− (1− ǫ)2(1− ǫ)
< 3ǫ,
where the first equality is because of m2(µ) = 1. It is clear that |t3p3| < ǫ.
Thus, we obtain from m1(µ) = 0 that
|t2p2 + t4p4| = |t1p1 + t3p3 + t5p5| < 4ǫ.
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Also note that
|p2 − p4| − |t2p2 + t4p4| ≤ |t2p2 + t4p4 + p2 − p4|
= |t2 + 1|p2 + |t4 − 1|p4
< ǫ(p2 + p4)
< ǫ.
It follows that |p2 − p4| < 5ǫ, and since 1− ǫ ≤ p2 + p4 ≤ 1, then
1
2
− 3ǫ < p2, p4 < 1
2
+
5
2
ǫ. (13)
Using the estimates (12) and (13), it is easy to see that
L(µ,b) ≤ 7
2
ǫ.
Theorem 3. Let µ ∈M10. Then
L(µ,b) ≤ 7
2
3
√
m4(µ)− 1. (14)
Proof. By Lemma 1 and inequality (10), we see that
µ((−1− ǫ,−1 + ǫ) ∪ (1− ǫ, 1 + ǫ)) ≥ µ2((1− ǫ, 1 + ǫ)) ≥ 1− r4(µ)
ǫ2
.
Taking ǫ = 3
√
r4(µ), we obtain
µ((−1− 3
√
r4(µ),−1 + 3
√
r4(µ)) ∪ (1− 3
√
r4(µ), 1 +
3
√
r4(µ))) ≥ 1− 3
√
r4(µ).
By Lemma 2 we conclude that when r4(µ) < 1, then
L(µ,b) ≤ 7
2
3
√
r4(µ) =
7
2
3
√
m4(µ)− 1.
The following proposition shows that the bound in the previous theorem
is sharp.
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Proposition 3. For all α > 1
3
and for all C > 0 there exists µ ∈ M10 such
that
L(µ,B) > C · r4(µ)α
Proof. Fix α > 1
3
and C > 0. Let ǫ ∈ (0, 1). Define
µǫ =
ǫ
2
δ−√1+ǫ + (
1
2
− ǫ)δ−1 + ǫ
2
δ−√1−ǫ +
ǫ
2
δ√1−ǫ + (
1
2
− ǫ)δ1 + ǫ
2
δ√1+ǫ
Clearly µǫ ∈M10. We also have that
m4(µǫ) = ǫ(1 + ǫ)
2 + ǫ(1− ǫ)2 + (1− 2ǫ)
= 1 + 2ǫ3.
So by (7) we obtain that r4(µ) = 2ǫ
3.
On the other hand, since µǫ is atomic, then, for ǫ < 1, one has
L(µǫ, B) = min{ ǫ
2
, 1−√1− ǫ,√1 + ǫ− 1} ≥ ǫ
4.
It is not hard to see that for ǫ small enough we have that ǫ
4
> C(2αǫ3α).
For such ǫ
L(µǫ, B) > C · r4(µ)α.
Now we are able to prove Theorem 1 .
Proof of Theorem 1. It follows from (8) and (9) that
r4(µn) = r4(D√nµ
⊎n) =
1
n2
nr4(µ) =
r4(µ)
n
.
By Theorem 3 we conclude that
L(µn,b) ≤ 7
2
3
√
r4(µ)
n
=
7
2
3
√
m4(µ)− 1
n
.
Now we proceed to prove the main theorem of the paper.
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Proof of Theorem 2. Using (4) and (5), we obtain
Fµn(z) = (1− n)z −
√
nFµ(
√
nz) for z ∈ C+.
By Proposition 1 there exists a measure ν ∈M such that Fµ(z) = z−Gν(z)
for z ∈ C+. It follows that
Fµn(z) = (1− n)z −
√
n(
√
nz −Gν(
√
nz))
= z −√nGν(
√
nz))
= z −GD 1√
n
ν(z) for z ∈ C+,
where the second equality is due to (3).
Note that supp(ν) ⊂ [−K,K]. Indeed, suppose that x ∈ R\[K,K]. Since
supp (µ) ⊂ [−K,K], then x ∈ R \ supp (µ). Therefore, by (2) we obtain that
Gµ(x) 6= 0. Finally, part iii) of Proposition (2) implies that x ∈ R \ supp (ν).
Let us write νˆ = D 1√
n
ν. So we have that supp(νˆ) ⊂ [−K√
n
, K√
n
] and
Fµn(z) = z −Gνˆ(z) for z ∈ C+. (15)
By the third part of Proposition 2, we conclude that supp(µn) ⊂ [−K√n , K√n ]∪
{x ∈ R \ [−K√
n
, K√
n
] | Fµn(x) = 0}. To conclude the proof of part 1), it is left
to prove that there are only two zeros x1 and x2 which satisfy the conditions
|(−1)−x1| ≤ K√n and |1−x2| ≤ K√n . The second part of Proposition 2 implies
for z ∈ C \ [−K√
n
, K√
n
] that Fµn(z) = z − Gνˆ(z) and that Fµn(z) is analitic.
Therefore, we obtain from the definition of Cauchy transform that
F ′µn(x) = 1 +
∫ ∞
−∞
1
(t− x)2dνˆ(t) for x ∈ R \ [
−K√
n
,
K√
n
].
In particular, Fµn(x) is increasing in (
K√
n
,∞) and can have at most one zero
there. It is clear that
Fµn(x) > x−
1
x−K/√n > K/
√
n for x > 1 +K/
√
n
and
Fµn(x) < x−
1
x+K/
√
n
< −K/√n forK/√n < x < 1−K/√n.
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Since Fµn(x) is continous in (
K√
n
,∞), it must have a zero x2 in [1− K√n , 1+ K√n ].
A similar argument shows that Fµn(x) has only a zero x1 in (−∞, −K√n )
bounded in [−1− K√
n
,−1 + K√
n
]. We conclude the proof of part 1).
Using (15) and Proposition 1, we obtain thatm1(µn) = 0 andm2(µn) = 1.
The idea of the rest of the proof is that these two moments force the mass
of µn to concentrate evenly in x1 and x2.
We put p = µn({x1}), q = µn({x2}), and r = µn([−K√n , K√n ]). Note that
p + q + r = 1 by part 1). It is clear that there exist y1 ∈ [−K√n , K√n ] and
y2 ∈ [0, K√n ] such that
∫ K/√n
−K/√n x dµn(x) = y1r and
∫ K/√n
−K/√n x
2 dµn(x) = y
2
2r.
Define ǫ := −1 − x1 and δ := 1 − x2. Since m1(µn) = 0, then we have that
x1p+ y1r+x2q = 0; it follows that p(−1+ ǫ)+ ry1+ q(1+ δ) = 0. Therefore,
we deduce the inequalities
|q − p| ≤ p|ǫ|+ r|y1|+ q|δ| ≤ (p+ q + r) K√
n
=
K√
n
. (16)
Since p+q ≤ 1, then p+p− K√
n
≤ 1. Therefore we obtain that p ≤ 1
2
+ K
2
√
n
.
Similarly, we can conclude that q ≤ 1
2
+ K
2
√
n
. Now, we have from m2(µn) = 1
that x21p+y
2
2r+x
2
2q = 1. It follows that (1+2ǫ+ǫ
2)p+y22r+(1+2δ+δ
2)q = 1,
and we get the estimate
p+ q = 1− (ǫ2p+ y22r + δ2q)− 2(ǫp+ δq) ≥ 1−
K2
n
− 2 K√
n
≥ 1− 3 K√
n
.
Since q ≤ p + K√
n
, then 2p + K√
n
≥ 1 − 3 K√
n
. It follows that p ≥ 1
2
− 2K√
n
and
q ≥ 1
2
− 2K√
n
. Finally, we conclude that r ≤ 4 K√
n
because of p+ q + r = 1.
It follows from the estimates obtained for p, q, and r that
L(µn,b) ≤ 2K√
n
.
Finally, the next example shows that the estimate given for measures of
bounded support is sharp.
Example 1. Let n be a positive integer. Define pn :=
1
2
√
1+4n+1√
1+4n
, qn :=
1
2
√
1+4n−1√
1+4n
, xn :=
1−√1+4n√
4n
, and yn :=
1+
√
1+4n√
4n
. Let µn be the probability
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measure given by µn := pnδxn + qnδyn. Then µn = D 1√
n
µ⊎n1 , where µ := µ1,
and L(µn,b) ≥ 16√n .
Indeed, by Remark 1, to prove µn = D 1√
n
µ⊎n, it is sufficient to show that
Fµn(z) = FD 1√
n
µ⊎n(z) for z ∈ C+. First we compute the Cauchy transform of
µn:
Gµn(z) =
pn
z − xn +
qn
z − yn =
pn(z − yn) + qn(z − xn)
(z − xn)(z − yn)
=
pn(z − yn) + qn(z − xn)
(z − xn)(z − yn) =
z − ynpn − xnqn
(z − xn)(z − yn)
=
z − xn − yn
z2 − (xn + yn) + xnyn =
z − 1/√n
z2 − z/√n− 1 .
Hence, we have that Fµn(z) =
√
nz−z−√n√
nz−1 . In particular Fµ(z) =
z2−z−1
z−1 .
On the other hand, we compute
FD 1√
n
µ⊎n(z) =
1√
n
((1− n)√nz + nFµ(
√
nz) = (1− n)z +√nFµ(
√
nz)
= (1− n)z +√n(nz
2 −√nz − 1√
nz − 1 ) = (z − nz)(
√
nz − 1) +√nnz2 − nz −√n,
=
√
nz − z −√n√
nz − 1 = Fµn(z).
Now it is easy to see, that L(µn,b) = max{| − 1 − xn|, |1 − y|, |1/2− pn|},
and since |1/2− pn| ≥ 16√n , then L(µn,b) ≥ 16√n .
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