Abstract. Face recognition technology considers one of the hot spots in the field of pattern recognition, and it is also one of the difficulties in the field of pattern recognition. In this paper, the principal component analysis (PCA) algorithm and its application in the face recognition technology has been studied primarily. Firstly, discusses the traditional 1DPCA algorithm. Secondly, based on the previously mentioned 1DPCA algorithm, the 2DPCA algorithm, which improves algorithm, is put forward. Simulation results showed that the 2DPCA method is superior to the traditional PCA method for its avoidance of the transformation from image array to one-dimensional vector. The programmable procedures of 1DPCA and 2DPCA designed in the thesis have high recognition rate, and pose theoretically important influence and application value.
Introduction
With the development of social, science and technology, especially with the rapid improvement of computer hardware and software performance, it is necessarily to achieve more and more urgent automatic certification needs. Various types of biometric technology in science, technology research, development. Face recognition has a wide application prospect.
At present, many countries have launched research on face recognition, mainly in Europe, the United States, Japan and so on. The prestigious research institute is The Massachusetts Institute of Technology's Media Lab [1] ,artificial intelligence laboratory [2] , Carnegie Mellon University's Human-Computer Interface Institute [3] , Microsoft Research Institute [4] , University of Cambridge [5] and so on. Many universities have made great progress in this area, and their research involves a wide range of fields. University of Texas at Dallas, Abdi and Toole [6] group, from the perspective of perception and psychology to explore the human recognition of human face mechanism, the main study of human perception of the law of the face; Yuille [7] of the Smith-Kettlewell research Center at Harvard University, uses elastic templates to extract the contours of the eye and mouth, Zhang [8] and Huang [9] further proposed to use the contours of the activities to extract eyebrows, chin and nostrils and other uncertain shapes; The Petkov [10] team at the University of Groningen in the Netherlands studied the neurophysiology mechanism of the human visual system and developed a parallel pattern recognition method on it. More scholars are engaged in the use of input images for computer face recognition research work. Domestic research on automatic face recognition began in the 1980s, China University of Science and Technology, Yang Guangzheng [11] , etc. proposed a mosaic based on the face of automatic identification method, based on the knowledge of the three pyramid structure of the basic positioning of the face. The first two levels are based on mosaic maps of different resolutions, and the third stage uses an improved edge detection method to further detect the eye and mouth. Peng Hui [12] of Tsinghua University developed other methods of eigenface to do a further development, proposed the use of interclass spread matrix as a matrix. The dimension of the matrix is further reduced, and the amount of calculation is greatly reduced while maintaining the recognition rate.
The projection of each image on the eigenface space is used as its algebraic feature, and then classified by hierarchical discrimination. The main research areas related to computer vision, pattern recognition, machine learning, with particular attention to face recognition and multi-mode human-computer interaction technology. They focus on the core technologies include: real-time accurate face detection and tracking, fast and accurate facial features positioning, accurate and fast face recognition or confirmation methods.
Method of face recognition for moving image sequences using motion and color information. In this paper, we mainly study the eigenface method based on K-L transform, also called principal component analysis (PCA). And for the expression and posture changes, the identification of recognition and recognition rate of the calculation.
PCA Face Recognition
PCA is one of the most widely used feature extraction methods, the basic idea is to extract the main features of space data (also known as the main element). Reduce data redundancy, making the data in a low-dimensional feature space is processed, while maintaining the vast majority of the original data. This effectively solves the bottleneck problem of excessive spatial dimension.
PCA Face Recognition Principle
The basic process of face recognition system of PCA algorithm includes: the training system sample set and the test sample set, the training sample eigenvalue and the eigenvector calculation, the calculation of the eigenface vector, the calculation of the test sample projection to the eigenface space coordinate coefficient, and classification identify. The whole process will be described in detail below.
(1) Import the system training sample set and test sample set After normalizing the face database, each person in the library chooses a certain number of images to form the training set, and the rest constitute the test set. The normalized image is N N × , which is connected to each other to form a N 2 dimension vector, which can be regarded as a point in the N 2 dimension space. This image can be described by a K-L transform with a low-dimensional subspace.
(2) Calculation of eigenvalues and eigenvectors of training samples The image data imported from the above can be determined: the dimension of the sample is n, the total L class, , ,... 
. The average face of all training samples is defined as , , ,
At this point, the covariance matrix is defined as ,among m n ≺ . (3) Classification and identification The essence of the K-L transform is to create a new coordinate system, and then rotate the principal of an object along the feature vector. This transformation relieves the correlation between the components of the original data vector, making it possible to remove the coordinate systems with less information so that the purpose of reducing the dimensionality of the feature space can be achieved.
2DPCA Face Recognition
Training Images. Set the image A size to m n × , Let the projection matrix
, Where each column is an orthogonal vector, and n d ≥ . Projecting the image matrix A to X will produce a matrix m d
The trace of the covariance matrix x S defining Y is the total divergence.
To maximize this criterion, we find the optimal projection direction X, so that the vector Y after projection is the most open. Among,
(5) Since the image covariance (divergence) matrix G t can be seen from the definition that it is a nonnegative n n × -dimensional matrix. Assuming that there are M training images, the J image is denoted as j A , and the mean of all training images is denoted by A .
The guidelines are changed as ( )
, Maximize the above formula X is called the optimal projection axis. The optimal projection axis is the eigenvector corresponding to the largest eigenvalue of t G . Usually an optimal projection axis is not sufficient, so the corresponding eigenvalues are chosen to take the maximum of the orthogonal d orthogonal unit vector as the optimal projection axis
Classification Method. Using the nearest neighbor classification. The distance between the feature matrices
of any two images is defined as 
is orthogonal, the reconstructed image of image A is:
Order 
Experimental Program
In this paper, the algorithm of face recognition system based on PCA algorithm is designed by using MATLAB language. The basic process includes the training system training sample set and the test sample set, calculation of eigenvalues and eigenvectors of training samples, calculate the eigenface vector, calculate the coordinate coefficients of the test sample projection to the eigenface space as well as classification recognition. The specific steps will be described in detail below.
Preprocessing of Face Images
The normalization of the image can be divided into the normalization of the image and the geometric normalization of the image. This method is to convert the histogram of the input image into a specific histogram, so that the gray distribution of the image as much as possible to cover all the gray level. Eliminating the absolute dominance or absolute disadvantage of the gray scale, thus partially eliminating the impact of light on the grayscale image.
For the digital image, the number of gradations is set to the gray scale, and the occurrence frequency of the k gradation can be expressed as
k N is the number of pixels of gray scale k, and N is the total number of pixels of the image.
The geometric normalization of the image refers to whether the corresponding position of the key part of the face in the image is the same in each face image. Respectively, can be achieved so that the face to maintain a positive, to eliminate the left and right side of the face after the identification of the impact of follow-up. So that the eyes of the eye to maintain a horizontal position, to maintain the face image in the plane scale invariance effect.
Training and Identification
PCA's face recognition process consists of a training phase and a recognition phase. In the training phase, each known face is mapped to the subspaces with the eigenface composition, and the m-dimensional vector 
Simulation Results and Data Analysis
Through the previous theoretical analysis, using the PCA and 2DPCA joint experiment scheme, the gray scale image and the color image are used respectively. When importing image data into the system, the number of training samples per class is two, and the test sample can be randomly assigned from 1 to 10. The experimental results are shown in Figure 3 , Fig. (a) is the selected test image, and Fig. (b) is the result of the matching operation. 
Gray Face Image Face Recognition Simulation

2DPCA Experimental Simulation
In this experiment, ORL face database is still used to study the influence of the dimension (rdim) of the principal component and the number of training samples (m) on the recognition of 2DPCA algorithm. Select the ORL face database of 40 individuals, each test selected each m image as a training set, the total capacity of the training set. In this experiment, set the value of m were 4,5,6,7,8, then the total capacity of the training set were 160,200,240,280,320.Then the remaining (10-m) image of each person is used as a test, and the total capacity of the test set is. (10-m) 6,5,4,3,2, the total capacity of the test set is 240,200,160,120,80, respectively. At the same time, rdim values are 10,12,14,16,18,20 respectively. The results are shown in Table 1 . According to the statistical data of the above table, we can see that there is no obvious change in the training time and correct rate of 2DPCA with the increase of rdim in the case of m, and there is a tendency to change the test time. In the case of rdim, with the increase of m, the test time of 2DPCA has no obvious change rule, the training time is increasing and the correct rate is increasing. This is because as the m increases, the test data decreases, and the training image increases, so the training time becomes longer. It can be seen that the parameter that affects the recognition rate of 2DPCA is mainly the number of training samples (m), and the dimension (rdim) of the main component has a considerable influence on the overall time consuming of the 2DPCA algorithm.
Simulation Results Analysis
According to the above results, here is mainly to explore the principal component dimension Table 2 . As can be seen from the results in Table 3 , when the rdim value is the same, the correct rate of 2DPCA appears below 1 DPCA. In the case of m, the correct rate of 1DPCA is almost constant with the increase of rdim, but the correct rate of 2DPCA rises and then decreases. And training time and test time 2DPCA is also significantly longer than the time of 1DPCA use. By analyzing, we know that this is because 2DPCA requires more coefficients to describe the original image than the traditional PCA recognition method. Therefore, the storage capacity of the coefficient is larger than that of the PCA method, which directly affects the algorithm's computation time.
Experiments show that although in most cases, both groups of experiments can be identified by the known test images of the correct corresponding training images, but overall, the gray image recognition rate is still slightly higher than the color image. This is due to the use of gray images to identify when a certain limit to exclude the impact of background factors, especially the skin color background, which is relatively easy to deal with. Therefore, it can be seen, in the PCA face recognition is recommended when using gray-based image processing.
Summary
Based on all the above experiments, we conclude that using the 2DPCA face recognition method is better than PCA's face recognition method. The recognition rate increases as the dimension of the principal component increases, and the subsequent experiments show that the dimension is 40 when the dimension is 40. But in the choice of more dimensions, the recognition rate but was a downward trend. In summary, in the case where the dimensionality of the principal component is appropriate, since the 2DPCA is directly based on the image matrix, it is superior to the traditional PCA face recognition algorithm in computational efficiency and responsiveness. Compared with PCA, 2DPCA has the advantages of simple method, high recognition rate and high efficiency of extracting features. However, because 2DPCA in the image reconstruction process requires more coefficients, so 2DPCA need more storage space, while the classification of the time required more.
Based on the analysis of the principle of PCA and 2DPCA, this paper compares their performance in face recognition by experiment. The simulation results and data analysis show that the 2DPCA method is superior to the PCA method both in computing time and correct rate.
