Abstract: This study presents in a new unified way, optimal instrumental variable methods for identifying discrete-time transfer function models when the system operates in a closed loop. The conditions for the optimal design of prefilters and instruments depending on common model structures are analysed and different approaches are developed according to whether the controller is known or not. The performance of the proposed approaches is evaluated by Monte-Carlo analysis in comparison with other alternative closed-loop estimation methods.
Introduction
Feedback is present in a variety of practical situations owing to safety and/or economic restrictions. In the last two decades, various attempts have been made to handle linear system identification in the presence of feedback. The main difficulties are well known and owing to the correlation between the disturbances and the control signal induced by the loop. Identification methods dealing with closed-loop experimental data were first developed in the 1980s (see [1, 2] ); several overviews gather these results (see e.g. [3] [4] [5] ). Renewed attention has been given lately to the problem of closed-loop identification initiated by an emerging interest in identification for model-based control (see [6] [7] [8] ) and/or experiment design in the closed-loop framework ( [9, 10] ). Several methods have been developed recently, therefore, and may be divided into two main approaches depending on the chosen state space (see e.g. [11] for a survey) or transfer function model form. In this paper, transfer function model identification via instrumental variable (IV) methods is considered.
The IV technique to the identification of transfer function models has indeed a rich history in the control and system literature, with the earliest algorithms of this type dating back to the 1970s for the open-loop case [12] and 1980s for the closed-loop situation [13] . More recently, a so-called 'tailor-made IV algorithm' was proposed [14] where the closed-loop plant is parameterised using the (open-loop) plant parameters. A connexion with the bias-eliminated least-squares method was also discussed (see [15, 16] ). Then, an optimal (minimal) variance result was developed in the closed-loop extended IV identification case, revealing consequences for the choice of weights, filters and instruments. Two bootstrap techniques were developed for estimating AR and ARARX models [17] .
Attention has been given very recently to more general models and optimal IV solutions are presented either for linear model identification (see e.g. [18] or [19] for BoxJenkins (BJ) hybrid continuous-time models) or non-linear models [20, 21] . This paper outlines the main aspects of a statistically optimal refined IV approach for the identification of common use structures as ARX, ARARX, output error (OE) and BJ, in closed loop. The BJ model structure presents the advantage of allowing the plant and the noise models to have different dynamics and it can be shown that the estimates of the noise model parameters are asymptotically independent of the process model parameter estimates (see [22] and the prior references therein). An apparent problem with this type of BJ model is that simple IV estimation cannot be used directly because the model is non-linear-in-the-parameters. However, more sophisticated IV estimation can be used to overcome this limitation [22] . Indeed, the identification problem is rewritten in this paper to make use of a linear-in-the-parameters predictor next to an additional noise model identification required for determining the optimal prefilter and instrument.
This paper therefore provides a survey on the statistically optimal IV solutions for the estimation of discrete-time transfer function models when the system operates in closed loop, and whatever the controller knowledge is. In this regard, it can be compared to the well-known prediction error minimisation (PEM) approach [2] . However, as illustrated in this paper, the proposed refined IV algorithm seems, as in the open-loop case [22] , less sensitive, compared to the PEM algorithm, to the initialisation [23] .
The paper is organised as follows. After the preliminaries, the optimal IV solution is presented according to the model structure used, and the controller knowledge. Finally, the different methods are compared with the help of MonteCarlo simulation (MCS) examples.
Problem formulation
Preliminaries: Consider a stable, linear, single input single output, closed-loop system of the form shown in Fig. 1 . The data generating system is assumed to be given by the following relations S:
The plant is denoted by G 0 (q) = B 0 (q −1 )/F 0 (q −1 ) with the numerator and denominator degree equals to n 0 , the controller is denoted by C c (q) and q −1 is the delay operator with q −i x(t) = x(t − i). u(t) describes the plant input signal, y(t) the plant output signal. A coloured disturbance j 0 (t) = H 0 (q)e 0 (t) is assumed to affect the closed loop, where e 0 (t) is a white noise, with zero mean and variance s 2 e 0 . The following general model structure is chosen to model the system (1)
where the parameter vector is given as u T = (r T h T ). The parameterised plant model then takes the form
where n denotes the plant model order and with the pair (F, B) assumed to be coprime. The plant model parameters are stacked columnwise in the parameter vector
The plant model order n is assumed to be known or identified from the data and the parameterised noise model is assumed to be in the form of the following ARMA process
where the associated noise model parameters are stacked columnwise in the parameter vector (6) Note that this paper deals with IV-based methods which are known to give consistent plant model parameter estimates of G 0 irrespective of the structure of H 0 . Now consider the relationship between the plant input and output signals in (1)
If the plant G 0 is included into the chosen model set G (G 0 [ G), y(t) can be written as
where r 0 denotes the true plant parameter vector
and v 0 (t) = F 0 (q −1 )H 0 (q)e 0 (t). In the following, the closed-loop system is assumed to be asymptotically stable and r (t) is an external signal that is persistently exciting of sufficient high order.
The objective is then to estimate the parameter vector from the collected sampled data y(t), u(t) and r (t) when the controller C c (q) is known or not.
Let us introduce some notations used in the following sections. The closed-loop system can be split into two different parts as follows
whereẙ(t) andů(t) are the noise-free input/output,ỹ(t) and u(t) the noise part of y(t) and u(t), respectively. The noisefree regressorẘ T (t) is then defined on the basis of these signals as follows
3 IV method for closed-loop identification
Extended IV
The extended-IV estimate is given by (see e.g. [23] )
T Wx, with W a positive-definite weighting matrix and L(q) a stable prefilter.
By definition, when G 0 [ G, the extended-IV estimate is consistent under the following two conditions (The notation
is adopted from the prediction error framework of [2] .)
Lower bound for an IV method
The choice of the IV vector z(t), the number of instruments n z , the weighting matrix W and the prefilter L(q) may have considerable effect on the covariance matrix P xiv produced by the IV estimation algorithm. In the open-loop situation the lower bound of the covariance matrix for any unbiased identification method is given by the Cramer-Rao bound (see e.g. [2, 24] ). The closed-loop situation has been investigated more recently in [17] . The main results to be used in the following are only briefly recalled here. It was shown that a minimum value of the covariance matrix P xiv as a function of the design variables z(t), L(q) and W exists under the restriction that z(t) is a causal function of the external signal r (t) only. In that case P xiv ≥ P opt xiv with
, and z(t) =ẘ(t)
whereẘ(t) is the noise-free part of w(t) (see Section 2). Using (12) and (13 -15) , the following IV estimate is optimal (16) and where the regressor (15) . It has to be noted that in the IV estimator considered in (16), the optimal choice of instruments and prefilter is dependent on unknown system properties, that is, the plant as well as the noise dynamics. Whereas dependency of plant dynamics could be taken care of by an iterative procedure where the instrument and prefilter are constructed on the basis of a previous plant model estimater i−1 . Knowledge of the noise dynamics is generally missing in an extended IV estimator like (12) as it is not particularly estimated.
Therefore the next step to an optimal IV method should be to extend the estimator (12) with a procedure to estimate an appropriate noise model, to be used as a basis for constructing the optimal prefilter L opt (q) given in (15).
4 Optimal IV identification in a closed loop
IV solutions for commonly used model structures in a closed loop
Optimal IV identification is based on (12) . However, it requires the knowledge or the estimation of the noise model to build the filter. In this perspective, a general prediction error identification step is added to estimate a model for H 0 (q). This requires the choice of a particular parametrisation for H(q, u), possibly in relation to G(q, r).
Two common types of model structure [According to standard PE identification literature the autoregressive part of the following models is denoted by polynomial A (in contrast with the notation F in section 2).] have been used so far in the literature [17] . † ARX model structure:
In this case the noise model
is already available from the plant model estimate, and no additional noise model estimate is required. On the basis of the estimated plant model G(q,r) the corresponding filter is given by
r is estimated during the plant model identification step. † ARARX model structure:
In this case the corresponding noise model
is not available from the plant modelr only as previously, but an additional noise model estimate is required. In [17] , this is achieved by identifying
by using a first plant model estimater and by applying a least square estimatorĥ
The optimal filter that results from this procedure is therefore
Note that these two methods rely on special structures of the assumed noise models, and therefore limit the possibility to reach consistent estimates of H 0 (q) in situations where these structures are not in accordance with the properties of the underlying systems. Therefore the IV estimators are then extended to other more general OE and BJ model structures. † BJ model structure: The more general structure is obtained by choosing a BJ model
The IV estimator (16) cannot be directly applied to this nonlinear-in-the-parameter model structure (as in [17] ). Therefore the solution is to deal with an IV estimator for the process model coupled with a noise model estimation. This approach is stimulated by the previous development of the refined IV method for open-loop system identification (see [22, [25] [26] [27] for a unified form that deals with both discrete and continuous-time models). A natural way to extend the IV estimator (12) with an estimation of the noise model h is to write
with v(t) = y(t) − B(q −1 ,r)/F(q −1 ,r)u(t) being available as a measured/reconstructed signal once IV estimator (12) has delivered a plant modelr (see the algorithm Section 4.3). Estimation of h in the above equation is then undertaken by an ARMA estimation algorithm on the basis of v(t).
The optimal prefilter that results from this identification procedure is then given by
When choosing an OE model structure for the noise dynamics, we arrive at
and of course no additional estimation of the noise dynamics is required. The optimal prefilter however changes, and now is given by
Construction of the instruments
According to (15) , the instruments make use of the noise-free regressorẘ(t) which is unknown. It has to be estimated, therefore, from data during the plant model estimation. Two situations have to be investigated according to the controller knowledge.
Controller unknown:
When the controller is unknown, the IV series z f (t,û) are generated on the basis of the two closed-loop auxiliary models denoted as G yr (q,r yr ) and G ur (q,r ur ) (estimated TF between y(t)/r(t) and u(t)/r (t), respectively) as followŝ y(t) = G yr (q,r yr )r(t) (27) u(t) = G ur (q,r ur )r(t) (28)
where the closed-loop parametersr yr andr ur can be estimated using the following IV techniquê
with the instruments z r (t) generated from the excitation signal r (t).
Controller known:
When the controller is known, it is worth using this information into the identification procedure. Therefore it may be used with the open-loop plant model to construct the instruments and the filter while satisfying the optimal conditions (13) - (15) . Indeed, the two closed-loop transfer functions [G yr (q,r yr ) and G ur (q,r ur )] are no longer needed and the noise-free estimation of the instrumental vector can be achieved by using the previousstep estimated open-loop transfer function. In this case, the IV series z f (t,û ) are generated on the following basiŝ
Algorithm
The outline of the optimal IV algorithm for any model structures described Section 4.1, within the closed-loop context is given below.
Step Step 2: Estimate by IV: Generate the filtered instruments (i stands for the ith iteration) according to the model structure used and the previous estimated models as L(q,û i−1 ) computed using either (18), (21), (24) or (26) 
, and z f (t,û i−1 ) can be seen as a filtered estimate of the noise-free part of the regressor vector w(t) (9) based on estimatesŷ(t) andû(t) of the noise-free output and input of the plant, respectively, [using (27) - (28) if the controller is unknown and (32)-(33) if it is known]. Determine the IV estimate using the prefilter and these instrumentŝ
This yields B(q −1 ,r i ) and
Step 3. Obtain an estimate of the noise model parameter vector h i based on the estimated noise sequence: Use one of the noise model identification scheme (One of the advantages of the proposed algorithms is that they provide consistent plant estimates while still exploiting the pseudolinear regression type of estimation. Indeed, the IV-based pseudo-linear regression method recently suggested in [28] could be used to estimate the ARMA process noise in this step of the algorithms.) described in Section 4 to estimatê h i and the associated transfer function H(q,ĥ i ).
Step 4. Repeat from step 2: Stop when F(q −1 ,r), B(q −1 ,r), H(q,ĥ) and L(q −1 ,û) have converged.
Step 5. Compute the estimated parametric error covariance matrixP u associated with the parameter estimates, from
whereŝ 2 is the sample variance of the estimated residuals. Then, according to the model structure used, the resulting algorithm will be referred to as cliv arx , cliv ararx , cliv bj or cliv oe .
Remark -Initialisation step: As illustrated in the following simulation example Section, the proposed optimal IV estimation method is robust to the initialisation. Therefore several methods may be used in this initialisation step of the algorithm. Indeed, this first plant estimate is only used to construct the first filter and instruments, and therefore this suggests that minor deviations from the optimal value only causes secondorder effects in the resulting accuracy of the first iteration model.
Simulation examples
These examples are concerned with a simulation model based on the following relations (1), where
The excitation signal r (t) is a pseudo random binary signal of maximal length, with the number of stages for the shift register set to 9 and the clock period set to 8; e 0 (t) is a white noise uncorrelated with r (t). All of the IV methods presented in this paper lead to consistent results if the assumption G 0 [ G is fulfilled and optimal estimates if S [ M. This example section illustrates this point with the use of the two following examples.
Example 1: white measurement noise
Firstly, a white noise disturbance [H 0 (q) = 1] is considered to evaluate the performance of the cliv oe algorithm in the case S [ M. The plant parameters are estimated on the basis of closed-loop data of length N = 4088. A MCS of 100 runs is used for a signal-to-noise (SNR) ratio given as SNR = 10 log P˚y P e = 35 dB (39) where P e represents the average power of the zero-mean additive noise on the system output (e.g. the variance) while P˚y denotes the average power of the noise-free output fluctuations. % The proposed method is compared with: † clivr: the first basic IV method developed to handle the closed-loop case that uses the delayed version of the reference signal as instruments [13] ; † cliv arx : the optimal IV method for an ARX model structure making use of the controller knowledge (see Section 4); † cliv oe1 : the proposed IV method for OE model, assuming the controller unknown (see Section 4.3); † cliv oe2 : the proposed IV method for OE model, making use of the controller knowledge (see Section 4.2.2); † pem: direct use of the closed-loop data (u(t) and y(t)) in the pem (OE here) method (see e.g. [5] ). The method is known to be theoretically efficient in the S [ M case.
MCS results are presented in Table 1 where the mean and standard deviation of the estimated parameters are displayed. The average number of iterations (N iter ) for the pem and cliv oe algorithms are also given. All the methods provide unbiased results with smaller standard deviations for the two proposed cliv oe and pem methods. Indeed, these methods lead to better results, thanks to the iterative estimation procedure, even though the number of iterations required for convergence is quite low (although it should be noted that, on average, pem requires more iterations to converge here). As expected, the clivr method provides the least accurate results since it is a basic (and not optimal) IV approach.
Moreover, it has to be noted that, in contrast to the cliv oe and pem algorithms, the cliv arx method only works within the G 0 [ G assumption (and not S [ M). However, even if the standard deviations are higher than those of the cliv oe and pem, this refined IV provides satisfactory results and is robust to a miss-specified noise model. Nevertheless, the proposed cliv oe algorithms allow achievING more accurate results, thanks to the appropriate noise model estimation. The two cliv oe methods (with or without the knowledge of the controller) perform similarly overall. 
The plant parameters are estimated on the basis of closedloop data of length N = 4088. A MCS of 100 runs is performed for SNR = 25 dB. As previously, the results obtained using different algorithms are presented in Table 2 along with the average number of iterations needed for the cliv bj and pem algorithms. The Bode diagrams of the 100 models identified by the clivr, pem, cliv ararx and cliv bj algorithms are displayed in Fig. 2 .
As previously, all the IV-based methods give unbiased results. However, the basic clivr clearly does not deliver statistically efficient results. The additional noise model estimation in the refined IV type of algorithms allows achieving statistically accurate results, especially with the cliv bj methods which makes it possible to exactly model the noise. Moreover, it could be noted that the cliv arx is again robust to a miss-specified noise model. Furthermore, in Table 2 and Fig. 2 , it could be noticed that the pem algorithm (in the situation S [ M) is not able to converge to the global minimum at each run and therefore leads sometimes to erroneous results (see the large standard deviation of the pem estimates in Table 2 ). This is an expected result since it is well known that this method may suffer from initialisation issues (see e.g. [23, 29] ). However, better results may be obtained using the pem routine along with a more sophisticated multiple initialisation step.
Additionally, it can be seen from Fig. 2 that the proposed IV method named cliv oe still gives really accurate results (unbiased and low variance) even in the G 0 [ G but S [ M case. Obviously, the variance is a little bit higher than with cliv bj but still satisfactory. This point illustrates the 'robustness' of the method face to a miss-specified noise model.
G 0 Ó G case:
This section illustrates the performance of the proposed method face to miss-specified process and noise model structures (with S [ M and G 0 [ G). The example is the same as in Section 5.2.1. A single experience is conducted using the cliv oe method, estimating a third-order model and assuming a white noise model.
The results are given in Fig. 3 where the comparison between the model output for the input signal and the measured output are depicted (over the first 1000 data points). Since we generated the data, we enjoy the luxury of comparing the model output to the noise-free system output (using the compare Matlab routine). The two plots coincide quite well and the coefficient of determination is equal to 98.9% (the pem routine on the same data set and assuming the same model structure leads to 81.4%).
Conclusion
This paper has highlighted the use of optimal IV techniques in the closed-loop identification framework. Several available techniques have been presented in a new unified way according to the chosen model structure. Furthermore, a method able to estimate efficiently closed-loop BJ models has been proposed. The general BJ model structure identification has been handled by making use of a linearin-the-parameters predictor next to an additional noise model identification required for determining the optimal filter and the instruments. The proposed method presents several advantages: it does not need to know the controller, it may be applied irrespective of the structure (linear or not) of the controller, it is able to handle the estimation of the more common use model structures (as ARX, ARARX, OE, BJ), it is quite robust to the initialisation step and it does not suffer from convergence problem.
