Tufted layer 5 (TL5) pyramidal neurons are important projection neurons from the cerebral cortex to subcortical areas. Recent and ongoing experiments aimed at understanding the computational analysis performed by a network of synaptically connected TL5 neurons are reviewed here. The experiments employed dual and triple whole-cell patch clamp recordings from visually identified and preselected neurons in brain slices of somatosensory cortex of young (14-to 16-day-old) rats. These studies suggest that a local network of TL5 neurons within a cortical module of diameter 300 µm consists of a few hundred neurons that are extensively interconnected with reciprocal feedback from at least first-, second-and third-order target neurons. A statistical analysis of synaptic innervation suggests that this recurrent network is not randomly arranged and hence each neuron could be functionally unique. Synaptic transmission between these neurons is characterized by use-dependent synaptic depression which confers novel properties to this recurrent network of neurons. First, a range of rates of depression for different synaptic connections enable each TL5 neuron to receive a unique mixture of information about the average firing rates and the temporally correlated action potential (AP) activity in the population of presynaptic TL5 neurons. Second, each AP generated by any neuron in the network induces a change (defined as an iteration step) in the functional coupling of the neurons in the network (defined as network configuration). It is proposed that the network configuration is iterated during a stimulus to achieve an optimally orchestrated network response. Hebbian, anti-Hebbian and neuromodulatory-induced modifications of neurotransmitter release probability change the rates of synaptic depression and thereby alter the iteration step size. These data may be important to understand the dynamics of electrical activity within the network.
The cortex is characterized by feedback circuits (Felleman and van Essen, 1991; Salin and Bullier, 1995) which may serve to functionally bind multiple brain regions during sensory processing (Edleman, 1978 (Edleman, , 1993 Singer, 1993; Ullman, 1995; Singer and Gray, 1995) . Feedback circuits (also recurrent, reciprocal or re-entry circuits) were proposed to support unique phenomena such as reverberatory activity (Hebb, 1949) . In simulations, feedback excitation amplifies feedforward excitation (Douglas et al., 1995) and produces reverberatory and oscillatory activity (Amit et al., 1994; Jefferys et al., 1996) . The extensive local axonal arborization of cortical neurons makes feedback circuits highly likely (Szentagothia, 1978a,b; Abeles, 1991; Braitenberg and Schüz, 1991; Douglas et al., 1995) , but aside from immediate reciprocal innervation between two neocortical neurons (Mason et al., 1991; Thomson and Deuchars, 1994) there is no direct evidence that feedback excitation can arise from neurons further down a chain of neurons, which is essential to allow the neuron to receive copies of its output following various levels of integration. There is also a long-standing debate on the specificity or randomness of point-to-point connectivity of the cortex (Cowan, 1978; Szentagothia, 1978a; Braitenberg and Schüz, 1991) which essentially underlies another debate on whether a single neuron or a population of neurons is necessary to generate a behaviorally evident decision (Barlow, 1994) . Even if the anatomical rules of interconnectivity were established it would still be essential to determine the nature of the synapses that mediate the transmission within the network and the rules by which specific modifications in synaptic transmission are made in order to determine the role of a single neuron within a network and the computation performed by that network.
While a network of a given type of neuron is embedded within several other neurons, understanding the analysis enabled by the connections of any one specific type of neuron is essential before the manner in which this analysis is inf luenced by other networks can be determined. The thick tufted layer 5 pyramidal neurons, defined as intrinsic bursting neurons (Connors et al., 1982; Connors and Gutnick, 1990 ) and referred to here as TL5 neurons based on their morphology (Larkman and Mason, 1990; Chagnac-Amitai et al., 1990) , are important projection neurons to subcortical targets Kasper et al., 1994) . These neurons do not send their information independently of each other's activity since it is known that they are interconnected (Nicoll and Blakemore, 1990; Thomson et al., 1993; Thomson and Deuchars, 1994) ; it thus serves as a convenient system to study the functional role of interconnections.
Infrared differential interference contrast (IR-DIC) microscopy was employed to identify and preselect reliably TL5 pyramidal neurons in neocortical brain slices (Markram and Tsodyks, 1996a; Markram et al., 1997a,b; Tsodyks and Markram, 1997) . The anatomical and physiological principles of synaptic coupling as well as the rules for synaptic modifications were examined.
A Local Network of TL5 Neurons
Neocortical pyramidal neurons typically produce a primary cluster of axons around the soma and several other clusters at more distant locations (see Gilbert and Wiesel, 1983) . The primary cluster is roughly 300 µm in diameter, corresponding to the size of a cortical module as defined by Szentagothia (1975) . There are ∼1000-1500 boutons in a primary cluster [the number of boutons in 300 µm slices of rat somatosensory cortex of young rats -essentially only the primary cluster -is 823 ± 473 (mean ± SD; n = 7) which could be <60% of in vivo values]. With the slice-derived lower estimate of 5.5 contacts on average per connection (Markram et al., 1997a ; <60 µm apart) the maximum number of local neurons that could be innervated by a single TL5 neuron is ∼180-270. Less than this is available to contact TL5 neurons since these boutons are also involved in connections with interneurons and other, more numerous, types of pyramidal neurons Deuchars, 1994, 1997; H. Markram, unpublished data) . The number could be as low as 50 TL5 neurons since the probability of recording from a connected pair in the estimated 300-500 TL5 neurons in a module [300 µm 3 ; 15-25% of the estimated 2000 pyramidal neurons in layer 5 (Peters, 1987) ], is ∼10% in 300 µm slices. Local TL5 neurons could thus provide between 2 and 6% of the total compliment of synapses (Larkman, 1991) of TL5 neurons.
Architecture of a Network of TL5 Neurons
Characterization of any network architecture is a difficult task (Bienenstock, 1996) . What we can establish at this point by recording simultaneously from two or three neurons is whether the TL5 network is indeed a recurrent network with high-order reciprocal feedback. (i) First-order reciprocal feedback was directly demonstrated with dual recordings (30% of synaptically coupled recordings) ( Fig. 1A,C ; Markram et al., 1997a) . (ii) Second-order reciprocal feedback was indirectly and directly demonstrated. Unidirectional innervation was common (70%; Fig. 1B ), which could potentially innervate divergently all TL5 neurons in the local network within 2-3 synaptic junctions (or within 10-30 ms). Indeed, divergent pathways were recorded in 3/9 triple cell recordings (Fig. 1D ). Convergent pathways were also recorded in 3/9 triple cell recordings (Fig. 1E,F) . Unidirectional pathways could potentially be part of second-and higher-order reciprocal feedback. Second-order reciprocal feedback was directly observed in 1/9 triple cell recordings ( Fig.  1G ) and both first-and second-order was observed in 1/9 recordings (Fig. 1H ). (iii) Indirect evidence suggests the presence of 3°or higher-order reciprocal feedback (Fig. 1I) . In 1/9 coupled triple cell recordings, the innervation was unidirectional from cell 1 to 2 and from cell 2 to 3, which could be part of a higher-order reciprocal feedback. These data suggest that the TL5 network is indeed a recurrent network with extensive interconnections in which re-entry can occur onto a single neuron in parallel from multiple points of the network.
To Be Selected for Innervation or Not
Whether the network is randomly arranged was addressed using other statistical analyses. It has been shown experimentally that only 10% of pairs of TL5 neurons are synaptically connected, and when a connection is established between four and eight synaptic contacts are formed (Markram et al., 1997a) . This distribution of the number of contacts per pair recorded is not a Poisson distribution, suggesting that the inner vation is not random as previously proposed (Szentagothia, 1978a; Cowan, 1978; Braitenberg and Schüz, 1991) . These data are based on 19 fully reconstructed connections which were, in more than half the cases, not motivated by specific physiological data and hence to some degree represents a random sample. However, the sample may not be large or random enough for such an important claim. From more recent anatomical reconstructions we found a few connections with one and two contacts, but the distribution is still bimodal, with most connections having >4 contacts (Y. Wang and H. Markram, unpublished data; nine pairs) . A non-anatomically based approach, which rests on 138 synaptically coupled recordings, also suggests that synaptic innervation is not random. Here we found that 30% of neurons were reciprocally coupled, which is ∼3 times higher than predicted for random connectivity with a probability of 0.1. This approach too has potential f laws since the 0.1 connection probability obtained from neurons recorded within 120 µm of the surface of 300 µm slices could be a lower estimate.
Nevertheless, together these statistical approaches do raise the possibility that TL5 neurons are selectively innervated. The TL5 network therefore could be a recurrent non-randomly arranged network suggesting that each neuron may have a unique function within the network.
The TL5 Synaptic Innervation Pattern
A synaptic innervation pattern was found for this connection ( Fig. 2 ; Markram et al., 1997a) . The characteristic features of the innervation are that synaptic contacts are formed by en passant vertical and horizontal axon collaterals, and are distributed mostly onto parts of the neuron with a high percentage of synapses on basal dendrites. Only 25% of synaptic contacts within a connection were located within 30 µm of each other on the same dendrite (Markram et al., 1997a) . The densities of synapses on primary, secondary and tertiary basal dendrites are similar (Fig. 2) , suggesting that the specific location of the dendrites are not selected. It is curious, however, how a distributed innervation is formed on one neuron and not another when their dendrites may lie within a few micrometers of each other. At face value this may suggest that an incredibly precise selection process operates to construct the neural network. In fact the doubt that such a selection processes exists is what supports the random connectivity hypothesis (see Cowan, 1978; Edelman, 1988) . We have also found that the axon may form autapses and that these autapses tend to form in similar locations as the synapses on other neurons (Lübke et al., 1996) . Do autapses ref lect axonal errors and if so how are neurons selectively innervated with such apparent precision? One possibility is that the structure of repeated stimuli carve a specific network architecture over a period of time, but to definitively support this notion it would be necessary to demonstrate a shift from a unimodal to a bimodal distribution of the number of contacts per connection during development.
Rapid Signaling between TL5 Neurons
Most synapses are at an electrotonic distance of <0.1 from the soma (average, 0.13; Markram et al., 1997a) and the latency from the time of a presynaptic AP to the excitatory postsynaptic potential (EPSP) onset in the soma is therefore brief (average of 1.7 ms). The risetimes of EPSPs are typically <2 ms, also consistent with a large A MPA component of the EPSP. Simulations of fully reconstructed synaptically coupled neurons and iterations to fit experimentally observed response properties (Markram et al., 1997a) suggest that each synaptic contact is composed of 60-100 AMPA and 2-6 NMDA receptors (A. Roth and H. Markram, unpublished data).
Frequency-dependent Synaptic Transmission
The response generated by TL5 synaptic contacts is dependent on the frequency of activation and is dominated by rapid depression ( Fig. 3B ; see also Betz, 1970; Korn et al., 1984; Stevens and Wang, 1995) . A remarkable property of this depression is that once a certain frequency of activation is exceeded (termed the limiting frequency) then EPSPs begin to decrease in amplitude inversely proportional to the frequency of activation [termed the 1/f rule of synaptic depression (Tsodyks and Markram, 1996; Abbott et al., 1997; Tsodyks and Markram, 1997) ]. In other words, the average amplitude of EPSPs at 40 Hz is half the amplitude at 20 Hz. The higher the initial (low-frequency) release probability (Pr), the faster synaptic responses depress and the lower the limiting frequency is. Changes in frequency dependence are referred to phenomenologically as a redistribution of synaptic efficacy (RSE) since it serves to couple the synaptic response differently to the pattern of presynaptic APs (Markram and Tsodyks, 1996a) . Changes in frequency dependence cannot amplify synaptic responses uniformly for all frequencies and hence RSE is seen as distinct from potentiation or depression. At a more intuitive level, when Pr is raised, for example, neurotransmitter release is more reliable but so is depression -a boomerang effect prevents Pr from causing a uniform amplification of synaptic strength. The release probability is involved in setting the dynamics of the synapse, and changes in Pr changes these dynamics and hence Pr is a kinetic parameter in synaptic transmission. The other important kinetic parameter for TL5 synaptic connections is the time constant for recovery from depression. Whether Pr can cause a uniform increase in synaptic strength for a given range of frequencies depends on this recovery time constant.
The Problem of Defining Synaptic Strength
In long-term potentiation or depression (LTP or LTD) studies, changes in low-frequency synaptic responses are interpreted as changes in synaptic strength. Strength or weight of synaptic transmission is used universally in mathematical and conceptual models of neural networks, learning and memory to indicate a uniform strength under all frequencies of synapse activation. This is clearly a problem in a network where effective synaptic efficacy can change by >20-fold during a high frequency train and nearly infinitely in the case of facilitating synapses which can start from zero (see Thomson and Deuchars, 1997) . The amplitude of these changes dwarfs most changes induced with pairing. This is by no means a new finding; use-dependent facilitation and depression has been demonstrated since the 1940s (see Eccles et al., 1941) . The strength of TL5 synaptic connections, according to the classical description (Korn et al., 1986 ) that the product of Pr, quantal size (q) and number of release sites (binomial n) is represented by the average low-frequency EPSP amplitude, has been defined elsewhere (Markram et al., 1997a) . The problem with this definition is that if synaptic depression is mediated presynaptically then Pr changes as a function of frequency of activation (Betz, 1970; Korn et al., 1984) and hence synaptic strength is use-dependent. How then can changes in synaptic strength be quantified if, to start with, they can be virtually anything depending on the conditions of stimulation? A more serious problem arises if postsynaptic factors contribute even slightly to synaptic depression since then Pr becomes progressively less relevant in the definition as the frequencies rise because recovery from the postsynaptically mediated part of the depression becomes the dominating factor Markram, 1996, 1997) . The classical description therefore tends to favor Pr at low frequencies as the primary determinant of synaptic strength which is only a fraction of the possible activation conditions of synapses.
It has been shown that two connections which appear markedly different in 'synaptic strength', judging from the average low-frequency response, can be virtually the same at high frequencies (Tsodyks and Markram, 1997) . The 'strength' of TL5 synapses can thus vary greatly (∼150-fold) when examined only at low frequencies, but are much more similar at high frequencies (∼5-fold). The classical definition of synaptic strength therefore is insufficient when considering a network of neurons that are irregularly active over a broad range of frequencies.
Formulization of TL5 Synaptic Behavior
The computational significance of use-dependent transmission of different synapses has essentially been ignored (but see The stimulation protocol which reveals the essential features of use-dependent synaptic transmission (average, 30 episodes). The model is used to iteratively fit this average response, yielding ASE, USE and τrec. Hyperpolarizing test pulses are used after the EPSPs to monitor input resistance. (C) A series of stimulation protocols in which the recovery response was evoked at different delays after the end of the burst (overlaid; average, 20 episodes each). Magleby, 1987) and hence there are no specific tools to quantify synaptic behavior (as opposed to sign and strength). In order to extract the parameters that underlie use-dependent synaptic transmission, a phenomenological model which does not depend on assumptions of the biophysical parameters of the synapse was constructed (Tsodyks and Markram, 1997) . The model is possible because of a rigid rule of synaptic transmission at these and other types of synapses which has also been proposed to be due to a refractory period of the release process (Betz, 1970 As the frequency of stimulation increases as high as 200 Hz, there is no sign of escape from depression and hence the consumption of resources is considered to be virtually immediate. This principle also underlies other models of depression (McNaughton, 1989; Destexhe et al., 1994) and generates the phenomenological model of Markram (1996, 1997; Fig. 3A) which states that:
The synapse has some absolute efficacy (ASE), defined as the maximum response produced if all active sites released transmitter simultaneously. The presynaptic AP uses some fraction of the ASE, defined as the Utilization of Synaptic Efficacy (USE). The response is equivalent to the Effective Synaptic Efficacy (ESE) which inactivates virtually instantly (τinac <5 ms). The Inactive Synaptic Efficacy (ISE) recovers with a time constant of τrec to add to the pool of Recovered Synaptic Efficacy (RSE).
Experimentally, an average of ∼30 episodes of high frequency trains followed by a recovery pulse (Fig. 3B,C) is required to allow iterative fitting of the model to the experimental trace. The results are the values of ASE, USE and τrec. These three values can now describe the response of the synapse under any pattern of activation. We have not yet considered a very slow (seconds) component of inactivation. Facilitation is not necessarily excluded in this model since depression dominates over facilitation above a USE of 0.05 (see also Thomson and Deuchars, 1997 ) (this does not necessarily mean a Pr of 0.05; facilitation could occur for higher USE parameters if τrec were very fast). On the basis of the above model, facilitation would be incorporated as a transient increase in USE (M. Tsodyks and H. Markram, unpublished data) . The ASE is a value describing the absolute synaptic strength -a parameter independent of the frequency of synapse activation -USE is a kinetic parameter that determines the rate of functional synaptic depression and τrec determines the rate of recovery. Biophysical correlates of ASE are the total number of synaptic contacts and receptors that can be activated by maximal release. Biophysical correlates of USE depend on the locus of depression; if postsynaptic, then it depends on Pr as well as a host of factors that would determine the degree of saturation of receptors (see Clements, 1996) ; if exclusively presynaptic, then USE is equivalent to initial (low-frequency) Pr.
A Range of U SE s Underlies a Range of Frequency Dependent Behaviors
A range of release probabilities (0.25-0.9) were found using a binomial model (Markram et al., 1997a ) and a similar range of USE parameters (0.1-0.95) were found using the TM model (Tsodyks and Markram, 1997) 
is only mediated presynaptically. The USE parameter, on the other hand, is a functional parameter that does not depend on assumptions in order to accurately describe the use dependence.
Recovery from Depression
The value of τrec is also critical in determining use dependence. In young rats (14-16 days old; 30-32°C) τrec has a large range, from 0.5 to 1.5s. Together with a range of USE parameters the diversity of possible use-dependent behaviors is compounded. The τrec value does not change significantly following pairing (Markram and Tsodyks, 1996a) , but it does represent a crucial parameter that, if changed, could significantly alter synaptic transmission in a complex manner. It is important to note changes in τrec can only be distinguished when high-frequency trains of EPSPs are examined (i.e. this possible effect has been overlooked in LTP/LTD studies). The range of τrec values may be characteristic for TL5 synaptic connections since some connections between other types of neurons have been obser ved to have considerably faster and markedly slower recovery times (H. Markram, unpublished data). Furthermore, it is possible that τrec for TL5 synaptic connections decreases with age (compare with Thomson et al., 1993; Deuchars, 1994, 1997) . Note that the average size of EPSPs generated is similar in the neonate and in the adult, thus all the dynamic properties and distributions of properties should be considered in order to reveal changes as the rat grows into an adult and presumably learns.
A Postsynaptic Component of Synaptic Depression
The mechanism of synaptic depression is not yet clear. It is a synaptic phenomenon independent of the activation of postsynaptic voltage-dependent channels (Fig. 4) or polysynaptic dendritic inhibition or shunting (Markram and Tsodyks, 1996a) and a graphical coefficient of variation (CV) analysis (Faber and Korn, 1991) suggested that both pre-and postsynaptic factors contribute towards depression (Markram et al., 1997a) . While the application of 100 µM cyclothiazide (a blocker of AMPA receptor desensitization; n = 2) did not prevent depression completely, it did slow the rate of depression by 20-30%, increased the rate of recovery from depression by 50-100% and increased the amplitude of EPSPs by nearly by 100% (Fig. 5) . AMPA receptor desensitization therefore could be a significant factor that shapes EPSPs generated by TL5 synapses (see Trussell and Fischbach, 1989 ) and desensitization appears to play some role in depression (see Jones and Westbrook, 1996) .
Frequency-dependent Synaptic Transmission Enables Encoding of Presynaptic Populational Activity
The significance of frequency-dependent synaptic transmission is revealed when considering a network of active neurons. Frequency-dependent synaptic transmission is perhaps the single most convincing piece of evidence that the neural code is at least partly a temporal code -why make transmission sensitive to spike times when spike times are irrelevant? Similarly, this argues against noisy groups of neurons as a universal neural code (Shadlen and Newsome, 1994 ; see also Köning et al., 1996) .
Frequency dependence dictates that the correlation in the patterns of activation of all synaptic input becomes a critical factor in the summation of synaptic input producing a novel population synaptic signal (PSS) in neurons (Tsodyks and Markram, 1997) . The time constants of neurons could somewhat smear the precise temporal constraints for summation, but the temporal window for summation is probably much less than the time constants of neurons (Softky 1994; Koch et al., 1996) . The contribution of a single synapse to the PSS and hence to the discharging of a neuron at a given moment in time therefore depends on the USE parameter, the pattern of activation of the synapse, and the USE parameters and correlations with the patterns of activation of all other synapses. Frequency dependence thus imposes a contextual constraint on the contribution of a single synapse to the discharging of a neuron and hence serves to bind all synapses in space and time. Modulating the USE parameter changes the use dependence and hence the context of network AP activity in which the synapse can contribute maximally to the firing of the neuron (Markram and Tsodyks, 1996a; Tsodyks and Markram, 1997) . Depending on the variety of USE and τrec parameters for synapses impinging on a TL5 neuron, the PSS that generates AP activity could encode a mixture of average presynaptic firing rates, changes in firing rates and the extent to which the patterns of presynaptic AP activity within the network are correlated. The neural code that these neurons use for communication therefore has both temporal and rate components (Tsodyks and Markram, 1997) .
The Backpropagating AP Binds Synapses for Modification
Action potential activity was recorded in dendrites of neocortical neurons (Amitai et al., 1993) , and it was established clearly that the AP propagates back into dendrites and simultaneously down axons of TL5 neurons (Stuart and Sakmann, 1994) . Backpropagating APs have now been demonstrated in several types of neurons (Stuart et al., 1997) . The AP propagating back into the dendritic tree triggers synaptic modification (Magee and Johnston, 1997; Markram et al., 1997b) and draws a fine line between Hebbian and anti-Hebbian synaptic modifications since synaptic responses that arrive a few milliseconds after an AP are decreased (Markram et al., 1997b) . The significance of the AP as the mediator of these synaptic changes is that, since it is generated by overall activity in the neuron, individual synapses are then modified according to the integrated activity of all other synapses and could thus underlie the associative property of synaptic learning (McNaughton et al., 1978) . Frequency dependence takes this associative property a giant step further since it dictates that the contribution of a synapse to the generation of the AP depends on the correlation of the patterns of activity of all synapses -the backpropagating AP could then associate synapses for modification based on their patterns of activation. The intrinsic properties of each neuron also determine the way in which the neuron integrates synaptic input and hence also determines the time at which an AP will be generated, thus the AP could serve to associate patterns of synaptic input in a unique manner depending on the type of neuron.
The Nature of Hebbian Synaptic Modifications at TL5 Synaptic Connections
At the synaptic connection between TL5 neurons, the backpropagating AP triggers synaptic modifications as it collides or just misses incoming EPSPs (Markram et al., 1997b) , revealing a fine line between Hebbian and anti-Hebbian synaptic modifications (see also Fregnac et al., 1988; Stanton and Sejnowski, 1989; Tsumoto, 1990; Debanne et al., 1995) . The change in the synapse resulting from Hebbian pairing is not a uniform amplification of responses at all frequencies, but RSE ( Fig. 6 ; Markram and Tsodyks, 1996a,b) .
The same phenomenon has actually been observed partially by many investigators where paired pulse stimulation protocols were used. The reason for using the paired pulse protocol was, however, to determine whether LTP was mediated pre-or postsynaptically. This is erroneous because firstly it is based on several assumptions of the mechanism of use-dependent (A, B) The application of cyclothiazide increases EPSPs during a train (averages, 25 episodes) in a non-uniform manner, most likely due to faster recovery from depression. The recovery response is 60% of the first EPSP in the train in control and 100% after cyclothiazide.
changes. Secondly, changes in Pr can only be distinguished with this protocol under specific conditions (see also Liao et al., 1995; Kullman and Seigelbaum, 1995) , and in the case of facilitating synapses a definitive answer can only be obtained with >10-20 EPSPs (M. Tsodyks and H. Markram, unpublished data) . Third, this approach cannot separate out changes in recovery from depression and or facilitation as mediators of the changes in paired pulse ratios -i.e. the observed changes in paired pulse ratios may have nothing to do with Pr. Finally, the rationale for these experiments seems problematic since any changes in paired pulse effects actually means that the synapses were not potentiated uniformly for all frequencies -i.e. LTP of synapse strength was actually not observed.
It is also curious how changes in Pr have been considered as a mechanism to increase synaptic strength especially since no study has shown that these changes are true for all the range of frequencies. The inconsistency becomes even more apparent when it is argued, for example, that bursts are 'units of information' since they average out the unreliability of synapses (Lisman, 1997 ) -what could be interpreted as a marked LTP if only the low-frequency response is considered could actually be a marked LTD in terms of bursts (see Fig. 6 ). Finally, this error is even more serious when a neural network is simulated (or conceptualized), wherein the entire range of frequencies are encountered; thus distinguishing potentiation or depression that is not conditional on the frequency of synapse activation from changes in the use dependence is of prime significance in any algorithm for synaptic plasticity that is applied to a network.
Possible Mechanisms of the Synaptic Modification
The mechanisms for LTP or LTD have been extensively studied, and a vast number of potential processes have been isolated. A unified mechanism for LTP and LTD has, however, eluded allperhaps because what has been lumped together as LTP and LTD are in fact multiple phenomena with different mechanisms and conditions of induction (see Barnes, 1995; Gozlan et al., 1995) . The initial triggering event for synaptic modifications which is dependent on NMDA receptor activation (Markram et al., 1997b) is consistent with the NMDA receptor dependence of LTP (Harris et al., 1984) . Simulations of APs coinciding with activated NMDA receptors have suggested that APs could cause rapid pulses of Ca 2+ through the NMDA receptors, leading to extremely rapid supralinear changes in postsynaptic [Ca 2+ ] (Yuste and Denk, 1995; Magee and Johnston, 1997) , which would be detected only by those proteins with forward binding rates near or faster than the Ca 2+ chelator BAPTA (A. Roth and H.
Markram, unpublished data). This also predicts that slow Ca 2+ chelators, such a EGTA, would not block AP-triggered, NMDAdependent synaptic modifications. The postsynaptic induction and likely presynaptic expression of the modification suggest that a retrograde messenger is activated (see Kantor et al., 1996) and that the probability of neurotransmitter release is altered (Stevens and Wang, 1994) . The biochemical mechanisms that could underlie the fine line between Hebbian and anti-Hebbian synaptic modification is also not clear (but see Lisman, 1989) . One possibility is that the decrease in synaptic responses is due to its collision with the [Ca 2+ ] transient that is observed in the wake of the AP (Markram et al., 1995) . AP-triggered synaptic modifications could also be due to other consequences of AP coincidences with synaptic input. For example, a second 'rebound' [Ca 2+ ] transient was detected when the backpropagating AP was synchronized to collide with glutamate receptor-mediated EPSPs (5/7 experiments; Fig. 7 ), while the backpropagating AP alone was never seen to trigger a comparable response (>400 neurons) and in only one of >80 cases was a second wave of [Ca 2+ ] observed following a large composite EPSP generated by focal stimulation near the apical dendrite (not shown). Since these [Ca 2+ ] changes are observed in the absence of changes in membrane potential it is likely that the Ca 2+ source for these rebound [Ca 2+ ] elevations is internal stores.
Time Course of Synaptic Modifications
In the experiments examining single axon responses it is necessary to obtain time-averaged responses as opposed to the instantaneous average obtained with extracellular stimulation. It is therefore difficult to delineate what happens immediately (seconds) after pairing. This was, however, examined in some experiments with mixed results (not shown). One of the effects was a rapid transient increase in the EPSP amplitudes before the more gradual rise of the longer lasting effect, much the same as the fast initial and transient peak seen in LTP experiments and what has been termed post-tetanic potentiation (PTP; see Hughes, 1958) . It is possible therefore that pairing first activates a fast decaying effect followed be a longer lasting effect. How persistent this longer lasting effect is, is not known. In fact, while average EPSPs were still elevated after 40-60 min the EPSP amplitude decreased back to baseline within 1 h in some experiments, suggesting that these changes may not be permanent. It is therefore possible that the change in USE is a medium-term effect lasting only a few hours. To determine whether actual permanent structural changes take place in these synapses will require much longer experiments. It could be that permanent structural changes (perhaps true potentiation) would require not only that the conditions of pairing are met but that the transient and medium-term phases are successfully completed in the presence of several other signals such as those mediated by neuromodulators and growth factors. It seems reasonable to propose that the more complex or permanent a change is, the more complex the requirements of coincident signals or a sequence of coincident signals are. An elegant demonstration of structural changes in dendrites when both activity and a growth factor are present was recently provided by McAllister et al. (1996) . This may also resolve the pre-post debate in LTP and LTD (see Malgaroli, 1994) since extracellular stimulation could well evoke the release of other factors that provide these purported additional signals over and above the pairing condition, which may then find the NMDA receptor or any other effector receptor in a different state (for a review see Gozlan et al., 1995) . Similarly, it is rather naive to consider that structural changes resulting from monocular deprivation (Wiesel and Hubel, 1964) or sensory deafferentation (Pons et al., 1991) arise only because of the direct effects of the mismatch of activity within pre-and postsynaptic elements of the synapses in question (a basis for many anti-Hebbian theories).
In short, simple to hypercomplex Hebbian and anti-Hebbian conditions may engage simple to hypercomplex mechanisms to produce simple to hypercomplex phenomena. The term 'Hebbian' merely refers to 'coincident convergent signals'.
Toward an Algorithm for Activity-dependent Synaptic Modification
There are now numerous models to predict the changes in synapses following activity of the pre-and postsynaptic neurons (see Fregnac and Shulz, 1994) . However, not only are more experiments required in order to produce a complete algorithm that could predict accurately changes in a specific synapse as a result of an arbitrary train of pre and postsynaptic APs, but as suggested above it is possible that different algorithms are required to predict different changes in, for example, Pr, the number of postsynaptic receptors, actual synapses or dendritic structure. It is also likely that different algorithms apply to different synapses, especially depressing and facilitating ones. It seems unlikely therefore that there would be a single algorithm for all the potential types of synaptic modifications usually lumped together and referred to as LTP or LTD. We quantify the obser ved changes in use dependence in terms of a change in USE (Tsodyks and Markram, 1997) . The Hebbian and anti-Hebbian windows for synaptic change as well as the use dependence of changes can now be used as a first step towards an algorithm for this synapse and this specific modification. The algorithm is, however, much more complex. First, the induced changes are not larger when coherent pre-postsynaptic bursts contain more APs, suggesting that most of the changes occur at the onset of bursts (H. Markram and B. Sakmann, unpublished data) possibly because of progressive blockade of NMDA receptors by the Ca 2+ (Mayer et al., 1987) inf low evoked by the backpropagating AP. Second, it is not yet clear whether the measured decreases in EPSPs result from a decrease in USE. Third, the time course of onset and duration of the modification is not known. Fourth, the algorithm could dependent on the USE and thence be a dynamic algorithm.
Acetylcholine Reduces Non-linear Dynamics of Network Activity
Changes in Pr changes use-dependent synaptic transmission which changes the proportions of temporal and rate information that the synapses can transmit (Tsodyks and Markram, 1997) ; thus neuromodulators that regulate Pr actually alter the amount of temporal versus rate information that is read out of the network. For example, acetylcholine (ACh) decreases Pr via a muscarinic receptor and thereby decreases the USE parameter, but does not affect ASE or τrec (Tsodyks and Markram, 1997) . Interestingly, the effect of ACh on synaptic transmission is analogous to its effect on discharge properties (see McCormick et al., 1993) in that these synapses are shifted into rate mode and spike train accommodation is blocked so that neurons are able to discharge at high rates. ACh would thus tend to produce a network of linear 'integrate and fire' type neurons interconnected with linear synapses.
Discussion
The data reviewed and presented here suggest that a TL5 pyramidal network within a cortical module of diameter 300 µm consists of a few hundred neurons that are interconnected in a recurrent manner involving at least primary, secondary and tertairy re-entry. The possibility of a non-random recurrent arrangement also suggests that each neuron in the network is functionally unique and at the same time tightly linked to the population of neurons. As mentioned above, the dynamics of recurrent networks have been examined and are particularly well suited to generate rhythmic oscillations (see Jefferys et al., 1996) . Rhythmic oscillations could serve to bind various cortical areas in a temporal code (von der Malsburg 1981; Gray and Singer, 1989; Edleman, 1989; Singer, 1993; Singer and Gray, 1995; Engel et al., 1997) and it is likely that these analyses are also applicable on the micro (circuit) level. Dynamic synapses, however, add extraordinary richness to network dynamics -the main reason being that associations are made not only according to the integration time windows of the neuron but also according to longer-term histories of synapse activity. Dynamic synapses thus enable the association of activity patterns. Although these dynamic synapses are different from the fast changing synapses (von der Malsburg 1981; based on a Hebb-like rule) the computational potential and complexity of dynamics is in principle very similar. Dynamic synapses confer several unique properties to a network. Perhaps the most striking of which is the immediate change in the functional coupling of the network with every AP produced by any neuron in the network. One way to appreciate the significance of this effect is to consider that the network can be momentarily coupled into virtually infinite number of network configurations (functional connectivity patterns) depending on the precise orchestration of the activation of synapses in the network (see Markram and Tsodyks, 1996b) . The spatio-temporal AP patterns are both generated by the network configuration and are involved in 'engineering' the network configuration (see also von der Malsburg, 1976 Malsburg, , 1986 von der Malsburg and Bienenstock, 1986) , thus each AP could be seen as constituting an elemental discrimination-association cycle of the network.
The question then arises why the network undergoes a cascade of configuration changes when excited? One possibility is that the network is iterating configurations during the stimulus until an optimal response -a synchronous burst perhaps -can be produced by the specific stimulus. Such iterations may also cast some light on the speed of processing a stimulus (Thorpe et al., 1996) since in this view the speed would depend on how many iterations are required to reach a specific configuration which can be achieved by the discharging of a specific number of APs by the network. A non-random recurrent network may suggest that the input that the network receives could have some form of topography and also suggests that decomposed stimuli reaching the network could be 'reconstructed' by virtue of the specific network architecture.
Any one network of TL5 neurons naturally is not isolated from other TL5 networks, but overlaps with the centers of each module separated by as little as 30 µm (the size of a mini-module is nearer the size of a single TL5 soma; Lev and White, 1997) . Iterations could thus begin in one mini-module and before completion of an iteration could spread horizontally across mini-modules and modules. With continual spread of excitation, an iteration would not end until all neurons in the brain are involved, thus one function of inhibition may be to localize and terminate iterations.
The USE and τrec parameters are particularly significant since they determine the magnitude of the jumps from one network configuration to the next with each AP and therefore could set the step size of the iterations. Hebbian, anti-Hebbian and neuromodulators could then alter the step size of these iterations. For example, Hebbian synaptic modifications would increase the step size and could thus enable the network to reach the hypothesized optimal configuration with fewer APs. Intrinsic properties such as bursting (Connors et al., 1982; Connors and Gutnick, 1990 ) may also ser ve to enable large jumps to a markedly different network configurations.
The dynamics of a TL5 network would be profoundly affected by the way in which the TL5 network is interwoven into the entire cortical module, in particular its relationship with interneurons (Chagnac-Amitai and Connors, 1989; Thomson and Duechars, 1997; Kawaguchi and Kuboto, 1997) . One example of the compounded complexity that could result in the moment-to-moment coupling of the network was provided when we recorded from one presynaptic pyramidal neuron, one postsynaptic pyramidal neuron and one postsynaptic interneuron. While one pyramidal neuron excited another pyramidal neuron with a depressing synaptic connection, the same pyramidal neuron excited an interneuron with a facilitation synaptic connection (same axon; H. Markram, unpublished data; see also Thomson and Deuchars, 1997) , thus the interneuron keeps integrating the rates of the pyramidal neuron long after the signaling onto the pyramidal neurons has fatigued. We are currently examining the dynamics produced by large-scale networks which include a spectrum of different types of experimentally derived synaptic connections. The challenge is to reveal the nature of these network configuration changes.
