In this comment, I elaborate on the use of three strategies identified by Robette et al. (2015) , namely GIMSA (Global Interdependence Multiple Sequence Analysis), MCSA (multichannel sequence analysis) and FS, the so-called "fourth" strategy (clustering sequences separately and analyzing their relationship afterwards). I address more specifically the question of their usefulness for analyzing the relationships between different kinds of trajectories. Meanwhile, I identify possible directions for future research and propose some new tools.
While giving sequence analysis courses or answering TraMineR related questions, I have noticed a frequent confusion about the goal of Cluster Analysis (CA), which I would like to clarify here. Since the three above-mentioned strategies are based on CA, this discussion is also relevant for our topic.
CA aims at revealing the structure of these data by looking at patterns of answers, i.e., configurations of the values taken by the included variables. However, this is very different from looking at the relationships among the included dimensions. Let me briefly present the difference between the two, using a simple example.
Suppose we would like to analyze two ordinal variables, say x and y, with the following joint and marginal distributions:
In this example, patterns are identified by looking at the joint distribution. For this reason, a six clusters solution would be a very good one according to most indices of clustering quality (e.g., Studer, 2013) , even if there is no association between x and y. In order to interpret the relationship between x and y, we usually look at the conditional distributions, which tells us whether each value of x is associated with a different distribution of y. We may be able to deduce the association by comparing the joint distribution to the marginal ones. However, this very soon becomes a difficult task when using CA, since CA may well regroup cells irrespective of their rows and columns. In that case, we lack a reference model (such as statistical independence) to tell whether there is an association or not and to interpret the form of this association.
Using CA to analyze the relationship between two (or more) variables is also risky because the reduction of information made by CA can potentially lead to wrong conclusions. For instance, suppose that we retained a two clusters solution according to the grey scale in our previous example. We could well think that higher values of x imply higher values in y, which is wrong here. Following a similar reasoning, CA can hide a significant association between two (or more) variables.
Hence, a good clustering is not a sign of a relationship between the variables, but it is a sign of homogeneous and well separated configurations of answers. In other words, clustering cannot be used to test nor to interpret the form of an association. This is why we should always use a proper test to confirm an association identified using CA.
Does this mean that CA is useless? Of course not. CA is useful to build a typology using several indicators (or subdimensions) of a given dimension. Since these indicators measure a unique dimension, a typology can be useful to have only one construct in subsequent analysis. In this case, we make the assumption -and we should justify it sociologically -that these indicators are intrinsically related. Furthermore, in this case, the relationship between the indicators is not the primary interest or it is analyzed separately. For all these reasons, CA is of interest when looking at one concept/dimension, without being primarily interested in the relationship between the variables/indicators.
What does it imply for sequence analysis (SA), GIMSA, MCSA and FS? For the SA case, Abbott (1992) justified on a theoretical ground the need to analyze trajectories and processes as a whole in order to take their internal logic into account without making too many assumptions on the generating process. However, if important relationships between different moments of the trajectories have been identified using CA, I would still recommend using specific test to attest the relation.
In the fourth strategy, sequences are clustered separately before analyzing the relationship. Hence, the relationship can then be analyzed safely using any categorical data analysis methods.
1 As noted by Robette et al. (2015) , we observe a significant, but weak (Cramer's v = 0.094), relationship between the two kinds of trajectory. A more detailed interpretation of the results can be made by looking at standardized Pearson residuals of (Agresti, 1990 We observe some kind of "inactivity transmission" since daughters having a mother following a "mostly inactive" trajectory have more chances to be "mostly inactive" themselves. Furthermore, as noted by Robette et al. (2015) , daughters following a "mostly part-time" trajectory have more often than expected in the independence case a mother with a "mostly high/interm" trajectory.
MCSA and GIMSA cannot be used to describe how two (or more) sequences are interrelated, nor at a local nor at a global levels. The obtained frequencies of the clusters are difficult to interpret because we lack the marginal distributions or a reference model that would allow us to interpret the association. In other words, in GIMSA, we do not know what would be the result of the analysis without association between daughters' and mothers' trajectories making it very difficult to interpret the relationship between the two. GIMSA could be of interest, if the trajectories under study are different subdimensions of a same concept, and if we are not interested in the relationships between these trajectories. Rightly, Robette et al. (2015) claim that they are interested in finding the frequent patterns of mother-daughter trajectories, not their relationships. However, when interpreting the results, they very soon start interpreting the relationships between the two trajectories by saying that "mothers' inactivity is often linked to daughters' inactivity (and mothers' activity to daughters' full-time employment". As we have shown earlier, such statement cannot be made safely using CA, and hence GIMSA.
In order to analyze a relationship globally (i.e., without being interested in the local/contemporaneous interdependencies), several other strategies are available. Let me illustrate them using the mother-daughter example. We can cluster mothers' trajectories and look at how much the mother clusters explain the discrepancy of daughters' trajectories using discrepancy analysis (Studer et al., 2011) . Here again, we find a significant but weak association (Pseudo R 2 around 1%). Finally, we can have a more precise understanding of how daughters' trajectories differ according to the typology of mothers' trajectories by looking at the "sequences of typical states" (Studer, 2012) . Figure 1 presents the "sequences of typical states". It visualizes the differences between two or more groups of trajectories. It presents at each time points the typical states of a subpopulation (here according to mothers' trajectories) using implicative statistics. Implicative statistic assesses the statistical relevance of a rule of the form "A implies B". The "Mostly inactive" graph of Figure 1 presents at each time point t, the relevance of the rule "Having a mostly inactive mothers' trajectory implies being in state A at time t". The horizontal dashed lines present the confidence thresholds. A rule is considered statistically significant at the 5% if it exceed the 95% confidence horizontal line.
4 Here, we can see that having mostly inactive mothers' trajectory implies being inactive and this rule is significant for the whole daughters' trajectory. Interestingly, some rules are only significant for a given period. Having a "mostly high/interm" mothers trajectories implies being in education in the beginning of the trajectories (but not later) and being in part-time afterward (as noted already be the authors).
This "sequence of typical states" figure can be extended to analyze local relationship. We can look at the typical states of sequences B at time t (daughters) according to the state of sequence A at time t (i.e., mothers). Such method should allow studying how the relationship among trajectories evolves over time.
Before concluding, I would like to discuss a last issue. If we use CA to cluster different dimension and cross tabulate it with a factors of interest such as cohort, we presuppose an interaction effect. But, the relationship might also result from a direct effect. A more parsimonious approach would start by analyzing direct effects, and include the interaction term only if it is relevant.
For instance, the authors (see Appendix 8) analyze how transmission patterns are related to several factor such as the daughter birth cohorts. They found that "inactivity transmission" pattern was more frequent in older daughters' birth cohorts than in younger ones. By doing so, they presume an interaction effect between daughters' and mothers trajectories and daughters' birth cohorts. But this relation may well hide a direct effect.
5 GIMSA does not allow studying the direct effectsbecause we only have a joint typology -whereas the fourth strategy (clustering sequences separately) allows doing so.
While commenting this article, I wanted to clarify a common confusion about the purpose of cluster analysis, that may well affect GIMSA as well. Cluster analysis should not be used to interpret or test a relationship, and the same apply to GIMSA. Even if some workarounds are available, we still need a proper method to do it, on a global and on a local level. Where nB A is the observed number of counter-examples, n ē BA the expected number of counterexamples in the independence assumption case, n B. the number of times that B is observed, n .A the number of times that A is observed and n the total number of cases.
4 Confidence is computed using a Normal distribution (Ritschard, 2005) . Rules with negative implicative index are not represented because they have no meaningful interpretation.
5 Three kind of effect should be considered. First, "inactivity" trajectories may have been more frequent among older mothers (that have thus older daughters), implying that the configuration "inactive mother"-"inactive daughter" is more frequent. Second, we may apply the same reasoning to daughters' "inactivity" trajectories. Finally, the "rate" of transmission of the inactivity trajectories may have been stronger in older cohorts.
