We have made velocity time series measurements ͑using hot film probes͒ and velocity field measurements ͑using particle image velocimetry͒ on turbulent flow in a rotating annulus. For low annulus rotation rates the Rossby number was of order unity and the flow was three-dimensional ͑3D͒, but at high rotation rates the Rossby number was only about 0.1, comparable to the value for oceans and the atmosphere on large length scales. The low Rossby number ͑quasi-geostrophic͒ flow was nearly two-dimensional ͑2D͒, as expected from the Taylor-Proudman theorem. For the 3D flow we found that the probability distribution function ͑PDF͒ for velocity differences along the direction of the flow, ␦v(d)ϭv(x 0 ϩd)Ϫv(x 0 ), was Gaussian for large separations d and non-Gaussian ͑with exponential tails͒ for small d, as has been found for nonrotating turbulent flows. However, for low Rossby number flow, the PDF was self-similar ͑independent of d͒ and non-Gaussian. The exponents characterizing the structure functions, S p ϭ͗(␦v) p ͘ϳd p were obtained by the extended self-similarity method. For 3D flow the exponents departed from p/3 with increasing p, as has been found for turbulence in nonrotating flows, while for the quasi-2D turbulent flow, the exponents increased linearly with p, as expected for a self-similar flow. We applied the ␤-test of the hierarchical structure model ͓She and Lévêque, Phys. Rev. Lett. 72, 336 ͑1994͔͒ and found that ␤ remained constant at ␤Ӎ0.75 as the rotation was increased from the 3D to the 2D regime; this indicates that both the quasi-2D and 3D flows are highly intermittent. The PIV images provided another indication of the intermittency-both the quasi-2D and 3D flows had coherent vortices which could be distinguished from the background flow. We also applied the ␥-test of the hierarchical structure model and found that ␥ increased from 0.18 for the 3D flow to 0.34 for the quasi-2D flow; the latter value is in accord with expectation for self-similar turbulence. We conclude that our rotating 3D flow is similar to nonrotating turbulent flows, while the rotating quasi-2D turbulence is different from both the 3D rotating turbulence and from nonrotating 2D turbulence studied in other experiments.
I. INTRODUCTION
Our study uses rotation to two-dimensionalize a turbulent flow, in contrast with most other recent laboratory studies of two-dimensional ͑2D͒ turbulence, where two dimensionality has been approximated using thin liquid layers.
1,2 If a volume of fluid is rotated rapidly, the derivatives of velocity in the axial direction become small by the TaylorProudman theorem; the resultant quasi-two-dimensionality persists even for strongly turbulent rapidly rotating flows. 3 A dimensionless number that provides a measure of the degree of two dimensionality is the Rossby number Ro, which compares inertial effects to Coriolis effects: The velocity field becomes strictly 2D in the limit Ro→0. At the highest rotation rates of the present experiment, RoӍ0.1, sufficiently low so that the flow is essentially 2D. A flow with sufficiently rapid rotation and low dissipation is called a quasigeostrophic flow; 4 for brevity, we refer to it simply as 2D. Our study is the first to determine the statistical properties of low Rossby number turbulence. 5 Further, by decreasing the rotation rate, we examine the transition from 2D to 3D turbulence. The measurements of statistical properties of these turbulent flows and the visualization of the velocity and vorticity fields provide new insight into the relationship be-tween intermittent structures in the flow and the scale dependence of the statistics.
Stretching and folding of vortex tubes is a fundamental process in 3D turbulence that is not allowed in 2D flows. In 3D turbulence, vortices stretch and fold repeatedly until they eventually collapse to intense filaments. 6 These filaments affect the transfer in the energy cascade, creating a rate of transfer that exhibits strong scale-dependence. Velocity measurements with a fixed probe yield intermittent bursts corresponding to vortex filaments sweeping by the probe, and this intermittency is an important characteristic property of 3D turbulence. 6 In two dimensions, the vortex tubes cannot stretch axially and fold, but numerical simulations of 2D turbulence ͑see, e.g., Kevlahan and Farge 7 ͒ have found that energetic coherent vortices can become deformed and fold in the plane of the flow; they then form a ''turbulent background'' which surrounds the remaining coherent structures. 6 Thus 2D flows can exhibit a kind of intermittency through the switching between the large coherent structures and the small scale turbulence, even though the 3D mechanism of stretching and folding is not present.
A standard test for intermittency is to examine the scaling of the structure functions, which are moments of the velocity increments. 6, 8 The pth-order longitudinal structure function is defined as
where d is the separation distance between two points and v is the velocity component in the direction of d. Kolmogorov's 1941 theory ͑K41͒, assuming self-similar statistics, predicts that the pth moment of the velocity increments should be proportional to d p , where p ϭp/3. Measurements of p in 3D turbulence experiments and simulations have shown a nonlinear dependence on p ͑see Ref. 8 and references therein͒, indicating scale-dependent rather than self-similar statistics.
Numerical simulations 9 of 2D turbulence yield p ϭ p/3 ͑see also Refs. 10 and 11͒. However, two-dimensional turbulence is difficult to produce in the laboratory. Paret and Tabeling 1 studied quasi-two-dimensional turbulence in a thin layer of electrolyte ͑driven by a current and perturbed magnetically͒, and they obtained p ϭp/3. Their probability distribution functions ͑PDFs͒ of velocity differences were nearly Gaussian over the whole inverse cascade range. Experiments in gravitationally driven soap films 2, 12 observed pronounced departures from the p/3 prediction, and the velocity difference PDFs shifted from exponential at small separations to Gaussian at large separations. 2 Recently, we found that turbulence in our rotating system exhibits, for sufficiently rapid rotation, a scaling different from K41: Although p varied linearly with p, the exponent was found to be p ϭp/2 rather than p ϭ p/3.
5 The corresponding energy spectrum was E(k)ϳk Ϫ2 , consistent with the predictions for 2D Lundgren spiral vortices 13 and with the predictions for rotating turbulent flows. 14, 15 These results indicated that the quasi-2D turbulence in rapidly rotating system is different from turbulence in 2D nonrotating systems.
Here we test for intermittency in rotating flows not only by examining the structure function scaling but also by applying the ␤-and ␥-tests of the Hierarchical Structure model. 17 This model involves a hierarchy of functions
, where the higher intensity fluctuations are described by higher order p of the structure function ratio F p . The function F ϱ describes the most intermittent, highest intensity fluctuations, assumed to consist of collapsed vortex filaments. 17 The model proposes the existence of a hierarchical symmetry where the functions F pϩ1 can be related to F p by a power law scaling. If such a scaling exists, the exponent ␤ (0р␤р1) provides a measure of intermittency in the flow: ␤ϭ1 corresponds to nonintermittent flow and ␤ϭ0 is the opposite extreme. Experiments on CouetteTaylor turbulence 18 and free jets 19 gave similar ␤ values, ␤ϭ0.83 and 0.87, respectively.
The other parameter obtained from the Hierarchical Structure model is ␥, which provides a measure of how ''singular'' the most intermittent structures are. Hence, a flow where the most intermittent structures are independent of scale d would have ␥ϭ0, which is the case for a onedimensional collapsed vortex singularity or a shock, while a nonintermittent flow such as Kolmogorov turbulence would have ␥ϭ1/3 ͑see Sec. V͒. Couette-Taylor 18 and free jet turbulence 19 both yielded ␥ϭ0.10. This paper is organized as follows: Section II describes the experiment and the measurements, Sec. III characterizes the flows, including the intermittent structures that we are able to visualize. Section IV presents results for the probability distribution functions of the velocity differences and the structure function exponents. Finally, the ␤-and ␥-tests of the hierarchical structure model are presented in Sec. V, which is followed by a discussion of our results. Appendices A and B describe, respectively, time series analysis techniques and results for the skewness and for the radial dependence of the velocity, vorticity, and shear.
II. EXPERIMENTAL METHODS
Our experimental apparatus consists of an annular tank with a flat rigid lid. The tank can rotate at rates up to ⍀ϭ20 rad/s ͑Fig. 1͒. An azimuthal jet is generated in the annulus by pumping water in a closed circuit through two rings of holes at the bottom of the channel. Pumping into the annulus through an inner ring and out through an outer ring produces a net outward flux. This flux couples with the Coriolis force to generate a counter-rotating azimuthal jet. The forcing mechanism is discussed further in Sec. III.
The bottom of the annulus is conical with a constant slope sϭ0.1. In a geophysical context, this beta plane simulates ͑to first order͒ the variation of the Coriolis effect due to the curvature of a planet. The sloped bottom also breaks the symmetry between co-rotating and counter-rotating jets. We chose to study the counter-rotating case because a wide, highly turbulent jet forms over a wide range of parameters; in the co-rotating case, the jet is narrower and less turbulent. 20 Another effect of the beta plane is to change the character of the inverse energy cascade at the Rhines wavelength
where U is a typical velocity, ␤ R ϭ2s⍀/h 0 , and h 0 is the mean height. At length scales larger than ␤ , numerical simulations 21 indicate that the inverse energy cascade is quenched, and energy is lost through the radiation of Rossby waves.
The fluid velocity was measured using hot film probes that were inserted into the annulus through the top lid and extended about 1 cm into the fluid. The results discussed below were obtained with the two probes located 180°apart, at radial positions midway between the inner and outer walls of the channel ͑see Fig. 1͒ . These probes were oriented to measure the azimuthal component of the jet, though they also detected vertical motion without distinguishing the direction. The signal was digitally sampled at 150 Hz for runs lasting two hours, yielding individual data sets of 10 6 points per probe. Measurements were repeated several times to obtain a total of 4ϫ10 6 to 8ϫ10 6 points for each rotation rate and pump rate.
The probes were calibrated before and after each run by first setting the annulus at a constant rotation rate with no pumping, yielding solid-body rotation. A velocity jump of vϭ⍀r probes was produced by suddenly stopping the tank. This process was repeated at several rotation rates, and the data for velocity as a function of voltage were fit with a parabola. The voltage time series from the hot film probes often showed a slow drift over the duration of a run ͑two hours͒, but since we were interested in velocity differences over only a few seconds, the effect of this drift was negligible.
The mean velocities from the two simultaneous probes showed a shift ͑which varied between runs͒ of a few cm/s from one another. We addressed this problem by off-setting the voltage from one probe until average voltages of the two probes were equal. Then the calibration curve for one probe was used to convert both voltage series into velocities. This procedure produced velocity records for the two probes that had the same means and standard deviations. This method is equivalent to having a hardware DC offset on the acquired voltage, a technique that is commonly used in hot wire anemometry. The same procedure was repeated using the calibration from either probe, and the structure function results were indistinguishable.
The accuracy of the velocity measurements was limited by contaminants in the water, temperature drift, and misalignment of the probes. We reduced these effects by regularly filtering the water, replacing the probes to control for aging and buildup of contaminants ͑algae͒, running the probes at a relatively high overheat (⌬TӍ40°C), and aligning carefully each probe as it was inserted into the annulus. Our confidence in the data was strengthened by checking the reproducibility for several runs at the same conditions, by comparing simultaneous measurements made with independent probes, and by comparing statistics obtained from the hot film velocity time series with statistics obtained from the instantaneous velocity field measurements described in the following paragraph.
A particle image velocimetry ͑PIV͒ system was used to obtain horizontal flow fields near the mid-plane of the annulus. This system consisted of a ring of light emitting diodes ͑LEDs͒ that formed a light sheet located at the annulus midheight. Particles in the light sheet were imaged with a digital camera mounted on a rotating platform located 2 m above the annulus. In the frame of the rotating camera, the annulus was stationary; thus the standard PIV technique could be used to extract the velocity field with respect to the rotating frame.
For each flow condition, 50 instantaneous velocity fields were obtained, equivalent to approximately 2ϫ10
4 velocity values at the radius of the hot film probes. Though this sample size was inadequate for higher order statistics, the spatial information provided by the PIV measurements complemented the long velocity time series obtained with the hot film probes. The spatial resolution of most of the PIV measurements was 0.8 cm, but some measurements, made on a small part of the annulus, had a resolution of 0.3 cm ͓see Figs. 4͑e͒ and 4͑f͔͒.
III. FLOW DESCRIPTION

A. Reynolds and Rossby numbers
Dissipation is small in our flow, i.e., the Ekman friction time, Ek ͑given by Ek ϭh 0 /2(⍀) 1/2 ), typically 80 s, is long compared to the vortex turnover times, typically 0.1-1 s.
Our rotating flow with weak dissipation can be characterized by two dimensionless numbers, the Reynolds number (ReϭUL/), and the Rossby number (Roϭ/2⍀ where is the rms vorticity͒, which is small when Coriolis effects dominate inertial effects. ͑Alternatively, the Rossby number can be defined as Ro g ϭU/2⍀L, but we choose the former definition since it does not require the identification of a length scale L.) Values of the Reynolds and Rossby numbers for the hot film data and some representative PIV data are given in Table I . The Reynolds numbers were obtained with L taken to be the distance between the rings of forcing holes ͑16.2 cm͒, U given by the average azimuthal velocity ͑radial profiles of azimuthal velocity are presented in Appendix B 2͒, and ϭ0.01 cm 2 /s.
To determine the effect of rotation on the turbulent flow, the Reynolds number was maintained approximately constant (2.0ϫ10 4 ) as the pumping and rotation rates were varied. This meant that the pumping rate had to be decreased as the rotation rate was increased. To compare our turbulent flow with turbulence in other systems, we computed the Taylor scale Reynolds number, based on the Taylor microscale
2 ͘/u rms 2 ) and the rms velocity. The value of Re for different flow conditions remained fixed at Re Ӎ360, with 2D Ӎ2.0 cm in the fast rotation case ͑case I͒ and 3D Ӎ1.8 cm for slow rotation ͑case IV͒. The Rossby number can be interpreted as the ratio of the rotation period of the system ͑1/⍀͒ to the typical turnover time of vortices ͑1/͒. A small Ro indicates a flow where the Coriolis effects are dominant, and the flow is expected to approach a 2D state. The values of the Rossby number for our experiments are plotted in Fig. 2 as a function of rotation and pumping rates. For a fixed pumping rate, the reduction in Ro with increasing rotation rate is clear; the same trend was found for Ro g , although the actual values depended on the length scale used. Surprisingly, the values of Ro for highpumping/high-rotation flows are as high as the ones for the low-pumping/low-rotation. This suggests that a lower-energy flow at 1.57 rad/s is as 2D as a high-energy flow at 11 rad/s, which seems unlikely; the structure function exponents indicate that the 11 rad/s flow at high pumping rates is much more two dimensional than the 1.57 rad/s flow at low pumping rate. Thus the relationship between Ro and the twodimensionality needs to be examined in future experiments and compared with numerical simulations. 15, 23 
B. Flow development
When the pumping was switched on after the water had reached rigid body rotation, the subsequent development of the flow provided evidence of an inverse cascade. Small anticyclonic ͑counter-rotating͒ vortices and cyclonic ͑co-rotating͒ vortices formed above the inlet and outlet holes, respectively, and like-sign vortices merged, cascading energy to the larger scales, as Fig. 3 illustrates. Simultaneously, the radially outward flux from the pumping generated a strong counter-rotating jet between the forcing rings. The jet grew in strength until the torque from the pumping was balanced by the dissipation in the top and bottom boundaries ͑see Appendix B 3͒. This behavior was observed for all but the lowest rotation rate examined, ⍀ϭ0.79 rad/s, where the merging never occurred.
The vortices that formed above the forcing holes interacted with their immediate neighbors in groups of two or three. For instance, a group of three anticyclones would start to orbit each other, and then the vortex centers would move towards the center of the trio, thus creating an elongated structure similar to a backwards ''S.'' The new vortex would intensify with lobes from the ''S'' wrapping around the central core of the vortex. The orbiting and merging steps repeated with the larger structures until the interactions with the walls became important.
C. Steady-state fields
In the asymptotic state, the vortices are advected by the anticyclonic azimuthal jet, and they interact with the walls as well as with one another ͑Fig. 4͒. The jet divides the flow into a predominantly cyclonic ͑Ͼ0͒ region near the outer rim of the annulus, and an anticyclonic ͑Ͻ0͒ region near the inner rim. The background shear also changes sign with radius, but at a different value of the radius, as discussed in Appendix B.
The cyclonic and anticyclonic regions of the flow are populated with large scale vortices that are advected by the jet. These vortices are visible in Figs. 4͑b͒-4͑d͒, but they are absent at the lowest rotation rate ͓Fig. 4͑a͔͒. These large vortices are the result of the inverse cascading described in the previous section. At the lower rotation rate in Fig. 4͑b͒ , where the flow is 3D, the cascade stops at an intermediate scale, allowing the presence of two large cyclones which do not interact with each other. Small ͑ϳ1 cm͒ short-lived cyclonic structures occur in the anti-cyclonic region and vice versa in Figs. 4͑a͒ and 4͑b͒, while such vortices are absent in the more 2D flows. ͓In the 3D flows in Figs. 4͑a͒ and 4͑b͒ , the images are of course 2D slices, and vortices are randomly oriented with respect to this plane.͔ At higher rotation rates, the cascade goes to larger scales, and the size of the largest vortex increases correspondingly; then any vortex of the same sign as the largest vortex will eventually merge with it. Similar dynamics exist on the anticyclonic side of the jet, although the anticyclones are constrained to being smaller by the geometry of the annulus. As noted by Marcus, 24 2D vortices in rapidly rotating flows can persist only in regions where the vorticity is of the same sign as the background shear. Near the outer wall, the circulation from the large cyclone produces a region of anticyclonic vorticity because the velocity gradient is reversed. The converse is true for the anticyclones near the inner wall. In the 2D flows, these regions of reversed vorticity grow into intense coherent structures which are in a region of adverse shear ͓see the compact intense vorticity patches in Figs. 4͑c͒ and 4͑d͔͒. Because these intense vortices are produced in regions of adverse shear, they are ejected radially across the mean jet into the region where their vorticity is of the same sign as the background shear.
Closeup sequences of ejection events are shown for the low and high rotation cases in Figs. 4͑e͒ and 4͑f͒. In these figures, a square section of the tank is visualized to give a higher spatial resolution of the flow. The mean clockwise ͑anticyclonic͒ jet, indicated by the curved arrow in Fig. 4͑e͒ at tϭ0 s, is near the center of the channel, while vortices on either side of the jet are advected by it. In the low rotation ͑3D͒ case of Fig. 4͑e͒ , two ejection events can be followed: A cluster of small anticyclones ͑blue͒ orbiting each other forms at the outer ͑right hand side͒ wall, as the cyclonic ͑red-yellow͒ structure sweeps past. This cluster, marked with the circle at tϭ1.0 s, stretches radially and some of the fluid is carried inward ͑to the left͒. A similar process happens near the inner wall as the strong anticyclone ͑blue͒ causes a cyclonic ͑red͒ ejection ͑see the circle at tϭ3.0 s͒.
In the high rotation case ͓Fig. 4͑f͔͒, the ejecting anticyclone forms at the outer wall and grows to about 10 cm in size before being transported across the jet into the anticyclonic region of the flow. This anticyclone is connected to a thin anticyclonic region near the wall, and it grows by drawing fluid from this boundary region. In the last frame (tϭ0.9 s͒, it appears that this vortex is being elongated and sheared by the jet. For the conditions of this sequence, the maximum velocity in the jet can reach 80 cm/s near the center and has to go to zero at the edge. Therefore the velocity gradients can be quite large, and the shear felt by an ejecting vortex can be very high.
The sequence in Fig. 4͑f͒ also shows several cyclones being advected by the jet. The cyclones reach the region of favorable shear faster than the anticyclones, so they are more likely to preserve their shape and to get carried azimuthally without losing their coherence ͑see Appendix B͒. Other asymmetries also exist between the cyclonic and anticyclonic ejections, although a detailed study of those will be left for future work. The size of the ejecting vortices varies with rotation and pumping rate; these vortices are always small in the 3D case, while the 2D vortices can have a range of different sizes and strengths.
The ejection events and the later merging of ejected vortices with the large coherent structures correspond to dynamics that are nonlocal in wavenumber space, that is, the interaction between structures of very different sizes. The ejection of a vortex from a wall is a process by which energy from FIG. 3 . ͑Color͒ Development of a quasi-2D flow at small Rossby number (Roϭ0.14, ⍀ϭ1.57 rad/s, Qϭ150 cm 3 /s͒. A ring of anticyclones ͑blue͒ initially formed above the inlet holes, and cyclones ͑red͒ formed above the outlets. The interaction between vortices caused them to elongate and create spiral structures. The vorticity is shown only for values significantly above the noise level, and the limits on the color scale increase with time, indicating higher value of vorticity. the largest scale structures is injected back at a smaller scale. Once a vortex is ejected, it can be sheared by the mean jet ͓e.g., the anticyclone near one o'clock in Fig. 4͑c͔͒ or it can cross the jet and merge with the large vortices on the other side, thus cascading energy back up to the large scales. The existence of strong nonlocal interactions has been found to increase the amount of intermittency in numerical simulations, 25 which is consistent with our observations. Fluid parcels are observed to advect with the vortices, as expected for 2D inviscid flow ͑ideal flows͒, as illustrated in Fig. 5 . This image was taken shortly after starting the pumping, so heavier particles were still collected near the outer wall where they centrifuged in the absence of turbulent mixing at the early stages. The particle ejection can also be followed in the vorticity plots, where groups of particles can be seen to remain within a vortex as it crosses the center of the jet ͑see the box on the right in Fig. 5͒ .
D. Two-dimensionalization
The two-dimensionality of the flow at high rotation rate was tested by comparing the signals from two hot film probes separated vertically by 18 cm: One probe was inserted 1 cm below the top lid, while the other was inserted 1 cm above the bottom; the two probes were at the same radial and azimuthal coordinates. In the 3D case, the time series obtained from the two probes differed greatly, while in the low Rossby number quasi-2D case, the velocity signals measured by the top and bottom probes were highly correlated, as Fig. 6 illustrates. The large scale variations are the same for the two probes, as the top graph in Fig. 6 illustrates, while the small high frequency fluctuations differ, as the lower graph in Fig. 6 illustrates.
E. Effect of vortices on time series
The validity of Taylor's frozen turbulence hypothesis is discussed in Appendix A, and the time-averaged velocity and vorticity results are presented in Appendix B. In this subsection, we consider the relation between the fluctuations in the time series and the structures in the flow. A snapshot of the vorticity field is shown mapped onto a rectangle in Fig. 7͑a͒ . A compact cyclonic vortex with a dark center is near /2; this vortex leads to the sharp drop in the azimuthal velocity that can be seen in Fig. 7͑b͒ . Similarly, the anticyclone ejected from the outer wall near 5/4 leads to a drop in the azimuthal velocity.
The velocity time series measurements all display large dips, as illustrated in Figs. 6͑a͒ and corresponding to the smaller structures being swept past the probe. It is difficult to distinguish between the 2D and the 3D flows directly from the time series, but the distinction is pronounced in the high order statistics ͑Sec. IV C͒.
IV. STRUCTURE FUNCTIONS
A. Length scales
The scaling arguments for the structure functions should apply in the inertial range. For 2D turbulence, this range is divided into a forward enstrophy cascade for wavelengths smaller than the injection length i , and an inverse energy cascade for Ͼ i . 26 Our injection scale is 1 to 2 cm ͑the distance between the inlet holes is 1 cm, the distance between the outlet holes is 2 cm͒. Therefore, we expect both a forward cascade limited by the Kolmogorov length k at the small scales, and an inverse cascade up to the Rhines length ␤ .
The Kolmogorov dissipation scale k is given by the fluid viscosity and the mean energy transfer rate
.
͑3͒
Assuming small-scale isotropy, we estimate by
The value of k remains nearly constant at k Ӎ0.07 cm for all rotation and pumping rates in the hot-film measurements. The digital sampling rate of the hot-film probes, f ϭ150 Hz, corresponds to a spatial scale of U/ f Ӎ0.1 cm, which is close to the value of k ; however, our spatial resolution is limited by the length of the probe's sensing element, 0.3 cm.
The Rhines length ␤ can also be estimated from the time series by using Eq. ͑2͒. For our data, ␤ is 18 cm for the 2D flow ͑state I͒ and 40 cm for the more 3D flows ͑state IV͒.
B. Probability distribution functions
The PDFs of the velocity differences ␦v(d) for several separations (d) at low and high rotation rates are shown in Fig. 8 . The PDFs for low rotation rates shift from exponentials ͑in the tails͒ at small separations to Gaussians at large separations, as expected for 3D turbulence. In contrast, the PDFs for 2D turbulent flow preserve their shape over a wide range of separations, indicating a self-similar flow. Further, the PDFs for 2D turbulence are non-Gaussian, which is consistent with numerical simulations by She et al. 27 and by Farge et al., 28 who found that coherent structures cause the deviation from Gaussianity.
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The self-similarity of the 2D turbulent flow might be due to the existence of coherent vortices at all the scales in the inertial range ͑see Sec. III C͒, or alternatively to an inverse cascade which preserves the coherence of vortices as they merge and grow. For the 3D flow, the coherent vortices appear to exist only at small scales, which may be why the PDFs exhibit a strong scale dependence.
C. Structure function scaling
The scaling exponents p are obtained by the method of extended self similarity ͑ESS͒:
16 Slopes of log-log plots of S p vs S 3 yield values for p / 3 , as Fig. 9 illustrates. ͑The determination of the exponents for the 2D flow was reported in an earlier paper, where we used S 3 ϭ͉͗␦v͉ p ͘ since S 3 changes sign, 5 as shown in Appendix B 1.͒ The fits are good for both the 2D and 3D cases for length scales in the range 0.5ϽϽ15 cm. This scaling region is bounded by k and ␤ but never quite reaches either. However, the curvature of our annulus distorts structures larger than about 15 cm, so it is not surprising that we see deviations from the linear fit at those scales.
The dependence of the exponent ratio p / 3 on order p for pр10 is shown in Fig. 10 for four Rossby numbers. The scaling for the most 2D flow is linear in p, as expected for a self-similar flow, as shown in Ref. 5 , while for higher Rossby number, an increasing departure from self-similar behavior develops. Care must be taken in interpreting Fig. 10 because 3 decreases from 3/2 for low Rossby number flow ͑e.g., Roϭ0.11), as shown in Ref. 5 , to unity for 3D turbulence ͑e.g., Roϭ0.62). 6 The most 3D flow falls on the SheLévêque curve, matching data from simulations and other experiments on 3D turbulence. 30, 31 This suggests that structure function exponents are a reliable measure of the extent to which a flow is 2D or 3D. The values of p / 3 for the different conditions of our flow are given in Table II, along with values for Couette-Taylor flow, 18 another flow with strong rotation, but one in which the Rossby number is not small. For comparison we also include scaling exponents for the atmospheric boundary layer.
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V. HIERARCHICAL SYMMETRY
We have seen that the structure function exponents shift from a linear scaling with order p at high rotation rate to the typical 3D behavior for the low rotation rate, falling increasingly lower than p/3 with increasing p. This departure from self-similarity for the 3D case has been studied extensively in previous work. To learn more about the internal structure of the flow, we consider the She-Lévêque 17 model of turbulence. This model assumes an internal organization of the flow, which consists of a hierarchy of structures ranging from strong highly intermittent ones ͑such as collapsed vortices͒ to weaker more common events.
The hierarchical structural model proposes two tests, the ␤-test and the ␥-test, which allow us to understand better the relationship between the structures of different intensities in our flow. The tests concern the scaling of the hierarchy of functions
The function F p is the mathematical expectation value for a family of weighted probability distribution functions, 
where 0р␤р1 is a constant, A p is independent of d, and where
characterizes the most intermittent structures. Table I͒ to 3D (Roϭ0.62, Case IV͒.
A. The ␤-test
In theory one needs to wait an infinite time to measure F ϱ , but the difficulty is avoided by considering the ratio
which can be calculated for all values of p. The ␤-test consists of checking for this power law scaling. If it exists, then the hierarchical symmetry is satisfied and the value of the slope ͑␤͒ in log-log plots characterizes the amount of intermittency in the flow. The ␤-test is applied in Fig. 11 to our 2D and 3D turbulent flows. The value of ␤ remained unchanged with increasing Rossby number for the cases in Table I : ␤ I ϭ0.74Ϯ0.02, ␤ II ϭ0.78Ϯ0.02, ␤ III ϭ0.72Ϯ0.02, and ␤ IV ϭ0.76Ϯ0.02. These values are lower than those reported for CouetteTaylor turbulence 18 ͑0.83͒ and turbulent free jets 19 ͑0.87͒. Our lower ␤ are consistent with the observation that coherent structures dominate the turbulent background for all of the cases we have examined ͑see Fig. 4͒ . 18, 19 The points in Fig. 11 for the 2D case fall in compact groups for each p, as expected for a self-similar flow; if the flow were perfectly self-similar, these compact groups would each collapse to a point since there is no dependence on d. In contrast, the 3D points fall on a straight line as either d or p is varied. From the results of Fig. 11 and the scaling of the structure function exponents, we conclude that the 2D flow is no less intermittent than the 3D flow, but that rotation twodimensionalizes the intermittent structures; these structures become self-similar in the 2D case, producing a flow where vortices of all ͑inertial range͒ sizes and strengths are present.
B. The ␥-test
The hierarchical structure model further assumes the scaling
where ␥ describes the scaling of the most intermittent structures relative to the more typical events ͑of the order of S 3 1/3
). The meaning of ␥ can be understood by examining PDFs in ). When ␥ϭ1/3, the tail expands in the same way as the width of the PDFs, so that the whole family of PDFs preserve their shape. This is a situation where the fluctuations of all intensities are statistically alike; the flow is globally self-similar. Another limit is ␥ϭ0, in which the magnitude of the most intermittent structures is not related to the typical fluctuation magnitude. This is the situation where the coherent intermittent structures are physically decoupled from the disordered fluctuations. An example is the randomly driven Burgers equation, where shocks are the most intermittent structures and the only dissipative structures in the limit of vanishing viscosity.
In summary, decreasing ␥ indicates an increasing distinction of the most intermittent structures with respect to the background flow structures. With the assumption of Eq. ͑8͒, the relative scaling exponent of the velocity structure functions p is given by
where Cϭ(1Ϫ3␥)/(1Ϫ␤ 3 ). Given the values of ␤, the validity of the assumption ͑8͒ can be tested by checking that
where (p;␤)ϭ(1Ϫ␤ p )/(1Ϫ␤ 3 ). From Eq. ͑9͒, it is evident that a self-similar turbulent flow can be reached in two ways: either ␤→1 or ␥→1/3. According to the Hierarchical Structure model, ␤ measures how fast the coherence of flow structures is established for fluctuations standing out of the random background field, or how fast the coherence of the most intermittent structures is degraded with decreasing magnitude. When ␤ approaches one, flow structures of all intensities appear alike; this similarity of all intensities implies in general the lack of coherence, or the lack of intermittency. In this scenario, ␥ can in principle have any value. Such a scenario has not yet been observed. On the other hand, the relative scaling with ␥ approaching 1/3 is a different scenario that yields a self-similar flow. Since F ϱ is the magnitude of the most intermittent structures, ␥ measures how fast its magnitude ͑e.g., the tail of the PDFs͒ changes with the typical fluctuation magnitude represented by S 3 ͑e.g., the width in the bell-like curves in Fig. 8͒ . This seems to be the scenario observed here: Throughout the transition from 3D to 2D turbulence, ␤ remained unchanged ͑␤ Ӎ0.75͒, while ␥ showed a gradual increase from ␥ 3D ϭ0.18 to ␥ 2D ϭ0.34 ͑Fig. 12͒.
The fits for ␥ are robust and are independent of ␤ within the experimental uncertainty. The value of ␥ 3D ͑0.18͒ is higher than the value reported for Couette-Taylor experiments and free jets ͑0.10͒. This is probably due to the effect of rotation, since even in our most 3D flow the rotation begins to inhibit the stretching of structures (RoϽ1). On the other hand, the value of ␥ 2D ͑0.34͒ gives further indication of a self-similar flow. Thus the ␥ test helps discover a smooth transition in the degree of the synchronization between the high and low intensity fluctuations when the rotation rate increases.
VI. DISCUSSION
We have examined turbulence in a flow with constant Reynolds number (Re Ӎ360) and decreasing Rossby number Ro ͑increasing rotation rate͒. At RoӍ1, the values of the structure function exponents p were the same as found in experiments on 3D turbulence in nonrotating flows, and were in accord with the prediction of the She-Lévêque model. With decreasing Ro, the flow became more 2D and selfsimilar, as indicated by the velocity increment PDFs and the values of p , which attained the values p/2 at the lowest Ro. 5 Application of the ␤ and ␥ tests of the Hierarchical Structure model provided insight into the flow structures. The value of ␤ ͑0.75͒ did not change with Rossby number, indicating a highly intermittent flow with a constant level of coherence, which is consistent with our visual observations of coherent vortices at all rotation rates. The vortices existed over a wider range of length scales as the flow became 2D, probably because 2D vortices could not stretch and collapse into filaments. The ␥-test supported this observation: At Ro Ӎ1, we obtained ␥ϭ0.18, while at Roϭ0.11, we found ␥ Ӎ1/3, as required for self-similar turbulence.
We observe that for all rotation rates examined, there are coherent vortices with sizes ranging upward from the injection scale. At high rotation rates, the large intense vortices become more stable and the 2D flow becomes self-similar yet remains intermittent even though vortices cannot stretch. Vortices of all scales exist within the inertial range, and this leads to statistics of the velocity increments that are far from Gaussian even at large separations.
There are many questions that warrant further study. The role of the beta plane ͑sloped bottom͒ should be examined by varying both the sign and magnitude of the slope of the bottom of the annulus. The injection length scale and the configuration of the forcing should each be varied, and the effect of dissipation should be examined by changing the depth of the fluid in the annulus. Also, the role of the sidewalls should be investigated by changing the diameter of the annular tank.
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APPENDIX A: TIME SERIES ANALYSIS
It is common to use Taylor's frozen turbulence hypothesis to convert a time series into a spatial record using the mean flow velocity. This is applicable for flows with a turbulent intensity Tuϭͱ͗u 2 ͘/͗u͘р10%. In quasi-2D flows, this limit might be higher. 33 In our experiments, Tu reached 17% at the lowest rotation rate of our hot film velocity measurements, 1.57 rad/s; we did not make hot film measurements at lower rotation rates because the mean velocity becomes very low, making Tu much larger. At the highest rotation rates, it was lower than 10%. To gauge the effect of the high turbulent intensity, a technique similar to that of Pinton and Labbé 34 was applied to reconstruct the spatial information: We first cumulatively summed over the velocities, then found the corresponding position for each time step, and finally interpolated onto an equally spaced grid. This method effectively uses the instantaneous rather than the mean velocity to make the transformation from temporal FIG. 12. ␥-test for the hot film data in Table I ranging from 2D turbulence ͑case I, Roϭ0.11) to 3D turbulence ͑case IV Roϭ0.62). The lines are least-squares fits to the data.
to spatial information. Applying this technique did not affect our conclusions, probably because of the large separation of scales between the large fluctuations and the scale of the structures of interest ͑see Sec. III͒. The results presented here were obtained using Taylor's hypothesis in the usual way.
The structure functions were calculated using the method of She et al.: 18 A histogram of the velocity differences for a given separation was first generated to approximate the probability distribution function ͑PDF͒. In order to reduce the sensitivity to random noise, the PDF was smoothed using a weighted local average. Then S p (d) was obtained by raising the smoothed PDF to the power p and calculating the mean value. This method for obtaining S p is fast to implement and is less sensitive to erroneous measurements than using the raw data for velocity differences.
Structure function exponents were determined by the extended self similarity ͑ESS͒ 16 technique: Values of p / 3 were obtained from slopes of log-log plots of S p (d) vs S 3 (d). For a self-similar flow, the exponent ratio should increase linearly with p, 6 as we find for our 2D flow, while deviations from linearity indicate scale-dependent statistics, as we find for our 3D flow. In an earlier direct analysis of 2D turbulence, 5 we obtained p ϭp/2 from log-log plots of S p vs d, but we do not report here the results of a direct analysis of the data for 3D turbulence because of the absence of a scaling range.
The points plotted in Fig. 10 are the average values for the two probes over all realizations at the same conditions. The error bars correspond to the standard deviation from the different experimental runs. In order to test the convergence of our fits, the data were divided into sets of shorter time series and the structure function routines were run on those subsets. For time series longer than Nϭ2.5ϫ10 5 points, the spread in the calculated exponents ( 10 in particular͒ with record length for a particular time series was comparable to the spread from separate runs, the latter being due to systematic errors during a given run. It was, therefore, more advantageous to take several independent realizations of the same flow rather than longer time records.
APPENDIX B: MEAN FLOW QUANTITIES
Skewness
We computed the skewness of the velocity differences
using the hot film probe data ͑Fig. 13͒. Given that the structure functions S 2 and S 3 display a power law scaling with d as S p ϳd p/2 , the skewness should display a region independent of the separation d. The data do not show a region of constant skewness, but is small in the range in which the structure function exponents were determined. Further, note that the ESS analysis was done using the absolute value of ␦v, thus reducing the variations in . In the homogeneous isotropic case, the sign of S 3 should reflect the direction of the energy cascade. 5 Finally, at large separations, we expect that the shape of the tank, possible side wall effects, and departures from isotropy affect the scalings, and we are unable to draw quantitative conclusions about the significance of the skewness.
Radial profiles
We have used the visualization data to determine the radial dependence of the azimuthally averaged velocity, vorticity, and shear, as presented for two cases in Fig. 14 
͑B2͒
where v is the azimuthal velocity and v r is the radial velocity. Averaging spatially over many images, the second term in Eq. ͑B2͒ was found to be negligible compared to the first term, even though the second term was typically dominant in a given snapshot; hence the graphs show only the first term r ϭ r 2 ‫͑ץ‬v /r ͒ ‫ץ‬r . ͑B3͒
For both the 2D and 3D cases, the jet fills the width of the annulus, and the location of the velocity maximum moves slightly towards the outside of the annulus as the pumping increases; thus for a fixed value of the maximum velocity, the total kinetic energy in the flow increases since a larger volume of water is displaced at larger radii.
The 2D vorticity profile displays a central region where the vorticity of the flow increases almost linearly. This region corresponds to the region with the strong jet, away from the large coherent vortices that travel near the inside and outside walls. The signature of the vortices is found to be a plateau of vorticity near the walls. For the 3D flow, the central region is not linearly increasing, but one can still differentiate between the central region with a strong jet and regions to either side with vortices. FIG. 13 . Skewness of the velocity differences in the 2D and 3D cases. The box shows the approximate fitting region of the structure functions.
The shape of the curves for the mean shear is similar to the shape of the vorticity curves, but the shear ( r ) changes sign at a radial location different from that for the vorticity ͑͒. The large coherent vortices of Fig. 4 are only stable in the region where r and are of the same sign, as discussed by Marcus. 24 In the region where the shear is adverse, the vortices can dissipate by shedding filaments of fluid, or by elongating in the plane of the flow and losing their coherence.
Finally, note that the velocity, vorticity, and shear profiles might depend on the location of the rings of forcing holes; this possible dependence will be examined in a future study.
RMS velocity
The mean velocity of our flow is set by a balance of the torque due to the Coriolis force and the torque from the Ekman dissipation. Sommeria et al. 20 derived an approximate formula for the maximum velocity based on this balance
, ͑B4͒
where a and b are dimensionless constants that depend on the shape of the jet, and K is a constant that depends on the geometry of the annulus and fluid viscosity:
, where s is the slope, d is the distance between the forcing holes, h 0 is the mean height, and ͗r͘ is the mean radius. For each set of control parameters, we determined root-mean-squared ͑rms͒ velocity from PIV data, and the result is shown in Fig. 15 . The shape of the jet varied significantly over the wide range of pumping and rotation rates, so the parameters a and b were not constant. Nevertheless, the observed linear dependence of (v ) rms on (Q⍀) 2/3 supports the idea that the Ekman dissipation is the main mechanism limiting the azimuthal velocity.
