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ファジィ測度とファジィ積分モデルによる総合評価法









































ファジィ測度 (Fuzzy Measure)[1]は，容量 (Capacity)とも呼ばれており，さまざまな制約がつい
た集合関数として表現される．評価基準の集合をXで表す．本稿では，Xは有限集合に限定し，そ




作業員を番号で表記し，X = {1, 2, 3}とする．また，中国茶を，香り，味，色，価格の 4つの評
価基準で評価するとき，1,2,3,4という番号を付けX = {1, 2, 3, 4}とする．
ファジィ測度は，集合関数の一種で，定義域は，全体集合 X のすべての部分集合の集合（ベ
キ集合 2X )である．たとえば，X = {1, 2, 3}のとき，
2X = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} (1)
である．
ファジィ測度の値は，ファジィ積分との関係で，単位あたりの効果を表すことが多い．作業員
の例でのファジィ測度を μとすると，μ({1})は，作業員 1の単位あたり（たとえば 1時間あた
りの）の生産量，μ({2})は，作業員 2の単位あたりの生産量となる．定義域は，X のすべての
部分集合であるので，2人が一緒に作業したときの生産量 μ({1, 2})を μ({1})と μ({2})との和
とは別個に与えることができる．この 2人がうまく協力できれば，単独での単位あたりの生産量
の和よりも多くの量を単位あたりに生産でき，μ({1, 2})(> μ({1}) + μ({2}))として表現できる．
したがって，2人の作業の相互作用を表現することができる．
一般にX = {1, . . . , n}上のファジィ測度 μは，次のように定義されている．
μ : 2X → [0, 1] (2)
μ(∅) = 0 (3)
μ(X) = 1 (4)
μ(A) ≤ μ(B) if A ⊆ B, ∀A,B ∈ 2X (5)





下記の正規性などを課さないときは，式 (2)は，μ : 2X → R+ のように値域を正の実数全体，




空集合に対するゼロ制約 式 (3)は，すべての入力値が 0のとき (xi = 0, i = 1, . . . , n)，出力値
も 0とする制約である．また，ショケ積分を計算をするとき，この制約がないと値が発散する．






み係数 ai ≥ 0, ∀iがファジィ測度に対応していると考える．
2.2.1 作業員の例




μ(∅) = 0, μ({1}) = 30, μ({2}) = 20, μ({1, 2}) = 60 (6)
この作業員の例の場合，総合評価や広義の平均演算のためのではないので，[0, 1]区間のファジィ
測度値と正規性の制約は課していない．μ(∅) = 0は，だれも作業を行われなければ，生産量は 0
であることを示している．
単調性制約は，n = 2の場合，μ({1}) ≥ μ(∅), μ({2}) ≥ μ(∅), μ({1, 2}) ≥ μ({1}), μ({1, 2}) ≥
μ({2})の 4つである．この例の場合，単独で作業をするより，2人で作業をした方が生産量が増
えるという仮定である．
また，μ({1, 2}) > μ({1}) + μ({2}) という関係になっている．この関係は，加法的な関係




あるハンバーガーショップでは，ハンバーガー 1個 200円，コーラ 1杯 120円，セット (ハン
バーガー 1個+コーラ 1杯）を 250円で販売している．ハンバーガーを 1，コーラを 2とすると，
ファジィ測度 μは，
μ(∅) = 0, μ({1}) = 200, μ({2}) = 120, μ({1, 2}) = 250 (7)
と表記できる．単調性制約は，何かを追加したとき，価格は下がらないという制約となる．たと
えば，ハンバーガー単独より，セットの方が安いということはないという制約である．
μ({1, 2}) < μ({1}) + μ({2})という関係は，加法的よりも値が低くなるので，「劣加法的」と呼
ばれている．また，「代替的」とか「相殺効果」とも呼ばれている．
2.2.3 成績評価の例
ある入試で，英語 (1)と国語 (2)を課している（おのおの 100点満点）．国語をやや重視する
評価法とする．総合評価値も 100点満点で出力するので，正規性を仮定する．
μ(∅) = 0, μ({1}) = 0.4, μ({2}) = 0.6, μ({1, 2}) = 1.0 (8)
とすれば，μ({1, 2}) = μ({1}) + μ({2})であり，加法的となる．これは，0.4x1 +0.6x2とした加
重平均と同じである．
μ(∅) = 0, μ({1}) = 0.2, μ({2}) = 0.3, μ({1, 2}) = 1.0 (9)
とすると μ({1, 2}) > μ({1}) + μ({2})となり，優加法的なファジィ測度である．これは，英語だ
けでは 0.2という評価，国語だけでは 0.3という評価しか与えず，両方できていないと高い評価
を与えないという評価法である．したがって，英語と国語は補完的な関係を想定している．
μ(∅) = 0, μ({1}) = 0.6, μ({2}) = 0.9, μ({1, 2}) = 1.0 (10)




る．英語 (1),国語 (2),数学 (3)で，
μ(∅) = 0, μ({1}) = 0.3, μ({2}) = 0.3, μ({3}) = 0.6,






ば，μ({1}) = 30, μ({1, 2}) = 25の場合，作業員 2が加わることにより，生産量が減少してしま




μ− : 2X → R (12)




ν : 2X → R (14)
ν(∅) = 0 (15)

















γn(S)[μ(S)− μ(S \ {i})] (17)
γn(S) :=




で定義される．ただし，| S |は集合 S の要素数を表す (n =| X |)．式 (11)の例の場合，
sh1(μ) =
μ({1, 2, 3})− μ({2, 3})
3
+







μ({1, 2, 3})− μ({1, 2})
3
+






同様に sh2(μ) = 0.3となる．
シャプレイ値の有用性は，入力値 x1, . . . , xnをn次元確率変数と見なし，任意の順列 (i1, . . . , in)
に対して，xi1 < xi2 < . . . < xin が等確率で起こるとき，xiのショケ積分の出力値に対する重み
の期待値は，シャプレイ値に等しくなる [2]ことである．
2.6 メビウス反転値 –ファジィ測度の別表現 –










Δμ(B), ∀A ∈ 2X (20)
となる．Δμ(A)が正であれば優加法的，負であれば劣加法的，0であれば加法的である．式 (11)
の例の場合，
Δμ({1}) = μ({1}) = 0.3, Δμ({2}) = μ({2}) = 0.3, Δμ({3}) = μ({3}) = 0.6,
Δμ({1, 2}) = μ({1, 2})− μ({1})− μ({2}) = 0.1,
Δμ({1, 3}) = μ({1, 3})− μ({1})− μ({3}) = 0,
Δμ({2, 3}) = μ({2, 3})− μ({2})− μ({3}) = 0,
Δμ({1, 2, 3}) = μ({1, 2, 3})− μ({1, 2})− μ({1, 3})− μ({2, 3}) + μ({1}) + μ({2}) + μ({3})
= −0.3
となる．Δμ({1, 2}) = 0.1 > 0 より，国語と英語間に優加法的な関係があり，Δμ({1, 2, 3}) =
−0.3 < 0より，全科目では劣加法的な関係があることがわかる．













Δμ(A) = 0 if |A| > 2 (21)
となる．ファジィ測度を求めるには，式 (20)を使う．
2項目間の相互作用のみを認めるので，同定するパラメタ－数が大幅に減少する．正規なファ
ジィ測度の場合，2n − 2 個のパラメータからなるのに対して，2-加法的ファジィ測度の場合，
n(n+ 1)/2 + n− 1個のパラメータからなる．
たとえば，英語と国語間には優加法的な関係，数学と英語，数学と国語間には劣加法的な関係
を定義するときは，
Δμ({1}) = 0.3, Δμ({2}) = 0.3, Δμ({3}) = 0.6,
Δμ({1, 2}) = 0.2, Δμ({1, 3}) = −0.2, Δμ({2, 3}) = −0.2, Δμ({1, 2, 3}) = 0
を与えれば，（正規なファジィ測度にするために和を 1(∑A∈2X Δμ(A) = 1)にしている）
μ({1}) = 0.3, μ({2}) = 0.3, μ({3}) = 0.6,
μ({1, 2}) = 0.8, μ({1, 3}) = 0.7, μ({2, 3}) = 0.7, μ({1, 2, 3}) = 1
というファジィ測度になる．
一般に，k個までの相互作用を認めるファジィ測度を k-加法的ファジィ測度と呼ばれ，
Δμ(A) = 0 if |A| > k (22)
という性質を持つものである．
3 ファジィ積分
ファジィ積分は，図 1のように，n項目の入力値 x1, . . . , xnを，ファジィ測度 μを広い意味で










る．すなわち，xi ∈ [0, 1], i = 1, . . . , nかつファジィ測度 μは，正規なファジィ測度とする．
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入力値 xiを大きい順に並べ替えるような置換 σを求める．σは，同順位なし (同じ値の場合，
どちらかを高順位にする)の順位を示す関数で，
xσ(1) ≥ xσ(2) ≥ . . . ≥ xσ(n) (23)
となり，かつX = {σ(1), . . . , σ(n)}となる．同じ値が複数ある場合，並べ方は任意とする．
たとえば，n = 4で，x1 = 0.3, x2 = 0.8, x3 = 0.2, x4 = 0.3の場合，σ(1) = 2, σ(2) = 1, σ(3) =
4, σ(4) = 3となる．x1 = x4 であるので，σ(2) = 4, σ(3) = 1としてもよい，
菅野積分 fSμ は，次式で定義される（∧はmin，∨はmaxを表す)．
fSμ (x1, . . . , xn) =
∨
i=1,...,n
[μ({σ(1), . . . , σ(i)}) ∧ xσ(i)] (24)
たとえば，式 (11)のファジィ測度の例で，x1 = 0.6, x2 = 0.4, x3 = 0.8の場合，σ(1) = 3, σ(2) =
1, σ(3) = 2となるので，
fSμ (x1, x2, x3) = (μ({3}) ∧ x3) ∨ (μ({1, 3}) ∧ x1) ∨ (μ({1, 2, 3}) ∧ x2) = 0.6 (25)
となる．
3.2 ショケ積分
ショケ積分 [5]は，室伏らによりファジィ積分の一種として定義された [6]. xi ≥ 0, i = 1, . . . , n
の場合，ショケ積分は，次式で定義される．
fCμ (x1, . . . , xn) =
n∑
i=1
[μ({σ(1), . . . , σ(i)})(xσ(i) − xσ(i+1))] (26)
ただし，σ(n+ 1) = n+ 1, xn+1 = 0とする．
たとえば，式 (11)のファジィ測度の例で，x1 = 0.6, x2 = 0.4, x3 = 0.8の場合，






μ ともに，x1, . . . , xn に対して連続な関数である．
3.3.2 単調性
単調性制約 (式 (5))を満たすファジィ測度でのファジィ積分は，菅野積分 fSμ，ショケ積分 fCμ
ともに x1, . . . , xn に対して単調増加関数である．
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3.3.3 狭義単調性
単調性制約 (式 (5))で，すべての A,B で狭義の関係
μ(A) < μ(B) if A ⊂ B ⊆ X (28)
を満たす μについて，ショケ積分 fCμ は，狭義単調増加関数である．
3.4 比較
3.4.1 菅野積分とショケ積分の比較












fCμ (x1, 0.4, 0.8)
fSμ (x1, 0.4, 0.8)
x1
図 2: 菅野積分とショケ積分の比較 (式 (11))
3.4.2 劣加法的なファジィ測度と優加法的なファジィ測度の比較
図 3は，式 (10)の劣加法的なファジィ測度を用い，ショケ積分値を計算した 3Dグラフである．
劣加法的であるので，x1もしくは x2のどちらか一方が高い値であるとき高い総合評価値を得る．
したがって，x1 = x2 のラインを谷とするような分布になる．
一方，図 4は，式 (9)の優加法的なファジィ測度を用い，ショケ積分値を計算した 3Dグラフ
である．優加法的であるので，x1と x2がともに高い値であるとき高い総合評価値を得る．した




















































負の入力値を含む場合，xi ∈ R, ∀iのときのショケ積分は，シュマイドラー (Schmeidlar)によ
り拡張された [9]．X = {1, . . . , n}を評価基準の集合，x0 = 0とし，xi(i = 1, . . . , n)にこの x0
を含めた置換を σ(1), . . . , σ(n + 1)する．すなわち，{σ(1), . . . , σ(n + 1)} = {0, 1, . . . , n}とし，
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xσ(1) ≥ xσ(2) . . . ≥ xσ(n+1) となるような置換である．このとき，σ(i) = 0となる iを kとする．
すなわち，σ(k) = 0とし，xσ(k) = 0である．
fCμ (x1, . . . , xn) :=
k−1∑
i=1
























1 , . . . , x
+
n )− fCμ (x−1 , . . . , x−n ) (32)




fCμ (ax1 + b, . . . , axn + b) = af
C
μ (x1, . . . , xn) + b, ∀a ≥ 0, ∀b ∈ R (33)
xi ≥ yi, i = 1, . . . , n → fCμ (x1, . . . , xn) ≥ fCμ (y1, . . . , yn) (34)
となる．シポッシュ積分は，次の性質を持つ．
fSPμ (ax1, . . . , axn) = af
SP
μ (x1, . . . , xn), ∀a ∈ R (35)
xi ≥ yi, i = 1, . . . , n → fSPμ (x1, . . . , xn) ≥ fSPμ (y1, . . . , yn) (36)
となる，
式 (33)より，ショケ積分が，間隔尺度で測った x1, . . . , xnの積分であり，積分値も間隔尺度で







































1 if (| A | /n) > 1/2
0 otherwise
(40)




1 if (| A | /n) > 1/2











1 if (| A | /n) ≥ 1− (α/100)
0 if (| A | /n) ≤ α/100






がある．i番目に大きい入力値への重みを βi(ただし，βi ∈ [0, 1],
∑
βi = 1)，β = (β1, β2, . . . , βn)
とし，順位に関する加重平均値を求めるものである．












μ({1}) = μ({2}) = μ({3}) = β1 (45)
μ({1, 2}) = μ({1, 3}) = μ({2, 3}) = β1 + β2 (46)






論理関数の入力値や定数係数をファジィ値 (xi ∈ [0, 1])にし，∧にmin演算，∨にmax演算，
¬に 1− xi を割り当てたものが (定数係数を持った)ファジィ論理関数 [16]である．例として，
f(x1, x2, x3) = (0.3 ∧ ¬x3) ∨ (0.8 ∧ x1 ∧ x2) ∨ (¬x1 ∧ x2 ∧ x3) ∨ 0.1 (48)
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をあげる．max-min 演算を行う場合，f に肩字 M をつける．式 (48) で，fM (0.2, 0.7, 0.9) =
max[min(0.3, 1− 0.9),min(0.8, 0.2, 0.7),min(1− 0.2, 0.7, 0.9), 0.1] = 0.7となる．
4.3.2 拡張ファジィ測度（[0, 1]への集合関数）
ファジィ論理関数を扱うために拡張ファジィ測度（[0, 1]への集合関数）[17],[18]μ∗ を定義す
る．fM (0, . . . , 0) = 0とは限らないので，μ∗(∅) = 0の制約をおかず，
μ∗ : 2X → [0, 1] (49)
とする．拡張ファジィ測度をファジィ論理関数の 2値の入力により割り当てる．




1 if i ∈ A
0 if i 	∈ A
(51)
例えば，式 (48)では，μ∗({1, 3}) = fM (1, 0, 1) = 0.1となる．式 (48)の拡張ファジィ測度を表 1
に示す．
表 1: 拡張ファジィ測度 μ∗ の例（式 (1)）
A ∅ {1} {2} {1, 2} {3} {1, 3} {2, 3} X
μ∗(A) 0.3 0.3 0.3 0.8 0.1 0.1 1.0 0.8
4.3.3 拡張ショケ積分 ([0, 1]への集合関数に関するショケ積分)
拡張ファジィ測度では，μ(∅) = 0とは限らないので，式 (26)のショケ積分を適用すると値が発
散してしまう．拡張ショケ積分 ([0, 1]への集合関数に関するショケ積分)[17],[18]は，xi ∈ [0, 1], ∀i
として，次のように定義する．
fECμ∗ (x1, . . . , xn) :=
n∑
i=0
[μ({σ(1), . . . , σ(i)})(xσ(i) − xσ(i+1))] (52)
ただし，σ(0) = 0, x0 = 1，σ(n+ 1) = n+ 1, xn+1 = 0，また i = 0のとき {σ(1), . . . , σ(i)} = ∅
とする．また，拡張ショケ積分は，通常のショケ積分で表現できる．
fECμ∗ (x1, . . . , xn) = f
C
μ (x1, . . . , xn) + μ
∗(∅) (53)
ただし，μ(A) = μ(A)− μ∗(∅), ∀A ∈ 2X とする．
たとえば，n = 3で，x1 = 0.2, x2 = 0.7, x3 = 0.9のとき，x0 = 1, x4 = 0とおくと，x0 ≥
x3 ≥ x2 ≥ x1 ≥ x4 となるので，
fECμ∗ (0.2, 0.7, 0.9) =





い．ファジィ論理関数は，本質的には，真 (1)と偽 (0)と未知不明 (0.5)の 3値である [19]．2値
の入力に対して単調な入出力関係があっても，xi ∈ [0, 1]について単調な入出力関係を満たさな
いことがある．たとえば，
f0(x1, x2) = (0.7 ∧ x1 ∧ ¬x2) ∨ (0.9 ∧ x2) ∨ 0.2 (55)
は，fM0 (0, 0) = 0.2, f
M
0 (1, 0) = 0.7, f
M
0 (0, 1) = 0.9, f
M
0 (1, 1) = 0.9 となり，f
M
0 (x1, x2) は，
x1, x2の 0と 1の入力 (定義域を xi ∈ {0, 1}, i = 1, 2とした場合)に関しては，単調増加関数であ




加性を持つ (例えば，図 6)．すなわち，0と 1の 2値で単調性
fM (x1, . . . , xn) ≥ fM (y1, . . . , yn) (56)
xi ≥ yi, xi ∈ {0, 1}, yi ∈ {0, 1}, i = 1, . . . , n
ならば，[0, 1]区間で
fM (x1, . . . , xn) ≥ fM (y1, . . . , yn) (57)



































図 6: 式 (55)をショケ積分で計算
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4.3.5 入力の方向の問題
ショケ積分によるファジィ論理関数の計算は入力値の方向に依存する [17]．式 (55)の x1, x2の
方向を逆にしたものを示す．
f1(x1, x2) = (0.7 ∧ ¬x1 ∧ ¬x2) ∨ (0.9 ∧ x2) ∨ 0.2 (58)
f2(x1, x2) = (0.7 ∧ x1 ∧ x2) ∨ (0.9 ∧ ¬x2) ∨ 0.2 (59)
f3(x1, x2) = (0.7 ∧ ¬x1 ∧ x2) ∨ (0.9 ∧ ¬x2) ∨ 0.2 (60)
式 (58)は，式 (55)の x1 について，x1 を ¬x1 に，¬x1 を x1 に置き換えることにより入力の方
向を逆にしたものである．同様に，式 (59)は x2 に関して，式 (60)は x1 と x2 の両方に関して，
入力の方向を逆にしたものである．
Maxmin演算では，2重否定 (¬¬xi = xi)が成立するので，fM0 (x1, x2) = fM1 (1 − x1, x2) =
fM2 (x1, 1− x2) = fM3 (1− x1, 1− x2), ∀xi ∈ [0, 1]となる．
しかし，この性質は，ショケ積分では成立しない．表 2 は，式 (55)∼(60) のファジィ論理関







(x1, 1− x2), fECμ∗3 (1− x1, 1− x2)を計算したものである．x1 = 0.3, x2 = 0.9の場合,
fECμ∗0 (x1, x2) 	= fECμ∗1 (1− x1, x2)となっているように，入力の方向に依存している．fEC0 (x1, x2)
と fEC1 (1− x1, x2)は，一般に等しくならない．
全変数 x1, . . . , xnを逆にしたものは一致するので，fEC0 (x1, x2) = f
EC
3 (1−x1, 1−x2), fEC1 (1−
x1, x2) = f
EC
2 (x1, 1− x2)は成立する．
fECμ∗0 (0.8, x2)と f
EC
μ∗1
(0.2, x2)について，x2 を変化させたグラフを図 7に示す．
表 2: f0, . . . , f3 の拡張ファジィ測度とショケ積分値
拡張ファジィ測度 計算例 1 計算例 2
∅ {1} {2} {1, 2} x1 = 0.3, x2 = 0.9 x1 = 0.4, x2 = 0.2
f0 μ
∗
0 0.2 0.7 0.9 0.9 fECμ∗0 (0.3, 0.9) = 0.83 f
EC
μ∗0
(0.4, 0.2) = 0.44
f1 μ
∗
1 0.7 0.2 0.9 0.9 fECμ∗1 (0.7, 0.9) = 0.88 f
EC
μ∗1
(0.6, 0.2) = 0.54
f2 μ
∗
2 0.9 0.9 0.2 0.7 fECμ∗2 (0.3, 0.1) = 0.88 f
EC
μ∗2
(0.4, 0.8) = 0.54
f3 μ
∗
3 0.9 0.9 0.7 0.2 fECμ∗3 (0.7, 0.1) = 0.83 f
EC
μ∗3
(0.6, 0.8) = 0.44
4.3.6 入力の方向に依存しないショケ積分モデル –論理型ショケ積分 –
入力の方向に依存しないショケ積分モデルとして論理型ショケ積分 (AV型)を定義した [17],[18]．
式 (55)での論理型ショケ積分 (AV型)は，表 2の 4つの積分値の平均値（2組は同じ値なので，
実際は 2つの平均値）を求めたもので，次の式で求める．
fAVμ∗0 (x1, x2) =










































図 8: ファジィルール (代表点での入出力関係)
4.4.2 計算方法










μ∗S12(∅) = 0.5, μ∗S12({1}) = 0.8, μ∗S12({2}) = 0.6, μ∗S12({1, 2}) = 0.9 (62)
とする．




100− 50 , x2 =
v2 − 0
50− 0 (63)
とする．v1 = 80のとき x1 = 0.6, v2 = 40のとき x2 = 0.8となる．
(6)拡張ショケ積分による出力値の計算 (4)で求めた拡張ファジィ測度と (5)での入力値を拡張
ショケ積分を使って出力値を求める．fCμ∗S12














TF, BP, AV型で計算した出力値は，v1, . . . , vn に対して連続である．もし，ファジィルール表
がある入力に対して単調な出力値を割り当てていれば，出力値もその入力に対して単調である．













図 9: 図 8の出力 (TF型，出力は 100倍)




双容量 Q(X) = {(A,B) ∈ 2X × 2X | A ∩B = ∅}とおく．双容量 (bi-capacity)とは，次の条件
を満たす関数 v : Q(X) → [−1, 1]である．
• A ⊂ A′ ならば v(A,B) ≤ v(A′, B)，B ⊂ B′ ならば v(A,B) ≥ v(A,B′)（単調性)．
• v(∅, ∅) = 0(中立値）．
• v(X, ∅) = 1, v(∅, X) = −1(正規性)
双容量に関するショケ積分 双容量に関するショケ積分は，次のように定義されている [21]．v
を双容量とする．X+ := {i ∈ X | xi ≥ 0}, X− := X \X+とする．vに関する x1, . . . , xnのショ
ケ積分は，次式で定義される．
fBCv (x1, . . . , xn) :=
n∑
i=1
| xσ(i) | [v(Aσ(i) ∩X+, Aσ(i) ∩X−)− v(Aσ(i+1) ∩X+, Aσ(i+1) ∩X−)]
(64)











1 , . . . , x
+
n )− fCμ−(x−1 , . . . , x−n ) (65)
で表現できる．
式 (65)は，式 (32)のシポッシュ積分のファジィ測度 μを正の部分を計算するための部分 μ+と
負の部分を計算する部分 μ− として別個に与えたものである．
また，
v(A,B) = μ+(A)− μ−(B) (66)
として，双容量に関するショケ積分を行えば，




1 , . . . , x
+
n )− fCμ−(x−1 , . . . , x−n ) (67)







y = a1x1 + a2x2 + bのパラメータ a1, a2, bを正規方程式などで求める．
ショケ積分の場合，xji を入力値（説明変数）xiの j番目のサンプル，y
j を観測値，yˆj を推定





(yj − yˆj)2 (68)
制約条件
yˆj = fCμ (x
j
1, . . . , x
j
n) + b, j = 1, . . . ,m (69)
μ(A) ≥ μ(B) if A ⊇ B, ∀A,B ∈ 2X (70)
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1 10 7 11













m 15 13 17
表 4: 線形回帰分析 (n = 2)
j max(xj1 − xj2, 0) max(xj2 − xj1, 0) min(xj1, xj2) yj
　 μ({1}) μ({2}) μ({1, 2}) 　
1 3 0 7 11













m 2 0 13 17
例えば，n = 2で，表 3のデータについて考える．表 3のデータを表 4のように展開し，線型
回帰分析と同様に，μ({1}),μ({2}), μ({1, 2})と定数項 b（もしくは，bの代わりに拡張ファジィ















λファジィ測度は，菅野 [1]に定義されたもので，λ > −1として，
μλ(A) + μλ(B) + λμλ(A)μλ(B) = μλ(A ∪B), ∀A,B ∈ 2X , A ∩B = ∅ (71)
を満たすファジィ測度である．λ は，相互作用の度合いで，−1 < λ < 0 で劣加法的，0 で加
法的, 正で優加法的となる．λと各評価基準への重み wi ≥ 0, i = 1, . . . , n,
∑
wi = 1を与えて，









shi(μλ) = wi, i = 1, . . . , n (73)
入力の数基準 入力の数基準は，重要度wiを有理数で与え，ωiが非負の整数になるように，k > 0









wi), ∀A ∈ 2X (74)
として，ファジィ測度を割り当てる．
5.2.3 φs 変換のよるファジィ測度の割り当て





〈u〉 if s = 0
u if s = 1
1− 〈1− u〉 if s = +∞





1 if 0 < u ≤ 1
0 if u = 0
φs 変換は，λファジィ測度と対応していて，s = λ+ 1とすれば，λファジィ測度となる．任意
の s > 0, a > 0, b > 0(ただし a+ b ≤ 1)に対して，
φs(a) + φs(b) + (s− 1)φs(a)φs(b) = φs(a+ b) (76)


























図 10: φs 変換の形状
φs変換でのファジィ測度の割り当てでは，相互作用 ξと各評価基準の重要度w = (w1, . . . , wn),∑




wi), ∀A ∈ 2X (78)
で与える（ただし，s = (1− ξ)2/ξ2）．
5.2.4 感度分析
図 11は，n = 3として，重要度をw = (1/6, 2/6, 3/6)とし，ξを変化させ，φs変換でファジィ
測度 μξ,w を割り当て，3つの入力値の組の出力値を比較したものである．fCμξ,w (70, 70, 70)は，
3つの入力値が同じであるので，ξを変化させても総合評価値には変化はない．fCμξ,w (50, 70, 90)
は，ξが小さい場合，優加法的になり，50より大きい部分は評価されないが，ξが大きくなるに
つれ，劣加法的になり，50より大きい部分が評価される．fCμξ,w (90, 70, 50)は，f
C
μξ,w (50, 70, 90)
と同様に，大きくなるが，90への重みが小さいので，ξが小さい部分では変化は小さい．
図 12は，fCμξ(50, 70, 90) = μξ,w({3})(x3−x2)+μξ,w({2, 3})(x2−x1)+μξ,w({1, 2, 3})x1を
μξ,w({3})(x3−x2)と μξ,w({2, 3})(x2−x1)，μξ,w({1, 2, 3})x1の部分に分け，累積グラフにした
ものである．ξの増大とともに，μξ({3})や μξ({2, 3})が増大し，それに伴って μξ({3})(x3−x2)
と μξ({2, 3})(x2 − x1)が増大する．
5.2.5 相互作用の指標と感性語


























μξ,w({2, 3})(x2 − x1)
μξ,w({1, 2, 3})x1
ξ
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