The Aharanov-Bohm (AB) effect, which predicts that a magnetic field strongly influences the wave function of an electrically charged particle, is now investigated in a molecular junction setup. The AB effect leads to a non-monotonic dependence of the steady-state current on the gauge phase associated with the molecular ring. This dependence is sensitive to site energy, temperature, and dephasing, and can be explained using the concept of the dark state. Although implications of the phase effect vanish in the steady-state current for strong dephasing, the phase dependence becomes visible in an associated waiting-time distribution, especially at short times. Interesting, the phase rigidity (i.e., the symmetry of the AB phase) observed in the steady-state current is now broken in the waiting-time statistics, which can be explained by the interference between transfer pathways.
The celebrated Aharonv-Bohm (AB) effect predicts that an electromagnetic potential generated by a magnetic field influences the complex-valued wave function of electrically charged particles [1] . This genuine quantum effect with no classical counterpart has been verified in interference experiments [2] [3] [4] [5] [6] [7] . Moreover, the relation of spin-orbit coupling and the AB effect has been investigated and discussed in relation to thermal properties [8] [9] [10] . Yet, the coherent dynamics of quantum particles is sensitive to dephasing processes, which appear due to couplings to the thermal environment. For this reason, signatures of the AB effect will disappear for a strong system-environment coupling strength. To study the interplay of the AB effect and dephasing in detail, we investigate in this article the transport characteristic of a minimal AB ring consisting of three sites, which is coupled to a dephasing heat bath.
We are motivated by the recent progress in the development and experimental control of single-molecular junctions [11] [12] [13] [14] [15] . These junctions consist of two metallic leads which are bridged by a single organic molecule. An electric current generated by a chemical or thermal bias in the leads is sensitive to the internal molecule structure and external influences on the molecule, such as strain or temperature. For this reason, molecular junctions have been suggested as measurement devices or thermal devices [16] . Current experiments allow for the measurement of the tunnel current and its fluctuations [17] [18] [19] [20] [21] . Many organic molecules possess ring structures, which is a requirement for the AB effect. Recent experiments have also demonstrated that the molecular ring structure in the junction can exhibit constructive or destructive interference visible in the current, which proves the quantum character of the charges [22, 23] . * jianshu@mit.edu
FIG. 1. (a)
A molecular junction consisting of three sites n = 1, 2, 3 which are connected to two electronic leads n = 1, 2 and a thermal bath n = 3. (b) Sketch of the waiting time experiment. A particle jumping into the system at t = t0 is subjected to a coherent time evolution during t0 < t < t1, before it jumps into reservoir n = 2 at time t = t1. The waiting time distribution describes the jump probability as a function of the time difference τ = t1 − t0.
With this motivation, we discuss the possibility to use molecular junctions for the measurement of magnet fields on the basis of the AB effect. In this context, it is intriguing to see that the current depends sensitively on the magnetic field in the presence of weak dephasing. Thus, a magnetic field can be used to tune the interference of the charges. The current can be enhanced by a finite field strength as the AB effect controls the existence of a dark state. A dark state is an eigenstate, at which the wave function on a local site vanishes due to a completely destructive interference.
However, these signatures of the AB effect in the stationary current vanish in the presence of strong dephasarXiv:1808.03368v1 [quant-ph] 9 Aug 2018 ing. For this reason, it is surprising to see that clear signatures of the AB effect can be detected in the statistics of a waiting-time experiment, even if the dephasing is strong. Full counting statistics of transport experiments have been performed in single-electron transistors [24] [25] [26] [27] . Thereby, isolated electron jumps can be observed with the help of a quantum point contact. The distribution of theses jumps provide information about the internal structure and the coherent dynamcis of the system [28] .
Besides single-molecular junctions, our findings are also relevant for other transport setups, such as previously mentioned single-electron transistors and coldatoms experiments. Of particular relevance is the recent demonstration that an artificial gauge-field can be generated for uncharged particles in optical lattices [29, 30] .
II. THE SYSTEM
As sketched in Fig. 1(a) , the system is coupled to two electronic reservoirs n = 1, 2 and contains three sites n = 1, 2, 3, which are arranged in a ring geometry. This is a minimal model which is capable of exhibiting the celebrated AB effect.
The setup is motivated by the recent progress in the design and experimental control of molecular junctions. In this context, the sites in our model represent the nuclei of the junction molecule. Even though in nature ringlike structures consisting of six atoms, such as benzen, are omnipresent, we simplify our system to a three-site ring in order to focus on the basic physics. Alternatively, these sites can be regarded as three localized molecule orbitals as experimentally investigated in Ref. [22] .
The electronic dynamics in molecules is often strongly coupled to the molecular environment. To take this into account, we assume that site n = 3 is additionally coupled to a thermal bath.
A. The Hamiltonian
The Hamiltonian describing the molecular junction reads
where
The system H s is coupled to the electronic reservoirs H r and heat baths H b via the Hamiltonians H s,r and H s,b . The coupling between system and electronic reservoirs H s,r is assumed to be weak, but we allow for a strong coupling between system and heat bath H s,b . The operatorsâ n ,ĉ n,k shall fulfill fermionic commutation relations, whileb n,k are bosonic operators. The term H int describes the Coloumb interaction of two particles, which is assumed to be so strong that at most one particle can be in the system. For this reason, this term is not further specified.
The AB effect in a tight-binding model can only appear in a ring geometry. Let us consider a parameterization of the internal system coupling parameters J n,m = J n,m and φ n,m . The coupling between the reservoirs and the system is parameterized accordingly, namely W n,k = W (0) n,k e iϕ n,k with real
n,k , ϕ n,k . The phase factors e iϕ n,k can be transformed away by gauge transformationsĉ n,k →ĉ n,k e −iϕ n,k , ren-
n,m = 0, it is not possible to completely render the coupling parameters J n,m real valued by gauge transformations. In contrast, the phase
can be proven to be invariant under transformationŝ a n →â n e −iφn for arbitraryφ n . The phase φ is thus a gauge-invariant quantity and has physical relevance, i.e., the energies and the eigenstates of the Hamiltonian depend on φ. This is the underlying reason for the famous AB effect. In contrast, if the ring is broken, i.e., J (0) n,m = 0 for one coupling, the phases can be removed. For example, such a phase φ appears if there is a magnetic field perpendicular to the ring [31] . For a notational reason, we define J n = J (0) n,n+1 where n = 4 corresponds to n = 1.
B. Dark state
A dark state denotes an eigenstate at which the wave function on one site of the local basis vanish completely due to destructive interference. Because of this outstanding property, dark states have been suggested as quantum memory [32] and are related to electromagneticallyinduced transparency [33] [34] [35] [36] .
If two onsite energies n are equal, J n = J and φ = 0, π, then the system can be easily diagonalized due to the appearance of a dark state. Assuming, e.g., 1 = 3 , we find the eigenstates
with energies E dark 0,π = 3 ∓ J, for φ = 0, π, respectively. The wave function is valid for the gauge choice of φ 1,2 = φ 2,3 = 0 and φ 3,1 = 0, π. As these states have no overlap with site n = 2, they are indeed dark states, which have an essential influence on the transport properties.
III. METHODS

A. Polaron-transformed master equation
To probe experimentally accessible quantities, we focus on the steady-state electronic current of particles entering reservoir n = 2 in the long-time limit of t → ∞, the corresponding noise, and the waiting-time statistics.
We take advantage of the polaron-transformed master equation [37] [38] [39] . The polaron transformation is defined by a unitary transformation
Details can be found in Appendix A. The polaron transformation modifies the Hamiltonian Eq. (2) as follows:
with
Here, κ is a renormalization parameter, which captures the influence of the strongly coupled bath on the system. The onsite energy of site n = 3 gets renormalized. As explained in Sec. II B, the constrain 3 = 1 is a requirement for the appearance of the dark state. Yet, due the coupling to the heat bath, this condition has to be fulfilled by 3 . In order to simplify our analysis, we investigate the system as a function of 3 , so that we can directly control the appearance of the dark state. Importantly, the polaron transformation renders the coupling to the bath H (p) s,b weak in comparison to the system parameters, so that the application of the common master equation formalism is justified [40] . In doing so, we obtain equations of motions for the reduced density matrix of the system ρ = Tr br (ρ tot ), where ρ tot denotes the density matrix of the system plus the reservoirs and the bath, and Tr br (.) denotes a trace over the bath and reservoirs' degrees of freedom. The equation of motion of the reduced density matrix finally reads
where W is a time-independent matrix and denotes the If not specified, overall parameters are J1 = J2 = J3 = J,
n = 0.005J, ωc,n = 10J and ω0,n = 2J for n = 1, 2.
Liouvillian superoperator. Details of the derivation can be found in Appendix B. This approach can describe both, incoherent and coherent processes [38] , similar to the method considered in Ref. [41] . In contrast to Ref. [42] , the polaron transformation allows to study the influence of decoherence even for strong couplings γ.
B. Transport observables
Equation (10) can be amended to take account of transport statistics. In doing so, we consider the conditioned density matrix ρ(t, N) with N = (N 1 , N 2 ) of the central system, which contains additional information about the number of particles N n in reservoir n = 1, 2. To this end, we unravel Eq. (10) as
where W 0 describes a time evolution with no particle jumps from or to the reservoirs. The superoperators W n σ add (σ = 1) or remove (σ = −1) a particle to the system, while correspondingly remove or add it to the reservoir n. The quantity N (n,σ) is equal to N but with N n replaced by N n + σ.
Applying a Fourier transformation in the particle space N = (N 1 , N 2 ), the generalized reduced density matrix
Frequency dependent noise. The parameters are as in Fig. 2 (a) for γ = 1. Dashed line depict the energy differences of two eigenstates ∆E λµ = E λ −Eµ of the polarontransformed system, with λ, µ = 1, 2, 3.
where χ = (χ 1 , χ 2 ) are the variables conjugated to N. The current and the frequency-dependent noise can be calculated using
As we see later, the statistical distribution P (n,n ) (τ ) of the time difference τ between two consecutive jump events W n σ=1 and W n σ =−1 contains interesting information about the system dynamics [45] . This waiting-time experiment is sketched in Fig. 1(b) . At time t = t 0 a particle enters the system from reservoir n. The waiting time distribution describes the probability that the particle jumps into reservoir n at time t 1 = t 0 + τ . In between, the dynamics is governed by the internal properties of the system. Thus, the waiting time distribution can provide insight to the AB effect and the dephasing dynamics.
According to Ref. [28] , the waiting-time probability distribution can be calculated using
where ρ s denotes the steady states of the system witḣ ρ s = 0 for the dynamics in Eq. (10) . The nominator ensures the normalization
Single-electron resolution in transport has been achieved in single-electron transistor experiments such as in Refs. [24, 25] . Moreover, waiting-time distributions have been suggested to reveal the interplay of the electronic and vibrational degrees of freedom in molecular junctions [46] .
IV. RESULTS
A. Steady-state current
In Fig. 2 , we plot the stationary current as a function of the phase φ for different system parameters. In Fig. 2(a) , we focus on the influence of the system-bath coupling, characterized by the spectral coupling density
where we have chosen a super-Ohmic parametrization with cut-off frequency ω c . For the coupling strength γ = 0 we observe that the current I s sensitively depends on the phase φ. For this reason, a molecular junction could be harnessed as a measurement device for a magnetic field. It is interesting to see that the current exhibits a local minimum at φ = 0, while the maximum possible current is reached for finite phases φ = ±φ m . In other words, optimal transport is achieved with the help of the AB effect, i.e., φ = 0.
As the system-bath coupling strength γ increases, the φ dependence of the current becomes weaker. A rough explanation of this behavior is that the AB effect is based on the coherent wave nature of the charge, i.e., the interference of the two pathways. Due to the increasing coupling to the thermal bath, thermal fluctuations increasingly destroy the coherent dynamics. This behavior can be observed in Fig. 2(b) , where a raising temperature leads to enhanced thermal fluctuations, which suppress the coherent system dynamics.
The phase dependence of the current can be understood as follows. According to a master equation with the Born-Markov secular approximation, the expression (1,n) (τ ) that the particle jumps into reservoir n = 1 or n = 2 after the time difference τ , as defined in Eq. (15) . Overall parameters are as in Fig. 2(a) , but γ = 0, and kBTn = 5J. The phases are φ = 0 ((a),(d)), φ = π ((b),(e)), and φ = −π ((c),(f)).
for the current through the system can be written as
denotes the transition rates from the vacuum state to the eigenstates |λ with energy E λ , induced by the reservoir n. P 0 denotes the probability that the system is in the vacuum state. Here, f n (E) is the Fermi distribution in reservoir n and Γ n (ω) = Γ
In appendix C we show that the current through the eigenstate |λ in Eq. (C4) can be written as
This expression illustrates the φ sensitivity and its dependence on the thermal fluctuations. For an increasing system-bath coupling γ or for a large temperature T 3 , the tunneling parameters are renormalized as J 2 → κJ 2 and J 3 → κJ 3 according to Eq. (6). For larger γ or T 3 the polaron renormalization parameter κ approaches 0.
In that limit, it is clear from Eq. (6) that the coherence in the polaron-transformed Hamiltonian is suppressed so that the AB effect vanishes. Accordingly, in Eq. (21) we find that the denominator dependence on φ vanishes. A similar reasoning applies to the factor N λ . The thermal bath can thus be used to tune the AB effect and the related time-reversal symmetry breaking. This is thus reminiscent to the breaking of spatial symmetries with dephasing as investigated in Ref. [47] . From Eq. (21) it is hard to determine the optimal phase φ m for the maximum current as the φ dependence of N λ is complicated, as shown in appendix C. Moreover, Eq. (21) reveals that the current strongly depends on the onsite potential 3 . In Fig. 2(c) we depict the phase dependence of the current for different values of 3 . The φ dependence is most significant if 3 is on the same order as 1 and 2 . If 3 is detuned from the other onsite-energies, the site n = 3 is hard to reach for a charge initially located at one of the other sites. For this reason, the intra-ring coherence and therefor the AB effect is weakened. Also the φ dependence looks different depending on 3 . For a large (small) 3 , we observe a minimum (maximum) current φ = 0, and a maximum (minimum) current at φ = π. For 3 ≈ 1 , 2 , the maximum current is found at finite φ = ±φ 0 and exhibits a local minimum at φ = 0. Thus, by tuning 3 , one can control the current-phase dependence.
Furthermore, in Fig. 2(d) we find that by adjusting the phase φ, we can generate distinct 3 dependencies for the current. For all φ we observe that the current for small ( 3 1 , 2 ) or ( 3 1 , 2 ) then there is an eigenstate strongly localized at n = 3. For ( 3 1 , 2 ) this state is likely occupied with a charge, so that the transport is blocked. For ( 3 1 , 2 ), the localized state is likely to be empty, so that the transport properties are determined by the coherent transition from sites 1 → 2. In particular, for φ = 0 we observe a non-monotonic dependence on 3 . This can be explained with the appearance of a dark state as explained in the following subsection.
B. Current and dark state
The current characteristics can be explained following the arguments in Ref. [48] . It is strongly related to the appearance of the dark state as described in Sec. II B. Inserting the energy for the dark state E dark 0,π below Eq. (5) into the partial current expression Eq. (21) for φ = 0, π, we find that I (λ) s = 0, i.e., the dark state does not contribute to the current. Upon tuning the phase away from φ = 0 or π, the dark state disappears, so that all eigenstates contribute to the current. Moreover, the dark state gives even rise to a suppression of the transport. As the dark state Eq. (5) is only coupled to reservoir n = 1, but not to n = 2, a charge occupying the dark state can not enter reservoir n = 1, because of all orbitals are occupied, nor reservoir n = 2, as the dark has not overlap with site n = 2.
The presence of a dark state explains the dependence of the current on φ and 3 , in Fig. 2(a) and (d) . As the dark state only appears at singular parameter combinations, e.g., φ = 0 and 3 = 1 , the current shows a decrease when the system parameters approach the dark state configuration. In Fig. 2(d) , the influence of the dark state is not as prominent for φ = π as for φ = 0, because the dark state energy E dark π = 1 + J is above the transport window E dark π > E ∈ (µ 2 , µ 1 ). Nevertheless the current for φ = π is significantly smaller than the current for φ = π/2, which is a consequence of the dark state.
Although the current shows a strong dependence on the phase φ, it is symmetric regarding the inversion φ → −φ. This symmetry is denoted as phase rigidity [9] . It is related to the fact that the current is not sensitive to the details of coherent dynamics of the system. To get more information about the internal dynamics, the frequency dependent noise Eq. (14) is a more appropriate observable. We depict the noise in Fig. 3 as a function of φ and ω. We observe a mainly frequency independent pattern which results from the J (2) n=2 operator in Eq. (14) . On top of that, we observe a frequency-dependent structure. This structure resembles the energy differences of the eigenstates ∆E λµ = E λ − E µ , which we depict in Fig. 3 with dashed lines. Although it thus gives information about the internal structure of the system, it nevertheless exhibits a φ ↔ −φ symmetry.
C. Waiting time statistics
In contrast to the stationary current and its noise, the waiting time statistics as defined in Eq. (15) indeed violates the φ ↔ −φ symmetry, similar to the transient current investigated in Ref. [9] . Figure 4 shows instances of time evolutions for φ = 0, ±π/2. In Fig. 4(a)-(c) we plot the occupations of the sites N n for n = 1, 2, 3 by a particle which has jumped at time t = t 0 from reservoir n = 1 into the system.
In all three cases we observe an oscillating time evolution of the site occupations. The total system occupation, which is initially n N n = 1, decreases as a function of time. This reflects that the charge can leave the 3-site system for one of the reservoirs. Interestingly, for φ = +π/2, the particle first visits site n = 2 and then n = 3. In contrast, for φ = −π/2, the particle first occupies site n = 3 before it goes to n = 2. Thus, the phase φ steers the path of the particle.
In Fig. 4(d) -(f), we plot the corresponding waitingtime distributions that the particle jumps after time τ into reservoir n = 1, 2. The waiting-time distribution function are strongly correlated to the occupations of the sites n = 1, 2. Thus, the waiting time experiment allows to study the internal population dynamics of the system.
In Fig. 5 we investigate the waiting-time distribution P (1,2) (t) as a function of φ for different parameters. In Fig. 5(a) we consider the case γ = 0, which exhibits an interesting pattern that breaks the φ ↔ −φ symmetry. In particular, for φ > 0 the waiting time distribution reaches faster a maximum than for a negative φ. This is in agreement with the explanations of Fig. 4 . Figures 5(b) and (c) depict the influence of dephasing on the waiting time statistics. In Fig. 5(b) , we consider an intermediate dephasing parameter γ = 1 and observe that the pattern is essentially equivalent to Fig. 5(a) , but more diffusive.
The observations in Fig. 5(c) , where we consider a strong system-bath coupling γ = 5, is remarkable. Although the φ dependence has almost vanished for large times t · J > 4, the φ dependence is still clearly pronounced for short times. Here, the influence of the heat bath n = 3 onto the dynamics becomes particular obvious. A positive φ directs the particle from site n = 1 to n = 2 at short times, so that the short-time waiting-time distribution is reminiscence to the γ = 0 case. A negative φ directs the particle to the dephasing site n = 3, so that the action of the dephasing is visible even at short times.
In Fig. 5(d) and (e) we investigate the influence of the onsite potential 3 by considering 3 = J and 3 = 7J for γ = 0. Although the waiting time distribution is still sensitive on the phase, the broken of the symmetry φ ↔ −φ is less obvious then in Fig. 5(a) . This is a consequence of the large detuning of 3 in comparison to 1 = 3J and 2 = 4J, which makes the transfer over n = 3 unlikely. Thus, the ring structure, an essential ingredient for the AB effect, is weakened.
FIG. 5. Waiting time distribution P (1,2) (τ ) for a particle which enters the central system in Fig. 1 (a) from reservoir n = 1 and jumps to reservoir n = 2 as defined in Eq. (15) . Overall parameters are the same as in Fig. 2(a) , but kBTn = 5J. In panels (a), (b), and (c), we have chosen γ = 0, γ = 1, and γ = 10, respectively, and 3 = 3J. In panels (d) and (e), the parameters are 3 = J and 3 = 7J for γ = 0.
D. Tuning the interference with the Aharanov-Bohm phase
To analytically evaluate the interference effect, we distribute the dynamics of the charge into the two path ways which the particle can take as shown in the sketches of Fig. 4 . The probability that the charge is located on site n = 2 at time t with the initial population at n = 1 at time t = 0 is given by
where the time evolution operatorÛ (t) of the system is approximated by a sum of two time evolution operatorŝ U (0) andÛ (1) . These two operators are related toÛ (t) by replacing either J 3 = J 2 → 0 or J 1 → 0, respectively.
For simplicity, we assume here that n = , and J n = J. The calculation of the right hand site of Eq. (22) can be performed analytically as shown in Appendix D. We find
(23) This expression allows for an intuitive interpretation of the interference pattern observed in Fig. 5(a)-(c) . We find a maximum constructive interference for φ = However, this approach fails do describe the pattern in Fig. 5(d) -(e). In the approximation Eq. (22), we have assumed that both paths are equally likely. If 3 is detuned from 1 and 2 , then the charge will prefer the direct way 1 → 2, as this constitute a resonant particle transfer. This preference is not incorporated in Eq. (22) .
E. Aharonov-Bohm effect vs. dephasing Figures 5 (a)-(c) shed new light on the dynamics of the 3-site model. Let us compare two observations. First, right after the charge is localized at t = t 0 , its dynamics is sensitive to φ and evolves according to the system Hamiltonian and thus the AB effect, as can be seen in all panels in Fig. 5 . Second, the dephasing does not occur immediately, but the phase information becomes gradually deleted and vanishes completely at long time t·J ≈ 4 in Fig. 5 (c) . Thus, in contrast to the rapid onset of the AB effect, the dephasing is a cumulative effect. In particular, observing from Fig. 5(c) , we conclude that the dephasing takes place only when the particle passes site n = 3. Our findings are consistent with Ref. [49] , which demonstrated that in transport through molecules with localized dephasing probe decoherence does not take place immediately.
V. CONCLUDING DISCUSSION
The reported study of the interplay of the celebrated AB effect and dephasing has revealed several intriguing findings:
(1) As expected, the signatures of the AB effect in the steady-state current vanish in the strong dephasing limit. In this limit, large thermal fluctuations randomize the coherent phase relation between different spatial sites and thus suppress the phase-dependence. Yet, surprisingly, the steady-state current increases with the dephasing rate, which can be attributed to the dark-state effect summarized next.
(2) The gauge phase can be used to control the interference of the two transfer pathways. For a moderate dephasing rate, the phase can be harnessed to increase the steady-state current such that the optimal phase for the maximum current appear at a finite value, φ m = 0. The interplay of constructive and destructive interference is particularly strong if the system exhibits a dark state for singular values of the phase. Precisely because of the dark state effect, the phase dependence of the current changes the functional form as the site energy 3 increases. Thus, the sensitivity of the steady-state current on the phase (and thus on the magnetic field) can be used for an accurate measurement of the magnetic field.
(3) Furthermore, unique signatures of the AB effect including a breaking of the phase rigidity can be observed in the waiting-time statistics, which is related to the transient dynamics of the system. While the steady-state current exhibits the symmetry with respect of the sign of the phase, this phase rigidity breaks down in the waitingtime statistics such that the positive and negative phases lead to different transient currents, I(φ, t) = I(φ, t) for small t. Interestingly, these effects in the waiting time statistics survive at short times, even in the presence of a strong system-bath coupling. This reveals that the AB effect dictates the initial dynamics while dephasing gradually sets in later.
The proposed setup as sketched in Fig. 1 suggests the molecular junction as a potential experimental system for testing our conjectures. This and other possible setups including cold atoms and quantum dots will not only verify our predictions but also reveal new physical insights.
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Hamiltonian describing the coupling to the baths reads
where H s and H b denote the Hamiltonians of the system and the bath respectively. They are coupled by a sum of products of system (Â α ) and bath (B α ) operators.
The quantum master equation in second-order perturbation theory with Born-Markov approximation reads
where we have defined 
Here ρ b (0) denotes the initial state of the bath.
We continue to evaluate the integral expression in the eigenbasis of H s , which we denote by |a , which corresponds to the eigenvalues ω a . Let us for example consider the term Now we use that we consider large times, so that we can set t → ∞. We further use that
so that we finally find 
The bath correlation functions C α,β (τ ) of theV 3,n are given in Eq. (A8).
Appendix C: Approximate current formula
Considering the case of a vanishing system-bath coupling γ = 0, the stationary state of the master equation with Born, Markov and secular approximation fulfills
with P λ denoting the probabilities to be in eigenstate |λ , and k 
Let us now introduce the Green's function by
for a complex-valued z. Here E λ and |λ denote the eigenvalues and eigenstates of H e . For a real E, we also define the retarded (r) and advanced (a) Green's function by G r,a (E) = lim δ→0 + ≡ G(−iE ± δ). Using the Dirac identity
it is not hard to see that
(C7) For this reason, we can rewrite the expression for the current as
