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Abstract—We investigate the precoding, remote radio head
(RRH) selection and signal splitting in the simultaneous wire-
less information and power transferring (SWIPT) cloud radio
access networks (C-RANs). The objective is to minimize the
power consumption of the SWIPT C-RAN. Different from the
existing literature, we consider the nonlinear fronthaul power
consumption and the multiple antenna RRHs. By switching off
the unnecessary RRHs, the group sparsity of the precoding coef-
ficients is introduced, which indicates that the precoding process
and the RRH selection are coupled. In order to overcome these
issues, a group sparse precoding and signal splitting algorithm
is proposed based on the majorization-minimization framework,
and the convergence behavior is established. Numerical results
are used to verify our proposed studies.
I. INTRODUCTION
Recently, it has been demonstrated that the 1 and 11 Mbps
wireless transmissions consume, respectively, 14.5 and 59.2
μW in the passive Wi-Fi [1]. Therefore, with the development
of the energy harvesting (EH) chipsets (e.g., Powercastco1), the
radio frequency (RF) energy harvesting technology becomes an
attractive solution to provide ubiquitous low power communi-
cations with a sustainable energy supply [2]. As an important
use case of the RF-EH technology, the simultaneous wireless
information and power transferring (SWIPT) technique has
acquired recent attention due to the capability of feeding
the receivers with information and energy simultaneously [3].
However, the current circuits do not allow a receiver to detect
information and scavenge energy from a single signal stream.
This fact leads to several research efforts in the design of
reception schemes for the systems with SWIPT capability, and
two practical receiver schemes are proposed, namely, the time
switching (TS) scheme and the signal splitting (SS) scheme. It
has been shown that the SS scheme is a general case of the
TS scheme [3]; therefore, we investigate the SS scheme based
SWIPT technique in this work.
Meanwhile, cloud radio access network (C-RAN) has be-
come one of the candidate architectures for the 5-th genera-
tion (5G) wireless networks due to its cost effectiveness and
deployment flexibility [4]. A typical C-RAN consists of a
baseband unit (BBU) pool and a set of low-power and low-
cost remote radio heads (RRHs). All the RRHs are connected
to the BBU pool via optical fiber links. The BBU pool performs
the processor-heavy ciphering functions, and the RRHs perform
basic radio frequency processing functions [5]. As a result, a
significant performance improvement can be achieved via joint
1http://www.powercastco.com/products/powerharvester-receivers/
scheduling and information processing such as coordinated
transmission [6]. It has also been reported that the coordinated
transmission can transmit significantly more energy to the
energy receivers compared with the single-antenna transmitter
[7]. Due to an efficient interference mitigation scheme, the
RRHs can be ultra-densely deployed in the coverage area of the
C-RAN such that the distance between transceivers is reduced.
Hence, the spectrum efficiency is enhanced.
In order to avoid the energy depletion of the lower power
devices, the SWIPT technique will become a key component
of the C-RAN architecture. The integration of the SWIPT
technique into the C-RAN also introduces many interesting and
new challenges to the resource allocation, which needs to be
solved carefully to bridge the gap between theory and practice
[5]. For example, the power consumption of the SWIPT C-
RAN consists of the transmission power cost, the circuit power
cost and the fronthaul power cost. To minimize the transmission
power cost, the precoding vector should be carefully designed.
To reduce the circuit power cost and the fronthaul power cost,
the RRH selection mechanism should be considered. As a
result, a joint precoding, RRH selection and signal splitting
algorithm is required in the SWIPT C-RAN architecture.
A. Related Work and Contributions
The SWIPT technique finds the applications in various
wireless networks, such as point-to-point networks [8], point-
to-multipoint networks [9], [10], multipoint-to-multipoint net-
works [11]–[14] and wireless cooperative networks [15]–
[18]. In particular, the resource allocation in the multipoint-
to-multipoint networks with SWIPT capability has focused
on the power minimization [11], energy efficiency [12], the
joint uplink-and-downlink design [13] and the robust design
[14]. However, the impact of capacity-limited fronthaul links,
which may cause a mismatch between the resource alloca-
tion and the fronthaul capacity, is ignored in previous works
[11]–[14]. Assuming that each receiver shares a capacity-
limited backhaul2 link with a fixed data rate, the authors
in [19] developed a beamforming algorithm to minimize the
power consumption of the distributed antenna systems while
constrains the received signal-to-interference-plus-noise ratio
(SINR) of the eavesdropper. However, the assumption made
in [19] can cause some backhaul links under utilization when
the acquired data rate of the associated information receivers
is lower than the obtained fixed data from the backhaul links.
2The backhaul in the distributed antenna systems has the similar function
with the fronthaul in the C-RAN architecture.
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On the other hand, the objective of the proposed algorithms in
[20] is to minimize the power consumption of the C-RANs
without SWIPT capability via joint beamforming and RRH
selection. The power consumption in [20] is the summation
of the transmission power, the circuit power and the fronthaul
links power consumption. A linear model is used in [20] to
obtain the fronthaul links power consumption, which ignores
the nonlinearity of the media of the fronthaul links. Besides,
each RRH of the C-RAN is assumed to be equipped with a
single antenna in [20]. As a result, the proposed beamforming
and RRH selection algorithm in [20] cannot be used for the
multiple antenna RRHs in the SWIPT C-RANs.
Motivated by the previous works [19], [20], we investi-
gate the power consumption minimization problem by jointly
considering the precoding, the RRH selection and the signal
splitting in the SWIPT C-RANs. In particular, the RRHs
coordinately deliver the wireless signals to the information
detection module (IDM) and energy harvesting module (EHM)
of each user equipment (UE). Different from [20], the fronthaul
links power consumption increases nonlinearly with the data
rate on the fronthaul links, where the slope of the power
cost-data rate curve increases with the increasing data rate.
Considering the RRH selection, an RRH is allowed to be
switched off when all the precoding coefficients associated with
the RRH are set to zeros, which refers to group sparsity for
the precoding coefficients [21]. Hence, the precoding process
and the RRH selection are tightly coupled. Inspired by [22],
we leverage the majorization-minimization (MM) framework to
decouple the precoding and the RRH selection. As a result, we
propose a group sparse precoding and signal splitting (GsPSs)
algorithm to minimize the power consumption, and study the
convergence of the proposed algorithm.
B. Organization and Notations
The remainder of this paper is organized as follows. Section
II introduces the system model and problem formulation. The
feasibility of the formulated problem, the proposed GsPSs
algorithm and the convergence are discussed in Section III.
Numerical results are presented in Section IV, and conclusions
are drawn in Section V.
Notations: Vectors and matrices are shown in bold lowercase
letters and bold uppercase letters, respectively. C denotes the
set of complex values. ‖·‖F and ‖·‖0 refer to Frobenius norm
and `0-norm, respectively. ∼ stands for “distributed as”. IN
and 0N×M denote, respectively, an N dimensional identity
matrix and a zero matrix with N rows and M columns. The
expectation of a random variable is denoted as E [·]. vec [W ]
obtains a vector by stacking the columns of W under the other.
{wn}n∈N represents the set made of wn, n ∈ N . For a square
matrix W , WH and Tr (W ) denote its conjugate transpose and
trace, respectively. W  0 and W  0 denote that W is a
positive semidefinite and a positive definite matrix.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Overall Description
We consider the downlink transmission scenario of the
SWIPT C-RAN, which consists of a BBU pool, a set of
RRHs and a set of UEs. Let M = {1, 2, . . . ,M} and N =
{1, 2, . . . , N} denote the set of RRHs and UEs, respectively.
The m-th RRH is equipped with im antennas, and each UE
is equipped with a single antenna. As a result, the access link
from all RRHs to each UE is a MISO channel with the number
of transmission antennas as NT =
∑M
m=1 im. We assume that
SWIPT C-RAN operates in the time division duplex mode
such that each RRH can obtain the channel state information
(CSI) perfectly via exploiting the uplink reciprocity and reports
the obtained CSI to the BBU pool via the common public
radio interface. Each RRH connects to the BBU pool via a
capacity-limited optical fiber fronthaul link. We consider the
frame-based frequency-nonselective fading channels with unit
duration for each frame; therefore, the words “power” and
“energy” can be used interchangeably. Via a signal splitter,
each UE can split the incoming signal stream into two sub-
streams for the IDM and the EHM. Specifically, the power
splitting ratio for the IDM and EHM are, respectively, denoted
by ρ2n ≥ 0 and %2n ≥ 0 with ρ2n + %2n ≤ 1.
At the BBU pool, the information-bearing signal sn for
the n-th UE is processed by the central encoder via two
procedures: precoding and compression. Generally, the pre-
coding procedure controls the multi-user interference, and the
precoded signal vector for the m-th BBU-RRH fronthaul link
is denoted by x˜m =
∑N
n=1wm,nsn where E[|sn|2] = 1;
wm,n ∈ Cim×1 is the precoding vector used for the trans-
mission from the m-th RRH to the n-th UE. Each precoded
signal vector x˜m is compressed in order to be delivered over
the m-th BBU-RRH fronthaul link. The compressed signal
vector for the m-th BBU-RRH fronthaul link is denoted by
xm =
∑N
n=1wm,nsn + qm, where qm ∈ Cim×1 denotes the
quantization noise and is modeled as a circularly-symmetric
complex Gaussian random vector CN (0im×1,Qm) with co-
variance matrix Qm  E
[
qmq
H
m
]
. In this work, we assume
that the encoder can compress the precoded signal for each
antenna independently. In other words, the covariance matrix
Qm is a diagonal matrix, m ∈ M.
By defining wn  vec ([w1,n,w2,n, . . . ,wM,n]) and Bm [
0im×
∑m−1
k=1 ik
, Iim ,0im×
∑M
k=m+1 ik
]
, the compact form of the
compressed signal vector for the m-th BBU-RRH fronthaul
link is denoted as
xm =
N∑
n=1
Bmwnsn + qm (1)
with covariance matrix E
[
xmx
H
m
]
=
∑N
n=1Bmwnw
H
nB
H
m +
Λ2m, where Λm = Q
1
2
m, m ∈ M.
According to the rate-distortion theory, there exists at least
one compression codebook under a Gaussian test channel such
that the achievable information transmission rate of the m-th
BBU-RRH fronthaul link is denoted by [23]
gm
({wn}n∈N ,Λm) (2)
= log det
(
N∑
n=1
Bmwnw
H
nB
H
m +Λ
2
m
)
− 2 log det (Λm) .
where Λm  0 when the m-th RRH is on.
The channel coefficient vector from the m-th RRH to the
n-th UE is denoted as hm,n ∼ CN
(
0im×1, d
−χ
m,nIim
)
[24, and
references therein]. Here, dm,n and χ are, respectively, the dis-
tance between the m-th RRH and the n-th UE, and the pathloss
exponent. By defining hn  vec ([h1,n,h2,n, . . . ,hM,n]), the
received baseband signal of the n-th UE in the compact form
is obtained as
y˜n =
N∑
k=1
hHnwksk +
M∑
m=1
hHnqm + zn,c (3)
where zn,c ∼ CN
(
0, σ2n,c
)
is the additive white Gaussian noise
(AWGN) at the n-th UE.
As a result, the received signal of the IDM and the received
SINR of the n-th UE are, respectively, expressed as
yn = ρn
(
N∑
k=1
hHnwksk +
M∑
m=1
hHnqm + zn,c
)
+ zn,p (4)
and
SINRn =
∣∣hHnwn∣∣2
N∑
k=1,k =n
|hHnwk|2 + P Compressn + σ2n,c + σ
2
n,p
ρ2n
(5)
where P Compressn 
∑M
m=1
∥∥hHnBHmΛm∥∥2F; zn,p ∼ CN (0, σ2n,p)
denotes the additional signal processing noise during the base-
band conversion [8]–[19].
On the other hand, the input signal power at the EHM of
the n-th UE is given by
P Inputn = %
2
n
(
N∑
k=1
∣∣hHnwk∣∣2 + P Compressn + σ2n,c
)
. (6)
B. Power Consumption Model
When a specific RRH is on, a certain amount of circuit power
is consumed for signal processing [25]. Some circuit power
consumption is still required for fast wake up for the RRH in
sleep mode. Hence, the power consumption of the m-th RRH
is denoted by
P RRHm =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
φm
(
N∑
n=1
‖Bmwn‖2F + ‖Λm‖2F
)
+P Activem ,
N∑
n=1
‖Bmwn‖2F 	= 0
P Sleepm , otherwise
(7)
where the constant φm denotes the power amplifier efficiency
of the m-th RRH; the circuit power consumption of an active
RRH is given as P Activem  P SPm
(
0.87 + 0.1im + 0.03i
2
m
)
with
the signal processing power consumption P SPm [25]; P
Sleep
m is the
circuit power consumption in sleep mode.
Different from [20], we consider the nonlinear power con-
sumption of the m-th BBU-RRH fronthaul link as
P BHm = ζmg
2
m
({wn}n∈N ,Λm) (8)
where ζm can be obtained via curve fitting techniques. The
nonlinear model of the power consumption can be justified
as follows. The higher data rate via the fronthaul fiber links
results in a higher transmission voltage of the signals under
the same bit error rate. Therefore, according to the Ohm’s law,
more power is consumed on the same fronthaul fiber links with
unchanged resistance3.
C. Problem Formulation
Our objective is to minimize the power consumption of
the SWIPT C-RAN while guarantee the data rate and the
delivered power for the UEs via joint precoding, RRH selection
and signal splitting. Considering the power consumption on
transmission, circuit and fronthaul links, we formulate the
power consumption optimization problem as
min
{wn,ρn,n}n∈N
{Λm}m∈M
P Total
({wn}n∈N , {Λm}m∈M) (9a)
s.t.
N∑
n=1
‖Bmwn‖2F + ‖Λm‖2F ≤ Pmaxm , ∀m (9b)
SINRn ≥ Γreqn , ∀n (9c)
P Inputn ≥ P reqn , ∀n (9d)
ρ2n + %
2
n ≤ 1, ∀n (9e)
where the power consumption P Total
({wn}n∈N , {Λm}m∈M)
is defined in (10); Pmaxm in constraints (9b) denotes the max-
imum transmission power of the m-th RRH; Γreqn and P
req
n
are, respectively, the data rate requirement for the IDM and
the required input power for the EHM of the n-th UE.
Remark 1: With the energy harvester model in [16], har-
vesting the quantity of Pˆ reqn power requires the input power
P reqn =
1
an
ln
(
Mn+Pˆ
req
n exp(anbn)
Mn−Pˆ reqn
)
, where Mn, an and bn are
the shaping parameters of the nonlinear energy harvester.
III. JOINT RRH SELECTION AND BEAMFORMER DESIGN
We observe that the optimization problem (9) is non-convex
due to the non-convex feasible region and the non-convex
objective function. Adding (9c) to (9d) and performing some
3In practice, several impact factors influence resistance. We assume the
resistance unchanged when the same fronthaul fiber link is used.
P Total
({wn}n∈N , {Λm}m∈M)  M∑
m=1
1
φm
(
N∑
n=1
‖Bmwn‖2F + ‖Λm‖2F
)
+
M∑
m=1
P Activem
∥∥∥∥∥
N∑
n=1
‖Bmwn‖2F
∥∥∥∥∥
0
+
M∑
m=1
P Sleepm
(
1−
∥∥∥∥∥
N∑
n=1
‖Bmwn‖2F
∥∥∥∥∥
0
)
+ P BBU +
M∑
m=1
ζmg
2
m
({wn}n∈N ,Λm) (10)
algebraic manipulations, we relax the feasible region of the
optimization problem (9) as
F ={
N∑
n=1
‖Bmwn‖2F + ‖Λm‖2F ≤ Pmaxm , ∀m (11a)∣∣hHnwn∣∣2
Γreqn
≥
N∑
k=1,k =n
∣∣hHnwk∣∣2 + σ2n,pρ2n
+ P Compressn + σ
2
n,c, ∀n (11b)√
1 + Γreqn
Γreqn
hHnwn ≥
√
σ2n,p
ρ2n
+
P reqn
%2n
, ∀n (11c)
ρ2n + %
2
n ≤ 1, ∀n (11d)
Imag
(
hHnwn
)
= 0, ∀n} (11e)
where the operator Imag (·) in constraints (11e) represents the
imaginary part of a complex value. As a result, the relaxation
of the optimization problem (9) is denoted as
min
{wn,ρn,n}n∈N ,{Λm}m∈M
P Total
({wn}n∈N , {Λm}m∈M)
s.t. (11a)− (11e).
(12)
It has been proved in [11, Proposition 3.1] that a solution
to (12) is also a solution to (9) when a certain relationship of
the system parameters σ2n,c, σ
2
n,p, Γ
req
n and P
req
n is satisfied.
Without loss of generality, we assume that this relationship in
[11, Proposition 3.1] is satisfied.
A. Feasibility Analysis
The problem (12) can be infeasible under certain channel
conditions when the values of Γreqn and P
req
n are too high. In
order to check the feasibility of the region in (11), we first
reformulate the region as the intersection of a set of convex
cones. Introducing a set of auxiliary variables {θn}n∈N , the
constraints in (11b) can be reformulated as the intersection of
a second-order cone and positive semidefinite cone as
hHnwn√
Γ
req
n
≥ ∥∥[hHnW−k,hHnΣ, σn,c, θn]∥∥F , ∀n (13)[
θn σ
1
2
n,p
σ
1
2
n,p ρn
]
 0, ∀n (14)
where W−k  [w1, . . . ,wk−1,wk+1, . . . ,wN ] and Σ [
BH1 Λ1,B
H
2 Λ2, . . . ,B
H
MΛM
]
.
Using another set of auxiliary variables {ϑn}n∈N , the con-
straints in (11c) can be reformulated as the intersection of a
second-order cone and two positive semidefinite cones as√
1 + Γreqn
Γreqn
hHnwn ≥ ‖[θn, ϑn]‖F , ∀n (15)[
ϑn (P
req
n )
1
4
(P reqn )
1
4 %n
]
 0 and (14), ∀n. (16)
As a result, we can check the feasibility of the optimization
problem (11) via solving the following problem
Find {wn, ρn, %n, θn, ϑn}n∈N and {Λm}m∈M
s.t. (11a), (11d)− (11e), (13)− (16). (17)
We note that the feasible region of (17) is convex; therefore,
we can perform the feasibility check via existing toolbox, e.g.,
CVX [26]. Without loss of generality, we assume that the
optimization problem (12) is feasible.
B. Majorization Procedures
We observe that the objective function in (17) is still non-
convex due to the existence of `0-norm and the non-convex
fronthaul data rate gm
({wn}n∈N ,Λm), m ∈ M.
1) Majorization of `0-norm: As proposed in [22], the
`0-norm,
∥∥∥∑Nn=1 ‖Bmwn‖2F∥∥∥
0
, can be approximated as
∥∥∥∥∥
N∑
n=1
‖Bmwn‖2F
∥∥∥∥∥
0
= lim
→0
log
(
1 +
N∑
n=1
‖Bmw(τ)n ‖2F/
)
log (1 + 1/)
(18)
where  is a small positive forming factor.
We observe that numerator of (18) is a log-concave function;
therefore, we can obtain the upper bound of the numerator of
(18) via the first order approximation in the τ -th iteration as
log
(
1 + −1
N∑
n=1
‖Bmwn‖2F
)
≤
N∑
n=1
‖Bmwn‖2F
+
N∑
n=1
∥∥∥Bmw(τ)n ∥∥∥2
F
−ψ(τ)m
(19)
where
ψ(τ)m =
N∑
n=1
∥∥∥Bmw(τ)n ∥∥∥2
F
+
N∑
n=1
∥∥∥Bmw(τ)n ∥∥∥2
F
− log
(
1 + −1
N∑
n=1
∥∥∥Bmw(τ)n ∥∥∥2
F
)
. (20)
2) Majorization of the Fronthaul Data Rate: We observe
that the fronthaul data rate, gm
({wn}n∈N ,Λm), is the differ-
ence of two concave terms. In order to convexify the fronthaul
data rate, we surrogate the first concave term via the following
procedures
log det
(
N∑
n=1
Bmwnw
H
nB
H
m +Λ
2
m
)
≤
∥∥∥∥(U (τ)m )HΛm∥∥∥∥2
F
+
N∑
n=1
wHnB
H
m
(
X(τ)m
)−1
Bmwn
+ log detX(τ)m − im (21)
where
X(τ)m 
∑N
n=1
Bmw
(τ)
n
(
w(τ)n
)H
BHm +
(
Λ(τ)m
)2
(22)
and
U (τ)m  V (τ)m
(
D(τ)m
) 1
2
. (23)
Here, the columns of V (τ)m and the diagonal of D
(τ)
m are,
respectively, the eigenvectors and eigenvalues of
(
X
(τ)
m
)−1
.
C. Minimization Procedures
Using the surrogate functions in (19) and (21) and introduc-
ing a set of auxiliary variables {cm}m∈M, the optimization
problem in the minimization procedure is obtained as a convex
optimization problem in the τ -th iteration by dropping the
constant terms as shown in (26) on top of next page, where
Δ(τ) and δ(τ)m are, respectively, denoted as
Δ(τ)  P BBU +
M∑
m=1
(
P Sleepm +
(P Activem − P Sleepm )ψ(τ)m
log (1 + −1)
)
(24)
δ(τ)m 
P Activem − P Sleepm
log (1 + −1)
(
+
N∑
n=1
∥∥∥Bmw(τ)n ∥∥∥2
F
) . (25)
As a result, we propose a GsPSs algorithm whose procedures
are summarized in Algorithm 1.
Algorithm 1 GsPSs Algorithm
1: The BBU pool initializes the iteration index τ = 0, the stop threshold ξ
and the maximum number of iteration Tmax
2: The BBU pool obtains the a feasible {Λ(0)m }m∈M and {w(0)n }n∈N via
(17)
3: repeat
4: The BBU pool updates δ(τ)m and X
(τ)
m via (20) and (22)
5: With {Λ(τ)m , δ(τ)m ,X(τ)m }m∈M and {w(τ)n }n∈N , the BBU pool
solves the optimization problem (26) and obtains the {Λ(τ+1)m }m∈M
and {w(τ+1)n }n∈N
6: τ := τ + 1
7: until ‖w
τ
n−wτ−1n ‖2F∥∥∥wτ−1n ∥∥∥2
F
≤ ξ and ‖Λ
τ
m−Λτ−1m ‖2F∥∥∥Λτ−1m ∥∥∥2
F
≤ ξ or τ > Tmax
Proposition 1: The proposed GsPSs algorithm converges
to the sub-optimal solution of the optimization problem (12);
therefore, a sub-optimal solution to (9) is obtained.
Proof: We denote the optimal solution of the
optimization problem (26) in the τ -th iteration as
{w(τ)n , ρ(τ)n , %(τ)n , θ(τ)n , ϑ(τ)n }n∈N and {Λ(τ)m , c(τ)m }m∈M.
The optimal solution {w(τ)n , ρ(τ)n , %(τ)n , θ(τ)n , ϑ(τ)n }n∈N and
{Λ(τ)m , c(τ)m }m∈M lie in the feasible region of the (τ + 1)-th
iteration. As a result, the objective value decreases after each
iteration. The objective value is lower bounded due to the
constraints in (11b) and (11c). Hence, the proposed Algorithm
1 converges. With the similar arguments in [27], we can prove
the convergent solution {w(∞)n , ρ(∞)n , %(∞)n , θ(∞)n , ϑ(∞)n }n∈N
and {Λ(∞)m , c(∞)m }m∈M satisfies the Karush-Kuhn-Tucker
conditions of (12). Based on [11, Proposition 3.1], the
Algorithm 1 converges to the sub-optimal solution of (9).
IV. NUMERICAL RESULTS
In this section, we present the numerical results to demon-
strate the effectiveness of the proposed GsPSs algorithm. Un-
less otherwise specified, the simulation parameters are specified
in Table I.
Figure 1 shows the convergence behavior with different
values of the forming factor . We observe that the system
power consumption decreases monotonically and converges
to the suboptimal objective values after a certain number
of iterations (less than 10 iterations) under different forming
factors, i.e.,  = 10−1,  = 10−2,  = 10−3 and  = 10−4.
TABLE I
SIMULATION PARAMETERS SETTING
Parameters Values
Number of RRHs, M 5
Number of UEs, N 3
Number of Antenna per RRH 3
Gaussian noise power, σ2n,c −30 dBm
Signal processing noise power, σ2n,p −30 dBm
Circuit power consumption
P SPm = 27 dBm
P Sleepm = 13 dBm
P BBU = 23 dBm
Maximum TX power of RRH, Pmaxm 20 dBm
Minimum required input power, P reqn 0 dBm
SINR requirement, Γreqn 10 dB
Fronthaul power cost factor, ζm 7 dBm/ (nat/sec/Hz)2
Amplifier efficiency, φm 0.8
Pathloss factor, χ 2.3
We also observe that a smaller value of  results in a smaller
objective value of (26). This is due to the fact that the surrogate
function can perform a better approximation of the `0-norm
with a smaller value of . Thus, we use  = 10−4 in the
following numerical results.
Figure 2 illustrates the performance variation against the
maximum transmission power of each RRH. In Fig. 2(a), we
observe that the total power consumption decreases when Pmaxm
is smaller than 24 dBm. The reasons can be explained as
follows. The larger maximum transmission power Pmaxm of
each RRH leads to a smaller number of active RRHs as shown
in Fig. 2(b). The smaller number of active RRHs indicates
a smaller amount of circuit power consumption. Therefore,
the total power consumption is decreased. As the maximum
transmission power Pmaxm continues to increase, the total power
consumption saturates. This observation can be justified as
follows. When the number of active RRHs can satisfy the data
rate requirements of the IDMs and the input power demands
of the EHMs, switching off more RRHs causes excessive
consumed power for those active RRHs.
V. CONCLUSIONS
We investigated the power consumption minimization prob-
lem in the SWIPT C-RANs. In this paper, the power consump-
tion is defined as the summation of the transmission power,
the circuit power and the fronthaul power consumption. We
proposed a more practical nonlinear model for the fronthaul
links power consumption. Based on the nonlinear model and
the MM framework, an algorithm based on group sparse
precoding and signal splitting was proposed to obtain the
suboptimal solution of the precoding coefficients, the set of
active RRHs and the signal splitting ratios. Numerical results
show that the proposed algorithm converges after a certain
number of iterations. Our results unveil that increasing the
power budget of each RRH does not necessarily reduce power
consumption.
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