We have examined the Maxwell-Garnett, inverted Maxwell-Garnett, and Bruggeman rules for evaluation of the mean permittivity involving partially empty cells at particle surface in conjunction with the finite-difference time-domain ͑FDTD͒ computation. Sensitivity studies show that the inverted MaxwellGarnett rule is the most effective in reducing the staircasing effect. The discontinuity of permittivity at the interface of free space and the particle medium can be minimized by use of an effective permittivity at the cell edges determined by the average of the permittivity values associated with adjacent cells. The efficiency of the FDTD computational program is further improved by use of a perfectly matched layer absorbing boundary condition and the appropriate coding technique. The accuracy of the FDTD method is assessed on the basis of a comparison of the FDTD and the Mie calculations for ice spheres. This program is then applied to light scattering by convex and concave aerosol particles. Comparisons of the scattering phase function for these types of aerosol with those for spheres and spheroids show substantial differences in backscattering directions. Finally, we illustrate that the FDTD method is robust and flexible in computing the scattering properties of particles with complex morphological configurations.
Introduction
The finite-difference-time domain ͑FDTD͒ technique is one of the most promising methods for solution of the scattering properties of nonspherical and inhomogeneous particles. [1] [2] [3] The fundamental principle of this method has remained essentially unchanged since its inception more than 30 years ago, 1 that is, the electromagnetic field is solved on a discrete lattice on the basis of time-dependent Maxwell equations. In the FDTD computation the spatial domain must be discretized by use of a grid mesh. It is well known that a Cartesian grid is more practical and flexible than a curvilinear or target-conforming grid mesh because the latter type of grid mesh is usually applicable only to some specific geometries. In addition, a non-Cartesian difference scheme may substantially complicate the criterion of computational stability, boundary conditions, and the specification of the radiation source. When a particle with a curved surface is defined over a Cartesian grid, its geometry is approximately represented by a number of cubic cells in a staircasing manner. The staircasing effect can potentially be large if the dielectric constants of the particle differ substantially from those of the host medium. To reduce this effect in the FDTD computation, Yang and Liou 2,3 applied the Maxwell-Garnett rule 4 to evaluate the mean permittivity of the partially empty cells at the particle surface where subgrid variations of the optical constants exist. However, various methods can be used to compute the mean permittivity, and their relative performance requires further study.
In addition to the staircasing effect, a discontinuity of permittivity exists at a cell edge located at the interface of a particle medium and free space, even if the grid mesh is target conforming ͑e.g., the Cartesian grid for a cubic geometry͒, a fact that had not been addressed in the FDTD implementation. In
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the time-marching iterations for computing the near field, permittivity values at cell edges are required. Thus an appropriate averaging procedure must be used to overcome the discontinuity of permittivity at a cell edge if the optical constants for the four adjacent cells are different. In this study we have improved the Cartesian FDTD scheme by minimizing the staircasing effect and the discontinuity of permittivity at the interface of the particle medium and free space. Because the performance of the absorbing boundary is critical to the accuracy of the FDTD solution, we also applied the newly developed perfectly matched layer ͑PML͒ absorbing boundary condition. 5, 6 In Section 2 we present three approaches to evaluating the mean dielectric constants for a given grid cell and suggest an appropriate way to compute effective dielectric constants at cell edges. To apply the PML technique we developed an equivalent version of Berenger's PML equations. 6 In Section 2 the program-coding technique is discussed in terms of reduction of CPU time and memory requirements. Section 3 describes the numerical tests that we carried out to investigate the relative performance of various approaches to determining the mean and effective dielectric constants for grid cells and cell edges. Applications to light scattering by nonspherical aerosols are described in Section 4. Conclusions are given in Section 5.
Cartesian Finite-Difference Time-Domain Scheme
A. Mean Permittivity for Partially Empty Cells
When a nonrectangular particle is defined in a Cartesian grid mesh, grid cells located near the particle surface may be partially empty. Because subgrid features cannot be specified in the Cartesian discrete lattice, a brute-force approach is usually used for determining the dielectric constants for these surface cells; that is, a cell is considered to be empty ͑with unity permittivity͒ if half of the cell volume is outside the particle. Otherwise, the dielectric properties of the particle are assigned to the cell. This approach produces a sharp truncation in terms of dielectric properties in representing the scattering particle by a step-by-step approximation, and the pertinent staircasing effect may be potentially large. Thus it is necessary to evaluate the mean dielectric constant for the partially empty cells. The Maxwell-Garnett 4 and Bruggeman 7 rules have commonly been applied to the evaluation of the mean dielectric constant associated with inhomogeneity. For a given volume containing two dielectric media ͑host and inclusion͒, the mean dielectric constant given by the Maxwell-Garnett rule is
where ε m and ε are the permittivities of the host and the inclusion media, respectively, and f is the volume fraction of the inclusion. It can be seen that the roles of host and inclusion in Eq. ͑1͒ are not reciprocal. If we transpose the roles of the two media in the Maxwell-Garnett rule, we obtain the inverted Maxwell-Garnett rule as follows:
The Bruggeman rule can be expressed in the following general form:
where ⌬v is the spatial region for accounting for the inhomogeneity of dielectric properties. If only two media are considered, Eq. ͑3͒ reduces to
Note that the roles of the host and inclusion media are reciprocal in the Bruggeman equation. Equation ͑4͒ is nonlinear and complex, and its solution is not straightforward. For practical calculations, we have derived an efficient iterative scheme for the solution of Eq. ͑4͒, given by
With an initial value of ε 0 ϭ fε ϩ ͑1 Ϫ f ͒ε m , a convergent solution can be obtained with iterations in fewer than ten steps. Figure 1 shows the mean permittivity values evaluated from Eqs. ͑1͒, ͑2͒, and ͑4͒ for a cell composed of free space and ice at 0.55-and 15-m wavelengths. The refractive indices of ice for these two wavelengths are 1.311 ϩ i3.11 ϫ 10 Ϫ9 and 1.571 ϩ i0.1756, respectively. Note that the complex per- mittivity ͑ε r ϩ iε i ͒ is related to the complex refractive index ͑m r ϩ im i ͒ as follows:
From Fig. 1 it is evident that the differences in permittivity evaluated from the three schemes are very small for the optically thin case at 0.55 m. Because the absorption of ice at 0.55 m is extremely small, it does not make a noticeable difference in the evaluation of the mean imaginary part of the permittivity. For the 15-m wavelength, however, the imaginary part of the refractive index is quite large. In this case, the absorption properties computed from the FDTD technique depend on the approach used to evaluate the mean permittivity. The mean permittivity evaluated by the Bruggeman rule lies between those evaluated from the Maxwell-Garnett and inverted MaxwellGarnett rules. Results computed from Bruggeman's equation converge to those determined from MaxwellGarnett's equation if the cells are nearly empty, and they converge to the values evaluated from the inverted Maxwell-Garnett rule when ice dominates the cells. However, the overall patterns of variation of mean permittivity versus fraction of host medium are similar for the three approaches.
B. Effective Permittivity at Cell Edges
The finite-difference analog of Maxwell's equations has a staggered form; that is, the electric field is evaluated at the cell edges at time step n, whereas the magnetic field is evaluated at the center of cell faces at time step n ϩ 1͞2. Thus, for time-marching iterative computation of the electric field, the permittivity values at the cell edges must be known. It is straightforward to specify the permittivity value at a cell edge if the four adjacent cells have the same dielectric properties. However, there is a discontinuity or singularity of permittivity at the cell edge if the four adjacent cells are heterogeneous. In this case it is neither mathematically suitable nor physically correct to assume indiscriminately that the value of the permittivity at the cell edge is the value associated with one of the adjacent cells, although this approach has commonly been employed for numerical realization of the FDTD technique. To derive an appropriate value of permittivity at the cell edge we begin with the discretization of Maxwell's equations. Consider the z component of the E field as an example. The equation that governs the temporal variation of an electric field is given by
where c is the speed of light in vacuum, k ϭ ͞c, where is the angular frequency of the electromagnetic wave, and the real and imaginary parts of permittivity can be computed from Eqs. ͑6͒. Let the cell center be denoted ͑x, y, z͒ ϭ ͑I⌬x, J⌬y, K⌬z͒, where ⌬x, ⌬y, and ⌬z are the cell dimensions along the three coordinate axes. Integration of the z component of the expression in Eq. ͑7͒ over the domain enclosed by the dotted lines shown in Fig. 2 leads to
where r ៝͑I ϩ 1͞2, J, K͒ represents the position vector for point ͓͑I ϩ 1͞2͒⌬x, J⌬y, k⌬z͔. It should be pointed out that the discretization in Eq. ͑8͒ does not produce any truncation error. Furthermore, integrating the left-hand side of Eq. ͑7͒ yields
where ε r ͑I ϩ 1͞2, J ϩ 1͞2, K͒ and ε i ͑I ϩ 1͞2, J ϩ 1͞2, K͒ are the effective permittivities evaluated at the cell edge. From Eq. ͑8͒ and relation ͑9͒ we obtain the following difference-differential equation:
The temporal derivative in Eq. ͑10͒ can be discretized in a straightforward manner by use of either a leapfrog or an exponential scheme. Note that the discretization in time will not affect the effective permittivity at the cell edge because it is a timeindependent variable. To evaluate the effective permittivity we let the complex permittivity values for the four adjacent cells be ε 1 ϭ ε r1 ϩ iε i1 , ε 2 ϭ ε r2 ϩ iε i2 , ε 3 ϭ ε r3 ϩ iε i3 , and ε 4 ϭ ε r4 ϩ iε i4 . It follows that
The error for the approximation in relation ͑11͒ is small because the tangential component of the electric field is continuous across the interface, as required by the electromagnetic boundary condition. Similarly, we have
The preceding procedure of averaging the cell permittivity is mandatory for any particle geometry defined in a Cartesian grid, even if the staircasing approximation for defining the particle geometry is absent. For example, a cubic particle can be well defined in the Cartesian grid without the staircasing approximation. However, the cell edges at the particle surface are surrounded by both empty cells and dielectric medium cells, a condition for which, to avoid discontinuity, an average of the permittivity is required.
C. Perfectly Matched Layer Absorbing Boundary Condition
The performance of the absorbing boundary condition is critical to the accuracy of the FDTD technique. Various analytical absorbing boundary equations have been developed in the past two decades ͑see Ref. 8 and the papers cited therein͒. These boundary equations usually require a substantial white space between the boundary and the scattering target, thereby reducing the efficiency of the FDTD method in terms of CPU and memory requirements. Berenger's PML 5, 6 has been widely applied to various FDTD implementations. Numerical experiments have shown that the spurious reflection associated with the PML boundary condition is approximately 3 orders of magnitude less than that produced by an analytical boundary equation. 9 The PML technique has been successfully applied to light scattering by ice crystals. 10 Yang and Liou 11 have shown that the absorption of the PML boundary condition is fundamentally due to the introduction of artificial diffusions in Maxwell's equations. For a systematic presentation of this study, here we recapitulate the PML boundary equations expressed in a format that contains diffusion terms.
The diffusions are imposed on the electromagnetic field components that are parallel to the boundary. In practice, the field must to be separated into two components, one parallel and one perpendicular to the boundary, that is,
The PML equations for the E x and H x components, for example, are
where y ͑ y͒ and z ͑z͒ are zero, except in the boundary layers perpendicular to the y and z axes. The present form for the PML boundary equations is equivalent to that given by Berenger. 6 In practical computations, the diffusion parameters y ͑ y͒ and z ͑z͒ can be specified from zero at the interface of free space and the artificial diffusion medium to their maximum values at the outermost layer. For example, y ͑ y͒ can be defined as
where ͑ y Ϫ y 0 ͒ is the distance of a grid point from the interface of free space and the PML medium, D ϭ L⌬y is the thickness of the artificial diffusion medium for the boundary perpendicular to the y axis, and p is usually selected to be in the range 2-3. The param-
eter y,max can be specified in terms of the reflectance of the boundary for normal incidence as follows:
where R͑0°͒ is the boundary reflection factor for normal incidence. The mean absorption must be taken into account for each cell distance in discrete computations. Thus the following two mean values for the electric and the magnetic fields can be used:
In this study we use the PML absorbing boundary condition with seven layers of artificial diffusion medium that are separated from the scattering target by eight layers of white space. According to the sensitivity study of Lazzi and Gandi, 12 we select p ϭ 2.5 and R͑0°͒ ϭ 5 ϫ 10
Ϫ6
.
D. Program Coding Improvement
Advances in the FDTD algorithms coupled with the increasing power of computers now make it possible to apply this method to size parameters up to 20 on an ordinary workstation. For particles with refractive index close to unity, FDTD computation has been carried out on a supercomputer for size parameters up to 40. 10 The grid size can be much larger in an optically thin case than in an optically thick case. The huge CPU and memory requirements of the FDTD technique are still a major concern in practical applications. However, a substantial reduction in computer resources can be achieved by proper program coding.
During the course of computational experimentation we found that the efficiency of the FDTD technique can be greatly improved if the computational program is coded in FORTRAN90 rather than in FOR-TRAN77. In particular, the array-oriented feature in FORTRAN90 can substantially reduce the CPU time for initialization and updating of the huge arrays involved in the time-marching iterations of the near field and in the Fourier-transform calculations that yield the field values in the frequency domain. In addition, FORTRAN90 permits dynamic storage allocation. With this feature the temporal working arrays that specify particle constants and the PML coefficients can be deallocated immediately as long as they 3 have formulated an algorithm to map the near field ͑in the frequency domain͒ to the corresponding far field on the basis of a volume integral of the electric field inside the scattering particle. With the dynamic memory allocation feature of FORTRAN90, three onedimensional arrays can be allocated with the exact array sizes in the computations to handle the three Cartesian components of the E field with only nonempty cells. Moreover, the FDTD computation can be largely vectorized with these one-dimensional arrays in the Fourier-transform procedure for the field values in the frequency domain and in mapping the near file to the far field.
Numerical Tests and Discussions
We have improved the FDTD program for light scattering by dielectric particles developed by Yang and Liou 3 by updating the absorbing boundary condition with the PML technique as well as by coding the program in FORTRAN90. For a size parameter of 10, the CPU requirement is reduced by a factor of 2 and the memory requirement is decreased by approximately 10%. The improvement is more substantial for larger-sized parameters. With the improved program, we conducted sensitivity computations in conjunction with the various schemes for evaluating mean and effective permittivities. Because the FDTD technique does not give preferential treatment to any specific particle shape ͑with the exception of rectangular targets in a Cartesian grid͒, a canonical study based on spheres can be a representative test of the technique's performance. For this reason, the present computations focus on the scattering properties of ice spheres at the 15-m infrared wavelength at which the refractive index differs substantially from unity. A spherical particle defined in a Cartesian grid lattice is a pseudosphere with step-by-step surface roughness. The magnitude of the surface roughness or staircasing effect is proportional to the grid cell size and inversely proportional to the particle dimension. It follows that the present sensitivity study focuses on two representative cases with size parameters of 1 and 10. Figure 3 shows a comparison of the phase functions of ice spheres computed from Mie theory and from the FDTD technique for a size parameter of 1. In the latter technique we applied the Maxwell-Garnett, inverted Maxwell-Garnett, and Bruggeman rules to evaluate the mean permittivity for the cells near the particle surface. In addition, we used an average of the permittivity given by relations ͑11͒ and ͑12͒ to define the effective permittivity at cell edges if the adjacent cells are different in dielectric constants. Three grid sizes, ⌬s ϭ ͞20, ͞25, ͞30, were selected, where is the wavelength in vacuum and ⌬s ͑ϭ⌬x ϭ ⌬y ϭ ⌬z͒ is the grid cell size. From Fig. 3 it can be seen that the inverted Maxwell-Garnett rule performs best of the three approaches to evaluating mean permittivity. In addition, it is evident that the accuracy of the FDTD results is sensitive to the ratio of grid size to incident wavelength. The effect of grid size on the accuracy of the FDTD solution has been discussed by Yang and Liou. 3 Figure 4 is similar to Fig. 3 , except that the size parameter is now 10. For this size parameter the effect of surface roughness as a result of the staircasing approximation of the particle shape is 10 times smaller than that shown in Fig. 3 for size parameter 1. Note that the magnitude of the roughness effect is proportional to ⌬s͞r, where r is the radius of the sphere. Thus the differences in the results obtained from the three methods applied to evaluation of the mean permittivity for the partially empty cells are negligible for a large size parameter. Parameter ͞⌬s is a key factor for determining the accuracy of the FDTD technique, as is evident from Fig. 3 . Table 1 1. For size parameter 10, the effect of staircasing is small because the roughness of the pseudosphere defined in the Cartesian grid is insignificant in comparison with the particle dimension. Again, for this size parameter, the inverted Maxwell-Garnett rule gives the best results.
To study the effect of the effective permittivity at cell edges, we have designed three schemes. In scheme 1 we apply the inverted Maxwell-Garnett rule to evaluate the mean permittivity for the partially empty cells located at the particle surface. In addition, we obtain the effective permittivity at a cell edge in the time-marching iteration of the E field by averaging the permittivity values associated with the four adjacent cells. In scheme 2, a cell is considered to be empty if 50% of its volume is outside the particle, and a unity permittivity is assigned to the cell; otherwise, the permittivity of the particle is applied to the cell. In this scheme, averaging of the permittivity is not applied to the cell edge; instead, the particle permittivity is assigned to the cell edge if any one of the adjacent cells is nonempty. If all four adjacent cells are empty, a unity permittivity is assigned to the cell edge. The procedure for constructing the particle shape in scheme 3 is the same as for scheme 2. However, in scheme 3 the averaging procedure is carried out for the cell edges on the basis of relations ͑11͒ and ͑12͒. Figure 5 shows the phase functions computed with the these three schemes for size parameter 1 and their relative errors in comparison with the Mie re- sults. We selected ͞⌬s ϭ 25 for the computations. It is evident that scheme 2 produces the largest errors, particularly for scattering angles larger than 120°. The signs of the variations of relative error versus scattering angle are similar for schemes 2 and 3 because we used the same procedure in constructing the particle shape. However, using the averaging procedure to determine the effective permittivity for cell edges substantially improved the accuracy of the FDTD technique, as is shown by comparison of the results computed from the three schemes. We note that the relative error in forward scattering is larger in schemes 2 and 3 than in scheme 1. The magnitude of the phase function in the forwardscattering direction is approximately two times larger than in backscattering. Thus, in terms of total scattered energy, scheme 1 is also accurate. Figure 6 is the same as Fig. 5 , except that the size parameter is 10. In this case the staircasing approximation is small in comparison with the particle dimension. Thus the method of evaluating the mean dielectric constants for the partially empty cells located near the particle surface becomes less important. For this reason the errors in scheme 1 are of the same order as those in scheme 3. However, the maximum error produced by scheme 2 is approximately two times larger than those produced by schemes 1 and 3. In particular, scheme 2 produces a 40% relative error at the 20°scattering angle where a resonant minimum is shown. Evidently, the method with which the effective dielectric constant at cell edges is evaluated can substantially affect the performance of the FDTD technique. It affects mainly the locations at the interface of free space and the particle medium, regardless of the size parameter. Physically, the accuracy of the electromagnetic boundary condition ͑i.e., the tangential components of the E field and the normal components of the H field are continuous at medium interface͒ involved in the time-marching iteration of the near field in the time domain depends substantially on the correctness of the dielectric constants defined at the interface. Thus it is critical to evaluate properly the dielectric constant at the cell edges. Table 2 lists the FDTD solutions and the associated errors for the extinction efficiencies and single- Fig. 5 . Comparison of the performance of three schemes to account for the discontinuity of permittivity at the interface of free space and the particle medium in conjunction with the FDTD computation of phase function for an ice sphere with a size parameter of 1. Fig. 6 . Same as Fig. 5 but for a size parameter of 10. scattering albedos that correspond to the phase functions shown in Figs. 5 and 6. It is evident that substantial inaccuracies can occur if the effective permittivity values at the cell edges are not properly evaluated. The inaccuracies caused by inappropriate treatment of the permittivity at the cell edges is more significant in the computation of extinction efficiency than in the computation of the singlescattering albedo. This is so because the errors may lead to an overestimation or underestimation of the extinction and scattering cross sections in a consistent manner; thus the errors can be largely canceled in the single-scattering albedo calculations. From Figs. 5 and 6 and Table 2 it can be noted that scheme 1 is the most accurate of the three schemes. Thus we shall use scheme 1 in the rest of this study.
To demonstrate the accuracy of the present improved FDTD computational program we show in Fig. 7 the phase functions for an ice sphere at 11-and 15-m wavelengths. The refractive indices for the two wavelengths are 1.0925 ϩ i0.248 and 1.571 ϩ i0.1756, respectively. Because the magnitude of the ice's refractive index at the 15-m wavelength is approximately 1.3 times larger than that at 11 m, the resolution of p ͞⌬s ϭ 25 at the latter wavelength is equivalent to a resolution of p ͞⌬s ϭ 32.5 at the former, where p is the wavelength within the particle medium. For this reason we select ͞⌬s ϭ 25, 30, respectively, for the 11-and 15-m wavelengths. The relative errors of the phase functions computed from the FDTD technique are less than 10%. The error maxima are noted mainly at the angular locations that correspond to the resonant minima and backscattering. Finally, it should be pointed out that the grid size must be less than 1͞20 of the wavelength inside the particle to prevent substantial computational dispersion in the FDTD implementation.
Application to Light Scattering by Aerosols
The shapes of aerosols are diverse, ranging from quasi-spheres to highly irregular geometries. Mineral, dustlike, and soil aerosols are largely nonspherical particles with mean aspect ratios substantially different from unity. [13] [14] [15] Knowledge of the fundamental scattering and absorption properties of aerosols is essential to the development of a physically based and accurate retrieval algorithm for aerosol optical depth. 16 Mishchenko et al. 17, 18 have demonstrated that the effect of nonsphericity on the optical properties of aerosols has the potential to be great and that the equivalent spherical approximation for the single-scattering properties of nonspherical particles based on Mie theory is physically inappropriate and often misleading. Using a mixture of prolate and oblate spheroids for aerosols, Mishchenko et al. 17 showed that the errors that are due to neglect of particle nonsphericity are much larger than those that stem from measurement errors and can easily exceed 100% in the retrieval of aerosol optical depth. In what follows, we investigate the deviation of the phase functions computed for convex and concave aerosols based on the FDTD technique from those computed for spheres and spheroids.
The sizes of convex and concave aerosols can be specified in terms of their peripheral spheroids. To construct a convex geometry, for example, a ten-faced convex shape, we select seven points on a sphere with a unit radius. The coordinate values of these seven points can be given by ͑ x i , ỹ i , z i ͒ ϭ ͑sin i cos i , sin i sin i , cos i ͒, where i ϭ 1-7 indicate the seven points and i and i are the zenith and azimuthal angles of the points, respectively. One can construct a ten-faced convex shape that is enveloped by a unit sphere by properly connecting the seven points. To obtain a convex shape with a desired size and aspect ratio, we can stretch the coordinate values, using the relationship ͑x i , y i , z i ͒ ϭ ͑ax i , aỹ i , bz i ͒, where a and b are the semiaxes of the spheroid that envelops the convex particle. We obtain an oblate particle if a Ͼ b and a prolate particle if a Ͻ b. To construct a concave particle we select two right-triangular pyramids. The base of one of the pyramids faces up, and that of the other pyramid faces down. In addition, the distance from the apexes to the centers of the pyramids is selected to be unity. The two pyramids share the same origin. Thus the apexes of the two pyramids are confined on a unit sphere. Employing the preceding coordinate stretching procedure, we can obtain various aspect ratios and sizes for the concave geometry.
We select two refractive indices, m ϭ 1.38 ϩ i3.9 ϫ 10 Ϫ9 and 1.75 ϩ i0.44, which represent aerosols with oceanic sources and soots, respectively. Figure 8 shows the phase functions and the degrees of linear polarization computed for various six-faced convex aerosols with aspect ratios a͞b ϭ 1͞2, 1, 2. The particles are assumed to be randomly oriented in space. For a size parameter of 5, substantial differences are noted for the three aspect ratios in the side-scattering directions about 120°. For a size parameter of 10, the differences in the phase function are mainly in forward scattering. The volume associated with a͞b ϭ 1 is larger than those for a͞b ϭ 1͞2, 2. Thus the particles with a͞b ϭ 1 have a larger scattering capability and produce a stronger forward peak. However, the particle volume seems not to be a dominant factor in determining the scattering properties. For example, the phase functions for a͞b ϭ 1͞2, 2 are quite different, although the corresponding particle volume is similar in these two cases. The pattern of degrees of linear polarization is not sensitive to the aspect ratio, except for a size parameter of 5 with strong absorption. Figure 9 shows the phase functions for convex and concave aerosols for three aspect ratios in comparison with those for spheroids that have the same aspect ratios. The scattering properties of spheroidal particles were computed by the T-matrix method. 19 For a͞b ϭ 1, the phase functions for nonspherical particles are substantially smaller than those for spheres in the scattering angular region 120°-180°; in particular, the differences in the results for spherical and nonspherical particles are pronounced in the backscattering. For a͞b ϭ 2, 1͞2, we also see substantial differences between smooth spheroids and irregular convex and concave particles.
Finally, we compare theoretical phase function results with experimental data, as shown in Fig. 10 . The theoretical results correspond to an ensemble of randomly oriented concave and convex particles. The experimental data are determined from the measurements made by Zurell, 20 who used the microwave analog technique for randomly oriented convex and concave particles with a refractive index m ϭ 1.5 ϩ i0.005 and size parameters ranging from 5.9 to 17.8. The data have been reanalyzed by Pollack and Cuzzi. 21 The equivalent spherical results are based on the volume of the particle geometry used in the theoretical computation. The phase function for nonspherical particles computed for the FDTD method appears to match the experimental results.
Conclusions
We have improved the Cartesian FDTD scheme by properly evaluating the dielectric constant for partially empty cells and the cell edges located at the interface of free space and the particle medium. We have also increased the efficiency of the FDTD program by employing the PML technique and coding in FORTRAN90.
Based on the improved FDTD program, the accuracy of various approaches to dealing with the subgrid variation and discontinuity of a dielectric constant at the particle surface was investigated. The magnitude of the staircasing approximation of particle shape on a Cartesian grid is inversely proportional to the ratio of the grid size to the particle dimension. For a small size parameter, the staircasing effect is substantially large. We have illustrated that the inverted Maxwell-Garnett rule is the most effective in reducing the staircasing effect. With an increase in the size parameter, the staircasing effect decreases, and the method that one uses to evaluate the mean permittivity becomes less important. We also investigated the effect of the discontinuity of permittivity at the interface of free space and the particle medium that exists regardless of the pseudoparticle shape defined in the Cartesian grid. This effect must be properly accounted for because the electromagnetic boundary condition implied in the computation of the near field essentially depends on the permittivity at the surface cell edges. Numerical results have revealed that the effective permittivity given by the average of the permittivity values of four adjacent cells can substantially reduce the discontinuity effect.
We applied the improved FDTD code to the study of light scattering by nonspherical aerosols. We constructed convex and concave particle shapes to resemble dust and some irregular aerosols and carried out calculations of phase function and linear polarization patterns. Comparisons with results computed from the T matrix for spheroids and the Mie theory for spheres were made. We showed that substantial differences occur, particularly in backscattering directions. Finally, we found that the theoretical phase function computed for the convex and concave particles is in reasonably good agreement with available microwave analog experimental results.
