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Resumen
En este trabajo se estudia el problema de la búsqueda de expresiones
de los errores en la interpolación. Se determina una forma general de
expresar el error y se ilustra su aplicación en distintos tipos de funciones
de interpolación en ]Ry en ]Rn.
Consideremos los nodos XO,X1,'" ,Xn del eje real y los valores f(xo), f(X1),""
f (xn) de la función f (x). Sea dada una familia de funciones <.po,<.p1,... , <.pn
linealmente independientes. El problema de la interpolación consiste en cons-
truir una función <.p( x) de la forma
n
<.p(x) =L ai<.pi(x)
i=O
que aproxime a f(x) bajo el criterio de que
f(Xi) = <.p(Xi), i = 0,1, ... ,n.
Este sistema de ecuaciones lineales lo podemos escribir en la forma
ao<.po(xo) + a1<.p1(xo) + + an<.pn(XO) = f(xo),
ao<.po(x1) + a1<.p1(x1) + + an<.pn(X1) = f(X1),
Este sistema de ecuaciones tiene solución única si el determinante de su matriz
es diferente de cero. La matriz del sistema (3) tiene la forma
[
'Po(xo) 'PI (xo) .
'PO(XI) 'PI (Xl) .
· .· .· .
'PO(Xn) 'PI(Xn)
'Pn(XO) ]
'Pn(XI)
'Pn(Xn)
Sea D el el determinante de esta matriz; entonces, resolviendo por Cramer,
tendremos que la solución del sistema .(3) se determina por las ecuaciones
Di . O 1 2ai = D' Z = , , ,...,n,
donde Di es el determinante de la matriz (4) con la columna i-ésima sustituida
por la columna de términos independJientes del sistema (3).
Sea E(x) = f(x) -'P(x) el error de la interpolación. En [1] se da una expresión
del error para la interpolación general de la forma
L (f) - W['Po, 'Pl, ... , 'Pn, fJ.n+l - W[ ] ,'Po, 'PI, ... , 'Pn
W['PO,'PI, ... ,'Pn,] es el Wronskiano de las funciones 'PO,'PI, ... ,'Pn; h(x) =
/: K(X,8)d8;
'PO(S) 'PI (8) 'Pn(8 )
'P~l) (8) 'PP\8) 'P~l) (8)
K(x, 8) = W-l ['PO(8), 'PI (8), ... , 'Pn(S)]
(n-l\ ) (n-l) ( ) (n-l) ( )'Po 8 'PI 8 'Pn 8
'PO(X) 'PI (x) 'Pn(X)
E(x) = A~),
f(x) cpo(x) CPl (X)
f(xo) cpo(xo) CPl(XO)
A(x) = f(xI) CPO(Xl) CPl(Xl)
CPn(X)
CPn(XO)
CPn(Xl)
Demostración. Desarrollando A(x) por menores de la primera fila tenemos
que A(x) = f(x)D-Docpo(x) -D1CPl(X) ... -DnCPn(x), de donde resulta (7) .•
Teorema 1 Si las funciones f(x), 'Po(x), CPl (x), ... , CPn(x) tienen derivadas
hasta el orden n - 1, entonces el ermr se puede expresar en la forma
W(x)A(n+1) (e)
E(x) = (n + 1)!D '
donde W(x) = (x - xo)(x - Xl)"'(X ~ xn).
7jJ(z) = fez) - cp(z) - ~~;~ [f(x) - cp(x)J ;
como 7jJ(x) = OY 7jJ(Xi) = O para i = 0,1,2, ... , n, entonces 7jJ(z) tiene n + 2
raíces; por el teorema generalizado de Ralle existe un punto e en el cual
w(n+l)(~)
f(n+l)(e) - cp(n+1) (e) - W(x)'" [f(x) - cp(x)] = O,
f(n+1) (e) - cp(n+1) (e) - (7v~:)'[j(x) - cp(x)J - O,
E(n+l)({) - (~~:tE(x) O;
W(x)E(n+l)(O
E(x) = (n + 1)! '
de donde se obtiene (9) teniendo en cuenta (7) .•
3. Interpolación polinomial en una variable
Tomando como funciones base la familia <Pi(X) = Xi, i = 0,1, ... ,n, podemos
hallar el polinomio de interpolación que aproxima a f(x), el cual se puede
expresar en la forma de Lagrange,
n k-l
Nn(x) = f(xo) +L11(x - xi)f[xo, Xl, ... ,Xk], (11)
k=li=O
n
w(x) = II(x - Xk)
k=O
y f[XQ,Xl, ..... ,Xk] es la diferencia dividida de f(x) en los nodos XQ,Xl,'" ,Xk.
Para la interpolación polinomial son conocidas diversas expresiones del término
residual; las más conocidas son [1, 2. 3]:
E(x) = w(x) f(n+l) (e)
(n + 1)!
E(x) = w(X).f[Xo, Xl , ... ,xn].
Otras expresiones también son [2]:
il lti ltTt ( n )E(x) = w(x) dtl dt2'" x + Ltk+l(Xk - Xk-l) dtn+l• Q o Q k=O
E x = w(x) 1 f(z) dz
() 27ri.1 (z-x)w(z) ,
donde X-I = X, Z es una variable compleja y 1 es una curva cerrada que
contiene en su interior a los nodos xo, XI, ... , Xn.
De acuerdo al lema, para la interpolación polinomial tenemos que
f(x) 1 X x2 xn
f(xo) 1 Xo x2 xno o
A(x) = f(XI) 1 Xl x
2 xn (17)l l
f(xn) 1 Xn x2 xnn n
y D en este caso es el determinante de Vandermonde
1 X x2 xn
1 Xo x2 xno o
D= 1 Xl x2 xnl l
1 Xn x2 xnn n
por lo que E(X) = A};"). De aquí se deduce fácilmente la expresión (13)
desarrollando A(X) por menores de la primera columna. Para el análisis del
error también se puede usar (9), de la cual se deduce (13) .
Consideremos la interpolación polinomial n-dimensional tomemos como base
a {<fJk(X)}, que son monomios de la forma xCI<= xf1x22 ••• x~n, siendo su grado
igual a lal = al + a2 + .. ,+ an (ak ~ O). Tomemos N diferentes puntos de
]Rn x(1), x(2), ... , x(N) y analicemos el problema de construir el polinomio de
grado m de la forma
M
Pm(x) =L bi<fJi(X),
i=l
donde <fJk(X) es un monomio de grado menor o igual que m. La cantidad de
monomios de grado menor o igual a rn es M = M(m, n) = (mt~)!. De acuerdom.n.
con [4], para construir el polinomio de interpolación es necesario que se cumpla
que N = M = M(m, n) y que el determinante del sistema
NPm(X) =L Li(x)f(x(i»),
i=l
ipl (X)
ipl (x(l»)
ipl (X(2»)
'f'2(X)
CP2(X(l»)
CP2(X(2»)
ipN(X)
ipN(X(l»)
ipN(X(2»)
Aplicando el lema, no es difícil darse cuenta de que el error E(x) se define por
(7) con A(x) como está dado en (8), es decir,
f(x)
f(x(1»)
A(x) = f(x(2»)
ipl (x)
ipl (x(l»)
ipl (x(2»)
ip2(X)
ip2(x(1»)
ip2(x(2»)
ipN(X)
ipN(x(l»)
ipN(x(2»)
siendo D el determinante formado sin la primera fila y sin la primera columna
de la matriz A(x).
Consideremos ahora el problema de construir una función de interpolación
ip( x) de la función f (x) en los nadas xo, Xl, , xn con la exigencia de que
ip(k)(Xi) = f(k) (Xi), i = 0,1, ,nj k = 0,1, ... ,li,
que como se aprecia, definen lo+ll + ... +ln =N +1 condiciones. Por supuesto
que ip(x) tiene la forma
N
ip(x) = L G¿ipi(X),
i=O
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la cual está definida por N + 1 parámetros c¡. Aplicando el lema tenemos
entonces que el error se define por (7) con A(x) tomando la forma
¡(x) <Po(x) <PI (x) <P2(X) <PN(X)
¡(xo) <Po(xo) <PleXO) <P2(XO) <PN(XO)
¡(l) (xo) <p~l) (xo) <plI) (:1:0) <p~l)(x) <p~) (xo)
¡(lo) (xo) <pgo)(xo) <pllo) (xo) <p~o)(xo) <p<):)(xo)
¡(Xl) <PO(Xl) <PI(Xr) <P2(Xl) <PN(XI)
¡(l) (Xl) <p~l)(xI) <pP) (Xl) <p~l) (Xl) <PW(XI)
¡(11) (Xl) <p~l¡)(Xo) <plll) (Xo) <p~ll)(XO) <p~¡)(XI)
¡(xn) <Po(XO) <PI (Xü) <P2(XO) <PN(Xr)
¡(l) (Xn) <p~l) (XO) <pP) (xO) <p~l) (XO) <p~)(XI)
¡(In) (Xl) <pgn) (XO) <plln\Xl) (In) ( ) <p~l)(Xl)<P2 Xl
siendo D el determinante que resulta de eliminar la primera fila y la primera
columna. Si las funciones ¡(x),<pO(X),<Pl(X), ... " <PN(X) cumplen las condicio-
nes del teorema, entonces el error también toma la forma (9) ,
l1/(X)AN+l(~)
E(x) = (N + l)!D '
n
W(x) = TI (x - xktk+l.
k=O
Ahora analicemos los procesos de aproximación en general, en los cuales se
tiene una función ¡(x) que se quiere aproximar por <p(x). Tenemos entonces
que
n
¡(x) ::::::<p(x) =L Qk<Pk(X)j
k=O
los coeficientes Qk se hallan como la solución de un sistema de ecuaciones que
podemos representar el la forma
donde V es una matriz cuadrada de orden (n+ 1), Q es el vector incógnita o de
los coeficientes Qk, k = 0,1, ...,n y d es el vector de términos independientes
dk, k = 0,1, ... ,n. Por un razonamiento análogo al realizado en el lema,
podemos expresar el error en la forma
A(x)
E(x) = f(x) - (x) = J)"'
donde D es el determinante de V y A(x) tiene la forma
'Po (x)
Voo
'U1Q
La forma del error dada en el lema es más general que las restantes que hemos
mencionado, pues estas son casos particulares de la misma. Además, se puede
aplicar a la interpolación en espacios n-dimensionales. El uso de determinantes
funcionales en la interpolación hace el tratamiento más simple. Por otro lado se
presenta una herramienta para el análisis del error en procesos de aproximación
en general.
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