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APOLLO EXPERIENCE REPORT 
FLIGHT INSTRUMENTATION CALIBRATION 
B y  J .  F. DeMoss 
Manned Spacecraft Center 
SUMMARY 
Three types of instrumentation-calibration data were used for minimizing e r r o r s  
in data accruing from Apollo spacecraft instrumentation systems. The type usually 
specified was unique to individual instrumentation components and was termed conven- 
tional. Mean-standard-calibration data were used for  most command-service module 
test and checkout purposes during the latter stages of the program. Advantages in  the 
use  of standard-calibration data were later recognized, and this type was  permitted by 
lunar module instrumentation specifications to minimize the use of conventional- 
calibration data. It is concluded that the use of standard-calibration data is preferable 
fo r  most applications; however, the requirement for  the use of conventional- calibration 
data for  critical measurements may never be eliminated. 
INTRODUCTION 
Instrumentation systems sense such physical conditions as the pressure in  a fuel 
tank, the acceleration of a mass, o r  the mass flow of a moving fluid, and the systems 
represent them as numerical values. When using instrumentation system data, the an- 
alyst  is concerned with how closely the measured values represent the actual values. 
Ideally, the output of the measurement system should be directly proportional to the in- 
put and in the same units. This condition was seldom achieved, however, because of 
e r r o r s  associated with the measurement of the physical stimuli and the conversion of 
the measurements to electrical signals. Therefore, calibration data were required to 
convert the numerical values into usable units that could be interpreted by the analyst. 
The instrumentation e r r o r  was normally determined by comparing the measured value 
to the same measurement made with an established and accepted measurement system. 
The t e rms  and accuracy of the calibration data provided had to be compatible with the 
requirements of the analyst when interpreting test results. 
TYPES OF INSTRUMENTATION SYSTEMS 
A simple form of an instrumentation system is a meter that is read directly in 
the units of the measured stimulus. This kind of system requires minimal calibration 
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data. Complex instrumentation systems 
consist of several components, including 
a transmission system, and require 
more comprehensive calibration data so 
that the e r ro r s  a r e  determined and the 
correct  compensation is applied. Cali- 
curve, compare the output of the in- 
strumentation system with the measured 
values. For a simple meter display, the 2 4c 
curve would show actual data compared 
with indicated data (fig. 1). 
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The procurement of Apollo instru- Indicated value 
mentation components was  based on a 
nominal instrumentation range that could Figure 1. - Simple calibration curve. 
determine system status and perform- 
ance. The accuracy of each Apollo in- 
strumentation measurement for flight evaluation was obtained by a root- sum-square 
summation of the allowable system-component e r ro r s .  These e r r o r s  were separated 
basically into random e r r o r s  and systematic o r  repeatable e r rors .  Instrumentation 
e r r o r s  were also influenced by environmental conditions; however, for brevity, only 
systematic e r r o r s  at ambient conditions will be discussed in detail. Other e r r o r s  
were considered in qualifying instrumentation and in defining overall accuracy. 
A calibration curve that illustrates 
various types of e r r o r s  is shown in fig- 
ure  2, in which the data points from a 
number of calibration tes ts  are repre- 
sented by X's. A faired curve that best 
fits the data points is a mean-calibration 
curve. Boundary lines drawn through 
the outer data points define the random- 
e r r o r  band, and the outermost dashed 
lines show the boundaries of the specified- 
e r r o r  band. The offset of the mean- 
calibration curve from the ideal- calibration 
curve is the systematic e r ror .  The sys- 
tematic e r ror  may be a constant bias o r  
may vary in magnitude throughout the 
measurement range. The important points 
a r e  that the e r r o r  is repeatable and that 
the instrumentation-calibration data com- 
pensate for the error .  
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Figure 2. - Random and systematic 
e r ro r s .  
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Instrumentation accuracy was improved in two different ways: through better 
quality hardware and through repeated calibration of instrumentation components. How- 
ever, a point was soon reached at which it w a s  necessary to compromise to provide 
calibrations that best served the purpose within the practical limitations of cost and 
scheduling. In addition, the e r r o r  magnitude was related to the design state of the art 
of measurement sensors and of signal-conditioning equipment. 
CONVENTIONAL-CALI BRATION DATA 
Individual-component calibration was required by procurement specifications for 
the Saturn launch vehicle and the command and service module (CSM). The type of 
calibration data usually specified for Apollo instrumentation systems was  individual- 
component data and was, therefore, defined as conventional-calibration data. Apollo 
scientific equipment also generally required the use of conventional-calibration data. 
The specified instrumentation range w a s  equal to or  greater than that required 
to determine system performance. Actual component-calibration data were used to 
eliminate systematic e r rors ,  thereby improving the accuracy of the measurement. 
For  linear curves, end points were determined for the specific transducer, and a 
straight line was drawn between them. The maximum allowable deviation from this 
line was defined by the transducer specification. The data points for each specific 
transducer taken during testing were used to produce conventional- calibration curves. 
Systematic e r r o r s  were verified by using actual data from vendor acceptance and veri- 
fication testing. All these tests were conducted under ambient pressure and tempera- 
ture  conditions. 
Each component was calibrated 
throughout its operational range in incre- 
ments of 10 o r  20 percent. The results of 
two tests that were conducted over the full 
tu res  are shown in figure 3, in which va- 
rious components of instrumentation 
e r r o r  are exaggerated. The number of 
data points for  each instrumentation sen- 
sor var ies  with the instrumentation type 
and the ease of calibration. For example, 
it was easier  to calibrate a spacecraft- 
cabin temperature sensor than a cryogenic- 
helium-tank temperature sensor because 
the la t ter  data points ranged from -425" 
to -200" F, and sensor characteristics 
change at these low temperatures. When 
multiple calibration curves were supplied 
and annotated in t e rms  of the secondary 
normally a function of the environmental 
conditions; temperature was the most 
common variable. (exaggerated). 
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range of the sensor at ambient tempera- First increasing 
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off-ambient calibrations were conducted, calibration 
Variation i n  repeatability 
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Figure 3. - Calibration e r r o r s  
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Ehcerpts from Apollo CSM instrumentation-component specifications are in- 
cluded i n  this report to demonstrate how conventional-calibration data were specified. 
The following pressure-transducer specification MC 449- 0005 (dated May 11, 1964, 
and revised February 12, 1968) is presented as an example. 
3.3 PERFORMANCE 
3.3.10 Output Voltage. - The output voltage shall be zero volts (plus 0.15 volts, 
minus 0 volts) to 5.0 volts (plus 0 volts, minus 0.15 volts) dc floating and di- 
rectly proportional to the specified pressure range. The output noise shall not 
exceed 10 millivolts peak-to-peak to 10 000 cps. 
3.3.14 Long-Term Stability. - Combined sensitivity and long-term zero drift 
under continuous operation for 360 hours, at any point within the specified pres- 
sure range, shall be less than plus o r  minus 0.5 percent of full scale. For  in- 
termittent operation over a period of 90 days, the above drift  shall be less than 
plus or minus 1.0 percent full scale. 
3.3.15 Hysteresis. - Maximum hysteresis shall not exceed plus o r  minus 
0.15 percent of full scale. 
3.3.16 Repeatability. - Repeatability e r r o r  shall not exceed plus o r  minus 
0.1 percent full scale. 
3.3.18 Error  Band. - The algebraic sum of the total combined e r r o r s  from 
hysteresis, linearity, repeatability, regulation, and all environmental param- 
eters shall not exceed 4.5 percent full scale. 
(End of specification) 
In an interpretation of these specifications, the e r r o r  bands in figure 4 a r e  3 per- 
cent of full scale for the end-point tolerance and 4. 5 percent for the specified-error 
band. The instrumentation-component-procurement acceptance test  required that two 
calibration tests, each consisting of 11 data points, be provided over the instrumenta- 
tion range. These test data confirmed acceptable performance and provided 
conventional- calibration data points. 
These data points were then used to generate calibration-curve expressions for  
data processing. Using x for the independent variable (instrumentation output) and 
y for  the dependent variable (engineering units), the polynomial expression f o r  the 
calibration curve is 
2 n y = a O + 3 x + a $  +... + a x  n 
For  a linear curve, the data end points established a straight-line curve expressed by 
the polynomial 
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Here, the constant a. establishes a bias and al establishes a slope. These data 
points were tested to establish whether the variance from a straight line was equal to 
o r  less than 0.5 percent. If the variance was less than 0.5 percent, a straight line 
was used. A polynomial approximation curve was fitted through the calibrated data 
points when the variance was greater than 0.5 percent. This curve was based on an 
orthogonal polynomial least- squares fit. A second- through fifth-order polynomial 
was tried, and the residuals of each order were established. The proper polynomial 
was then selected on the basis of a statistical test to establish the best fit (F-ratio test 
of 1-percent significance). The selected polynomial was  compared with the test- 
I 
I calibration data to ensure that the variance did not exceed 0.8 percent. 
If a curve exceeded the 0.8-percent criterion, a piecewise linear fit was then 
used. This type of curve is shown in figure 5. The curve is produced by vectoring a 
line between calibration data points. This type of data fit was used for vehicle testing 
with the Apollo acceptance checkout equipment. The number of acceptance-checkout- 
equipment input data points was held to six (20-percent increments) because of equip- 
ment limitations. Additional data points (as many as 14) were used with special 
equipment modifications. 
Data processed in support of mission control and postmission data evaluation 
used a polynomial fit whenever possible. A limited number of measurements could 
not be fitted to a polynomial. These measurements were expressed as piecewise fits 
and were the least accurate. 
Specified-error band 
ictual -error band 
Ideal curve- % 
1 J 
5 
System output, V 
Figure 4. - System calibration curve. 
System output, percent 
Figure 5. - Vector- and polynomial- 
curve-fit comparison. 
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Conventional-calibration data were used for  preflight test  and checkout operations 
at the launch site, at mission control, and during postmission-evaluation data process- 
ing. The data-presentation technique is shown in figure 6 and table I. The calibration 
curve (fig. 6) includes information concerning the measurement identification, title, 
equation coefficients, and acceptance-checkout-equipment data points that were used. 
This presentation indicates the general curve characteristic (nonlinearity) and is also 
used for approximate scaling of strip-chart recordings and meter displays. The 
digital-to-analog conversion for  each telemetry count value is shown in table I. This 
tabulation provides specific engineering-unit values and indicates the resolution capa- 
bility of the instrumentation system. 
Figure 6. - Typical calibration data used f o r  mission-evaluation data analysis. 
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MEAN-STANDAR D -CAL I BRAT I ON DATA 
Mean-standard-calibration data are derived from a statistical sampling of 
conventional- calibration data. The use of mean- standard- calibration data simplified 
the test and checkout of each vehicle because individual instrumentation records were 
not required. Replacement of hardware did not require the suspension of testing for  
the specific purpose of updating calibration data. The time and effort required for  
calibration updating and data-processing verification were usually greater than the 
time and effort required for actual component replacement. 
Mean-standard-calibration data were derived for  each specific type of hardware 
contained within each measurement system. Data points were compiled and combined 
statistically by a computer to obtain the calibration-data curve. As additional instru- 
mentation was  procured, these data samples were used to update the mean-calibration 
data. Though use of mean-standard-calibration data reduces test and checkout time, 
additional computer programing and data-processing time are required. If large num- 
bers of components are involved, the resulting mean standard curve will approach the 
specification curve. In that case, the interim step of generating mean data should be 
avoided because of the expense. 
The use  of mean- standard-calibration data relieved the computer updating prob- 
lem for  test and checkout during initial vehicle buildup, when the incidence of instru- 
mentation failure was highest. As more vehicles were fabricated, the instrumentation 
installation and test  procedures were improved, resulting in a decreased instrumentation- 
component failure rate. Computer updates became less frequent, and mean-standard- 
calibration data were no longer desirable. 
Mean-standard-calibration data were used for factory checkout of analog meas- 
urements on the CSM on which the tolerance band (nominally ? 5 percent) was not 
critical. For those few critical measurements, such as the amounts of consumables 
and flow rates, conventional- calibration data were used. 
STANDARD-CALI BRATION DATA 
The procurement of instrumentation components for the lunar module (LM) was 
made to minimize o r  eliminate individual- component calibration data. This effort was 
achieved by instrumentation-component specifications that specified a greater accuracy 
of data end points and greater linearity of instrumentation-component performance. 
The use of standard-calibration data was based on the assumption that the e r r o r s  
associated with a measurement are all random e r ro r s .  Standard calibration was de- 
fined in the instrumentation hardware specification by a curve that connected the zero 
and full-scale points. The calibration was bounded by a specified-error band that was 
derived by a root- sum-square calculation of the typical sensor and signal-conditioner 
e r rors .  Test data were not used in these calibrations and correction for systematic 
e r r o r s  was not made. 
8 
The following excerpt from the LM instrumentation component specification in- 
I dicates how standard- calibration data were obtained. The example used is pressure- 
transducer specification LSP-360-624A (dated April 25, 1966, and revised May 5, 1967). 
3 .3  PERFORMANCE 
3.3.4 Signal Output Requirements. - 
(a) Form and Mode. - The signal output shall be an analog voltage, uni- 
polar and ungrounded. The magnitude shall vary between zero (0) and 
five (5) Vdc and shall be directly proportional to the pressure over the 
range and within the accuracy specified. 
(b) Ripple and Noise. - The internally generated ripple and noise content 
of the output shall not exceed 5 millivolts peak-to-peak into a load of 
1 megohm or  greater. 
(c) Noise Feedback. - The ripple o r  noise feedback into the primary 
power source shall not be greater than 1 0  millivolts peak-to-peak meas- 
ured across  a network consisting of a 0.5-ohm resistance in ser ies  with 
a 20-microhenries inductor over a frequency range of 20 cps to 1 5  KC/s. 
3.3.5 Theoretical Curve. - The theoretical curve used to determine the magni- 
tude of e r r o r s  shall be a straight line terminated by 0.000 volts and +5.000 volts 
and shall be directly proportional to the pressure from 0.0 percent to 100.0 per- 
cent of the measurand. Any deviation from this theoretical straight line is the 
unit output e r ror .  
3. 3.6 Static E r ro r  Band. - Any data point shall not be greater than the percent 
of full scale as specified from a corresponding parameter point on the theoretical 
curve and shall include the effects of linearity, hysteresis, repeatability, excita- 
tion regulation, and end points. The static e r r o r  band shall be determined a t  the 
standard ambient conditions specified herein. 
3.3.7 Total E r ro r  Band (Dynamic Error  Band). - The total e r ro r  band shall 
include all deviations from the theoretical curve due to environment, electrical 
characteristics, unit performance, and any other requirements stated herein 
that would contribute to the e r r o r s  in the unit. Any data point shall not be greater 
than the percent of full scale specified from its corresponding parameter point 
on the theoretical curve. 
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ACCURACY SPECIFICATION 
Contractor Part Number 
LSC360- 624- 207 
LSC360-624-205 
LSC 360- 624- 203 
LSC 360-624-1 07 
LSC 360- 624-1 05 
LSC 36 0- 624- 2 01 
LSC 360- 624- 209 
LSC360-624-103 
LSC360-624-101 
LSC 360- 624-1 
LSC360-624- 3 
Static E r ro r  Band 
(3. 3.6) 
+1.5% FS 
+1.5% FS 
+1.25% FS 
*l.O% FS 
+l.O% FS 
+l.O% FS 
+l.O% FS 
+l.O% FS 
+l.O% FS 
+l. 0% 
+l. 0% 
Total Error Band 
(3. 3.7) 
-12.5% FS 
+2.5% FS 
+2.0% FS 
+1.8% FS 
+1.8% FS 
~1.8% FS 
+1.8% FS 
+1.8% FS 
~1.8% FS 
f 2.0% (0-200" F) 
+ 2.0% (0-200" F) 
(End of specification) 
In a comparison of standard-calibration data with conventional-calibration data 
(fig. 4), the end-point tolerance is zero and the specified-error band is the total e r ror .  
The use of standard-calibration data offered two advantages. First, very little 
calibration-data updating was required. During the vehicle test cycle, any component 
in the instrument system (sensor o r  signal conditioner) could be replaced with a like 
component and no calibration change was required. The second advantage benefited 
the analyst. Because numerous standard calibrations were straight lines, the instru- 
mentation output was  directly proportional to the input over the full-scale range of the 
measurement. The analyst made simple, direct  conversions from percent of full-scale 
output to engineering units. For  example, if  a measurement with a range of 0 to 
500 psia indicated 10-percent deflection on a meter or  s t r ip  chart, the corresponding 
engineering-unit value was 50 psia. 
The disadvantage of using standard-calibration data is that no corrections a r e  
made to the measurement output for systematic e r ror .  When actual test-calibration 
data were compared with standard-calibration data fo r  a representative sample of 
measurements, the systematic e r r o r s  were usually less than 1 percent. 
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Because of the advantages previously discussed, standard-calibration data were 
used for the majority of LM measurements. However, certain LM measurements re- 
quired correction for systematic e r ro r s  because of the need to achieve the greatest 
degree of obtainable accuracy for mission-evaluation purposes (for example, measure- 
ments used to calculate critical systems performance or determine consumables 
status). These components were individually calibrated and conventional calibration 
data provided. 
CONCLUDING REMARKS 
The use of standard-calibration data is preferable to the use of mean-standard- 
and conventional-calibration data for most applications. The effective use of standard- 
calibration data, however, may be achieved only when the instrumentation procurement 
specifications a r e  designed to require standard-calibration data. When requirements 
of this type a r e  levied, the procurement cost will be greater, but the overall program 
cost may be l e s s  because of the reduced data-processing requirements. Mean- 
standard-calibration data offer no advantage over standard-calibration data. The re- 
quirement for the use of conventional-calibration data for a critical measurement may 
never be eliminated, but the number of applications can be minimized. Scientific and 
experimental equipment will still require the use of conventional- calibration data be- 
cause of the limited number of such equipment, the high degree of accuracy required, 
and peculiar design characteristics. 
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