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ABSTRACT
We simulate the performance of a new type of instrument, a Superconducting Multi-Object Spectro-
graph (SuperMOS), that uses Microwave Kinetic Inductance Detectors (MKIDs). MKIDs, a new de-
tector technology, feature good QE in the UVOIR, can count individual photons with microsecond tim-
ing accuracy and, like X-ray calorimeters, determine their energy to several percent. The performance
of Giga-z, a SuperMOS designed for wide field imaging follow-up observations, is evaluated using
simulated observations of the COSMOS mock catalog with an array of 100,000 R423 nm=E/∆E=30
MKID pixels. We compare our results against a simultaneous simulation of LSST observations. In
three years on a dedicated 4m-class telescope, Giga-z could observe ≈ 2 billion galaxies, yielding a low
resolution spectral energy distribution (SED) spanning 350 - 1350nm for each; 1000 times the number
measured with any currently proposed LSST spectroscopic follow-up, at a fraction of the cost and
time. Giga-z would provide redshifts for galaxies up to z≈ 6 with magnitudes mi. 25, with accuracy
σ∆z/(1+z)≈ 0.03 for the whole sample, and σ∆z/(1+z)≈ 0.007 for a select subset. We also find catas-
trophic failure rates and biases that are consistently lower than for LSST. The added constraint on
Dark Energy parameters for WL+CMB by Giga-z using the FoMSWG default model is equivalent
to multiplying the LSST Fisher matrix by a factor of α=1.27 (wp), 1.53 (wa), or 1.98 (∆γ). This is
equivalent to multiplying both the LSST coverage area and the training sets by α, and reducing all
systematics by a factor of 1/
√
α, advantages that are robust to even more extreme models of intrinsic
alignment.
Subject headings: dark energy – galaxies: surveys – instrumentation: detectors – photometric redshift
– weak lensing
1. INTRODUCTION
The accelerated expansion of the Universe
(Perlmutter et al. 1999; Riess et al. 1998) is commonly
attributed to a negative pressure component dubbed
Dark Energy, making up approximately 73% of the en-
ergy content of the Universe (Komatsu et al. 2011). The
nature of Dark Energy remains a mystery, though it can
be probed through its effect on the growth of structure
over cosmic time. As a result, the experiments aimed at
understanding Dark Energy are quickly growing in num-
ber. Galaxy surveys to map large scale structure and
probe cosmology are becoming increasingly ambitious –
both in terms of the cosmological volumes they probe,
as well as in the development of technological advances
necessary for more precise and efficient measurement
of galaxy spectral energy distributions (SEDs). For
example, the Large Synoptic Survey Telescope (LSST;
LSST Science Collaboration 2009) plans to image ≈ 10
billion galaxies to mi< 26.5 with data in the u, g, r, i, z, y
photometric bands over ≈ 20,000deg2 of the Southern
sky. Similar current and future wide field imaging
experiments include the Dark Energy Survey (DES;
The Dark Energy Survey Collaboration 2005), EUCLID
(Amiaux et al. 2012), and KIDS (de Jong et al. 2012).
Traditionally, sources selected by color and/or magni-
tude from initial imaging data in a handful of frequency
bands were followed up with conventional dispersed
spectrographs in order to obtain accurate redshifts.
However, in the coming data rich era, this approach
is not possible. Even the largest planned fiber-fed
multi-object spectrographs cannot hope to follow up
even 1% of the LSST catalog (Schlegel et al. 2011).
One of the most important LSST science goals uses in-
dependent probes to measure the effect of Dark Energy:
weak gravitational lensing (WL), Baryon Acoustic Os-
cillations (BAOs) and galaxy clusters (Weinberg et al.
2012, and references therein). All of these techniques,
however, rely on the precise determination of redshifts for
as many galaxies and quasars as possible (Peacock et al.
2006), most of which will be faint given the steeply
rising number counts towards fainter magnitudes (e.g.,
Smail et al. 1995). Redshifts estimated from galaxy col-
ors in a handful of broad bands have significant problems
(Ben´ıtez et al. 2009b; Hildebrandt et al. 2010) since pho-
tometric accuracy depends on spectral coverage, resolu-
tion and signal-to-noise (S/N). The biases and the high
catastrophic failure rates that result from redshift de-
termination using standard photometry add significant
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errors to the Dark Energy measurements (Wang et al.
2010; Bernstein & Huterer 2010; Hearin et al. 2010).
This naturally leads away from broad band imaging to-
wards massively multiplexed low resolution spectroscopy
or spectrophotometry.
We consider a new instrument and survey, Giga-z, that
will take low resolution spectra and find the redshifts
of two billion objects in the LSST field down to . 25th
magnitude in i band. This survey, when combined with
LSST imaging, will enable unique galaxy science. Giga-z
is made possible by optical through near-IR Microwave
Kinetic Inductance Detectors (MKIDs; Day et al. 2003),
a low temperature detector (LTD) developed at UCSB
that can detect the energy and arrival time of each in-
coming photon without the use of bandpass filters or dis-
persive optics (Mazin et al. 2012). MKIDs, described in
Section 2, are nearly ideal, noiseless photon detectors, as
they do not suffer from read noise or dark current, and
have nearly perfect cosmic ray rejection. In Giga-z, de-
scribed in Section 3, MKIDs will be used in a configura-
tion similar to a conventional multi-object spectrograph,
but without the use of a wavelength dispersive element.
Giga-z could be on the sky by 2020, and with 3 years on
a 4-m telescope could improve on the LSST constraints
for w, the Dark Energy equation of state parameter, and
wa, its evolution, and in conjunction with LSST map
the distribution of Dark Matter (e.g., Bacon et al. 2005;
Kitching et al. 2007).
The rest of this paper is organized as follows. Section
4 explains the development of mock catalogs from sim-
ulated observations for both LSST and Giga-z. Section
5 describes the redshift estimation, and compares results
for the two experiments, as well as a summary of statis-
tics for current or planned survey projects with similar
science goals. We explore Dark Energy parameter con-
straints in Section 6, and conclude in Section 7.
2. MICROWAVE KINETIC INDUCTANCE
DETECTORS
Large formats, high quantum efficiency, and low read-
out noise make semiconductor detectors the most popu-
lar type of detector used in the optical and near-IR wave-
length regime. However, thermal noise from their high
(≈ 100K) operating temperatures and the semiconduc-
tor band gap place fundamental limits. Reducing gap
parameters by a factor of a thousand can be achieved
with cryogenic superconducting detectors, operating at
around 100mK. A superconducting detector can count
single photons with no false counts while determining
the energy (to a few percent) and arrival time (to roughly
1µs) of the incoming photon. Since the photon energy is
always much greater than the gap energy, much broader
wavelength coverage is possible, enabling observations at
infrared wavelengths that are vital to understanding the
high redshift universe.
A cryogenic detector technology with sensitivity and
ease of multiplexing initially demonstrated at millimeter
wavelengths (Roesch et al. 2010; Schlaerth et al. 2010)
are MKIDs (Day et al. 2003). Intrinsic frequency do-
main multiplexing allows thousands of pixels to be read
out over a single microwave cable (McHugh et al. 2012).
They can count individual photons with no false counts
and determine the energy and arrival time of every pho-
ton with good quantum efficiency (Mazin et al. 2012).
Their physical pixel size and maximum count rate are
well matched with large telescopes. These capabilities
enable powerful new astrophysical instruments usable
from the ground and space. The MKIDs described here
are sensitive to 0.1–5µm wavelength radiation (with cut-
offs imposed by the sky count rate and the properties of
the materials being used) but are optimized for near in-
frared (nIR) and optical wavelengths (350–1350nm).
The ARray Camera for Optical to Near-IR Spec-
trophotometry (ARCONS) is the first ever optical/nIR
MKID camera. It was commissioned in July, 2011
at the Palomar 200 inch telescope and as of Decem-
ber 2012, has now observed over a combined 24 nights
on the Lick and Palomar telescopes (Mazin et al. 2010;
O’Brien et al. 2012; Mazin et al. 2013). Some of the sci-
ence targets observed include interacting binaries (AM
Cvns, LMXBs, short period eclipsing sources), QSOs
(for low resolution redshift measurements), supernovae
(Type Ia and Type II) and the Crab pulsar. ARCONS,
representing the current state of optical MKIDs, houses
a 2,024 detector array (Figure 1), making it the largest
optical/UV camera based on low temperature detectors
by an order of magnitude.
Fig. 1.— A photograph of the new ARCONS 2,024 pixel MKID
array mounted into a microwave package. Signals are read out
along 2 coaxial cables connected to the ports at each side of the
box.
The energy resolution of the devices, R (=E/∆E), cur-
rently about 20 at 254nm (or about 12 at 423nm),
can reasonably be expected to continue to improve to-
wards the theoretical limit of 150 at 254nm over the
next several years as designs and materials evolve. Fur-
thermore, the parallel technologies of infrared-blocking
filters, broadband antireflection coatings, and detector
quantum efficiency continue to develop, which will in-
crease the performance of ARCONS and Giga-z.
3. THE GIGA-Z EXPERIMENT
Conventional multi-object spectrographs employ a
mask inserted at the focal plane to pass light from targets
through the slits (or apertures), blocking background sky
and other nearby source photons to reduce sky noise and
contamination. A dispersive element such as a diffrac-
tion grating or prism then spreads the light as a function
of wavelength on a detector.
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The SuperMOS concept uses the same mask-based
approach to reduce sky background and contamination
from other sources, but uses the intrinsic energy resolv-
ing capability of each MKID detector to measure the
spectrum. Since each MKID pixel provides spectral in-
formation the focal plane is used much more efficiently,
yielding a simple and compact system. A very simple im-
plementation for Giga-z is shown in Figure 2, envisioned
as an instrument for the Cassegrain or Naysmith focus
of a dedicated 4m class telescope.
❋r♦ t ✁✂t✄☎
❆✆✝
❚❡✞❡✟☎♦✂❡ ✠r✄✐✡r②
☛☞✌✍✎ ✏✎✍❧✑ ✒✍❛✓
❉✑✔✍✕ ✖❧✗✕✍❧✌✑❲✘❧✙☞✔
■✚ ✛✎☞✌✓✘❧✜❲✘❧✙☞✔❛
✒✘✌✕☞✎✑❧❛ ✢✕✕✍✣
✒▼■❉ ☛☞✌✍✎ ✏✎✍❧✑
✚✑✘✤✍✜✘❧✜ ✥✦✗✘✌❛
Fig. 2.— After the secondary mirror, light passes through the
primary mirror, and is corrected for atmospheric dispersion if re-
quired. An aperture mask at the focal plane feeds preselected tar-
get light through a reimaging system which focuses the image onto
the corresponding MKID. Filters at 4K and 100mK block thermal
infrared radiation.
Aside from the inherent energy resolution of MKIDs,
Giga-z is enabled by the large pixel counts possible with
MKIDs. One square degree field of view can be divided
among 100,000 detectors, each fed by a macropixel cov-
ering 10”×10” of the sky to be able to cover 20,000
square degrees in a reasonable amount of time (see Fig-
ure 3). Galaxy number counts in I band to 24.5th mag-
nitude (e.g., Capak et al. 2007) ensure that & 80% of the
macropixels will contain a galaxy at each pointing. A
mask cut using pre-existing LSST (or earlier Dark En-
ergy Survey) imaging would permit light from one celes-
tial source per macropixel into a reimaging system that
focused the light onto the corresponding large plate scale
MKID located directly below.
We note two potential drawbacks to this aperture
masking technique: ≈ 20,000 precut masks are required,
and it limits the galaxy sampling to a relatively uniform
spacing, making observations of galaxy clusters more dif-
ficult. However, a dedicated laser mask-milling facility
can address the first issue (such masks have been made
for e.g., Conti et al. 2001; Coil et al. 2011), and careful
survey design incorporating fields with multiple visits can
ameliorate the second.
In ≈ 15 minutes adequate S/N can be achieved to de-
termine the redshift of galaxies with magnitudes . 25
(Section 5). Assuming 80% of the macropixels contain a
source, Giga-z would acquire ≈ 320,000 spectra per hour.
Rapid mask changes can be performed with pre-loaded
cartridges, and the photon counting nature of the MKIDs
allows the mask to be aligned using real time feedback
from the science array. In one night with 8 hours of ob-
serving, this equates to ≈ 2.5 million spectra per night.
Fig. 3.— A 1 deg2 FOV is divided into 100,000 10” x 10”
macropixels. The background Hubble UDF image is for illustrative
purposes and not to scale, with macropixels delineated in blue. Ex-
isting catalogs will be used to select a target for each macropixel,
and a corresponding hole drilled into a metal mask (purple circle),
with the diameter allowed to vary depending on the object size
and shape. Source light passing through the mask will land on the
corresponding MKID with the same plate scale as the macropixel.
Some subset of macropixels for each field will be selected to monitor
the sky background (yellow circles).
At this rate, the entire LSST field could be covered in
about three years.
3.1. Masks
LSST will provide galaxy shapes and radii. Assuming
that Poisson statistics from the sky dominates errors, the
mask hole radius that maximizes S/N is proportional to
the encircled energy squared over the area of the hole,
which depends upon the light profile of the target. For
an object with a Gaussian profile, for example, the S/N
is maximized by capturing ≈ 72% of a galaxy’s light. For
more realistic profiles, it is slightly less than this. The
Cosmos Mock Catalog (CMC; Section 4.1) indicates that
the majority of galaxies out to high redshift have half
light radii equal to less than half an arcsecond. This
scale translates to hole diameters of≈ 40µm in the design
presented here, well within the limits of current laser
drilling technology. Seeing conditions at the site may
broaden galaxy profiles, and therefore must also be taken
into account when determining hole size. MKIDs have a
maximum count rate which can be tuned to some degree
during fabrication to fall within the range≈ 1,000–10,000
counts/pixel/s. The hole sizes for very bright or large
galaxies would likely require accounting for the maximum
allowable photon count rate.
3.2. Sky Subtraction
When working into the near-IR, sky subtraction be-
comes a dominant concern. For Giga-z, concurrent with
galaxy target selection from the LSST imaging will be
the selection of known dark areas of the sky. Approx-
imately 10–20% of the macropixels in a typical obser-
vation, greater than 10,000 MKIDs, will collect approx-
imately 1,000 photons per second from the sky (based
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on the Gemini South model1), with each photon indi-
vidually time tagged to within a microsecond. This sky
background data can then be used to build up a map
consisting of spectra as a function of time at every point
on the array, facilitating the subtraction of the sky back-
ground to the Poisson limit over the entire spectral range
of the detectors. In J band, for example, with a sky
brightness of roughly 16.6 magnitudes per square arcsec-
ond, a 24.5th magnitude galaxy with about half of its
light falling in 1 square arcsecond would have a contrast
ratio of ≈ 5e-4. Figure 7 shows this measured at a few
sigma in a 15 minute exposure.
3.3. Instrument Response
Different mask hole positions within a macropixel illu-
minate the MKID very slightly differently, so both the
throughput and quantum efficiency of each MKID will
need to be calibrated as a function of mask hole posi-
tion. Stray light, for example, may be an important
factor, involving cross-talk from one mask hole to an-
other’s corresponding detector. These differences can be
calibrated through laboratory and on-sky testing. No
fringing effects have been observed with ARCONS.
4. SIMULATED OBSERVATIONS
4.1. The Cosmos Mock Catalog
The COSMOS mock catalog (CMC; Jouvel et al.
2009) makes use of the latest survey data gathered
through deep extragalactic surveys. It was specifically
designed to be used to forecast the yields of future Dark
Energy surveys, by converting the observed properties
of each COSMOS galaxy into simulated properties that
can then be viewed using any instrument configuration.
Thus we combine the synthetic galaxy spectra from the
CMC with our instrument throughput model to generate
catalogs of simulated Giga-z (and LSST) observations.
The CMC is based on the Cosmic Evolution Survey
(COSMOS) observations (Capak et al. 2007) which cover
approximately 2 square degrees with 30-band photome-
try from multiple instruments spanning X-ray through
radio frequencies. The subset used as input for the
CMC is the photometric redshift catalog, covering a cen-
tral 1.24 square degree patch fully covered by HST/ACS
imaging and not masked, providing a sample of 538,000
objects down to i+< 26.5 (Ilbert et al. 2009).
For each galaxy, AGN, or star, a best fit template is
assigned based on the 30-band photometry. The same
template is used for the redshift fit, and comes from a
composite library of elliptical, spiral and starburst galaxy
templates and stellar templates used by the LePhare
photo-z code2. The best fit templates are redshifted and
scaled to be in the observer’s frame, assuming a perfect
instrument (perfect efficiency, delta function PSF, etc.).
Two possible downsides to using these observations are
the potential bias due to faint AGN contribution, and
the possible bias in the redshift distribution at z& 1.25,
where the photo-z’s from the observed catalog become
degraded. To ensure a representative population, the
CMC was compared with catalogs from the HST Ul-
tra Deep Field, GOODS and VVDS-DEEP surveys for
1 www.gemini.edu/sciops/telescopes-and-sites/observing-
condition-constraints
2 www.lam.oamp.fr/arnouts/LE PHARE.html
galaxy count, color, redshift and emission-line distribu-
tions, and found to be consistent.
The CMC was updated in 2011 (version July 15, 2011)
to improve the estimation of emission line fluxes, incor-
porated in the simulated galaxy SEDs, which we have
used for the simulations presented here. Table 1 shows
the breakdown by galaxy type of the CMC. The newest
version of the catalog contains 646,706 objects, to a lim-
iting simulated Subaru i band AB magnitude of 26.5 over
1.24 square degrees of sky. This catalog has already had
most stars and AGN removed. For our simulations, we
use CMC objects with i < 25 (a complete sample), and
remove the 916 AGN and 1373 point-like objects with
no radius solution (likely stars; there are 2 objects which
overlap the AGN/point-like object designations), which
results in 219,759 galaxies for simulating mock observa-
tions, with redshifts up to ≈ 6.
TABLE 1
Distribution of the CMC by Galaxy type.
Type Ngal mi < 25 Non-AGN
Ell - S0 14927 11060 10985
Sa - Sc 38246 7651 7471
Sd - Sdm 35704 10290 10045
Starburst 557829 193045 191258
Total 646706 222046 219759
4.2. Simulated Giga-z Observations
To simulate the performance of Giga-z, realistic mod-
els for filters, optical throughput, device quantum effi-
ciency (QE), telescope reflectivity and sky background
were generated. A locale with conditions similar to the
Cerro Pacho´n, Chile, with access to the southern sky is
assumed.
We take optical throughput to be 0.7, accounting for
≈ 4% loss at each of five lenses and ≈ 10% loss at an
IR-blocking filter. Since the QE for the MKID detec-
tors in ARCONS varied between roughly 73% at 200 nm
and 22% at 3µm (Mazin et al. 2010), and there is sig-
nificant room for improvement (Section 2), we assume
a constant MKID QE of 0.75 for Giga-z. A model for
bare Aluminum reflectivity3 squared to account for two
reflections at the primary and secondary mirrors is used
to account for losses at reflective surfaces.
To model the atmospheric transmission at Cerro
Pacho´n, Chile, we combine the extinction curve taken
from the Gemini website4 in the optical, merged with
transmission in the nIR5. To model the sky background
for simulating measurement errors and estimates of S/N,
we merge the optical and near infrared sky backgrounds
given for Gemini South6,7 assuming an airmass of 1.5
and water vapour column of 4.3mm. This is likely an
3 http://rmico.com/coatings-specifications/metal-hybrid/bare-
aluminum-bal
4 http://www.gemini.edu/sciops/telescopes-and-sites/observing
-condition-constraints/extinction
5 http://www.gemini.edu/?q=node/10789
6 http://www.gemini.edu/sciops/telescopes-and-sites/observing
-condition-constraints/ir-background-spectra
7 http://www.gemini.edu/sciops/telescopes-and-sites/observing
-condition-constraints/optical-sky-background
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overestimate of the far-red continuum brightness (e.g.,
Hanuschik 2003), but a subdominant effect at R423=30,
as OH lines will be the primary contributor and thus we
deem this a conservative estimate. The lunar phase as-
sumed is within 7 nights from new moon (“dark”, but
not “darkest”), where the V magnitude of the sky is
≈ 20.7mag/arcsec2. In practice, grey time can likely be
used without significant degradation.
MKIDs do not require the use of filters for information
about the energy of the incoming photons. However, in
order to compare our results with the LSST simulated
photometry as transparently as possible and to be able
to use existing redshift estimation codes without hav-
ing to develop our own at this time, we can simulate
effective photometric bands as independent spectral res-
olution elements. Collected photons are separated into
energy bins, thus an effective filter would take the form
of the error distribution of the energy determination con-
volved with a tophat, which represents the quantization
of binning. Since photon energies are determined by a
fit to the phase shift of the MKID with time, we can
choose bins small compared to the true resolution so as
not to impose any additional degradation. For the analy-
sis presented here, each “filter” is a Gaussian, centered in
wavelength one full width half maximum (FWHM) away
from its neighbors, where
FWHM(λ) = 2
√
2 ln(2)σ(λ) =
λ2
R0 λ0
. (1)
R0 is equal to 30 at the fiducial λ0 which we take here to
be 423 nm, and decreases linearly with increasing wave-
lengths. Figure 4 (bottom panel) illustrates the effective
filter set in the context of total throughput, using a nor-
malization that ensures no double-counting of photons.
Cutoffs are imposed at 350 and 1350nm, where the sky
brightness and atmospheric transmission present practi-
cal limits.
It is important to note that although we distinguish
frequency “filters” here, all wavelengths are observed si-
multaneously by Giga-z, resulting in extremely efficient
use of exposure time. As well, each pseudo-filter sees the
same observing conditions with time, simplifying anal-
ysis considerably, a second major advantage over usual
multi-filter photometry. In practice, for an MKID array,
a more optimal solution would be to take the photon
events and construct a maximum likelihood algorithm to
reconstruct the spectrum.
Combining these throughput models as a function of
wavelength for the various loss mechanisms gives the to-
tal expected system throughput depicted in Figure 4
(bottom panel). For the final simulated observations,
noise was added to the observed fluxes according to the
properties of our system.
4.3. Simulated LSST Observations
We also simulated observations of the CMC for an
LSST 3-year stack. The LSST design, as outlined in the
LSST Science book LSST Science Collaboration (2009),
incorporates 3 lenses, each with a projected ≈ 3% loss,
giving a throughput of ≈ 91%. They use a 3 mirror tele-
scope, which we model using the same aluminum reflec-
tivity model but cubed. We note that this is pessimistic
compared with the proposed LSST design, that uses a
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Fig. 4.— The simulated system throughputs for the LSST
(top) and Giga-z (bottom) experiments, accounting for optical
element (filter and lens) throughputs, mirror reflectivity, detec-
tor quantum efficiency and atmospheric transmission. The LSST
u, g, r, i, z, y filter implementation (see Section 4.3) is based on
the LSST Science Collaboration (2009) publication. The effective
Giga-z filter set is for devices with energy resolution R=30 at
423 nm. Cutoffs are imposed at 350 and 1350 nm due to the effects
of sky brightness and atmospheric transmission constraints.
multilayer mirror coating to improve on the far-red per-
formance of the aluminum, without the u band absorp-
tion of silver8. Lesser & Tyson (2002) predict that the
devices used in the LSST experiment will be very sim-
ilar to the red wavelength-enhanced charge coupled de-
vices (CCDs) developed at the Massachusetts Institute of
Technology (MIT) Lincoln Laboratory, with a QE shown
in Figure 5. Table 2 lists the LSST filter band centers
and bandwidth, as well as the exposure time for each fil-
ter. In the LSST case, only one filter may be used at a
time.
TABLE 2
LSST Filters and Exposure Times.
Filter Central λ Bandwidth Exposure Time
[nm] [nm] [s]
u 360.0 80.0 700
g 476.0 152.0 1000
r 621.0 69.0 2300
i 754.5 63.5 2300
z 870.0 52.0 2300
y 1015.0 65.0 2000
4.4. Simulation Output
Figure 6 illustrates our simulated 5σ and 10σ magni-
tude limits for the LSST 3 year stack and Giga-z ex-
periment, accounting for optical element (filter and lens)
throughputs, mirror reflectivity, detector quantum effi-
ciency and atmospheric transmission. Note that each
LSST filter encompasses 2–5 Giga-z pseudo-filters. If
the Giga-z filters corresponding to each LSST filter were
8 http://lsst.org/files/docs/LSST-RefDesign.pdf
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Fig. 5.— The QE for the red-enhanced devices developed at
MIT/LL which are leading LSST device technology candidates
(Lesser & Tyson 2002) is shown in red. The blue line depicts the
assumed Giga-z QE.
combined, the resulting magnitude limits would be more
equivalent.
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Fig. 6.— The simulated 5σ and 10σ magnitude limits for a 3
year LSST stack and Giga-z experiment.
We show the simulated photometric measurements by
LSST and Giga-z for four example CMC mock galaxy
spectra in Figure 7. Orange points denote the LSST
mock observations with errorbars, and green points those
predicted for the Giga-z experiment. Errors are sim-
ply derived from Poisson statistics, and optimal sky
background subtraction has been assumed. Though the
S/N is typically lower per filter for Giga-z, the wave-
length coverage is greater, and the exposure time is much
smaller for Giga-z. Indeed, as will be seen in Section 5.3,
photometric depth does not equate to photometric red-
shift accuracy. Despite high S/N, the LSST filter set
(R≈ 5) inevitably leads to more color-redshift degenera-
cies, making unambiguous redshift determination impos-
sible for the majority of galaxies (e.g., Coe et al. 2006).
5. PHOTOMETRIC REDSHIFTS
Very accurate photo-z’s are required to optimally ex-
ploit the expected data sets of Dark Energy surveys such
as DES, LSST and EUCLID (e.g., Huterer et al. 2006).
However, photo-z accuracy is greatly affected by experi-
mental observing strategy, filter set and photometric sen-
sitivity, which will impact the determination of redshifts
from broadband SEDs.
The best photometric results arise when strong contin-
uum breaks in a galaxy spectrum fall between two instru-
ment filters, and are therefore well constrained. One such
typical feature of early-type galaxies is the 4000 A˚ break
which arises from the onset of stellar photospheric opac-
ity due to the absorption of mainly ionized metals (e.g.
Ca II) in the atmospheres of late-type stars. The Balmer
break at 3646 A˚ marks the termination of the hydrogen
Balmer series, and is indicative of younger stellar popula-
tions and more recent star-formation. The Lyman break
is another pronounced continuum discontinuity at 912 A˚,
observed in star-forming galaxy spectra. It is produced
both in the stellar atmospheres of massive stars as a re-
sult of the hydrogen ionization edge and by photoelec-
tric absorption by interstellar and intergalactic H I gas.
Lastly, sources at high redshifts have spectra that exhibit
a suppressed continuum blueward of 1216 A˚ (Ly-α) due
to additional opacity from line blanketing by intervening
gas clouds along the line of sight.
By z≈ 1.25, the 4000 A˚ break has shifted to ≈ 0.9µm,
out of the range of typical optical filters such as those
used by LSST. Not until z& 3, does the redshifted Ly-
man break re-enter the visible, so nIR or UV data be-
comes imperative to get reliable redshifts in this “redshift
desert”. The wavelength coverage of Giga-z is continuous
and dense from ≈ 350 nm–1.35µm (Figure 4), narrowing
the redshift desert to 2.25. z. 3. We therefore expect
fewer photo-z degeneracies and a lower catastrophic fail-
ure rate for Giga-z than for LSST.
5.1. Choosing a Photo-z Code
Hildebrandt et al. (2010) compared 17 photo-z estima-
tion methods used currently in the literature through
blind tests on both simulated data and real data from
the Great Observatories Origins Deep Survey (GOODS;
Giavalisco et al. 2004). Using each code, accuracies were
determined for global photo-z bias, scatter, and out-
lier rates. Differences between codes stemmed mainly
from whether they were empirical or template-fitting, the
training set in the former case and the template set in the
latter, the use of priors, handling of the Lyman-α forest
and the benefit of adding mid-IR photometry. For a de-
tailed discussion of photo-z methods and their common
elements see Budava´ri (2009). The three photo-z codes
which ranked highest were LePhare (Arnouts et al.
2002; Ilbert et al. 2006), Bayesian Photo-z’s (Ben´ıtez
2000; Coe et al. 2006) and EAZY (Brammer et al. 2008).
The best results were achieved by using an empirical code
(smaller biases) or optimizing templates, and correcting
for systematic offsets.
One reason to favor a template-based photo-z code
without any required training for this study is that the
galaxies probed by upcoming surveys will span a cosmo-
logical volume and parameter space much greater than
what can be well represented currently through spec-
troscopy. Even very small mismatches between the mean
photometric target and the training set can induce photo-
z biases large enough to corrupt derived cosmological
parameters significantly (MacDonald & Bernstein 2010).
Hence we proceed with the template-based photo-z code
EAZY, and interpret the results presented here as what
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Fig. 7.— Examples of simulated measurements of CMC SEDs (black) for several different galaxy types in units of µJy by LSST (3 year
stack; orange) and Giga-z (green), with Poisson errorbars.
could be achieved prior to comprehensive spectroscopic
surveys. Its ease of use and demonstrated improvement
in photo-z’s with the inclusion of IR data are also factors
in why EAZY is commonly used (e.g., Ly et al. 2011), fa-
cilitating our aim of a side-by-side comparison between
LSST and Giga-z.
Secondly, emission lines can change the colors of ob-
jects significantly, and are present in real observations.
The treatment of emission lines can improve the photo-z
accuracy by a factor of ≈ 2.5 (Ilbert et al. 2009), as they
can be critical for minimizing systematic errors (such
as aliasing in the redshifts). Both the CMC (Section
4.1) and templates provided with EAZY include emis-
sion lines.
Lastly, we note that the CMC synthetic spectra from
which our mock observations are derived were generated
using the LePhare code and therefore it is more instruc-
tive to use a different code for our analysis.
5.2. The EAZY Photometric Redshift Code
EAZY9 was developed to be specifically optimized for
samples of galaxies with a limited amount of or biased
(e.g., band-selected) spectroscopic information available
(Brammer et al. 2008). Combining the functionality of
several pre-existing redshift estimation codes, EAZY al-
lows the user to fit linear combinations of templates and
the choice of using a prior (flux- and redshift-based)
through a parameter file. An error function can be
used to downweight spectra to account for wavelength-
dependent template mismatch such as in the UV where
dust extinction is strongest and most variable, and in
the nIR where thermal dust emission and stochastic PAH
9 Easy and Accurate Redshifts from Yale;
http://www.astro.yale.edu/eazy/
line features begin to appear. Furthermore, the user may
apply Madau (1995) IGM absorption to templates.
By default, a probability-weighted integral is taken
over the full redshift grid in order to assign an object red-
shift, marginalizing over the posterior redshift probabil-
ity distribution (in lieu of e.g. assigning the single most
likely redshift by χ2 minimization, although the user has
control over which). Though this does not permit sim-
ple spectral classification, the increased photo-z precision
and ability to reproduce complex star-formation histories
by fitting non-negative linear combinations of the tem-
plates may allow for better physical separation of photo-
metric samples. One particular feature is the applicabil-
ity to a wider range of redshifts and intrinsic colors than
would be possible with an empirical photo-z code, as no
representative training set exists.
The default EAZY template set was generated
using the Blanton & Roweis (2007) non-negative
matrix factorization method to reduce the stellar
population synthesis code PE´GASE model library
(Fioc & Rocca-Volmerange 1997) to five “princi-
ple component” spectral templates of the calibra-
tion catalog. The templates are calibrated with
a catalog (Blaizot et al. 2005) derived from the
De Lucia & Blaizot (2007) semi-analytic models based
on the Springel et al. (2005) Millennium Simulation.
Theoretically, this simulated 1 deg2 light cone contains
a more realistic distribution of galaxies over 0<z. 4
than the more local spectroscopy most codes are trained
on. One additional dusty starburst template was added,
however, to account for extremely dusty galaxies which
appear to be lacking representation in the semi-analytic
models. A newer version of EAZY (v1.1; private
communication with G. Brammer) implements emission
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lines following the prescription of Ilbert et al. (2009)
(after Kennicutt 1998). These template spectra are
shown in the top panel of Figure 8.
A second set of templates provided with EAZY that
were used in this analysis are a grid of single PE´GASE
models (which we will refer to as “Pegase13”) that
provide a self-consistent treatment of emission lines.
They were designed to match the set described by
Grazian et al. (2006) - constant star formation rate mod-
els with additional dust reddening following the Calzetti
(2001) law. One tenth of the 260 Pegase13 spectral tem-
plates are plotted in the bottom panel of Figure 8.
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Fig. 8.— EAZY template spectra (top panel) with the default
error function plotted in red, and 26 of the 260 Pegase13 template
spectra (bottom panel) used for redshift estimation with the EAZY
code. Details on the templates can be found in the text.
The redshift grid for template fitting was done in steps
of 0.005 on a log(1+z) scale. This imposes a limit on
redshift resolution that becomes important on scales of
|∆z|/(1+z)< 0.01, as features can be recovered if their
wavelength is greater than two grid steps. As our total
sample redshift accuracy is larger than this, our sampling
step is not the dominant contributor to systematic errors.
5.3. Photo-z Results
In order to make the fairest comparison possible, we
did not employ techniques which might aid in decreasing
scatter in photo-z estimates in a biased way. For exam-
ple, we perform simple cuts, but we do not use priors in
this analysis as they may improve results in a way that
is preferential for one experiment. To minimize obscura-
tion, we present only basic first order results that could
be improved upon in the future when the goal is to get
the most out of data.
The EAZY estimated redshifts for both Giga-z and
LSST were compared with the input redshifts from the
CMC catalog, and the statistics used to quantitatively
assess their quality are given in Table 3. The differ-
ence between input catalog and EAZY estimated red-
shift is ∆z= zin - zest. The distribution for ∆z is typ-
ically non-Gaussian, with extended tails and secondary
peaks due to catastrophic outliers, which we arbitrarily
define here as objects for which |∆z|/(1+zin)> 0.15. We
quantify bias as median[∆z/(1 + zin)], where the factor
(1+zin) accounts for the scaling of redshift errors with
the stretching of rest-frame spectral features.
One common method for estimating the redshift ac-
curacy from σ∆z/(1+zin) uses the normalized median
absolute deviation (NMAD: Hoaglin et al. 1983, after
Brammer et al. (2008)), defined here as
σNMAD = 1.48×median
(∣∣∣∣∆z −median(∆z)(1 + zin)
∣∣∣∣
)
. (2)
Less sensitive to outliers, by this definition σNMAD is
equal to the standard deviation for a Gaussian distri-
bution, directly comparable to other papers which quote
rms/(1+z).
Figure 9 shows the distribution of ∆z/(1+zin) for the
Pegase13 templates, as a function of the known input
catalog redshift and as a function of the object’s ob-
served i band magnitude. The top line of plots are for our
LSST simulations, and the bottom line for Giga-z. The
horizontal lines at ± 0.15 demarcate catastrophic failures
from the central swath.
We find that these statistics are most sensitive to the
following:
• Nfilters
• Wavelength coverage
• Redshift
• S/N
• Width of the redshift probability distribution, P(z)
• The number of spectral types being fit for
• Template set
Therefore we have included in Table 3 the effect of mak-
ing cuts on the parameters not dictated by experimental
design. In particular, we note that as scatter is correlated
with how many spectral types one must fit for, increas-
ing the number of objects in the catalog does not reduce
the systematic error – scatter or incidence of catastrophic
failures. However, better sampling statistics will improve
the mean uncertainty in each redshift bin. We tested this
by analyzing only a randomly chosen fraction of our cat-
alog, where the fraction was one of [3/4, 2/3, 1/2, 1/3,
1/4]. The statistics presented here are robust to this type
of selection to less than 0.1%.
As expected, the effect of increasing the MKID de-
tector resolution to R423=60 or increasing the exposure
time per target from 15 to 30 minutes decreased both the
scatter (by ≈√2) and the catastrophic failure rate.
EAZY allows for the construction of a quality factor,
Qz, with each computed redshift that depends on the
χ2 value as well as the 99% confidence interval and the
integrated probability, as a metric for the reliability of
the redshift estimates that does not preferentially select
out high redshift sources. However, we found that Qz
was not a good predictor of redshift accuracy.
Many objects had multiply peaked redshift probabil-
ity distributions, and/or were highly non-Gaussian. We
have made one broad cut on width of the P(z), but
more complicated functions of the probability distribu-
tion characteristics such as peak height might be useful
to pursue in future studies.
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TABLE 3
Redshift recovery statistics for the LSST and Giga-z simulations with various parameter and template set cuts
to illustrate their effect.
LSST Giga-z
Parameter Selection σNMAD Catastrophic
a Bias % Catalog σNMAD Catastrophic
a Bias % Catalog
Failures (%) Remaining Failures (%) Remaining
Template Setb
EAZY 0.061 25.4 -0.011 100 0.038 22.7 0.001 100
Pegase13 0.041 18.4 -0.014 100 0.030 18.7 -0.008 100
Magnitudec
< 24.5 0.037 17.4 -0.017 71.4 0.023 15.8 -0.008 64.4
< 24 0.035 17.2 -0.016 49.8 0.018 14.0 -0.008 43.9
< 22.5 0.032 12.5 -0.012 14.1 0.012 10.1 -0.007 12.5
Redshift
0.5<z 0.033 10.3 -0.008 76.7 0.026 10.3 -0.002 76.7
0.5<z < 2.25, 3<z< 6 0.031 8.7 -0.008 68.7 0.025 8.7 -0.004 68.7
Redshift Probability Distribution Width
W99d < 2.5 0.035 15.4 -0.015 77.7 0.023 14.1 -0.007 72.2
Combined “Gold Sample”
mag< 22.5, P (z)> 0.17 0.029 5.4 -0.008 13.0 0.010 0.3 -0.006 11.2
Spectral Type
Pegase13 ellipticals subset 0.028 2.0 0.003 2.2 0.007 2.5 -0.001 2.7
a Defined as |∆z|/(1+z)< 0.15.
b All other quantities shown were calculated using the Pegase13 template set.
c The cut on observed magnitude applies for the i band for LSST, or 20th filter band for Giga-z, which has a similar central
wavelength.
d The the 99% confidence width of the posterior redshift distribution from EAZY (u99 - l99, where u99 and l99 are parameters
returned by EAZY).
The estimated redshift results which gave the least
scatter were obtained using the Pegase13 templates, fit
one at a time because the solution time quickly becomes
prohibitively large as the number of templates increases.
However, we found that the overall bias was reduced
when using the EAZY templates. The template-fitting
redshift estimation method is susceptible to the fact that
template colors and redshift are often degenerate. Em-
pirical redshift estimation codes may produce smaller bi-
ases (by a factor of ≈ 2), since the model will match
the data better by construction, suggesting systematic
inaccuracies in most template sets. A sufficient train-
ing set, however, could be used to recalibrate templates,
thereby reducing the inaccuracy (e.g., Budava´ri et al.
2000). Spectroscopic calibration samples themselves,
however, may lack spectra of some subset of rare galaxies
that otherwise may not be easily identified and removed
(see e.g. Newman (2008), for a discussion).
Contamination occurs predominantly in two “islands”.
One is in the redshift desert, at 2.25. z. 3 for the Giga-
z filters. The second is at zin. 0.7. These are most likely
caused by attributing the high redshift Lyman break to
the low redshift 4000 A˚ break, and vice versa. Of course,
SEDs not well represented by the template set will have
issues, as will very blue galaxies with featureless SEDs.
This simulation does not incorporate a magnitude prior,
although doing so may reduce the size of these islands.
Our findings for LSST of scatters of ≈ 3–4%
in ∆z/(1+z) are consistent with their studies
(LSST Science Collaboration 2009), although we
find higher outlier rates, ranging from ≈ 5–20% except
for the most extreme cuts, more in alignment with
the findings of Hildebrandt et al. (2010). The redshift
estimates for Giga-z are superior, in terms of dispersion,
bias, and catastrophic failure rate by up to a factor of
over 3 over all parameter cuts, highlighting how Giga-z’s
≈ log spectral resolution improves on the commonly
used optical filters. The inclusion of nIR data could
improve both the LSST and Giga-z results since it
is then possible to simultaneously constrain both the
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TABLE 4
A comparison of redshift recovery statistics between multi-band photometry or multi-object spectroscopy
experiments, both past and planned.
Experiment Ngals Area [deg
2] Magnitude Limit Nfilts/Resolution Scatter Cat. Failure Rate
COMBO 17 a ∼10,000 ∼0.25 R < 24 17 0.06 . 5%
COSMOS b ∼100,000 2 i+AB ∼ 24 30 0.06 ∼ 20%
∼30,000 2 i+ < 22.5 30 0.007 < 1%
CFHTLS - Deep c 244,701 4 i′AB < 24 5 0.028 3.5%
CFHTLS - Wide c 592,891 35 i′AB < 22.5 5 0.036 2.8%
PRIMUS d 120,000 9.1 iAB ∼ 23.5 R423 ∼ 90 ∼ 0.005 ∼2%
WiggleZ e 238,000 1,000 20<r< 22.5 R423 =845 . 0.001 . 30%
Alhambra f 500,000 4 I ≤ 25 23 0.03 · · ·
BOSS g 1,500,000 10,000 iAB ≤ 19.9 R423 ∼ 1600 .0.005 ∼2%
DES h 300,000,000 5,000 rAB . 24 5 0.1 · · ·
EUCLID i 2,000,000,000 15,000 Y,J,K. 24 3+ . 0.05 . 10%
50,000,000 15,000 Hα≥ 3e-16 erg/s/cm2 R1µm ∼ 250 . 0.001 < 20%
LSST j 3,000,000,000 20,000 iAB . 26.5 6 . 0.05 . 10%
Giga-z 2,000,000,000 20,000 iAB . 25.0 R423 =30 0.03 ∼ 19%
224,000,000 20,000 iAB . 22.5 R423 =30 0.01 0.3%
a Wolf et al. (2004)
b Ilbert et al. (2009)
c Coupon et al. (2009)
d Coil et al. (2011); Resolution is per slit width, whereas at 423 nm, the PRIMUS resolution per pixel is ≈ 400.
e Drinkwater et al. (2010); We consider the galaxies observed for an hour without robust redshifts to be failures.
f Moles et al. (2008); Expected.
g Dawson et al. (2013) and references therein.
h Banerji et al. (2008); Expected.
i Amiaux et al. (2012); Expected. Photometric redshifts rely on combination of the Y,J,K bands with ground based photometry
in 4 visible bands derived from public data or through collaborations.
j LSST Science Collaboration (2009); The quoted number of galaxies that will have photometric redshifts obtained, and LSST
quoted scatter and catastrophic failure rate. See Table 3 for the findings from this study.
Lyman and 4000 A˚ breaks.
Though it is difficult to make strict comparisons
with other experiments, we list some of the salient
statistics for various similar multi-band photometric or
multi-object spectroscopic experiments, both past and
planned, in Table 4. Though not comprehensive, it gives
an idea of the state of the field. Because all Giga-z “fil-
ters” observe simultaneously, Giga-z does not suffer from
the trade-off between photometric depth (or number den-
sity) and higher spectral resolution that the experiments
using more, narrower filters or spectroscopy will face.
Finally, we mention the cleaning of outliers to yield
lower outlier rates. Depending on the science applica-
tion such a filtering can be effective, for example, for
Dark Energy studies with weak lensing that do not rely
on complete galaxy samples. However, some science ap-
plications do rely on redshifts for all objects not allowing
for filtering. For those kind of applications the results
reported in this Section are particularly informative.
5.4. Luminous Red Galaxies
Baryon Acoustic Oscillations (BAO) are ripples that
appear in the spatial pattern of galaxies, exhibiting co-
herence on the particular co-moving scale of ≈ 150Mpc
separation, determined from cosmic microwave back-
ground (CMB) observations (Komatsu et al. 2011).
They appear in the galaxy distribution as a “bump”
(Eisenstein et al. 2007), or “wiggles” in the matter fluc-
tuation power spectrum (Cole et al. 2005), analogous to
a low redshift CMB power spectrum. Since the physical
size is known, BAO serve as a ruler with which to mea-
sure the geometry of the Universe in both the radial and
angular directions. Furthermore, BAO in these orthogo-
nal directions are subject to different systematics, which
can be used as a cross check. Indeed, BAO may have the
lowest level of systematic uncertainty of all current Dark
Energy probes (Albrecht & Bernstein 2007).
Reaping the potential of BAO, however, requires red-
shift estimates more accurate than what was found with
our main galaxy population in Section 5.3. This is sim-
ilarly true for WL analyses, in order to separate galax-
ies into redshift slices and correct for intrinsic galaxy
alignment contamination. Traditionally, spectroscopy
has been used to ascertain galaxy redshifts from which
distances are derived, probing cosmology through an av-
eraged three-dimensional BAO measurement.
More recently, multi-object spectroscopic experiments
such as the WiggleZ survey (Blake et al. 2011), HET-
DEX (Hill et al. 2008), BOSS (Schlegel et al. 2009), and
Big BOSS (Schlegel et al. 2011) have been conducted or
are planned, with the aim of improving on the current
BAO measurements. However, at present, uncertainties
in the Dark Energy constraints set by BAO are limited
by data volume. To fully realize the potential of this
method, larger numbers of objects (yet with precise red-
shift estimation) are needed. Luckily, for WL or BAO
Dark Energy analyses, it is not necessary to have com-
plete galaxy samples. Therefore low resolution galaxy
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Fig. 9.— Illustration of simulation results for LSST (top row) and Giga-z (bottom row). The leftmost and rightmost columns show density
contours for all objects in the input CMC catalog (i < 25), the middle column shows the “gold sample” (see Table 3). A black point indicates
a handful of sources in the bin, red points are for & 200. Red dashed lines demarcate catastrophic outliers, where |∆z|/(1 + z)> 0.15. The
leftmost column of plots show the scatter in estimated redshift as a function of estimated redshift, and the rightmost column of plots as a
function of measured magnitude (in the i band for LSST, or the 20th spectral band for Giga-z, which sits at roughly the middle of the i
band). The text of Section 5.3 discusses the results in detail.
surveys can optimally select a subset of galaxies so as to
meet the redshift accuracy criterion for the sample with
minimal impact on the derived cosmological constraints
(e.g., Padmanabhan et al. 2007).
Luminous red galaxies (LRGs) are a homogenous sub-
set of the main galaxy population, predominantly mas-
sive early-type galaxies. They are strongly biased, map-
ping the observable galaxy distribution to the underlying
mass density distrubition. Intrinsically luminous, they
are excellent tracers of large scale structure, and an ob-
servational sample can be selected using photometric col-
ors relatively easily to high redshift due to the strong
4000 A˚ break in their SEDs (e.g., Eisenstein et al. 2001;
Collister et al. 2007).
Ben´ıtez et al. (2009a) show that σ∆z/(1+z)≈ 0.003 is
sufficient precision to measure the BAO in the radial
direction, which has more stringent requirements than
the angular direction. Doing better than this merely
oversamples the BAO bump, and at this level, redshift
space distortions and nonlinear effects can produce com-
parable errors. This limit corresponds to ≈ 15Mpc/h,
the intrinsic co-moving width of the bump along the
line of sight at z=0.5, caused primarily by Silk damp-
ing (Silk 1968). This is the mean redshift for the
PAU LRG survey which will cover the northern skies
over an area of 8000deg2, sampling cosmological volume
V≈ 10 h−3Gpc3 (Ben´ıtez et al. 2009a). By attempting
reconstruction, aided by the need for fewer fitting tem-
plates, it is possible to do even better, as was done for
BOSS (Padmanabhan et al. 2012).
In Section 5.3 we showed that limiting the galaxy cat-
alog to a sample of elliptical galaxies reduces the scatter
in redshift error to σNMAD=0.007 with a catastrophic
failure rate and average bias of 2.5% and -0.001 respec-
tively. In practice, LRG selection is based on color and
luminosity selection, but this is not usually difficult for
LRGs. With an energy resolution of R423 nm=30 and the
number density of objects catalogued by LSST, Giga-z
should be able to achieve the necessary redshift estima-
tion accuracy for LSST LRGs. The large survey volume
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probed will ensure an error not dominated by sampling
limits, and shot noise should be comparable or less to
that of the PAU experiment. In addition, since Giga-
z would probe the southern hemisphere, it allows for a
joint analysis of the data sets.
5.5. Quasars
Quasars are extremely luminous objects, believed
to be accreting supermassive black holes. Type I
quasars, due to the high velocities of accretion disk
material, are observed to have characteristic broad
(≈ 1/20–1/10 FWHM) emission lines in their SEDs
(Vanden Berk et al. 2001). They are UV dropout ob-
jects, and thus broadband filters will only begin to see
the Ly-α break (λrest≈ 1200 A˚) at z& 2.2.
Though their number density is small compared to or-
dinary galaxies, quasars are more biased tracers of the
matter distribution, and their bias increases with red-
shift. Visible out to high redshifts, the cosmological vol-
ume they can be used to probe is much greater than
with galaxies, and since sample variance and shot noise
decrease as the square root of the volume, they have the
potential to measure large scale structure even better
than LRGs around the peak of the matter power spec-
trum in the range z≈ 1–3.
Furthermore, quasars can also be used to measure BAO
at high redshift where systematic effects such as red-
shift distortions and nonlinearities have less influence.
Sawangwit et al. (2012) used the Sloan Digital Sky Sur-
vey (SDSS), 2dF QSO redshift survey (2QZ), and 2dF-
SDSS LRG and QSO (2SLAQ) quasar catalogs to mea-
sure BAO features, but these were detected only at low
statistical significance. However, they estimate that a
quarter million z < 2.2 quasars over 3000deg2 would yield
a ≈ 3σ detection of the BAO peak.
LSST predicts that they will produce a catalog of
roughly 10 million quasars. Likely these will be iden-
tified using photometric selection through color-color
and color-magnitude diagrams as was done for SDSS
(Richards et al. 2009). However, above z≈ 2.5, selection
becomes much more difficult as quasar colors become in-
distinguishable from that of stars.
Fig. 10.— SDSS J001507.00-000800.9 quasar spectrum in black,
at the resolution of Giga-z in red. This QSO has a redshift of 1.703.
With the R423 nm=30 resolution of Giga-z, the broad
emission lines of quasars will be resolved, and their red-
shifts can be estimated using these spectral features. The
high number counts from LSST and redshift accuracy en-
abled by Giga-z could, with negligible cost, provide low
resolution spectroscopy for the LSST quasar candidates,
yielding a precision measurement of the matter power
spectrum as well as BAO at high redshift. Furthermore,
quasars could be unambiguously told apart from stars.
Besides BAO and measurements of the distribution of
structure to z≈ 6, Giga-z could also be used to study
the quasar luminosity function, quasar clustering and
bias, set limits on the quasar duty cycle, and improve
our understanding of these objects and their evolution
and co-evolution with their host galaxies.
While we do not explicitly predict the redshift accura-
cies achievable with Giga-z here, leaving it for a future
investigation, Abramo et al. (2012) show that with the
J-PAS instrument, with 42 contiguous 118 A˚ FWHM fil-
ters spanning 430–815nm, they could extract photo-z’s
of type I quasars with (rms) accuracy σ∆z ≈ 0.001(1+z).
They show that it is possible to obtain near-spectroscopic
photometric redshifts (which suffer from intrinsic errors
due to line shifts) for quasars with a template fitting
method, with a negligible number of catastrophic red-
shift errors. Higher resolution spectra or greater S/N
would mostly serve to bring down the number of catas-
trophic errors.
6. FORECASTED COSMOLOGICAL
CONSTRAINTS FOR LSST AND GIGA-Z
We now estimate the impact of the Giga-z photometric
redshifts on constraints from weak lensing with LSST. In
general such a forecast requires the selection of a galaxy
sample and a model for statistical and systematic errors.
We describe both of these, presenting results appropriate
for 3 years of data for both instruments.
6.1. Galaxy Sample Construction
We first construct the subset of the COSMOS Mock
Catalog that has successful shape measurements and
photo-zs. There are several options for doing this with
varying levels of aggressiveness depending on S/N cuts,
definition of a “resolved” galaxy, and photo-z quality.
To construct the galaxy sample, we first consider the
objects resolved by LSST that would have measured
shapes. The specific cuts applied were:
• The resolution factor Res> 0.4. The resolution fac-
tor is defined using the Bernstein & Jarvis (2002)
convention:
Res =
r21/2,gal
r21/2,gal + r
2
1/2,psf
, (3)
where r1/2,gal and r1/2,psf are the half-light radii of
the galaxy and the point-spread function (PSF) re-
spectively. This cut prevents source galaxies small
compared to the PSF from being used.
• The detection signal-to-noise ratio S/N> 18.
• The ellipticity measurement uncertainty σe< 0.2
(per component). Again the ellipticity definition
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(and calculation of σe) follows Bernstein & Jarvis
(2002): e=(a2 − b2)/(a2 + b2), where a and b are
the major and minor axes.
Alternative cuts are possible, which may lead to a larger
or smaller source sample.
For LSST, we assumed r1/2,psf =0.39 arcsec, which is
obtained for a Kolmogorov profile with a full width at
half maximum of 0.69 arcsec. The depth of the imag-
ing data was taken to be r=26.8 and i=26.2 (5σ point
source; this is after 3 years, the final LSST dataset will
be deeper). Galaxy shape catalogs were generated sepa-
rately in the r and i filters, and their union taken. The
density of objects with successful shape measurements is
14.9 gal/arcmin2.
Not all of the objects with successful shape measure-
ments can be used: they must also have reliable photo-
zs. To account for this, we split the galaxies into photo-z
bins of width ∆zest=0.1. If photo-zs were always a good
tracer of the true redshift, we could use all of the galax-
ies in each bin. In practice, the redshift outliers must be
removed as they contribute to pernicious systematic er-
rors, even if the probability distribution P (zin|zest) were
exactly known. For example, intrinsic galaxy alignments
– which are known to exist for red galaxies and may con-
taminate the true lensing signal at the level of up to 2–3%
for blue galaxies (Mandelbaum et al. 2006; Hirata et al.
2007; Mandelbaum et al. 2011) – can in principle be re-
moved via the redshift dependence of the signal (e.g.
Takada & White 2004; Hirata & Seljak 2004; King 2005;
Kirk et al. 2010). However, these removal methods do
not work if the redshift outliers are themselves intrinsi-
cally aligned. The only safe approach is to reduce the
outlier rate. Thus we impose a requirement on the out-
lier rate of < 5%, so that if their intrinsic alignments are
∼ 2% of the lensing signal, the overall contamination is
at no more than the part-per-thousand level. This re-
quirement is achieved by the following method:
• For each galaxy, we compute W99, the 99% confi-
dence width of the posterior redshift distribution
from EAZY.
• In each photo-z bin, we impose a cut W99,max on
W99. This cut is reduced until the 5% outlier rate
is met.
• In some cases, no cut onW99 can reduce the outlier
rate below 5%: in this case that photo-z bin is
completely removed from the sample.
This results in a culled galaxy catalog with both mea-
sured shapes and reliable photo-zs. The size of the culled
catalog increases as the photo-z performance improves.
The unweighted density of galaxies n in this catalog is
12.2 gal/arcmin2 (LSST photo-z) versus 13.0 gal/arcmin2
(Giga-z photo-z).
Once the galaxy catalog is constructed, the effective
source density is obtained via
neff =
∑
j
1
1 + (σe,j/0.4)2
, (4)
where the sum is over galaxies in the catalog, and the
factor in the sum down-weights galaxies whose measure-
ment uncertainty is significant compared with the intrin-
sic RMS dispersion of ∼ 0.4. The effective source densi-
ties are 14.5 (all shapes), 11.9 (LSST photo-z), and 12.7
(Giga-z photo-z) gal/arcmin2.
6.2. Parameter Forecasting Methodology
Cosmological parameter constraints were estimated
using the weak lensing Fisher matrix code from the
Figure of Merit Science Working Group (FoMSWG;
Albrecht et al. 2009). This code includes constraints
from the shear power spectrum and the geometrical part
of galaxy-galaxy lensing (i.e. ratios of the signals at
various redshifts, which depend only on the background
cosmology and not the relationship between the galax-
ies and the mass; Bernstein & Jain 2004). The inner
workings are described at length in the FoMSWG re-
port (Albrecht et al. 2009, Appendix A2) and will not
be repeated here except for the intrinsic alignment mod-
els, which have been updated. In addition to statisti-
cal errors, the FoMSWG code enables several systematic
errors to be included: (i) shear calibration errors; (ii)
photo-z biases; (iii) non-Gaussian contributions to the
covariance matrix of lensing power spectra; and (iv) in-
trinsic alignments. We turn off (iii) here since recent
studies have suggested that the effect can be mitigated
by nonlinear transformations on the shear map that re-
move the non-Gaussian tails of the lensing convergence
distribution contributed by the most massive halos (e.g.
Seo et al. 2011).
The original FoMSWG forecasting software did not in-
clude photo-z outliers and so we revisit the issue here.
FoMSWG assumed that the systematic uncertainty in
the photo-zs could be captured in a photo-z bias δzest,i
where i=1...Nz indicates a redshift slice index. FoM-
SWG then assumed that a complete spectroscopic survey
of Nspec source galaxies would be conducted to calibrate
the photo-z error distribution. If the fraction of source
galaxies in the ith redshift slice is fi, then it follows that
there would be Nspecfi spectroscopic galaxies in the i
th
slice. Then the spectroscopic survey would enable us to
impose a prior on the photo-z bias of width:
σpr(δzest,i) =
σz,i√
Nspecfi
. (5)
Here we extend this approach to include a nonparamet-
ric description of redshift outliers (e.g. Bernstein 2009).
We suppose that a fraction, ǫij , of the galaxies in the
ith photo-z bin are actually outliers and lie in the jth
true redshift bin. Only the true outliers, as defined by
|∆z|> 0.15(1 + z), are included here – the “core” of the
photo-z error distribution is modeled using the offset
parameters δzest,i. By construction, ǫii=0 for all i (a
galaxy in the correct bin is not an outlier) but note that
in general ǫij 6= ǫji (the outlier scattering between red-
shift slices need not be symmetric). The shear power
spectrum Cijℓ between the i and j photo-z slices then
differs from the true power spectrum Cijℓ (true) accord-
ing to
Cijℓ =C
ij
ℓ (true) +
∑
k
ǫik[C
kj
ℓ (true)− Cijℓ (true)]
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+
∑
k
ǫjk[C
ik
ℓ (true)− Cijℓ (true)], (6)
to first order in ǫik. In analogy to Eq. (5), we treat
the suite of Nz(Nz − 1) parameters {ǫij} as additional
nuisance parameters, and impose a prior of the form
σpr(ǫij) =
√
ǫij
Nspecfi
. (7)
We consider here both the intrinsic alignment model
used by the FoMSWG and several variations. The key
issue is the treatment of the correlation between gravita-
tional lensing and intrinsic alignments (the “GI” term),
which in the FoMSWG was parameterized by the matter-
intrinsic ellipticity cross-power spectrum, Pme(k, z) =
bκrκPmm(k, z). In general, the matter density m, galaxy
density g, and galaxy ellipticity e have a joint symmetric
3× 3 power spectrum matrix:
P(k)=
(
Pmm(k)Pgm(k)Pme(k)
Pgm(k) Pgg(k) Pge(k)
Pme(k) Pge(k) Pee(k)
)
=

 1 bgrg bκrκbgrg b2g bgbκrgκ
bκrκ bgbκrgκ b
2
κ

Pmm(k), (8)
where the bs represent bias cofficients and rs represent
correlation coefficients. Then bκrκ is a function of k and
z. Alternatively, since k maps into a given multipole in
accordance with the Limber formula k = ℓ/D(z), they
may be considered to take on values in each of the Nℓ
angular scale bins and each of the Nz redshift bins. The
FoMSWG default model (“Model III” here) imposed a
prior on bκrκ of the following form:
σpr(bκrκ) =
{
0 ℓ < 300
0.003
√
Nℓ,nonlin(Nz − 1) ℓ > 300 .
(9)
That is, FoMSWG assumed that at large scales (linear
scales, roughly ℓ < 300) galaxies trace the matter density
well enough that the observable Pge(k) could be used to
estimate Pme(k) and remove the GI signal. However at
the nonlinear scales, a weak prior was applied to prevent
|bκrκ| from exceeding the observed value of ∼ 0.003 esti-
mated from SDSS (Hirata et al. 2007); also now see the
WiggleZ survey results (Mandelbaum et al. 2011, Table
4), which combined with SDSS give bκrκ = 0.003±0.004
(1σ) at z = 0.3 for blue galaxies.10 (The square root of
the number of bins is inserted to prevent the prior from
being “averaged down” over many bins.) The following
modifications have been considered here, ordered from
optimism to pessimism:
I: The GI term is ignored entirely, i.e. σpr(bκrκ) = 0.
This is an unrealistically optimistic model, in that
it assumes that a combination of theoretical mod-
eling and observations of the galaxy density-galaxy
ellipticity correlation will allow us to compute and
10 This is for the fit presented with the redshift dependence
exponent ηother = 0; as noted there the passive evolution model
would predict ηother = −2. Note that the error bar presented in
Mandelbaum et al. (2011) is 2σ.
subtract off the GI term even in the nonlinear
regime and at all redshifts.
II: The FoMSWG default model, but with the prior
coefficient reduced from 0.003 to 0.001. This model
assumes that either further studied will reduce the
upper limits on intrinsic alignments for blue galax-
ies, or that advances in modeling galaxy bias in
the nonlinear regime will allow us to convert Pge(k)
into Pme(k) with ∼ 30% uncertainty.
III: The FoMSWG default model.
IV: The FoMSWG default model, but with the prior
coefficient increased to 10 to effectively force future
WL data to constrain the GI power spectrum and
its redshift evolution in the nonlinear regime, while
simultaneously fitting the cosmological parameters.
V: No prior on bκrκ is applied: the future WL data
must now constrain the full GI power spectrum at
all scales and redshifts, while simultaneously fit-
ting the cosmological parameters. This model is
designed to be overly pessimistic.
In light of the rapidly improving observational con-
straints on intrinsic alignments, and the substantial mod-
eling effort in both intrinsic alignments and galaxy bias-
ing, Model II may be a reasonable (though not assured)
forecast for the theoretical uncertainty by the time of the
LSST weak lensing analysis.
6.3. Results
Table 5 shows the results for the LSST and Giga-z
weak lensing cases including intrinsic alignment terms,
assuming a training sample of 25,000 spectroscopic red-
shifts, and galaxy shapes from LSST photometry. σ(wp)
is the uncertainty on w if it is assumed to be a constant,
σ(wa) the uncertainty on the rate of change of w. ∆γ pa-
rameterizes the rate of the growth of structure, and Ωk
the curvature of spacetime. The Planck CMB data are
included in all of the models shown, since without the
CMB constraints the “standard” cosmological parame-
ters (Ωm h
2, ns, ...) can be altered to accommodate a
fit of the WL data with almost any smooth dark energy
model.
For the “FoMSWG default” model (Model III), the
improvement in parameter constraints from the Giga-z
photo-zs for WL+Planck is equivalent to multiplying the
LSST Fisher matrix by a factor of α = 1.27 (wp), 1.53
(wa), or 1.98 (∆γ). Note that e.g. for wa the improve-
ment is equivalent to both multiplying the LSST coverage
area and the training sets by 1.53 and reducing all sys-
tematics by a factor of 1/
√
1.53. In general, we see larger
improvements for the cases with more complex redshift
dependence, such as changing w or the rate of growth
of structure. The improvement for the rate of growth
of structure – one of the most important constraints for
weak lensing since it cannot be probed by supernovae –
is particularly impressive: in Model III, adding the Giga-
z photometric redshifts would be as valuable for ∆γ as
adding a Northern Hemisphere LSST.
While the choice of intrinsic alignment model affects
the cosmological constraints (as expected, the more op-
timistic models that assume better knowledge of the in-
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TABLE 5
The WL+CMB dark energy parameter constraints.
The primary CMB is from Planck, the weak lensing shapes
from LSST, and the photometric redshifts are from either
LSST or Giga-z. Results are shown for all 5 intrinsic
alignment models described in the text, ranging from I
(very optimistic) to V (very pessimistic).
σ(wp) σ(wa) σ(∆γ ) σ(Ωk)
IA Model I
LSST photo-z 0.0271 0.494 0.158 0.0246
Giga-z photo-z 0.0246 0.405 0.124 0.0200
IA Model II
LSST photo-z 0.0373 0.671 0.204 0.0251
Giga-z photo-z 0.0341 0.562 0.157 0.0204
IA Model III
LSST photo-z 0.0382 0.695 0.221 0.0252
Giga-z photo-z 0.0348 0.576 0.168 0.0205
IA Model IV
LSST photo-z 0.0396 0.743 0.273 0.0258
Giga-z photo-z 0.0364 0.627 0.206 0.0211
IA Model V
LSST photo-z 0.0503 1.053 0.330 0.0270
Giga-z photo-z 0.0450 0.912 0.279 0.0223
trinsic alignments lead to smaller error bars), the ad-
vantages of Giga-z are robust to even the more extreme
models presented here. For ∆γ , the “advantage factor”
α defined in the previous paragraph varies as 1.82, 2.00,
1.98, 1.94, or 1.49 (Models I–V respectively); for wa it is
1.60, 1.51, 1.53, 1.45, or 1.38 (Models I–V respectively).
7. CONCLUSION
Several Dark Energy probes rely on photometric red-
shift estimates that are accurate and exhibit little bias.
The DES, LSST, EUCLID, KIDS and other wide field
imaging experiments will survey much of the sky in the
usual photometric bands, but to fully realize their po-
tential, the photo-z scatter and biases must be well cal-
ibrated. We have simulated realistic observations with
both a 3 year LSST stack and a proposed experiment,
Giga-z, and compared the results side-by-side. The mock
catalog used, based on COSMOS observations, is deep,
complete, and representative of the real span of galaxies
we might expect these experiments to observe, including
objects from the “redshift desert”. By construction, this
mock catalog likely contains objects with unusual SEDs.
We have shown that Giga-z, with R423 nm=30 spectral
resolution, spatial resolution, and continuous wavelength
coverage between 350 and 1350nm can efficiently and
effectively obtain spectrophotometry of a much larger
and deeper sample of galaxies than is possible with cur-
rent spectrographs. From our simulations, we predict
redshift estimate accuracies of σ∆z/(1+z)≈ 0.03 for the
whole sample, and σ∆z/(1+z)≈ 0.007 for a select subset,
which in turn adds constraint on Dark Energy param-
eters for WL + CMB (Planck). In particular, for the
rate of growth of structure, one of the most important
constraints for weak lensing since it cannot be probed
by supernovae, for the default FoMSWG model, adding
the Giga-z photometric redshifts would be equivalent to
doubling the LSST footprint (e.g., by running a second
complete LSST survey in the North). This data could
be obtained inexpensively compared with most current
and future surveys. With DES set to come online im-
minently, Giga-z would be able to use DES catalogs to
inform a first pass, and operate in parallel with LSST
and other wide field imaging surveys.
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