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Summary 
Recent years have witnessed a tremendous growth of research and development to provide 
mobile users with "seamless" communication through wireless media. Service provision in 
mobile networks is closely intertwined with network mobility management and therefore 
efficient management of subscriber mobility remains a challenging and an important area of 
research. This thesis examines management of signalling traffic in mobile networks and packet 
network design approaches, with specific contributions relating to i) reduction of network 
database signalling costs in GSM; ii) minimization of mobility signalling over the air-intetface 
based a new technique for subscriber location manage1nent; iii) an efficient network design 
technique for packet cmmnunication networks with application to GPRS, based on a novel 
hybrid GA-Heuristic approach. 
A novel location management technique is proposed to reduce signalling costs in the 
core network, by reducing the rate of HLR-related transactions. By intelligent distribution of the 
HLR related signalling over a number of VLRs, the HLR is prevented from being a potential 
bottleneck and a single point of failure in the signalling network. Based on the analytical model 
developed, it is detnonstrated that within the call-to-mobility range considered, the total network 
signalling cost as well as location tnanagement costs can be significantly reduced, compared to 
current strategy adopted in GSM. 
To address location tnanagement signalling in the access network, a number of dynamic 
schetnes are considered and compared with the proposed adaptive multilayer technique. 
Through detailed sitnulations under various scenarios, the superiority of the proposed scheme, 
in terms of significant savings in the total signalling traffic (i.e. location update and paging) and 
ease of hnplementation, compared to other techniques is den1onstrated . The location 
managetnent sche1ne of GSM is used as baseline for comparisons. 
Finally, efficient design of packet cmmnunication networks, with application to GPRS 
backbone architecture, is addressed. To meet the cost and traffic requirements whilst· ensuring 
that the delay and reliability constraints are also satisfied, a hybrid GA-heuristic approach is 
developed as an alternative to purely GA based and heuristic-only approaches. Under a cmmnon 
set of parameters, the performance of various techniques are compared and it is shown that the 
hybrid approach is capable of producing solutions that are superior to other typical network 
design methods. 
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Chapter 1. Introduction 
Chapter 1 
INTRODUCTION 
The unprecedented success and rapid growth of second generation cellular systems offering 
voice telephony and limited data services, has created the momentum towards introduction of 
different types of services and establishment of new service providers. Currently available 
circuit-based voice, fax, paging and e1nail services, will give way to packet data transfer, video 
conferencing, image transfer, video delivery and a multitude of other packet data-based 
services, in the next generation of personal communication systems (PCS). The research efforts 
thus range from development of optimised Inability management sche1nes, to design of efficient 
multiple access and resource allocation techniques. The design and operation of protocols in 
support of seamless mobility and for provision of Quality of Service (QoS) in the next 
generation networks is posing significant challenges. However managetnent of subscriber 
mobility i.e. locating and tracking, and in particular issues such as the rate of network database 
transactions, control traffic due to user location area/routing area or cell update and paging, 
remain fundamental aspects of mobility management in cellular mobile systems and will need to 
be addressed irrespective of the advances in the networking/transport technologies. Also up to 
now, the role of network design in providing QoS has often been overlooked. A poorly designed 
network architecture will not - regardless of the sophistication of the bandwidth allocation 
strategy used - be able to match the performance of a well designed network. 
This thesis addresses the following: 
• Reduction of network database signalling costs in GSM; 
• Enhanced location update/paging mechanisms and reduction of signalling traffic in the 
access network; 
• Network design and dimensioning for future packet based personal communication 
networks. 
1.1 Motivation and Objectives 
Cellular comn1unications systems provide seamless and uninterrupted communication services 
to mobile subscribers. Irrespective of location and mobility patterns, mobile terminals can 
13 
Chapter 1. Introduction 
receive services and communicate with remote terminals. However, unlike fixed/static networks 
such as the internet or PSTN, where the routing information is embedded in the address of each 
node, the current location of a mobile terminal can not be obtained from its identification 
number. Mobility/location management schemes and handover therefore become necessary in 
order to track and locate terminals for incoming calls and ensure continuity of communication 
with nrinimal interruption for 1nobile subscribers. The two commonly used standards for 
mobility manage1nent are GSM(European) and IS4l(US). Under these standards, the user 
location information is stored in location databases which are updates as the user moves to 
another location, and are queried when a call is to be delivered/initiated. The classical user 
location management strategies of GSM and IS41 are based on a two-tier hierarchy of HLR and 
VLR databases. The HLR is often a single centralised database containing user profiles 
(subscription info, user Ids, current location, billing info. etc.), whilst VLRs which are 
distributed throughout the network store information of the only the users currently roaming 
within their particular coverage areas. Thus the user profile may be replicated at its current 
serving VLR. The user performs a registration at the HLR and the new serving VLR, every time 
the user changes the registration area, and de-registers at the previous VLR. When a call arrives, 
the network simply routes the call to the last known/reported location of the tnobile tenninal. 
However, if for instance, the inconring call arrival rate is low cmnpared to the mobility rate of 
the terminal the classical schemes are not cost effective and in many cases it should be possible 
to avoid these registrations at the HLR. Thus, efficient location nmnagement schemes may be 
characterized by their ability to: 
• reduce the rate of database related transactions 
• tninitnize fixed/access network signalling traffic 
• reduce call set up delays 
• support scalability of architecture 
• applicability of scheme over a wide range of call-to-mobility ratios 
Since location management of subscribers may generate significantly high levels of signalling 
traffic due to the reduction of cell sizes particularly in dense urban areas in response to 
capacity/coverage requirements, new methods for reducing the signalling traffic and database 
access (updates and queries) have become necessary. We analyse and evaluate the performance 
of the anchoring technique. The technique is intended to 1nini1nise the expensive HLR access, 
thereby reducing the overall network signalling load and preventing the HLR from becoming a 
bottleneck. The basic anchoring technique is shown to successfully reduce the location updating 
and the total network signalling costs compared to classical strategy of GSM. Although by 
14 
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distributing the signalling load over a number of VLRs, the HLR is prevented from becoming a 
bottleneck in the signalling network, at low Call-to-Mobility Ratios (CMR), the basic anchoring 
scheme can results in rather high call routing costs compared to baseline scheme of GSM. To 
address this problem, an optimisation of the basic technique is proposed and evaluated. The 
optimisation procedure is based on identification of the optimal trade-off point between the call 
routing and location updating costs given the CMR, and analytical results indicate that the 
proposed optimisation strategy can significantly decrease the call routing and locating costs 
whilst maintaining the cost of HLR access well below that of GSM, compared to the original 
anchor scheme. The cost evaluations take into account the signalling loads generated due to 
registration and de-registration procedures as well as call routing and location updating thus 
providing a more cmnplete picture of the total network signalling cost. Then the proposed 
opthnisation procedure is applied and results are compared with the basic scheme. Finally, the 
impact of the proposed optimisation procedure on database access times are exmnined and 
compared to the original scheme. Call routing cost for the fixed-to-n10bile and mobile-to-mobile 
calls are also evaluated separately. 
Location management i.e. location update and terminal paging, schemes in the current standards 
are basically static techniques which can not be adjusted in response to variations in user 
tnobility and/or call patterns. For example, in Location Area (LA) based schetnes, the location 
m·ea size most suitable for one user or a particular class of users, may not be suitable or optimal 
in terms of minimisation of signalling cost, for another user or other classes of users. Dynamic 
schemes allow for online adjustments based on mobility/call characteristics of users. We 
introduce a new adaptive multilayer scheme for location management, and use shnulations to 
evaluate the performance of the proposed scheme in comparison to a number of other 
adaptive/dynamic location management schemes, under a uniform set of mobility and call 
related parmneters. The objective is to quantify the cost saving under a common set of 
assumptions and compare these to the cost of the baseline scheme of GSM. Furthermore, the 
potential of recent interaction paging (RIP) - a two-step paging process - on reducing the paging 
signalling traffic is also examined. 
Telecommunications networks can consist of mixes of many physical and logical layers, built 
using different technologies. A typical network can be viewed as a multi-layered structure, with 
each layer requiring different network design to account for different design objectives, 
constraints and technologies. Mesh and ring network topologies are good starting points for 
network design, as they embody various trade-off involved in ahnost all network design 
15 
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problems. The role of network design in providing Quality of Service (QoS) is often 
overlooked; a poorly designed network architecture will not - regardless of the sophistication of 
the bandwidth allocation strategy used - be able to match the performance of a well designed 
network. Regular and random partially 1neshed network designs can overcome many of the 
problems associated with conventional network designs. These partially tneshed networks have 
bounded hop counts, relatively few links and an even distribution of routes across the network. 
We investigate the application of genetic algorithms to the design of meshed packet-switched 
comn1unicationnetworks. The aim is to find optimal or near-optimal network topologies which 
could support the expected levels of transit traffic given the traffic requirements and pre-defined 
cost, delay and reliability constraints. 
1.2 Main Contributions 
The objective of this thesis is to address location management in GSM networks with particular 
emphasis on database related aspects, location management signalling traffic over the air-
inteiface and cost-efficient design of packet communication networks. The main contributions 
are as follows: 
• A technique for reducing the network database signalling traffic cost - the 
operation and ilnplementation of the basic anchoring technique and an optimisation 
procedure for application in GSM networks, have been addressed and evaluated. 
Distribution of the HLR related signalling load is achieved through replacing of the 
expensive location registration messages between the serving VLR and the HLR by 
message exchanges between two MSC/VLRs. In response to subscriber call and 
mobility patterns, the optimised anchoring scheme removes the need to always report 
location changes to the anchor VLR whilst balancing the costs of both location update 
and call routing. As the benchmark for the comparison of the results, GSM standard 
signalling transactions and database traffic under the same traffic model and user 
mobility assumptions, are used. An analytical model for the proposed optimisation 
procedure is introduced. It is shown that within the call-to-mobility (CMR) range 
considered i.e. 0.01 to 100, the location registration signalling cost of the optimised 
schem.e can be reduced to less than half that of GSM. It is also shown that HLR related 
signalling costs can be reduced by as much as 25-65%, compared to GSM. Also under 
typical operating conditions, reductions in the total network signalling cost of about 60-
25% at low to high CMR respectively, can be achieved. Where as the cost of call 
routing in the original anchor scheme is about 2 - 3.5 times that of GSM (at low CMR 
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values), the optimisation procedure manages to reduce this cost to within 1.6 times that 
of GSM under a variety of network loading conditions. 
• Comparative assessment of dynamic/adaptive location ntanagement techniques -
the performance of a number of adaptive/dynamic location managetnent schemes for 
reducing the location update and paging control traffic have been evaluated. It is shown 
that the type of environment, mix of subscribers and variations in velocity/call arrival 
rates can have a wide-ranging impact on the performance of various algorithms. The 
conclusions indicate that despite good performance and reasonable gains (i.e. signalling 
load reductions) compared to fixed LA scheme of GSM, the performance of 
dynatnic/adaptive schemes are in fact subject to assumptions re. type of operating 
enviromnent and classes/mixes of subscribers, whilst the proposed adaptive multi-layer 
scheme is shown out perform all schemes considered, in both environments. It is shown 
that the proposed adaptive multilayer technique can reduce the total signalling cost (i.e. 
location update and paging signalling costs) by up to 30%, and with RIP enabled by as 
much as 37% compared to baseline scheme of GSM. The impact of Recent-Interaction-
Paging (RIP) is extensively studied through simulations and it is shown that it has a 
smoothing effect on the total signalling load, with the most significant impact observed 
in the Manhattan grid environn1ents with a mix of fast and slow subscribers. 
• An efficient technique for packet comntunication network design based on a 
Hybrid GA-Heuristic approach - the design of partial-mesh packet communication 
networks has been addressed. The proposed hybrid design methodology, has been based 
on a decomposition of the original network design problem into: Link Capacity 
Assignment (CA), Routing or Flow Assignment (FA), Capacity and Flow Assignment 
(CFA) sub-problems, given the capacity and reliability i.e. hi-connectivity, and delay 
constraints. A new efficient packet cmmnunication network design technique has been 
developed. The proposed hybrid technique was found to be superior to the other two 
typical design methods i.e. Branch exchange and pure GA, in terms of network cost and 
delay. 
1.3 Organization of the Thesis 
The remainder of this thesis is organised as follows. 
The impacts of mobility-related signalling traffic in mobile networks is the main focus of 
chapter 2. Following a brief presentation of signalling across the user interface and the 
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signalling transport mechanism in GSM, the results of analysis of the signalling traffic based on 
analytical expressions for calculation of signalling load are presented. Nmnerical results 
obtained are used to highlight (a) the impacts of location management signalling in GSM 
networks and (b) the radio resource requirement in support of mobility. 
Chapter 3 deals with optin1isation of fixed network/database signalling and its impacts on the 
overall network signalling traffic and rate of database transactions. The focus of the chapter is 
on the impacts of location registration and call routing signalling on the network databases. In 
this chapter the anchoring technique is introduced and analysed. The technique is intended to 
nlinimise the expensive HLR access, thereby reducing the overall network signalling load and 
preventing the HLR from becoming a bottleneck. Later in the chapter, optimisation of the basic 
anchoring technique is presented and analysed. The basic anchoring technique is shown to 
successfully reduce the location updating and the total network signalling costs compared to 
classical strategy of GSM. Although by distributing the signalling load over a number of VLRs, 
the HLR is prevented frmn becoming a bottleneck in the signalling network, the basic anchoring 
sche1ne can results in rather high call routing costs compared to GSM at low Call-to-Mobility 
Ratio (CMR). To alleviate this problem, an optimisation of the basic technique is proposed and 
evaluated. The cost evaluations take into account the signalling loads generated due to 
registration and de-registration procedures as well as call routing and location registrations thus 
providing a more complete picture of the total network signalling cost. Then the proposed 
optimisation procedure is applied and results are compared with the basic scheme. Also more 
hnportantly, the effects of the proposed optimisation procedure on database access times are 
exmnined and compared to the original scheme. Call routing cost for the fixed-to-Inobile and 
1nobile-to-mobile calls are also evaluated separately. 
Chapter 4 considers the signalling impacts of location updates and paging procedures over the 
air-interface. The control traffic generated and processing required in the LA-based location 
management methods most widely used in current cellular (e.g. GSM, IS-41, etc.) systems, may 
lead to congestion problems in high-density environments. One of the main concerns of system 
designers is to define 1nethods allowing the system to reduce the overhead control traffic 
dynmnically. In this chapter several location management methods proposed within the past few 
years that attempt to reduce the overhead signalling traffic, have been reviewed. Based on 
detailed simulations under various scenarios the performm1ce of four representative 
dyna1nic/adaptive techniques are evaluated and compared to the fixed-LA strategy of GSM and 
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the proposed adaptive multi-layer strategy. Furthermore, the impact of recent interaction paging 
or RIP - a two-step paging technique - on all the above is also investigated. 
Chapter 5 deals with problem of packet-switched communication network design. Designing a 
communication network often can be viewed as a complex multi-constraint opthnisation 
proble1n, where the design must meet a set of possibly conflicting, interdependent requirements 
and invariably, the design must provide optimal assignments for link capacity, routing and 
topological connectivity, such that costs are minimised and yet the traffic requirements are 
satisfied and network delays kept within permissible bounds. In telecommunication networks, 
the common capacity and delay constraints have significant impacts on routing assignment, 
optimal design of topology and network cost minimisation. The objective of the work presented 
in this chapter, is to develop a new GA-based efficient network design method for partially-
Ineshed cmmnunication network design problem. This objective implies modelling of the 
network design problem in a format suitable for GA application, and exploration of existing, 
conventional network design techniques to identify any useful cmnponent algorithms to 
incorporate into the GA optimisation process. Using shnulations, the performance of the 
proposed 1nethod for the solution of the complete network design problem, is evaluated and 
compared with two other typical network design techniques, to show its superiority and 
capability m satisfying the traffic requirements as well as capacity, delay and reliability 
constraints. 
Chapter 6 summarises the main contributions of this dissertation, and describes possible future 
research directions 
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Chapter 2 
SIGNALLING TRAFFIC IN GSM NETWORKS 
2 Introduction 
Signalling traffic in GSM networks can be classified into two broad categories: Call-related 
signalling and non-call related i.e. mobility signalling. The call related signalling is primarily 
responsible for call establishment, maintenance and tear-down of connections, whilst nlobility-
related signalling covers terminal, personal and service mobility aspects. Mobility support in 
cellular networks can be further classified into radio mobility i.e. handover, and network 
mobility which consists of location management i.e. location updating and call delivery 
(paging) procedures. The recent exponential growth in user penetration across many GSM 
networks, is accompanied by a corresponding rise in the levels of signalling traffic (n1obility 
and call related) and additional signalling load on the network databases (due in part to the 
introduction of new services). The integrity and proper functioning of the signalling network is 
perhaps the foremost consideration for network equipment designers and planners as well as 
operators. Later in the chapter, it is shown that support of subscriber mobility places a heavy 
additional signalling burden on network switching equipment and databases. 
To ensure network integrity, maintaining safe operational limits, reducing the mean time 
between failures in the face of increasing levels of signalling traffic load, has focused research 
into more efficient and alternative methods for location management and tracking of 1nobile 
subscribers. The contention that mobility signalling is likely to have significant impacts on 
quality of service provided by the mobile networks, is the main focus of this chapter. Following 
a brief presentation of signalling across the user interface and the signalling transport 
mechanism in GSM, the chapter presents results of analysis of the signalling traffic based on 
analytical expressions for calculation of signalling load and numerical examples. The impact of 
location management signalling in terms of signalling traffic generated is then assessed and the 
radio resource requiretnent in support of mobility is quantified and presented. 
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This chapter is organised as follows. In section 2.1, a detailed overview of the signalling across 
the user interface covering layers 2 and 3 signalling mechanisms is presented. The SS7 
signalling transport protocol and the services provided by each of the SS7 layers are discus ed 
in section 2.2. Section 2.3 covers mobility management and call related signalling procedures, 
and in section 2.4, based on simple analytical expressions for calculation of signalling load and 
numerical examples, the impact of location management signalling in terms of signalling traffic 
generated is assessed. Then in section 2.5 the radio resource requirement on the location area 
edge-cells in support of subscriber mobility are quantified. The chapter ends with a summary of 
the results and concluding remarks in section 2.6 
2.1 Signalling Across the User Interface (Urn) 
Signalling at the User-Network Interface in GSM is essentially concentrated in Layer 3. Layers 
1 and 2 provide the mechanisms for the protected transmission of signalling messages across the 
air interface. Besides the local interface, they contain functiot?ality and procedures for the 
interface to the BTS. The signalling of Layer 3 at the User-Network Interface is more complex 
and comprises protocol entities in the mobile station and in all functional entities of the GSM 
network (BTS, BSC, and MSC). 
2.1.1 Layer 1 signalling - MS-BTS Interface 
Layer 1 of the OSI Reference Model contains all the functions necessary for the transmission of 
bit stream over the physical medium, in this case the radio channel. GSM Layer 1 defines a 
series of logical channels based on the channel access procedures with their physical channels. 
The higher layer protocols access these services at the Layerl service interface. The three 
interfaces of Layer 1 are schematically illustrated in Figure 2.3. 
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LAPDm protocol frames are transmitted across the service mechanisms of the data link layer 
interface, and the establishment of logical channels is reported to Layer 2. The comn1unication 
across this interface is defined by abstract physical layer service primitives. A separate Service 
Access Point (SAP) is defined for each logical control channel (BCCH, PCH+AGCH, RACH, 
SDCCH, SACCH, FACCH). Between Layer 1 and the RR sublayer of Layer 3 there is a direct 
interface. The abstract service primitives exchanged at this interface tnostly concern channel 
assignment and Layer 1 system information, including measurement results of channel 
tnonitoring. At the third Layer 1 interface, the traffic channels for user (payload) data are 
provided. The service access points (SAP) of Layer 1 as defined in GSM are not genuine service 
access points in the spirit of OS I. They differ from the PHY -SAPs of the OSI Reference Model 
insofar as these SAPs are controlled by Layer 3 RR sublayer (layer managetnent, establishment 
and release of channels) rather than by control procedures in the link layer. Control of Layer 1 
SAPs by RR comprises activation and deactivation, configuration, routing and disconnection of 
physical and logical channels. Furthermore, exchange of measurement and control information 
for channel monitoring occurs through service primitives. Layer 1 services of the GSM User-
Network Intetface are divided into three groups: Access capabilities, Error detection and 
Encryption. Layer 1 provides a bit transport service for the logical channels. These are 
transmitted in multiplexed format over physical channels which consist of elements defined for 
the transtnission on the radio channel (frequency, time slot, hopping sequence, etc.). Some 
physical channels are provided for cmnmon (shared) use (BCCH and CCCH), whereas others 
are assigned to dedicated connections with single n1obile stations (dedicated physical channels). 
The combination of logical channels used on a physical channel can vary over time, e.g. 
TCH+SACCH/FACCH replaced by SDCCH+SACCH. 
The GSM standard distinguishes explicitly between access capabilities for dedicated physical 
channels and for cmmnon physical channels BCCH/CCHs. Dedicated physical channels are 
established and controlled by Layer 3 RR management. During the operation of a dedicated 
physical channel, Layer 1 continuously tneasures the signal quality of the used channel and the 
quality of the BCCH channels of the neighbouring base stations. This measuretnent information 
is passed to Layer 3 in measurement service primitives MPH. In idle mode, Layer 1 selects the 
cell with the best signal quality in co-operation with the RR sub layer based on the quality of the 
BCCH/CCCH (cell selection). GSM Layer 1 offers an error-protected bit transport service and 
therefore also error detection and correction mechanistns. To do this, error-correcting and error-
detecting coding mechanisms are provided. Frames recognised as faulty are not passed up to 
Layer 2. Furthennore, security-relevant functions like encryption of user data is implemented in 
Layer 1. 
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2.1.2 Layer 2 Signalling 
The LAPDm protocol is the data link protocol for signalling channels at the air interface 
[Mou92]. It is similar to HDLC. It supports Unacknowledged and Acknowledged operational 
modes. In the Unacknowledged operation mode, data is transmitted in ill-frames (unnumbered 
information) without acknowledgement; there is no flow control or L2 error correction. This 
operational mode is allowed for all signalling channels, except for the RACH which is accessed 
in multiple access mode without reservation or protection. The Acknowledged operation mode 
provides protected data service. Data is transmitted in !-frames (information) with positive 
acknowledgement. Error protection through retransmission (ARQ) and flow control are 
specified and activated in this mode. This mode is only used on DCCH channels. In LAPDm, 
the Connection End Points (CEPs) of L2 connections are labelled with Data Link Connection 
Identifiers (DLCis), which consist of two elements: 
• The Layer 2 Service Access Point Identifier (SAPI) is transmitted in the header of the L2 
protocol frame. 
• The physical channel identifier on which the L2 connection is or will be established, is the 
real Layer 2 Connection End Point Identifier (CEPI). The CEPI is locally administered and 
not communicated to the L2 peer entity. (The terminology of the GSM standard is 
somewhat inconsistent in this case - what is really meant is the respective logical channel. 
The physical channels frmn the viewpoint of LAPD1n are the logical channels of GSM, 
rather than the physical channels defined by frequency/time slot/hopping sequence.) 
When a Layer 3 message is trans1nitted, the sending entity chooses the appropriate SAP and 
CEP. When the service data unit SDU is handed over at the SAP, the chosen CEP is given to 
the L2 entity. Conversely, when receiving an L2 frame, the appropriate L2-CEPI can be 
determined from the physical I logical channel identity and the SAPI in the frame header. 
Specific SAPI values are reserved for the certain functions: 
• SAPI=O for signalling (CM, MM, RR) 
• SAPI=3 for SMS 
In the control plane, these two SAPI values serve to distinguish and separate signalling 
messages frmn packet-oriented user data (short messages). Further functions needing a new 
SAPI value can be defined in future versions of the GSM standard. A LAPDm entity is 
established for each of the pertinent physical/logical channels. For smne of the channel/ SAPI 
combinations only a subset of the LAPDm functions is needed (e.g. unacknowledged 
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operation), and not all channel I SAPI combinations are supported. These LAPDtn entities 
perform the Data Link procedure, i.e. the functions of the L2 peer-to-peer communication as 
well as the service prilnitives between adjacent layers. Segmentation and reassemble of Layer 3 
messages is also included. Other Layer 2 procedures are the Distribution Procedure and the 
Random Access (RA) procedure. The distribution procedure is needed if multiple SAPs are 
associated with one physical I logical channel. It performs the distribution of the L2 frames 
received on one channel to the respective data link procedure, or the priority-controlled 
multiplexing of L2 frmnes from multiple SAPs onto one channel. For certain aspects of RR, the 
protocol logic of Layer 3 has to have direct access to the services of Layer 1. Especially, this is 
needed for functions of Radio Subsystem Link Control, i.e. for channel tneasurement, 
transtnitter power control, and tilning advance. 
2.1.3 Layer 3 Signalling - RR, MM and CM 
Radio Resource Management (RR) - The procedures for Radio Resource Management (RR) 
are the basic signalling and control procedures at the air interface. They handle the assignment, 
allocation and administration of radio resources, the acquisition of syste1n information frmn 
broadcast channels (BCCH) and the selection of the cell with the best signal reception. 
Accordingly, the RR procedures and tnessages are defined for idle tnode as well as for setting 
up, maintaining, and taking down of RR connections. In idle mode, the MS is continuously 
reading the BCCH information and conducts periodic measurements of the signalling strength 
of the BCCH carriers in order to be able to select the current cell. In this state, there is no 
exchange of signalling messages with the network. The data required for RR and other 
signalling procedures is collected and stored: the list of neighbouring BCCH carriers, thresholds 
for RR algorithms, CCCH configurations, information about the use of RACH and PCH, etc. 
Also hnportant is the periodic monitoring of the paging channel (PCH) so that paging calls are 
not lost. For this purpose, the BSS is sending on all paging channels of a cell continuously valid 
Layer 3 messages (PAGING REQUEST) which the MS can decode and recognise if its address 
is paged. 
Each exchange of signalling messages with the network (BSS, MSC) requires an RR connection 
and the establishment of an LAPDn1 connection between MS and BTS. Setting up the RR 
connection can be initiated by the network or the MS. In either case, the MS sends a channel 
request (CHANNEL REQUEST) on the RACH in order to get a channel assigned on the AGCH 
(immediate assignment procedure). There is also a procedure to deny a channel request 
(imtnediate assignment reject). If the network does not immediately answer to the channel 
24 
Chapter 2. Signalling Traffic in GSM Networks 
request, the request is repeated using the S-Aloha 1nethod with a random number controlled 
tin1er. In the case of a network-initiated connection, this procedure is preceded by a paging call 
(PAGING REQUEST) to be answered by the mobile station (PAGING RESPONSE). After an 
RR connection has been successfully completed, the higher protocol layers (CM, MM) can 
receive and transmit signalling messages at SAPI 0. In contrast to the setup of connections, the 
release is always initiated by the network (CHANNEL RELEASE). Reasons for the release of 
the channel could be end of the signalling transaction, too many errors, removal of the channel 
in favour of a higher priority call (e.g. emergency call), or end of a call. RR procedures fall into 
6 main groups. These are Channel Establishment/Release, Ciphering, Paging, Handover, System 
Information and tniscellaneous procedures. 
Mobility Managernent (MM)- The main task of Mobility Management (MM) is to support the 
Inability of the mobile station. Another task of the MM sub layer is to offer MM connections and 
associated services to the CM sublayer above. All MM procedures presume an established RR 
connection, i.e. a dedicated logical channel must be assigned with an established LAPDm 
connection in place, before MM transactions can be performed. These transactions occur 
between MS and MSC, i.e. messages are passed through the BSS transparently without 
interpretation and forwarded to the MSC with the DTAP transport mechanism. The MM 
procedures are divided into three categories: Common, Specific, and Connection related. 
Whereas Common procedures can always be initiated and executed as soon as an RR connection 
exists, Specific procedures exclude one another, i.e. they cannot be processed simultaneously or 
during an MM connection. Conversely, an MM connection can only be set up if no Specific 
procedure is running. MM Specific procedures consist of IMSI Attach and Location Update 
procedures, where as MM Conunon procedures consist of TMSI Allocation/reallocation, IMSI 
Detach, Authentication/Identity Request. 
Connection Management (CM) - The CM sublayer tenninates at the MSC and consists of 
Call Control (CC), SMS and supplementary Services (SS) entities. Once a MM connection is 
established, the CM can use it for information transfer. The CC entity is based on CCITT Q931 
protocol, with tninor tnodifications, for cmmnunication of call-related messages between the 
MS and the MSC. It comprises of procedures to establish, control, and terminate calls. Several 
parallel CC entities are provided, such that several parallel calls on different MM connections 
can be processed. For CC, finite state models are defined both on the mobile side as well as on 
the network side. The two entities at the MS and MSC sites each instantiate a protocol 
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automaton, and these communicate with each other based on standard Layer 3 signalling 
message format. 
2.2 Signalling Transport Protocols In GSM 
The functional entities of the NSS use CCITT Signalling System No.7 (SS7) signalling. SS7is 
used to hnplement both the data link and layer 3 transport functions for carrying CM and MM 
signalling messages over the MSC-BSS link (A-interface), as well as B,C,D and G interfaces . 
Call-related signalling between the MSCs or external networks use Telephony User Part (TUP) 
or ISDN User Part (ISUP), which may be modified according to national requirements. For all 
non-call-related functions the MAP protocol is used which makes use of services provided by 
the Transaction Capabilities Application Part (TCAP) and Signalling Connection Control Part 
(SCCP). 
SS7 overcomes the limitations of conventional inband signalling by transmitting signalling 
information over a dedicated digital signalling network, separate frmn the voice channels. 
Additionally, SS7 enables the separation of switching intelligence frmn voice and data routing 
in telecommunications networks. SS7 also offers improvements in the speed and flexibility of 
call set-up, fast exchange of information between processors for a call requiring special routing 
or handling and access to custon1er information stored in network databases. Functions 
provided by the various layers in the SS7 protocol hierarchy in relation to GSM, are briefly 
described below. 
2.2.1 Message Transfer Part 
The Message Transfer Part (MTP) provides reliable transfer and delivery of signalling 
information within the signalling network, and is responsible for maintaining the links I 
signalling connections in the presence of failures. A lilnited set of MTP protocol messages are 
used on the A-interface to transfer 1nessages between the BSS and MSC. MTP 3 also provides 
for the support and management of multiple links (link-set ) and messaging on fall-back link for 
maintenance purposes, on the A-interface. As shown in Figure 2.1 above, MTP consists of 3 
layers. MTP layer 1 conesponds to OSI physical layer. Typically 56 and 64 kb/s links are used 
to convey signalling information. MTP layer 2 ensures reliable information transfer using 
features such as CRC and forward/backward sequence nutnbers and flow conti·ol. It is based on 
HDLC protocol with smne enhancements e.g. MTP 2 uses FISUs ( Fill-In Signalling Unit ) 
which are sent when there are no message traffic, this allows for quick fault detection. Higher 
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layer information is encapsulated within the signalling Information field (SIO) of the layer 2 
Message Signalling Unit or MSU. MTP layer 3 functions correspond to the lower half of OSI 
network layer, and provides for the routing of messages between signalling network nodes on a 
link-by-link basis. MTP 3 also provides for the support and manage1nent of multiple links (link-
set) and messaging on fall-back link for maintenance purposes, on the A-interface. Routing of 
messages between different signalling points inside an SS7 network is specified in MTP layer 
3. It defines network addressing capabilities using Point Code (PC) addressing where a single 
PC address identifies a signalling point exclusively in the SS7 network. Originating Point Code 
(OPC) identifies the sender signalling point of the message and Destination Point Code (DPC) 
identifies the receiving signalling point. PC is comparable to the OSI NSAP (Network Service 
Access Point) and the internet IF-address. Furthermore, MTP3 is responsible for signalling 
nmnage1nent and congestion control. The objective of management is to overcome link failures 
or link congestion in an SS7 network. 
2.2.2 Signalling Connection Control Part 
SCCP (Signalling Connection Control Part) provides the means to [Q700] control logical 
signalling connections in the SS7 network, and transfer signalling data units across the SS7 
network. SCCP allows different users within a node to be addressed separately. Another 
addressing enhancen1ent to MTP, provided by SCCP is the ability to address messages to the 
end destination rather than only to the next link (hop). SCCP does this using either an internal 
network address, known as Signalling Point Code (SPC), or a Global Title (GT) which is an 
address such as dialed digits and does not explicitly contain information usable for routing by 
MTP3. ( an analogy : SCCP provides the functionality to send smneone a mail message using an 
e-mail address, while MTP can only route messages to the next link using a port number ). 
Therefore, SCCP defines network addressing capabilities based on Global Title (GT), and 
Destination Point Code (DPC) and Subsystem. Number (SSN). A global title is an address such 
as a set of dialed digits which does not explicitly contain routing information but can be used, 
for instance, to identify the caller and the party being called. The actual message routing 
between connected signalling points is done using DPC and the required service indication 
using SSN. DPC defines the SS7 network address for the signalling point (a service control 
point, for example) whereas the SSN addressing identifies the logical address for the desired 
user or application part. In this sense, SSN can be compared to the OSI TSAP (Transport 
Service Access Point) addressing, which is defined at the OSI transport layer. SCCP can support 
four distinct classes of operation: 
o class 0 : basic connectionless class 
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o class 1 : sequenced (MTP) connectionless class 
o class 2 : basic connection-oriented class 
o class 3 : flow controlled connection-oriented class 
Thus, two service classes - connection oriented and connectionless service classes - are 
provided by SCCP, and as such SCCP services can be compared to the OSI TP (Transport 
Protocol) classes and the internet connection oriented TCP and connectionless UDP services. 
SCCP enhances the services provided by MTP3 layer and in conjunction with MTP3 layer 
provides full functional equivalent of OSI network layer. The GSM A-interface is used for 
1nessaging between BSC and MSC as well as for transfer of messages to/from the mobile 
station (using the CC or MM protocol discriminators). As shown in Figure 2.1, these two flows 
are 1nanaged by BSSMAP and DTAP protocol layers. Additionally, BSSMAP messages 
intended for BSC must be distinguished from messages specific to a connection to a mobile 
station. This latter functionality is provided in GSM based on a virtual circuit approach and 
makes use of services provided by SCCP. The distinction between the BSSMAP (messaging 
between BSC and MSC) and DTAP (messaging between MS and MSC) flows is achieved by 
introduction of a "distribution" protocol on top of SCCP. GSM uses SCCP for management of 
MS references on the BSS to MSC (A-interface) interface and also to provide addressing 
facilities between GSM network entities, where only SCCP class 0 and class 2 services are 
used. The class 0 mode is used on the A-interface for 1nessages not directly related to a single 
1nobile station, such as reset or overload indication. The class 2 mode enables separate 
independent connections to be setup, a function used on the A-interface for distinguishing 
transaction for different mobile stations. 
2.2.3 Transaction Capabilities Application Part 
The SS7 application part consists of two subparts: 
• TCAP (Transaction Capabilities Application Part), 
• TCAP-user ASE (Application Service Element) such as INAP (Intelligent Network 
Application Part) and MAP (Mobile Application Part) 
TCAP is responsible for the management of dialogues between distributed signalling points in 
the SS7 network. TCAP is application layer signalling used for non-circuit related, or by direct 
signalling applications such as database inquiry/update/response. TCAP operation is such that 
the originating party 1nay send a 1nessage to the remote site to perform a task, and after 
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pelforming the task, the remote site returns the result to the originating party. In GSM, TCAP is 
used for queries to the HLR e.g. mnnber translation, database updates and retrieval of 
information needed for authentication and location updating. TCAP uses the services of SCCP 
directly. TCAP is divided into two sub layers : 
• The Transaction SubLayer (TSL) and the Cotnponent SubLayer (CSL). The TSL is used to 
set-up a dialogue (session) between two remote users and manage exchange of the Protocol 
Data Units or PDUs between peer TCAP entities, using the main TSL primitives :BEGIN, 
CONTINUE and END. Within each TSL message, there may be several components each 
of which corresponds to an inquiry or response. 
• The Component sub-layer provides the capability of invoking remote operations and 
receiving replies. The CSL manages the remote call functions for the services as well as 
coding and decoding call paratneters. The cmmnonly used CSL primitives are : INVOKE 
and RETURN RESULT. Four classes of operation within CSL allow 4 different types of 
responses to be made to an inquiry. In class 1, both success and failure in performing the 
operation are reported; In class 2 only failure is reported; In class 3 only success is reported; 
In class 4 neither success nor failure is reported. 
2.2.4 Integrated Services Digital Network User Part 
The Integrated Services Digital Network User Part (ISDN_ UP or ISUP) is an application layer 
which provides the circuit-related signalling required for setting up of voice circuits for basic 
ISDN calls and for supple1nentary services. For basic ISDN and GSM calls, there are 5 
messages needed to set up a call. In response to a set up message from terminal, the switch 
sends an Initial Address Message (lAM) into the network. The lAM causes trunks to be set up 
towards the destination switch. After the called party has been alerted, an Address Complete 
Message (ACM) is sent by the destination exchange towards the originating exchange. When 
the called party answers, an Answer (ANS) message is sent to the originating exchange. Call 
release is accomplished by using messages Release (REL) and Release Complete (RLC). 
2.2.5 Mobile Application Part 
Messages for different applications are defined in the SS7 application layer, residing above 
TCAP. The Mobile Application Part (MAP) defines the signalling messages required in GSM. 
MAP resides above TCAP and is an application layer protocol. MAP is a TCAP user and makes 
use of component and dialogue handling facilities provided by TCAP, for peer-to-peer 
communication. It makes use of connectionless services of SCCP. MAP is divided into five 
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Application Entities or ASEs. These are MAP-MSC, MAP-VLR, MAP-HLR, MAP-EIR and 
MAP-AUC. Theses entities are each identifiable through individual Sub-System Numbers 
(SSN) assigned to each one. The SSNs are used by SCCP for addressing each ASE 
individually. From the application process point, MAP defines a number of procedures each 
consisting of one or several operations. Detailed descriptions of MAP messages for all 
operations/transactions between GSM entities may be found in [GSMr9.02]. 
2.3 Mobility Management and SS7 Traffic in GSM Networks 
Mobility management is one of the most important and challenging problems for wireless 
communication and computing. It enables telecommunication networks to locate roaming 
terminals for call delivery and to maintain connections as the terminal is moving into a new 
service area. Mobility management contains two components: Location Management and 
HandoffM anagement. 
Location management : a two-stage process required to locate the current attachment point of 
the mobile user for call delivery. The first stage is location update (or location registration). In 
this stage, the mobile terminal periodically notifies the network of its new access point, 
allowing the network to authenticate the user and revise the user's location profile. The second 
stage is call delivery, where the network is queried for the user location profile and the current 
position of the 1nobile host is found. 
Location Update Procedure - In order to correctly deliver calls, the tnobile network must keep 
track of the location of each MS. As described previously, location information is stored in two 
types of database, VLR and HLR. As the subscribers move around the network coverage area, 
the data stored in these databases may no longer be accurate. To ensure that calls can be 
delivered successfully, a n1echanism is needed to update the databases with up-to-date location 
information. This updating process is known as location update. Current systems adopt an 
approach that the network coverage area is partitioned into a number of service areas (SA) i.e. 
area of coverage of each MSC, and each SA comprises of location areas (LAs) (note that IS-41 
refers to this as the registration area). An MS performs a location update whenever it enters a 
new LA. Each LA consists of a number of cells and in general all base stations belonging to the 
same LA are connected to the same MSC. When an MS enters an LA, if the new LA belongs to 
the same VLR as the old LA, only the record at the VLR is updated to enter the ID of the new 
LA. Otherwise, if the new LA belongs to a different VLR, a number of extra steps are required 
to: 
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• Register the MS at the new serving VLR 
• Update the HLR to record the ID of the new serving VLR 
• De-register the MS at the old serving VLR 
Figure 2-2 shows the location update procedure when an MS moves to a new LA. The 
following is the ordered list of tasks that are performed during location update/registration: 
1. The MS enters a new LA and transmits a location update request message to the new base 
station. 
2. The base station forwards the location update message to the MSC, which launches a 
registration query to its associated VLR. 
3. The VLR updates its record on the location of the MS. If the new LA belongs to a different 
VLR, the new VLR determines the address of the HLR of the MS from its IMSI. This is 
achieved by a table lookup procedure called global title translation. The new VLR requests 
subscriber Id (IMSI) and authentication parameters from old VLR in the send parameters 
message. 
4. The old VLR returns requested parameters in the IMSI response message, and 
authentication procedure by the new VLR begins. 
5. Assuming a successful authentication is performed, the new VLR then sends a location 
registration message to the HLR; otherwise, location update is complete. 
6. The HLR performs the required procedures to authenticate the MS and records the ID of 
the new serving VLR of the MS. The HLR then sends a registration acknowledgement 
message to the new VLR. 
7. The HLR sends a registration cancellation message to the old VLR. 
8. The old VLR retnoves the record of the MS and returns a cancellation acknowledgement 
message to the HLR. 
Depending on the distance between the current and home locations of the MS, in steps 3, 4, 5, 
and 6 the signalling messages may have to go through several intermediate STPs before 
reaching their destinations. Therefore, the location registration may generate a significant 
traffic load to the SS7 network. As the number of mobile subscribers keeps increasing, the 
delay for completing a location registration may increase. More detailed message sequence 
charts for location update procedures can be found in Appendix A. 
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Figure 2-2: Location update procedure 
Call Delivery Procedure - Two major steps are involved in call delivery: determining the 
serving VLR of the called MS, and locating the visiting cell of the called MS. Locating the 
serving VLR of the MS involves the following database lookup procedure (Figure 2-3): 
1. The incoming call is routed frmn the calling exchange in PSTN/ISDN to the mobile 
network GMSC 
2. The GMSC determines the address of the HLR of the called MS by global title translation 
(from provided MSISDN) and requests routing information from the HLR 
3. The HLR determines the serving VLR of the called MS and sends a provide roaming 
number n1essage to this VLR. 
4. The VLR returns the roaming number (MSRN) to the HLR. 
5. The HLR informs GMSC by forwarding the MSRN. The gateway MSC uses the MSRN to 
set up call towards the serving MSCNLR of the called subscriber 
6. The serving MSC initiates the paging process for the called MS in all the cells within the 
indicated LA and upon successful page response, initiates authentication and ciphering 
procedures on the radio path. ISDN Setup and Call Confinned messages are then exchanged 
between the MS and the MSC 
7. Following the transmission of Alert and Connect messages by the MS, end-to-end speech 
path between the caller and the MS is setup. 
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Figure 2-3: Call delivery procedure 
The procedure described above allows the network to set up a connection frmn the caller to the 
serving MSC/VLR of the called MS. Since each MSC is associated with an SA, and there are 
more than one LA in each SA, a mechanism is therefore necessary to determine the cell location 
of the called MS. In current networks this is achieved by a paging (or alerting) procedure such 
that polling signals are broadcast to all cells within the LA of the called MS. On receiving the 
polling signal, the MS sends a reply which allows the MSC to determine its current residing 
cell. Appendix A, also provides a detailed depiction of the message sequences for Mobile-
Originated (MO) and Mobile-Terminated (MT) calls in GSM. 
Handoff Management (or Han dover) refers to the transfer of an existing connection to a new 
base station. The three-stage process for handoff first involves initiation, where either the user, a 
network agent, or changing network conditions identify the need for handoff. The second stage 
is new connection generation, where the network must find new resources for the handoff 
connection and perform any additional routing operations. The final stage is data flow control, 
where the delivery of the data frmn the old connection path to the new connection path is 
maintained according to agreed-upon service guarantees. In GSM handover decision is made by 
the network, and it is based on BSS criteria (received signal level, channel quality, MS-BTS 
distance) and on network operational criteria e.g. current traffic load of the cell. Periodically, 
the MS gathers signal field strength measurements of its current downlink and those of the 
neighboring base stations (quality 1nonitming). On the network side, the signal quality of the 
uplink is monitored, the measurement reports from MS are evaluated and handover decisions 
are 1nade. Principally, two kinds of hand overs can be distinguished: 
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• Intra-Cell Handover: for administrative reasons or because of channel quality the MS 1nay 
be assigned a new channel within the same cell. This decision is made by the RR 
management entity of the BSS and also executed within BSS. 
• Inter-Cell Handover : the connection to an MS is transferred over the cell boundary, to a 
new BTS. The decision re. time of handover, is made by the RR protocol module of the 
network based on 1neasurement data from MS and BSS. 
As far as Inter-Cell handovers are concerned, two cases are distinguished. Internal Handover 
which refers to handovers between cells belonging to the smne BSC. This does not require the 
involve1nent of controlling MSC except for notification of MSC re. successful execution of 
handover by the BSC). External Handover refers to handovers where participation of at least 
one MSC is required. Handovers between cells belonging to different BSCs (under control of 
same MSC - i.e. lntra-MSC HO) and those between cells belonging to different BSCs (under 
control of different MSCs- i.e. Inter-MSC HO) m·e classified as external. Figures Al.6 and 7 in 
Appendix A, present the message sequences for Internal (Intra-ESC) and external (Inter-
BSC/Intra-MSC) handovers in GSM. 
MAP and Inter-MSC Handover 
Inter-MSC handovers require communication between the involved MSCs, which makes use of 
SS7 transport for MAP transactions. The serving MSCA , sends a handover request to the tm·get 
MSC8 , and once the link is setup between the two, MSCA will issue the handover command to 
the MS. There are two cases to consider: 
1. Basic Handover procedure- the call is handed over from MSCA to MSC8 (1). 
2. Subsequent Handover procedure- (2a) the call is handed over from MSCn back to MSCA 
OR (2b) for han dover to a third MSC, the call is first handed over fron1 MSCn back to MSCA 
(known as Handback) and then from MSCA to MSCc. 
Thus, Basic handover procedures are used for the first handover between MSCs, whilst 
Subsequent handover procedures are used for handovers to subsequent MSCs. The MAP 
message sequence charts for the Basic and Subsequent HOare provided in Appendix A. Unlike 
the location management protocols, the reliance of handoff protocols on routing, resource 
nmnage1nent and packet delivery make these algorithms very network protocol dependent. An 
additional dependency to be considered for interoperability is the dependency of the user on the 
local wireless network interfaces and infrastlucture. 
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2.4 Analysis of SS7 Signalling Load in Cellular Networks 
h1 this section a n1ethodology for evaluation of the impacts of signalling traffic generated by 
both call-related and non-call related i.e. 1nobility management signalling, on the SS7 signalling 
network, based on sin1ple analytical expressions, is presented. For the purpose of comparisons, 
GSM and PCS networks is presented. The traffic parameters in Table 2-1 assmne higher 
penetration and smaller cell sizes for PCS, compared to GSM. 
PARAMETER PCS GSM 
ｾﾷＭ ｐｾｰｵｬ｡ｴｬ［Ｍ［［､［［［ Ｈ ｰ･ｾｬｾＯｫｾＩ Ｍﾷ＠ ------r---.... 24o-oo--·-··--r 24ooo 
p (subsc. density) l.e. subsc. per km2 1 15360 I 1920 
penetration PCS/GSM : %64/ %8 ! i 
-···-····--···--····-··-···-··· .. ····-······ ..................................... -·-·-.. ··-···--... -···-··· ... ···-... ···· .. ······· ....................... _, ____  !·-····-·····-·-·····-····-·· ......................................... , .............. _ .... _.,,_ ................................. . 
Call per Hour/subsc. (BHCA/subsc.) I 1 1 1 
Traffic per Subscriber (ave. Erlang/terminal) I 0.033 [ 0.033 
T - Mean call holding times (s) I 120 1 120 
S - Hexagonal Cell Area (km2) - 2.6r2 i 0.026 1 1.66 
r- Hexagonal Cell radius (km) ! 0.1 I 0.8 
ＭＭ ｾ Ｍ ｾｾＺ＠ .. ＮＡ＿Ｎｾｾｾ＠ = s ｾ ＭＭ Ｍ ＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭ Ｍ Ｍｪ＠ __ ｾｯｯ＠ _ ___ L ____ ｾＱ＠ ｾＡ＠ ____  _ 
'I SAsife - MSC service area size (km2) !
1
1 
60 I 60 
1 
% or MO-MT calls , 45-55 l 45-55 
ve - .. ｾｾＮＮＺ｟ｾｓ＠ ｾＺＡ｟ｾｾｩｴｹ＠ ＨｫｾＯｨｾｾ ＭﾷＭＭ .. -··-·--·-·--------... J _____ Ｒ ｾ ＭＭＭＭﾷＭＭ｟ｌＭ .. ｾｾ ﾷＭﾷﾷＭＭＭＭＭ .. --.J 
Table 2-1: GSM and PCS traffic parameters 
h1 order to relate the information in Table 2-1 to the total traffic offered to the SS7 network, the 
following need to be determined: 
• SS7 traffic (no. of bytes) generated by each key activity/transaction. 
• Frequency/rate of occurrence of the activity- requires mobility model and determination 
of optimum size of LA in terms of number of cells 
The GSM procedures that generate SS7 message traffic are the following transactions: mobile 
call originations, mobile call terminations, mobile-to-mobile calls, registration and de-
registrations, location updating, inter-MSC handovers and short message services. A detailed 
description of message sequences and exchanges involved for each transaction type as well as 
message sizes can be found in Appendix A. SS7 message lengths are variable and the estimates 
include only the mandatory parameters with maxitnum length. Table 2-2 shows the SS7 traffic 
by network element. 
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TRANSACTION MO MT 
Calls Calls 
Orig.MSC <> Term.MSC 120 120 
MSC <> VLR 550 612 
OriginatingMSC <> HLR - 126 
OldMSC <> NewMSC 
NewVLR <> OldVLR 
Inter _MSC HO 
Old MSC New.MSC 
148 
383 383 
Loc.Upd. 
sameVLA 
406 
Loc.Upd. 
VLRotd VLRnow 
406 
213 I OldVLR <> HLR NewVLR <> HLR l ......... ._.....,..._ ... ___ , __ ,.,_....,., ___ : ____ ___l _  I 
213 
95 
. l 402 I 
·----
_ ____ .. _.......,. _ ｟Ｚｾ｟＠ ........... ___ ............ _ : _____ • ___ ....,.. _ _,_ __ , ___ ..... ____ ,J 
TRANSACTION 
Table 2-2: SS7 traffic by network element 
MO 
Calls 
k1 
MT 
Calls 
k2 
lnter_MSC HO 
Old MSC New MSC 
k3 k4 
Lo_c.Upd. 
sameVLR 
' k5 
'""'"'"'..........,....'' "'"""'""'" """''" ' ,.., ｾＢＧ＠ '' "'"'" '""'•'•' "'' Ｂ ｾ ＧＢＢＢ＠ ' • ' ' " ''" '"io'"'' '· '''"' ' • " II Ｍｾ＠ ' • 
: ! 
TO/FROM switch 120 120 ! ! 
ISDNIPSTN call i i ｾｾＮ ｬｾｾｦｾｾｾ＠ ;;rnalto MSC) I ::: ::: i. ::: ::: I ::: I 
TO/FROM HLR ! 126 1 l 
. : : : 
I, ｉｎｔｅｒｾａｌ＠ Ｍ ｾＸＷ＠ Bytes l----:;;;- l--;;;-1 383 l 55 l 
Loc.Upd. 
VLRord VLRnew 
k6 k7 
308 
308 
95 
490 
395 
406 
801 
182 
"'I 
VLR internal to MSC ! ! ! ! ! 
L ｾｾｾｾＺｾｾ［ｾ Ｍ ｾＡｾｾｾｾｾ＠ _______ _ 1 __Ｚｾ ＮＭＭ ｌｾｾｾ Ｍ L _______ ｾＺ｟＠ ________ __  Ｑｾ Ｐ Ｚ＠ __ __1 _____ Ｚｾｾ ＭＭＭＭＭＭｊ＠
Table 2-3: aggregate network message traffic (SS7 bytes per transaction type) 
The first row of Table 2-3 shows the number of bytes (sent to and from) the switch for standard 
ISDN call with minimum of optional parameters. The second and third rows show the number 
of bytes sent to and from the MSC assuming that VLR is either inside or outside the MSC. The 
fourth and fifth rows show the nmnber of bytes sent to and from VLR and HLR, assuming both 
external to the MSC. The last two rows present the number of bytes that appear internal to the 
SS7 network. Figure 2-3 displays SS7 traffic between network entities for location updates. The 
dashed lines between the MSCs and their associated VLRs indicate that the VLR can be inside 
or outside the MSC. Consider the last two rows of Table 2-3 which give the internal SS7 traffic. 
For example, considering location update to a new VLR (last column) when VLR is inside the 
MSC, the number of required SS7 bytes is 490 ( = [(395+182) + (308+95)]/2 ), and when the 
VLR is outside the MSC, the number of bytes is 896 ( = [(406+801+182)+(308+95)]/2 ). 
36 
Chapter 2. Signalling Traffic in GSM Networks 
Old MSC Old 
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Figure 2-4: SS7 location update traffic 
In order to use the information in Table 2-3 to calculate the total traffic offered to the SS7 
network, the average rate of four main signalling transactions has to be known. 
2.4.1 Mobility Model 
Mobility models are used to estimate the rate of cell, location area and switch service area 
crossings, from which handover and location update rates can be determined. In the following it 
is assumed that the population distribution is uniform and that the direction of travel of user 
relative to the border is uniformly distributed on (0,21t]. The fluid-flow mobility model as 
described in [Mora87],[Gil88] is used to calculate the average number of users crossing/leaving 
the area A per unit time, and is given by 
P • V ave. • L /1t (2-1) 
where L denotes the length of the exposed perimeter of celi/LA, p denotes subscriber density 
per unit area and Vave is the average subscriber velocity. By conservation of flow, (2-1) is also the 
rate of crossings into A. Although appealing in its simplicity, in applying (2-1) it is important to 
relate p and Vave. correctly. For example, we know that during traffic jams, traffic can cmne to a 
halt. Relationships between density and velocity can be found in chapter 10 of [May90]. 
2.4.2 Deternunation Of Optimum Location Area Size 
In (2-1) expressions are required for Lr as a function of A(area) for particular cell gemnetry. 
These are derived in [Alo92] . The expressions for Lr and traffic paran1eters listed in Table 2.1 
are now used to calculate the optiinum LA size in terms of no. of cells. The optimal size for LA 
is determined by trading off radio bandwidth required for paging and location updates. Paging 
normally takes place in all the cells in a location area, while registrations are only performed at 
the LA border cells. In [Gil88],[Min87] optimisation is achieved by attempting to reduce the 
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sum of the required bandwidth for paging and location updates. The paging bandwidth is given 
by 
p • Pr(ON) • Nopt • S • [A.,+ ｾﾷ＠ PGA] • Bpo 
where 
A.1 :no. of MT calls during busy hour 
A.2 :no. of times an incoming call can not be connected during busy hour 
Nopt : optiinum no. of cells per location area 
PG A : page attempts per MS in busy hour 
Bpo : paging bandwidth per attempt 
and location update bandwidth 
[ Lt(Nopt) • P • Vave. • Pr (ON) • BLu ] I 1t 
where 
Vnve.: ave. subscriber speed 
bandwidth for one location registeration 
(2-2) 
(2-3) 
Lr(Nopr) : average fraction of length of perimeter of exposed cells, which is given in [Alo92] as 
(2-4) 
Lr(N) = 6Crad • [ 1/3 + 1/ 2--J3N- 3 ] 
To evaluate the use of bandwidth for each procedure, the same approach as in [Gi188] is 
followed, which gives 
Bpo = 1 and BLu = [ 1 + 4Ttoc.upd ] where Ttoc.upd = 4 sec. 
Mininlizing the smn of (2-1) and (2-2), Nopt for different values of speed, cell size and call rate 
can be obtained. Let 
where L '(Nopt) = (- Crad ..J3 /2) • Nopt -312 and L '(Nopt) =derivative of L(Nopt) w.r.t. N. 
Thus with A.1 = 0.55 i.e. 55 % & A.2 = 0 and Vave. = 10 km/hr we obtain : Nopt = 12 cells. 
Table 2-4 below presents a smnmary of calculated parameters. 
(2-5) 
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I PARAMETER I PCS GSM 
.. - .. - .... -...... ··-- .• 
48 12 
1.248 19.92 
19169 38246 
··--1 
I 
Nopt - optimum no. of cells per location area 
LAsizs (km2} = Nopl X S 
Subsc. Population per LA = LAsizs X p 
48 3 
920,112 114741 
2304 36 
13.3 106.2 I ! = (S x p) x T x (BHCA/subsc.) /3600 x Pr(ON) , 
ｾｾ ｾｾＭｬ･ｮｧｴｨ＠ ｯｦ ﾷ ｾ ﾷ ［［ｾ＠ .. ［ｾｾ［ｾｴ･ｲ＠ (km) = 6r r:.· 02.16 ＭＭＭＭＭＭＭＭｾＭﾷ＠ 49·--.8---··--i I NPLA (no. cells on perimeter of LA) = 6"-l(Nopt /3) - 3 
I
; LLA - length of exposed LA perimeter (km) : 4 8 1 9 2 
6r[ 1/3 + 1/(2 ..J(3N0p1)- 3)] X NPLA l . . 
I ｾｾ［｝ｾｾｾｾｾｾｾｾｾＺｾｾ［Ｚｾｾｾｾ＿＠ I (1::;)163 Ｌ ＭＭ ｾＺ［Ｒｾ＠
xceu·Cellcrossingrate [=PVaveLceul1t] l 8.12/s i 8.12/s I 
XLA - LA crossing rate i 65/s ! 32.5 /s 1 
XsA- SA crossing rate ! 451/s ! 56.36/s 
｛ ［ｾｃａＯｍｓｃ＠ ］ ｾ ｓａ］ ｾ ｾ＠ p x Ｈ［［ｾｾＺｾｾＺ［Ｎ［ ｾＭｾＭＭＭＭ ｲ ＭｾＭｾ＠ 921 ｾＰＰ＠ ｩ ＭＭｾ ＵＬＲＰＰ＠ l MSC Traffic load (Erlang) ! 30,412.8 i 3802 
--·-·- __________ ,...,.!_ .. ______ ... ｾＭＭＭＭ ﾷ＠
NLA - no. of LAs per switch service area = SAsiza I LAsize 
Subsc. Population per SA = SAsize x p 
NsA - no. of cells per SA = NLA X Nopt 
AcH - BH load/cell (Erlang) 
Table 2-4: List of calculated parameters 
2.4.3 Transaction rates 
The required quantities (as a function of switch service area) may now be calculated as follows: 
o MO(/sa) and MT(Isa) are the number of 1nobile call origination and terminations in 
calls/hr., generated in the switch service area : 
GSM: 
MO (!sa)= BHCA/MSC • Pr (mobile origination)= 51,848 /hr 
MT (/sa) = BHCA/MSC • Pr (mobile termination) = 63,360 /hr 
PCS: 
MO (/sa)= BHCA/MSC • Pr (mobile origination)= 414,720 /hr 
MT (/sa) = BHCA/MSC • Pr (mobile termination) = 506,880 /hr 
(2-6) 
(2-7) 
(2-8) 
(2-9) 
o Handovers (/sa) refer to the total number of cell departures (intra plus inter- switch) made 
by calls in progress in the service area, in units of crossings/hr. : 
GSM: We assun1e that only about one-third of cell crossings from the cells on border of SA i.e. 
NPsA , will in fact result in inter-MSC handovers (i.e. NPsA = 18- exact= 21) : 
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Handovers (/sa)= NsA • Xcell • ( Erlang/terminal) = 9.65/s 
Inter_MSC H. 0. (/sa) = 113 Xcell • NPsA • ( Erlang/tenninal ) = 1.87 /s 
Intra_MSC H.O. (/sa) = Handovers (/sa) - Inter_MSC H.O (!sa)= 7.78/s 
(2-10) 
(2-11) 
(2-12) 
PCS: once again, it is assmned that only about one-third of cell crossings from the cells on 
border of SA i.e. NPsA , will result in inter-MSC handovers (i.e. NPsA = 163- exact= 215) : 
Handovers (!sa) = NsA • Xcell • ( Erlang/terminal ) = 545/s 
Inter_MSC H.O. (/sa) = 113 Xcen • NpsA • ( Erlang/terminal) = 19.2/s 
Intra_MSC H.O. (!sa) = Handovers (/sa) - Inter_MSC H.O (/sa)= 525.8/s 
(2-13) 
(2-14) 
(2-15) 
o LocUpdates(/sa) is the total number of location updates (intra- plus inter- VLR) in the 
switch service area, in crossings/hr. : 
GSM: The service area consists of NLA = 3 LAs. We assume that no LA is located at the center 
of the service area, and that only half of cells located at LA border, are involved in intra-VLR 
location updates. Thus, the total number of cells involved in generating inter-VLR updates is 
given by 
Nintra-vlr = NLA. [ 112. NPLA] = 3. [112. 6...J(Nop/3) - 3] = 12 cells (2-16) 
We further assume that only about one-third of cell crossings from the involved cells i.e. Nintra-vlr 
, will in fact result in intra-VLR location updates (i.e. Nintra-vtr = 12- exact: 12). 
LocUpdSameVLR (/sa)= 1/3 Xcell • Nintra-vlr • [ Pr (ON)- (Erlang/terminal)] = 24.9/s (2-17) 
The term [Pr(ON) - (Erlang/terminal)] arises since only terminals that have powered-on and do 
not have a call-in-progress, may generate location updates. The total number of location updates 
(intra- plus inter- VLR) in the switch service area i.e. LocUpdates(/sa) is 
LocUpdates (/sa)= NLA • XLA • [ Pr (ON) - (Erlang/terminal)] = 74.7 Is (2-18) 
The rate of inter-VLR location updates can be calculated using (2-17) and (2-18) as: 
LocUpdNewVLR (/sa)= LocUpdates (/sa)- LocUpdSameVLR (/sa)= 49.8/s (2-19) 
PCS: The service area now consists of NLA = 48 LAs, out of which 23 are located on the 
border of SA. We assume that only half of cells of border-LAs, are involved in intra-VLR 
location updates. Thus, the total number of cells involved in generating intra-VLR updates is 
given by 
Nintm-vlr = [ (NLA - nLAon-SA border ) • NPLA ] + [ nLAon-SA border • ( 112 • NPLA ) ] (2-20) 
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= [ ( 48 - 23 ) • ＨＨＶｾＨｎ Ｐ ｰＯＳＩＩ＠ - 3 )] + [ 23 • ＨＨＶｾＨｎ Ｐ ｰＯＳＩＩ＠ - 3 )/2 ] = 766 cells 
We further assmne that only about one-third of cell crossings from the involved cells i.e. Nintra-vlr 
, will in fact result in intra-VLR location updates i.e. (i.e. Niutra-vlr = 766). 
LocUpdSameVLR (/sa)= 113 Xcell • Nh1u·a-vlr x [ Pr (ON)- (Erlang/terminal)] = 1585.5/s 
The total number of location updates (intra- plus inter- VLR) in the switch service area is 
LocUpdates (!sa)= NLA • XLA • [ Pr (ON) - (Erlang/terminal ) ] = 2392/s 
(2-21) 
(2-22) 
Using (2-21) and (2-22), the rate of inter-VLR location updates can be now be calculated as 
LocUpdNewVLR (/sa)= LocUpdates (/sa) - LocUpdSameVLR (/sa) = 806.5/s (2-23) 
2.4.4 Total Signalling Load 
Equations (2-6) .. (2-23) may now be cmnbined with Table 2-3 to calculate the total SS7 
signalling load (in bytes per call) as a function of the switch service area: 
SS7 bytes/call (/sa) = [ k1 • MO(/sa) + k2 • MT(/sa) + (k3 + k4) • Inter_MSC H.O. (/sa) + 
k5 • LocUpdSame VLR (/sa) + (k6 +k7) • LocUpdNewVLR (/sa) ] I [ MO(/sa)+ MT(/sa) ] 
(2-24) 
The quantities ki are the bytes per transaction taken from the relevant row of Table 2-3. It is 
implicitly assumed that the nu1nber of mobile-to-mobile calls is negligible. If required, this 
could be easily incorporated through addition of an extra term in (2-24). Using (2-24) and 
applying the results in Table 2-3, the number of SS7 bytes per call, to and from key network 
elements is calculated and shown in Table 2-5. It is evident that the signalling load in the SS7 
network can be 8-20 thnes greater for GSM than for ISDN, and 2-3 times greater for PCS than 
for GSM, depending on whether VLR is located inside or outside the MSC. 
Total SS7 bytes ISDN GSM PCS 
(normalised to BHCA/SA ) Call VLR in MSC VLR out MSC VLR in MSC VLR out MSC 
Table 2-5: SS7 bytes per call 
Table 2-6 (row4) indicates that the signalling load due only to call-related transactions i.e. call 
origination/terminations and handovers, is 1.8-6.8 times greater for GSM or PCS than for ISDN. 
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ｃ｡ｬｬｾｲ･ｬ｡ｴ･､＠ SS7 bytes 
(normalised to BHCA/SA ) 
ISDN 
Call 
-· 
GSMorPCS 
VLR in'MSC VLRoutMSC 
TO/FROM MSC 120 177.5 772.6 
TO/FROM VLR 595.2 
TO/FROM HLR 69.3 69.3 
I ｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭ ［ Ｍﾷ＠ ＭＭＭＭｾｾＭ ｴ ｾＭ , 
ＬＬｾ＠ INTERNAL SS7 Bytes j 120 l 218 813.2 ! 
.......................... _,., ................................................................ ""'""''"""""'""""""""'""""'""''""'""""'"' ..... ｾＧﾷＧＭＭＭＧＭＭﾷ＠ ... ＭﾷｾＭ .... ｾＭﾷＭ ＱＱＮＮＮ＠ ...... - ... _ ... _____ ... _ ... ___ .... ,,, ............. , ............. " ........ "'"""''"""" ... ...., ............................. _, __________ ,..,. .... """'"'_ ............................. _________ ,.. ... t 
Table 2-6: Call related SS7 traffic 
Based on the last rows of Table 2-4 and Table 2-5 it can be concluded that VLR should be 
placed inside the MSC to minimise SS7 traffic. However, when databases are placed inside the 
switch, the MSC must devote resources to database transaction processing, which could 
otherwise be used for call processing/switching. This cost must be traded off against the SS7 
savings in order to determine appropriated network configuration. 
relative cost (PCS/ GSM) CALL 
VLR in MSC VLR out MSC 
Location Update 
VLR in MSC .. VLR out MSC 
Table 2-7: relative (PCS-to-GSM) signalling costs 
Although the selected metric for the above comparisons i.e. SS7 bytes/call, is a particularly 
useful metric in transmission planning I network dimensioning, a different view of the impact of 
signalling traffic could be had based on the rate of transactions i.e. in terms of required updates 
and queries, processed by the network databases. Table 2-8 shows that the HLR update and 
query rates in PCS can be as tnuch 16(806.5/49.8) and 8(140.8/17.6) times higher than in GSM, 
respectively. 
Rate of Transactions 
(per MSC - busy hour rates) 
GSM PCS 
l CALL-related ( MO & ｾｾＩ＠ . ...... 51,848- ＶＳＬｾＶＰ＠ ﾷ ＡＭ ＭＭＭ ｾＱＴＬＷＲＰＭ ｾｾＶＬＸｧＸ ﾷ＠
j HLR query rate: : 17.6/s i 140.8/s 
ｉｈ｡ｮ､ｯｶ･［ｾｬｮｴ･ｲｍｓｃ＠ Ｆｾｮｴｲ｡ｍｓｃＩ＠ ｬ ｾｾ ｾＮＷｾＲＭ 28,008 ｴＧ ＭＭ ｾｾ ｾ ｾ［ＬｾＹＰ＠
ｌｾＭＬ｟Ｌ＠ _____ ＬｾＬＭＭ ｾｾＬＭＭＭ ｾ ＭＭｾＭＭｾＭｾｾｾＬﾷＭＭＬｾＭＭＫ＠ ﾷﾷｾＭﾷＭＭﾷｾ＠
I : : 
ll Location Update (lntraVLR & lnterVLR) ! 89,640 -179,280 ! 5,707,800-2,903,400 HLR update rate: i 49.8/s j 806.5/s 
L .• -----.. - ... ·--·-.. ·-·-··. ------------------------·..._ - - ·-··-·· .. ﾷＭＭＭＭﾷＭＭＭｾﾷＭﾷﾷＭＭﾷﾷﾷ•ＭＭﾷＭＭＭＭﾷＭＭ ﾷ ＭＭﾷＭﾷﾷﾷﾷﾷＭ ﾷ ﾷﾷﾷＭＭＭ
Table 2-8: PCS/GSM signalling tTansaction rates 
Note that the HLR update/query rates presented in Table 2-8, are per-MSC values. Total 
network-wide rate of HLR related transactions will require multiplication of the above rates by 
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the number ofMSCs within PLMN (assuming one HLR per PLMN). Thus, assuming 10 MSCs 
per PLMN , the total rate of update and queries processed by the HLR, will be as shown in 
Table 2-9. We can also observer that the ratio of updates-to-queries increases from 2.8 in GSM, 
to 5.7 for PCS, but more important is the rate of updates that need to be supported by the HLR 
in PCS, which represents a significant challenge to today's capabilities in terms of database 
system performance requirements (i.e. real-time response times and transaction processing 
capability). 
Total Rate. of DB.;Transactions GSM PCS 
(per Eb.MN_ (10 MSC in PLMN) busy hour rates) 
'. . 
Table 2-9: per PLMN HLR signalling transaction rates 
The results from the 2nd row of Table 2-10 below indicate that in terms of percentage of total 
SS7 cost to MSC, it may be advantageous in PCS, to place VLR outside the MSC. Although a 
near 10% saving can be made by placing the VLR outside MSC as far as location update cost is 
concerned, doing so will result in an increase of equal amount in respect of the call cost (from 
%6.5 to %16.9). This clearly shows the trade off involved (as mentioned earlier) but the 
advantages to be gained obviously depend on the relative weighting associated with the call and 
location update costs. 
() as o/o of total SS7 CALL ｌｾ｣ｾｴｩｯｮ＠ Update. 
load VLR in MSC VLR out MSC VLR in:MSC V[R out MSC 
Table 2-10: Call and LU related signalling load as percentage of total SS7 load 
The results presented in this section, highlight the impact of the SS7 signalling traffic on 
network databases and switching equipment, as subscriber density is increased. It is shown that 
whereas with GSM traffic paratneters there is a near balance between the call and location 
update related signalling loads (1st row Table 2-9) , the asymmetry of signalling load with PCS 
parameters becomes significant, indicating that more of the MSC resources will need to be 
dedicated to LU processing (given that more than %90 of total signalling load is due to LUs-
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2nd row Table 2-9) instead of call processing or pure switching. Also the high rate of HLR-
related updates in the case of PCS, indicate a 16-fold increase compared to the updates in GSM. 
Therefore, it is clear that methods and techniques are required to tninimise the impacts of 
database-related transactions on the SS7 network, by reducing LU signalling and processing on 
both the radio-interface and network equipment, as the network expands or new services are 
in traduced. 
2.5 Radio Resource Occupancy due to Mobility 
In order to quantify the hnpact of location updates (LU) on RF usage on cells located at the 
border of a LA and on transactions processed at the MSCNLR managing a set of LAs, the 
following notation is first introduced: 
TTNLu: 
N: 
average duration of one location update in case i ( i=l: intra-VLR LU ; i=2: 
inter-VLR with TMSI; i=3: inter-VLR with IM:SI ) equal to the time occupancy 
of one SDCCH/SACCH 
no. of transactions processed by the MSC/VLR for one LU in case i. 
percentage of LUs in case i , in cell number j (each cell is identified by a 
nmnber) 
no. of transactions due to LUs generated in LA perimeter cells 
no. of location updates experienced by cell j- per hour 
nmnber of cells per LA 
number of cells located on the perimeter of one LA- this is given by [Alo92] 
NPLA = Np = [6-.J(N/3)]- 3 = 21 (2-25) 
MSs are assmned to be uniformly distributed, cells are hexagonal and the maximmn blocking 
probability for the allocation of an SDCCH is set to 1 percent. The number of location updates 
in an LA perimeter cell j per hour is calculated using (2-1 ), which is then used to obtain the 
SDCCH/SACCH occupancy in cell j, due to MS location updates from 
TrLU· = A· • [ L PLU . . • TLUi] 
.I J i=l IJ 
(2-26) 
The number of transactions due to LUs generated in the NLA • NP LA periineter cells (which 
are nmnbered 1 to NLA • NP) and processed per hour by the serving MSCNLR is given by the 
forn1ula 
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(2-27) 
For nu1nerical calculations, we consider the values in Table 2-4 for PCS. From Table 2-4 we 
have: 
p = 15,360, r = lOOm, Vave. = 10 km/hr, NLA = 48, N = 48 and Np = 21. 
The nmnber of accesses to the MSCNLR is NLU1 = 2, NLU2 = 14 and NLU3 = 16 
Also based on practical measures done on a GSM network [X95] 
TLU 1 = 600 ms, TLU2 = 3.5 s, TLU3 = 4.0 s. 
2.5.1 MSCNLR Mobility-related Transaction Load 
Two cases are considered: case 1- a cell where only intra-VLR LUs are generated, and case 2-
a cell where only inter-VLR LUs are generated. 
Case 1 - The considered cell-j is located at the border of two LAs related to the same VLR. 
Only intra-VLR location updates will be processed in the cell ( IMSI-Attach procedure is 
ignored). Equation 
(2-26) yields TrLUj = 39 Erl. , which based on 2% blocking probability, requires 49/8 = 6.1 
channels (i.e. three quarter of channels available per carrier). 
Case 2- The considered cell-j is located at the border of two LAs related to the different 
VLRs. Only inter-VLR location updates will thus be processed in the cell. It is assumed that 
80% ofLUs use TMSI and only 20% use IMSI. Equation 
(2-26) then yields TrLUj = 234 Erl. , and based on 2% blocking probability, requires 244/8 = 30 
channels ( nearly 4 RF carriers ). 
To evaluate the load on the MSC/VLR, calculated parameters of Table 2-4 are used. Thus, the 
service area consists of NLA = 48 LAs. There are 23 LAs located on the border of service area. 
It is also assumed that the center LAs (25 LAs) and half the perimeter of border LAs will 
process only the intra-VLR location updates. For the other half of the perimeter cells of the 
border LAs, only inter-VLR LUs are generated. Thus the number of cells where intra-VLR LUs 
are generated is given by equation (2-28), and is equal to 
25Np + 23(Np/2) = 25e 21 + 23e 21/2 ;:::; 766 (2-28) 
and the number of cells where only inter-VLR LUs are processed is equal to 
23(Np/2);:::; 69 • [ -.../(N/3)- (112)] = 242 (2-29) 
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It is further assumed that among the generated inter-VLR LUs, 80% use TMSI and remaining 
20% use IMSI. Based on the above simple scenario, the number of transactions to be processed 
by the MSC/VLR due to LUs in its LAs is computed using 
(2-27) and is finally equal to 
TTNLu = 1.2 • 109 transactions at peak hour. 
The results presented in this section show that under heavy traffic conditions, the impact of LUs 
can be significant. In terms of radio channel usage, it was shown that between three-quarter to 4 
RF carriers ccould be required to support location area crossings. Although this burden may not 
directly lead to call blocking on the radio interface (in a DCS 1800 network using a 12 reuse 
cluster, the average number of available RF caniers per cell, with three operators, is about 1 0), 
it has nevertheless a visible impact on the traffic channel consmnption. Also in terms of 
processing at the MSC/VLR, requiring the processing of 1.2 x 109 transactions per hour, can 
quickly lead to blocking, as MSCNLR resources dedicated to servicing LU processing, can not 
be used for providing call-related services. 
2.6 Concluding Remarks 
The above examples illustrate clearly that the SS7 signalling load due particularly to location 
management of subscribers constitutes a significant proportion of total signalling traffic, and 
support of mobility will substantially increase the rate of database-related transactions i.e. 
update and queries. Although the examples presented concerned specifically the case where 
subscriber penetration level was increased, it is easy to extend the argmnent to other cases 
where one could (given that all other parameters remain unchanged), assess the impact of cell 
size reduction, increase in mobility due to higher average velocity or increase in the number of 
service areas/switching equiptnent, under similar conditions. All other traffic parameters being 
equal, it was shown that for an eight-fold increase in subscriber density, 
The additional burden on the SS7 network can be 8-20 times greater for GSM than for 
ISDN, and 2-3 times greater for PCS than for GSM, depending on whether VLR is 
located inside or outside the MSC. 
HLR update/query rates in PCS can be as much 16/8 times higher, respectively, 
HLR update-to-query ratio increases from 2.8 in GSM to 5.7 for PCS, 
The asymmetry of the total signalling load becomes significant, indicating that tnore than 
90% of the MSC resources could be required to be dedicated to location tnanagement 
instead of call processing, 
46 
Chapter 2. Signalling Traffic in GSM Networks 
Considering intra-VLR location updates, radio resource requirement per cell on the 
peritneter of a LA, would be 6 channels i.e. three quarter of channels available per carrier, 
Inter-VLR location updates in the cells on the border of SA, will require 30 channels i.e. 
nearly 4 RF carriers. 
The rate of transactions to be processed by the MSC/VLR is high and may lead to call 
blocking as significant amount of resources will have to be dedicated to location 
manage1nent signalling processing 
It is therefore evident that methods and techniques are required to 1ninilnise the hnpacts location 
management on the switching equipment and network databases within the SS7 network, by 
reducing location manage1nent signalling via more efficient techniques or alternative methods, 
as the network expands or new services are introduced. 
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Chapter 3 
THE ANCHORING TECHNIQUE FOR REDUCING 
SIGNALLING COSTS IN GSM NETWORKS 
3 Introduction 
Managetnent of subscriber mobility in the next generation of mobile networks is expected to 
result in significant network signalling due to mobile terminal locating and tracking operations, 
and therefore more efficient mobility management techniques are required to reduce the 
network signalling traffic and the database-related signalling load. Based on the results 
presented in chapter II, the impact of mobility related signalling within the second generation 
cellular systems, can be such that call processing and location management of subscribers in 
PCS, generate two to three times the signalling load compared to GSM. Also, the support of 
new services will require changes in mobile switch software, at the same time that the new 
service logic is introduced into the HLR. Therefore introduction of new services and features 
will place additional signalling load of the network databases. As the number of 1nobile 
subscribers increases, new or improved location management schemes are needed to effectively 
support a continuously increasing subscriber population. The classical user location 
management strategies are based on a two-tier hierarchy of HLR and VLR databases. The user 
performs a registration at the HLR and the new serving VLR, every time the user changes the 
registration area, and de-registers at the previous VLR. When a call arrives, the network simply 
routes the call to the last known/reported location of the mobile tenninal. However, if for 
instance, the incotning call arrival rate is low compared to the Inability rate of the terminal the 
classical schemes are not cost effective and in many cases it should be possible to avoid these 
registrations at the HLR. More is discussed in the literature review section (section 3.1). 
In this chapter the Anchoring technique is introduced and analysed. The technique is intended to 
tniniinise the expensive HLR access, thereby reducing the overall network signalling load and 
preventing the HLR from becotning a bottleneck. The basic operation of the anchoring scheme 
is as follows. Under the scheme, the signalling traffic due to location updates is reduced by the 
requiretnent to report location changes (location updates alluded to here refer in fact to VLR 
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updates, which would normally be reported to the HLR) to another VLR, instead of the HLR. 
The serving VLR during the last call delivery, is designated as the Anchor VLR (A VLR) of the 
subscriber. As the subscriber moves to a new LA (assuming that each MSC/VLE service area 
consists of one LA), the location update messages are reported to the subscriber A VLR, instead 
of the HLR. Since the HLR keeps a pointer to the A VLR and not the serving VLR, when a call 
arrives, the HLR queries the AVLR of the called subscriber, to obtain a routing address to the 
subscriber's serving/current VLR. Also, when the call arrives, the serving VLR becomes the 
new A VLR of the subscriber. This change of A VLR is however reported to the HLR. Later in 
the chapter, optimisation of the basic anchoring technique is presented and analysed. The basic 
anchoring technique is shown to successfully reduce the location updating and the total network 
signalling costs compared to classical strategy of GSM. Although by distributing the ｾｩｧｮ｡ｬｬｩｮｧ＠
load over a nmnber of VLRs, the HLR is prevented from becoming a bottleneck in the 
signalling network, the basic anchoring scheme can result in rather high call routing costs 
cmnpared to GSM at low Call-to-Mobility Ratio (CMR). To alleviate this problem, an 
optitnisation of the basic technique is proposed. The optimisation procedure is based on 
identification of the optimal trade-off point between the call routing and location updating costs, 
and analytical results indicate that the proposed optimisation strategy can significantly decrease 
the call routing and locating costs whilst maintaining the cost of HLR access well below that of 
GSM compared to the original anchor scheme. The cost evaluations take into account the 
signalling loads generated due to registration and de-registration procedures as well as call 
routing and location updating thus providing a more complete picture of the total network 
signalling cost. Then the proposed optimisation procedure is applied and results are compared 
with the basic scheme. Also tnore importantly, the effects of the proposed optitnisation 
procedure on database access times are examined and compared to the original scheme. Call 
routing cost for the fixed-to-tnobile and mobile-to-mobile calls are also evaluated separately. 
The outline of this chapter is as follows. Section 3.1 presents an overview of recent research on 
location managetnent and call delivery techniques. This is followed by the reference network 
architecture in section 3.2. In section 3.3 the Anchoring technique and its application in GSM 
networks is described. In section 3.4 cost evaluation methods are shown followed by 
presentation of the analytical model of the anchoring technique in section 3.5. The proposed 
optimisation procedure of the anchoring technique is introduced in section 3.6. The results 
based on the basic schetne are described and discussed in section 3.7. This is followed by the 
results of the optitnised scheme and database impacts which are presented and discussed in 
section 3.8. Finally, the conclusions are presented in section 3.9. 
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3.1 Literature Survey 
Recent Research On Location Registration and Call Delive1y 
Location registration involves updating location databases when current location information is 
available. On the other hand, call delivery involves the querying of location databases to 
determine the current location of a called MS. These can be costly processes, especially when 
the MS is located far frmn its assigned HLR. As the number of mobile subscribers keeps 
increasing, the volume of signalling traffic generated by location management is becoming 
extremely high [Lo92][Wol92]. Methods for reducing the signalling traffic are therefore 
needed. Research in this area generally falls into two categories. First, extensions to the current 
IS-41/GSM location manage1nent strategies are developed which ailn to improve the existing 
sche1nes while keeping the basic database network architecture unchanged. This type of solution 
has the advantage of easy adaptation to the current PCS networks without major modification. 
These schemes are based on the centralized database architecture inherited frmn the GSM 
standard. Another category of research results in completely new database architectures which 
require a new set of schemes for location registration and call delivery. Most of these schemes 
are based on distributed database architectures. Some additional research efforts include: the 
reverse virtual call setup, a new scheme for delivering mobile-terminated calls [Pol97], an 
optimal routing scheme based on the ratio of source messaging to location update rates 
[Yate96], and a single registration strategy for multi-tier PCS systems [Li96]. In the following, 
centralised vs distributed architectures are discussed. 
Centralized Database Architectures - In [Jain94] and [Lin94] a per-user location caching 
strategy is introduced. This location management scheme aims to reduces the cost of call 
delivery i.e. volume of signalling and database access traffic for locating an MS, by using the 
cached location information (stored at a nearby STP) obtained during a previous call, instead of 
expensive HLR access. Whenever the MS is accessed through the STP, an entry is added to the 
cache which contains a mapping frmn the ID of the MS to that of its serving VLR. When 
another call is initiated for an MS, the STP first checks if a cache entry exists for the MS. If no 
cache entry for the MS exists, the IS-41 call delivery scheme described earlier is used to locate 
the MS. If a cache entry exists, the STP will query the VLR as specified by the cache. If the 
MS is still residing under the same VLR, a hit occurs, and the MS is found. If the MS has 
already n1oved to another location which is not associated with the same VLR, a miss occurs, 
and the IS-41 call delivery scheme is used to locate the MS. Figure 3-1 demonstrates the 
operation of per-user location caching. When a call is initiated frmn MS 1 to MS 2, as indicated 
in Figure 3.1, the system can locate MS 2 by using the cached information at STPl. As a result, 
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MS 2 is successfully located without querying the HLR of MS2. The per-user location caching 
allows the STP to locate the VLR of the called MS after only one cache database lookup. This 
is true, however, only when the cached location information of the called MS is valid (a hit). 
The cost of per-user location caching is higher than the IS-41 scheme when a Iniss occurs. 
Based on the syste1n parameters, the minimum hit ratio required to produce a performance gain 
using per-user location caching needs to be determined. 
ｾｾｾｨ･＠ entry for MS2 1 
I -., 
I -., 
I '',, 
---L--' .... 
.............. 
MS"- VLR' I STPl 
Figure 3-1: Per-user location caching scheme. 
In [Jain94], the authors define the local call-to-mobility ratio (LCMR) as the average number of 
calls to an MS from a given originating STP divided by the average nmnber of times the user 
changes VLR per unit time. The minimum LCMR necessary to attain the tninimum hit ratio is 
obtained. In order to reduce the number of tnisses, it is suggested in [Lin94] that cache entries 
should be invalidated after a certain time interval. Based on the 1nobility and call arrival 
parameters, aT-threshold scheme is introduced in [Lin94] which determines the time when a 
particular cached location information should be cleared such that the cost for call delivery can 
be reduced. 
The cache scheme as proposed in [Jain94][Lin94] were based on the assumption that HLR 
access tilne is constant and MS residence times have an exponential distribution. In comparing 
the PCS location trackir1-g strategies [Lin96] the previous cache-based model is extended by 
considering the queuing effect at HLR (which is modelled as an M/G/1 queue) and an arbitrary 
distribution i.e. Gamma, for MS residence time. It is shown that the cache scheme is likely to 
outperform the IS-41 schetne when the hit-ratio in the cache scheme is larger than zero, when 
the MS mobility is low, and for a fixed mean HLR service time, the variance of the HLR service 
time distribution is large. Also, for a fixed tnean MS residence time, it is shown that a higher 
cache hit ratio is possible for residence distributions with large variance. Although it is shown 
that the cost of location update can be lower than basic IS-41 scheme, this improvement over 
the basic scheme, is only significant for large call-arrival rates and low tnobility subscribers i.e. 
high CMR region, since when the call frequency is low with respect to the tnobility, the number 
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of location updates/registrations increases, significantly degrading the performance of the 
cache-based schemes. 
The dynamic hierarchical database architecture [Ho97] proposal is based on the IS-41 standard, 
with the addition of a new level of databases, called directory registers (DR). Each DR covers 
the service area of a nmnber of MSCs. The primary function of the DRs is to periodically 
compute and store the location pointer configuration for the MSs in its coverage area. Each MS 
has its unique pointer configuration and three types of location pointers are available at the DR : 
• A local pointer is stored at an MS's serving DR which indicates the current serving MSC 
• A direct remote pointer is stored at a remote DR which indicates the current serving MSC 
• An indirect remote pointer is stored at a remote DR which indicates the current serving DR 
of the MS 
In addition, the HLR may be configured to store a pointer to either the serving DR or the 
serving MSC of the MS. In some cases, it may be more cost-effective not to set-up any pointers 
and the original IS-41 scheme will be used. In the proposed scheme, if there are significant 
number of incoming calls forMS, a direct or indirect remote pointer can be set up for the MS in 
the DR covering the region where calls are originated. Thus, when the next call is initiated for 
this MS frmn the smne region, the calling MSC first queries the DR and the call can be 
immediately forwarded to serving MSC without requiring a query at the HLR which may be far 
from the current location of subscriber. This reduces the signalling overhead for call delivery. 
On the other hand, the HLR can be set up to record the ID of the serving DR (instead of the 
serving MSC) of the MS. When the MS moves to another MSC within the same LA in the 
current service area, only the local pointer at the serving DR of the MS has to be updated. Again 
it is not necessary to access the HLR. This reduces the signalling overhead for location 
registration. The advantage of this scheme is that it can reduce the overhead for both location 
registration and call delivery, however this is achieved at the cost of introducing an additional 
layer of databases (DR layer) and signalling between the DRs and the HLR, however the 
scheme is effective at reducing the signalling cost, particularly at low CMR values. 
A user-profile replication scheme is proposed in [Shiv95]. Based on this scheme, user profiles 
are replicated at selected local databases. When a call is initiated for a remote MS, the network 
first determines if a replication of the called MS's user profile is available locally. If the user 
profile is found no HLR query is necessary, and the network can locate the called MS based on 
the location information available at the local database. Otherwise, the network locates the 
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called MS following the GSM procedures. When the MS moves to another location, the 
network updates all replications of the MS 's user profile. This results in higher signalling 
overhead for location registration. Depending on the mobility rate of the MS and the call arrival 
rate from each location, this tnethod tnay significantly reduce the signalling and database access 
overhead for localtnanagement. A schetne is also introduced in [Shiv95] which determines the 
replication for each MS. Based on their schetne, the replication decision is made by a 
centralized systen1 which must collect the 1nobility and calling parameters of the whole user 
population frmn time to time. This nmy not be feasible in current PCS networks because of the 
large nmnber of PCS network providers involved. Besides, generating and distributing the 
replication decision for a large user population is a computation-intensive and time-consmning 
process which may incur a significant mnount of network bandwidth. Future research should 
focus on the development of distributed user profile replication mechanisms. 
A pointer forwarding strategy is introduced in [Jain95]. The proposed location tracking method 
based on forwarding strategy is used to reduce the cost of location registration. The basic idea is 
that instead of reporting a location change to the HLR every time the MS moves to an area 
belonging to a different VLR, the reporting can be elitninated by simply setting up a forwarding 
pointer from the old VLR to the new VLR. The technique is based on maintaining a pointer ( 
resulting in a succession of pointers) to the new VLR, by the old VLR when a terminal crosses a 
service area boundary. For incmning calls, the HLR must then determine the current serving 
VLR by following the pointer chain to the current serving VLR. Location registration is 
performed when the length of the forwarding chain exceeds a particular length k. A maximum 
of k+l VLRs need to be interrogated in order to locate a tenninal. This technique incurs 
additional delays at call set-up. 
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Figure 3-2: Pointer forwarding strategy 
To minimize the delay in locating an MS, the length of the pointer chain is lilnited to a 
predefined maxin1mn value, K. When the length of the pointer chain reaches K, additional 
forwarding is not allowed, and location change must be reported to the HLR when the next 
movement occurs. Figure 3-2 detnonstrates the operation of pointer forwarding. Pointers are 
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set up frmn VLR 1 to VLR 2 and from VLR 2 to VLR 3 as the MS moves from MSC 1 to MSC 
2 and frmn MSC 2 to MSC 3, respectively. ForK= 2, the pointer chain cannot be extended any 
further. An additional movement from MSC 3 to MSC 4 will result in a location registration at 
the HLR. The original pointers are deleted, and the HLR records the ID of the current serving 
VLR of the MS. It is demonstrated that, depending on the mobility and call arrival parameters 
and the value of K, this scheme may not always result in a reduction in cost from the original 
IS-41 scheme. The authors detennine the conditions under which the pointer forwarding 
schetne should be used based on the system paran1eters. 
Distributed Database Architectures - A fully distributed database architecture for location 
registration is proposed in [Wan93]. The two-level HLRIVLR database architecture as 
described in the IS-41 standard is replaced by a large number of location databases. These 
location databases are organized as a tree with the root at the top and the leaves at the bottom. 
The MSs are associated with the leaf (lowest-level) location databases, and each location 
database contains location information for the MSs residing in its subtree. Figure 3-3 
de1nonstrates the operation of the proposed scheme. Given that an MS, MS 1, is located at RA 
I, an entry exists for MS I in each database along the path from its current location to the root 
of the tree. 
The entries forMS 1 at these databases are as shown in Figure 3-3. When a call is initiated, the 
network locates the called MS by following its database entries; for example, if a call forMS 1 
is initiated by MS 2, as shown in Figure 3.3. Theca request is received by node A. Since the 
database of node A does not have an entry for MS 1, the call request is forwarded to node B and 
so on. When the request finally reaches node D, an entry forMS 1 is found and the location of 
MS 1 detennined after another three database lookups, as demonstrated in Figure 3-3. When an 
MS moves to an RA that belongs to a different leaf database, the corresponding databases are 
updated to indicate the correct location of the MS. When compared to schemes based on a 
centralized database architecture, such as the IS-41 scheme, the proposed scheme reduces the 
distance travelled by signalling messages, through localisation of updates - the databases in the 
nodes at layer i and above need not be updates for all the movements of MS. However, this 
schetne increases the number of database updates and queries, and thus increases the delay in 
location registration and call delivery. 
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Figure 3-3: Distributed hierarchical tree-based database architecture 
In [Kitn95] a new distributed location management algoritlun is introduced that attempts to 
address some of the problems associated with the centralised, hierarchical distributed databases, 
identified in the following. The centralised hierarchically organised databases though simple 
conceptually, would be impractical to implen1ent and maintain due to large nmnber of databases 
involved, and the hierarchical distribution requires complex signalling procedures and will incur 
long call set up delays as it has to process update and location query requests at multiple 
databases. For example, in [Wan93] the cost of updates and queries is reduced by localisation of 
updates and a tracing process in a layered distributed database, and though it is possible to 
reduce the signalling traffic and distance through localisation, the cost in terms of increased 
multiple database access and complexity of management procedure is significant. The paper 
proposes a new database architecture, based on eliminating VLRs and maintaining only the 
home databases for location information storage. When an MS moves into a different location 
area, a location updating message is delivered only to its home database to indicate the current 
location address. At call set up, location information is retrieved once from the called user's 
home database, to locate the MS. The technique has significant overheads when the MS is 
roaming far from home, as signalling traffic has to be delivered over long distances , but the 
authors maintain that this overhead from the signalling transport network is likely to be reduced 
in the future optical-fiber based networks and by introduction of high-speed switching. The 
registration sche1ne proposed in [Kim95] is based on the structure divided into (n+ 1) 
hierarchical layer nodes with the lowest (layer 0) representing the smallest independent LA 
comprising several cells as shown in Figure 3-4. 
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Figure 3-4: Registration in the distributed hierarchical database architecture 
Location update n1essages/requests to each layer node, is delivered using source routing whose 
destination address is the home database address of MS. h1 comparison with the distributed 
algorithm of [Wan93], the proposed method results in 10-50% reduction in the rate of database 
updates as the nmnber of levels of hierarchy increases. Also, the number of database queries in 
the proposed sche1ne remains constant where as this cost will increase as the switching 
hierarchy grows and more databases have to be enquired to locate the called MS, as would be 
the case with [Wan93]. The results and improve1nents however, are sensitive to the location 
area size assumed, and thus to the size of paging area and location update rate of subscribers. 
A partitioning scheme for the fully distributed database hierarchy is introduced in [Bad92]. 
Since the mobility pattern of MSs varies among locations, partitions can be generated by 
grouping location servers among which the MS moves frequently. Based on the scheme 
introduced in [Bad92], location registration is performed only when the MS enters a partition. 
Figure 3-5 shows the partitions for a particular PCS network. Partition P2 consists of 5 location 
servers that have a least common ancestor location server LS2. When an MS moves into 
partition P2, LS2 is updated to indicate that the MS is residing in its subtree. No location 
registration is performed when the MS moves to another location server within the same 
partition. The scheine minimises the number of location registrations in areas where the 
Inability rate of MSs is high. Simulation results de1nonstrate that the partitioning scheme is 
effective in reducing the signalling message cost. However, the cost reduction depends on the 
Inability and call arrival patterns as well as the method used for searching the subtree. Further 
study is needed to determine the effectiveness of this scheme under various parmneters. 
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Figure 3-5: Partitioning scheme. 
Based on the pointer forwarding technique of [12], the one-step pointer fmwarding strategy for 
location tracking in distributed HLR environment is proposed in [Sue97]. Pointer forwarding 
was used to reduce the expensive HLR access and a distribute HLR scheme in IS-41 and GSM 
would require multiple HLR updates to maintain consistency of valid location information and 
re-synchronisation in case of a HLR failure, in [Sue97] the pointer forwarding technique is 
integrated into a distributed HLR scheme to prevent the HLR frmn becoming a bottleneck in the 
signalling network. However, since, the length of the forwarding pointer chain may be 
lengthened in a distributed HLR environment, the authors propose migration of the locating 
chains when an MS issues a location registration operation. Consequently, the length of any 
forwarding pointer chain does not exceed one. However, since migration of forwarding chains 
requires additional signalling between VLRs, for an MS which often moves across SA 
boundaries and does not receive calls frequently, i.e. low CMR region, a considerable signalling 
capacity will be wasted. Nevertheless the paper attempts to strengthen the feasibility and 
attractiveness of the concept of distributed HLRs. 
In [Ana94], another distributed database architecture similar to that discussed in [Wan93] is 
introduced. Here, MSs may be located at any node of the tree hierarchy (not limited to the leaf 
nodes). The root of the tree contains a database, but it is not necessary for other nodes to have 
databases installed. These databases store pointers for MSs. If an MS is residing at the subtree 
of a database, a pointer is set up in this database pointing to the next database along the path to 
the MS. If there is no other database along this path, the pointer points to the residing node of 
the MS. When a call for an MS is initiated at a node on the tree, the called MS can be located by 
following the pointers of the MS. Figure 3-6 shows the operation of this scheme. We assume 
that a call is initiated at node A and the called MS is located at node B. The path for searching 
the called MS is given in Figure 3-6. If a database that does not contain a pointer for the called 
MS is reached, the next database along the path to the root is queried. Given the system 
parameters, such as the rate of movement between boundary location areas, the authors 
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introduce a 1nethod for detennining the database placement that reduces the number of database 
accesses and updates. 
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Figure 3-6: Distributed database architecture. 
3.2 Reference Network Architecture 
The two level hierarchy of GSM network architecture is depicted in Figure 3-7. Signalling 
transfers between the nodes passes through signalling transfer points (STP) and for reliability 
and security reasons, the STPs are usually installed in so called "Mated Pair" configuration. 
Access links (A-link) provide access into the network and to the network databases through the 
STP. There are always at least two A-links, one to each of the home STP pairs. Cross links (C-
link) connect an STP to its mate STP. To provide redundancy, STPs are deployed in pairs. 
Normal SS7 traffic is not routed over these links except in cases of congestion. 
• Loca/STP 
ｾ＠ Region 
I 
0-links 
To other .' 
Loca/STP •• 
Regions •• 
- ·-- - - - ----·--- - - - - · -) 
Figure 3-7: Reference network architecture 
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The 1nessages exchanged between mated STPs, during normal conditions, are network 
management messages. The Bridge links (B-link) are used to connect mated STPs to other 
mated STP pair, at the same hierarchical level. Diagonal links (D-link) connect a mated STP 
pair at the primary hierarchical level to another STP mated pair at the secondary hierarchical 
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level. D-links are only found in networks based on a hierarchical structure, therefore not all 
networks deploy D-links. MSCNLRs and the HLR, are inter-connected through the STPs via 
local and remote A-links. 
3.3 Anchoring Technique in GSM 
3.3.1 Location Registration and Call delivery mechanisms 
The anchoring technique relies on the observation that due to either the small size of the switch 
service areas - as might be the case in high-density urban areas - or simply the high mobility of 
the subscribers, many LA boundaries may be crossed before a call delivery and routing by the 
network is required. Note that we are assuming that a MSC/VLR service area contains a single 
LA. Such high rate of LA crossings will result in significant signalling traffic towards the HLR 
whilst it generates no revenues for the operator. 
(a) (b) 
Figure 3-8: (a) Location registration and (b) Mobile Terminated (MS) call in the proposed scheme 
Therefore by distributing the location updating signalling traffic to another VLR i.e. the current 
Anchor VLR (A VLR), instead of the HLR, the signalling traffic towards a single central node in 
the systen1 i.e. the HLR, can be substantially reduced. Each mobile terminal may have a 
different A VLR and the A VLR for a mobile will change from time to time. When a VLR is 
selected as the Anchor for a particular MS, an extra entry indicating the current ( which will not 
be the satne as the Anchor, once the subscriber has left the Anchor) VLR is set-up. The address 
available to the HLR for call routing , is that of the A VLR. Updating of the HLR i.e. reporting 
an AVLR change to the HLR, is only carried out when a call is delivered to MS. At all other 
thnes HLR will contain the VLR address where the MS last received a call i.e. that of the 
current A VLR. Therefore, in the proposed architecture, the frequency of HLR updates is 
reduced . With reference to Figure 3-8a we outline the steps involved in the location updating 
procedure based on the anchoring technique. We assume that the mobile subscriber was initially 
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registered in MSCNLRAnchor , has then moved to MSC/VLRotd but has just crossed into 
MSC/VLRnew. 
1. Subscriber has moved to a new LA. The mobile sends a Location Update Request message 
to MSCnew· 
2. The MSCnew updates its associated VLR via an Update Location Area tnessage. 
3. Since MS has initiated location updating using LAI&TMSI, VLRnew requests IMSI and 
authentication parameters from VLRotd using the Send Parmneters (IMSI) tnessage. 
4. The VLRotd then sends back the requested parameters in the IMSI response message which 
includes the identity of the VLRAnchor . Note that the MS has identified itself using LAI and 
TMSI assigned originally by MSC/VLRotd . The VLRnew then initiates authentication and 
ciphering and then allocates a new TMSI (TMSinew ) to MS. TMSinew is sent to MS in 
ciphered mode. 
5. Assuming that authentication has succeeded, VLRnew informs VLRAnchor of the new location 
using the Update Location message. 
6. VLRAnchor then responds with a Location Updating Accepted message. 
7. VLRAnchor then directs VLRold to delete the entry for the mobile using the Cancel Location. 
1nessage. 
8. This is message is acknowledged with a Location Cancel Accepted 1nessage. 
With reference to Figure 3-8b, the steps involved in call delivery procedure based on the 
proposed technique, are as follows : 
1. The incoming call is routed from the ISDN/PSTN to the mobile network GMSC. 
2. The Gateway MSC using called subscriber's MSISDN nun1ber will request routing 
information fron1 HLR in order to route the call. 
3. The HLR will then request AVLR for a roaming number. 
4. AVLR will in turn request SVLR for a Mobile Subscriber Roaming Number (MSRN). 
5. The MSRN provided by SVLR is passed onto A VLR. 
6. MSRN is passed onto the HLR. 
7. The HLR then sends this routing information back to the GMSC. The GMSC uses MSRN to 
set-up call towards serving MSC. 
8. As SVLR is now the new A VLR for the called MS, the HLR must be informed of the 
change in AVLR. Now the SVLR sends an Update Location message to the HLR. 
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9. HLR responds with a Location Updating Accepted message, after the authentication has 
succeeded. HLR can then cancel the old A VLR using the Cancel Location message. This is 
acknowledged by the old A VLR with a Location Cancel Accepted message. 
10. The serving MSC then pages the called MS in all the cells within the indicated LA, and 
upon successful page response, initiates authentication and ciphering of the radio path. 
ISDN SETUP and its acknowledgement CALL CONFIRMED messages are then 
exchanged between the serving MSC and the called MS and then following the transmission 
of ALERT and CONNECT messages by MS, End-to-End speech path between the caller 
and the MS is set-up. 
Note that, instead of the HLR, the new AVLR can also initiate cancellation of the old AVLR. 
Also, the change to the new AVLR (and informing of the HLR of the change) takes place as 
part of the call delivery process. This does not affect the MS call set-up as the SVLR- shortly to 
become the new AVLR- can set-up signalling towards the HLR, independently and with no 
interference to the ongoing dialogue re. call delivery to the MS. 
3.3.2 Detach I Attach Procedures 
The signalling exchanges during the Detach procedure, for both GSM and the anchor technique 
are shown in Figure 3-9 and Figure 3-10 respectively. 
MS MSCsarvlng VLR Sorvlng HLR 
(detach) TMSI Detach /M$1 
TMSI IMSI 
,.. 
DR ｾｒｅｑｕｅｓｔ＠ De-register MS 
De-registration Accepted 
Figure 3-9: signalling exchange during DETACH in GSM 
In GSM phase 2, a GSM DETACH procedure results in the permanent removal of subscriber 
record frmn the SVLR and the setting of the DETACH flag within the HLR. Also, if the HLR 
receives a message from a VLR other than the one listed in the HLR, then the HLR 
automatically sends a Cancel Location message towards that VLR. This particular feature of 
GSM ensures consistency of data in the HLR. Figure 3-10 below shows MAP signalling 
exchanges during the DETACH procedure in the proposed scheme. 
MS MSC Serving VLR Sorvlng VLR Anchor HLR 
DR • REQUEST ｾ＠ Detach IM$1 ｾ＠ De-register MS De-register MS _., (detach) TMSI TMSI ＱＭｾｬＮＡｩＡＡＮｍ［ＬＺＮＮｓ］ｉ＠ ｾＮＺＮＮＮ•＠ .. ｾＭＧＺＺＺ［ＮＮＮＮＮＺＮＮ｟Ｎ［ＮＮＺｉ］ｍ］ｓ］ｉ＠ ｾＮＮＺＺＮＮＭＮ Ｑ＠
_.. De-registration _.. De-registration 
Accepted Accepted 
Figure 3-10: signalling exchange during DETACH in the anchoring technique 
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Note that since ATTACH (power-on/SIM insertion) is performed in the SVLR, the procedure 
only involves updating of the AVLR and the SVLR. GSM ATTACH procedure is sitnilar to the 
location updating message exchanges of Figure 3-8, except that during ATTACH, message 
exchanges re. cancellation of old VLR is not required, as this is done during the preceding 
DETACH procedure. 
3.4 Cost Evaluation Procedure 
In this section an analytical 1nodel for evaluation of the cost of the proposed anchoring scheme 
is presented. Location management cost based on different mobility and call arrival rates is 
evaluated. The location tracking cost is divided into Call Routing and Location Updating cost, 
however the total signalling cost includes AITACHIDETACH cost as well as location tracking 
cost. 
• Call Routing Cost (CR) : With reference to the call delivery mechanism of Figure 3-8b, the 
routing cost is the cost of delivering a call including informing the HLR of the change in A VLR 
i.e. HLR update and the retnoval of the subscriber record from the previous A VLR. 
• Location Updating Cost (Cu) : With reference to the location updating procedure of Figure 
3.8a, the updating cost is the cost of informing the A VLR of the current location of the tenninal, 
and retnoval of the subscriber record frmn the old VLR by A VLR. 
• ATTACH/DETACH Cost (CNo): This is the cost of informing the A VLR of the current status 
of the terminal i.e. whether terminal is switched-on or switched-off. 
The following parameters are used in the calculation of cost functions. 
LSTP c cost of message routing through the Local STP 
RSTPc cost of message routing through the Remote STP 
LAc cost of signalling over the Local A-Link 
RAe cost of signalling over the Re1note A-Link 
DLc cost of signalling over the D-Link 
He cost of an HLR access - an update or interrogation 
V c cost of an VLR access - an update or interrogation 
Since both the call delivery and location updating procedures as well as ATTACH/DETACH 
operations involve exchange of signalling tnessages between two MSCs, a number of possible 
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paths between two MSCs can be identified. The cost of signalling through each path is different 
and these costs may be classified as : 
• The signalling path from one MSC to another goes through the Remote STP and the HLR. 
Both the HLR and VLR may be interrogated. This cost is represented by : 
S1 = 2 LSTPc + 2 RSTPc + 2 LAc+ 2 RAe+ 2 DLc 
• The signalling path from one MSC to another goes through the Remote STP. An example 
would be reporting of the new LA to the A VLR - connected to the Remote STP , by the 
serving VLR which is geographically distant from AVLR and is served by a Local STP. 
This cost is represented by : 
Sn = 2 LSTPc + RSTPc + 2 LAc+ 2 DLc 
• The signalling path from one MSC to another goes through the Local STP. An example 
would be reporting of the new LA to the A VLR , by the serving VLR . This cost is 
represented by : 
Sm = LSTPc + 2 LAc 
• The signalling path from GMSC to another MSC goes through the HLR. Both the HLR and 
VLR may be interrogated. For instance, in the case of a MS call, where the GMSC must 
interrogate the HLR in order to route the call to the MSC of the called subscriber. This cost 
is represented by : 
S1v = LSTPc + RSTPc + LAc+ 3 RAe+ DLc 
3.4.1 Deter1nination of the Call Routing cost 
Now, since the called mobile could be in any location in the network, the cost of searching for 
the mobile in order to route an incoming call is location dependent . Cost of locating a mobile 
for two types of mobile-terminated calls i.e. mobile-to-n10bile and fixed-to-tnobile are discussed 
separately. 
Mobile-to-Mobile Calls 
Note that the following categorisations assume that the calling and the called terminals are 
residing in different LAs. The following three cases can be identified : 
• The called MS is residing in the A VLR. The cost in this case is represented by 
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• The called MS is in a LA different from it's A VLR. The Serving MSC/VLR (SVLR) and 
A VLR are within the same local STP region. This cost is represented by 
CR2 = 3 S1 + 4 Sm + 2Hc + 5V c 
• The called MS is in a LA different from it's A VLR. The SVLR and A VLR are within 
different local STP regions. This cost can be represented by 
CR3 = 3 S1 + 4 Su + 2Hc + 5V c 
Fixed-to-Mobile Calls 
The following three cases can be identified: 
• The called MS is residing in the A VLR. The cost in this case is represented by 
• The called MS is in a LA different from the A VLR. The SVLR and A VLR are within the 
same local STP region. GMSC is considered to be located in the remote STP region. The 
cost in this case is represented by 
CRs = 2 S1v + S1 + 4 Sm + 2Hc + 4V c 
• The called MS is in a LA different from the A VLR. The SVLR and A VLR are within 
different local STP regions. GMSC is considered to be located in the remote STP region. 
The cost in this case is represented by 
Table 3-1 Classification of Call Routing cost based on current location of the called MT 
MS Call Types Case Cost 
Mobile-to-Mobile Calls 1 
2 
3 
Fixed-to-Mobile Calls 4 
5 
6 
CR1 = 2 Sr +He+ 3Vc 
CR2 = 3 Sr + 4 Sm + 2Hc + SV c 
CR3 = 3 Sr + 4 Sn + 2Hc + 5V c 
CRt= 2Srv+Hc+2Vc 
CRs= 2Siv + Sr+4Sm+2Hc+4Vc 
CRG = 2 S1v + Sr + 4 Sn + 2Hc + 4 V c 
3.4.2 Determination of the Location Updating cost 
Evaluation of the cost of location updating, requires information about the location of mobile 
terminal before and after location updating (reporting of the new LA to the A VLR + A VLR 
cancellation of old VLR) operation. Assuming that the mobile terminal has performed n LA 
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border crossings since the A VLR was last changed, Table 3-2 shows all possible types of 
crossings, when the (n+l)th crossing is performed. AVLR is assumed to be in the LSTP. 
Table 3-2 Classification of Location Updating cost based on movement of MT 
Present Location Location after the 
after n crossings (n +l)th crossing Cost 
AVLR local STP LUI= 6 Sm + 4 Ve 
AVLR remote STP LU2= 6Sn + 4 Ve 
local STP AVLR LU3 = 2 Sm + 2 Ve 
local STP local STP LU4 = 8 Sm + 5 Ve 
local STP remote STP LU5 = 2 Sm + 6 Sn + 5Ve 
remote STP AVLR LU6= 2S11 + 2 Ve 
remote STP local STP LU7 = 4 Sm + 4 Sn + 5Ve 
remote STP remote STP (same LSTP) LU8 = 2 Sm + 6 Sn + 5 Ve 
remote STP remote STP (different LSTP) LU9= 8 Su + 5 Ve 
3.4.3 Deternnnation of the ATTACH/DETACH cost 
ATTACH/DETACH (A/D) operations are assumed to be independent processes, and so if a 
mobile is not location updating due to 1novement, or is not engaged in a MS call, then it 
contributes to the total network signalling load, through the AID processes. Therefore, the 
signalling load due to these operations contributes to the total network signalling load and must 
therefore be included in the calculation of total signalling cost. The signalling exchange 
between the serving and Anchor VLRs re. AID procedures can involve different paths. As the 
cost of signalling through each path is different, these costs are classified as shown in Tables 3.3 
and 3.4 below. 
Table 3-3 Classification of Detach costs in the anchor scheme. 
Present Location 
after n crossings 
AVLR 
LSTP 
RSTP 
Cost of DETACH (Figure 3-10) 
D1 = S1 + 2Ve +He 
D2 = S1 + Sm + 2V e + He 
D3 = S1 + Sn + 2V e + He 
Table 3-4 Classification of Attach costs, based on MT current location. 
Present Location 
after n c1·ossings 
AVLR 
LSTP 
RSTP 
Cost of ATTACH 
AI = sl + Ve +He 
A2 = 4Sm + S1 +He+ 3Ve 
A3 = 4Sn + S1 + He + 3V c 
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3.5 Analytical Model of the Anchoring Technique 
Figure 3-11 shows the embedded Markov chain tnodel which captures the mobility and call 
arrival patterns of a n1obile tenninal. The state of the chain , n , is defined as the number of LA 
crossings since the A VLR was last changed. State transition occurs hmnediately before a 
1nobile terminal's departure from a LA. Since a tnovement will occur right after a state 
transition, the number of 1novements since A VLR was last updated, is n+ 1. A transition from 
state n to state n+ 1 ( denoted by J..l ) occurs when there are no call arrivals in the transition 
interval. Similarly, a transition from state n to zero ( denoted by y) occurs when at least one call 
arrives between the (n+l)th and (n+2)th movements. i.e. a new AVLR is selected only after a 
call arrival. 
Figure 3-11: Embedded markov chain model [Ho96] 
Let coc and cox be randmn variables representing call inter-arrival time and LA residence thne, 
respectively. Assmning poisson call arrivals, the call inter-arrival times coc are then 
exponentially distributed with rate A.c . It is also assumed that cox has probability density 
function denoted by fx(t) and tnean 1/A.x representing mean LA residence thne. Then state 
transition probability from state n to staten+ 1 denoted by J..ln, n+l , can be obtained as : 
roo -A.ct roo -A.ct -A.xt 
f..Ln,n+l ::::: Jo e . fx(t) dt ::::: Jo e . Axe dt 
(3-1) 
(3-2) 
The probability that one or more calls arrive between two LA crossings, denoted by Y, , can 
ll,Q 
now be obtained as 
{3-3) 
The 1nodel of Figure 3-11 can be used to obtain the relative costs of location update and call 
routing as well as total network signalling cost i.e. the sum of location update and call routing 
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costs, of the anchor technique. The total cost however, does not take account of the signalling 
load due to the Attach/Detach operations. Therefore, in order to obtain a more realistic 
indication of the total network signalling cost, the markov model of Figure 3-11 has been 
tnodified - shown in Figure 3-12 - to include state transitions due to Attach/Detach operations. 
The tnodified markov model of Figure 3-12 ensures that in the calculations of the total network 
signalling cost, contributions due to attach/detach procedures are included. 
3.6 Analytical Model of The Modified Anchoring Technique 
Figure 3-12 shows the tnodified markov chain model that is used for the calculation of the total 
signalling cost incorporating mobility, call arrivals and user attach/detach. Parameters A, A and 'A0 
represent the Attach and Detach probabilities respectively. The state transition probability from 
state n to state n+ 1 denoted by J..l11 , n+l , can now be obtained as : 
(3-4) 
The probability that one or tnore calls arrive between two LA crossings, denoted by y 0 , can 11, 
now be obtained as 
(3-5) 
Figure 3-12 : The modified markov chain model 
The state transition probabilities for ATTACH and DETACH operations are denoted by 8 and 11,11 
11 respectively. We assmne P11 to be the equilibrium state probability of state n. The 11,11 
expression for P11 ( n ｾ＠ 0 ) is P 11 == 11 • Pn + J..l• P11_1 • Hence Pn can be expressed as 
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(3-6) 
where P0 is the equilibrium state probability of state 0. Since I, Pn:::: 1 Po can be 
expressed as II 
00 
Po=(Y+O+!J.)•Po +I, Pn•('Y+O)=(('Y+o)I!J.)•(l-Po) 
(3-7) 
n=l 
Let Q[n]AVLR , Q[n]LSTP , Q[n]RSTP , to represent respectively the probability that a mobile is 
located at the A VLR , in local STP (LSTP) and in remote STP (RSTP) regions , n crossings 
after the AVLR was last changed. Also let Ri[n+ 1] to represent the probability that the nth and 
(n+l)th crossings after AVLR was changed, are tnovements belonging to the set { 1 ｾ＠ i ｾ＠ 9 } as 
shown in Table 3-2. Derivation of probabilities Q[n] and Ri [n+1] are given in [Ho96]. Let the 
expected LX and CR costs during the mobile's stay in state i (between the instants that the 
transition into and the transition out of the state i occur) of the modified markov chain, be C r.x[i] 
and C m[i] respectively. The expression for C LJi] is 
9 
C Lx[i] = I, Rk( i+l ). 
k=l 
The average updating cost per state transition (Pk) is 
co 
cost LX= I, Pn • C LX [n] =I, [ 1-l I (1 - 8) t Po • C Lx[n] 
n=O n=O 
00 
= [ 'Y I (1 - 8)] • I, [ 1-l I (1 - 8) ( • CLx[n] 
n=O 
The average location updating cost per unit time is cost Lx = A.x • cost ｾｸ＠
Assuming that P 1 is the average number of call arrivals between two LA crossing, then 
P1 :::;; A-c I Ax where A.c is the call arrival rate. The expressions for CcR [i] can be obtained as 
1
CcR [i] = { ( Pt- Y) .CR1 + y {Q [i+llAvLR. CRt+ Q [i+1]LSTP. CR2 + Q 
[i+ 1]RSTP . CR3 } } • a. 
for tnobile-to-mobile calls , where a. is the percentage of mobile-to-tnobile calls, and 
(3-8) 
(3-9) 
(3-10) 
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2 
CcR [i] = { ( P1- Y) .cR4 + y {Q [i+l]AVLR. CR4 + Q [i+l]LSTr. CRs 
+ Q [i+l]RSTP. CR6 } } • ｾ＠
(3-11) 
for fixed-to-mobile calls , where ｾ＠ is the percentage of fixed-to-tnobile calls. Note that the sum 
(a + ｾＩ＠ represents the total number of mobile terminated (MS) calls irrespective of the call 
origin. So, 
I 2 
costcR [i] = CcR [i] + CcR [i] . (3-12) 
The average call routing cost per state transition is 
00 
costcR =I, Pn • CcR [n] =I, [ Jl I (1 -11) ]n Po • CcR[n] (3-13) 
n=O n=O 
00 
= [ 'Y I (1 -11) ] • I, [ Jl I ( 1 -11) ]'\ C cR [n] 
11=0 
Hence the average call routing cost per unit time is costcR = Ax • costcR 
Assuming that P2 is the average number of ATTACH arrivals between two LA crossing, then 
P2 = 'AA I Ax where AA is the attach rate. Let CA[i] represent the expected cost of the attach 
procedure. The expression for C A [i] is : 
CA [i] = ( p2- 0). Al + 0. { Q [i+l]LSTP. (AI)+ Q [i+l]RSTP. (A2) 
+ Q [i+l]AVLR. ( A3) } 
Silnilarly, the expected cost of the detach procedure during a mobile's stay in state i, is : 
CD [i] = ( p3- 0) • D, + 0. { Q [i]LSTP. (Dl) + Q [i]RSTP. (D2) 
+ Q [i]AVLR • (D3) } 
The average ATTACH and DETACH costs per state transition are 
00 00 
cost A =I, Pn • CA [n] =I, [ Jl I (1 -11) (Po • CA [n] 
11=0 u=O 
00 
= ['YI(l-11)] •L [Jl/(1-1l)(·CA[n] 
n=O 
(3-14) 
(3-15) 
(3-16) 
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00 00 (3-17) 
cost 0 =L Pn•C 0 [n] =L [Jl/(l-rl)tPo·C0 [n] 
n=O n=O 
= [ Y I ( 1 - Tl) ] • L [ Jl I ( 1 -11) ( • C0 [n ] 
TFO 
The average ATTACH cost per unit time is costA= 'A A • cost A and the corresponding DETACH 
cost per unit titne is 
(3-18) 
cost 0 = A-0 • cost 0 . 
The total cost per unit time for the Anchoring technique is therefore: (3-19) 
CostTotai = costcR + costLx +costA+ cost0 • 
3.6.1 Determination of signalling costs in GSM 
In GSM, the signalling exchange between the SVLR and the HLR re. AID procedures involve 
different paths. As the cost of signalling through each path is different, these costs are classified 
as follows: 
• GSM DETACH- The signalling path from the SVLR to the HLR passes through both the 
RSTP and LSTP regions. Both the serving VLR and the HLR are updated. This cost is 
represented by : 
• GSM ATTACH- The signalling path from the SVLR to the HLR passes through both the 
RSTP and LSTP regions. The HLR is accessed twice and both the SVLR and the HLR are 
updated. This cost is represented by : 
A4 = 3Sr + 2He + 2V e 
• GSM Location Update - The signalling path from the SVLR to the HLR passes through 
both the RSTP and LSTP regions. Both the SVLR and the HLR will be updated. The cost 
also includes cancellation and interrogation of old VLR. This cost is represented by : 
• GSM Call Routing - The signalling cost for mobile-to-mobile and fixed-to-mobile calls are 
presented separately. These costs are represented by : 
Mobile-to-Mobile Calls: CR1 = 2 Sr + He+ 3Ve 
Fixed-to-Mobile Calls: CRs = 2 Srv + He + 2V e 
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3.6.2 Total cost of the GSM scheme 
Let GR , Gx and G A , G0 be per unit time routing , updating and AID costs in GSM. The relevant 
Expressions are : 
GLx = LU1o • Ax 
Where Ac is the call arrival rate and "Ax is the LA crossing rate (1/Ax denotes the mean LA 
residence time). The total cost per unit thne, is therefore GT 1 = GcR + GLx + GA+ G0 • ota 
3. 7 Analytical Results of Basic Scheme 
Now, we will define the Call-to-Mobility Ratio (CMR) such that CMR = Ac I Ax. A high CMR 
indicates a large number of calls arrive between two consecutive location updates and vice 
versa. Since a particular value of CMR can not be representative of the call/mobility patterns of 
all subscribers, we will consider a wide range of CMR values from 0.01 to 100, and determine 
the performance of the proposed scheme as CMR varies. 
Table 3-5. Cost parameters 
Set s1 Su Sm S1v He Vc 
20 1 10 8 2 
2 20 4 10 8 2 
3 20 8 10 8 2 
4 20 23 10 8 2 
5 4 2 
6 
As all costs are calculated based on S parameters, by assigning normalised values to these 
parameters, we can then calculate values for routing and updating cost formulae, based on these 
parameters. Table 3-5 represents six sets of normalised values selected for Sx parameters. The 
value of Sm is normalised to 1 as it represents the lowest cost parameter. Parmneter sets 1 to 3 
represent cases when it is significantly more expensive to send a 1nessage through the HLR than 
sending a 1nessage through the LSTP. This is true when the HLR is far away from the MSC and 
cmrununication cost is high, or when the cost for accessing the HLR is high. Parameter sets 4 to 
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6 capture the cases when the communication cost between the MSC and HLR is low and HLR 
access is inexpensive. Note that set 6 represents an extreme situation and it is expected that the 
anchoring technique will perform the worst under this data set, as no cost savings can be 
obtained by reducing the access to HLR Although this set may not correspond to a realistic 
situation, it can be used as the upper bound and for comparison purpose. In order to show the 
cost reduction obtained by the proposed scheme, compared to GSM, plots of the relative costs 
CcR I GcR, CLX I GLx, , CA I GA, Co I Go, CTotal I GTotal are derived and presented in Figure 
3-13. The size of a LSTP region is set to 64 and CMR is varied from 0.01 to 100. User 
attach/detach rates are set to 10% of the call rate i.e. "AA = 0.1 • "Ac , in the analysis for both the 
anchor technique and GSM. The Relative cost (Y-axis) represents the cost of Anchor scheme, 
relative to the cost of GSM scheme. 
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Figure 3-13: (a) Call routing cost (MM: 20%- FM: 80%) (b) Call routing cost (MM: 80%- FM: 20%) 
(c) Location updating cost and (c) Total network signalling costs. ('A.A == 0.1 • f...c) 
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As can be seen in Figure 3-13(d), for low CMR the reduction in total cost is very significant 
when the cost for sending a message through the HLR , S1 + He+ Vc, , is relatively high ( 
parameter sets 1 to 3 and 5 ). However, when S1 + He+ V c' , is relatively low ( parameter sets 4 
and 6 ) the total cost can be higher than that of GSM. These results are expected as because 
Anchoring reduces the nmnber of messages going through the HLR at the expense of increasing 
the nmnber of messages exchanged between two MSCs. If this assumption does not hold, (as in 
cases 4 and 6) there n1ay not be a saving in total cost. Figure 3-13 (a) and (c) show the call 
routing cost and location updating cost of Anchoring scheme as compared to GSM. It can be 
seen that Anchoring always results in higher call set-up cost although this cost approaches that 
of GSM as call rate increases i.e. at high CMR, while the location updating cost is significantly 
lower in most cases. 
It can be seen from Figure 3-13 (d) that the total cost increases as the CMR decreases below 0.1 
for all the data sets other than data sets 1 and 5. When the CMR is low a large number of 
tnovements occur before the arrival of a call and there is a high probability that the tnobile 
terminal is residing outside the Anchor LSTP region. As a result signalling tnessages between 
the A VLR and the SVLR have to go through the RSTP instead of LSTP, resulting in higher 
location update and call routing costs. When the CMR is high, the call arrival rate is high 
relative to mobility rate. As the AVLR is changed after each call arrival, the AVLR is the same 
as the SVLR most of the thne. h1 this situation, anchoring is sitnilar to GSM schetne, and the 
total cost approaches that of GSM regardless of the cost paratneters selected. It is important that 
in the calculation of the total network signalling cost, all contributions are taken into account. 
Failure to do so can result in misleading estimates of the total signalling cost. In the calculation 
of the total signalling cost, we use the ratio of the smn of costs for the proposed technique, to 
the corresponding sum of costs for GSM Figure 3-13 (b) shows call routing cost of the anchor 
scheme with mobile-to-mobile calls making up 80% and fixed-to-tnobile calls fanning the 
remaining 20% of the tnobile terminated calls as CMR varies. 
When CMR is high, large number of call arrivals occur between two location area crossing. 
Then, the current SVLR is the same as the A VLR most of the time. In this case, Anchoring is 
similar to GSM where location updating cost is independent of the call arrival pattern while the 
call routing cost is independent of the mobility pattern of the mobile terminal. As long as the 
n1obility and call arrival rates are not changed, the total cost is not affected. When CMR is low, 
a large nutnber of movements occur between two call arrivals and the AVLR is seldom changed 
between two movetnents. h1 this case, the effect of call arrivals on the total cost is small. The 
total cost is therefore, ahnost equal to the movement cost. When the CMR is close to one, the 
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call arrival and tnobility rates are similar. If a mobile terminal stays at a AVLR for longer than 
the mean LA residence titne, a number of calls may arrive before the next movement. Since the 
AVLR is changed whenever a call arrives, the AVLR is the satne as SVLR after the first call 
arrival. Setting up a connection for subsequent call arrivals involves only two VLR 
interrogations, thus resulting in lower overall cost. If a mobile terminal stays at a AVLR for a 
period shorter than the LA residence time, there is a low probability that tnore than one call will 
arrive. As a result, setting up of a connection involves an intermediate AVLR which results in 
higher search costs. 
3.7.1 Database impacts 
Figure 3-14(a) shows that as CMR increases, HLR access cost i.e. sum of interrogations and 
updates, reaches that of GSM. However, within the region of interest i.e. CMR between 0.1 and 
10, a cost reduction of between 80 - 20 % compared to GSM can be achieved. 
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Figure 3-14: (a) HLR access cost, (b) VLR access cost ('AA = 0.1 • "-c) 
The reductions in HLR access cost are achieved at the expense of increased VLR related 
signalling. This is evident from Figure 3-14(b), where VLR access cost shows an increase of 
about 22% for CMR values in the range 0.1 to 10. Note that this increase is bounded and is a 
small price to pay for significant reductions in the HLR access cost, as it is often the HLR which 
as a single network node can become a bottleneck and source of significant call set-up delay 
particularly during congestion periods. 
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3.8 Optimisation of the Anchoring Technique 
It has been shown that the basic anchoring scheme can reduce the cost of location updating 
compared to GSM. However in most cases, the cost of call routing is 2 to 2.5 tilnes that of GSM 
within CMR range 0.01 - 1.0. We now propose an optimisation of basic anchoring scheme 
(BAS) is based on the optimisation procedure described below, and is denoted as the optimised 
anchoring scheme (OAS). This technique is only applied to the CMR region of interest i.e. 0.01 
to 1.0 to reduce the cost of call routing. The procedure is in three parts : 
1. based on the trade-off between the (raw) call routing and location update costs of the 
modified anchor scheme, obtain the optimal number of crossings (denoted as optimal_n, at 
which costs of call routing and location updating both, are minimum , as depicted in Figure 
3-15) for a given CMR , and 
2. then use the optimal_n values to re-calculate the relative costs, for each CMR value. 
3. repeat procedure parts 1 and 2 for different data sets. 
Given any CMR, it is postulated that an optimal point exists at which the costs of call routing 
and location updating can both be minimised. By plotting the raw (normalised) costs of call 
routing and location updating of the anchor scheme against the number of crossings, as shown 
below, the optimal trade-off point i.e. optimal_n , is determined for each CMR and under 
different network signalling loads i.e. for different data sets. For exatnple, in Figure 3-15(a) we 
observe that at CMR of 0.01 the optimal_n is 7 i.e. for a CMR of 0.01, it is optimal (in terms of 
balancing both the call routing and location updating costs of the network) to report location 
changes to the HLR, every 7 location crossing. The results depicted in Figure 3-15 below show 
how the optimal_n, values have been derived. A value of 500 crossings (denoted as the range 
value) have been used in the simulations, but the x-axis values do not extend to the range value 
of 500 to ease viewing and reading of optimal_n values from the graphs. The range values 
indicate our assmnption for the total number of crossings that a mobile user may experience, in 
24 hour period for example. Note that since in the calculation of the relative costs, presented 
later, the san1e range value is used for both GSM and the anchor schemes, the particular choice 
of the range value has no impacts on the final results of the optimisation procedure (the results 
provided in Figure 3.17). 
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Figure 3-15: Call routing vs location update cost: (a) and (b) set4, (c) and (d) set6 results. 
(IvA= 0.1 • lvc ; MM: 20% - FM: 80% ) -range: 500. 
The observed behaviour in the diagrams of Figure 3-15 can be explained as follows. In the 
anchoring scheme, as the nmnber of LA crossings by the user becmnes more frequent, the call 
routing cost shows an initial increase, up to about 15-20 crossings, but levels off and remains 
ahnost constant thereafter. This is because as the number of crossings extends beyond a certain 
point, the mobile will be away from the anchor VLR or the LSTP region where A VLR is 
situated, and tnay be located with a high probability at either a neighbouring LSTP or the RSTP 
regions, because of which the call routing cost will remain at almost constant levels. The cost of 
reporting location updates to the A VLR however will increase with the number of crossings, as 
expected. The optimal trade-off points , optimal_n values, can now be read from the graphs as 
points of intersection between call routing and location update costs for each CMR value, as 
depicted in the diagrams of Figure 3-15.Figure 3-16 shows the results of the siinulations with a 
76 
50 
Chapter 3. The Anchoring Techniqlle for Reducing the Signallins Costs 
range value of 100 crossings. The CMR and corresponding optimal_n values are shown on the 
diagrams. 
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Figure 3-16: Call routing vs location update cost: (a) and (b) set 4, (c) and (d) set 6 results. 
(A.A = 0.1 • "-c; MM: 20%- FM: 80%)- range: 100. 
Having obtained the optimal_n ( at integer multiples of which, the serving MSC will report the 
location change to the HLR instead of A VLR ), we return to the tnodified anchoring scheme and 
re-calculate the relative costs, whilst taking into account the cost of reporting updates to the 
HLR (every optimal_n ), cost of de-registration of old A VLR and registration of serving VLR 
as the new A VLR. Prior to re-calculation of the relative costs however, the cost of next 
n1ovement that requires information about the type of the movement, needs to be determined. 
Table 3-6 presents expressions for each possible location type, when the (n+l)th crossing is 
performed. A VLR is assumed to be in the LSTP. 
77 
20 
Chapter 3. The Anchoring Technique for Reducing the Signalling Costs 
Table 3-6. Classification of Location Updating cost based on movement 
Present Location Location after the 
after n crossings (n + 1 )th crossing Cost 
AVLR local STP LUw = 6 S1 + 2 Sm + 4 Vc + He 
AVLR remote STP LUll= 6 Sr + 2 Su + 4 Ve + He 
local STP AVLR LU12 = 2 Sm + 2 Ve 
local STP local STP LU 13 = 6 S1 + 2 Sn + 4 V e + He 
local STP remote STP LUt4= 6S1 + 2Su + 4 Ve+ He 
remote STP AVLR LU1s = 2 Su + 2 Ve 
remote STP local STP LU16 = 6 S1 + 2 Su + 4 Ve + He 
remote STP remote STP (same LSTP) LU 17 = 6 Sr + 2 Sm + 4 V e + He 
remote STP remote STP (different LSTP) LU 18 = 6 S1 + 2 Sn + 4 V e + He 
Using the optimal_n values for different data sets, we can now re-calculate the expressions 
required for the calculation of the relative signalling costs. Let the expected location update and 
call routing costs during the mobile's stay in state i of the n10dified markov chain, be denoted 
by CLx [i] and CcR [i] respectively. The expression for new CLx [i] (denoted by NCLx [i]), 
applied only to CMR range 0.01 - 0.5, is then determined as follows : 
9 
c LX [i] = L, Rk( i+ 1) LUk (3-20) for 0 .:::;;; i < optimal_n - 1 
k=l 
18 
C LX [ opthnal_n - 1] = L, Rk( optimal_n ) LUk (3-21) 
k=lO 
Therefore, NC LX [i] = C LX [i] + C LX [optimal_n - 1] . The average updating cost per state 
transition (P11) is then 
optinwLn optimaLu 
cost LX = L, Pn ·NC LX [n] = L, [ }.l I (1 - 0) ]11 Po • NC LX [n] (3-22) 
n=O n=O 
optimaLu 
= [ '¥I (1 - 0) ] • L, [ ｾｬ＠ I ( 1 - 0) t • N C LX [ n] 
n=O 
The average location updating cost per unit time is cost Lx = "-x • cost Lx 
Assuming that P1 is the average number of call arrivals between two LA crossing, then P1 = Ac 
I Ax where Ac is the call arrival rate. The new expressions for CcR [i] is 
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(3-23) 
+ Q [i+l]RSTP eCR3 } } • a for 0 ｾ＠ i < optimal_n - 1 
1 
CcR [optimal_n- 1] = { ( P1- Y) • CR1 + y •{Q [optimal_n]AVLR • CR1 } } • a (3-24) 
= { (PI- y) .CRI + y .cRI } • a 
1 I I 
Therefore, NCcR [i] = CcR [i] + CcR [optimal_n- 1] , for mobile-to-mobile calls, and 
2 
ccR [i] = { C P1 - Y) .cR4 + y •{Q [i+1]AvLR Ｎ｣ｾ＠ + Q [i+ 1]LSTP .CRs (3-25) 
+ Q [i+l]RSTP eCR6} } • ｾ＠ for 0 ｾ＠ i < optimal_n- 1 
? 
-ccR [optimal_n- 1] = { ( Pt- Y) .CR4 + y • {Q [optimal_n]AVLR .CR4} } • ｾ＠ (3-26) 
= { c P 1 - y) • ｣ｾ＠ + y. ｣ｾ＠ } • ｾ＠
2 2 2 
Therefore, NCCR [i] = CcR [i] + CcR [optimal_n- 1] , for fixed-to-mobile calls. So 
I 2 
CCR [i] = NCCR [i] + NCCR [i] . (3-27) 
The average call routing cost per state transition is 
optimaLn optimaLn 
costcR = L Pn·CcR[n]= L [J!/(1-1l)f·P0 ·CcR[n] 
(3-28) 
11=0 n=O 
optimaLn 
= [ Y I (1 -11) ] • L [ Jl I (1 -11) t·CcR [n] 
n=O 
Hence the average call routing cost per unit titne is cost cR = "-x • cost cR 
3.8.1 Results of the proposed optimisation procedure 
The results of the optimisation procedure are shown in Figure 3-17. For each CMR value (range 
0.01 to 1), the corresponding optimal_n value is used to evaluate the costs in both GSM and the 
anchor schemes. This process is then repeated for each data set independently. 
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Figure 3-17: Optimised (a) Call routing (b) Location updating and 
(c) Total network signalling cost. (IvA= 0.1 • Ac) 
The improven1ents in call routing cost depicted in Figure 3-17(a) are two fold . The relative cost 
of call routing is now between 1.5- 1.7 titnes that of GSM as CMR varies in the range 0.01 to 1, 
which cmnpares favourably with the non-optimised anchor the cost of call routing is 2 - 3.5 
times that of GSM. Moreover, not only the costs for all data sets i.e. sets 1 to 6, have been 
reduced by between 50 to 70% compared to SAS, the application of optimisation procedure to 
all data sets, has resulted in a relative cost of about 1.6 for all data sets. Thus, irrespective of 
network loading, the OAS results in a call routing cost which is 1.6 times that of GSM within 
CMR range of 0.01 to 1, for all data sets. 
The effect of the proposed optimisation procedure on the location updating cost is shown in 
Figure 3-17 (b). Although in response to lower call routing cost, the raw cost of locati.on 
80 
I 
Chapter 3. The Anchoring Technique for Reducing the Signalling Costs 
updating has increased, the relative cost of location updating as shown in Figure 3-17 (b), is less 
than that of SAS shown Figure 3-13(c). The gain obtained in applying OAS is due to the fact 
that the opthnisation procedure, results in tnore frequent reporting to the HLR and hence the 
corresponding increase in the number of new A VLRs. Since the relative cost is calculated based 
on the nutnber of transitions/movements from the anchor VLR, the ratio of the location update 
costs (anchor to GSM) decreases, resulting in the observed behaviour. Also, cmnparison of 
Figure 3-13( c) and Figure 3-17 (b) reveal that except for data set 6 which as mentioned 
previously represents an extreme case, the location update cost under OAS is now less than half 
that of GSM. Finally, the total signalling cost under OAS is now below that of GSM for all data 
sets except set 6. 
3.8.2 Database Implications 
Further insight into the impacts of OAS may be gained by observing the effect of OAS on total 
HLR and VLR access costs. 
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CMR vs HLR Access Cost 
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Figure 3-18: (a) HLR access cost- set 1 , (b) VLR access cost- set I 
(c) HLR access cost - set 4 , (d) VLR access cost - set 4 and 
(e) HLR access cost- set 6, (f) VLR access cost- set 6 (A. A= 0.1 • A.c) 
The results depicted in Figure 3-18(a) to (f) below, clearly show that the application of the 
opthnisation procedure results in increased total HLR access cost while at the same time, the 
total cost of VLR access is reduced, which has been expected, as there are now more frequent 
accesses to the HLR than before (and less frequent VLR access). 
Comparison of Figure 3-14(a) and (b) with Figure 3-18(a) and (b) for instance shows how the 
increase in the relative (total) HLR access cost form 0.2 to 0.4 is accompanied by a 
corresponding decrease in the relative (total) VLR access cost from 1.25 to 1.1, within CMR 
region of 0.01 to 0.1 . Comparison of Figure 3-14(a) and (b) with Figure 3-18(c) and (d) for data 
set 4 and with Figure 3-18(e) and (f) for data set 6, all show that the OAS procedure can 
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maintain the total HLR access cost of the anchor technique always below that of GSM, while 
managing to reduce the cost associated with the VLR access compared to BAS. Frmn an 
operational point of view, the imple1nentation of the proposed optimisation procedure can be 
based on either of the following methods: 
1. The A VLR collects statistics about the number and frequency of movements or LA 
crossings. This information is used to estimate/calculate the appropriate range value. The 
VLR also needs to collect statistics about incoming call rates in order to estimate subscriber 
CMR. Once CMR and range values are determined, based on the optitnisation procedure of 
section 3.8 , the optimal_n value is derived, and passed onto the terminal. The tenninal then 
reports movement updates to the HLR, instead of A VLR, at integer multiples of optimal_n . 
The terminal will need to maintain a 1novement counter however. 
2. The tenninal is assmned to maintain counters for the number of movements and calls arrival 
and a timer to calculate the average the time between movements, over a given period. 
Esthnates for the range value can be calculated using the nun1ber of movements and time 
between movements. The required CMR value can then be estimated based on the number 
of call arrivals and the movements, over the same period. Then, the optimal_n value may be 
: (1) either fetched from an internal table or (2) obtained by the terminal over the air-
interface if such information is broadcast by the system. The optimal_n value thus derived, 
can be used by the tenninal to report movement updates to the HLR, instead of A VLR at 
integer multiples of optimal_n . 
3.9 Conclusions 
Each of the proposed schemes for PLMN mobility management can improve the GSM/IS-41 
strategies to a certain extent. However, it is difficult to select a scheme that clearly outperforms 
the others under all system parameters. In most cases, the performance of the proposed schemes 
exceeds that of the GSM/IS-41 only under certain mobility and call an·ival parameters. When a 
different set of parameters is used, the pe1formance may be changed significantly. It is, 
however, possible to make several general observations. As described in section. 3.1, recent 
research efforts in location registration and call delivery are based on either the centralized or 
the distributed database architectures. The centralized approach records the location 
information of all MTs in the centralized HLR. Signaling messages are exchanged between the 
current location of an MT and the HLR during location registration and call delivery. As the 
nmnber of MTs increases, the signaling traffic may significantly degrade the performance of the 
PLMN network. One undesirable consequence is that the connection setup delay may become 
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very high. On the other hand, an advantage of the centralized approach is that the number of 
database updates and queries for location registration and call delivery is relatively small. This 
tninitnizes the delay due to database accesses. The distributed database approach has the 
advantage that database accesses are localized. An update or query to a far away database is 
executed only when necessary. However, the number of database accesses required for location 
registration and call delivery is significantly increased from that of the centralized approach. 
Careful design is needed to ensure that database accesses will not significantly increase the 
signaling delay. Based on these observations, it is likely that the ideal architecture should lie 
between the centralized and the fully distributed approach. In fact, in order to attain better cost 
ettectiveness, most of the on-going research efforts either try to i) increase the distribution of 
location information under a centralized database architecture or ii) limit the distribution of 
location information in a distributed database architecture. Besides, mobility and call arrival 
patterns vary among users, it is highly desirable that the location registration and call delivery 
procedures can be adjusted dynmnically on a per-user basis. Dynamic schemes usually require 
the on-line collection and processing of data. This may consume significant computing power 
and careful design is necessmy so that the computation can be effectively supported by the 
network. 
This chapter has described the mam features, operation and in1plementation of the basic 
anchoring technique and an optimisation procedure for application in GSM networks. 
Distribution of the HLR related signalling load is achieved through replacing of the expensive 
location registration messages between the serving VLR and the HLR by message exchanges 
between two MSC/VLRs. In response to subscriber call and mobility patten1s, the optimised 
anchoring scheme removes the need to always report location changes to the A VLR whilst' 
balancing the costs of both location update and call routing. As the benchmark for the 
cmnparison of the results, GSM standard signalling transactions and database traffic under the 
satne traffic tnodel and user mobility assumptions, are used. An analytical model for the 
proposed optimisation procedure is introduced. It is shown that within the call-to-mobility 
(CMR) range considered i.e. 0.01 to 100, the location update signalling cost of the optilnised 
schetne can be reduced to less than half that of GSM. It is also shown that HLR related 
signalling costs can be reduced by as nmch as 25-65% subject to variations in network 
signalling load, compared to GSM. Also under typical operating conditions, reductions in the 
total network signalling cost of about 60-25% at low to high CMR respectively, can be 
achieved. Where as the cost of call routing in the original anchor scheme is about 2 - 3.5 times 
that of GSM (at low CMR values), the optimisation procedure manages to reduce this cost to 
within 1.6 titnes that of GSM under a variety of network loading conditions. 
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h1 the proposed sche1ne no tnodifications to call set-up messages are required, and the cost of 
location updating as well as the number of HLR updates and interrogations have been 
significantly reduced. Although not evaluated, the cost of HLR updates and interrogations can 
be further reduced if registration I de-registration notifications were not relayed to the HLR. 
This further reduction however would be at the expense of nominal increase in the VLR 
signalling. Call routing cost is shown to approach that of GSM when the rate of call arrivals is 
high. The results show that a distlibuted 1nobility management and appropriate exchange of 
messages between databases, could result in better distribution and balancing of the signalling 
traffic in GSM. Simulation results demonstrated that the optimisation procedure can result in 
lower total network signalling and location updating while connection set-up delay is also 
reduced. 
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Chapter 4 
PERFORMANCE EVALUATION OF LOCATION 
UPDATE AND PAGING TECHNIQUES 
4 Introduction 
Location management schemes as discussed in chapter3, are essentially based on users' 
mobility and incoming call rate characteristics. Whereas location registration and call delivery 
procedures primarily concern the fixed network (network signalling traffic, database 
query/update), the location updating and paging 1nechanisms refered to in this chapter, concen1 
signalling traffic management over the air-interface. The location update and paging procedures 
are responsible for generating a significant proportion of the signalling traffic in cellular 
networks. The location update procedure allows the VLR/MSC to keep the knowledge of user's 
location, more or less accurately, in order to locate the subscriber, in case of an incoming call 
for example. The paging process achieved by the systen1 consists of sending paging messages in 
all cells where the mobile terminal could be located. Therefore, if the locating cost is high (and 
thus the user location knowledge is accurate), the paging cost will be low (paging messages will 
only be transmitted over a small area). Converslely, if the location cost is low (and thus the user 
location knowledge is fuzzy), the paging cost will be high (paging messages will have to be 
transmitted over a wide area). 
In first-generation cellular mobile systems, traffic was highly unbalanced. Less than one third of 
calls were incoming calls; the re1naining were outgoing. Therefore, the signalling traffic due to 
paging process was not significant, and the location updating procedure also had little impact 
due to the large cells. However in the current generation of mobile systems there is a near 
balance between incoming and outgoing call rates. The paging process is therefore more 
important, due to smaller cell sizes the location update traffic has becmne more significant, and 
thus the location management has become more important. For instance, recent statistics from 
GSM operators show that, in the Paris dense urban environment, the location updating rate can 
be 10 ti1nes that of the call rate at peak traffic hours [X95]. Presently, the location method most 
widely implemented in first- and second-generation cellular systems (GSM, IS95, etc.) makes 
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use of fixed-size location areas (LAs). In these wide-area radio networks, location management 
is done automatically. Location areas allow the system to track the mobiles during their roaming 
in the network(s): subscriber location is known if the systetn knows the LA in which the 
subscriber is located. When the systetn tnust establish a communication with the mobile (to 
route an incmning call, typically), the paging only occurs in the current user LA. Thus, resource 
consutnption is limited to this LA; paging messages are only transmitted in the cells of this 
particular LA. Implementing LA-based methods requires the use of databases. Two basic 
location updating methods impletnented based on LA structuring are: 
Periodic Location Updating - This method just requires the n10bile to periodically (period set 
by the operator) transmit its identity to the network. Its drawback is its resource consumption, 
which is user-independent and can be unnecessary if the user does not move from an LA for 
extended periods of time. Generally, this method is combined with the next one. 
Location Updating on LA Crossing - This tnethod first requires each BS to periodically 
broadcast the identity of the LA it belongs to. The mobile is required to permanently listen to 
network broadcast information (on the broadcast channel) and to store the current LA identity. 
If the received LA identifier differs from the stored one, a location update (LU) procedure is 
autmnatically triggered by the tnobile. The advantage of this method is that it only requires LUs 
when the mobile actually moves. A highly tnobile user will generate a lot of LUs; a low 
mobility user will only trigger a few. 
A hybrid method which combines the two previous ones can also be implemented. The mobile 
generates its LUs each time it detects an LA crossing. Nevertheless, if no cmmnunication 
(related to an LU or a call) has occurred between the mobile (in idle mode, i.e., powered on but 
not comnllmicating) and the network for a fixed period (e.g., three hours), the mobile generates 
an LU (i.e., a periodic LU). This periodic LU typically allows the system to recover user 
location data in case of a database failure. 
Optimal Design of LAs 
In order to minimize total location management cost (i.e. location update + paging traffic and 
processing), the LA must be designed carefully. Two types of tnethods can be used to design 
optitnmn LAs: analytic and heuristic. Analytic approaches are based o.n assumptions of 
homogeneous cell shape, LA structure, and user movements. One interesting problem is to 
determine a subscriber mobility model that can capture as much as possible the real subscribers 
tnovements. Common approaches for analytical modelling of movements include: 
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• The Markovian 1nodel, describes individual movement behaviour and captures direction 
of movement by assigning different probabilities to different neighbor cells. This is a 
discrete stochastic process, where the position of particle at timet= nT, i.e. x(nT) are 
independent random variables (RVs) taking values ± s, with equal probability. The 
other main sub-classification i.e. the Genralized Random Walk , is a randmn walk 
1nodel where RVs take values± s, with different probabilities. Random walk models 
can be of two types: 1-D Random Walk when movement in only 1 direction e.g. up-
down or left-right, is considered, and 2-D Random Walk where rnovement in 2 
directions e.g. X and Y directions, is assumed. The cell residence time follows a 
geometric distribution, and there is no concept of n10vement history for a user. 
• The Brownian Motion model, used to describe move1nent of particles in a liquid, 
subject to collision and other forces. Macroscopically, the position x(t) can be 1nodelled 
as a stochastic process satisfying a 2nd order differential equation. Two main sub-
classifications are : Bound Motion if restoring force is not equal to 0 , and Free Motion 
if restoring force is 0). Brownian Motion can also be modelled as 1- or 2- dirnensional. 
The 1nodel is used to describe probability distribution of user location. It uses the 
concept of motion drift (defined as mean velocity in a given direction). lD Brownian 
motion has been used to model directed traffic e.g. along highways, and it shows that 
the variance of distribution, as a measure of location uncertainty, does not depend on 
1nean drift velocity. 
• The Random Walk model, is used to describe individual user movement behaviour. 
Upon leaving a cell, equal probabilities are assigned for movement into different 
neighbor cells, e.g. lD linear tnodel Pr = 112 and for 2D hexagonal model Pr = 1/6. 
Although the model simplifies the analysis, one of its lhnitations is that the direction of 
tnovetnent of user is not taken into account. 
• The Fluid Flow model considers traffic flow as the flow of a fluid, modelling 
macroscopic rnovement behaviour. The model assumes average constant velocity, 
direction of movernent is uniformly distributed. Users are also uniformly distributed. 
The model is only useful to calculate boundary crossing rates. 
The fixed size LA location management methods are the rnost widely used in current cellular 
(e.g. GSM, IS-41, etc.) systems. Nevertheless, the traffic and processing generated may lead to 
congestion problems in high-density systems. One of the main concerns of system designers is 
therefore to define 1nethods allowing the system to reduce the overhead traffic. 
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The objective of the ·work presented in this chapter is to present evaluation results of the 
proposed adaptive multiplayer location management scheme. We also examine dynamic and 
distance-based location management methods proposed within the last few years which attempt 
to reduce the signallin.g traffic over the air-intetface. The fixed size LA scheme of GSM is used 
as the baseline for comparisons. 
The outline of this chapter is as follows. Section 4.1 presents an overview of recent research on 
location update and paging techniques. This is followed by Performance· Comparison of 
Location Area Optimization Techniques in section 4.2. In section 4.3 the shnulation parameters 
are outlined. Section 4.4 presents nmnerical results, followed by a summary in section 4.5. 
Finally, the conclusions are presented in section 4.6. 
4.1 Literature Survey 
Recent Research On Location Update and Paging 
As discussed above, the current cellular networks partition their coverage areas into a number of 
location areas (LAs). Each LA consists of a group of cells and each MS performs a location 
update when it enters an LA. When an incoming call arrives, the network locates the MS by 
simultaneously paging all cells within the LA. There are a number of inefficiencies associated 
with this location update and paging scheme: 
• Excessive location updates tnay be performed by MTs that are located around LA 
boundaries and are n1aking frequent movements back and forth between two LAs. 
• Requiring the network to poll all cells within the LA each time a call arrives tnay result in 
excessive volun1e of wireless broadcast traffic. 
• The mobility and call arrival patterns of MTs vary and it is generally difficult to select an 
LA size that is optimal for all users . An ideal location update and paging mechanism 
shmild be able to adjust on a per-user basis. 
• In addition, the fixed-size LA location update and paging scheme is a static scheme as it 
cannot be adjusted based on the paratneters of an MT from time to time. 
Recent research efforts attempt to reduce the effects of these inefficiencies. Most efforts focus 
primarily on dynatnic location update mechanisms which petform location update based on the 
mobility of the tnobile terminals and the frequency of incoming calls. 
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4.1.1 Location Update and Paging Schemes 
Dynamic Location Update Schemes - The first Dynamic LA Management schetne due to 
[Xie93], proposes a method for calculating the opthnal LA size given the respective costs for 
location update and paging. The authors consider a mesh cell configuration with square shaped 
cells . Each LA consists of k x k cells arranged in a square and the value of k is selected on a 
per-user basis according to the mobility and call arrival patterns and the cost parameters. Each 
mobile terminal is assigned a different size LA, reflecting different mobility and call arrival 
patterns. The mechanism introduced in [Xie93], performs better than the static schetne in which 
LA size is fixed. However, it is not generally easy to use different LA sizes for different MTs 
as the MTs tnust be able to identify the boundaries of LAs which are continuously changing. 
The impletnentation of this scheme is complicated when cells are hexagonal shaped, or in the 
worst case, when irregular cells are used. In [Xie93] a tnobility cost function is minimized so 
that k is permanently adjusted. Each user is therefore related to a unique LA for which size k is 
adjusted according to his/her particular mobility and incoming call rate characteristics. 
h1 [Bar95] the authors examine the performance of Three Dynamic Update Schemes : 
• Time-based: The mobile terminal (MT) performs location updates periodically at a constant 
time interval VT. Figure 4-l(a) shows the path of an MT. If a location update occurred at 
location A at time 0, subsequent location updates will occur at locations B, C and D if the 
MT moves to these locations at times VT, 2VT and 3VT, respectively. 
MS position 
Figure 4-1: (a) Time-Based Location Update 
Scheme. 
Figure 4-1: (b) Movement-Based Update Scheme. 
• Movement-based: An MT performs a location update whenever it completes a ｰｲ･､･ｦｩｾＱ･､＠
number of tnovetnents across cell boundaries (this number is referred to as the movement 
threshold). Assuming a movetnent threshold of 3 is used, the MT perfotms locatio11 updates 
at locations Band Cas shown in Figure 4-1 (b). 
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• Distance-based: An MT performs a location update when its distance from the cell where it 
perfonned the last location update exceeds a predefined value i.e. the distance threshold. A 
location update is perfonned at location B where the distance of the MS frmn location A 
exceeds the threshold distance (the distance from location A to the thick solid line as shown 
in Figure 4-2 is equal to the threshold distance). 
Figure 4-2: Distance-Based Update Scheme. 
The authors evaluated the performance of the above schemes based on one-dimensional randmn 
walk movement 1nodels. Results detnonstrated that, the distance-based scheme produces the 
best performance but its ilnplementation incurs the highest overhead, and time-based method is 
the worst. For the time-based and the tnovement-based schemes, the MT has to keep track of the 
tiine elapsed and the number movements performed, respectively, since the last location update. 
This can be achieved simply by implementing a timer or a movement counter at the MT. The 
distance-based scheme, however, assumes that the MTs have knowledge of the distance 
relationship mnong all cells. The network must be able to provide this information to each MT 
in an efficient nmnner. 
Distance-based location Update - Another distance-based location update scheme is 
considered in [Mad94]. The authors introduce an iterative algorithm that can generate the 
optimal threshold distance that results in the minimum cost. When an incoming call at-rives, 
cells are paged in a shortest-distance-first order such that cells closest to the cell where the last 
location update occurred are polled first. The delay in locating an MT is, therefore, proportional 
to the distance travelled since the last location update. Results demonstrated that, depending on 
the mobility and call arrival parameters, the optimal movement threshold varies widely. This 
demonstrates that location update schemes should be per-users based and should be dynamically 
adjusted according to the current mobility and call arrival pattern of the user. However, the 
nmnber of iterations required for this algorithm to converge varies depending on the tnobility 
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and call arrival parmneters considered. Determining the optimal threshold distance may require 
significant cmnputation at the MT. 
Time-based location Update - A dynamic time-based location update schetne is introduced in 
[Aky95]. The location update time interval is determined after each movetnent based on the 
probability distribution of the call inter-arrival time. This scheme does not make any specific 
assumptions on the n1obility pattern of the mobile subscribers and the shortest-distance-first 
paging scheme as described in [Mad94] is used. It is detuonstrated that the results obtained are 
close to the optimal results given in [Ho95]. Cmnputation required by this scheme is low and 
situilar to the scheme described in [Mad94], the drawback of this scheme is that paging delay is 
not constrained. The thne required to locate an MT is directly proportional to the distance 
travelled since the last location update. Another tiluer based location update scheme with single-
step dynmnic paging is introduced in [Lei97]. Under this scheme, each user-network interaction 
resets a timer and modifies location record. The user registers when the timer expires. Users are 
paged over personally constructed paging areas whose size is an increasing function of the time 
elapsed since the last contact. The authors investigate the influence of user mobility and call 
statistics on the optimum timer value and on the optimum size of paging areas. The results 
indicate a cost reduction in the signalling load of up to 50% compared with fixed periodic time-
based sche1ne. The results are however sensitive to the level of average location uncertainty and 
it is assumed that distributions of user location are available or can be estimated. 
Movement-based location Update- Another movement-based location update (with selective 
paging) scheme is reported in [Aky96]. Each MT keeps a counter of the number of cells visited, 
and a location update is performed when the number of moves since the last location 
registration equals to a pre-defined threshold. The scheme also allows for the dynamic selection 
of tnovement threshold on a per-user basis. Silnilar to [Ho95], paging delay is confined to a 
maximum value. Movement-based location update schemes have the advantage that 
hnplementation is simple. The MTs do not have to know the cell configuration of the network. 
Although the selective paging reduces the cost of locating a mobile terminal, this is achieved at 
the expense of increased paging delay. 
Paging Under Delay Constraints - Paging subject to delay constraints is considered in 
[Y at95]. The authors assume that the network coverage area is divided into location m·eas and 
the probability that an MT is residing in a location area is given. It is detnonstrated that when 
delay is unconstrained, the polling cost is minhuized by sequentially searching the location 
92 
Chapter 4. Performance Evaluation of Location Management Techniques 
areas in decreasing order of probability of containing the MT. For constrained delay, the authors 
obtain the optilnal polling sequence that results in the mininmm polling cost. The authors, 
however, assume that the probability distribution of user location is provided. This probability 
distribution may be user dependent. A location update and paging scheme that facilitates 
derivation of this probability distribution is needed in order to apply this paging scheme. 
Besides, the trade off between the costs of location update and paging is not considered in 
[Yat95]. 
Update and Paging Under Delay Constraints - Location update and paging subject to delay 
constraints is considered in [Ho95]. Similar to [Mad94], the authors consider the distance 
based-location update schetne. However, paging delay is constrained such that the time 
required to locate an MT is smaller than or equal to a predefined maximmn value. When an 
incoming call arrives, the residing area of the MT is partitioned into a number of subareas. 
These subareas are then polled sequentially to locate the MT. By lhniting the number of polling 
areas to a given value such as N, the time required to locate a mobile is smaller than or equal to 
the time required for N polling operations. Given the mobility and call arrival paratneters, the 
threshold distance and the maximmn delay, an analytical model is introduced that generates the 
expected cost of the proposed schen1e. A random walk mobility tnodel based on a geometrically 
distributed cell residence time is introduced. An iterative algorithtn is then used to locate the 
optimal threshold distance that results in the lowest cost. It is demonstrated that the cost is the 
lowest when the maximmn delay is unconstrained. However, by slightly increasing the 
maximum delay frmn its minimum value of 1, the cost is significantly lowered. The 
impletnentation however requires availability of information on distance relationships of all 
cells within the network, in the mobile terminal. 
In [Bar93] the idea of reporting cells is introduced. Under this scheme, a subset of cells is 
selected as reporting cells (reporting centres). A mobile terminal reports its location only when 
entering one of these reporting cells. When an incoming call arrives, the search starts from the 
cell where the tnobile last reported its location. As described in [Bar93], the selection of the set 
of reporting cells such that the total cost (update + paging) is minimized is an NP-complete 
problem. The scheme is static in the sense that the reporting cells are fixed and can not be easily 
adjusted dynamically in response to subscriber call and/or mobility characteristics. Excessive 
location updates are addressed by [Ros95] and [Bar96]. A timer-based strategy that uses a 
universal timeout parameter is presented in [Ros95], while a tracking strategy for mobile users 
in PCS networks based on cell topology is explored and compared with the time-based strategy 
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in [Bar96]. For excessive polling, a one-way paging network architecture and the interfaces 
an1ong paging network elements are examined in [Lin97]. Additional schemes attempt to 
reduce the cost of finding a user when the MT moves during the paging process [Ros99], 
[Yen98]. 
Combining Location Areas and Paging Areas - LA size optitnization can be achieved by 
minimization of total cost of locating and paging. Based on this observation, several proposals 
have defined location management procedures that make use of LAs and paging areas (PAs) of 
different sizes [Pla94]. One method often considered consists of splitting an LA into several 
PAs. A MT registers only once i.e. when it enters the LA. It does not register when moving 
between the different PAs of the smne LA. For an incoming call, paging messages will be 
broadcast in the PAs according to a sequence determined by different strategies. For example, 
the first P A of the sequence can be the one where the MS was last detected by the network. The 
drawback of this method is the possible delay increase due to large LAs. Another method based 
on the same partitioning principle is investigated in [Goo96], in which each cell of an LA can be 
considered one individual PA. The interesting result obtained shows that partitioning the LA 
into several PAs paged sequentially allows first a reduction of the expected number of 
1nessages, and second a significant decrease of the paging delay at high loads. 
Multilayer LAs- In present location management methods, LU traffic is mainly concentrated 
in the cells of the LA border. Based on this observation and to overcome this problem, the 
multilayer location updating method is introduced in [Oka91]. In this 1nethod, each MT is 
assigned to a given group, and each group is assigned one or several layers of LAs. According 
to Figure 4-3, it is clear that group 1 and group 2 MTs will not generate LUs in the same cells, 
thus allowing LU traffic load to be distributed over all the cells. 
Group 1 
Layer 1 for group 1 :: LA1, LA3 and LAS; 
Gmup2 
Layer 2 for group 1 :: LA2 and LA4. 
:.;f2' ( --" , · £.)!" Ｓ ｾ＠ · , ｾｦ ｾ Ｇ ｬ Ｔ ｲ＠ ｾｲｳ ［＠ .\' ﾷ ｾｾｳ ＧＡＮ［＠ -
Layer 1 for group 2 :: LA3 and LAS; 
Layer 2 for group 2 :: LA2, LA4 and LA6. 
Figure 4-3: LA overlapping example with Okasaka' s method 
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The method proposes deployment of 1nultiple LA layers, such that the layers are staggered and 
overlay each other. Two classifications are introduced: 
• Multi-Grouping (MULTI_G)- The MSs are divided into several groups and each group is 
assigned to one or more layers. 
• Multi-Switching layer (MULTI_S)- MSs of each group have several LA layers. When an 
MS updates, it switches layers (updates to a different layer). 
With MULTI_G, the cells which the MSs access for location update, are different from group to 
group, thus location update signalling traffic is distributed over all cells and not concentrated in 
the location area border cells. MUL TI_S in addition provides location update activity hysterisis 
so that short-term switching instability (due to users moving frequently back and forth) can be 
avoided. The technique is ain1ed at reducing the location update traffic alone. No results 
regarding the performance and impacts on the total system signalling cost are provided in either 
[Oka91] or [Bra96]. In [Bra96] performance of the multilayer location update method, initially 
proposed in [Oka91] is analysed under Markovian user mobility assumption. In [Bra96], partial 
overlapping of adjacent location areas is allowed, introducing a hysteresis effect, in order to 
overcmne the potential problem of back-and-fmth movement of users near LA boundary as 
indicated in [Oka91]. MT initiates a location update procedure only when the location area ID it 
has memorised, is no longer in the set of IDs broadcast in the cell it has just entered. Different 
degrees of overlap and different location area sizes are considered. The improvements 
(reduction in LUs) reported strongly depend on the number of cells per LA, with the highest 
improve1nent reported when location areas overlap by half, which incidentally increases the 
unnecessary paging traffic in the overlap area. The improvement factor also depends on the 
degree of randomness of the movement of subscribers. Silnilar to [Oka91], the proposal in 
[Mar95] is also based on Multilayer LAs to reduce location update cost. 
Intelligent Paging - The intelligent paging strategies in [Lyb95] are aimed at reducing the 
signalling overhead over the radio interface, due to paging procedure. The main idea is the 
application of a tnulti-step paging strategy. At the instance of call arrival, the user is paged 
initially, in the paging area indicated by the "paging related information". On no page response, 
the tnobile is paged sequentially in the remaining portion of the location area. paging related 
information ele111ents cmnprise of recent interaction information, mobility flag etc. Based on 
assumptions derived from classification of subscribers into ordinary, low and high mobility 
classes and with silnilar categorisation of call arrival characteristics, the siinulation results 
indicate up to 70% savings in the paging signalling cost can be achieved, thus allowing for 
95 
. .. - ·- · -------------------------
Chapter 4. Performance Evaluation of Location Management Techniques 
definition of larger location areas (leading to reduction of location update signalling costs). The 
significant portion of cost savings are due to low mobility users and gathering the so called 
paging related information requires additional processing functionality and storage space at the 
network databases. Also evident, is the fact that multi-step paging strategies can result in 
unpredictable call-connection tin1es. 
4.1.2 Memory-Based Methods 
The design of me1nory-based location management methods has been tnotivated by the fact that 
systems do a lot of repetitive actions, which can be avoided if predicted. This is particularly the 
case for LUs. h1deed, present cellular systems achieve every day, at the same peak hours, almost 
the same LU processing. Short-term and long-term memory processes can help the system avoid 
these repetitive actions. Some methods have thus been proposed that are based on user and 
syste1n behaviour observation and statistics. 
Assignment/ Adjustntent - In current systems, the size of LAs is optitnized according to tnean 
parameter values, which in practical situations can vary over a wide range during the day and 
from one user to another. Based on this observation, it is proposed to tnanage user location by 
defining multilevel LAs in a hierarchical cellular sttucture [Hu95], as depicted in Figure 4-4. At 
each level the LA size is different, and a cell belongs to different LAs of different sizes. 
According to past and present MS mobility behavior, the scheme dynatnically changes the 
hierarchical level of the LA to which the MS registers. LU savings can thus be obtained, 
however, no analytical/simulation results have been reported. 
A variant of this strategy evaluated in [Pas96] consists in requiring from mobiles to register in 
the cells where they are cmnped on. Registrations involve a periodic timer which value has to 
be optinlized. Thus, rather than paging a mobile in all the cells of a LA, the 1nobile will be 
paged only in the cells visited during the last period: these are the cells where the tnobile 
can1ped on during its traversal of the LA. High (incmning) call rate and low-mobility users are 
directed to Sinall LAs, medium-mobility users are directed to medium-sized LAs, and high-
velocity and low incoming call rate users are directed to large LAs. 
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The cells to which 
the mobile 
terminal requests a 
location update 
such as X1 , X2, X3 
and X4 become 
the central cell of 
the new LA for 
that mobile 
terminal. 
Figure 4-4: Location update strategy of [Hu95] 
DynamidAdaptive Individual LAs- An opposite approach considers that instead of defining 
LA sizes a priori, these can be adjusted dynamically for every user according to incoming call 
rate and LU rate. 
In [Lei98] the LA size (in terms of number of cells) is chosen/calculated on a per-user basis. 
Upon each location registration at the boundary crossing of the personal LA, a new LA (new set 
of cells) is assigned to the user, according to mobility and call characteristics in its previous LA 
(Figure 4-5 and Figure 4-6). The goal is to minimize the combined (LU and paging) average 
signalling cost function for each individual mobile subscriber, such that the overall system-wide 
signalling cost for location management is minimized. The one-dimensional Brownian motion 
with drift process [Kar75] is used for mobility modelling. The cost function is defined as the 
sum of paging and location registration costs, similar to [Xie93][Ros96]. The derivative of the 
cost function is taken and set equal to zero, in order to obtain optimum LA length and position. 
Effects of motion drift velocity and diffusion constant (representing motion uncertainty region 
around initial position) have been examined. The main conclusions are: 
increasing velocity results in larger optimum LA sizes, 
minimum cost increase with speed and 
LA shape, besides LA size plays important role in signalling reduction, 
The scheme can offer a cost reduction of up to 30% compared to dynamic LA techniques of 
[Xie93] and [ Goo93]. 
The upper bound for cost reduction is given at 50%. 
The results presented in [Lei98] are however based on a simplified one-dimensional random 
walk model and thus present an over simplification of user movement model. As authors admit, 
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it is extremely difficult to solve the same formulation with a two-dimension Brownian 
movement model, as analytical solutions are hard to find. For the two-dimensional mobility 
tracking problem, the authors recommend the probability-based approach of [Lei97]. Adapting 
the LA size to each user's parameters values may be difficult to manage in practical situations. 
This has led, in [Rac92], to the definition of a method where the LAs sizes are dynamically 
adjusted for the whole population, not per user as in the two previous methods. Statistical 
information about users and mobility in the network is collected in databases and computed. 
Network characteristics in function of time, place, density, and so on are thus evaluated. 
Results of this computation allow the network to dynamically (daily, weekly, monthly, yearly, 
etc.) adjust the sizes of location areas. For instance, during the day, when call rates are high, it 
is preferable to deal with small LAs. Conversely, at night the call rate is much lower, larger 
LAs are preferred. 
In [Kim95] a dynamic decision scheme is introduced which takes into account regional 
information as well as mobility and call characteristics of users. The determination of the 
dynamic LA is formulated as integer programming problem, and LA size and shape can be 
adjusted dynamically for every user according to incoming call rate and mobility characteri tic. 
Figure 4-5: Illustration of classical registration 
strategy with fixed location areas. Small white 
circles represent location updating. 
Figure 4-6: Depiction of personal location area , 
recalculated after every contact with the system. 
The shape of LA may change in time, depending 
on mobility & call characteristics of the user. 
Another adaptive scheme is proposed in [Yeu95]. Based on extensions of formulation in 
[Xie93], the authors compare the performance of fixed LA and distance-based schemes, where 
it is shown that contrary to expectation , the fixed scheme outperforms the distance-based 
strategy in many cases. This being due to the large areas of overlap associated with the latter 
strategy. A composite adaptive location tracking strategy based on the multilayer approach of 
[Xie93] is then introduced. It is shown that the proposed new scheme has the ability to 
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dynamically change/adjust the location area size, and it results in a lower total signalling cost, 
compared to both fixed and distance-based techniques. The proposed scheme is not however 
capable of adjusting to different shape LAs (although LA size is adaptive, LA shape remains 
constant). 
Subscriber Profile-based Strategies- Observing that users show repetitive mobility patterns, 
the alternative strategy (AS) is defined in [Tab92][Tab95]: its main goal is to reduce the traffic 
related to mobility management- and thus reduce the LUsby taking advantage of users' highly 
predictable patterns. In AS, the system handles a profile recording the most probable mobility 
patterns of each user. The profile of the user can be provided and updated manually by the 
subscriber or determined automatically by 1nonitoring the subscriber's movements over a period 
of tiine. When the user receives a call the syste1n pages him sequentially over the LA until 
getting an acknowledgement frmn the mobile. When the subscriber 1noves away from the 
recorded zone the terminal processes a voluntary registration by pointing out its new LA to the 
network. The main savings achieved by this 1nethod are due to the non-triggered LUs when the 
user keeps moving inside his profile LAs. So, the Inore predictable the user's mobility, the 
lower the mobility management cost. A variant of this method, called the Two Location 
Algorithm (TLA), is proposed and studied in [Lin97]. In this strategy, a mobile stores the two 
1nost recently visited LA addresses. The same is done at the HLR level. Obviously, the main 
advantage of this method relies on the reduction of LUs when a mobile goes back and forth 
between two LAs. Another profile-based location strategy is introduced in [Pol97]. The aim is 
to reduce the signalling traffic on the radio link by increasing the intelligence within the fixed 
network. The system is required to maintain a sequential list of most likely places that a 
subscriber could be located. The list is ranked, and upon call arrival, MT is paged sequentially 
in each location within the list. When user 1noves between location areas within the list, no 
update is required. The list could be provided by the user or compiled by the system based on 
past calling history. The paper does not address 1nethods for list generation and maintenance. 
The focus is on the potential performance improvements that can be gained fron1 maintaining 
such a list. The proposed scheme is based on that of [Tab95] and assumes that the probability 
distribution of user location is known and the information required to update the list can be 
obtained from billing records. Based on key performance metrics (fixed network SS7 traffic, 
radio bandwidth and call setup delay) the performance of the proposed scheme is cmnpared to 
that of classic schemes. h1 terms of radio link performance, three representative profile 
distributions - uniform, linear and exponential - are considered. Profile distribution <Xi refers to 
the probability of the user being in location area Ai. Based on minimization of the total cost 
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formulation with respect to K, optimal K-size i.e. Kopt is obtained (where Kopt indicates optimum 
number of location areas) . It is shown that: 
as in [Tab95], the optinmm K and cost saving depend on probability distribution of ｾ＠ . 
as the number of location areas in a list increases, the upper bound on the paging delay 
increase (with exponential dist.) can be linrited to 50% though this delay increase tnuch 
more in the case of uniform and linear distributions ｯｦｾＮ＠
Savings on the radio link traffic when K is less than a threshold value, 
Savings on the fixed network signalling traffic when K is greater than a threshold value and 
list tnaintenance cost is significantly lower than location update cost, 
Stationary users will contribute towards increased fixed network signalling cost (due to list 
maintenance cost), so the technique should be applied to mobile users only, 
Call setup delay for mobile-ternrinated calls increases with K, 
For practical purposes, K values of 3-5 are recommended. 
Predicting Short-Term Movements of Subscribers- The method proposed in [Rok92] uses a 
process which predicts the movetnents of the MT according to its direction of tnovement, 
velocity, and so on. Processing and prediction are made at both the MT and the HLR. When 
actual tnovetnents of the MT do not fit with those predicted, a registration is triggered by the 
mobile to inform the network of its actual location. Otherwise, no exchange is required, which 
allows savings in LU processing and signalling. In [Shi94], a mobility tnanagetnent method 
sinrilar to AS is defined. It is called Statistical Paging Area Selection (SPAS) and is based on 
location statistics collected by each MT which periodically reports them to the network. These 
statistics consist of a list of the average duration the MT has been located in each LA. A 
priority rule is deternrined to settle the sequence of LAs visited by the mobile. If this sequence 
is different frmn the last one reported to the network, the MT transmits it; otherwise, nothing is 
done. The paging process is achieved in the same way as in AS. When the MT tnoves to an 
area that is not on the reported list, it has to process a tempora1y location registration to the 
network. 
In [Liu95], the proposed tnethod provides a means of allowing pre-connection and pre-
assignment of data or services at the location before the user tnoves into it, so user can 
immediately receive service or data. This method clearly applies to location management, 
particularly handoffs. Just as are the previous two methods, it is based on users' tnovement 
history patterns. Called Mobile Motion Prediction (MMP), it allows the system to predict the 
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future location of the user. Schematically, the MMP combines two move1nent models: 
Movemen,t Circle (MC), based on a closed-circuit 1nodel of user Inovement behaviour, and 
Movement Track (MT), used to predict routine movements. MC is used to predict long-term 
regular Inovetnents. Based on the proposed MC/MT detection algorithm, the accuracy of 
prediction subject to randomness factor i.e. location uncertainty, is evaluated. Prediction 
accuracy ratios of up to 50% is reported assuming 70% randomness in user movement 
behaviour, and for users which have 30% or less randomness in their movement, the prediction 
accuracy is more than 70%. 
The reverse virtual call (RVC) setup is a new scheme for delivering mobile terminal calls 
[Git97]. It allows, under the constraint that the LA is not smaller than the VLR area, a reduction 
in the number of signalling messages exchanged between the called and calling databases and 
switches. The call setup delay is shown to always be reduced by about 50% when using the 
RVC scheme. 
Meta-Heuristics for LA Partitioning - The LA planning/partitioning requires optimal 
grouping of cells into LAs, such that the location update traffic is minimized without violating 
the paging bound. This can be mapped into a graph partitioning problem, which is more 
complex and appears as an NP-complete combinatorial problem [Gar79]. Only empirical 
111ethods can thus be used to approach the opthnal solution due to exponential growth in 
execution times. In [Gam91] graph modelling is used to represent the LA planning problem and 
greedy approaches are used to obtain solutions. In [Mar93][Mar94] two heuristic algorithms are 
used to obtain better results than in [Gatn91], by adjusting the border weights. In [Ple95] a 
weighted greedy algorithtn consisting of two phases - the merge and exchange phases - is 
introduced. It is shown that the proposed greedy technique can outperform previous methods. In 
[Wan98] the n1ethodology for application of GAs to LA planning problem is outlined, and 
performance comparison results, between the GA and Hill-Climbing (HC) methods are 
reported. It is shown that GAs consistently outperform HC however the improvement 
percentage gradually diminishes as the number of cells are increased. In [Car95], for example, 
the method proposed proceeds in an iterative way by reducing a mobility cost function and 
starts by a configuration of LAs using an analytical method. Another approach, proposed in 
[Gon96], makes use of genetic algorithms. Genetic algorithms are used to efficiently group the 
cells under a mobility cost function constraint. They use several interconnected processes, such 
as elitisn1 and edge-based crossover. Other empirical tnethods can be used, such as simulated 
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annealing [Beh92] - which is currently used by some GSM operators. Single move heuristics, 
Hill-Climbing and steepest descent optimization are also used. 
4.2 Performance Comparison of LA Optimization Techniques 
In this section 4 different adaptive techniques are studied and c01npared to the fixed-LA strategy 
of GSM (Alg.l). These are: 
• Alg.2- Dynamic Location Manage1nent of [Xie93] 
• Alg.3 - Dynamic Location Registration and Paging of [Kim96] 
• Alg.4 - Adaptive Multilayer Scheme (proposed) 
• Alg.5- Distance-based Strategy of [Bar95][Yeu95] (same as Adaptive Location 
Management of [Hu95]) 
Furthermore, the impact of Recent Interaction Paging (RIP) - a two-step paging technique - on 
all the above is also investigated. The analytical results and improvements reported in the 
literature and all of the above references, are either based on simple/unrepresentative mobility 
assumptions e.g. lD random walk models or high-way models (constant velocity with semi-
directed trajectories), etc., or else different techniques are often compared against different 
baseline schemes. Simulation studies are therefore a better approach for conducting 
performance evaluations under a common set of assmnptions, and range of mobility and call 
related parameters. 
Dynmnic Location Management [Xie93]- In [Xie93] location area covers a square area of Kx 
K cells, referred to as size-k location area. The total bandwidth cost for location update and 
paging per terminal per unit thne is given as 
(4-1) 
where 
a: call arrival rate (calls/hr./terminal) 
Uk: location update rate per terminal assuming size-k location areas (updates/hr./terminal) 
Opg : paging cost for a call (bytes/page/cell) 
Q 1u : location update cost for a call (bytes/update) 
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Frmn [Tho88], the mean nmnber of outgoing (=incoming) terminals frmn a cell per unit time is 
given by 
E[m] = p • 4K8 • E[v] l1t 
Thus, Uk = E[1n] I p(K8)2 = 4E[v]IK81t = U 1 1K. 
Where 
m: number of outgoing terminals frmn LA per unit time 
p: subscriber density per unit area 
v: subscriber speed (krnlhr.) 
8: length of cell side (square cells assumed.) 
Nonnalising Q 1u to 1, the normalized cost function becomes 
where 11 = .Qpg I .Qlu . 
(4-2) 
(4-3) 
(4-4) 
To obtain the optimum size location area, a cost difference equation between the system with 
size-k and one with size k-1 (Q2) is defined, i.e. 
V[K, a, UI] = .Q[K, a, Ut]- Q[K-1, a, Ut] (4-5) 
= [K • (2K -1) • (K-1) • a11 - U 1 ]I K(K -1) 
Given a, 11 and U1, the optimum K ＨｾＱＩ＠ by which the total cost is mininrized is 
Kopt (a,U1) = max { K: V[K, a, Ut] ｾ＠ 0} (4-6) 
1 if V[2, a, Ut] > 0. 
Under the classical scheme of GSM, the LAs are fixed and whose optitnmn size can be given by 
Kopt (a,U1) where ii is the average call arrival rate and U1 is the average UI> both over all system 
users. In this system the cost per user is given by 
(4-7) 
In the proposed algorithn1, the optimum size of location area is obtained and adapted to each 
terminal according to a and U 1 of terminal. 
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Dynamic Location Registration and Paging [Kim96] - Here a dynamic decision scheme is 
introduced which takes into account regional information as well as mobility and call 
characteristics of users. The determination of the dynamic LA is formulated as integer 
programming problem i.e. 
Min. aLa. xi + ｾ＠ L Ai(v). (1- xi) (4-8) 
; ; 
Subject to i ETC (4-9) 
iE BC (4-10) 
i 
X = 0 or 1. 
where the following notation is used : 
Xi = 1 if cell i is in the LA of the subscriber, 
= 0 otherwise. 
a call arrival rate to subscriber 
Ai(v) visiting rate of cell i, when average subscriber velocity is v. 
a weight associated with the paging signal (bits/signal) 
p weight associated with the update signal (bits/signal) 
pi mean number of paging signals to cell i. 
'\ mean nmnber of updating signals from cell i. 
't 1 mean service time of paging signal 
1:2 mean service titne of updating signal 
91 forward signalling ch. Blocking probability requirement 
82 reverse signalling ch. Blocking probability require1nent 
TC set of all cells 
BC set of boundary cells not included in the LA 
N number of cells 
d driving distance 
v mean subscriber velocity 
In the formulation of ( 4-8), the first term in the cost function represents the paging cost for each 
user. If cell i belongs to the location area of the subscriber, the paging signal occurs a times, for 
104 
-----------------------------------------------------------------1 
Chapter 4. Performance Evaluation of Location Management Techniques 
a unit time period. The second term represents the LA updating cost. Since updates occur when 
the subscriber moves out of its current LA, the cost at cell i can be computed by examining the 
visiting rate to cell i. The visiting rate to cell i is computed by including regional information at 
each cell using 
A.i(v) = v.k.E[no. of visits to cell i with free flow] I d. (4-11) 
where k is a constant. 
The visiting rate is proportional to the velocity and the expected number of visits to cell i, when 
no blocking is assumed in the flow. The rate is inversely proportional to the driving distance 
frmn the current cell. Thus, in the cost function, the paging cost increases in proportion to the 
nmnber of cells in LA whilst the update cost is inversely proportional to LA size. 
Constraints (4-9) and (4-10) represent the blocking probability of paging and location updating 
signals respectively. It is assmned that arrival of signalling messages is poisson, and blocking 
probabilities are defined by Erlang-B formula. The formulation of (4-8) can not be solved 
without relaxation of one of the constraints. The boundary cells to which the second constraint 
(4-10) are to be applied, can be identified before the problem is solved. Thus the problem is first 
solved by relaxing the second constraint, and after obtaining the initial LA, the second 
constraint can be applied (at the boundary cells). The objective/cost function of (4-8) is therefore 
transformed as follows : 
Min. a I, axi + ｾ＠ I, A.i(v) • (1 -xi) = a I, a•Xi + ｾ＠ I, Ai(v) - ｾ＠ I, A.i(v) •Xi 
Thus, the problem to solve initially can be formulated as 
Min. (aa- ｾａＮｩＨｶＩＩ•ｸｩ＠
Subject to iE TC 
i 
X= 0 or 1. 
i 
(4-12) 
(4-13) 
(4-14) 
In (4-13) if xi= 1 satisfies the constraint (4-14) and the coefficient is negative or equal to zero, 
then cell I is included in the new LA of subscriber. Otherwise, if xi = 1 does not satisfies the 
constraint or the coefficient is positive, then cell i, is excluded from the new LA. 
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After solving the problem it may be that the location area obtained is not a contiguou and 
fully connected. In this case, the area to which the subscriber belongs i.e. the serving cell and 
those adjacent are kept, and other cells discarded. Having determined the initial LA of 
ub criber, the boundary cells not contained in the LA are now considered for possible 
inclusion. If any of cells on the boundary satisfy constraint 2 ( 4.11) then the cell i included in 
the LA. Otherwise if constraint 2 is not satisfied, then constraint 1 ( 4.1 0) is checked. If the cell 
atisfies this constraint, then the cell is included in the new LA. This process has the effect of 
avoiding location updates at cells where the reverse control channel i extremely busy . The 
decision scheme above, updates the LA of subscriber each time the mobile moves out of current 
LA. The size as well as shape of the new LA is dynamically adjusted by reflecting the call 
arrival rate, velocity and regional flow rates. The structure of the dynamic LA decision is 
depicted in Figure 4-7 below. 
procedure Dynamic LA search 
Begin dynamic decision scheme 
For i = 1 to the last cell number 
solve (a.a- ｾａｩＨｶＩＩ Ｎ＠ X1 
End (for); 
IF LA disconnected Then 
s.t. constraint (4.15) 
IF cell i is in the area to which mobile belongs Then 
X 1= 1; 
ELSE X 1=0; 
End (if); 
End (if)· 
While ( all boundary cells are considered) do 
IF ( 2nd constraint not satisfied ) Then 
IF ( 1st constraint is satisfied by setting X1 = l ) Then 
X1= 1; 
ELSE X1=0; 
End (if); 
End (if); 
Until (termination-condition i.e. all boundary cells are checked ) 
End (dynamic decision scheme ). 
Figure 4-7: The structure of decision technique 
The service times of paging and updating are assumed to have exponential distributions with 
mean of 0.03 and 0.3 seconds. The blocking probability requirement is assumed to be 0.001 i.e. 
e, =e2=3. 
Distance-based Strategy [Yeu95] [Hu95] [Bar95] - In the distance-based strategy, mobile 
starts movement from the centre cell (cell A in Figure 4-8) of its current LA. After travelling 
through D cells (assuming no change of direction) the mobile performs a location update at cell 
B, and takes the current cell B as the centre cell of the new LA. Thus the number of cells 
traversed between two consecutive location updates is D. As shown in Figure 4-8, the 
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consecutive values taken by Dare 3, 2, 3, 3, 4, and 2. Note that there exists a large overlap area 
between location areas. 
Figure 4-8: Trajectory of a mobile using the distance-based strategy 
Simple counting shows that the number of cells in the ith tier of a cell is 6i . Thus, for any given 
value of D, the corresponding location area size in number of cell k, i given by 
D- 1 
K = 1 + L 6i = 1 + 3D(D-1 ). - Hexagonal cells. (4-15) 
i=O 
D- 1 
K = 1 + LSi = 1 + 4D(D-1) 
(4-16) 
- square cells. 
i=O 
H the location area can be represented by a hexagonal region, then the radius of this hexagonal 
area is 
Rh = (2D - 1 )r • cos30 = 3(2D-l )/2r. (4-17) 
The radius of equivalent circular LA with the same area is given by 
R = ｾＳＮｊＳＱＲＱＡ＠ Rh = 0.788(2D- l)r. (4-18) 
This is also the distance travelled by a mobile in a location area. Therefore the location update 
rate per mobile is given by 
Uk = E[v] I R = E[v] I 0.788(2D- 1)r 
uk = u, IK = 4E[ v ]IKBn: 
- Hexagonal LA 
-Square LAs (from 4.4) 
(4-19) 
(4-20) 
Based on approach similar to [Xie93], to obtain the optimum D, a cost difference equation 
between the system with size-D and one with size D-1 ＨｄｾＲＩ＠ is defined, i.e. 
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V[D, a, U 1] = Q[D, a, U1]- Q[D-1, a, Ut] 
where 
Q[D, a, U 1] = (1 + 3D2 - 3D) .a.Qpg + E[v] I 0.788 • (2D- 1)er 
Q[D-1, a, UJ] = (1 + 3(D-1?- 3(D-1))ea Opg + E[v] I 0.788 • (2(D-1)- l)er 
= (3D2 - 9D + 7) .a Qpg + E[v] I 0.788 • (2D- 3) .r 
Putting (4-22) and (4-23) into (4-21) yields 
V[D, a, UJ] = 6(D-l) • a.Qpg - [ 2.538vl (2D-l) • (2D-3) .r] 
Given a and Uh the opthnum D ＨｾＱＩ＠ by which the total cost is minimized is 
Dopt (a,U1) = max { D: V[D, a, U 1]:::; 0} 
1 if V[2, a, UJ] > 0. 
(4-21) 
(4-22) 
(4-23) 
(4-24) 
(4-25) 
Adaptive Multilayer Schenze (proposed) - In this schetne, the service area st1ucture is divided 
into (n+ 1) hierarchical layer nodes, with the lowest layer representing the smallest independent 
LA, cmnprising a single cell. For instance, in the simulation experiments of section 4.3, the 
service area considered, consists of 100 cells, and total/max. of 8 hierarchical layers are 
considered, where location area size k, can assume values k = 1, 2, 4, 5, 10, 20, 25, and 50 cells. 
Selection of appropriate LA layer is based on Call-to-Mobility Ratio (CMR) metric. The MT 
keeps counters of the number of call arrivals as well as LA updates (at any given layer) to 
calculate a running count of its CMR, and if and when the current CMR value changes from the 
old CMR (kept in memory) , a location update to another layer is initiated. Thus, the MT tnay 
perform intra-layer updates whilst user moves across different LAs of a given layer, and may 
also perform inter-layer updates when the current CMR value changes from the old CMR by a 
Reference_CMR value, scaled by variable threshold Tr. The Tr which can assume values in the 
range (0 .. 1] is used to scale the old CMR value- to reduce call-related signalling cost Tr can be 
set to high values e.g. > 0.5, whilst if the location update costs are high, the Tr value should be 
set low e.g. < 0.1. This scaled, old CMR value is then used for comparison with the current 
CMR. 
The operation of the techniques is described in the pseudo-code of Figure 4-9 below : 
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procedure Adaptive Multilayer 
Begin .adaptive decision scheme 
For i '=· I to the last user 
Reference_CMR;, CMR_Old[i] x Tr 
IF ((( CMR_New[i) > (CMR_Old[i]- Reference_CMR) 
OR 
(CMR.-New[i] > (CMR_Old[i]+Reference_CMR )) 
. AND . 
Nishj;LA_LA YER > o) THen 
MT[i] .LA_LAYER --;i.e. move f() layer n-.1. 
ELSE 
IF ((( CMR..:New[i] < (CMR_Old[i]+ Reference_CMR) 
OR 
(CMR_New[i] < Ｈｃｾｒ｟ｏｬ､｛ｩＩＭ ｒ･ｦ･ｲ･ｮ｣･ｾｃｍｒ＠ )) 
AND 
MT[i].LA_LA YER < No_Layers-1) Then 
MT[i].LA_LAYBR ++;'i.e. move to ｬ｡ｹｾｲ＠ n+l. 
ELS'E ' . . .· . 
remain at the same layer; 
perform locationupdates, 
update CMR[i]· 
End (for); 
End (adaptive decision scheme ). 
Figure 4-9: The structure (pseudo code) of the adaptive multilayer technique 
Note that the reference used i.e. scaled old CMR, is in fact based on the CMR value in .memory 
and as uch is reflective of the call and mobility characteristics of individual subscriber. 
Paging and Location Update Procedures - Each base station broadcast its beacon signal 
containing its LA_id associated with layer 0, and the number of layers. As the mobile user 
moves from cell to cell, the MT may detect change in the stored LA-id (at a given layer) or 
receive incoming call(s). Upon either of these events, the MT must calculate the new CMR 
value to replace the old value. Thus the MT has to store the most recent CMR, LA_id and the 
Layer_id. The decision as to perform an inter-layer or an intra-layer update is based on the 
procedure in Figure 4-9. Upon initiation of location update messaging, the MT sends a location 
update request containing (among other parameters) its identity, the new LA_id and if a layer 
change is decided (based on current CMR value and procedure of Figure 4-9) , the Layer_id is 
also sent to the network. The network databases are updated accordingly, and following the 
authentication, ciphering and TMSI re-allocation, a location update acknowledgement is 
returned to the MT. Upon receiving an incoming call, all the cells in the last reported LA of the 
subscriber are paged. If RIP is enabled however, paging is performed through a 2-step process 
described previously. 
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4.3 Simulation Parameters and Assumptions 
All shnulations were carried out on 100 cell stlucture. The effect of boundary cells are excluded 
by duplicating the cellnmnbers. All simulations are performed with 10 subscriber per cell, with 
cell r = 500 m. It is assumed that call arrivals are poisson and that velocity has normal 
distribution. The results presented cover two categories : 
• the Busy Hour (BH) period, at different call rates and subscriber velocities 
• over a 24 hr. period. 
Two basic types of movements are considered. The movements for both the vehicular and 
pedestrian subscriber categories in the Manhattan Grid (MG) type of environment are 
characterised by horizontal and vertical only 1novements where as in environment with Free 
Flow (FF), movement is characterised by the range trajectories that an MT can assume i.e. the 
new direction is drawn from a unifonn distribution over (0, 27t]. Also, two classes of subscriber 
population are considered. First a class of All Vehicular (A V) with velocities in the range 5-50 
k1nfhr. (in FF environment), or 5-30 km/hr. range (in MG environment). Secondly, a class of 
mixed types -pedestrians at 70%, vehicular 30% -, with pedestrians having an average velocity 
of 4 km/hr. and vehicular users with velocities in the range 5-50 lon/hr. (in FF environment) or 
5-30 km/hr. range (in MG environment). Table 4-1, shows the list of mobility-related 
parmneters used in the simulations: 
MGMovement Free flow 
II Vehicular Pedestrian Vehicular Pedestrian 
11 subscriber subscriber subscriber subscriber 
Mean Velocity (km/hr.) - range: 5-30 4 5-50 4 
standard deviation for speed (Normal dist.) 0.3 0.3 0.3 0.3 
Position update every (m) 10 5 10 5 
Prob. to change speed at position update 0.3 0.2 0.3 0.3 
Prob. to change direction at position update n/a n/a 0.2 0.2 
Prob. to turn at junctions 0.5 0.5 n/a n/a 
max. angle for direction update n/a n/a 2n: 2n: 
cell rad.(m) 500 500 500 500 
no. of users/cell 10 10 10 10 
Total no. of cells 100 100 100 100 
Subscriber Density (users/km2) 40 40 40 40 
Block size (mxm) - no. Blocks 400 225x225 225x225 n/a n/a 
Street width (m) 25 25 n/a n/a 
Area (km2) 25 25 25 25 
Table 4-1: Mobility-related simulation parameters 
Furthermore, performance of selected algorithms with and without Recent Interaction Paging 
(RIP) is also considered. With RIP enabled, paging for the called subscriber is done initially in 
the last known subscriber location/cell, and following a time-out or no response frmn the paged 
cell, the whole LA (minus the paged cell) is then paged. This simple 2-step paging process can 
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be beneficial particularly when rate of updates and call arrival rates is high. In summary the 
performance results presented in the next section are categorised as follows : 
• All subscribers Vehicular, movement type Free-Flow (AVFF) 
• All subscribers Vehicular, movement type Free-Flow, RIP enabled (AVFF w/RIP) 
• Pedestrians & Vehicular subscribers, movement type Free-Flow (PVFF) 
• Pedestrians & Vehicular subscribers, movement type Free-Flow, RIP enabled (PVFF w/RIP) 
• All subscribers Vehicular, movement type Manhattan Grid (AVMG) 
• All subscribers Vehicular, movement type Manhattan Grid, RIP enabled (A VMG w/RIP) 
• Pedestrians & Vehicular subscribers, movement type Manhattan Grid (PVMG) 
• Pedestrians & Vehicular subscribers, movement type Manhattan Grid, RIP enabled (PVMG w/RIP) 
4.4 Numerical Results 
4.4.1 Results with FF Movement (All Vehicular) - A VFF 
I I 1 
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Figure 4-10 shows the total signalling cost (per subscriber) with different velocities, while 
Figure 4-11 presents those with different call arrival rates. Dynamic schemes of [Xie93] and 
[Kiln96] out perform the fixed LA scheme (i.e. GSM) by about 5-20 % after 20 km/hr at low 
call rates (Figure 4-1 Oa) while a 5-30 % improvement can be observed at velocities below 20 
km/hr, at high call rates (Figure 4-lOb). Thus as the incoming call rate increases, dynamic 
schemes tend to offer better performance at velocities below 20 kmlhr. The adaptive multilayer 
schetne (Alg.4) however maintains higher cost savings after 10 and 20 km/hr. Comparison of 
the two dynamic schemes indicates a small advantage of the scheme of [Xie93] over [Kiin96] 
(Figure 4-10 and Figure 4-llb) as indicated in Table 4-3. Figure 4-11a also clearly indicates the 
better perfonnance of the dynamic schemes at higher call arrival rates but at low velocity, while 
the schetne of Alg.4, continues to out perforn1 all other schemes (at high velocity) as the call rate 
increases (Figure 4-11 b). A better indication of the performance of all 5 schen1es is depicted in 
Figure 4-12b, where the total signalling cost i.e. location update + paging, during a day is 
shown. The variant velocity values and call arrival rates assmned at different times of the day are 
given in Table 4-2. The simulation results indicate that the paging cost between the hours of 11-
14 and 5-7 in the afternoon are high (Figure 4-12a) the cost savings due to location updates, by 
the dynmnic sche1nes results in a combined lower cost (26.5 and 19.9 % average reduction in 
total cost) as shown in Table 4-3, whilst the sche1ne of Alg.4 manages to out perform all other 
schemes, by a significant 32% cost reduction con1pared with GSM. Also note the minimum 
total cost in the case of Alg.4 schetne at periods 9-10, 10-11 and 17-18. The minilnmn cost at 
these particular time periods conespond to rninimutn velocities, clearly showing the superior 
capability of the adaptive multilayer scheme (Alg.4) in adjusting to changes in the speed, by 
proper selection of LA size. The significant cost increase of about 330% in the case of the 
distance-based scheme (Alg.5)- despite comparable call related signalling cost (Figure 4-12a)-
is 1nainly due to its inability to adjust properly to the changes in velocity, thereby incurring 
substantially higher location update costs ( 4-5 times higher than GSM). 
Table 4-2: Total signalling cost, velocity range and call rates (A VFF) 
Table 4-3: Performance comparison of various schemes , % improvement over GSM (A VFF) 
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4.4.2 Results with FF Moven1ent (All Vehicular)- A VFF w/RIP 
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,time 6-7 7-8 8·9 9·10 10-11 11·12 12-13 13-14 14-15 15 · 16 16 - 17 17-18 18-19 19-20 . 20-21 21· 22 22-23 23-24 
speed 35.0 25.0 15.0 10.0 30.0 30.0 25.0 30.0 35.0 35.0 20.0 15.0 20.0 25.0 30.0 35.0 40.0 50.0 
call rotc 0.5 1.0 1.0 2.0 1.0 2.0 2.0 2.0 1.0 1.0 1.0 2.0 2.0 1.0 1.0 1.0 1.0 0.5 
102:3 
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Table 4-4: Total signalling cost, velocity range and call rates (A VFF w/RIP) 
time 6-7 7· 8 
Alg.2 74.2"/. 77.6% 
Alg.3 48.1% 57.8% 
Alg.4 44.8% 44.5% 
Aig.'5 -371.9% -366.0"/. 
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Table 4-5: Performance comparison of various schemes , %improvement over GSM (AVFF w/RIP) 
Results without RIP :: 
lime 6-7 7-8 
GSM 198.0 195.0 
Alg.2 64.3 SB.9 
Alg.3 106.9 99.5 
Alg.4 111.0 111.7 
Alg_.5 949.1 950.1 
Resu.Its.with R.IP :: 
time 6 - 7 
GSM 196.2 
Alg.2 50.6 
Al9.3 10'1.7 
Alg.4 108.3 
Alg.5 925.6 
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ｾＡｶＧｬ＠ ;_ .9_.9% ·2.4% 12.5% 1!H!o , 31_,1% .. ｾＱＭ＿ＢＡ•＠ Ｌ ﾷＱ＿ ｾ ﾧ Ｎ ｾ ｬ Ｚｌ ｾｦｯ ＭＴ｟ ＲＬＮＬｑＱ ｌｊＮＲＺＮ ＿ＧＡ• Ｎ＠ Ｍｑ ｾ ｓＮ ｾ＠ . ..; ＱｑＦｾﾷ Ｑｊ Ｎｑ Ｎ ｑＮＥ Ａ＠ .S..:-f!• -0.1% 7.7% 3.5% · 12.0"/. · 6.1% 
. Alg.2 ; 212% 21.5% · n.oo/. 13.2% ; 11 .9% 122% · -6.2% : 32% 1 1.7% 3.9% 2.3% : 3.6% i 12.7% 16.8"/o ＱｳＮＭ｡＾ ［ ｾ ﾷ ＱｳＺＷｯＯｾ Ｚ ﾷ Ｚ ＲＮｯＭｫ Ｚ＠ 4.7'i. -··s:c;;;., : 
: Aig.3 ; 4.9% 15.3% -4.1% -2.9% t ro.2% ' 2.o% • -7.9% , a.6% ; -4.-1% 2.1% 19.8% : 9.9% 113.'2% 5.9% 15.6'/o -16.1% : 12.'2% : 1a1% • a.a"1o • 
, ｾｊｍ Ｎｾ＠ . ?.&% . 0.7% .. ｬｽ Ｎ ｬＢＧｾ＠ .. ＲＮａＢＡｾ＠ .: . R·.5!o :_ ｾＬＹｾＨｾ＠ .• ｾＮ Ｚ ＮＱＬ ＮＹＡｃ＿ＮＮ Ｚ ｊＮＺ＿Ｎ ＧｙＮｾ＠ .. ｌ ＹａｾＮＢＡＮｯＮ Ｎ＠ ｾ Ｍ ＱＴ ｾ Ｈｦｴ• ＮＭ ｾ＠ Ｚ ﾧＮ Ｌ ｻＡＧＱＮ ｾ＠ .: .. ｾ ｟ ［＿Ａｾ＠ l.1Q. 9J!L ... ＮｩＮＮ＼ｲＮＡｾ＠ ... ＮＱＦｾＢ＠ .: J .:?.!?. .... : :!.?-..1."!.• .. : .... ｾ Ｚ ﾧＮＢＡｾ Ｎ＠ａｬｧＮｾ ｟ Ｚ＠ ... 2.()% : ＲｾＳ ｾｫ＠ 52% 102% 22.0"/o 6.8% .. ﾷ Ｎ ＱｾＳＢＯｯ ［＠ ＱＲＮＲＥ ｾ＠ _9.8% . 4.0"/o ... .. P:Yo . ＹＮＰｾｯ＠ ｾ＠ 17.3% 13.1% _ ｾＭＳＢＯｯＮ＠ .. 4.6% 4.5% : 3.9% ,; 8.5"/o 
Table 4-6: Performance comparison of ALL schemes , % improvement with RIP (A VFF) 
Comparing Figure 4-10, Figure 4-11 and Figure 4-12 with those of Figure 4-13, Figure 4-14 and 
Figure 4-15 respectively, indicate a similar trend- higher cost savings due to RIP, but similar 
performance improvements over the GSM scheme- as indicated by results in Table 4-5. Table 
4-6 above presents the results of comparisons and the level of improvmnents with RIP. For the 
case of all vehicular subscribers with Free flow type of movetnent, the average performance 
gain (reduction in total signalling cost) is between 5-9%. Despite significant call-related 
signalling cost reduction with RIP, observed in Figure 4-15a for the distance-based scheme 
(Alg.5) , the total signalling cost remains much higher than GSM (and all other schemes) due to 
the high levels of the location update signalling load. Thus it may be concluded that when all 
subscribers are highly n10bile, dynamic schemes perform better at velocities below 20 km/hr. 
(Figure 4-13b) or at call rates below 3 calls/hr. (Figure 4-14b), whilst much better performance 
gains can be obtained through the adaptive scheme of Alg.4 right across the whole range of 
velocities (Figure 4-13a, Figure 4-13b) and call rates (Figure 4-14b) considered. 
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4.4.3 Results with FF Movement (Pedestrians &Vehicular)- PVFF 
Total signalling cost v.s Velocity (® 2 calls/hr.} 
pedestrian speed : 4 km/hr . 
. Ｚ｣ ｾ＾ＯＭＭＺｊ ｴｾｾｾ＠
--- ! 
ｾ＠ i 
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o I 
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Velocity (kin/hr.} · vehicular 
5.0 10.0 20.0 30.0 
Velocity (km/hr.) ·vehicular 
w ｾ＠
40.0 
Figure 4-16: BH- Signalling cost vs. velocity (krnlhr.) (a) 2 calls/In·. (b) 6 calls/hr. 
% vehicular: 30 ! % pedestrian: 70 - Movement type: Free flow 
Total signalling cost vs Call aniwl rate 
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Figure 4-17: BH- Signalling cost vs. call rate (a) 10 Ian/hr. (b) 30 Ian/hr. 
% vehicular: 30 , % pedestrian: 70- Movement type: Free flow 
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Figure 4-18: Signalling cost per user vs. time of day (a) call cost (b) total cost 
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Figure 4-16 shows the total signalling cost (per subscriber) with different velocities, while 
Figure 4-17 presents those with different call arrival rates. With a mix of subscriber types 
(vehicular: 30% , pedestrians: 70%) improvements of 10-50% by the dynamic schemes of 
[Xie93] and [Kitn96] can be observed, as velocity and/or call rates increase. The adaptive 
multilayer scheme (Alg.4) begins to offer cost savings after 30 (at 2 calls/hr) and 40 km/hr (at 6 
calls/hr), thus indicating that it is more suited to high-mobility environments. 
In terms of performance improvetnent over the GSM scheme, the dynamic schemes and the 
adaptive multilayer schemes show 16, 11 and 18 % improvement, as indicated in table 4. 7. 
Comparing the results in Table 4-8 and Table 4-3 shows a clear 10% difference (reduction) in 
the level of ilnprovements. This is due to the fact that with a mix type of subscriber, whose 
majority are slow-moving pedestrians, the amount of location update traffic generated will be 
reduced, hence the total signalling cost per subscriber is reduced (compare Table 4-2 and Table 
4-7). Given that there is now less location update traffic to minimize, the levels of overall 
reductions obtainable with tnix type of subscribers, will also be reduced. 
:nme 6-7 7 - 8 8-9 9 -10 10-11 ; 11 - 12-12 - 13 : 13·14 " 14 -15 15 · 16 : 16-17 17-18 ; 18-19 19·20 20 · 21 21 - 22 22-23 23 - 24 
speed (V.) 35.0 25.0 15.0 10.0 30.0 30.0 ' 25.0 30.0 35.0 : 35.0 20.0 15.0 20.0 25.0 30.0 35.0 40.0 50.0 
!speed (P.) 4.'0 5.0 4.0 4.0 "3.0 4.0 , .. 4:·o "5.0 Ｔ ｾ Ｐ＠ ·,f() 3.0 4.0 4·.o· 5.0 4.0 4.0 ·3:o 4.0 
call rate (P. 0.5 1.0 2.0 2.0 1.0 2.0 3.0 4.0 1.0 1.0 1.0 2.0 2.0 1.0 1.0 1.0 1.0 0.5 
｣ｾｕＡ ｟ ｡ｴ･＠ (V. 0.5 1.0 1.0 2.0 1.0 2.0 2.0 2.0 1.0 1.0 1.0 2.0 2.0 1.0 1.0 1.0 1.0 0.5 
ｔｾｴ｡ ｌｾ ＹＡＧＱＱｬｬｬ｛ｮｾ｣ｯｓｩ＠ per subscriber 
·GSM 78.1 73.1 85.3 75.6 75.4 83.2 114.2 127.6 . 142.4 95.0 
i 
74.1 n.5 84.3 80.7 81.1 79.9 92.0 95.3 
Alg.2 44.7 41.8 79.1 72.8 77.5 69.8 110.4 97.9 104.8 64.8 60.9 73.7 88.6 78.3 77.5 67.1 72.0 68.4 
'Aig.3 57.1 51 .3 78.2 77.2 80.0 66.2 102.3 107.4 f17.o · 64.6 76.3 70.1 " 90.8 90.3 81 .5 "74.1 74.8 66.9 
.Aig.4 53.0 48.1 69.4 68.3 72.7 67.8 99.1 107.9 106.6 . 76.4 : 56.0 64.2 80.6 74.9 71 .2 64.0 71.2 70.0 
Alg.5 342.2 314.4 356.3 i 236.4 221.8 336.9 • _400.0 356.4 380.1 397.2 f 296.6 277.2 257.7 ... 237.8 ｾ＠ 305.8 321.8 374.0 384.7 
Table 4-7: Total signalling cost, velocity range and call rates (PVFF) 
uirie · 6·7 1-a 8-9 9-1o : 10 - 11 · 11-12 : 12 · 13 t3· !( 14-_15··.-· ,-5-16. 16 _:_1,?..: 11-10 . ·,a. 19 · 19-20 20.:. ?..1 .•.. ＿ Ｎ ＱＭＲｾ＠ .. 22 · 23 23 - 24 
ｐＧ［Ｇｲ｣･ｮｴｾｾ Ｎ ｬ＿ Ｎ ｬＬｬｾ Ｎ ｲＡ＿Ｎ Ｎ ｲ Ｎ ｾ Ｎ ｡ｮ ｟ ｣｟｡ ｟ ｬＧＡＧｬ＿ｾｯｶｾｭ･ｮｾ＠ .. ｯ ｾ ｾｲ＠ ｾｾｬＧ｟､ Ｍ ＮＮ＠ ... .............. ..... .a-.erage 
A.lg.2 . 42.7% 42.8'/o 7_.2% ｾ＠ 3.7% .. -2.8% Ｍ ｾＶＮＱＥ＠ . 3.3% .. ... ｾ Ｚ Ｒ ｾ＼＠ ＲＶ Ｚ ｾＡＮｾ＠ .. . . :31.8%. _17.9% : 4.9% . • -5.0!b ..... 2..9% ;. ｾ ｾ Ｔ｟ Ｅ＠ • Ｍ ｾ Ｎ ｬｬ｟Ｎｏ Ｂｲ •＠ ...... ＿Ｎｾ ＮＺ ｾ ＡＮ ｾ ＮＮ＠ 28.2'1'.- ' .. 15:9% .. 
M9:a ... ＲＶ ＮｾｯＯｾ ﾷﾷ＠ 29.7% Ｎ ｾ Ｎ Ｚ ＺｊＮｾｾ Ｍ .... Ｍｾ Ｎ Ｒ ｾ Ｎ＠ -6.2% 20.3% _: ... !.? .. ｾ Ｎｾｾ＠ .. ... 1.5.8% ﾷＭ ｾ ｾＸＥ＠ ＳＲ Ｎ ＰＮ ＧＺＧｾ＠ ....... ｾ＿Ｎ Ｌ ＹＥ Ｎ＠ Ｙ Ｎｾ＠ -7.7% , Ｍ ｬ＿ＮＺｯｯＯ ｾ＠ .. ·0: 6% ｾ＠ .. 7.3% • 18.7% · 29.0% . ·1o".ii•i. 
Alg.4 32.1% · 34.1% 18.6% 9.6% 3.5% 18.5% 13.2% 15.4% 25.1% 19.6% 24.5% 17.1% 4.4% 7.1% = 12.2% · 19.9% 22.6% ' 26.5% 1a.o•;. 
. Alg.S -338.4% -330.3% ·317.7% -212.9% ·194.3% ·305.1% -250.4% ·179.4%. ·167.0% :318.3%" -300.3%; ·257.9% . ·205.7% -194.9% _-277.3%_ ·302.7% -306.6% ·303.7% ·264.6% 
Table 4-8: Performance comparison of various schemes , % improvement over GSM (PVFF) 
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4.4.4 Results with FF Movement (Pedestrians &Vehicular)- PVFF w/RIP 
Total signalling cost vs Velocity (® 2 calls/hr.) 
pedestrian speed : 4 km/hr. 
Total signalling cost vs Velocity (@6 calls/hr.) 
pedestrian speed : 4 kmlhr. 
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Figure 4-19: BH- Signalling cost vs. velocity (km/Hr.) (a) 2 calls/hr. (b) 6 calls/hr. 
% vehicular: 30 , % pedestrian: 70 -Movement type: Free flow 
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h1 Figure 4-19a performance improvements of the dynamic schemes begin after 30 km/hr., 
whilst AlgA indicates improvmnents of 10-40% at 2 calls/hr. The situation changes rather 
drmnatically, as depicted in Figure 4-19b, where the dynamic schemes show an average of 20-
25% iinprovement over the GSM scheme, at 6 calls/hr., whilst improvetnents due to Alg.4, 
begin to set in after about 40 km/hr. Thus it may be concluded that when the majority of 
subscribers are slow-moving pedestrians, dynamic schemes perform better as the call rate 
increases (i.e. with higher paging load , or lower location update load) whilst the reverse is true 
of the schen1e of AlgA, where better gains can be obtained when the call rates are relatively low 
(Figure 4-19a) and location update costs are high (Figure 4-20a vs. Figure 4-20b) 
·time 6 - 7 7· 8 8-9 9-10 10·11 11-12 12-13 13-14 14-15 15-16 16- 17 : 17- 18 18-19 19-20 : 20-21 21-22 22 - 23 23-24 
ｳｰｾ･､＠ ｾｖＮＩ＠ 35.0 25.0 15.0 10.0 30.0 30.0 25.0 30.0 35.0 35.0 20.0 15.0 20.0 i 25.0 ' 3..0:.0 35.0 40.0 50.0 
·• 4.6 ·4:o • · s.o · ··4:o s.o 4.o· '4.0 s-:-o · .speed (P.) 5.0 4.0 4.0 3.0 4.0 4.0 4.0 4.0 3.0 4.0 
call rate (P.) 0.5 1.0 2.0 2.0 1.0 2.0 3.0 4.0 1.0 1.0 1.0 2.0 2.0 1.0 1.0 1.0 1.0 0.5 
call rate (V .) 0.5 1.0 1.0 2.0 1.0 Ｒ ｾ Ｐ＠ 2.0 2.0 1.0 1:o 1.0 ii.o .. ··2:o 1.0 1.0 (o 1.0 0.5 
:asM 
·Total sigJ1.1111ins cost per subScriber 
' 
: 
' 65.5 79.3 72.2 76.4 68.6 80.0 82.8 96.2 ' 119.6 . 95.7 80.4 71.2 78.1 77.6 79.1 79.2 71.8 86.3 
_A.Ig.2 43:2 
.. ii.7 63.'3 ·- 00.4 79.8 ._ 77.6 88.9 '''164j}··•· 60.7 54.6 '79:9 : 69.6 ... .... 71":8 ·s8:a ·· 62.0 
' 
58.7 76.4 63.6 
Alg.3 48.2 : 42.8 63.6 64.0 75.9 63.9 85.0 89.6 99.4 .. ＶＹ ｾ Ｔ ﾷ＠ 50.6 49.6 73.0 77.5 64.2 66.3 63.6 71.'2 
Alg.4 46.1 49.0 53.9 fr!.O 72.5 60.1 72.4 . 86.8 : 1 03.4 72.5 ' 63.7 ' 58.1 74.4 73.8 66.0 63.7 60.6 65.9 
-Aig.5 29.0.2 : 369.0 283.3 2ro.4 177.2 32s.o ·; 262.1 .. 282.5 [' 348.9 • ·395.2 31'7.8 ; 245.8 199.3 : ＲＵＹｾＳ Ａ＠ 295.'6 315.9 278.0 334.9 
Table 4-9: Total signalling cost, velocity range and call rates (PVFF w/RIP) 
lime 6·7 7-8 8· 9 9-10 10·11 11·12 : 12 -13 13-14 14·15 15·16 .: 16 ·17 17 · 18 10·19 19·20 : 20 · 21 21· 22 22·23 23-24 
, ｐｯｾ｣ｯｮｴ｡ｧ｡＠ parfotmanca. ｬｭｰｲｯｶｾｭ･ｮｴ＠ over GSM awrage 
Alg.2 33.9% 49.9% ' 12.3% 9.3% ·16.2% 22.5% 6.3% 7.6% 12.3% ; 36.6% ; 32.1% 17.4% 2.2% ·2.9% ; 11.9% 9.4% 11.4% 31.9% 16.0% 
Alg.3 26.4% 46.0% 11.6% 16.3% -10.6% 20.1% . ·2.6% 6.9% 16.9% : 27.5% : 37.1% 30.3% 6.6% 0.1% ; 18.7% 16.3% 11.4% 17.5% 16.5% 
Alg.4 29.6% 38.2% 25.4% 12.3% -5.7% 24.9% 12.6% 9.6% 13.5% : 24.3% : 20.6% 18.3% 4.7% 4.9% 16.5% . 19.5% 15.5% 23.6% 17.2% 
Alg.5 -343.3% ·365.6% ·292.5% -201.5% ·156.3% -303.9% .. 211.2o/; -193.7% -191 .9%: -312.8< ·295.1% -245.so/: -155.2% -234.2% · ·273.9% -298.9% -2o7.3% ·288.1% -250.8% 
Table 4-10: Performance comparison of various schemes , % improvement over GSM (PVFF w/RIP) 
Results without RIP:: 
time .. ... 6.- 7 .... 1-8 8- ·9 , 9- 10 10- 11 ＱＱＧｾ ﾷ ＱＲ＠ ' 12 -13. 13 -14 · 14 ｾ＠ ·1'5'.15- 16 :16- 11 11- 18 18- ·19·19- Ｒｯ ［ Ｒｯ ﾷ ｾ＠ 21 2( ... 22 ;. 22- 23 23-24 
GSM 78.1 73.1 85.3 75.6 75.4 83.2 114.2 127.6 ' 142.4 ! 95.0 r 74.1 ' 77.5 84.3 • 80.7 ＸＱ ｾ＠ t 79.9 ' 92.0 95.3 
Ｎ ａｩｧ ｾＲ＠ 44.7 41.8 79.1 72.8 77.5 69.8 11·0.4 · 97.9 . 1o4.8 ; 64.8 eo:!:i 73.7 88.6 78.3 77:5 G7.1 12.'0 68.'4 
Alg.3 57.1 51.3 78.2 77.2 90.7 66.2 102.3 107.4 ｾ＠ 111.0 : ＶＴＮＶ ﾷ ｾ＠ 76.3 70.1 90.8 90.3 81 .5 89.7 : 74.8 66.9 
Alg.4 53.0 48.1 69.4 68.3 12.1 67.8 99.1 1·o7.e : ＱＰＶ ＮＧ Ｖ ﾷｾ＠ i6.4 :· 56.o = 64.2 80.6 ' 74.9 11.2 64.0 ' 11.2 1o.o 
Alg.5 342.2 314.4 ; 356.3 ; 236.4 221 .8 336.9 400.0 356.4 . 380.1 : 397.2 1 296.6 i 277.2 257.7 ; 237.8 : 305.8 321.8 · 374.0 : 384.7 
:Results with RIP:: 
time 6-7 7-8 8·9 
··<3sM· 65.5 79.3 72.2 
,Aig.2 .. 43.2 39.7 63.3 
Alg.3 48.2 42.8 63.6 
Alg.4 46.1 49.0 53.9 
Alg.5 290.2 369.0 : 283.3 
;· 9-10 10- 11 
76.4 '68:6 
69.4 79.8 
64.0 .•.. 75.9 
67.0 72.5 
230.4 177.2 
11-1212-1313 - 14i 14-15115-16. 16-17' 17-18 : 18-19 .. 19-20i20-2f21-22. 22-23 . 23·24 · 
8o.o • 82.8 · 96.2 ; 1·19:5 9s:7 ｾ＠ 80.4 . 11 .2 · 7a.1 77.6 '· Ｑｾ ＺＱ＠ ..... 79.2 11.a 86.3 
62.0 77.6 : 88.9 . 104.9 ' 60.7 ' 54.6 ' 58.7 76.4 . 79.9 69.6 71.8 63.6 . 58.8 
63.9 • as'.<)' -· 89 . .'6 9·9.4 ' ' 69.4 : so:s" 49.6 . 73.0 ·77.5 ;· '64:2 • 66.3 . 63.6 '71 .. 2 
60.1 72.4 86.8 103.4 : 72.5 : 63.7 . 58.1 74.4 73.8 66.0 63.7 60.6 : 65.9 
323.0 .•. 2..6.?.·? - 282.5 : ＳＴＸＮｾ Ｍ Ｇ＠ Ｓｾ｟＿Ｎ Ｚ ＿Ｎ＠ .. : __ 317.8 . 245.8 . 199.3 : 259.3 295.6 ｾ＠ 315.9 . 278.0 334.9 . 
Percentage performance Improvement wlll1 RIP aw. 
GSM 16.1% -8.5% : 15.4% -1 .2% 8.9% 3.8% 27.4% l 24.6% . 16.0% ·0.8% -8.6% 8.1% 7.4% 3.8% . 2.5% · 0.9% 22.0% 9.5% 8.2% 
Alg.2 3.4% 4.9% 20.0% 4.7% ' ·2.9% . 11 .1% 29.7% \ 9.2% -0.1% . 6.3% . 10.2% 20.2% . 13.8% - -2.0% . 10.1% : -6.9% 11.6% ' 14.0% : 8.8% 
Alg.3 15.6% 16.6% ' 18.7% 17.1% ' 16.3% ; 3.5% 16.9%1 16.6% .15.0% -7.4% 33.6% 29.3% : 19.6% ; 14.1% : 21 .2% : 26.1.o/o 15.0% : -6.4% • 15.6% 
Alg.4 , 13.0% , -1.7% 22.4% ·' l.B% 0.3% ＱＱＮＳｾ＼＠ 26.9%_; Ｑ Ｎ Ｙ Ｚ ｾ Ｎ ＧＷｯ Ｎ＠ 3.0% 5_. 0% :-13.8% __9.4Jo. , 7.7% · 1.5% ' 7.3Jo : ｾ＠ .. ＵｾｯＮ＠ • 14.8% ; 5.9% . 7.5% 
Alg.5 _15.2% -17.4%20.5% 2.5% : 20.1% 4.1 % __ ＳＴ ｾ ＳＥ Ｇ ＲＰＮＷＥ Ｎ＠ 8.2% O.S% -7.1% 11.3% : 2_2.7% ·9:0% 3.3% : 1.8% ' 25.7% 12.9% 9.5% 
Table 4-11: Performance comparison of ALL schemes , % improvement with RIP (PVFF) 
In terms of improvement gains due to RIP, all schemes manage a tnodest -9% improvement, 
except for the dynamic scheme of Alg.3 where the improvement with RIP is almost 16%, as 
shown in Table 4-11. 
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4.4.5 Results with MG Moventent (All Vehicular)- A VMG 
Total signalling cost w Velocity (@ 2 calls/hr.) Total signalling cost w Velocity (@6 calls/hr.) 
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Figure 4-22: BH- Signalling cost vs. velocity (km/hr.) (a) 2 calls/hr. (b) 6 calls/hr. 
% vehicular: 100 , % pedestrian: 0 - Movement type: Manhattan Grid 
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Figure 4-23: BH- Signalling cost vs. call rate (a) 30 km/hr. (b) 10 kin/hr. 
% vehicular: 100 , % pedestrian: 0 - Movement type: Manhattan Grid 
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Figure 4-24: Signalling cost per user vs. time of day (a) call cost (b) total cost 
% vehicular: 100 , % pedestrian: 0 - Movement type: Manhattan Grid 
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Figure 4-22 shows the total signalling cost (per subscriber) with different velocities, while 
Figure 4-23 presents those with different call arrival rates, within a Manhattan grid (MG) 
environment. Figure 4-22a and Figure 4-22b clearly show that the dynamic scheme of [Xie93] 
(Alg.2) only begins to show marginal gains over the GSM scheme after about 15-20 km/hr., the 
dynamic scheme of [Kim96](Alg.3) manages an average of 25% gain across the range of 
velocities considered. Adaptive scheme of AlgA also produces hnprovements after velocities of 
10-15 km/hr., with higher gains at lower call rates (Figure 4-22a). A better indication of the 
performance of all 5 schemes is depicted in Figure 4-24b, where the total signalling cost i.e. 
location update + paging, during a day is shown. Adaptive scheme of Alg.4 and dynamic 
schetne of Alg.3 clearly out perform the dynamic scheme of Alg.2 and GSM, also confirmed by 
the performance cotnparison results in Table 4-13. 
Comparing results of Table 4-13 and Table 4-3, indicate lower level of gains in the Manhattan 
grid environment, which is due to the lower range of velocities considered in that case (Table 
4-12 vs Table 4-2), however, the dynamic schetne of Alg.3 seems more suited to the MG 
environment than the dynamic scheme of Alg.2, as it ranks higher in the table of gains i.e. Table 
4-13and Table 4-3. 
timo 6-7 7-8 8-9 9 -10 
speed 24.0 17.0 10.0 7.0 
callrato 0.5 1.0 1.0 2.0 
GSM 123.1 116.7 : 104.8 84.1 
•Alg.2 51 .8 47.3 101.7 75.1 
:Atg:3 62.1 66.4 : 90.9 75:3 
Aig:4 74.9 . 69:9 68.6 64.9 
. Alg.S 6oo:4 ... . 553:9 354.4 245.8 
10 - 11 
21 .0 
1.0 
11-12 ' 12-13 13 - 14 : 14-15 15-16 16-17 17-18 18-19 ' 19-20 
21 .0 17.0 21 .0 24.0 24.0 14.0 10.0 14.0 17.0 
2.0 2.0 2.0 1.0 1.0 1.0 2.0 2.0 1.0 
. Total signalling. cost per subscriber 
20-21 . 21-22 
21.0 24.0 
1.0 1.0 
22-23 ; 23-24 
28.0 32.0 
1.0 0.5 
80.9 118.5 . 130.8 121.2 i 126.9 . 119.7 . 122.0 96.1 90.5 : 107.6 104.3 : 111.3 123.3 147.5 
81 .5 111 .5 : 129.4 116.5 ' 124.5 : 109.0 106.0 : 93.1 85.9 110.5 98.0 89.9 101 .3 ; 101 .3 
86.1 ·- ss:o ｾ＠ 111.5 •. 108:7 : .11.5X : .. 86:9- ·•· 98.6 '; 8·9.3 BS.6 10{o ' '' n :9 82.2 85.4 116:o . 
12.1 89.0 1 103.6 99.2 ' 109:3 · 77.9 89.2 80.5 ·89.4 93.2 76.4 77.3 87.4 93.2 
188.8 45?:8 : 44€3:5 3,sof : 457.1' ' 537.0 : 51'2'.9' , '372.3 195.9 · 3f3:6 •· 399.5 464.8 473.2 6o7.8 
Table 4-12: Total signalling cost, velocity range and call rates (AVMG) 
time 
Alg.2 
Alg.3 
Alg.4 
Aig.5 
6 - 7 7 - 8 8 - 9 9 - 10 10-11 11 - 12 l 12-ia · 13 - 14 14·15 15·16 i 16-17 · 1·7-1a : 1·B-19 . 19·3J 20·21 . in-22 .o 22-23 m-24 
t . . { ｾ＠ ... 
iPercentngo porformnnca ｬｭｰｲｯｷｭｾｮｴｯｶ･ｲ＠ GSM average 
58.0% 51.4% 3.0% 10.7% -0.7% 5.9% l 1.0% 3.8% 1.8% ; 9.0% l 13.1% 3.1% . 5.1o/o · ·28% 6.0% 19.2'/o ' 17.8% 31 .3'/a 13.6% 
49.6% 43.1% 13.3% 1 10.5% -6.5% 19.8% j 14.8% 10.3% 9.0% i 27.4% ! 19.1% 7.0% ; 5.4% : 6.1% 25.3% . 26.1% ' 30.7% 25.4% 18.7% 
39.2% 40.1% 34.6% Z!.8% 10.8Yo 24.9% ! 20.8% ' 18.1% I3.Sro r 34.9% t 26.9% 1&2% ' 1.2% . 13.4% ie.7% 30.!1'!. : 29.1% 36.8% 24.5% 
-381.7% -374.6% -23a1% · -1o22% ﾷＱＳＳ Ｎ ｾｾ＠ ·· ＭＲｳｩｩ Ｎ ＴＥ ｆ ｾＱＮＴＥ＠ ·2Z!.3% Ｎ｡［ｯ Ｎ ＳＥ ｾ＠ -a4·a.6o/. ! : :Ila.6%: ·287.6% ·: 11e.so/."·.191 .'6% · -2s3.oo/. ·:: a1·i :6% : -283.8'/a -a12.2% -2m.6o/. · 
Table 4-13: Performance comparison of various schemes , % improvement over GSM (A VMG) 
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4.4.6 Results with MG Movement (All Vehicular) - A VMG w/RIP 
Total signalling cost vs Velocity (®2 calls/hr.) 
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Figure 4-25: BH- Signalling cost vs. velocity (km/hr.) (a) 2 calls/hr. (b) 6 calls/hr. 
% vehicular: 100 , % pedestrian: 0 - Movement type: Manhattan Grid 
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Figure 4-26: BH- Signalling cost vs. call rate- (a) 30 km/hr. (b) 10 km/hr. 
% vehicular: 100 , % pedestrian: 0 - Movement type: Manhattan Grid 
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Figure 4-27: Signalling cost per user vs. time of day (a) call cost (b) total cost 
% vehicular: 100 , % pedestrian: 0 - Movement type: Manhattan Grid 
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Results depicted in Figure 4-25 to Figure 4-27 show a similar trend to those of Figure 4-22 to 
Figure 4-24 respectively. In Table 4-15 higher cost savings due to RIP can be observed, and the 
gains with RIP over GSM are slightly higher than those reported in Table 4-13. The results of 
performance comparisons with and without RIP, are depicted in Table 4-16. thus in the case of 
all fast-1noving subscribers within an MG environment all schemes (except distance-based 
schetne of Alg.5) show reasonable gains of about 5-13% when RIP is enabled. 
tim a 6-7 7 - 8 8 - 9 9 ·10 10 - 11 11 -12 12-13 13--;4 14 · 15·. 15 - l6 l 16-17 " 17 - 18 . 18-19 19-20. 20- ·2·; · 21- 22 22·23 23-24 
spa ad 24.0 17.0 ·1o:o· ... i o 21 .0 21.0 17.0 ...... .. r . . .. . . • .• 24.0 28.0 32.0 21.0 24.0 . 24.0 I 14.0 10.0 14.0 17.0 21.0 
call rate 0.5 1.0 1.0 2.0 1.0 2.0 2.0 2.0 . Ｑ Ｎ ｾ＠ : 1.0 1 1.0 2.0 2.0 1.0 1.0 1.0 1.0 0.5 
Total signalling cost per subscriber 
GSM 131.3 117.3 104.3 66.6 71.3 113.5 122:6 108.3 98.1 ; 126.0 l 122.6 83.4 71.8 96.6 96.5 120.1 116.8 124. 1 
Alg.2 56.2 58.2 84.0 65.9 73.8 90.3 121 .1 100.1 97.7 ' 101 .3 ! 93.5 81.8 74.9 94.4 91 .6 105.9 96.8 96.8 
ｾ ａｩｧＮＳ＠ 64.0 57.1 75.0 55.3 63.8 82.7 99.0 100.6 94.2 7 93.3 1 80.3 70.6 68:3 88 .7 67.5 81 .9 79.7 93.2 
.Aig.4 82.0 71 .8 68.1 52.9 69.9 90.0 101.2 91.0 ｾ＠ 88.4 • 95.5. l 84.5 58.5 72.1 93.0 73.9 86.9 80.1 82.5 
220.0 : 192.? . 
. . .. . . ｾ＠
500.0 3:h.a Alg.5 541 .1 532.7 431.8 493.1 492.2 356.4 392.4 . 509.0 l 350.2 213.3 411.8 550.7 550.9 552.2 
Table 4-14: Total signalling cost, velocity range and call rates (AVMG w/RIP) 
Table 4-15: Performance comparison of various schemes , % improvement over GSM (A VMG w/RIP) 
Results without RIP :: 
time 6-7 7·8 8·9 
GSM 123.1 116.7 ' 104.8 
Alg.2 51 .8 47.3 ' 101.7 
_Aig.3 62.1 66.4 90.9 
Alg.4 74.9 69.9 68.6 
Alg.5 600.4 553.9 : 354.4 
ｾ･ｳｵｬｴｳ＠ ,with RIP :: 
time 
GSM 
Aig.2 
Alg.3 
Alg.4 
Alg.5 
\ \Q;!?M . 
lRef.2 
tRef.3 
!Rat.4. 
ｬ ｂｾ Ｍ Ｌ Ｌ ｾ＠ .. -
6-7 
131 .3 
56.2 
64.0 
82.0 
541 .1 
.. 
7-8 8-9 
117.3 104.3 
58.2 84.0 
57.1 75.0 
71.8 68.1 
532_.7 431.8 
9-10 
84.1 
75.1 
75.3 
64.9 
245.8 
9 - 10 
66.6 
65.9 
55.3 
52.9 
220.0 
10 - 11 11 -12 12·13 13 - 14 
80.9 118.5 130.8 121.2 
81.5 111 .5 129.4 116.5 
86.1 95.0 111.5 108.7 
72.1 89.0 103.6 99.2 
188.8 457.8 446.5 390.7 
•. 
13 .. ·14 10 · 11 11 ·12 12 · 13 
71.3 113.5 122.6 108.3 
73.8 90.3 121 .1 100.1 
63.8 82.7 99.0 100.6 
69.9 90.0 101 .2 91 .0 
192.7 493.1 492.2 356.4 
· 14-15 1s ｾ Ｍ ＱＶ＠ 16-17 17 ｾ Ｍ ＱＸ Ｚ＠ 18 -19:.19 ·• 20: ＲＰ ﾷ ｾ＠ 21 21 - 22 ,·22-23 23-24 
126.9 119.7 . 122.0 96.1 90.5 107.6 104.3 111 .3 123.3 147.5 
124.5 109.0 ' 106.0 93.1 85.9 . 110.5 98.0 89.9 . 101.3 101.3 
115.4 86.9 96.6 89.3 85.6 101.0 77.9 82.2 85.4 110.0 
169:3 77.9 ＸｾｩＲ＠ 80.5 89.4 . 93.2 . 76.4 77.3 87.4 93.2 
457.1 537.0 512.9 372.3 . 195.9 : 313.6 ' 399.5 464.8 473.2 607.8 
ＱＵ ｾ＠ ＱＶ ｾ＠ 16 --17 17-18 . 18 -19;19- 20' 20-21 14-15 21 - 22 ; 22 - 23 23 - 24 
98.1 126.0 122.6 83.4 71.8 96.6 96.5 120.1 116.8 124.1 
97.7 101.3 93.5 81 .8 74.9 94.4 91.6 105.9 96.8 96.8 
94:2 93.3 ·8o.3 70.6 68.3 . B8.7 67.5 8'1.9 79.7 93.2 
88.4 95.5 84.5 58.5 72.1 93.0 73.9 86.9 80.1 82.5 
392.4 509.0 500.0 350.2 213.3 : 321.8 411.8 550.7 550.9 552.2 
Table 4-16: Performance comparison of ALL schemes , % improvement with RIP (A VMG) 
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4.4.7 Results with MG Moventent (Pedestrians Ｆｖ･ｨｩ｣ｵｬｭｾＭ PVMG 
Total signalling cost w Velocity (® 2 calls/hr.) 
pedestrian speed : 4 km/hr. 
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Figure 4-28: BH- Signalling cost vs. velocity (km/hr.) (a) 2 calls/hr. (b) 6 calls/hr. 
% vehicular: 30 , % pedestrian: 70 - Movement type: Manhattan Grid 
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Figure 4-29: BH- Signalling cost vs. call rate (a) 30 km/lu·. (b) 10 km/hr. 
% vehicular: 30 , % pedestrian: 70 - Movement type: Manhattan Grid 
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% vehicular: 30 , % pedestrian: 70 - Movement type: Manhattan Grid 
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Figure 4-28 shows the total signalling cost (per subscriber) with different velocities, while 
Figure 4-29 presents those with different call arrival rates. With a mix of subscriber types 
(vehicular: 30%, pedestrians: 70%) improvements of 5-50% by the dynamic schemes of [Xie93] 
and [Khn96] can be observed, as velocity and/or call rates increase (Figure 4-28a and b), 
although dynamic scheme of Alg.3 shows marginal superiority over the dynamic scheme of 
Alg.2. Shnilar to the results in Figure 4-16 and Figure 4-17, the adaptive multilayer scheme 
(Alg.4) begins to offer cost savings after 30 km/hr (at 6 calls/hr), once again indicating that it is 
1nore suited to enviromnents where the majority of subscribers are vehicular/high speed. In 
terms of performance improvement over the GSM scheme, the dynamic and the adaptive 
nmltilayer schemes show 9, 15 and 16% in1provement, as indicated in Table 4-18. 
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Table 4-17: Total signalling cost, velocity range and call rates (PVMG) 
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Table 4-18: Performance comparison of various schemes , % improvement over GSM (PVMG) 
4.4.8 Results with MG Movement (Pedestrians &Vehicular)- PVMG w/RIP 
To1al signalling cost vs Velocity (@ 2 calls/hr.) 
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Figure 4-31: BH- Signalling cost vs. velocity (km/hr.) (a) 2 calls/hr. (b) 6 calls/hr. 
% vehicular: 30 , % pedesh·ian: 70 - Movement type: Manhattan Grid 
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Figure 4-32: BH- Signalling cost vs. call rate (a) 30 km/hr. (b) 10 km/hr. 
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Figure 4-33: Signalling cost per user vs. time of day (a) call cost (b) total cost 
% vehicular: 30 , % pedestrian: 70 - Movement type: Manhattan Grid 
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Table 4-19: Total signalling cost, velocity range and call rates (PVMG w/RIP) 
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Table 4-20: Performance comparison of various schemes , % improvement over GSM (PVMG w/RIP) 
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Results without RIP:: 
time : 6 · 7 7-8 8-9 9-10 10-11 11 - 12 12 - 13 :13-W14·1515-16!16·17 ' 17-1B 18-1919-20; 20·21 21 - 22 22-23 23-24 
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:Results with FUP :: 
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A!g.2 . 37.2 32.6 46.5 53.9 52.8 59.9 73.2 74.5 80.1 50.7 60.0 47.9 59.0 55.7 64.9 
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Table 4-21: Performance comparison of ALL schemes,% improvement with RIP (PVMG) 
Results depicted in Figure 4-31 to Figure 4-33 show a similar trend to those of Figure 4-28 to 
Figure 4-30 respectively. The results of petformance comparisons with and without RIP, are 
depicted in Table 4-22 thus in the case of a mix of fast and slow-moving subscribers within an 
MG environment all sche1nes show reasonable gains of about 15-24% when RIP is enabled. 
4.4.9 Number of layers and threshold in the Adaptive Multi-Layer scheme 
Figure 4-34 depicts variations in the call and total signalling cost with different number of 
layers. The higher the nmnber of layers, the more pronounced is the reduction in the total 
signalling cost. However, call-related signalling cost tend to increase as the number of layers 
increase, indicating the ability of the scheme to effectively reduce the location update costs by 
selecting appropriate size LAs. 
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For example when the location update rates are high, larger LAs are selected, resulting in lower 
update costs at the expense of higher paging costs. Figure 4-35 shows the effect of varying the 
CMR threshold Tr from 0.01 through to 0.9. Variations in Tr from 0.01 to 0.5 results in about 
2% change in the total signalling cost, however, as shown in Figure 4-35a, setting Tr to values 
greater than 0.5 helps significantly reduce the call-related signalling load, whilst lower Tr values 
can result in savings in location update costs. The value of Tr can be set by the tenninal and 
adjusted dynmnically in response to variations/swings in the rate of incmning calls or frequency 
of location updates. Also since the network will have a better overall view of the signalling 
traffic, it is feasible that the appropriate Tr value is decided by the network and forwarded to the 
MT as a parameter in the location update acknowledgement message from the network. 
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Therefore dynamic adjustments to the threshold value by the MT or from the network are both 
possible, and for example correct settings can help minimize paging load in cells which would 
otherwise carry a heavy call-related signalling traffic. Figure 4-36 depicts variations in the call 
and total signalling cost with different number of layers, when all subscribers are fast-moving. 
Once again the higher the number of layers, the more pronounced is the reduction in the total 
signalling cost. 
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The smnmary presented in this section covers the results drawn from simulations based on BH 
period (A VFF, A VMG, PVFF and PVMG), and the 24 hr. period. 
4.5.1 Over the BH period 
4.5.1.1 The A VFF case 
• Of the two dynamic schemes, Alg.2 is the better performer in FF environments 
• Both dynamic schemes, show gains/improvements in FF environments 
At high call-arrival rates, at velocities< 20 km/hr. 
At low call-arrival rates, at velocities > 20 km/hr. 
At high velocities, with call-arrival rates< 3 calls/hr. 
At low velocities, with call rates > 3 calls/hr. 
• Alg.4 adaptive multilayer scheme, shows gains/improvements in MG environments 
At high call-arrival rates, at velocities > 20 km/hr. 
At low call-arrival rates, at velocities > 10 km/hr. 
At high velocities, with call-arrival rates<= 8 calls/hr. 
129 
Chapter 4. Performance Evaluation of Location Management Techniques 
At low velocities, with call rates < 2 calls/hr. 
4.5.1.2 The AVMG case 
• Of the two dynamic schemes, Alg.3 is the better performer in MG enviromnents 
• dynamic scheme of Alg.2, show gains/improvetnents in MG environments 
At high call-arrival rates, at velocities > 20 kmlhr. 
At low call-arrival rates, at velocities < 20 km/hr. 
At high velocities, with call-arrival rates < 2 calls/hr. 
At low velocities, with call-arrival rates > 2 calls/hr. 
• dynamic schen1e of Alg.3, shows gains/improvements in MG environments 
At high/low call-arrival rates, at velocities> 5 ktn!hr. 
At high/low velocities, with call-arrival rates > 1 calls/hr. 
• Alg.4 adaptive multiplayer schetne, shows gains/improvements in MG environments 
At high call-arrival rates, at velocities> 20 kmlhr. 
At low call-arrival rates, at velocities> 10 kmlhr. 
At high velocities, with call-arrival rates<= 8 calls/hr. 
At low velocities, with call rates <= 2 calls/hr. 
4.5.1.3 The PVFF case 
• Of the two dynmnic schemes, Alg.2 is the better performer in FF environments 
• Both dynmnic schemes, show gains/improvetnents in FF environments 
At high/low call-arrival rates, at velocities > 5 kmlhr. 
At high/low velocities, with call-m-rival rates >= 2 calls/hr. 
• Alg.4 adaptive multilayer scheme, shows gains/improvements in FF environments 
At high/low call-arrival rates, at velocities > 30 kmlhr. 
At high/low velocities, with call-arrival rates in range 1-10 calls/hr. 
4.5.1.4 The PVMG case 
• Of the two dynamic schetnes, Alg.3 is the better performer in MG enviromnents 
• Both dynamic schemes, show gains/improvements in MG environments 
At high/low call-arrival rates, at velocities> 5 ktnlhr. 
At high/low velocities, with call-arrival rates >= 1 calls/hr. 
• Alg.4 adaptive multilayer scheme, shows gains/improvements in MG environments 
At high/low call-arrival rates, at velocities> 30 kmlhr. 
At high/low velocities, with call-arrival rates >= 6 calls/hr. 
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It is therefore evident that the type of environment, nux of subscribers and variations m 
velocity/call arrival rates can have a wide-ranging impact on the performance of various 
algorithms. The conclusions in section 4.5.2, are based on the summary of the results in Table 
4-22. 
4.5.2 Over the 24 hr. period - irrespective of subscriber classifications (AV/PV). 
• Of the two dynamic schemes, Alg.2 is the better performer in the FF environments 
• Of the two dynamic schemes, Alg.3 is the better performer in the MG environments 
• Alg.4 out performs all other schemes considered, in both environments 
• In terms of RIP impact, Alg.3 benefits the most. 
Ave. 
improvement % 
over GSM 
Ranking 
(highest gain 1st) 
RIP impact-
Improvement % 
with RIP 
Total 
Improvement % 
inc. RIP over 
GSM 
GSM 
Alg.2 
Alg.3 
Alg.4 
Alg.5 
Alg.2 
Alg.3 
Alg.4 
31.8% 
-334.3% 
Alg.4 
Alg.2 
A 
6.1% 
9.0% 
6.3% 
4.6% 
8.5% 
26.5 + 9.0 = 27.4% 
19.9 + 6.3 = 26.2% 
31 .8 + 4.6 = 36.4% 
4.4% 
-1.2% 
13.6 + 6.9 = 20.5% 
18.7 + 12.8 = 31.5% 
24.5 + 4.4 = 28.9% 
18.0% 
-264.6 
7.5% 
9.5% 
15.9 + 8.8 = 24.7% 
10.8 + 15 .6 = 26.4% 
18.0 + 7.5 = 25.5% 
Table 4-22: Summary of the results over the 24 hr. period 
4.6 Conclusions 
8.8% 
14.9% 
16.6% 
-224.7% 
Alg.4 
Alg.3 
A 2 
21.1 % 
15.4% 
23.8% 
16.5% 
20.4% 
8.8 + 15.4 = 24.2% 
14.9 + 23.8 = 38.7% 
16.6 + 16.5 = 33.1% 
A di cu sed in Section 4.1 there are two basic types of location update and paging schemes: 
static and dynamic. Static schemes have the disadvantage that they cannot be adjusted 
according to the parameter of individual users. For example, under the fixed LA-based location 
update scheme, the LA size mo t uitable for one user may be ineffective for another user. 
Most of the recent research efforts focus on the development of dynamic location update and 
paging schemes. Dynamic cheme allow online adjustments based on the characteristic of 
each individual MT. Some of these schemes require information, such as the distance between 
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cells, that is not generally available to the MTs. Besides, the operation of dynamic schemes 
may require significant cmnputing power. Most of the proposed schemes for PLMN location 
1nanagement - as indicated in the section on literature survey - can improve the GSM strategy to 
a certain extent. However, it is difficult to select a scheme that clearly outperforms the others 
under all system parameters. In 1nost cases, the performance of the schemes exceeds that of the 
GSM only under certain mobility and call arrival parameters. When a different set of parameters 
is used, the performance may be changed significantly. The work presented in this chapter has 
focused on performance evaluation and comparisons (through simulations) of 4 representative 
dynamic schemes, with the baseline scheme of GSM. The simulations have been conducted 
under a variety of common call and 1nobility profiles. As mentioned previously, the results 
available in the literature, are either based on simple/unrepresentative mobility assumptions or 
else different techniques are often cmnpared against different baseline schemes. Simulation 
studies are therefore a better approach for conducting performance evaluations under a cmrunon 
set of assmnptions. The simulation results presented have covered two categories: 
• the Busy Hour (BH) period, at different call rates and subscriber velocities 
• over a 24 hr. period. 
Two basic types of movements were considered. The movements for both the vehicular and 
pedestrian subscribers in the Manhattan Grid (MG) environment are characterised by horizontal 
and vertical only 1novements where as in Free Flow (FF) environment, movement is 
characterised by the range trajectories an MT can assume i.e. the new direction is drawn frmn a 
uniform distribution over (0, 2n]. Also, the performance of selected algorithms with and without 
Recent Interaction Paging (RIP) is also considered. With RIP enabled, paging for the called 
subscriber is done initially in the last known subscriber location/cell, and following a time-out 
or no response from the paged cell, the whole LA (minus the paged cell) is then paged. This 
shnple 2-step paging process was shown to be beneficial particularly when rate of updates 
and/or call arrival rates are high. 
Comparison of Fixed and the Distance-based scheme 
Although the distance-based strategy can dynamically adjust location area sizes of individual 
subscribers in response to their mobility and incoming call patterns, based on the computational 
results obtained, it suffers from a number of shortcmnings, which render it not as efficient as the 
fixed LA strategy. These are: 
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o Higher combined cost of location update and paging- Generally, when the LA size of the 
distance-based and the fixed-LA strategies are the same i.e. both have same paging cost, the 
distance-based strategy incurs higher location update cost, and on the other hand, when the 
location update costs are the same, the location area size for the distance-based scheme is 
greater than that of the fixed schetne, resulting in higher paging costs. 
o Location area size k can not be scaled down when user is stationa1)1 - In the distance-based 
schetne, in response to changes in mobile call and mobility characteristics, a new location 
area size is calculated an applied after the next location update. Thus, K, should be chosen 
carefully, as it will not change until the next location update becomes necessary. For 
example, in the case of a user driving home, and staying at home at night, k would be set to 
a large value, due to high mobility when driving home, but the user's mobility has dropped 
to 0 after a while. For calls arriving during this period of time, the system still has to page 
the original K cells. 
o LA size k can only assume specific values - For the cellular system shown in Figure 4-9 the 
possible values of K are 1, 7, 19 .. as given by (4-16) for hexagonal cells, and 1, 6, 18 .. . as 
given by (4-17) for square cells. But tnobility and call arrival rates usually assume real 
values, and therefore, most values of K that are used, are in fact sub-optimal values. 
The main advantage of distance-based schemes is LA overlapping that can be used to provide a 
certain level of location area hysterisis, and whereas in the fixed scheme, the base stations on 
the border of location areas carry all the location update signalling traffic, in the distance-based 
schetne, this signalling load is distributed over many base stations. 
Given the scope and the extent of the simulations carried out, and based on the results from 
simulations over the 24hr. period, the following conclusions are drawn : 
0 
0 
Of the two dynamic schemes, Alg.2 is the better performer with FF tnovement, whilst Alg.3 
is the better petformer with MG movement. The proposed Adaptive Multilayer scheme out 
performs all other schetnes, irrespective of the type of movement, and it is the only scheme 
where LA size can be scaled down to 1 cell, when user is stationary. 
Recent h1teraction Paging (RIP) has shown the n1ost significant impact in mixed subscriber 
environments where majority of subscribers are slow-moving i.e. the PVMG case, and then 
PVFF, followed by A VFF and A VMG cases. Except for the PVMG case where the average 
overall improvement with RIP is around 18%, in all other cases enabling RIP results in an 
average (over all schemes considered) improvement of 8%. 
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Of all the schemes considered, RIP produces most gain when applied in conjunction with 
schetnes of Alg.3 and AlgA, and both schemes with RIP enabled, provide highest gains/ cost 
savings in terms of total signalling load (ave. 31% , max. 38%) in almost all environments 
when RIP is enabled compared with the baseline fixed-LA scheme of GSM. 
High performance gains by the scheme of Alg.3, is due to the ability of the schetne to take 
advantage of available regional information, implicit in the calculation of the cell visiting 
rate and implied within the formulation of the cost function. Nevertheless, improvements 
only begin to set in after about 20 km/hr. and at call rates below 3 calls/hr. Despite the 
observed significant petformance gains/savings by the schemes of Alg.3 and AlgA; it should 
be noted that impletnentation of the schetne of Alg.3 requires the MTs to forward the 
identities of all the cells within the personal LA of MT to the network, during location 
update procedure. Inevitably, this operation results in higher resource consumption i.e. more 
signalling bandwidth will be required, and also the network databases will be required to 
maintain and update the list of cells comprising the personal LA of subscribers, on a per-
user basis. On the other hand, the scheme of Alg.4, only requires broadcast of a single 
additional parameter i.e. the no. of layers, and since the identities of all LAs are pre-
determined at the network side, and there are no additional requirements, implementation of 
the schetne of Alg.4 is less complex than the scheme of Alg.3. 
Based on the computational results obtained, the distance-based strategy of Alg.S suffers 
frmn a number of shortcomings, which render it not as efficient as the fixed LA strategy. A 
higher combined cost of location update and paging is associated with the schetne of Alg.S, 
since when the LA size of the distance-based and the fixed-LA strategies are the same (both 
have same paging cost), the distance-based strategy incurs higher location update cost, and 
on the other hand, when the location update costs are the same, the location area size for the 
distance-based scheme is greater than that of the fixed scheme, resulting in higher paging 
costs. Also Location area size can not be scaled down when user is stationary , and the LA 
size can only assume specific values and most values that are used, are in fact sub-optilnal 
values. 
A final notable observation relates to relatively high levels of location update signalling 
associated with the Distance-based Schen1e, where the high levels of LU traffic observed, 
are compensated by extremely low levels of call-related signalling traffic compared to other 
schetnes. It seems that the distance-based strategy is able to take full advantage of RIP, and 
this opens up the possibility that combinations of techniques would perhaps result in even 
greater savings in the signalling load. For example, the dynamic scheme of Alg.3 and the 
Adaptive Multilayer scheme (AlgA) have shown particularly high aptitude in 
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adapting/tracking local mobility profiles and appear rather successful in reducing the 
location update related signalling traffic. A combination of Alg.3/Alg.4 and the distance-
based strategy (with RIP enabled) could in principle be used such that during periods of 
time when the call-to-mobility of subscriber is high, the system (network or terminal) 
initiates a distance-based LU mechanism, and when the mobility begins to or is estimated to 
result in high rate of location crossings i.e. at low call-to-tnobility ratios, the system reverts 
back to either of the schetnes of Alg.3 or Alg.4. Such a combination not withstanding the 
implementation issues, seems a suitable combination for further reducing the signalling 
across the air-interface, especially since sin1ulation results on the whole, indicate that in fact 
apart frmn the distance-based scheme, all other schemes manage to offer reductions in the 
total signalling load mostly due to minimisation of the location update related signalling, 
with little impact on the call-related signalling. 
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Chapter 5 
A HYBRID GA-HEURISTIC APPROACH FOR PACKET 
NETWORK DESIGN 
5 Introduction 
Telecmmnunications networks are complex systems. They can consist of mixes of many 
physical and logical layers, built using different technologies. A typical network can be viewed 
as a multi-layered structure, with each layer requiring different network design to account for 
different design objectives, constraints and technologies. Topological aspect of network design 
relates to service layers of a network, whilst routing and capacity design problems are network 
layer related. 
The role of network design in providing Quality of Service (QoS) is often overlooked; a poorly 
designed network architecture will not - regardless of the sophistication of the bandwidth 
allocation strategy used - be able to match the performance of a well designed network. Regular 
and random partially n1eshed network designs can overcome many of the problems associated 
with conventional network designs. These partially meshed networks have bounded hop counts, 
relatively few links ( .... N312) and an even distribution of routes across the network. The even route 
distribution allows path selection i.e. routing, algorithms to load traffic evenly, thus preventing 
network hotspots that degrade performance. This also improves networks response to node/link 
failures. Mesh and ring network topologies are good starting points for network design, as they 
embody various trade-off involved in ahnost all network design problems. Supposing that a 
network is required to carry a constant level of traffic C between all pairs N of nodes. In a fully-
meshed configuration, there are links on the order of N2 i.e. (N(N-1)/2) links. Each N(N-1) 
streams of traffic is switched twice, once at the originating node, and once at the destination 
node. Each stream has one-hop between source and destination, where a hop is defined as the 
nun1ber of links traversed. Alternatively, all nodes can be connected alternatively into a ring 
using N links. Then, the traffic between non-adjacent nodes has to be switched by the 
intervening nodes and the average number of hops per traffic streatn is proportional toN. The 
total transit traffic in a ring network scales as N3, and thus more traffic carrying capacity has to 
be provided by the links and nodes to carry this transit traffic. h1 fully-meshed configl,lrations, 
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the network 1nakes optimmn use of its nodes i.e. no capacity is used for switching transit traffic. 
However, too nmch redundancy (too 1nany links) are used to achieve this objective, and the 
number of required links grows so fast with N that full-meshes are only practical for small 
networks. h1 ring networks on the other hand, more and more capacity has to be devoted to 
carrying transit traffic, as the size of the network increases. In both cases the designs do not 
scale well - a ring has too many hops and a fully-meshed network requires too many links. 
Networks with better scaling properties can be designed by selectively adding links between 
nodes to fonn a random partial-mesh. Typically, each node will be connected to at least two 
other nodes to ensure that the network survives a link failure, and that no single node failure can 
split the network into two pieces. Therefore, a random partial-mesh represents a good 
cmnpromise between ring and full-mesh configurations. 
Some QoS Support Requirements in GPRS 
The eminent introduction of General Packet Radio Service (GPRS) will greatly improve and 
sitnplify wireless access to packet data networks e.g. internet, and whilst it supports 
interworking with IP and X25 based networks, it will provide data services based on a packet-
switched core network. GPRS users will benefit from shorter access times and high data transfer 
rates. 
h1 order to integrate GPRS into the existing GSM network architecture, a new class of network 
nodes, called GPRS Support Nodes (GSN) have been introduced [GSMr3.02]. GSN are 
essentially responsible for the delivery and routing of data packets between the mobile station 
and the external packet data networks (PDNs). Figure 5-1 illustrates the system architecture. A 
serving GSN (SGSN) is responsible for delivery of packets to and from mobile stations within 
its service area. SGSNs are also in charge of packet routing and transfer, mobility management 
(attach/detach, location management), logical link management and authentication and charging 
functions. The GPRS location register stores location information and user service profiles of all 
subscribers registered with this SGSN. A gateway GSN (GGSN) acts as the interface between 
the GPRS backbone and external packet data networks. It is responsible for converting GPRS 
packets coming from the SGSN into appropriate packet data protocol (PDP) format e.g. IP or 
X25, and sending them out to the corresponding external PDN. PDP addresses of incoming data 
packets are converted to GSM address of the called user. The re-addressed packets are the 
forwarded to the appropriate SGSN. 
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All GSN are interconnected via an IF-based backbone network. Within this backbone, the 
GSNs encapsulate the PDN packets and transmit (tunnel) them using GPRS tunnelling protocol 
(GTP). GPRS will also support different QoS classes, which can be specified for each 
individual session. GPRS supports definition of QoS profiles using service precedence, 
reliability, delay and throughput parameters [GSMr2.60]. For example, reliability indicates the 
transmission characteristics required by an application. 
BTS 
SMS-GMSC 
SMS-IWMSC 
MSCNLR 
------- Signalling data 
-- user data and signalling 
Figure 5-l: GPRS system architecture 
HLR 
D 
As shown in Table 5-l, three reliability classes are defined which guarantee certain maximum 
values for the probability of loss, duplication, mis-sequencing and corruption of packets. The 
delay parameters define maximum values for the mean delay and 95-percentile delay (Table 5-2 
[GSMr2.60]). The latter being the maximum delay guaranteed in 95% of all transfers. The delay 
is defined as the end-to-end transfer time between two communicating mobile stations or 
between a mobile and an external PDN. This includes all the delays within the GPRS network 
i.e. delay for request and assignment of radio channel and the transit delay in the GPRS 
backbone. Using these QoS classes, QoS profiles can be negotiated between the mobile 
subscriber and the network for each session, depending on the network QoS demand and 
available re ources. The charging for the service is then based on the transmitted data volume, 
type of service and the chosen QoS profile. Although a QoS profile is defined, this profile does 
not differentiate treatment of data flows within the core GPRS network i.e. between GSNs. All 
flows within the network are treated uniformly since the present use of IP tunnels ( based on 
GTP protocol) creates difficulties with the applicability of IP QoS schemes (e.g. IntServ, 
DiffServ) Thus all flows within the network are treated uniformly (IP best effort delivery) and 
therefore the aforementioned QoS profiles/parameters can only be used to allocate resources 
outside the core network. So after activation of a certain QoS profile, the MT is responsible for 
shaping its traffic to the negotiated QoS, whilst GGSN is responsible for restricting dataflows to 
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the MS based on its QoS profile. This implementation can be considered a network with 
guaranteed bandwidth on the access interface, but with no provision for resource 
allocation/reservation within the core GPRS network. 
Cia 
1 
2 
3 
[ 
ss 
-··-········-
Probability for 
out of 
Lost duplicated sequence Corrupted 
packet packet packet packet 
1 o·9 1 o·9 10'9 10'9 
10-4 10'5 1 o·5 10-6 
10'2 10'5 10' 5 10'2 
Table 5-l : Reliability classes 
I 
Class 
··---·-·---·-· 
1 
I 2 3 
I 4 
128 byte packet 1024 byte packet 
Mean 95% Mean 95% 
delay delay delay delay 
<0.5s <1.5s <2S <7S 
<55 <25s <15s <75s 
<50s <250s <75s <375s 
best best best best 
effort effort effort effort 
Table 5-2: Delay classes 
It is therefore evident that in order to meet the required quality of service within the core 
network, particularly in terms of the maximum allowable delays and resource allocation 
requirements, some form of IP QoS protocol will need to be incorporated into GPRS. For 
proposals on hoe QoS enabling schemes may be utilized to enhance GPRS architecture the 
reader is referred to [Mic98][Puu99][Hof98][Pri00]. However, the role of network design is 
important as a poorly designed architecture, regardless of the sophistication of the resource 
allocation strategy used, will not perform as efficiently as a well designed network. Therefore 
cost-efficient design of the network with respect to capacity, link flows and reliability 
constraints will play an increasingly important role in the provision of network level QoS, prior 
to deployment of any network-wide QoS scheme . 
Network design 
Network design invariably involves a compromise between cost and performance. Designing a 
communication network often can be viewed as a complex multi-constraint optimisation 
problem, where the design must meet a set of possibly conflicting, interdependent requirements 
and invariably, the design must provide optimal assignments for link capacity, routing and 
topological connectivity, such that costs are minimised and yet satisfy the traffic requirements 
and keep network delays within permissible bounds. In telecommunication networks, the 
common optimisation problems of concern are capacity and delay constraints, routing 
assignment topology and cost. Addressing these issues in isolation or as a multi-objective 
problem often involves non-linear and discrete function formulations for optimisation, which 
may not yield adequate solutions using classical gradient-based type of search algorithms. The 
problems can be more severe when multiobjective functions are encountered. 
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The basic principles of network design do not change significantly as the technology develops, 
although the nature of the tradeoffs may change if for example, one type of network 
components become tnuch less expensive. In fact the problem is NP-complete (i.e. no algorithtn 
exists that can find the optimum solution in polynomial time, OR one that has a solution in 
polynomial titne, but can only be solved through non-deterministic algorithms) and for practical 
problems with modest number of nodes, only approximate solutions can be obtained through 
heuristic algorithms. Techniques such as simulated annealing and genetic algorithms can be 
used find near-optimal, but useful solutions and some design tools incorporate these algorithms 
and other heuristics. Heuristic methods for communication network design include branch 
exchange [Ber87], cut-saturation, and the more efficient MENTOR algorithtn [Ker93]. These 
can be applied (with certain tnodifications), more or less to any network design problem. 
However, there is a great demand for more efficient design techniques since quite often, the 
above n1ethods can yield satisfactory yet far frmn optimal solutions. Thus, the subject remains 
open to further study. In the design of mesh packet-switched networks, the component 
subproblems of routing and capacity assignment are difficult problems. In particular the relation 
between the cost and capacity is usually assumed to be linear. For the more realistic discrete 
cost-capacity functions, many of the current design algorithms can only provide approximate 
solutions with a bound to the optimum. Methods which guarantees an optimal solution, with a 
discrete cost-capacity function, require very long search times to provide solutions for realistic 
network sizes (chapter 7 of [Ker93]). Another heuristic technique, Genetic Algorithms (GAs) 
effectively conduct a parallel search of the solution space, starting frmn a number of points in 
the search domain and maintaining this tnultidimensionality during tnost of the time that the 
process lasts. GAs appear ideal for the design of mesh networks, with the capability for 
handling discrete values, multiobjective functions and multi-constraint problems [Ma97] and 
there exists a number of applications of GAs to the network design problem 
[Man97] [Elb95] [Pie96]. 
The objective of the work presented in this chapter is to develop a novel and efficient GA -based 
network design technique for partially-meshed communication networks. The proposed method 
for the solution of the complete network design problem is a hybrid technique in that it has 
borrowed useful component algorithms from conventional network design techniques and 
incorporated them into the GA optimisation process. The proposed hybrid approach can be 
applied to the design of packet-based communications networks such as the GPRS backbone i.e. 
｢･ｴｾＬｯｶ･･ｲｬＭ SGSNs and GGSNs .. The technique developed is used to solve the class of TCFA 
problem and is shown to be able to satisfy the traffic requirements as well as capacity, delay 
and reliability constraints. 
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The organisation of this chapter is as follows. In section 5.1 a number of existing techniques in 
the related literature is described. Section 5.2 introduces the design parameters of concern and 
the tnethodology for formulation of the network design problem. The 1 0-node network design 
problem is then described in some detail in section 5.3. Section 5.3 also contains descriptions of 
the proposed hybrid GA-based method and two other techniques used in comparisons. In 
section 5.4, the numerical results including GA parameter settings, process performance and 
comparisons with two other n1ethods (as applied to a specific network design problem), are 
presented. Finally, in section 5.5 a summary of results and conclusions are presented. 
5.1 Literature Review 
On Existing Methods for the Telecommunication Network Design 
Previous work in this area are few and often restrictive in their formulation. As mentioned 
previously, heuristic methods for conununication network design include Branch-exchange 
[Ber87], the Conc·ave Branch Elimination (CBE) methods [Ger76], cut-saturation and the 
Mentor algorithtn [Ker93]. Starting with a complete graph, Branch-exchange optimises 
connections by dropping links with the highest cost per bit. This process repeats until there is no 
further improvement. Branch-exchange opthnises routing based on finding the tninimum-
distance routes. It assigns capacity with the delay constraint fulfilled (based on a heuristic 
approach). The Mentor approach though tnore efficient, can not be directly applied to the mesh 
network design problem, as it would require modifications to satisfy biconnectivity 
requiren1ents. Similar to the Branch-exchange, the Concave Branch Elimination methods start 
frmn a given topology (a randomly generated one, or a fully connected one) and drop or add 
links while solving a CFA problem, each time the network topology is transformed. The 
optimisation process suggests a walk in the huge domain of the problmn' s solution space and 
focuses on to the first local tninima it approaches, with the hope that even if this is not the 
globally optimal one (this is unlikely to happen but not impossible), it is not a mediocre local 
one. The main disadvantage of the above heuristics, concerning efficiency, is that they start 
frmn a single point in the search domain. Thus, they don't have the ability to reach any solutions 
that are not located sufficiently close to the starting point. In contrast, GAs conduct a parallel 
search of the solution space. GAs have also been applied to several aspects of network design 
problem: the unconstrained Minimum Spanning Tree [Mic91], a solution for local area 
networks [Elb95], concentrator assignment [Rou94] and routing [Sin93]. However, they have 
only optimised network topology and ignore the tnore difficult subprobletns of routing and 
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capacity assignment, ctucial metrics of network service quality and cost. In [Web98] GAs and 
random search techniques are used to obtain optimal backbone topologies. It has been shown 
that GAs can be applied to produce feasible network designs that minimise overall cost and how 
tariffing (distance- or usage-based) can affect optimal component placement. [Sin98] reports on 
the results of minimum cost routing and wavelength allocation of multiwavelength all optical 
transport networks using a GA/Heuristic approach. Since hybrid approaches are often able to 
incorporate proble1n specific heuristics, such combined algorithms generally perform better than 
pure GA or the heuristic alone techniques [Dav91]. Based on the survey of work on the 
application of GAs to network design in [Pro96] which shows that even without inclusion of 
heuristic-based operators, GAs are often able to match heuristics alone in terms of results, if not 
speed, the author in [Sin98] advocates a hybrid approach. 
5.1.1 Decomposition of the Network Design Problem 
The network design probletn as stated in the previous section is a complex problem, in that there 
exists no efficient technique for the exact optimal solution of the complete network design 
problem. The starting point for formulation of a network design methodology, is the definition 
of the network architecture and the design parameters. The work presented in this chapter, is 
based on the well-known problem formulation for packet-switched cotrununication network 
design in [Ger76]. Therefore the network design problem is formulated according to 
specifications in [Ger76], thus the complexity of the problem is broken down and seen to be 
driven only by the constraints and cost requirements. Based on the methods proposed and 
impletnented ([Ber87], [Ger76], [Ker93]) the network design problem can be decomposed into 
the following subproblems: 
The Link Capacity Assignment CCA) Problem: Given a topology and a routing policy (and 
thus flow vector), optimise link capacity assignment so as to achieve a packet delay value below 
a given value (delay constraint), with minimum cost. The optimal assignment of capacities to a 
distributed network with arbitrarily fixed routes is not very interesting as a stand-alone problem, 
since routing plays an essential role in the optimisation of network performance. Rather the CA 
is of practical interest as a subproblem of more generalised problems. The technique used for 
the solution of the CA proble1n depends on the nature of the cost-capacity function. For the case 
of continuous costs, optimal methods are available [Ger76]. For the case of discrete costs, 
optimal methods (based on dynamic prograffilning techniques) still exist, but sometimes 
suboptimal methods, with lower order of cotnplexity, are preferred. 
142 
Chapter 5. A Hybrid GA-Heuristic Approach for Packet Network Design 
The Routing or Flow Assignment (FA) Problem: Given a topology, the capacity of the 
established links and the traffic requirements, optimise the routing policy (i.e. find a fixed 
policy) so as to achieve minimum packet delay. There exists a number of heuristic and Calculus 
Based (down hill search) methods that can be employed [Ger76]. Some of them provide an 
optimal solution (Flow Deviation method and the superior Bertsekas-Gallager algorithm). 
The Capacity and Flow Assignment (CFA) Problem: Given a topology and the traffic 
requirements, optimise routing policy and capacity assignm,ent so as to achieve satisfaction of 
the delay constraint with minimum cost. For this problem, no technique that guarantees the 
optimal solution exists. However very efficient heuristics have been employed which can 
provide suboptimal solutions, anticipated not to be far from the optimal. These methods are 
based on a succession of CA and FA problem settings, to be solved alternately [Ger76]. 
The Topology, Capacity and Flow Assignntent (TCFA) Problem: Given a topology and the 
traffic requirements, optimised routing policy and capacity assignment, minimize network delay 
(or cost in the dual-form. of the problem) so as to achieve satisfaction of the cost ( or delay in 
dual form) constraint. TCFA represents the most demanding of the four subproblems and for 
this problem also, no technique that guarantees the optimal solution exists. However efficient 
heuristics have been employed such as CBE which are believed to come within 5-l 0% of 
opthnum at reduced computation costs. These methods are based on a succession of CA and FA 
problem settings, to be solved alternately [Ger76][Ger73]. 
5.2 Design of the Mesh Communication Networks 
5.2.1 Requirements, costs and constraints 
In a packet-switched network, packets are transmitted through the network using a store and 
forward mechanism. That is, a packet travelling from source node s to destination node d is 
received and "stored" in queue at any intermediate node k, while awaiting transmission, and is 
then "forwarded" to node p , the next node frmn s to d, when channel (or link) (k, p) permits. 
Even when this channel is free, the packet must first be received fully by node k before 
transmission to node p may be started. Given the destination and the present node k, the 
selection of the next node p is made by a well defined decision rule referred to as the routing 
policy. A routing policy is said to be fixed (or static) if a predetermined fraction of the packets 
arriving at k and directed to d is sent to each output queue; it is said to be adaptive if the 
selection of the output channel at each node depends on some estimate of current network 
traffic. for more detailed discussion of routing mechanisms in telecommunications networks the 
reader is referred to [Ash95][Kha94] and references contained therein. 
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Traffic requirements between nodes arise at random times and the size of the requirement is also 
a random variable. Consequently, queues of packets build up at the nodes and the system 
behaves as a stochastic network of queues [Kle76]. For routing purposes, packets are 
distinguished only on the basis of their destination. Thus, messages having a common 
destination can be considered as forming a "class of customers" [Ger76]. The data network, 
therefore, can be modelled as a network of queues with N classes of custmners where N is the 
number of different destinations (number of the nodes of a network). 
5.2.1.1 Traffic Requirentents 
Average (busy-hour) traffic requirements between nodes can be represented by a requirement 
matrix R={ ljk}, where ljk is the average transmission rate frmn source j to destination k. In 
general R cannot be estimated accurately apriori because of its dependence upon the network 
paratneters (e.g. allocation of resources to servers, demand for resources etc.) which are difficult 
to forecast and subject to fluctuations with time. Fortunately, the analysis of several different 
traffic situations has shown that the optimal design is rather insensitive to traffic pattern 
variations. This insensitivity property, which seems typical of distributed networks, justifies the 
use of traffic averages for network design. 
5.2.1.2 Routing Policy 
The routing procedure is one of the most important functions a network performs. Routing can 
be studied frmn the perspective of designing a network or frmn the perspective of 1nanaging a 
network in real time adjusting to momentary changes in load (adaptive routing case). The 
algorithms used in both cases are sitnilar. The difference is that during the design process we 
identify and define the optimal paths for each requirement based on the average/peak 
at1ticipated traffic on each link of the network at hand, but once the network is on-line (the 
network has been established and is in operation) optimal routes are sought with respect to the 
current state of the network (routes are updated with a frequency defined by the network 
operator). There m·e a nmnber of different routing procedures that are employed in various 
networks ([Ker93], [Tan96]). For example, in fixed routing policies a single path or a number of 
paths (with given fraction of traffic to serve: this is known as alternate fixed routing policy), are 
defined during the design process. More popular in the current networks, appear to be the 
adaptive routing policies that employ collection of the information about the state of the 
network (load, link state or node failures etc.). Any node in such a network, routes the packets it 
receives with respect, to the current state of the network. Shortest paths (in terms of delay or 
cost - it is up to the operator to choose the criteria) through the mesh topology are sought, and 
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routing decisions are taken in real time. Flooding is an other early routing procedure. In 
designing network topologies, one generally assumes fixed routing, since it is easy to describe 
(by means of routing tables) and allows the direct evaluation of channel flows and average 
delays as a function of routing tables and traffic requirements [Ger76]. Adaptive routing, on the 
other hand is complex to describe, and requires simulations to evaluate channel flows and delay. 
5.2.1.3 Link Flows 
The routing policy and the traffic requirements uniquely determine the vector f=(fhf2, .. . fb) 
where fi is the average data flow on link i and b is the number of links in the network. The 
evaluation of f is straight forward in the case of fixed routing. For the case of adaptive routing 
it can be obtained by simulation [Ger76] . 
5.2.1.4 Communication Cost 
This can include the monthly lease cost, installation cost, cost per unit traffic, and maintenance 
costs. Costs vary depending on whether the facility is owned or leased. Usually, cost is 
modelled simply by a cost figure, or if cost is usage sensitive, by a cost per unit of usage (e.g. 
cost per hour or cost per bit). Both the methodology used and the topologies selected in the 
design of a network are strongly influenced by the variations in the cost stlucture, and it is 
important for the designer to take this into account. Thus, if costs vary roughly linearly with 
distance we choose a very different topology than if cost is relatively invariant. Similarly if 
there is a strong econmny of scale with respect to capacity, that is if cost goes up much more 
slowly than capacity, it has a profound effect on the topology selected [Ker93]. There is also a 
significant difference between fixed monthly costs and usage sensitive costs. Often, a network 
incurs both types of cost and one can be traded off against the other. The typical situation is that 
fixed costs are used for large volumes of traffic (where a fixed cost can be justified by spreading 
it out over a high volmne of traffic) and then the remaining traffic flows over usage sensitive 
facilities. 
With Ci the capacity of link i, we let di(Ci) be the cost of leasing capacity value Ci for link i. The 
cmntnunication cost Dis then defined as: 
b 
D = I.,d;(C;) 
(5-1) 
i=l 
The capacity cost function di(Ci) can be either a continuous or a discrete function. In most real 
applications, however, capacities are specified as discrete values. 
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5.2.1.5 Delay Analysis 
A vital performance measure of a data network is the average source-to-destination packet delay 
T, defined as follows 
(5-2) 
where 
yjk average packet rate flowing from source j to destination k 
Zjk average packet delay (queue and transmission) fromj to k 
(5-3) 
A straightforward application of Little's result [Kle76] to the network of queues model leads to 
the following very useful expression for T: 
(5-4) 
where b is the number of links Ｈ｡ｲ｣ｳＩＬｾ＠ is the average traffic rate, and Ti is the average queuing 
plus transmission delay on link i. This expression is very general and extremely simple. 
Unfortunately, we are not able in general to evaluate ｾ｡ｮ､＠ Ti analytically. However with the 
following assumptions [Kle76]: 1) Poisson arrivals (exponential packet length distribution), 2) 
fixed routing, 3) error free channels, and 4) independence between interarrival times and 
transmission times on each channel, the evaluation of the above expression can be carried out 
analytically. In fact the network of queues reduces to a model in which each queue behaves as 
an independent M/M/1 queue [Kle76]. Thus, the average delay Ti on link i is given by 
1 
Ti=----
f.1C; - A; 
(5-5) 
where 
lht average packet length (bits/packet) 
Ci capacity of channel i (bits/sec) 
Ai average packet rate on link i (packets/sec) 
The average rates Ai are easily computed from the routing tables and the traffic requirement 
matrix. By substituting (5-5) into (5-4) and letting fi be the average bit rate on channel i 
(bits/sec), we obtain the following expression forT: 
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(5-6) 
where T expresses the average source to destination delay a packet will incur (sec./packet). The 
above formula is known as "Kleinrock independence approximation". 
5.2.1.6 Capacity Constraint 
Capacity refers to the amount of traffic a channel can carry. A channel tnay be full duplex, 
permitting simultaneous conununication in both directions, half duplex, permitting 
conununication in one direction at a time, or simplex permitting cmrununication in only one 
direction. It is essential that we distinguish mnong these cases in modelling a network. The 
presence of capacity constraints f ::;; C (where C=(ChC2, ... Cb) makes the design problem a 
constrained probletn. From the delay expressions we notice that if the link flow approaches the 
link capacity, then the delay approaches infinity, thus violating the delay constraint. Therefore, 
if both capacity and delay constraints tnust be satisfied the capacity constraint is implied by the 
delay constraint and can be disregarded. 
5.2.1. 7 Reliability Considerations 
Links and nodes in a real network can fail with nonzero probability, thus interrupting some 
cmrununication paths. It is important to evaluate the overall network reliability in the presence 
of such failure probabilities. A proposed reliability measure is the two-connectivity 
(biconnectivity) of the network (i.e. two node-disjoint paths available between each node pair). 
This 1neasure is easy to include as a constraint in the topological design. Furthennore, it is 
adequate for networks with a relatively small number of nodes (on the order of 20-40) and 
relatively small component failure probability (on the order of 0.01). For larger networks (or 
higher failure rates), stronger constraints must be applied to the network topology (e.g. three-
connectivity, no long chains, etc.) in order to obtain adequate reliability. It is the need for such 
reliability guarantees that gives rise to a tnesh topology for the network to be designed. 
5.3 A 10-node Network Design Problem 
The proposed GA-based network design method, is applied to the design of a 10-node tnesh 
network. The mesh network in question, is aitned at interconnecting ten major Chinese cities as 
depicted in Figure 5-2 [Man97]. This reasonable size network problem, with realistic topology 
and traffic requirements, is suitable for evaluating the proposed technique. Besides, in [Man97] 
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two other solutions based on different techniques have been provided; so it will be possible to 
make comparisons and evaluate the quality of solutions provided by the proposed technique. 
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x. 
<e 
B: Beijing K: Kunming 
C: Chengdu S: Shanghai 
G: Guangzhou T: nanjin 
H: Hongkong W: Wuhan 
Ha: Harbin X: Xian 
: ................................................................................................................................. ; 
Figure 5-2: The ten nodes (cities) to interconnect [Man97] 
The traffic requirements (average peak hour) for each pair of nodes are given in Table 5-3 (from 
[Man97]). The average packet length is lMbits. Traffic requirements are symmetric implying 
that the amount of data that node s has to send to node d (data originating s) is equal to the 
amount, d has to send to s. 
Table 5-3: Predicted traffic requirements between the 10 cities (nodes) in Mbps [Man97] 
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ｲｳＺ Ｂﾷ•Ｇ［ＯＺＬＬｾＧ＠ Ｎｾ＠ . ' 2 2 5 2 0 2 0 0 0 0 
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Table 5-4: Distances between the 10 cities (nodes) in .Krn [Man97] 
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·;;' ;. ' 960 1240 1360 1440 680 640 0 1240 2080 960 
ＧＧＺ［ ｾ＼［［ Ｇｽ＠ •.. ·;:\· '·; 2160 2000 1160 1400 1320 680 1240 0 3280 2200 
Ha 1120 2240 3120 3220 2190 2720 2080 3280 0 1150 
T 160 1120 2400 2400 l040 1600 960 2200 1150 0 
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The distances between each pair of nodes are given in Table 5-4. The available channels to be 
deployed are bidirectional ones. So links are full duplex, allowing simultaneous data flow in 
both directions. Thus, in this design problem, the network can be modelled as an undirected 
graph. The solution(s) produced 1nust comply with the following two constraint i.e. 
• Delay Constraint: The average source to destination packet delay in the network, must be 
below Tmax = O.lseconds. Average packet delay values are computed using (5-6) (Kleinrock 
independence approximation) adopting all the relevant assumptions stated in section 5.2.1. 
• Reliability Constraint: The network has to be biconnected. Thus, at least two disjoint (with 
no common node and therefore no common link) paths will exist between each pair of 
nodes. Biconnectivity guarantees that in the case of failure of any node (but one at a time) 
the network still remains connected, and thus maintains acceptable performance. 
A compact statement of the design problem is in Table 5-5. This is simplified into three sets of 
design variables as indicated, corresponding to the number of optitnization levels depicted in 
Figure 5-3. 
Given 
minimise 
Over design variables 
Subject to 
Node locations 
Peak-hour traffic requirements 
between node pairs 
Total network cost 
Topology 
Routing policy 
Channel capacities 
Satisfaction of traffic 
requirements 
Link capacity constraint 
Average packet delay constraint 
Reliability constraint 
Table 5-5: Design problem formulation 
T apology Optimization 
Routing Optimizcllion 
Capacity Optimization 
Figure 5-3: 3-level optimization process 
The optimal solution n1ust meet the two constraints of capacity, delay and reliability while 
serving the traffic requirements and all that with minimum cost. The cost referred to has 
exclusively to do with the cost of the links establishment. The evaluation of the cost of the 
equipment required in each node is beyond the design process objectives since it does not 
govern the network design tradeoffs. Thus, the cost of the network is simply cmnputed as the 
smnmation of the costs of the established links. 
5.3.1 Design Parameters 
The network design parameters subject to optilnisation are: 
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• Network Topology 
• Routing Policy ; During the design process fixed routing policy is assumed. 
• Capacity Assignment ; Available link capacities, have discrete costs (this is the real case). 
The different capacity types are the line rates [Man97]. 
5.3.2 The MAN-GA Approach [Man97] 
In this section the GA approach in [Man97] that has been applied to the specific 1 O-n ode 
network design probletn (section 5.2.2) is described. The overall strategy in [Man97] is 
governed by the 3-level optimisation process indicated in Figure 5-3. A detailed account of the 
optinusation procedures adopted in [Man97] is provided in the following subsections. 
Topology Optimisation - In this process the topology of the network need not be specified 
beforehand, as the set of links connecting the nodes is used to define a network topology. The 
process starts with fixed node locations and mapping of node names to node number (x) (where 
xis an integer between 1 and n). The optinusation process selects a set of links connecting the 
nodes. A topology is then defined as a set of nodes and edges connecting the nodes. The so 
called adjacency matrix representation is used to representation topology. Using this 
representation, an nxn matrix of Boolean values is developed, where entry aij is set to 1 if there 
is an edge connecting frmn node i to j, and 0 otherwise. It is assumed that the link is 
bidirectional, resulting in a symmetric tnatrix. Hence only n(n-1)/2 binary numbers are required 
to specify a topology. For simplicity, the two-dhnensional matrix is transformed into a one-
dimensional matrix A, suitable for bit-string representation in genetic algorithms: 
Ak=a .. 
• IJ 
Where forj > k, k = jx- [j(j+l)/2] + i- j -1. 
Fori= j , a .. = 0 (no node sends messages to itself). 
IJ 
The topological chromosome can thus be formulated as a binary string with n(n-1)/2 elements. 
To manipulate the chromosmnes, one-point crossover and bit tnutation are applied. Although 
this first-step of optimisation process yields a working topology, the design is not complete 
without the involvement of routing and capacity assigmnents. The results of these- link flow 
and optimal link capacities - optimisation procedures, become available at the end of their 
respective GA cycles. 
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Routing Optimisation- for a given topology, the link capacity assigmnent and routing require 
simultaneous optimisation of both the flow and link capacities. In this second-step of the 
optimisation process, the routing scheme is considered as a GA chromosome. The routing 
chromosome is then represented as 
R = { R., R2, R3, ... , Rn<n-1)12} 
Where Rk = Path(i,j) = [ i,x.,x2, .... ,xz ,j ] is the gene that represents the routing path from node i 
toj; where i = 1, . .. , (n-1) and j = (i+l), ... , n. 
With a particular routing sche1ne R, the flow of the link can be assigned according to the traffic 
requirement in Table 5-3. The fitness of the routing scheme is evaluated using the optimal 
solution obtained from optimising capacity assignment. With parental routing chromosomes P 
and Q, where P = { Ph P2, p3, ... , Pn<n-I)/2} and Q = { q., q2, q3, ... , qn(n-l)/2} , the offspring due 
to crossover operation is represented as 
R = { s(p.,ql), s(p2,q2), .. · , s( Pn(n-1)/2. qn(n-1)12) } 
Where s(pi , %) = pi if pi has shorter distance than qj 
qj otherwise 
The routing path Pk will be randomly re-routed if the probability test is passed. The mutation 
rate is set at 0.05. 
Capacity Assignn1ent Opthnisation - the routing optimisation process yields a flow vector 
that specifies the link flow. The capacity assignment problem refers to the choice of capacity 
value Ci for link i, such that network cost is minimised. This in tum is subject to the maximmn 
average delay constraint and the assigned flow requirement (specified by the flow vector). 
Generally, the smaller the average delay, the higher will be the required link capacities. This is 
therefore a multiobjective optimisation problem for which a pareto-optimal set exists between 
the average delay and the required capacity or connection cost. To identify the pareto-optimal 
set, a multiobjective approach [Fon95] is adopted, where delay is not a constraint but rather 
another objective function for minimisation. The linkage chromosome structure is C = { C1, C2, 
... , Cb } where b is the nmnber of links. The GA operators for capacity optilnisation are one-
point crossover and random mutation. For continuous capacity assignment proble1n, Ck is 
simply the capacity assigned to link k. For a discrete capacity assignment case, each element of 
ck is an integer array of dimension m, which is the number of capacity types, i.e. ck = { ckl' 
ck2' ... , cki' ... , ckm} where ck is the number of capacity of type i used by link k. combinations 
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of different capacity types are allowed on each link. The different capacity types used are 
[Man97]: 
• 6 Mbps costs 1 unit per km 
• 45 Mbps costs 4 units per km 
• 150 Mbps costs 9 units per km 
The above channels are full duplex. Thus, for example, at a cost of 1 unit per km, 6Mbps 
capacity is available in each direction. By observing the price values more carefully, the strong 
economy of scale with respect to capacity becomes evident. The cost goes up much more slowly 
than capacity (this is the usual real case), a fact that has a profound effect on the network 
design problem. Therefore, it is tnore cost-effective to: 
o use a single 45-Mbps line rather than four 6-Mbps lines 
o use a single 150-Mbps line rather than three 45-Mbps lines 
o use a single 150-Mbps line rather than two 45-Mbps lines plus one 6-Mbps line 
Similar relationships appear to be in effect in most network design problems. The above 
conclusion are very useful in the capacity assignments process since it facilitates the 
construction of a table of available cost effective capacity choices. This table is given below 
Table 5-6. The last element of this table yields a capacity value which is greater than the sum of 
all the requirements. Mathematically, the above conditions translate into 
• 0<= ckl <= 3 
• 0<= ck2 <= 2 
• if ck2 = 2 then ckl = o . 
Where Ckl' Ck2 and Ck3 are the number of 6-, 45- and 150- Mbps links. Using these conditions 
reduces the size of the search domain for Cki. In [Man97], fitness evaluation of each individual 
in each generation of the main GA (CFA problem) is conducted using GA techniques as well. In 
each generation of the main GA, for each individual, a second level GA is set to optitnise 
routing for the corresponding topology. The individuals of the population of each second level 
GA represent potential routing policies. Finally, a third level GA is used for each individual of 
the latter population in each generation, to optimise capacity assignment for a given routing 
policy for a given topology, in terms of tninhnum total cost and packet delay values 
(tnultiobjective approach). The second and third level GAs yield an optimal capacity assignment 
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for an optimal routing policy which implies a minimum cost and packet delay for a given 
topology of the network. Thus, the fitness value for each individual of the main GA can be 
assigned. The Genetic Algorithm strategy of this scheme uses a second level GA as a routine 
within the main GA, to be executed in each generation for each individual. Similarly, each 
second level GA uses a third level GA as a routine. The above ilnply a huge computational 
complexity of the whole optimisation process. In the following sections the GA strategy of 
[Man97] is referred to as the "Man-GA" method. 
5.3.3 The Proposed Approach 
One of the tnain disadvantages of the existing methods for the solution of the complete network 
design probletn (topology, routing and capacity assigmnent optimisation) is the fact that they 
start from a single arbitrary topology. Then, they try to optimise the properties of the network of 
this topology, allowing for gradual changes (e.g. links are added or dropped), so that the 
network becomes sometime one which relaxes the constraints of the problem with the hope that 
the topology that will arise is a cost effective one. The GA-based technique proposed in this 
section, offers the advantage that the optimisation process is not restricted to a single starting 
topology and the transformations that can be produced from it. Instead during the optimisation 
process, a population of candidate topologies are processed. Thus, it is very probable that a 
solution can be reached which apart from satisfying the requirements will constitute if not ｴｨｾ＠
global optimal point of the search domain, a high quality local optimal one, in terms of cost. 
The strategy employed is described in the remaining part of this section. The main structure of 
the proposed optimisation process is based on a main GA engine which processes a population 
of candidate topologies i.e. individuals, for the network design problem. The initial population 
is randomly generated. Afterwards, in each generation, the individuals are reproduced according 
to the genetic operations (selection, crossover, mutation) and high-fitness ones are expected to 
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Randomly 
generated initial 
population 
Fit·ness evaluation via mnventional CFA ｴｌ＾ｴ ｾ ｨｮｩｱｵ･＠
I routi ng and capaciry ｡ ｳｳｩｧ ｮｮ ｾ ｮｴ＠ optimisation for 
each ｣｡ｮ､ｩ｣ ｾ Ｑｴ･＠ ｬ ｯｦｘ＾ｉｏｾＢｙ＠ I cost and delay a._sessment 
Final product 
(minimum cost 
Network) 
Figure 5-4: The optimisation strategy of the proposed technique 
Table 5-6: Table of available 
cost effective capacity 
choices 
Set Capacity Cost 
Number (Mbps) (units) 
I 6.0 1 
2 12.0 2 
3 18.0 3 
4 45.0 4 
5 51.0 5 
6 57.0 6 
7 63 .0 7.0 
8 90.0 8.0 
9 150.0 9.0 
10 155.0 10.0 
11 162.0 11.0 
12 168.0 12.0 
13 195.0 13.0 
14 201.0 14.0 
15 207.0 15.0 
16 213 .0 15.0 
17 240.0 17.0 
18 300.0 18.0 
19 305.0 19.0 
20 312.0 20.0 
21 318.0 21.0 
22 345.0 22.0 
appear among the population in a later generation. The fittest individual that finally emerges 
constitutes a proposed solution to the problem. The key point in this GA approach is the way 
that the fitness of a topology is assessed. The assessment is based on the cost and delay values 
that the network topology exhibits. In order to evaluate an individual, it is judged based on "the 
best it can give" in terms of delay and cost. Thus, both the routing policy and capacity 
assignment have to be optimised in advance. Therefore, in each generation, for each individual 
in the fitness evaluation cycle, we have to solve an individual flow and capacity assignment 
(CFA) network design optimisation problem. 
To achieve this, an efficient method based on the Bertsekas-Gallager (BG) Algorithm ([Ber87], 
[Ker93]), which is fully detailed in a later section is employed. What remains is the reliability 
con traint, which is catered for by employing a procedure that check for biconnectivity of each 
individual in each generation and applying the necessary transformations to any topology found 
to violate it.The proposed network optimisation approach can be viewed as a hybrid technique 
that combines GA and conventional techniques, the latter as a fitness evaluation routine 
incorporated within the former. The main idea is that in order to judge the quality of a topology 
in the main GA population, routing and capacity need to be optimised in advance. Figure 5-4 
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demon trate the logic diagram of the propo ed algorithm used for the complete network design 
problem. 
5.3.3.1 Main GA Process- Topology optimisation 
The main GA proce e a population of candidate topologies in each generation. The ize of the 
population remain con tant from generation to generation. The proposed scheme u es non-
overlapping populations. The characteristics of this GA are presented in this section. 
String Representation of Individuals (Topologies) 
One of the most important features of GA applications, is the way in which the potential 
olutions to the problem are encoded into chromo orne tructures (strings). In the ca e of the 
main GA process the adjacency matrix representation of [Ker93] and [Man97] i u ed to code 
the topology of the network into a binary tring. Thu , the topological chromosome becomes a 
binary tring with N(N-1)/2 element (where N is the number of nodes). The information 
contained in such a chromo orne define which node of the network are straight connected, 
which define a pecific topology. In order to demon trate the simplicity of ｴｨｾ＠ above topology 
repre entation technique, a simple example is presented. Suppo e that there are 5 nodes to 
connect. The topology hown in Figure 5-5 is repre ented as a ymmetric matrix a hown in 
Table 5-7. 
.G.' 
5 
1 bit string representation of topology is: 1110100011 1 ｾ•••••••＠ oo ooo oooooooooooouoooo o ooooooo oo o oo ooooo o oooooo•oo o oo.ooo oo oo oo ooo ooo ooo oo ooooo ooo o o oooooo.ooooo o.oooo oo.nooo oo ouooo.oo oooooo ooooooj 
Figure 5-5: Example of topology repre entation 
Table 5-7: Adjacency matrix representation of the topology of Fi! ure 5.3 
:t;T£rles 1 Ｒ Ｌｦｾｾｫ＠ .. ·· "' 3 4 
'"' 
5 
i!U1 
"' 
X 1 1 L 0 
2 X X 1 0 0 
3 X X X 0 1 
4 X X X X 1 
5 X X X X X 
The equivalent bit tring is: 1110100011. 
For a network of 10 node , the string representing candidate topologie have a length of 10(10-
1 )/2 = 45bit . 
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Fitness Evaluation of Individuals 
As mentioned in section 5 .4.1, the fitness evaluation of each individual is conducted with 
respect to cost and delay parameters. These parameters are received from the fitness evaluation 
routine which is described in detail in the next section. Thus, the optimisation problem appears 
as a nmltiobjective one, since there are two network properties to optimise (i.e. tninimise). 
These objectives are conflicting since in general, decrease in packet delays implies an increase 
in network's cost (greater capacity values) and vice versa. This is the case where a Pareto-
Opthnal set of solutions exists, where none is dominated by another solution. The Pareto-
Optinml set shape (as in baseline appears with respect to each solution's properties) for the 
problen1 is shown in Figure 5-6. It represents a set of infinite solutions. IT the proposed 
algorithm were to search for the solution to this multiobjective probletn, then the proposed GA 
approach would be a multiobjective one. However in the case of the proposed technique, things 
are n1ore simple: delay is considered a constraint. The fitness evaluation routine is set to return 
for each topology a minimmn cost required to achieve delay below the stated constraint value 
(Tmax). During this routine if a topology appears to exhibit smaller packet delay than T:rrcm it is 
possible to trade-off cost for delay, and that's what has been done. The result is that all 
individuals in the main GA appear to have a packet delay value just below T,11ax· Thus, the focus 
returns to a single objective (i.e. cost tninitnisation) during the GA process. Going back to the 
Pareto-Optimal set concept, it is clear that the region of interest defines the border between the 
constraint violating and non-violating solutions. (shaded region in Figure 5-6). Optimal 
solution(s) sought, reside within this region of the set. However, sub-optimal solutions in terms 
of cost and delay close to the optimal points of the search domain, are also acceptable. 
Network 
cost 
0 
Tmax (constraint) 
region 
of interc:;st 
Network 
packet delay 
Figure 5-6: Network Optimisation Problem ; Pareto-Optimal set of solutions 
5.3.3.2 Mapping Objective Values to Fitness Form 
Sigma Truncation, Fitness Scaling 
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Let the cost and delay values for each individual i be denoted by 0[i] and d[i], respectively (i = 
1. .. Psize where Psize denotes the population size). First the cost is processed, and then the delay 
property, to evaluate the number of trials (the number of times selected to 1nate) each individual 
should expect to be assigned for the formation of the next generation, with respect to its cost 
and delay performance. 
Cost Performance evaluation 
Let 0max and 0min denote the 1naximum and minimum cost value encountered across the current 
population respectively. As the first step the fitness of each individual is computed as 
fitl [i]= 0max + (0min - 0[i]) (5-7) 
Using this transformation a positive figure of merit for each individual (the higher its value, the 
fitter the individual) is obtained, as the GA concept dictates . Afterwards, sigma-truncation and 
linear scaling are applied successively for the reasons stated in Appendix D: 
Sigma truncati01t: 
fit2[i] = fitl[i]- (fitlavg- Asig•cr) 
= 0 if fit2[i]< 0 i = 1. · · Psize 
where: 
• fit1avg is the 1nean value of fit1 in the current population 
• a is the standard deviation of fit1 in the current population 
• Asig is a s1nall integer (we set Asig = 2) 
Linear Scaling: 
fit3[i] = a • fit2[i] + b i = 1. .. Psize 
where the scaling coefficients are: 
ascaling = fit2avg • (Ascanng-1) I (fit2max- fit2avg) 
bscnling= fit2avg • ( 1-ascnling) 
or if (ascnling .fit2min + hscnling < 0) 
ascanng = fit2avg I (fit2avg - fit2min) 
hscaling= fit2avg • ( 1-ascaling) 
(5-8) 
(5-9) 
(5-10) 
(5-11) 
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• where fit2avg , fit2min and fit2max are the mean, minimum and maximmn fit2 values 
respectively, in the current population. 
• Ascnting is an integer defining the maximum number of offsprings that the fittest individuals 
will receive (we set Ascnling=2). 
The expected number of trials (i.e. cost_exp_trials[i]) according to the cost pe1[ormance for an 
individual is computed as 
cost_exp_trials[i]= fit3[i]/ fit3avg i = 1. .. Psize (5-12) 
where fit3avg is the mean fit3 value in the current population, and the cost_exp _trials[i] is for 
each individual a decimal number: 0 ｾ＠ cost_exp_trials[i] ｾ＠ Ascaling 
Delay Perforn1ance evaluation 
Repeating the above procedure for processing the ()[i] values, yields the expected number of 
trials (delay_exp_trials[i]) an individual should receive according to its delay pe1[ormance. 
Overall Performance evaluation 
The overall (cost and delay performances taken in account) expected number of trials 
(exp_trials[i]), an individual i receives, is computed as the weighted stun of the values 
cost_exp_trials[i] and delay_exp_trials[i]. Specifically: 
exp_trials[i] = 0.9 • cost_exp_trials[i] + 0.1 • delay_exp_trials[i]; i == 1. .. Psize (5-13) 
It should be noted that the delay performance of individuals is not completely ignored, as would 
be the case in an exclusively single objective (cost) optitnisation process. As a bonus 
opportunity to individuals with delay values lower than the average (close to/and or below the 
constraint value), such individuals are permitted to survive and produce successors. However, 
the process is mainly cost minimisation oriented since the weighting factor of cost (0.9) is 
significantly greater than that for the delay (0.1). By changing these values, the orientation of 
the optinlisation procedure can be changed. The computed values i.e. exp_trials[i], are then 
assigned to the selection schetne so as to start reproduction. 
5.3.3.3 Selection Scheme 
The Stochastic Remainder Sampling Without Replacement selection scheme described in 
Appendix D is used for the reasons stated. 
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5.3.3.4 Crossover 
Both single and multiple crossover operations, with various values of the crossover probability 
p crossover' have been applied 
5.3.3.5 Mutation 
Single bit 1nutation is employed and the optimisation process with various values of the 
mutation probability Pmutarioll' is tested 
5.3.3.6 Fitness Evaluation 
Routing Policy and Capacity Assignment Optimisation 
As tnentioned previously, the proposed GA-based process employs an efficient heuristic 
detenninistic technique to solve the network flow and capacity assignment (CFA) problem that 
implies the fitness evaluation of each individual topology of the population of the 1nain GA. The 
tnethodology employed is inspired by the Bottom Up Algorithm in [Ger76]. 
Having chosen as a starting point, a set of capacities assigned to the existing links that the 
topology at hand defines, the routing problem (FA: flow assignment problem) that arises needs 
to be solved. For this problem, as 1nentioned in section 5.1 a number of optimal methods exists, 
but not all are effective in practice. We choose to employ the most effective one: the Bertsekas-
Gallager Algorithn1 ([Ber87], [Ker93]), which is detailed in Appendix C. To do this we have to 
start from a feasible flow vector (one where in any link, the flow is not exceeding link capacity). 
The way that we choose both the starting capacity assigmnent policy and the starting feasible 
flow vector, will be explain later. The main concern now, is to present how the process "moves" 
so as to achieve relaxation of the delay constraint, with tninimum network cost. When the above 
referred routing optitnisation process has converged, and thus, packet delays cannot be furthered 
decreased for the specific network sttucture, the delay value achieved are checked to ensure that 
it is below the constraint value. If not, the most utilised link is identified and its capacity is 
increased (by assigning to it the next pennissible capacity value in order of ascending cost, 
according to Table 5-6. Routing is then re-optimised using the Bertsekas-Gallager algorithm, 
starting from the current flow vector. If the packet delay, at the end of a routing optimisation 
cycle, is found to be below the constraint value (sooner or later this happens) we attetnpt to 
reduce the cost of the network by applying the most cost effective link capacity reductions. To 
do so, the link whose capacity decrease to the next lower value (in order of descending cost 
according to Table 5-6 leading to maximum cost savings, is identified. This maximum cost 
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saving link capacity reduction is applied only if it does not incur a delay constraint violation. 
Otherwise, the next (in order of descending cost efficiency) link capacity reduction is identified 
ru1d applied, and so on, until a state is reached where no link capacity reduction is allowed. The 
values of cost and packet delay at this state, are the return values of the CFA optimisation 
procedure. What is achieved by employing this strategy is relaxation of the delay constraint for 
any network topology, while taking care not to waste capacity and thus, increase cost. 
We now refer to the 1nechanism by which the flow and capacity assignment starting points are 
chosen. This is a crucial point of the algorithm since this starting point will orient the searching 
process which follows. We follow a simple and common sense deployment strategy which is 
described next. At first the shortest path for each pair of nodes (using the Dijkstra' s algorithm or 
any equivalent) in the mesh topology is identified - shortest in terms of number of hops or 
physical length to break ties - where necessary. Requirements are loaded on the shortest paths 
computed. The starting flow vector is now defined. Then to each link, i, is allocated the least 
expensive capacity value available, C;, (according to Table 5-6) which renders the flow vector 
feasible; J;, the flow in link i, has to be: J; < C;. Thus, we obtain a feasible flow vector and a non-
expensive starting capacity assignment policy. The optimisation process is now ready to begin. 
The CFA problem solution algorithm that is described, is not optimal, in the sense that it does 
not guarantee finding the globally optimal solution (no method guaranteeing the globally 
opthnal for this problem exists) but it always obtains a high quality local optimal solution, 
which can be even the global opthnal one. Moreover, having been incorporated into the 
proposed algorithm as a fitness evaluation routine, it offers a very credible metric for the fitness 
of a topology. Even if the best cost and delay performance of the topology in question m·e not 
always reached, the algorithm definitely identifies whether a particular topology deserves to 
receive the interest of the GA process and spread its genes among the population of the next 
generations. 
5.3.3.7 Reliability Considerations: Biconnectivity 
The reliability constraint in the network design problem, is interpreted as a requirement for 
biconnectivity of any candidate topology in each generation of the main GA. This means that 
any topology of the starting randomly generated population has to be filtered and refined by a 
procedure which either verifies inherent biconnectivity, or applies transformations so as to 
obtain a biconnected topology. Similarly, this check has to be applied to each individual of the 
new population in each generation, since the offspring of two biconnected networks are not 
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necessarily biconnected ones. Besides, the mutation operation can cause a violation of the 
biconnectivity constraint for a "healthy" topology. This procedure appears as a routine in the 
network design optimisation algorithn1 (prior to the fitness evaluation cycle: Figure 5 .5), which 
is executed for each individual in each generation. This increases the order of complexity of the 
whole algorithm but it is necessary, since it guarantees that any solution that will arise at the 
end, will satisfy the reliability requiren1ent. 
The refining procedure is presented in detail in Appendix B. In this section only the main 
features are described. The routine operates as a filter (Figure 5-7) with an input and an output. 
It receives as its input an unrefined topology (string of bits using adjacency matrix 
representation). This topology nught not satisfy even the connectivity constraint, let alone 
biconnectivity. Initially, the procedure checks whether connectivity condition is met. If not, 
links are added so as the graph gets connected. Afterwards, a similar check for biconnectivity is 
conducted and links are added when articulation points are discovered, to connect the separate 
biconnected components of the network. Whenever in the whole process it is found that links 
have to be added, this is done in a cost effective way. This means only a minimum number of 
additional links are established each time, so as to disturb the genetic process as little as 
possible. The procedure produces as output, a definitely biconnected topology. The operation of 
this refinement procedure is depicted in Figure 5-7. This biconnectivity testing procedure 
removes any concen1s regarding the minimum number of links a topology should include. All 
relevant decisions are taken by the optimisation process automatically. Highly connected 
topologies are definitely not the 1nost cost effective solutions and it would be beneficial for the 
GA process, if they were not allowed to evolve significantly. Such topologies slow down the 
algoritluu without any profit, and degrade performance. The connectivity testing procedure is 
based on a Depth First Search (DFS) and the formation of DF (Depth First) trees among the 
given graph. The biconnectivity testing procedure employed is a Inodification of the Lowpoint 
Algorithm [Aho74]. If k-connectivity with 1<>2 were the reliability constraint, a similar test 
procedure could be applied, by implementing algorithms proposed in [Ber87] and [Ker93] for 
example. 
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z 
l 
z is a biconnected topology 
z = y ify is found to 
be biconnected, else z .is a 
transformation of y 
(added links) 
Figure 5-7: The Biconnectivity Testing Routine 
5.3.3.8 Implementation of the Proposed Technique 
The technique presented in the section 5.4 was implemented and set to solve the stated network 
design problem. The results are very encouraging. The network solutions obtained show 
significantly lower cost than the solutions provided by other algorithms in [Man97] (i.e. in 
Figure 5-14 and Figure 5-15), while the packet delay still remains at the same levels and 
definitely below the constraint value. The key element for the success of the proposed method, 
was the fitness evaluation concept (as described in section 5.3.3.6) which not only provided a 
credible metric of the fitnes of each candidate topology, but also produced each time, a very 
good e timate of how routing and capacity should be optimised so as to achieve relaxation of 
the delay constraint with minimum cost. The main GA process, proved to be very effective in 
constructing high-quality solutions by bringing together meaningful "building blocks" collected 
from individuals that although far from a good solution by themselves, possessed some good 
feature . The proposed GA-based approach as any other GA-based method, is to a great extent a 
stochastic procedure. Also, since the search domain of the problem is huge and an infinite 
number of local optimal solutions exist, one of which is the global optimum point but no one 
can tell for ure which one, one should not expect from the GA technique to propose exactly the 
arne solution whenever it is executed for the same problem. Indeed, a number of very 
atisfactory solutions were derived executing the algorithm several times. Sometimes the 
solution proposed was identical with a previous one, and generally all solutions had some 
common features concerning their topology (i.e. some links appeared to be always present in the 
GA solution and some others never) . All final solutions had more or less in common the most 
important feature of a topology from our point of view: cost and delay performance. In the 
following ections some representative network solutions (including the best found), the 
solutions obtained using other methods (comparison) and plots demonstrating quantitatively the 
process of the GA from generation to generation, are presented. 
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5.4 Numerical Results 
In this section a collection of results obtained for the network design problem using the 
proposed GA technique are presented and discussed. Network topologies obtained based on five 
different solutions are shown in the figures below. The link capacity assignment and flow 
information is given for each case in corresponding tables (Table 5-8 and Table 5-12). The best 
solution (lowest cost) is shown in Solution.l(Figure 5-8). In all five solutions we observe 
significant similarities. Some links appear to be established/common in all solutions, while 
smne other linkages appear only once (per particular solution). 
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Figure 5-l 0: Network Solution.3 
Figure 5-9: Network Solution.2 
Figure 5-11: Network Solution.4 
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1- - -------- -·· -·---------1 
B: Beijing K: Kunming 
C: Chengdu S: Shanghai 
G: Guangzhou T: Tianjin 
H: Hongkong W: Wuhen 
Ha: Harbin X: Xian i 
! .................................................................................................................................................. ! 
Figure 5-12: Network Solution.5 
In all case , the average delay constraint is satisfied (packet delay ranges from 0.056sec to 
0.097sec), while the cost ranges from 46,620 units to 48,450 units. Solution.5 (Figure 5-12) 
exhibits the lowest average packet delay value (0.056sec) but is not considered the best one, 
since our objective was to minimise cost subject to the delay constraint T< O.lsec. The above 
solutions were obtained for the best GA parameters settings, given in the section 5.5.3. In Table 
5-13, the routing policy for the best solution Solution 1 (Figure 5-8) is given. 
Table 5-8: Capacity Flow Assignment Information for Solution 1 
The Best Solution 
Established . CapaGib- ,,, .. flow · .. "::, Utilisatio:!! Cost 
links '(Mdilsb , ':>(M,Jlps) "' (""Jll!s) ,., ,. 
B,X 45 .000 37.331 0.830 3840.0 
B,T 150.000 120.331 0.802 1440.0 
S,W 150.000 113.737 0.758 6480.0 
S,Ha 6.000 2.737 0.456 2240.0 
G,H 150.000 101.994 0.680 2160.0 
G,W 150.000 123.916 0.826 7560.0 
H,K 45.000 34.669 0.770 5600.0 
W,T 150.000 127.954 0.851 9360.0 
C,X 45.000 31.585 0.702 2560.0 
C,K 45.000 29.669 0.659 2720.0 
Ha,T 12.000 11.263 0.939 2300.0 
Table 5-9: Capacity Flow Assignment Information for Solution 2 
Established Capacity 
,:, .'Flow Utilisation" Cost 
links .,, (Mbps) I '\: tfl&bs> (units) 
B,X 45.000 31.904 0.709 3840.0 
B,Ha 6.000 4.508 0.751 1120.0 
B,T 150.000 103.775 0.692 1440.0 
s,w 90.000 74.246 0.825 5760.0 
S,T 45 .000 38.754 0.861 4480.0 
G,H 90.000 84.102 0.934 1920.0 
G,W 150.000 125.102 0.834 7560.0 
H,K 18.000 13.192 0.733 4200.0 
W,X 45.000 35.229 0.783 2720.0 
W,T 90.000 78.519 0.872 8320.0 
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C,X 45.000 35 .895 0.798 2560.0 
C,K 12.000 9.898 0.825 1360.0 
Ha,T 12.000 9.492 0.791 2300.0 
Table 5-10: Capacity Flow Assignment Information for Solution 3 
Established Capacity""' Flow Utilisation Cost 
links {Mbps) . {Mbps) (units) 
B,S 150.000 125.270 0.842 10800.0 
B,X 45.000 35.788 0.818 3840.0 
B,Ha 6.000 4.635 0.773 1120.0 
B,T 90.000 59.208 0.658 1280.0 
S,W 150.000 139.212 0.928 6480.0 
S,Ha 6.000 4.573 0.762 2240.0 
G,H 150.000 102.212 0.681 2160.0 
G,W 150.000 123.212 0.821 7560.0 
H,K 45.000 35.302 0.784 5600.0 
C,X 45 .000 35.788 0.818 2560.0 
C,K 45.000 31.788 0.706 2720.0 
Ha,T 6.000 4.792 0.799 1150.0 
Table 5-11: Capacity Flow Assignment Information for Solution 4 
Established Capacity Flow Utilisation Cost 
links {Mbps) (Mbps) (units) 
B,X 45.000 25.986 0.577 3840.0 
B,Ha 6.000 4.457 0.743 1120.0 
B,T 150.000 104.557 0.697 1440.0 
S,H 45.000 39.901 0.887 5000.0 
S,W 90.000 77.345 0.859 5760.0 
G,H 90.000 80.655 0.896 1920.0 
G,W 90.000 81.726 0.908 6720.0 
G,C 12.000 8.994 0.750 2480.0 
G,K 12.000 8.621 0.718 2320.0 
W,X 45.000 29.441 0.654 2720.0 
W,T 150.000 119.014 0.793 9360.0 
C,X 45.000 31.427 0.698 2560.0 
C,K 6.000 4.379 0.730 680.0 
Ha,T 12.000 9.543 0.795 2300.0 
Table 5-12: Capacity Flow Assignment Information for Solution 5 
Established Capacity Flow Utilisation " Cost 
links (Mbps)t (Mbps) (units) 
B,X 45.000 37.362 0.830 3840.0 
B,T 150.000 120.362 0.802 1440.0 
S,W 150.000 113.608 0.757 6480.0 
S,Ha 6.000 2.608 0.435 2240.0 
G,H 150.000 101.921 0.679 2160.0 
G,W 150.000 123.710 0.825 7560.0 
H,K 45 .000 34.638 0.770 5600.0 
W,Ha 6.000 2.917 0.486 2190.0 
W,T 150.000 127.888 0.853 9360.0 
C,X 45.000 31.731 0.705 2560.0 
C,K 45.000 29.638 0.659 2720.0 
Ha,T 12.000 8.474 0.706 2300.0 
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Table 5-13: Routing information for the best solution Table 5-14: Routing information for the 
(solution 1) MAN-GA solution 
Endpoints .Nodes in Route ® ｾ＠ , ｒ･ｱｵｩｲ･ｭ･ｮｴ ｾＧｾ＠ ｅｮ､ｰｾｩｮｴｳ＠ " Nodes··tn Route 
(path description) l;+portion served (path description) 
B,S Path1 :[B][T][W][S] 100% B,S Path 1: [B ][T][S] 
B,G Path1 :[B][T][W][G] 100% B,G Path1 :[B][T][S][H][G] 
B,H Path1 :[B][T][W][G][H] 100% B,H Path1 :[B][T][S][H] 
B,W Path 1: [B] [T] [W] 100% B,W Path1 :[B][W] 
B,C Path 1: [B] [X][ C] 100% B,C Path1 :[B][X][C] 
B ,X Path1 :[B][X] 100% B,X Path1:[B][X] 
B,K Path1 :[B][X][C][K] 100% B,K Path1 :[B][X][C][K] 
B, Ha Path1 :[B][T][Ha] 100% B, Ha Path1 :[B][Ha] 
B,T Path 1 :[B][T] 100% B,T Pathl :[B][T] 
S,G Path1 :[S][W][G] 100% S,G Path I :[S][H][G] 
S,H Path1 :[S][W][G][H] 100% S,H Path1:[S][H] 
S,W Path1:[S][W] 100% S,W Path1:[S][W] 
S,C Path1 :[S][W][T][B][X][C] 68.46% S,C Pathl:[S][H][G][K][C] 
Path2: [S] [W][G] [H] [K] [C] 31 .54% 
S,X Pathl :[S][W][T][B][X] 100% S,X Path 1: [S] [T] [B] [X] 
S,K Path 1: [S] [W] [G] [H] [K] 100% S,K Path1 :[S][H][G][K] 
S, Ha Path1 :[S][Ha] 100% S, Ha Path1 :[S][T][Ha] 
S,T Path l :[S][W][T] 100% S,T Path1 :[S][T] 
G,H Pathl:[G][H] 100% G,H Path1 :[G][H] 
G ,W Path1:[G][W] 100% G,W Path1 :[G][H][S][W] 
G,C Path1 :[G][H][K][C] 100% G,C Pathl:[G][K][C] 
GX Path I :[G][H][K][C][X] 90.78% G,X Path 1: [G] [K] [C] [X] 
Path2:[G][W][T][B] [X] 9.22% 
G,K Path1 :[G][H][K] 100% G,K Path1:[G][K] 
G, Ha Path 1: [G] [W] [T] [Ha] 44.17% G, Ha Path1: [G] [H] [S] [T] [Ha] 
Path2: [G] [W] [S] [Ha] 55.83% 
G,T Path l:[G][W][T] 100% G,T Path1 :[G][H][S][T] 
H,W Path1 :[H][G][W] 100% H,W Path1 :[H][S][W] 
H,C Path1:[H][K][C] 100% H,C Path1 :[H][G][K][C] 
H,X Path 1: [H] [K] [C] [X] 91.90% H,X Path1 :[H][G][K][C][X] 
Path2:[H][G][W][T][B][X] 8.10% 
H,K Pathl :[H][K] 100% H,K Path1 :[H][G][K] 
H, Ha Pathl :[H][G][W][T][Ha] 38.36% H, Ha Path1 :[H][S][T][Ha] 
Path2:[H][G][W][S][Ha] 61.64% 
H,T Path 1: [H] [ G] [W] [T] 100% H,T Path1 :[H][S][T] 
W ,C Path 1: [W] [T] [B] [X] [C] 0.7% W ,C Path! :[W][B][X][C] 
Path2:[W][G][H][K][C] 99.3% 
W ,X Path 1: [W] [T] [B] [X] 44 .99% W ,X Path 1: [W] [B] [X] 
Path2:[W][G][H][K][C][X] 55.01 % 
W ,K Path1 :[W][G][H][K] 100% W ,K Path1 :[W][S][H][G][K] 
W , Ha Path 1: [W] [T] [Ha] 43.78% W , Ha Path1 :[W][B][Ha] 
Path2:[W][S][Ha] 55 .22% 
W ,T Path 1: [W] [T] 100% W ,T Path 1: [W] [B] [T] 
C,X Path1 :[C][X] 100% C,X Path 1: [C] [X] 
C,K Pathl:[C][K] 100% C,K Path1 :[C][K] 
C, Ha Path1 :[C][X][B] [T][Ha] 100% C, Ha Path 1 : [ C] [X] [B] [Ha] 
C,T Path l :[C][X][B][T] 100% C,T Path 1: [C] [X] [B] [T] 
X,K Path1 :[X][C][K] 100% X,K Path 1: [X] [ C] [K] 
X , Ha Path 1: [X] [B] [T] [Ha] 100% X, Ha Path 1: [X] [B] [Ha] 
X ,T Path 1: [X] [B] [T] 100% X,T Path 1: [X] [B] [T] 
K, Ha Path 1: [K] [ C] [X] [B] [T] [Ha] 100% K, Ha Path1 :[K][C][X][B][Ha] 
K,T Path 1: [K] [C] [X] [B] [T] 100% K,T Path 1: [K] [C] [X] [B] [T] 
Ha, T Path1 :[Ha][T] 100% Ha, T Path 1 : [Ha] [T] 
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5.4.1 GA Parameter Settings and Process Performance 
Population size 
The GA process was tested with various settings of the population size. As shown in Figure 
5-13, the process appeared to converge at about 100 generations in all cases. However, the best 
performance was achieved when the population size was set at 200 individuals. For smaller 
population sizes (100,50) the process converged faster, but to higher network cost solutions. For 
larger population sizes (400 individuals) no significant improvement was observed and the 
process was noticeably slowed down. 
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Figure 5-13: Convergence of the GA process for different sizes of the population 
Nuntber of crossover points 
The best performance was achieved when single point crossover was applied. With 2-point 
crossover, no better results were obtained in terms of cost of the proposed network solution. 
Moreover, the convergence of the process was slowed down without any gain. When the 
number of cross-over points were more than two, despite higher fitness individuals emerging 
relatively early, the final attained fitness was low and the solutions obtained were not 
satisfactory. The main reason for inefficiency of multi-point crossover seems to be disruption of 
useful blocks of bits within the chromosome structure, since greater number of string segments 
are exchanged between chromosome pairs. Thus GA couldn't process efficiently the meaningful 
blocks and it's randmu nature was intensified. Furthermmore, ineffectiveness of multipoint 
crossover in large populations is confirmed. In [Sri94] it is suggested that multi-point crossover 
seems to operate more effectively in small populations where a few solutions could be 
situultaneously processed. Single point crossover turned out to be the best choice. 
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Crossover probability 
Simulations were also carried out for identification of the impact of different crossover and 
mutation probabilities on the search process. Since the selection of crossover and tnutation rates 
depend on encoding strategy and population size, simulations with different setting of crossover 
and tnutation probabilities were conducted. It was observed that for this particular problem high 
settings of crossover probability provided better performance. The setting Pcros.,·ovcr = 0.9 turned 
out to be the best choice. For lower values the obtained solutions were not that satisfactory. 
Setting Pcrossover;;;;; 1 speeded up convergence, although it resulted in low quality solutions. 
Mutation 
The best setting for mutation probability was detennined to be P, 11tatinn = 0.001. For lower values 
the obtained solutions were not satisfactory (any lost genetic information could not be 
recovered). For greater values the process tended to become a random walk. 
In summary, the optimal pe1formance in terms of quality of the solution and computational 
complexity, was achieved when the population size was set to 200 individuals and single point 
crossover was applied with crossover probability Pcrossovem;;;;; 0.9, while mutation rate was set to 
pnmtatim1;;;;; 0.001. 
5.4.2 Comparison with Other Methods 
The results (topologies, cost and average packet delay values) obtained using the Branch 
Exchange method and the Man-GA method referred to in section.5.3 are shown below (Figure 
5-14, Figure 5-15). The Branch Exchange method yields a network solution which exhibits 
higher values for both cost and delay, when compared to all the solutions (1-5) produced based 
on the proposed technique. The Branch Exchange method is restricted to search for a network 
solution throughout the transformations that can be produced from a single arbitrarily initial 
topology, whilst the proposed method searches for a solution by exploring in parallel a wide 
region of the search domain which implies that the probability of obtaining a high performance 
network solution is much greater. 
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Figure 5-14: Branch Exchange Solution Figure 5-15: Man-GA method Solution 
The MAN-OA solution is inferior to the solutions based on the proposed method. All the five 
produced solutions in the previous section outperform the solution MAN-OA proposes (Figure 
5-15), in terms of cost performance. Concerning delay, Solution.5 (Figure 5-12) gives a lower 
value. Note however that the original design objective was to minimise cost subject to the delay 
constraint T<O.lsec. The cost and average packet delay values for all the network topologies 
obtained are summarised in Table 5-15. In terms of average link utilisation, solutions 1-5 
exhibit utilisation at or clo e to 80%, which compare favourably with the 70% and 65% 
utilisation levels achieved by MAN-OA and the Branch exchange methods respectively. 
Solutions 1 and 5 also show higher overall network capacity compared to MAN-OA and Branch 
exchange solutions, whilst maintaining higher utilisation levels. 
Table 5-15: Summary of final topologies 
Network Total ,ti'' 
,,, ' 
Cost ａｶｾｲ･ｧ･＠ •. Packet 
capacity " Flow Ave. ｳｯｬｵｴｩｯｮｾ＠ Ｂｌ ｾｵｮ ｟ ＡｴｳＩ＠ ,, Dela}«'(sec} , ｾＬ Ｈｍ｢ｰｳＩ＠ Utilisation .:" (Mbps) , ,, ｾ Ｇ＠ ' ;;, 
Sol.ution 1 46,620 0.074 948 735.2 77.2% 
Solution 2 47,580 0.097 798 644.6 80% 
, Solution 3 ., ;'i 47,510 0.080 888 704.8 79.4% 
Solution 4 48,220 0.090 798 626 78.2% 
Solution 5 48,450 0.056 954 734.8 77% 
MAN·GA 50,590 0.064 894 622 69.4% 
Branch X 55,310 0.099 834 547 65.4% 
The superior performance of the proposed technique compared to Man-OA, in terms of the 
quality of olutions obtained, can be attributed to: 
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o The Man-GA method views packet delay as a network property to minimise (two 
objectives: multiobjective GA approach), and thus becomes completely insensitive to the 
value of the delay constraint. 
o In the Man-GA method the excessive use of GAs throughout the optimisation process, 
seems to be depriving the evaluation function of the ability to assess individuals as they 
should be. The stochastic nature of the GA (employing evaluation function that it uses) 
leads to a frequent overestimation or underestimation of individuals (topologies) within the 
main GA population. 
5.5 Conclusions 
A total solution to mesh network design problem based on a genetic algorithm approach was 
presented. Combining the robustness of a GA with the efficiency of specialised network 
algorithms i.e. the BG algorithm used to solve CFA problem, a hybrid scheme was deployed. 
The key points for the success of the proposed method are: 
• The parallel search that a GA en1ploys throughout the solution space of the problem, 
• The fitness evaluation function of individuals of the GA process achieved the fair 
evaluation of candidate topologies and 
• an efficient managen1ent of the genetic information available in each generation - the 
choice of selection mechanism (Stochastic Remainder Without Satnpling) and Linear 
scaling, both contributing to preservation of population diversity and avoidance of 
pre1nature convergence. 
The optimal performance in terms of quality of the solution and computational complexity, was 
achieved when the population size was set to 200 individuals and single point crossover was 
applied with crossover probability Pcros.wver= 0.9, while mutation rate was set to Pmutaticm = 0.001. 
Single and double point crossovers seem to preserve the "high fitness" segments of bits. In the 
final results, single-point crossover was applied as it was considered to be the best trade-off 
between maintaining useful string segments and preservation of population diversity. This has 
also confirmed the suggestion in [Gold89] that an important factor in convergence ability of GA 
is the preservation of chromosmnes useful segments, which could lead to better solutions. The 
secondary nature of the role of mutation parameter was verified, as the final choice of very low 
mutation rate of 0.001, enables preservation of meaningful/useful string segments, whilst 
managing to introduce useful corrections in the string structure at the same tin1e. 
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The objective function of a probletn is the main source of and mechanism for evaluating the 
status of each chrmnosome. It takes the chromosome as input and produces an objective value 
as performance measure. However, since its range of values varies from problem to probletn, 
principally to maintain uniformity over various problem domains, the object value is rescaled to 
a fitness value. In the linear scaling that was implemented, the coefficients were chosen to 
enforce the quality of average objective value and the scaled average fitness values and caused 
maximum scaled fitness to be a specified multiple of the average fitness. Linear scaling allowed 
the best individuals to create higher number of offspring, by multiplying their fitness by a 
suitable coefficient. To generate good offspring, efficient parent selection mechanisms are also 
necessary. The Stochastic Remainder Sampling Without Replacement scheme used, is a 
technique that con1bines tninimum spread beyond zero bias, with low cmnputational 
cotnplexity. Its effectiveness is related to its ability in preventing early dominance by fit 
individuals and the range of the possible number of trials that an individual may achieve i.e. the 
nlinimutn spread. 
Cmnparison of the results obtained by the proposed technique with other two methods reveal 
that solution 5 for example, results in the network costs that are 4.3% and 12.5% less than costs 
obtained by MAN-GA and Branch exchange solutions respectively. Note that using MAN-GA 
has produced a solution that costs 9% less and has two-thirds the delay of Branch exchange 
solution. In terms of delay, solution 5 results in 12.5% and 43.4% less delay, compared to 
MAN-GA and Branch exchange solutions respectively, whilst solution 1 results in 7.8% and 
15.7% less cost than the above two solutions. In terms of average link utilisation, solutions 1-5 
exhibit utilisation at or close to 80%, which compare favourably with the 70% and 65% 
utilisation levels achieved by MAN-GA and the Branch exchange tnethods respectively. 
Solutions 1 and 5 also show higher overall network capacity whilst maintaining higher 
utilisation levels, at lower costs than MAN-GA and Branch exchange solutions. The proposed 
GA-based method used for the design of communication network has thus produced solutions 
that cost less and have lower delay than the two other typical design methods. 
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Chapter 6 
CONCLUSIONS AND FUTURE WORK 
6 Research contributions 
This thesis has addressed database signalling in GSM networks with particular emphasis on 
signalling costs and database related transactions, location management signalling traffic in the 
access network and the efficient design of packet communication networks. 
In chapter 3, the operation and implementation of the basic anchoring technique and an 
optimisation of the basic scheme for application in GSM networks, was evaluated. Distribution 
of the HLR related signalling load was achieved through replacing of the expensive location 
registration messages between the serving VLR and the HLR by n1essage exchanges between 
MSC/VLRs. h1 response to subscriber call and mobility patterns, the optimised anchoring 
scheme retnoves the need to always report location changes to the anchor VLR whilst balancing 
the costs of both location update and call routing. As the benchmark for the comparison of the 
results, GSM standard signalling transactions and database traffic under the same traffic model 
and user n1obility assumptions, were used. An analytical model for the proposed optimisation 
procedure was introduced. It was shown that within the call-to-mobility (CMR) range 
considered i.e. 0.01 to 100, the location registration signalling cost of the optimised scheme can 
be reduced to less than half that of GSM. It was also shown that HLR related signalling costs 
can be reduced by as tnuch as 25-65% in the CMR range considered, compared to GSM. Also 
under typical operating conditions, reductions in the total network signalling cost of about 60-
25% at low to high CMR respectively, can be achieved. Where as the cost of call routing in the 
original anchor scheme is about 2 - 3.5 times that of GSM (at low CMR values), the 
optinusation procedure managed to reduce this cost to within 1.6 times that of GSM under a 
variety of network loading conditions. 
In chapter 4, the petformance of the proposed adaptive multiplayer location management 
technique was evaluated and compared with a number of dynamic schemes for reducing the 
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location update and paging control traffic, through extensive simulations. The sitnulations were 
conducted under a variety of cormnon call and mobility profiles. The performance of selected 
algorithms with and without Recent futeraction Paging (RIP) was also evaluated. With RIP 
enabled, paging for the called subscriber is done initially in the last known subscriber 
location/cell, and following a tiine-out or no response from the paged cell, the whole LA (minus 
the paged cell) is then paged. This simple 2-step paging process was shown to be beneficial 
particularly when rate of updates and/or call arrival rates are high. Of the two dynamic sche1nes, 
Alg.2 showed better perfonner with FF move1nent, whilst Algo.3 was the better performer with 
MG movement. Alg.4 outperformed all schemes considered, irrespective of the type of 
Inoveinent considered, and it was the only scheme where LA size could be scaled down to 1 
cell, when user is stationary. Recent futeraction Paging (RIP) had the most significant impact in 
mixed subscriber environments where majority of subscribers were slow-moving and the 
observed average (over all schemes considered) improvement with RIP was around 8-18%. 
Also, of all the sche1nes considered, RIP produced most gain when applied in conjunction with 
schemes of Alg.3 and Alg.4, and both schemes with RIP enabled, resulted in about 30-38% 
signalling cost savings compared with the baseline fixed-LA scheme of GSM. 
High performance gains by the scheme of Alg.3, is attributed to the ability of the scheme to take 
advantage of available regional infonnation, implicit in the calculation of the cell visiting rate 
and itnplied within the formulation of the cost function. Nevertheless, iinprovements only 
began to set in after about 20 km/hr. and at call rates below 3 calls/hr. Despite the observed 
significant performance gains/savings by the schemes of Alg.3 and Alg.4, it should be noted that 
implementation of the scheme of Alg.3 requires the MTs to forward the identities of all the cells 
within the personal LA of MT to the network, during location update procedure. Inevitably, this 
operation results in higher resource consmnption i.e. more signalling bandwidth will be 
required, and also the network databases will be required to maintain and update the list of cells 
comprising the personal LA of subscribers, on a per-user basis. On the other hand, the scheme 
of Alg.4, only requires broadcast of a single additional parameter i.e. the no. of layers, and since 
the identities of all LAs are pre-determined at the network side, and there are no additional 
requirements, implementation of the scheme of Alg.4 is less complex than the scheme of Alg.3. 
Based on the cmnputational results obtained, the distance-based strategy of Alg.5 was shown to 
be not as efficient as the fixed LA strategy. A higher combined cost of location update and 
paging is associated with the sche1ne of Alg.5, since when the LA size of the distance-based and 
the fixed-LA strategies are the same (both have same paging cost), the distance-based strategy 
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incurs higher location update cost, and on the other hand, when the location update costs are the 
same, the location area size for the distance-based scheme is greater than that of the fixed 
sche1ne, resulting in higher paging costs. Also Location area size could not be scaled down 
when user is stationary, and the LA size could only assume specific (sub-optimal) values. 
The Hybrid GA-Heuristic approach in chapter 5, was aimed at achieving a cost efficient design 
for partial1nesh packet-switched coffilnunication networks with application to GPRS backbone 
architecture. Combining the robustness of a GA with the efficiency of specialised algorithms i.e. 
the BG algorithm used to solve CFA problem, a hybrid scheme was deployed. The key points 
for the success of the proposed method could be attributed to the efficient management of the 
genetic information available in each generation i.e. the choice of selection mechanism 
(Stochastic Remainder Sampling Without Replacement) and Linear scaling, both contributing to 
preservation of population diversity and avoidance of premature convergence, as well as the 
fitness evaluation mechanism used in the 1nain GA process which was responsible for a fair 
evaluation of candidates in each generation. The optimal performance in terms of quality of the 
solution and cmnputational complexity, was achieved when the population size was set to 200 
individuals and single point crossover was applied with crossover probability Pcrossover = 0.9, 
while 1nutation rate was set to P11111wtion = 0.001. Single and double point crossovers seemed to 
preserve the "high fitness" segments of bits. In the final results, single-point crossover was 
applied as it was observed to be the best trade-off between maintaining useful string segments 
and preservation of population diversity. The secondary nature of the role of mutation parameter 
was also verified, as the final choice of very low mutation rate of 0.001, enabled preservation of 
meaningful/useful string segments, whilst managing to introduce useful corrections in the string 
structure at the same time. In the linear scaling that was implemented, the coefficients were 
chosen to enforce the quality of average objective value and the scaled average fitness values 
and caused 1naximum scaled fitness to be a specified multiple of the average fitness. Linear 
scaling allowed the best individuals to create higher number of offspring, by multiplying their 
fitness by a suitable coefficient. 
Cmnparison of the the proposed hybrid technique, with two other methods revealed that the 
network costs of solution 5 were 4.3% and 12.5% less than costs obtained by pure GA based i.e. 
MAN-GA approach, and Branch exchange solutions respectively. Note that using MAN-GA has 
produced a solution that costs 9% less and has two-thirds the delay of Branch exchange 
solution. As far as the delay was concerned, solution 5 resulted in 12.5% and 43.4% less delay, 
compared to MAN-GA and Branch exchange solutions respectively, whilst solution 1 resulted 
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in 7.8% and 15.7% less cost than the above two solutions. In terms of average link utilisation, 
solutions 1-5 exhibited utilisation at or close to 80%, which compared favorably with the 70% 
by MAN-GA and 65% by the Branch exchange methods. Solutions 1 and 5 also showed higher 
overall network capacity compared to MAN-OA and Branch exchange solutions, whilst 
maintaining higher utilisation levels. The MAN-GA method views packet delay as a network 
property to minimise (i.e. multiobjective GA approach), and thus becomes completely 
insensitive to the value of the delay constraint. Fmthermore, the excessive use of GAs 
throughout the optimisation process, seems to be depriving the evaluation function of the ability 
to assess individuals as they should be. The stochastic nature of the GA (employing evaluation 
function that it uses) lead can to a frequent overestimation or underestimation of individuals 
(topologies) within the tnain GA population. 
6.1 Future Research Directions 
As far as tnobility management techniques are concerned, schemes based on user movement 
and call-arrival profiles have been shown in the existing literature to be able to reduce the 
signalling costs, however, they are sensitive to mobility and call patterns assumed. On the other 
hand, dynmnic methods usually require on-line collection and processing of great deal of data 
which can result in significant processing overheads. As far as DB architectures are concerned, 
centralised database architectures of which GSM and IS-41 are the prime examples, are based 
on Fixed LA partitioning scheme and are therefore associated with high signalling loads due to 
location updating procedure. Besides, centralised architectures do not scale well. Distributed 
database architectures can lead to minimisation of the signalling costs ( for location registration 
and updating) however, the gains achieved may be at the expense of increased database updates 
and interrogations. Also, deployment and network management of many databases is at best 
problematic and distributed architectures tend to increase call set up delays unless full or partial 
replication of user data is used. The main requirements for efficient location management are : 
• Minhnization of database access/transactions due to location update traffic - It is expected 
that in the near future, the actual overhead of transporting the signalling traffic by the 
signalling network will be much reduced, since optical fiber based transmission and high-
speed switching capabilities will provide bandwidths on the order of 100 Gb/s. It will 
therefore be possible to provide signalling capacity on the order of several Mb/s in 
broadband cellular networks. Hence, the simplification of signalling procedures and 
minimization of database access for mobility management will be the key issues to address. 
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• Minimization of the signalling traffic on the air-interface, through intelligent partitioning of 
LAs - The optimun1 solution would be allocation of "personal location areas" i.e. LAs on a 
per-subscriber basis, taking into account, user mobility and call patten1s, as opposed to 
"fixed location areas". However, since the processing of data on a per-user basis may 
consume significant cmnputing resources, and taken into consideration the fact that high 
mobility subscribers tend to exhibit similar mobility characteristics, solutions based on 
group/volume mobility i.e. dynamic LA partitions based on volume mobility as opposed to 
individual subscriber mobility patterns, may provide more efficient tnechanisms. Thus the 
trade-off between the location updating and paging signalling load remains the 1nain 
pedormance optimization problem during LA planning. 
• The observed high levels of LU traffic in the case of the distance-based scheme (with RIP 
enabled) is compensated by extremely low levels of call-related signalling traffic compared 
to other schemes. It seems that the distance-based strategy is able to take full advantage of 
RIP, and this opens up the possibility that combinations of techniques could perhaps result 
in even greater savings in the signalling load. For example, the schemes of Alg.3 and Alg.4 
have shown particularly high aptitude in adapting/tracking local mobility profiles and 
appear rather 1nore successful in reducing the location update related signalling traffic. A 
combination of Alg.3/Alg.4 and Alg.5 (with RIP enabled) could in principle be used such 
that during periods of thne when the call-to-mobility of subscriber is high, the system 
(network or tenninal) initiates a distance-based LU mechanism, and when the Inobility 
begins to or is estimated to result in high rate of location crossings i.e. at low call-to-
Inobility ratios, the system reverts back to either of the schemes of Alg.3 or Alg.4. Such a 
combination not withstanding the hnplementation issues, seems a viable combination for 
further reducing the signalling across the air-interface. A combined scheme should therefore 
be iinplemented and fully investigated. 
The proposed GA-based 1nethod used for the design of cmnmunication network produced 
solutions that cost less and have lower delay than the two other typical design methods. 
However, the method has not given all it has to offer. Further enhancen1ents can be achieved, 
and in that direction the following might prove beneficial: 
• A the end of the optimisation process apply a local search technique around the finally 
proposed GA solution, using a conventional method (e.g. Branch-exchange). This can help 
explore any possible hnprovements that the GA missed to locate (after all GA is a global 
search optimisation technique). 
176 
Chapter 6. Conclusions and Future work 
• Incorporate fitness sharing and mate restriction schemes to promote the evolution of species 
mnong the GA populations. Thus, a number of optimal solutions will be yielded at the end 
of each execution (GA convergence to more than one points of the search domain). 
• Explore possibilities of further performance improvement when other Genetic Operations 
are incorporated (e.g. reinsertion, inversion). 
• The proposed technique should be tested for network problems with a greater number of 
nodes, to check its performance for more difficult problems than the 10-node one 
considered here. Also impact of different tariff mechanisms/cost models on opthnal 
component placement or topologies, need to be further assessed. 
• Incorporation of repair heuristics, to avoid search for infeasible solutions or false minima. 
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1\p}Jend.ix 1\ - GSM Signalling Message Cltarts & SS7 Tables 
MS e·ss . - I ｟ＮＮＮ｟ ｾｌＺｒｮ･ｷ＠ I HL:R f\JISGnew 
ｾＬｾ ﾷ＠ ＮＮＬｾ＠ ..... Ｌｾｾ ﾷﾷ＠ ＭｾｾＬｾｾｾｾ＠
: 
CHANNEL REQ. 
.. 
... 
! ｾ＠ IMMASSIGN 
1" Location Upd. REQ. Complete L3 message 
i 
.. .. Update Location Area 
CKSN, A5 list, LAI, IMSI Send Parameters 
Loc. Upd. Request LAl, IMSl IMSI 
Authentication REQ. _._ Authenticate IMSI Response 
" !" RAND,CKSN RAND,CKSN IMSI,[RAND, SRES, Kc1 + CKSN 
I 
Authentication RES. Authentication response 
SRES SRES 
Update Location (IMSI) 
... 
.... 
Set ciphering mode [l<c 1 VLR ld, LMSI, MSCNLR address, MSRN ! 
: Cipher Mode Command ... Insert subscriber data i .... CIPH. MODE CMD. Forward new TMSI ... i ｾ＠ single selected A5 A5list, Kc I' IMSI, subscriber data 
! 
TMSIN Subscriber data Insertion Ack 
... 
ClPH. MODE COM. 
.. Cipher Mode Complete 
.. 
'..I Update Location Ace • 
j .... Location Upd. ACC. Location Area Update Ace. ｾ＠ HLR address l ｾ＠ LAIN• TMSIN TMSI Realloc. Complete I TMSIAck. .. CHANNEL REL. .... Clear Command ... 
: Clear Complete i DISC. .. .. ,... UA i,. Release Ind. 
.. 
... 
i .... RF Channel Rei. 
!"' ｾ＠ RF Cllan. Release Ack. 
.. 
,. 
: 
Figure Al.l - MAP signalling message sequence during first location update/registration 
! ｾ＠l Looollon Upd. REO. 
CKSN, AS list, LAI0 , TMS10 
Authentication REO. ! ｾ＠ Authentication RES. 
l CIPH. MODE CMD. j " single selected AS 
ｾ＠ CIPH. MODE COM. 
I l ｾ＠ Location Up d. ACC. 
CHANNEL REL. 
I" Release Ind. 
RF Channel Rei. 
RF Chan. Release Ack. 
BSS I ｾ＠ .... ｾ＠ ＢＢＧＢＢＢＢＢＧＢｾＭｊ＠
.. 
... 
ｾ＠
.. 
... 
... 
Complete L3_message 
Loc. Upd. Request 
RAND,CKSN 
SRES 
Cip/1er Made Command 
A51ist,l<c 
Cipher Mode Complete 
Clear Command 
Clear Complete 
.. Update Location Area 
LAIN , LAI 0 , TMSI0 
.... 
Authenticate 
AAND, CKSN 
... AutiJentication response 
SRES 
Set ciphering made { Kc 1 
Fonvard new TMSI 
, 
TMSIN 
Location Area Update Ace. 
TMSIAck. 
.. 
Send Parameters 
TMSI0 
1... IMSI Response 
IMSI, {RAND, SRE'iS, Kc1 + CKSN 
Update Location (IMSI) 
VLR ld, LMSI, MSCIVLR address 
Insert subscriber data 
IMSI, subscriber data 
Subscnber data Insertion Ack 
Update Location Ace. 
HLR address 
... 
ｾ＠ Cancel Location 
Location Cancel Ace ... 
Figure Al.2- MAP signalling message sequence during location update to a new VLR (neighbour) 
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ｾｾｾＭ ﾷ ＭＮ＠ ｾｾ＠ ..... ｾｮ｜ＪＭｾ ﾷ＠ ｾｾＭﾷＭ ｋｴｈﾫﾫｾｾ ﾷ Ｍ
MS BSS I HLR j 
CHANNEL REQ. 
r' 
.J. IMMASSIGN 
Location Upd. REQ. .. Complete L3 message 
__.. Update Location Area 
CKSN, AS list, LAI0 , TMSI0 
.. 
Loc. Upd. Request LAIN, LAI0 , TMSI0 
Identity Request Provide IMSI 
ｾ＠
Identity Response 
/MS/Ack. Send Parameters .. .. 
.. 
Autllentlcate Parameter Set 
Authentication REQ. .J. 
RAND,CKSN IMSI, (RAND, SRES, Kc) + KSN 
Authentication RES. RAND, CKSN 
_ .. Authentication response Update Location (IMSI) 
... 
SRES SRES 
.. 
VLR ld, LMSI, MSCNLR ｾ＠ ｾ､ｲ･ｳｳ＠
.., Cipher Mode Command Set cipllering mode [ Kc ) .., Cancel Location CIPH. MODE CMD. 
single selected A5 AS list, Kc Location Cancel Ace. 
CIPH. MODE COM. Cipher Mode Complete .. Insert sl/bscriber data Fon'>'ard new TMSI ｾ＠ ｉｍｾ＠ I, subscriber data Insert subscriber data Ack. 
TMSIN ,.. 
Location Area Update Ace. Update Location Ace. Location Upd. ACC. , HLR address 
LAIN, TMSIN 
TMSI Real!oc. Complete 
TMS/Ack. 
.. 
CHANNEL REL • .J.. Clear Command 
.... 
, 
ｾ＠
DISC. Clear Complete 
UA 
Figure Al.3 - MAP signalling message sequence dming location update to a new VLR (non-neighbour) 
EXch. ﾷ ｾ＠ﾷｾＭ ....... .:..........J 
IAM(ISUP} 
HLR i ｾＢｾ＠ --· ｾｾｾＧｾ＠
Send routino info. Provide roaming no. 
RoamlnoNo. Routing info. 
IAM(JSUP} 
Bearer cct. establishment 
Send in!o.I/C call setup 
PageMS 
MSC.,.11,, I ＢＧＢＧＧＧｾＧ ｾｳ｣＠ """""""I ... ｾＮ ｾＡ Ｚｾ［Ｎｊ＠
PAGEREQ. I PAGE ( GL. MESS.) 
TMSI BSSMAP CHAN.REQ. 
IMM ASSIGN 
BSSMAP 
SCCP _CR (PAGE RES.) SABM (PAGE RES.) 
Process access req. 
SCCP_CC 
UA (PAGE RES.) 
Authenticate 
DTAPI Authentication REO. 
Aulhentication resp. (OTIIPJ Authontlcallon RES. 
Set ciphering mode 
Cipher Mode Command CIPH. MODE CMD 
Process access res. BSSMioP 
IMSI Cipher Mode Complete 
CIPH. MODE COM 
Forward new TMSI TMSI Realloc. Command DTAP 
TMSI Ack. TMSI Realloc. Complete DT/\Pl 
Complete Call SETUP tDTAPl 
Call Confirmed !DTAPl 
ASSIGN REQ. ASSIGNCMD. 
Bearer cct. establishment 
ANS(ISUP) 
ACM (!SUP) 
ASSIGN COM. 
.. ASSIGN COM. l 
ALERT (DTAP) 
SPEECH/DATA RoiV /lase 
ｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭ ------------- -------------- ---------------- -------------------
CONNECT Ack. tDTAP' ｾ＠
-------------.-l 
Figure Al.4 - MAP signalling message sequence for Mobile_ Terminated call 
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ｍｓｃ Ｍ •ｯｾ•ｮｯ ﾷ＠
ＭｾｾｾＭ
l IMMASSIGN 
ｃｯｭｰｩ ｾｊｴ･｟ ｌＳ｟ｭ｡ｳｵｧ･＠ • ｂｓｓＧＭｾｐ＠SABM (CM·SERV. REO.) Process access re ques1 [ MO Call Requesl J • TMSI0 SCCP _CR (CM·SERV. Req.) 
UA (CM·SERV. REO.) SCCP_CC 
Authenllcate 
ｾＭＭｾａｾｷｾｨ･ｾｮｬｾｬ｣ｾ｡ｬｬｾｯｮｾｒ｟ｅｯ｟Ｎｾｴｍ｟ｾｾｾＭＭｾｾＭＭＭＭＭＭＭＭＭＭＭＭｾ＠
; Authnnllcallan RES. {DTAI'J Auf he nllcation rasp. 
Cipher Made Command 
Set ciphering modo 
ｾＭＭｾｾｾｾ］ＭＭＭＭＭｾｾＭＭｃｾｾｨ｟･ｲｾｍ］｡､ｾ･ｾ｣｡｟ｾｾｬｯ｟ｴ･＠ ____ ｾＭＮ｟ｾｐｲｾｯ｣］･ｳｾｳｾ｡｣］｣･ｾｳｳｾｲ･ｾｳｰ］｡ｍ］ｯｾＭＭ
Forward now TMSI TMSI Reallac. Command {OTAI'J 
TMSI Realloc. Complete {DTAPi 
SETUP tOTAPJ 
Call proceeding (OTAPJ 
ASSIGNCMD. ASSIGN Request 
Boaror circuft establishment 
ASSIGN COM. ASSIGN Complete 
ALERT(OTAP) 
CONNECT {OTAPI 
I ｩＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭ［ｾｃｾｏｾｎｎｾｅｾｾｾａ］｣ｾｾｾｾｍａｉＧｊｾＭＭｾｾ＠
TMSI Ack. 
Send Info. 0/G call sotup 
Complete call 
Send rautinglnlo. 
routing Info. Ack. 
IAM(ISUP) 
Bearer eel. establishment 
ACM (!SUP) 
ANS (I SUP) 
ｾＭＮ＠ -· -· -·-· -·-·-·- ·- ·- •-. • -· -·-·-·- · -·- ·-, -·- · ﾷＭ•ｾＧＺｬｦＮｅ｟ｾａ｟ｔｾＮｒ｟ＲｾｖＡｾＧＡＮｳｾＭ ·- • 
A 'J 'Jendices 
. -·-·-·-·- ·- ·-.-.- -. -·-·-· -·-·-·• 
Figure Al.5- MAP signalling message sequence for Mobile_ Originated call 
A.l Handover 
Handover refers to the transfer of an existing connection to a new basestation. In GSM handover decision 
is made by the network, and it is based on BSS criteria (received signal level, channel quality, MS-BTS 
distance) and on network operational criteria e.g. current traffic load of the cell. Periodically, the MS 
gathers signal field strength measurements of its current downlink and those of the neighboring 
basestations (quality monitoring). On the network side, the signal quality of the uplink is monitored, the 
measurement reports from MS are evaluated and handover decisions are made. Principally, two kinds of 
handovers can be distinguished: 
• Intra-Cell Handover : for admin. Reasons or because of channel quality the MS may be assigned a 
new channel within the same cell. This decision is made by the RR management of the BSS and also 
executed within BSS. 
• Inter-Cell Handover : the connection to an MS is transferred over the cell boundary, to a new BTS. 
The decision re. Time of handover, is made by the RR protocol module of the network based on 
measurement data from MS and BSS. 
As far as Inter-Cell handovers are concerned, two cases are distinguished. Internal Handover which refers 
to handovers between cells belonging to the same BSC. This does not require the involvement of 
controlling MSC except for notification of MSC re. successful execution of handover by the BSC). 
External Handover refers to handovers where participation of at least one MSC is required. Handovers 
between cells belonging to different BSCs (under control of same MSC - i.e. Intra-MSC HO) and those 
between cells belonging to different BSCs (under control of different MSCs - i.e. Inter-MSC HO) are 
classified as external. Figures A1.6 and 7 show the message sequences for Internal (Intra-BSC) and 
external (Inter-BSC!Intra-MSC) hand overs. 
A.l.l MAP and Inter-MSC Handover 
Iuter-MSC handovers require communication between the involved MSCs, which makes use of SS7 
transport for MAP transactions. The serving MSCA , sends a handover request to the target MSCn , and 
once the link is setup between the two, MSCA will issue the handover command to the MS. There are 
cases to consider: 
187 
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• Basic Handover procedure- the call is handed over from MSCA to MSC8 (1). 
• Subsequent Handover procedure - (2) the call is handed over from MSC8 back to MSCA OR (3) for 
handover to a third MSC, the call is first handed over from MSC8 back to MSCA (known as 
Handback) and then from MSCA to MSCc. 
Thus, Basic handover procedures are used for the first handover between MSCs, whilst Subsequent 
handover procedures are used for handovers to subsequent MSCs. The MAP message sequence charts for 
the Basic and Subsequent HOare shown in Figures Al.8,9 and 10. 
MS MSC 
Measurement report. 
Measurement report. 
Measurement report. 
Handover Command 
Handover Completed 
Handover Performed 
Figure Al.6- MAP signalling message sequence for Internal (lntra-BSC) handover 
ｾ＠MS I 
...... .,...... ...... ._.._ .... Ｎｴｾ＠ ｾｓｓｮ･ｷ＠ I MSC M'S I 
l',,, Measurement report. :::: 
Measurement report. . 
ｾｾｾＢｾ＠ ＭＭﾷＭｾｾｬ＠
I ＺＺＺＺＺＺＺＺＺＺＺＺＺＺＺｾ＠ : ＺＺＺＺｾＺＺＮｾＺＺＺ＠ .. · _ ::7:.::.:::::.Aok · 
Ｌ•ＺＺＺＺＺＺｩｾ＠ ......... ｾＮｾＭｾｾｾＺｾｾＮｾＮＺＮｾＮｾＭｾＭｾＭｾ＠ ..................................................................................................................................................................................... ""'"t 
l,,· ...., Hs.ndover Detection Hs.ndover Access ...... • 
Physicallnformatlon ... 
Figure Al.7 -MAP signalling message sequence for External (Inter-BSC/Intra-MSC) handover 
MS/ BSSA 
ＢＢＧＢＢＧｾ ｾ ＢＢ ｔ ＢＢＧＢＢＧＢＢ＠
ｾＭＭＭｈ｟ｮ｟ｮ｟､｟ｯｶ｟･｟ｲ｟ｒｯ｟ｱｾｵＭｬｲ｟ｯ､＠ ____ ｾ＠
Perform Handover A/locale Handover Number 
Radio Channel Ack. Send Handover Report 
HA Indication 
--- __ !_A!!_--- MS/ B'SS B 
ACM ｾＮＮＭ｟Ｍ｟ＺｳｾＭ･ｾＺＡ＿｟､ＭＮＺ｟ｅｾｾ､ｾｾｾｾｾｾｾ｡ｾｾＭＭＭＭＱｾＱＭＭｈｂＭｉｮｈ｟､･｟ｬ｣｟ＺＧ｟ｾＺ｟［ｬ｟ｲｭ＠ ___ ｾ ｟ ｾ ｟ ｾｾ ｬ ｾｾｾﾷＢ＠
ANS 
------------
End or Call. ____ _ R_5l:_ ___ _ 
RLC 
------------End Signal 
Handover Report 
Figure Al.8 - MAP signalling message sequence for Basic (Inter-MSC) handover (MSCA to MSC8 ) 
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Note that subsequent handover from MSCs to MSCc consists of two parts: 
• A Subsequent Hand over from MSCn to MSCA 
• A Basic Handover between MSCA and MSCc 
MS/ BSSA VlR8 I ｾＢＢＢｾｾＢＭｾＧＢＧＧＢＧ＠ ｾＢＢＢＧｾＧＢｻＡ＠
Handover Report 
(remove handover number) 
Figure Al.9 -MAP signalling message sequence for Subsequent handover (MSCB to MSCA)- Handback 
MSCA I MS ｖｾｒ･＠ I VtRc j 
HA Request .. 
Perform Subsequenf:Handover 
.. Allocate Handover N mber .. 
Perform Handover 
Radio Channel Ack. Send Handover R port 
f"' Subsequent Handover ... 
Acknowledge ,. 
HA Indication 
.. 
HAConfirm .. HB Confirm 
.. 
Send End Signal (successful /landover) 
ANS ｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭ
End Signal 
ＢＢｾＭＭｾｈｾ｡ｮｾ､ｾｯｶｾ･｟ｲｾｾ･ｰ｟ｯｾｲｴＭＭＭＭＭＭｾｾＭＭＭＭＭＭＭＭＭＭｾｾ＠
(remove han dover number) "" 
____ ＳｾｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾ＠ Handover Completion .. 
RLC ｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭ
Figure Al.lO- MAP signalling message sequence for Subsequent handover (MSCA to MSCc) 
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ll1c size of parameters used arc as follows : MS BSS/MSCNLRn MSCNLRo 
u11glil of RAND - ＯＲＮｾ＠ hilS 
Ullglil of Allliletllicwioll key. Ki- / 2/l hils 
u11giiJ of Si •llti/Urc Rcspoii.I'C. SR£S - J2 i>ils 
u11g11r of Cipher key. Kc. 64 hiu 
u11gll' of COUNT (TOM A frame till.)- 22 /Jiu 
TMSI- 4 rx:lels ( 32 /Ji/J') 
CKSN · I oclel ( 8 hils ) 
: 
(5) Location Update Req. Sand Parameters 
CKSN, AS list, LAI, TMSI0 TMSio 
(6) Authentication Req. IMSI response 
NB . CKSN nf '\lnml;mt Kc" on the S!M, is passed onto 
network in Lnc.UPd.Retj. , CM-SERV.Retj. nr Page Re.<. 
messages. If not consistent witll CKSN sltlred in VLR, 
then MSC knows tlull uuthemicatinn is required prior tn 
ciphering. A value of CKSN = 0 ｌｾ＾ｲｲ･ｳｰｯ ｮ ､ｳ＠ to "no Kc 
allocated". ll>e CKSN retum cd hy network, contains the 
sequence numher of the "l<c to he L'Omputed", and is 
stored on the SIM. If the stored CKSN ;Uld one sent hy 
MT arc equal , tl1en network muy ch<x>se to stan ciphering 
witl1 tl>e stored key. 
Kl I ·.l, r + + RAND , CKSN : ""SI+{RAN0(1.n).SRES(1. n)l ••:,K< t1.n)) 
A3 & AS __ ___:(7;..:l_A...;u.;..th.;..en_;;tic.:.;a.;..tio;;;n_;;R.;..es:;.. --------ii SRES ｾｾ＠ ｾｾ＠ i ｾ＠ Kc 
I 
{f Y5S ·· ｴＢｴＭＮｩｴｾ･ ｾ ｴ＠ ir...at!on is 
ｾｨｾ｣Ｎ･ｴｴｾｾｴｵｴＮ＠ i 
(8) Cipher Mode CMD. Update Location 
Update Location Ack. 
COUNT __. AS +-Kc Kc -+- AS .,_COUNT 
fT0'4A'-- 1 ! 52 · 114bl1o 
｛ｍＩｾｾＭＭＭｾ ＨＹ Ｎ［ＮＮ Ｉ ｟ ｃＮ［ＮＮ ｩｾ ｟ ･ ｟ ｲｍ ｟ ｯ､ ｟ ･ ｟ｃｏ｟ｍ｟ Ｎ＠______ ｾﾷ ｾ Ｈ＠
'""''-·"•b11• ! EnCiph(MJ 
! 
S2-114 bltl Cancel Loc. 
OeCiph[M] : I .. ＮＮ｟ｉｃｉＺｩｬｾ＠
Cancel Loe. Ace. 
Kc ｾ＠ TMSin .r 
COUNT -----+ AS [ M ) i 
(Tow.•--.1 1bur111•ngtl·114bits Kc 1 
'''"" ""''"·"'"I ＭｩＩ＼ｬＺｬＭ• ﾷ• ｟ • • ｟ ＢＢ ｟ Ｇ ｟ Ｈ ＺＮＮＮＮ ｴｏ ＮＮＮ［［ Ｉ ｟ｌ｟ ｯ･ ｟ Ｚ Ｍ ｾＺ Ｍ ｾｾ Ｍ ｕＺＮＮＮＮｾ､ＭＺＭＺｮＭｾＭ｣ＺＭ ﾷ ｓＭｉｮＭ｝ＭＭＭｾｾ＠ · :S 
ｾｵＡＡ ｾＬ ｟Ｎ＠ AS +- Kc Kc -+- AS +- ｾｵｾ Ｍ•＠
I ••. ,..... ,!. 52 ·"· '"" ＡｍｊＭｾｾ ｾｾ ｾ ｾ Ｎ ＭＭＭＭＭＭＭＭＭＭｾ Ｈｴ ｾ ｴｬ ＺＮＮＮＮｔ｟ｍ｟ｓ｟ｉ｟ｒ ･ ｾ｡ｾ ｬｾ ＮＮＮ［［ ﾷ ｾ ｣ｯ ｾ ｍ Ｎ［ＮＮ Ｎ＠ __________ Ｋｴ ｾｔ＠
•--·"•"" i, EnCiph( M] 
i ｏ･ｃｩｾＨｍ｝＠
1, ｾ＠i 
Figure A 1.11 - Authentication & Ciphering in GSM 
HLR 
A.2 SS7 Tables 
A.2.1 SS7 Message Lengths 
Based on GSM Rec. 09.02 which defines the SS7 MAP protocol, estimates of MAP message lengths can 
be calculated. For each of the messages defined, the header sizes relating to lower protocol layers were 
calculated as follows : 
• 
• 
• 
• 
Tag and Length : 
MTPL2: 
MTPL3 
SCCP: 
TSL: 
CSL: 
2 octets per parameter used. 
7 octets ( inc. SIO, and 1 flag ) 
4 octets 
14 octets (SCCP with PC. For SCCP with GT header would be 16-32 octets.) 
10 octets for a BEGIN, or END and 16 octets for a CONTINUE 
10 octets for an INVOKE, 12 octets for a RETURN RESULT, 13 
octets for an INVOKE and 5 octets for a RETURN RESULT which is 
only an acknowledgement. 
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MES.SAGE 
NAME 
MESSAGE 
N·AM:E 
TSL CSL ｐ｡ｲｾｭ ﾷ ･ｴ･ｲ＠
-Le·l1·gth 
TCAP' 
Total 
Table A2.1 -Basic Inter-MSC Handover Message Lengths (octets) 
TSL CSL p ·aram eter 
Length 
TCA'P 
Totirl 
Table A2.2- Location Update (New VLR) Message Lengths (octets) 
A 'J endices 
Total 
Total 
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MESSAGE 
NAME 
rs'L CSL Parameter 
ｌ･ｏＺｾｴｨ ﾷ＠
TCAP 
. Total· 
Total 
ＢＢＭ ＧＧＢｾＧＭＢＧＧｾＭＭＬ＠ ___ ,__ """'-'"'" ................. '""'"""'""''""'-""'''""""""'-'$' _____ ,................. , .......... , .. ,y,-'"' ___ ,.... , ___ .... ,.,""i'""''-""'--''"'"""'"""''--"-""""''8''"''_,.W,,, ....... , .............. __ ＬｾＭＭﾷＧＢＧＢＧＧＢＢＧＢＧ｟Ｇ＠ ____ _ 
ｾｾｾＺｎ＠ [ INV(Proc.Access Req.)] l 10 l 10 ｾ＠ !5 ｾ＠ 35 ! 60 
CMSeN.type i i i 1 i i ｾｾｾｾｳｃｯｮｮＮ ｾＺｾｾｾ ｾＬｾＭｾｾＭＭＬｾｾ ｊ ｾＭＭＭｾｾ ｊ＠ ｾＭ ｊ＠ ｾ＠ l _____ j __ ,_, 
CONT [ INV(Authenticate.)] ! 16 i 10 ! 21 ! 47 ! 
1- ｾＺＺｾ＠ [ ｊｎ ｖＨｩ｜ｵ ｬｨ･ｮｬｩ＼ ｾ ｡ｬ･＠ Ack.)] i Ｑ ｾ Ｖ ＭＭＭ ! ｾ＠ ｾ＠ ｾ ｲｬｾ ＭＭＭﾷ ＵＹ＠SRES : i 4 ! i ｾ ｣ Ｍ ｯＢｎ Ｍ Ｍｦ Ｇ ｛＠ INV(Startcl;;her.) ｾ ｬ＠ Ｍｾ＠ .. ---.. ｾ ｾ Ｍ Ｍ［ ﾷ ［ ＭｾＭＭｾﾷＭﾷＭﾷ ｴ ＭﾷﾷﾷＭＭ ＱＭ ｯ ＭＭＭｾ ｾ ﾷＭＭﾷ＠ .. ﾷ Ｍ［ Ｍ Ｓ ｾＭＭＭﾷﾷ＠ ｩ ＭＭﾷ Ｍ ＳＹ ＭＭ ｴ Ｍｾ｟Ｌ｟Ｌ＠ __ ＢＶＴｾ＠Cipher Mode i i i 1 i 1 ｾＺ ｾﾷＭﾷＭﾷＭＭﾷｾＭ .. ＭﾷＭｾｾＭＭﾷｾＭＭＭＭｾＭＭＭｾＭ ｾ ＭＭＭＭＭＭｾＭＭＢＭＭＭＭﾷＭＭｾＬＭＬＮＮＮＮＬＮＮＮ｟ＮｾｾｾＭﾷＭｾＮ｟Ｌ｟Ｌ｟＠ .. ｟Ｌ｟ＮＭＭ Ａ ｾＭＭﾷＭＭｾＭＭ Ｑ ｾＭＭﾷＭＭＭCONT [ RES(Proc. Access Resp.} ] ! 16 1 12 i 1 0 i 38 i 63 IMSI i i i 8 i i 
reo NT [ ｊｎｖＨｆｾ ｾｾ ｲ､ｎ･ｷ＠ TMSI} l 1"'16 ｴ Ｍｾ Ｑｯ ｾＢ＠ .... --r-----6""' ............... ｾ＠ ........ !=-s2 ................ ｦ ＢＢＢＧＧＧＢＧＢ Ｇ ＧＢＢＢＢｾＢＧ＠ ........... ......, TMSI i ! ! 4 ! ! ＡＭＢｾｾＭﾷＭＭｾＭｾＭ .... ---··---· ｾ＠ ｾｾＮＫＭＭＮＮＭＭＭＭＭＭＭＭｾ ｾ ｾＭ ' Ｍ ｩ ｾｾｾＭＬＭＭ ｾ ｾＭＭＢＭ
1! ｾＶｾｾ＠ ［ｾｳｾｾｾｾ［［ﾷｾｾｴｵｰｽ＠ ｝ ｾｾ＠ ｾ ｾＭ ｾｾ Ｍ ｾ ｾＬＭｾ ｾ ｾＭＭﾷＭＭｾ＠ I ＭｾｾＭｾｾ ＱＸ ＭＬｾＭﾷｾ］ＢＢＢＢＢＢＭ Ｑ ｾ［ ｾＭｾＭｾＢﾷＢ Ｑ ＢｾＭＭｾＭｾ＠ 69 CalledNumber i ! ! 1 0 ! : BearerSeNice i l ! 1 ! i TeleseNice l ! i 1 l i l ｉ Ｂｅ［［［ Ｍ ｛ Ｍ ｉｎｶ＼｣ｾ ｾ ［ｾｩ［｣ Ｍ ｾＩ ＱＧ＠ __ , ________ Ｇｦ ｟ﾷＱ ｡ ＭＭｾＭｾＭﾷｾﾷ ｴ ＭＭＬ ［ ﾷ ［ ＭＭ ｴ ＭＭＭﾷＭＬﾷﾷ ［ Ｒﾷ ＭＭﾷＭＭＭ .. ＭＭｾＭ ｾ Ｍ 35 t·---------60--MsJsoN i ! i 1 o ! ! ｬ ﾷ］ｾｴ ｾ ＺＺＺＺＺＺＺＺ］ＺＺＺＺＺＺＺＺＺＺＺ］ＭｾＭ］ＺＺＺＮﾷＺ］ＺＺ＠ . ＮＭＺＺＺＺＺＺＺＺＺ］ Ｑ ＮＺＺＺＺＺＺＺＺＺＺＺＺＺＺＮＮＮＺＺＺＺＺＺＺＺＺＺＺＺ ｲ Ｍ］［ＮＮＭＭＺＺＺＺＮＮＭＮＮＮＭＺＺＺＺＺＺＺＺＺＺＺＭＮＮＺＺＺＺＺＺＺＺＺＺＺ ｩ ］ＭＭＺＺＺＺＭＮＮＺＮ］ＺＺＭＮＮＺＺＺＺＺＺＮＮＭＺＮＮＭＭＺＺＺＺＭ Ｔ ＺＺＺＺＺＮＮＭＺＺＺＺＺＺＺＺＺＺＺＺＺ［ＭＺＺＭ ｩ ＺＺＮ］］ＮＺＺＺＺＺＺＺＺＺ］ｾ Ｍ［ ＭｊＭ Ｑ＠ACM i l l i i 16 ANS i i i ! i 14 REL ! ! i i l 18 RLC i l i i i 14 ＧＢＢＢＧＢﾷＭｾＭＭＭﾷＭＭ ............. ｾ＠ ... ｾＮＮＮ｟ｾ＠ ......... ＭＮＭＭｾＭＭ ......... ﾷ ｾＭＭＭＭＭＧＭＢＢＢＢＢＢＢＧＢＧＢＢＢＧＧＧＧ｟｟ＮＮＮＮＮＬＮＬ｟ＬＬ＠ ... l .,..,., ..... _____ , ... __ : __ ... ._, ....... _ ... ___ ｾ Ｚ＠ _.,, ... ,,, ..... _,_,,_, .... w. ......... ,... ..................... _"'*''"_:""""_, __ ,,_,_ .................................... J ........... _ ...... , ........... .....-......................................... ,_ 
Table A2.3- MO Call Establishment Message Lengths (octets) 
For call setups (both mobile-originated and mobile terminated call types) the number of bytes between 
SS7 nodes involved per transaction are : 
• MO_Calls- Originating MSC and terminating switch: 
• MO_Calls- Originating MSC and associated VLR: 
• MT_Calls- Originating switch and terminating MSC: 
• MT _Calls - Terminating MSC and associated VLR: 
• MT_Calls- Originating switch and HLR: 
120 bytes 
550 bytes 
120 bytes 
612 bytes 
126 bytes 
For an inter_MSC hand over the number of bytes between SS7 network entities is : 
• New_MSC and associated VLR: 148 bytes 
• New_MSC and Old_MSC: 383 bytes 
For an intra_ VLR location update, the number of bytes between SS7 network entities is : 
• MSC and associated VLR: 406 bytes 
For an inter_ VLR location update, the number of bytes between SS7 network entities is : 
• New_ VLR and associated MSC: 406 bytes 
• New_ VLR and Old_ VLR: 213 bytes 
• HLR and Old_ VLR: 95 bytes 
• HLR and New_ VLR: 182 bytes 
The above results have been sununarised in Table 2.2 chapter II. 
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MESSAGE 
NAME 
TS.L CSL p·arameter 
Length 
ｲ｣ｾｐ＠
Total 
Table A2.4- MT Call Establishment Message Lengths (octets) 
A 7 Jendices 
Total 
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1\.ppendix B """' Modelling Communication Networks 
Graph theory is the basic mathematical tool when addressing network design problems [Ker93]. Some 
fundamentals of this theory, necessary to be understood even for the simplest design problem to be 
solved, are briefly given in the following sections .. In this section the basic terminology is introduced for 
describing graphs and their properties. Although graph theory is a well-established discipline, there are, 
unfortunately several different accepted terms for many of its basic concepts. The terminology given here 
is just one of a number of accepted sets of terms and is used consistently throughout. We also present the 
baseline up on which communication networks are modelled as graphs. 
B.l Graph Definition 
A graph, G, is defined by its vertex set, V, and its edge set, E. The vertices are more commonly called 
nodes and these represent locations (e.g. sources of traffic or sites of communication equipment). The 
edges are also called links, and these represent communication facilities. This is expressed: 
G=(V,E) 
While in theory , V can be empty or infinite, V is usually a non-empty set that is, 
V={ui li=l,2, ... ,N} 
where N is the number of nodes. 
Similarly , E is denoted by 
E={ ej lj=l,2, ... ,M} 
where M is the number of edges 
A link, ej, corresponds to a connection between a pair of nodes. This is sometimes noted by a link ej 
between nodes i and k as 
ej= (Uj,UJ 
or more simply as 
ej= (i,k) 
A link is incident on a node if the node is one of its endpoints. Nodes i and k are adjacent if there exists a 
link (i,k) between them. Such nodes are also referred to as neighbours. Sometimes the link is bi-
directional. In this case the order of the nodes in the link does not matter. Other times, the order does 
matter. If the order of the links does matter, the link is referred to as an arc and denoted by 
aj=(Uj,Uk) 
Or more simply as 
aj=(i,k) 
k is said to be outwardly adjacent to i if an arc [i,k] exists. In this case i is said to be inwardly adjacent to 
k. 
A graph is called a network if the links and nodes associated with it have properties (e.g. length, capacity, 
type etc). Networks are used to model problems in communications, and the specit1c properties of the 
nodes and links relate to the specific problem at hand. In this report, since any graph we confront refers to 
the topology of a communication network, the terms graph and network are used interchangably. The 
difference between links and arcs is important, both in terms of how they model networks and how they 
function within algorithms, so the difference will always be clear. Graphically, links are lines connecting 
pairs of nodes. Arcs are lines with an arrow at one end, indicating the direction of the arc. 
B.2 Undirected and Directed Graphs 
A graph with links is called an undirected graph, while one with arcs is called a directed graph. Some 
directed graphs also include undirected links. Usually, graphs are assumed to be undirected. Otherwise, 
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their directed nature is specified. In figure B.l and figure B.2 we show examples of an undirected and a 
directed graph respectively. 
Figure B .1 : An undirected graph Figure B .2: A directed graph 
B.2.1 Simple Graphs 
It is possible for there to be more than one links between the same pair of nodes. This can for example 
correspond to multiple conmmnication channels between two switches. Such links are referred to as 
parallel links. A graph with parallel links is called a multigraph. It is also possible for there to be a link 
between a node and itself. These links are called self-loops. This is relatively rare, but might result from 
treating two nodes as one in modelling a network, or may arise during the course of an algorithm which 
merges nodes. A graph without parallel links or self-loops is called a simple graph. In the network design 
problem, usually one has to deal only with simple graphs. This is the case for our project work as well. 
B.2.2 Paths in Graphs 
A path in a network is a sequence of links which begins at some node, s, and ends at some node, t. Such a 
path is also referred to as an s,t-path. The order of the links in the path matters. A path can be directed or 
undirected depending on whether its components are links or arcs. A path is said to be simple if a node 
appears no more than once in the path. A simple path in a simple graph can be specified by the sequence 
of nodes it contains, since a unique sequence of links is specified by such a node sequence. If s is the 
same as t, the path is called a cycle, and if an intermediate node appears no more than once, the cycle is 
said to be a simple cycle. A simple cycle in a simple graph can also be specified by a node sequence. 
B.3 Modelling Connnunication Channels in Graphs 
We have already referred to the terms duplex, half duplex and simplex channel in section 2.1. Now we 
see, how these channel properties are modelled in graphs. Clearly if network channels have capacity in 
only one direction, they m·e modelled as arcs. Half duplex lines are usually modelled as pairs of arcs. Full 
duplex links can be modelled as links with two capacities (two separate properties), or a pair oppositely 
directed arcs between the same pair of nodes. This is often an important decision which can have an effect 
on both the simplicity and effectiveness of the algorithm used to solve the problem. It is also possible, of 
course, to convert from one form to the other if necessary, but it is best to try and avoid this as it 
complicates implementation and increases runtime and storage requirements. 
B.3.1 Connected Graphs and Components 
A graph is connected if there is at least one path between every pair of nodes. The sets of nodes with 
paths to one another are connected components, or more simply, components. The links between these 
nodes are also part of the components. A connected graph has a single component. Each node or link is a 
member of exactly one component. Therefore the component structure of a graph can be described as a 
partition on its node set or link set. A directed graph with a directed path from every node to every other 
node is called strongly connected. Connectivity in directed graphs is not symmetric. There may be a 
directed path from i to j without there being one from j to i. A set of nodes with directed paths from any 
one node to any other is called a strongly connected component. A node is part of exactly one strongly 
connected component but that an m·c can be part of at most one. Specifically, some arcs may not be part 
of any strongly connected component. 
195 
A 'Jendices 
B.3.2 Trees 
A tree is a graph without cycles. A spanning tree is a connected graph without cycles. Such a graph is 
referred to more simply as a tree (Figure B .3). If the graph is not necessarily connected, it is referred to as 
a forest. We generally speak of trees in undirected graphs. 
D 
Figure B.3: Tree 
In directed graphs, there is an analogous structure, called an arborescense. An arborescense is a directed 
graph which forms paths ti·om one node (called the root of the arborescense) to all other nodes; 
alternatively, the paths might be from all other nodes to the root. An arborescence would be a tree if it 
were undirected. 
Spanning trees have many interesting properties which make them useful in designing communication 
networks. First, they are minimally connected, that is, they are connected graphs but no subset of the 
edges in a tree forms a connected graph. They provide connectivity without any unnecessary additional 
links. Thus, if the objective was to simply design a connected network of minimum cost, a tree would be 
the optimal solution. Closely related to this is the fact that there is exactly one path between every pair of 
nodes in a tree. This makes routing a trivial problem in trees and greatly simplifies the communications 
equipment involved. However, since trees are minimally connected they are also minimally reliable and 
robust. This is why actual networks are usually more highly connected. Nevertheless, tree network 
configurations play a major role in the design process. 
B.3.3 Cutsets and Cuts 
A set of edges whose removal disconnects a graph (or, more generically, increases the number of its 
components) is called a disconnecting set. A disconnecting set which partitions the set of nodes into two 
sets, X and Y, is called a cutset or sometimes an XY- cutset. The most concern is with minimal cutsets 
(i.e., cutsets which are not subsets of other cutsets). In a tree, any edge is a minimal cutset. A minimal set 
of nodes whose removal partitions the remaining nodes into two sets is called a cut. Again, the interest is 
usually with minimal cuts. A single node whose removal disconnects the graph is called an articulation 
point. 
B.4 k-Connectivity: A Reliability Measure of a Network Topology 
The notion of connectivity in a graph can be generalised. If a network contains k disjoint paths between 
every pair of nodes, the network is k-connected. Disjoint paths are paths that have no elements in 
conunon. Paths are said to be edge disjoint (node disjoint) if they have no edges (nodes) in common. The 
network is said to be k-connected or k-edge-connected depending on whether the paths are node disjoint 
or edge disjoint. Node disjoint paths are, of course, also edge disjoint and that is why we are mainly 
concerned with k-node connectivity; we imply this one by the term k-connectivity. k-connectivity implies 
that the removal of any (k-1) or less nodes in the network (the links incident on each of them are 
considered removed as well) does not split the remaining network into two or more connected 
components (we keep on referring to !-connectivity when we use the term connectivity). Thus, the graph 
still remains connected. This a very important reliability measure in conmlllnication networks where an 
acceptable performance (connectivity) has to be guaranteed, even in the case that a number of nodes 
collapses. Usually the demand for a network and thus for the corresponding graph is hi-connectivity. Bi-
connectivity of a connected graph is relaxed when no articulation point exists in it (see Figure B.4 and 
Figure B.5). 
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Figure B.4: Node Cis articulation point 
(not bi-connected) 
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Figure B.S: No articulation point exists 
(bi-connected) 
B.4.1 Tree Traversals: Finding Connected Components in a Graph 
Given a tree, we may wish to visit all its nodes. This is called a tree traversal. There are several ways of 
traversing a tree. We begin by identifying a node in the tree as the root. The traversal is carried out 
relative to this node. Sometimes there is a logical reason for selecting the root (e.g., it is the central 
computer site). Other times , the root is selected arbitrarily. There are two approaches that can be 
employed to traverse a tree: the Breadth First Search (BDS) and the Depth First Search (DFS). 
In the BDS case we start from the root (the root is considered visited) and set in a list all its neighbours. 
Then we visit all the nodes of the list. Afterwards, we identify for each node of the current list, all its 
unvisited neighbours and set them in the list which in the meantime has been emptied. We proceed by 
visiting all the nodes of the updated list, and so on, until all the nodes of the tree are visited. 
In the DFS case we start again from the root and proceed on the basis of visiting an unvisited neighbour 
of the node just visited. Whenever we encounter a situation where all neighbours of a node are visited, we 
back oti until we reach a visited node that has an unvisited neighbour. The end of the procedure is 
signalled when all the neighbours of the root are found visited. This implies that all nodes of the tree 
have been visited. Applying a DFS to the tree of Figure B.3, and selecting node A to be the root, the 
nodes are visited in the following order: first A, then C and B, then D and E, then F,G and H. The exact 
order is not unique( e.g. node D can be visited before or after node E). Applying a DFS to the same tree 
and selecting node A to be the root, the nodes could be visited in the following order: first A, then C 
,D,E,F,G,H and finally B. 
As with trees, we usually want to traverse a graph and visit its nodes. The algorithms used are the same as 
in the tree traversal case. Again we select a node as the root and apply a tree traversal procedure. If the 
graph is connected, all its nodes will be visited. Otherwise, only the nodes of the connected component 
that the root belongs to, will be visited. Thus tree traversals can be applied to a graph to identify its 
connected components. Since during the process, each node of the graph is visited at most once, a tree is 
defined in the graph. In the case that a DFS approach is employed, we refer to such a tree, as a Depth 
First spanning tree (DFtree). Throughout this work, graph traversals appeared several times as a necessary 
step in a more complex algorithm to be implemented. Whenever this happened, a DFS approach was 
employed. A pseudo-code implementing a DFS in a graph, is given below. The algorithm employs a 
recursive function Visit( ). 
DFS Implementation Pseudocode 
Step]: Set all nodes of the graph to state "unvisited". 
Step2: Select at random a node, v, as the root. 
Step3: Visit(v) 
Function Visit(v) 
Set node v, to state visited. 
For each unvisited neighbour ofv, w 
Visit(w). 
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B.S Finding Shortest Paths: Dijkstra's Algorithm 
Consider a mesh topology connected graph (such as the one in Figure B .5) where a length value has been 
assigned to each link. This length value in the communication networks case, may refer to distance, 
capacity, cost or a combinatory description of the above. The length of a path connecting two nodes is 
simply the sum of the lengths of the links traversed along the path. The question that usually arises is 
which is the shortest path, in the mesh topology, that connects a pair of nodes. A number of algorithms 
for this problem exists among which the most well known are the Dijkst:ra's, the Bellman's and the 
Floyd's algorithms ([Ber87], [Ker93], [Tan96]). These algorithms can be applied to either undirected or 
directed (connected) graphs. They operate based on the optimality principle which states that if node j is 
on the shortest path from node i to node k, then the optimal path from j to k also falls along the same 
route. Which algorithm has the lower order of complexity depends on the problem at hand. We have 
chosen to employ the Dijkstra's algorithm whenever a shortest path problem arises. This algorithm is 
briefly described in the following of this section. 
B.S.l ｄｩｪｬｾｴｲ｡Ｇｳ＠ Algorithm 
The algorithm finds the shortest paths from a target node X to all the other nodes of the connected graph, 
at once. The lengths of the established links in the topology are available and denoted by dv.w where v and 
w are the nodes that a link connects. The algorithm makes use of a list (tentative list) where initially all 
nodes except fTom node X, are set to belong. A node belongs to the tentative list, as long as it remains 
labeled tentative. The label of each node denotes the length of the so far found shortest path to node X. 
Progressively, nodes are labeled permanently, one by one, whenever we find a shortest path that 
definitely cannot be outperformed. Therefore, nodes are removed fTom the tentative list, one by one. The 
algorithm is over when the tentative list remains empty. That means that shortest paths from all nodes to 
the target node X have been computed. For a detailed description of the algorithm, the interested reader 
may refer to [Ber87], [Tan96]. What we give below is a pseudo-code which implements the Dijkstra's 
Algorithm. 
Dijkstra's Algorithm Implementation Pseudo-Code 
Stepl: Set all nodes except ji·om node X, to belong to the tentative list, mark them 
"tentatively labeled" and set their labels to infinity value. X is the working node (set v=X). 
Mark X "permanently labelled". Set label[X]=O. 
Step2: Updating labels: For each neighbour (w) of the current working node (v ), which is 
marked "tentatively labelled", check 1-vhether label[v] +dv,w <label[w ]. If so: 
set label[w]= label[v]+dv.w 
set previous[ w] =v 
Step3: Finding the new working node: From all the nodes marked "tentatively labelled", 
find the one (Y) which has the minimum label value. This will be the new working iwde (set 
v=Y). 
Step4: Mark node Y "permanently labelled". Remove node Y from the tentative list. If now 
the list is not empty go to Step 2. 
Step 5: The shortest paths front node X to each node of the graph have been found. The 
length of each path is equal to the permanent label of the respective node. 
Now, for each node, we can easily obtain the sequence of nodes that the shortest path found implies, by 
making use of the previous[ ] information that any node, except from X, possesses. For a given Y node 
(Y:;t:X) we set K=Y, then identify node Z = previous[K], then set K=Z and so on, until we encounter the 
target node X. The list of nodes identified defines the shortest path from X toY. 
Connectivity and Biconnectivity Testing of a Graph 
B.6 Connectivity Testing Algorithm 
This algorithm receives as an input a graph, not necessarily a connected one, and checks if it meets the 
connectivity requirement. If not, it adds links at random such that: 
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• the transformed graph is connected 
• a minimum number of links are added (cost effective transformation) 
Thus, the algorithm yields as an output, a definitely connected graph. 
B.6.1 The Strategy 
We are given a graph of N nodes, not necessarily a connected one. We choose at random a node A and 
applying DFS we find a DFtree rooted on A. We check if all the nodes of the graph have been visited. If 
not (in this case the graph is not connected) we choose at random a node B not visited, and similarly we 
apply DFS to find a DFtree rooted on B. The procedure goes on like this until all nodes of the graph are 
eventually visited. Each DFtree we find, corresponds to a separate connected component of the graph. 
Assume that k (k21 always) connected components are identified. If k= 1 the graph is connected and no 
additional links are needed. If k> 1 the graph is not connected and we have to add links so as to bring into 
F [>G G 
c H 
given unconnected graph transformed connected graph 
Figure B.6: Example of connectivity testing and necessary transformations 
a single body its separate connected components. To achieve this, we need to establish at least k-1 new 
links between nodes of separate components. In the example of the unconnected graph in Figure B .6, our 
algorithm identifies the three connected components {A,B,C,D}, {E}, {F,G,H} and adds two links at 
random to bridge them. A possible choice (among several) is to establish links (CE) and (AF) as shown 
in Figure B.6. 
B.6.2 Pseudocode 
The pseudo-code given below implements the above technique. 
Connectivity Testing Implementation Pseudo-Code 
Stepl: Set all nodes of the graph to state "unvisited". Set k=O. 
Step2: Choose at random a node X of the graph, not visited. 
Step3: Find an FDtree rooted on X. The nodes of this tree (including X) are set to 
state "visited". They comprise a connected component. Increase k (k = k +1) 
Step4: If not all nodes of the network have been visited go to Step2. 
StepS: A number of k (k21) connected components (CbC2,C3 ... Ck) have been 
identified. If k=l the network (graph) is itself connected, go to Step9. 
Step6: Set all connected components to state "not embodied". Choose at random a 
component and mark it "embodied". 
Step7: Choose at random a not embodied connected component Y. Add at random one 
new link between component Y and a rand01nly chosen, embodied component. Mark 
Y "embodied". 
StepS: If not all components have been embodied, go to Step7. 
Step9: The network (graph) is now connected,· (k-1) new links were added 
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B.7 Bi"connectivity Testing Algorithm 
This algorithm receives as an input a graph, not necessarily a biconnected one, and checks if it meets the 
biconnectivity requirement. If not, it adds links a random such that : 
• the transformed graph is biconnected 
• a minimum number of links is added (cost effective transformation) 
Thus, the algorithm yields as output a definitely biconnected graph. 
B.7.1 Some Comments on a DFS applied to a Connected Graph 
• A DFS traversal (as any traversal) applied to a connected graph, partitions its links into two sets: T 
and B. An edge (V,W) is placed in set T (h·ee edges) if vertex W has not been previously visited 
when we are at vertex V, considering edge (V,W). Otherwise edge (V,W) is placed in set B (back 
edges). 
• A DFS traversal in a connected graph, visits its nodes in a certain order. The DFS can be set to 
assign a number (depth first number: DFN) to each node it visits, according to this order. Thus, the 
DFN number for node Von which the FDtree is rooted, will be DFN(V)=l. 
• Consider a visited node, V, in a FDtree. Its neighbour, W, that had been visited just before V was 
visited, is referred to, as its father. Vis a son ofW. 
• A node W in the DFtree is considered a descendant of node V, if the path that connects them, does 
not include the father of V. Then, node Vis an ancestor of node W. A node with no descendants is 
called a leaf. The root has no father or any ancestors. The root is an ancestor of all the other nodes of 
the FDtree. 
B. 7.2 Identifying Articulation Points in a Connected Graph 
The Lowpoint algorithm [Aho74] suggests to employ a DFS traversal in the connected graph in question, 
in order to identify its articulation points (if any). Then, articulation points are identified using the lemma 
given below 
Lemma B.l 
A node( vertex) Vis an articulation point if and only if either 
• Vis the root of the DFtree and has more than one sons 
• V is not the root and there exists a son S of V such that there exists no back edge between S 
or any of its descendants, and an ancestor of V (i.e. there is no ancestor of V straight 
connected, via a back edge, to S or any of its descendants). 
In order to express the above argument in terms of mathematical equations and inequalities, so as to be 
applicable in an algorithm, the notion of the Low property of each node in the traversed graph is 
introduced: 
For a node V its Low value Low[V] is given by: 
Low[V] = min ( {FDN[V]} U {Low[S] IS is a son ofV} U 
{ FDN[W] I (V,W) is a back edge}) B.l 
It can be shown [Aho74] that lemma B.l can be interpreted as follows 
A node( vertex) Vis an articulation point if and only if either 
• Vis the root of the DFtree and has more than one sons 
• Vis not the root and there exists a sonS ofV such that Low[S]:?DFN[V] 
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B.7.3 Implementing an Algorithm to Find Biconnected Components in a Connected Graph 
(Lowpoint Algorithm) 
The algorithm given below (Lowpoint algorithm), in terms of a pseudocode, identifies the articulation 
points (if any) that may exist in a connected graph. Then it is simple to identify the bi-connected 
components. To achieve this, it employs a stack where edges are pushed when they are encountered for 
the first time during the DFS process which is conducted to locate articulation points. We refer to this 
stack as the stack of edges. The algorithm employs a recursive function Low_evaluation_of_node( ) 
which effectively conducts a DFS throughout the graph, while at the same time assigns "Low values" to 
its nodes in a recursive way as eq.B.l implies. For a more detailed description of the algorithm the 
interested reader should refer to [Aho74]. 
Lowpoint Algorithm Pseudo-Code 
Stepl: Set all nodes of the graph to state "unvisited". Set kb=O. Set the stack of 
edges to state empty. Set counter=O. 
Step2: Choose at random a node to be the root. 
Step3: Low_evaluate_of_node(root). 
Function Low_ evaluation_ of_ node(V) 
• Set V to state "visited" 
• Set DFN[V]=counter 
• Increase counter (counter =counter+ 1) 
• Set Low[V]= DFN[V] 
• For each node W, which is a neighbour of node V 
• if ( (W is unvisited) or ( (W is visited) and ( DFN(W) < DFN(V)) and (W is not the 
father ofV)) ) 
• push edge (V, W) into the stack of edges 
• if W is unvisited 
{ 
• mark edge (V, W) as basic edge 
• set that V is the father of W 
• Low_ evaluation_ of_node(W) 
• If (Low[W] ;:pDN[V]) 
{ 
• If V is not the root 
• node Vis an articulation point 
• The existence of a new biconnected component has been 
identified. 
increase kb: kb=kb+ 1 
• Remove edges from the stack of edges until you get edge 
(V, W). This is the last to remove. The removed edges 
comprise the k/' biconnected component. 
• If (Low[W] ｾｯｷ｛ｖ｝Ｉ＠
• set Low[V]=Low[W] 
• else, if (W is not the father of V) 
• if (FDN<Low[V]) 
• set Low[v]=FDN[W] 
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B.7.4 Restoring Biconnectivity in a non-Biconnected graph 
The above algorithm yields the number of the biconnected components (kb: kb ;;::::1) found in the graph. If 
kb= 1 the graph is biconnected itself and there is no need for additional links. Otherwise, links must be 
added. To do this we have to identify the biconnected components that contain only one articulation 
point. Bringing these biconnected components (we call them single biconnected components) into a 
single body is the most cost effective way (in terms of number of links to be added) to achieve a 
biconnected topology. In the example of non-biconnected graph in Figure B.7 (topology a) we identify 
three bi-connected components {A,C}, {B,C,D}, {E,D,F}. However only two of them are single ( {A,C} 
{E,D,F} ). By adding one link to bring them together as shown in topology b (in the same figure ), 
biconnectivity is restored. On the other hand if we add link (A,B) to topology a, topology cis produced, 
which is still not biconnected. 
1\1\ 
ａＰｾＭｾｉ｜ｉ｜ｆ＠
C D 
topology a 
ALJ\l\ 
C D 
topology b 
topology c 
Figure B.7: Example ofbiconnectivity testing and necessary transformations 
Assume that ks single biconnected components have been identified (BI>B2,B3 ... Bks). The simple 
following pseudocode implements an algorithm that restores biconnectivity in a graph. 
Biconnectivity Restoration Pseudo-Code 
Stepl: Set all single biconnected components to state "not embodied". Choose at 
random a single biconnected component and mark it "embodied". 
Step2: Choose at random a not embodied single biconnected component Y. Add at 
random one new link between component Y and a randomly chosen, embodied 
single biconnected component. Mark Y "embodied". 
Step3: If not all the components have been embodied, go to Step2. 
Step4: The network (graph) is llO"W biconnected; (k.1.-1) new links were added 
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1\.p11endix C ... The Bertsekas-Gallager Algorithm 
C.l The Concept and the Strategy 
The Bertsekas-Gallager (BG) [Ber87],[Ker93] algorithm is a very efficient method for finding the optimal 
solution for the routing problem in a conununication network i.e. the FA problem. The routing problem is 
a convex one, which means that once a feasible solution has been produced, we can apply gradual 
transformations to it (e.g. using a "hill climbing" method) which will eventually lead to the optimal 
solution. However few algorithms can do this efficiently. The BG algorithm it is a numerical steepest 
descent method which achieves the above target. 
The BG algorithm is an iterative process which starts from a feasible solution (a routing policy where in 
each established link i , the tlow fi does not exceed its capacity Ci) and applies gradual transformations to 
it, until the optimal routing policy is achieved in terms of minimisation of average packet delay (T). In 
chapter 5 we have shown a way to obtain a starting feasible rooting policy. What is presented in this 
appendix is a modification of the original BG algorithm [KER.93]. This version of BG algorithm, is an 
accelerated one. In each iteration, the algorithm identifies for each requirement (pair of nodes) the least 
congested path, that connects its origin and destination points. Therefore, an amount of traffic of each 
requirement is to be moved to those paths, and this is expected to bring a decrease in the average packet 
delay. It is actually very simple to compute those least congested paths. We just need a metric of the 
congestion of each link. The first derivative dT I df; , where T is the average packet delay and fi the flow 
in link i, serves as such a metric and is termed incremental delay. Thus, when incremental delays have 
been computed for each link, applying a shortest path algorithm (e.g. Dijkstra's algorithm) where the 
length of each link is considered equal to its incremental delay value, the least congested paths are 
identified. The crucial point is how much traffic to move to the current identified shortest paths. In order 
the process not to oscillate and perform efficiently, the amount of traffic diverted must be a small one at a 
time. 
At the end of each iteration the new packet delay value is computed. The process is considered to have 
converged when between successive iterations the difference between packet delay values is within a 
tolerance T1oter which defines the accuracy to which we wish to minimise average packet delay. Usually 
a T1oter =0.0 1% is set to judge whether the process has converged, and thus can be terminated since 
effectively, no further improvement can be obtained. 
C.2 Basic Strategy Elements 
C.2.1 Calculating Incremental Delay Values 
For the case where we accept Kleinrock's Independence Approximation (5.9) to assess the packet 
average delay T: 
the incremental delay value l; for each link i is given by: 
C.2.2 Maintaining and Updating Path Lists for each Requirement 
In each stage (iteration) of the progress for each requirement: 
• a list of the identities of the paths, that have been so far deployed to serve it, is maintained 
C.l 
C.2 
• the information of which is the requirement's traffic amount, loaded on each deployed path, is also 
stored. 
203 
A J'Jendices 
Whenever a shortest path computation is over, for each requirement, the algorithm checks whether the 
current shortest path is in its path list. If so, it identifies it. If not, the list is updated and a new path is 
registered in it. Afterwards, the algorithm moves traffic from each non-shortest deployed path to the 
shortest. 
C.2.3 Computing the amount of traffic to move each time 
Assume, that in the current iteration, for a requirement r, a path S has been found to be the shortest one, 
and that we want to compute the amount of traffic 0, to move ti·om a non-shortest path P of the 
corresponding requirement's list to pathS. The BG algorithm computes this amount 0, with ｲ･ｾｰ･｣ｴ＠ to the 
second derivative of delay with respect to flow. Thus 0 is given by the formula: 
O=a·(Lp-Ls) I Hps C.3 
where 
• a is the stepsize 
• Lp ,Ls are the lengths of paths P and S respectively 
• Hps is the second derivative path length 
We will refer to the parameter step size a later. For now consider it a small positive value (O<a<l). Lp ,Ls 
are simply the sums of the incremental delays of the links participating in routes (paths) P and S 
respectively. Hps is actually an approximation. For the case where we accept Kleinrock Independence 
Approximation (C.l) Hps is given by the formula 
Hps = LBi C.4 jeU 
where U is the set of links which either belong to pathS or to path P, but not to both, and Bj is given by 
1 2·C. C.5 
B.=-· 1 
1 r ccj-fj)3 
However we cannot always apply the traffic shift that eq.C.3 suggests. We have to check whether this 
shift is feasible to take place and adjust (decrease) the proposed amount of traffic 0 to be diverted. This 
adjushnent of 8 is done in two steps: 
• Check whether () is less than the requirement traffic amount, path P currently serves. If not set 0 
equal to this value (i.e. the flow from path Pis to be removed completely). 
• Check whether the spare capacity in each link of path S is greater than 8. If not, adjust 0 (decrease 
it), so as not to violate the capacity constraint of the link with the least spare capacity. This 
guarantees that no link in S path will appear overloaded if the traffic shift 0 is applied. 
C.2.3 The stepsize a parameter 
The choice of the value that this parameter is assigned is very crucial for the performance of the process. 
Small values guarantee a shift towards the right direction, but they slow down the whole process, 
sometimes unacceptably. On the other hand, great values sometimes cause the algorithm to oscillate 
without being able to bring any average packet delay decrease at all. More than that, the process in this 
case can be lead to an unbalanced state where packet delay appears to increase draJ!!atically. An effective 
choice is the following strategy: 
Set an initial value for a in the range 
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where N is the number if nodes and L is the number of directed links in the network. The value of a is 
allowed to vary (be reduced) during the process, among iterations, according to the following rules: 
• Whenever packet delay appears to increase (instead of decreasing) we reduce the value of a (e.g. a is 
halved). 
• Whenever the process seems to have converged we reduce the value of a (e.g. a is halved). Each time 
we are to apply such a reduction we check whether the stepsize value has already reached a 
minimum pre-specified value (e.g. ai11i/10). If so we terminate the process. 
C.3 Bringing all together 
To sum up, the whole BG routing optimisation process can be outlined in the following pseudo-code. 
BG Route-Optimisation Implementation Pseudo-Code 
Stepl: Obtain a feasible routing policy. Set values for the acceptable packet delay 
tolerance T101cn the initial stepsize a;11;1 and the mininuun allowable stepsize a111in· 
Step2: Compute the incremental delay for each established link. 
Step3: Find shortest paths in the network according to the incremental delay values. 
Step4: For each requirement, if the new shortest path is already in its list, identify it. 
Else, register it in. the list. 
StepS: For each requirement 
for each non-shortest path P in its path list 
• compute the amount of traffic 8, to remove from path P to the 
shortest path S 
• apply the traffic shift implied above 
• update the link flows state throughout the network (this step is 
necessmy for valid further 8 computations in the current and 
jitture iterations) 
Step4: Compute packet delay T for the new flow state. 
Step6: Update if necessal)' (convergence within tolerance Trolet· or packet delay 
increase cases), stepsize value a. If a is not found below the pre-specified minimum 
value a111;11 got to Step2 
Step7: Terminate the process. Average Packet Delay has been minimised 1;vith respect 
to routing. 
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1\p11endix J) - On Genetic Algorithms 
D.l Meta Heuristic Search Techniques 
Genetic Algorithms (GA) are directed random search techniques, inspired by the mechanisms of natural 
selection. GA is not considered a mathematically guided algorithm, as the optima obtained is evolved 
from generation to generation, without rigors mathematical formulation of say traditional gradient-type 
optimisation procedures. GAs are merely stochastic, discrete event and non-linear processes where the 
obtained optima is an end product containing the best elements of previous generations and where the 
attributes of stronger individuals, tend to be carried forward into the following generations. GAs and 
hybrid techniques based on GAs, have been used as optimisation tools in the fields of industrial design, 
signal processing, control engineering and communications. GA techniques are considered attractive, 
since they can handle problem constraints by embedding them into the chromosome coding, can address 
multiobjective problems, and since GAs are techniques that are independent of the error surface, they can 
be used to solve multimodal, non-continuous or NP-complete problems. 
In general, any abstract task to be accomplished can be thought of as solving a problem, which, in turn 
can be perceived as a search through a space of potential solutions. Since we are after "the besf' solution, 
we can view this task as an optimization process. For small spaces, classical exhaustive search methods 
usually suffice; for larger spaces special heuristic techniques must be employed. Genetic Algorithms are 
among such techniques. Genetic Algorithm search strategy - first introduced by Holland [Holl75] - is 
based on a theme borrowed from population genetics. Holland uses concepts from population genetics 
and evolution theory to construct algorithms that try to optimize the fitness of a population of elements 
through recombination and mutation of their genes. The individuals (or phenotypes, structures) in a 
population are quite often also structures or chromosomes. Chromosomes are made of units -genes (also 
features, characters, or decoders) - arranged in linear succession, with every gene controlling the 
inheritance of one or several characters. Genes of certain characters are located at certain places of the 
chromosome, which are called loci (string positions). Any character of individuals (such as hair color) 
can manifest itself differently; the gene is said to be in several states, called alleles (feature values). Each 
genotype (i.e. a single chromosome) thus represents a potential solution to a problem (the meaning of a 
particular chromosome, i.e., its phenotype, is defined externally by the user); an evolution process run on 
a population of chromosomes corresponds to a search through a space of potential solutions. 
GAs have been quite successfully applied to optimization problems like routing, scheduling, adaptive 
control, game playing, cognitive modelling, transportation problems, travelling salesman problems, 
optimal control problems, database query optimization, etc. (see [Mic94]). Genetic algorithms aim at 
complex large-scale combinatorial optimization problems. They belong to the class of probabilistic 
algorithms, yet they are very different from random algorithms as they combine elements of directed and 
stochastic search. Because of this, GA are also more robust than existing directed search methods. For 
instance, the Hill-climbing methods use the iterative improvement technique; the technique is applied to a 
single point (the current point) in the search space. During a single iteration, a new point is selected from 
the neighbourhood of the current point (this is why this technique is known also as neighbourhood search 
or local search [Laa87]). If the new point provides a better value of the objective function, the new point 
becomes the current point. Otherwise, some other neighbour is selected and tested against the current 
point. The method terminates if no further improvement is possible. It is clear that the hill-climbing 
methods provide local optimum values only and these values depend on the selection of the starting point. 
Moreover, there is no information available on the relative error (with respect to the global optimum) of 
the solution found. To increase the chances to succeed, hill-climbing methods usually are executed for a 
(large) number of different starting points (these points need not be selected randomly - a selection of a 
starting point for a single execution may depend on the result of the previous runs). The simulated 
annealing technique [Aar89] eliminates most disadvantages of the hill-climbing methods in that solutions 
do not depend on the starting point any longer and are (usually) close to the optimum point. 
D.2 GA Building BloclG 
As mentioned earlier, a GA performs a multi-dimensional search by maintaining a population of potential 
solutions and encourages information formation and, exchange between these dimensions. The 
population undergoes a simulated evolution: at each generation the relatively "good" solutions reproduce, 
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while the relatively "bad" solutions die. To distinguish between different solutions we use an objective 
(evaluation) function which plays the role of an environment. As depicted in Figure D.1, there are three 
common genetic operators : selection, crossover and mutation. An additional reproduction operator, 
inversion is sometimes employed. The choice or design of these operators depend on the problem at hand 
and the representation scheme selected. For instance, operators designed for binary strings can not be 
directly u ed on strings coded with integers or real numbers. 
procedure genetic algorithm 
begin 
ｴｾ＠ 0 
initialize P(t) 
evaluate P(t) 
while (not termination-condition) do 
begin 
end 
t ｾ＠ t+ 1 
select Pneit) from P(t- 1) 
recombine Pntw(t) 
mutate P,eit) 
evaluate P"e"'(t) 
end 
Population 
I 
I 
Chromosome 
Figure D.l- The structure of a GA programme Figure D.2- Population, chromosome and genes 
hierarchy 
The structure of a simple genetic algorithm is the same as the structure of any evolution program (Figure 
D. l). During iteration t, a genetic algorithm maintains a population of potential solutions (chromosomes, 
vectors) , P(t) = { x\ , ... , X1
11
}. Each solution x\ is evaluated to give some measure of its "fitness". Then, a 
new population - Pnew(t) (iteration t + 1) - i formed by selecting the more fit individuals. Some members 
of this new population undergo alterations by means of crossover and mutation operators, to form new 
solutions. Crossover combines the features of two parent chromosomes to form two similar offspring by 
swapping corresponding segments of the parents. For example, if the parents are represented by five-
dimensional vectors (a1,bhchdt e 1) and (a2,b2,c2,d2,e2) then crossing the chromosomes after the second 
gene would produce the offspring (ai>bhc2,d2,e2) and (a2,b2,c1,dhe 1). The intuition behind the applicability 
of the eros over operator is information exchange between different potential solutions. Mutation 
arbitrarily alters one or more genes of a selected chromosome, by a random change with a probability 
equal to the mutation rate. The intuition behind the mutation operator is the introduction of some extra 
variability into the population. A genetic algorithm (as any evolution program) for a particular problem 
must have the following five components: 
• a genetic representation for potential solutions to the problem, 
• a way to create an initial population of potential solutions, 
• an evaluation function for rating solutions in terms of their "fitness" , 
• genetic operators that alter the composition of children, 
• values for various GA parameters (pop-size, probabilities of applying genetic operators, etc.) . 
D.2.1 Chromosome Representations 
Individuals or chromosomes, are encoded as strings, composed over some alphabet(s) , so that the 
genotypes (chromosome values) are uniquely mapped onto the decision variable (phenotypic) domain. 
The method of representation can have major impacts (in terms of accuracy and computation time) on the 
performance of the GA. There are two common representation methods for numerical optimisation 
problems [Mic92][Dav91]. The classical approach is the method of bit string encoding over the binary 
alphabet { 0,1} , which offers the maximum number of schemata per bit compared to other coding 
techniques. Binary coding can be based on uniform or gray-scale coding schemes. The second 
representation method, is to use a vector of integers or real numbers, with each integer or real number 
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representing a single parameter [Zal97]. This direct manipulation of real-valued chromosomes 
[Jan91]][Wri91] has been introduced relatively recently, for dealing with real-parameter problems. 
However, despite the results in [Jan91] indicating that floating-point representation would enable faster 
computations, the opinion expressed in [Gold90] suggests that real-coded GA would not necessarily yield 
better results in all circumstances, and therefore, so far there is not sufficient consensus to draw general 
conclusions on the superiority of real-valued chromosomes over bit-string encoding. 
D.3 The Main Genetic Operators 
In order the GA process to begin, a starting population of individuals is randomly generated. Afterwards, 
its individuals are evaluated by means of a fitness evaluation mechanism, and genetic operations are 
applied to them so as the next generation (new population) to be produced. This process is repeated at 
each generation and throughout the genetic evolution, a fitter chromosome has the tendency to yield 
good-quality offspring, which means a better solution to the problem. The simplest (and one of the most 
popular ) approach is to use non-overlapping populations with a constant size at each generation 
[Gold89]. That means that the whole population of a current generation is replaced (moving to the next 
generation) by an even number of individuals yielded by the genetic operations applied to the existing 
ones. The cycle of evolution is repeated until a termination criterion is reached. This criterion may be 
defined in terms of 
• a predefined desirable value of fitness to appear OR 
• the number of evolutions cycles (generations) to be processed OR 
• the degree of variation of individuals between different generations, or even in the same population. 
There is no point in continuing the GA process when all the individuals of the cun-ent population 
appear to be, more or less identical. We refer to this situation as convergence to a particular point of 
the search domain. 
In the following sections we present the main genetic operations that are applied in each generation. 
These are the following: 
• Selection 
• Crossover (recombination) 
• Mutation 
These three operators are the basic elements of the simple GAs which apart from yielding good results for 
many practical problems [Gold89], have been the source of inspiration for more complex GA strategies. 
D.3.1 Selection Mechanism 
Selection is the process which determines which individuals of the current population will participate in 
the formation of the new population for the next generation during the following crossover 
(recombination) cycle, and more specifically, how many times each of those will be selected to mate with 
another to give offspring. In other words, selection is used for reproduction of more copies of high-fitness 
individuals rather than low-titness ones. Although the selection procedure has significant influence on 
driving the search towards promising regions of search space, the diversity of population must be 
maintained in order to avoid premature convergence and to reach the globally optimum solution. 
In [Bri81] some further modifications are considered: deterministic sampling, remainder stochastic 
sampling without replacement, stochastic tournament, and remainder stochastic sampling with 
replacement. The study confirms the superiority of some of these modifications over simple selection. In 
particular, the remainder stochastic sampling with replacement method, which allocates samples 
according to the integer part of the expected value of occurrences of each chromosome in a new 
population and where the chromosomes compete according to the fractional parts for the remaining places 
in the population, was the most successful one and adopted by many resem·chers as standard. In [Bak87] 
a comprehensive theoretical study of these modifications using some well-defined measures is provided, 
and also a new improved version called stochastic universal sampling is presented. This method uses a 
single wheel spin. This wheel, which is constructed in the standard way, is spun with a number of equally 
spaced markers equal to the population size as opposed to a single one. Other ｭ･ｴｨｯ､ｾ＠ to sample a 
population are based on introducing artificial weights: chromosomes are selected proportionally to their 
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rank rather than actual evaluation values (see e.g., [Bak85], [Whi89]). These methods are based on a 
belief that the common cause of rapid (premature) convergence is the presence of super individuals, 
which are much better than the average fitness of the population. Such super individuals have a large 
number of offspring and (due to the constant size of the population) prevent other individuals from 
contributing any offspring in next generations. In a few generations a super individual can eliminate 
desirable chromosomal material and cause a rapid convergence to (possibly local) optimum. Another 
selection method, tournament selection. [Gold91], combines the idea of ranking in very interesting and 
efficient way. This method (in a single iteration) selects some number k of individuals and selects the 
best one from this set of k elements to move into the next generation. This process is repeated pop-size 
number of times. It is clear that large values of k increase selective pressure of this procedure; typical 
value accepted by many applications is k = 2 (so-called tournament size). Here it is also possible to add a 
flavour of simulated annealing by considering Boltzmann selection. In [Hof91] selection procedures are 
divided into dynamic and static methods - a static selection requires that selection probabilities remain 
constant between generations (for example, ranking selection), whereas a dynamic selection does not 
have such a requirement (e.g., proportional selection). Additionally, some selection procedures are pure in 
the sense that parents are allowed to reproduce in one generation only (i.e., the life time of each individual 
is limited to one generation only regardless of its fitness). Some selections are on-the-fly, meaning that 
an offspring replaces its parents immediately. Some selections are elitist in the sense that some (or all) of 
the parents are allowed to undergo selection with their offspring, similar to the elitist model of [DeJ75]. 
D.3.1.1 Basic Selection Schemes 
In GAs two selection procedures, proportional selection and ranking-based selection [Whi89] are usually 
used. Proportional selection is also known as "roulette wheel" selection, where fitness values of 
individuals represent the widths of slots on the roulette wheel. After a random spin of the wheel, 
individuals in slots with larger widths representing high-fitness values, will have a higher chance to be 
selected. The rank-based reproduction procedure, aims to limit the range of trials allocated to a single 
individual, so that no one individual generates too many offspring, thus preventing premature 
convergence to locally optimal solutions. Having decoded the chromosome into the decision variable 
domain, it is possible to assess the performance, or fitness, of an individual. This is done through an 
objective function that characterizes an individual's performance in the problem domain. In the natural 
world, this would be an individual's ability to survive in its present environment. Thus, the objective 
function establishes the basis for selection. Each individual is assigned a fitness value derived from its 
raw performance measure, given by the objective function. The fitness value for each individual is a non-
negative value and serves as a metric (figure of merit) of the quality of its performance (the better it 
performs, the greater its fitness value). The selection mechanism selects individuals one by one from the 
current population (one can be selected more than once), and each time, the probability that a particular 
individual is selected is proportional to its fitness value. There are several schemes for the implementation 
of the selection operator [Za197][Mic92]. 
Rarely can the objection function itself give a non-negative figure of merit value, for each individual. GA 
can in fact be viewed as a maximization (optimisation) process, where the ultimate target is the 
maximization of the fitness value of individuals. However, usually cost minimization problems appear 
(i.e. we view as cost, a property of the system in question, to be minimized: e.g. for a teleconununication 
network to design, this could be cost or average packet delay.) In such a case the objective function (0x. = 
cost) can be mapped to fitness form (f(x)) using a simple transformation of the form: 
f(x ) = Cmax. - 0x 
0 
when 0x < Cmnx 
otherwise 
where Cmax can be set either as a great positive value or (more appropriate choice) as the maximum 0x 
value in the current population [Gol89]. Also, there are maximization problems where the property in 
question (viewed as profit), when expressed in terms of the objective function, does ·not yield necessary 
positive values. In such a case, the objective function (0x =profit) can be mapped to fitness form (f(x)) 
using a simple transformation of the form: 
f(x) = Cmin+ 0x 
0 
when 0x. + Cmin > 0 
otherwise 
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where Cmin can be set either as an input coefficient or (more appropriate choice) as the absolute value of 
the minimum 0x value in the current population. 
D.3.2 Crossover (Recombination) 
Crossover (recombination) is the operation that distinguishes GAs from algorithms such as dynamic 
programming. This is a fundamental GA operation that allows the exchange and combination of 
information encoded in different individuals. Crossover enhances the ability of GA to converge to an 
optimum solution since the combined effect of genetic material of fit strings, is highly likely to result in 
formation of individuals with higher fitness values. In the crossover cycle, two existing individuals 
(parents) selected by the selection operator are paired in a stochastic way (e.g. completely at random), and 
exchange genetic information, yielding in this way, two new individuals (offspring). The simplest 
recombination operator is that of one-point crossover [Gold89]. A crossover point is randomly set and the 
genetic information about this point is exchanged between the two parent individuals yielding two 
offspring individuals. 
ｾ＠ lndivldunl o 
Rc······· l ｾﾷﾷＭＢ＠
t ｾｮ､ｬｶｬ､ｵｮｬ＠ 0 
ｾ＠ lndlvlduol1 
Q -
Crossover 
Points 
Figure D.S- Example of muti (2)-point crossover 
Mutation Point 
ｾｴｌＺﾷＢﾷﾷＢ＠ ﾷ ｾｲｯＬｴｧｲ ］ｾｾ ｾ＠ｾ＠ .. . . . . ' It C:····" ｾ｛ｩｩｄｉｄＧｊＮｾｊｃ Ｚ ｝ｏｏＧｅ＠
Figure D.6- bit-mutation 
This crossover operation is not necessarily performed on all strings in the population. Instead, it is applied 
with a probability Pcro.1·•1· , when the pairs are chosen for breeding. Typical values of Pcross are between 0.6 
and 0.9 (the latter is the most frequently used) [DeJ90][Gre86]. This operation does not change the value 
of the bits. Although one-point crossover was inspired by biological processes, it has one major drawback 
in that certain combinations of schemata can not be combined in some situations [Mic94]. A multi-point 
crossover on the other hand , can overcome this problem and improve the performance of generating 
offspring. The process is depicted in Figure D.S. Another approach is uniform crossover where offspring 
are generated from the parents based on a randomly generated crossover mask. Arguments over the best 
crossover technique still continue. In [DeJ75] it is concluded that a two-point crossover seems to be an 
optimal number for multiple crossovers, however this has since been contradicted by as two-point 
crossover can perform poorly in situations where the population has largely converged because of 
reduced crossover productivity. This low-crossover productivity problem, can be solved by the proposal 
of reduce-surrogate crossover in [Boo87]. Since uniform crossover exchanges bits rather than segments, it 
can combine features regardless of their relative locations. This ability may outweigh the disadvantage of 
destroying building blocks and make uniform crossover a superior operator for some problems [Sys89]. 
The preference of which crossover techniques to use is arguable [Gold89]. When too many crossover 
points are used for each mating couple, the GA search becomes a random seru-ch. The meaningful short 
low order schemata (building blocks) are not that likely, as in the one-point crossover, to survive and 
evolve among the population across the generations. Therefore the application of particular crossover 
technique remains problem oriented and there is no unified view on this front. 
D.3.3 Mutation 
This is the next step in the reproduction mechanism, after selection and crossover. It is usually 
implemented in parallel to the other two operations regardless of whether crossover occurs or not. 
Mutation has a rather secondary role in the search process, and aims at introduction of new individual 
configurations. Although selection and crossover manage to search effectively and sometimes recombine 
constructively useful information stored in individuals, some useful genetic material may still . be lost. 
Mutation plays the role of restoring this information [Mic96][Gold89]. The bit-mutation operation 
(Figure D.6), is applied to each offspring individually after the crossover exercise. Mutation causes the 
individual genetic representation to be changed with a small probability (P11111tcrtic111). In the binary string 
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representation, mutation will cause a random bit to change its state (0::::::} 1 or 1::::::}0). As in crossover, the 
t'i:equency of mutation is controlled by Pmwmion , which is a percentage of the total number of bits in the 
string. Thus, a child string is reproduced from a single parent string. It helps GA avoid premature 
convergence, and forces the algorithm to search new areas of the search space. Typical values for Pmwmicm 
are below 0.01 [DeJ90][Gre86]. More specifically for applications with large population size (100 or 
more) a Pmwaticm = 0.001 or less value is proposed [Gold89]. As the mutation probability increases the 
random nature of the GA is intensified, and eventually it becomes a random walk. 
D.3.4 Inversion/Reordering 
As stated previously, the ordering of genes in a chromosome is critical. The purpose of reordering is to 
find gene orders which have better evolutionary potential. Inversion operates on one individual at a time. 
In [Gold89] for example, inversion technique is proposed, where two points are randomly selected from 
an individual and the part of the string between those two points is reversed. 
D.3.5 Reinsertion 
following the generation of offspring, several strategies can be proposed to replace the old generation. In 
the case of generation replacement, the chromosomes in the current population are completely replaced 
by the offspring [Ger86]. Thus the population of size N will generate an equal number of offspring in this 
strategy. Since the best chromosome of the population may fail to reproduce in the next generation, this is 
usually combined with an elitist strategy, such that one or more of the best chromosomes can be copied 
into the next generation. The elitist strategy may speed up domination of population by a super individual, 
but seems to improve the performance. 
D.4 lmp1·ovements over the Basic Technique 
D.4.1 Probability Rates Setting 
The choice of an optimal probability rate for crossover and mutation operations is an important 
consideration fTom viewpoints of both analytical and empirical investigations. The increase of crossover 
probability causes the recombination of building blocks to rise and at the same time, it increases the 
disruption of good chromosomes. On the other hand should the mutation probability increase, it would 
transform the genetic search into a random search, but would help re-introduce lost genetic material. In 
[Dav85] Davis suggests a linear variation in crossover and mutation probabilities with a decreasing 
crossover rate during the run while the mutation rate increases. In [Sys91] a fixed schedule is imposed for 
both, and in [Boo87] a dynamically variable crossover rate is proposed which is dependent on the spread 
of fitness. References [Dav89][Dav91] introduce modifications to the operator probabilities according to 
the success of generating good offspring. Despite all the various proposals in the literature, the 
recommendations in [Pat94][DeJ90] and [Gre86] are still the yardstick to apply. 
D.4.2 Fitness Evaluation Schemes and scaling mechanisms 
The objective function of a problem provides the means for evaluating the status of each individual. It 
takes the chromosome as input and produces a number or list of numbers (objective value, generally in 
least square form) as a measure of the chromosomes performance. However, its range of values varies 
from problem to problem. To maintain uniformity over various problem domains, objective value is re-
scaled to a fitness value [Gold89][Mic94]. Except for very simple problems (where actually we don't 
need a GA) simply obtaining a non-negative fitness value for each individual, prior to the selection cycle, 
is not enough [Gold89]. 
Thus apart from mechanism for forming a new population from the old one, it seems that some additional 
measures might be helpful in fighting problems related to the characteristic of the function being 
optimized. To combat these problems, there are three basic directions. One of them borrows the simulated 
annealing technique of varying the system's entropy, (see e.g., [Sir87], where the authors control the rate 
of population convergence by thermodynamic operators, which use a global temperature parameter). 
Another direction is based on allocation of reproductive trials according to rank rather than actual 
evaluation values (as discussed in the previous section), since ranking automatically introduces a uniform 
scaling across the population. The last direction concentrates on trying to fix the function itself by 
introducing a scaling mechanism. Following [Gold89, pp. 122-124] scaling mechanisms can be divided 
into three categories: 
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1. Linear Scaling. Let's denote by fi the raw fitness of the population individual i, and by j''i its 
scaled fitness value. In this method the actual chromosomes' fitness is scaled as 
Ａｾ＠ = a •fi +b. (D. I) 
This mechanism, though quite powelful, can introduce negative evaluation values that must be dealt with. 
In addition, the parameters a, b are normally fixed for the population life and are not problem dependent. 
The parameters a, b are normally selected so that the average fitness is mapped onto itself and the best 
fitness is increased by a desired multiple of the average fitness, i.e. the coefficients a and b, are chosen 
such that: 
• the average scaled fitness, ｦｾｶ･＠ , is equal to the average raw fitness, , f1.ve , to insure that each average 
population member contributes one expected offspring to the next generation. 
• the scaled maximum fitness is , ｦｾｭｸ＠ = Cmult • fave where Cmult is the number of expected copies desired 
for the best population member (a typical value is Cnmlt = 2). 
The above two targets imply the following equations to be in effect, respectively (figure D.7): 
i ;;;:a•f. +b nvg avg 
Cmult. ｦｾｶｧ＠ = a • ｦｾｕｉｘ＠ + b 
To satisfy the above equations, a and b are set as: 
a = /.wg • (Cmult -1) I lfmax -hvg) 
b = favg • (1-a) 
(D.2) 
(D.3) 
(D.4) 
(D.5) 
However, the above settings might sometime cause trouble. If in a generation a few lethals (bad strings) 
are found to have raw fitness far below the population average and maximum raw fitness values (figure 
D.8), the above linear scaling will yield negative scaled fitness values for them, which is unacceptable. In 
such a case, the above a and b values are not appropriate and we choose them such the average scaled 
fltness is /.wg = a • fnvg + b (again) while the minimum scaled fitness is set f:uin = 0. These two targets 
imply the following equations to be in effect, respectively (figure D.6): 
fnvg = a • /.wg + b 
0 =a•fmin+b 
(D.6) 
(D.7) 
To satisfy the above equations, a and b are set, this time, as: 
a = f.wg I lf.·wg -!min) (D.8) 
(D.9) b ;;;: /.wg • (l-a) 
0 f max f 
Figure D.7- Linear scaling under normal conditions 
f' 
Figure D.8- Lethals exist, normal linear. scaling 
assigns negative fitness values to them 
To sum up, when the above linear scaling scheme is employed in a GA application, the following steps 
have to be followed in each generation: 
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Step 1: Compute the average raw fitness value ifavg). Identify the maximum, and minimwn raw fitness 
values (fmax> fm;,). 
Step2: Compute a and b scaling coefficients according to eq.D.4 and e.q.D.5, respectively. 
Step3: If for the above settings, the minimum scaled fitness is found negative (a x / 111; 11 + b<O ), re-compute 
a and b scaling coefficients, according to eq.D.8 and e.q.D.9, respectively. 
Step4: Proceed to the selection cycle. 
f' 
Figure D.9- Alternative scaling for the case where lethals exist 
2. Sigma truncation. This method was designed as an improvement of linear scaling both to deal 
with negative evaluation values and to incorporate problem dependent information into the mapping 
itself. Here the new fitness is calculated according to: 
J; = fi + (!ave - C • 8 ) (D .1 0) 
where c is chosen as a small integer (usually a number from the range 1 and 5) , !ave is the mean of the 
objective values and 8 is the population's standard deviation; possible negative evaluations f' are set to 
zero. Sigma truncation can be deployed prior to a linear scaling scheme to reduce the probability of 
having to scale according to equations eq.D.8, eq.D.9, which degrades the performance of the linear 
scaling scheme. 
3. Power Law Scaling. In this method the initial fitness is taken to some specific kth power of the 
raw objective value, fi : 
k f; = f i (D.ll) 
with some k close to one. The parameter k scales the function f; and is in general, problem dependent or 
even varying during the run [Gil85]. 
D.4.3 Enhanced Selection Schemes 
To generate good offspring, efficient parent selection mechanisms are necessary. Basically there are three 
measures of the performance of selection algorithms: bias, spread and efficiency [Bak87]. Bias defines 
the absolute difference between actual and expected selection probabilities of individuals. Spread is the 
range in the possible number of trials that an individual may achieve. Efficiency is related to the overall 
time complexity of the algorithms. As mentioned previously, there are several selection schemes in the 
literature, including roulette wheel, tournament selection [Gold89a] and rank-based selection 
[Bak85][Whi89]. The roulette wheel although the most popular, has the following drawbacks: 
• Roulette wheel selection tends to give zero bias but potentially inclines to spread unlimitedly. 
• The fittest individual may be lost during selection, due to its stochastic nature 
• Fit individuals may be copied several times, and a fit individual may quickly dominate the population 
at an early stage, especially for small population sizes 
• The selection operation alone explores no new points in the search space i.e. it can not create new 
schemata. 
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Thus new and more effective selection schemes are required. One such scheme used in the hybrid GA of 
[Pha96] employs a new modified reproduction mechanism. Another is the Stochastic Remainder 
Sampling Without Replacement scheme [Gold89]. This technique combines minimum spread beyond zero 
bias, with low computational complexity. Stochastic universal sampling (SUS) of [Bak87] is an other 
single-phase sampling algorithm with minimum spread, zero bias. There are other methods that can be 
used such as the ranking scheme [Bak85] which introduces an alternative to proportional fitness 
assignment. The chromosomes are selected proportionally to their rank rather than actual evaluation 
values . The ranking scheme has been shown to help in the avoidance of premature convergence and to 
speed up the search when the population approaches convergence [Whi89]. 
Stochastic Remainder Sampling Without Replacement - In this selection scheme the expected number of 
trials that an individual (i) of the current population will give (expect(i)) is calculated for each individual : 
expect(i) = fi!favg (D.12) 
where fi is the fitness value (scaled) of individual i, and favg the average fitness throughout the current 
population. expect(i) is a decimal number. Each string i is allocated amples according to the integer part 
of expect(i). The fractional parts of the expected number values are treated as probabilities. One by one, 
weighted coin tosses (Bernoulli trials) are performed using the fractional parts as success probabilities. 
For example, a string with an expected number of trials equal to to 1.5 would receive a single trial surely 
and another (but not more than one) with probability O.D. This process continues until the population is 
full. 
D.4.4 Handling Constraints 
Sometimes in an optimisation problem we have to relax one or more constraints beyond optimising a 
ingle objective. This situation can be modelled easily in a GA, using a penalty method which transforms 
a constrained problem into an unconstrained one [Gold89]. Consider for example, the original constrained 
problem in minimization form: 
minimize g(x) 
subject to ｢ｩｃｸＩｾｏ＠ i=l ,2 ... n where xis an m vector. 
transform this to the unconstrained form i.e. 
II 
minimize g(x) + r L <t>lb;(x)l 
i= l 
where <I> -penalty function 
r -penalty coefficient 
A number of alternatives exist for the penalty function <I>. Usually we square the violation of the 
constraint, <l>lbiCx)l= b2i(x) , for all violated constraints i. As a practical matter, r values in generic 
algorithms are often sized separately for each type of constraint so that moderate violations of the 
constraints yield a penalty that is some significant percentage of a nominal operating cost. During the last 
few years everal methods have been proposed for handling constraints by genetic algorithms for 
numerical optimization problems. Most are based on the concept of penalty functions , which penalise 
infeasible solutions. However, methods differ in many important details, such as how the penalty function 
is designed and applied to infeasible solution . For details refer to [Hom94], [Joi94] , [Sch93], [Pow83]. 
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