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 Media sosial saat ini merupakan media komunikasi yang sering digunakan oleh kalangan 
masyarakat Indonesia dalam menyampaikan sebuah opini. Salah satu media yang sering 
digunakan masyarat adalah twitter. Twitter merupakan media sosial yang memberikan banyak 
informasi melalui tweet, dari informasi yang ditulis tersebut terdapat data yang dapat diolah. 
Penelitian ini menggunakan teknik text mining dengan menerapkan algoritma Support Vector 
Machine dipergunakan untuk klasifikasi sentimen pengguna twitter terhadap layanan internet 
Biznet. Kernel yang digunakan adalah kernel Linear dan kernel RBF. Pengujian dilakukan 
dengan 3 skenario, pada skenario 1 menggunakan 800 data, skenario 2 menggunakan 900 data 
dan skenario 3 menggunakan 1000 data, untuk pembagiannya yaitu 90% data training dan 10% 
data testing dari masing-masing skenario. Berdasarkan hasil pengujian yang dilakukan 
menggunakan kernel linear dan kernel RBF dapat diambil kesimpulan sebagai berikut. Algoritma 
SVM menggunakan dengan kernel linear maupun kernel RBF memiliki hasil kinerja evaluasi 
baik dari sisi akurasi, presisi dan recall yang relatif sama. Sehingga dapat dikatakan bahwa 
algoritma SVM baik dengan kernel RBF maupun Linear sama sama dapat digunakan dengan 
baik dalam menentukan sentimen pengguna internet Biznet. Selain itu dengan 3 skenario 
pengujian dengan jumlah data yang berbeda algoritma SVM baik dengan kernel RBF maupun 
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Social media is currently a communication medium that is often used by Indonesians in 
conveying an opinion. One of the media that is often used by the public is twitter. Twitter is a 
social media that provides a lot of information via tweets, from the written information, there is 
data that can be processed. This study uses text mining techniques by applying the Support Vector 
Machine algorithm to classify Twitter users' sentiments on Biznet internet services. The kernels 
used are the Linear kernel and the RBF kernel. The test is carried out with 3 scenarios, in 
scenario 1 using 800 data, scenario 2 using 900 data, and scenario 3 using 1000 data, for the 
division that is 90% training data and 10% testing data from each scenario. Based on the results 
of tests carried out using the linear kernel and the RBF kernel, the following conclusions can be 
drawn. The SVM algorithm using linear kernels and RBF kernels has relatively the same 
performance evaluation results in terms of accuracy, precision, and recall. So it can be said that 
the SVM algorithm with both the RBF and Linear kernels can be used properly in determining 
the sentiment of Biznet internet users. In addition, with 3 test scenarios with different amounts of 
data, the SVM algorithm both with the RBF and Linear kernels has the same consistent 
performance. 
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1. PENDAHULUAN 
Pada saat ini penggunaan internet di Indonesia berkembang secara luar biasa cepatnya dan internet memegang peran penting 
di dalam aspek kehidupan manusia. Berdasarkan data dari Asosiasi Penyelenggara Jasa Internet Indonesia pada tahun 2018 
pengguna internet mencapai angka 171,17 juta. Penggunaan internet yang menempati urutan pertama paling sering digunakan 
adalah layanan untuk berkomunikasi lewat pesan yang mencapai 24,7 % dan yang menempatkan urutan kedua yaitu sosial media 
yang mencapai 18,9 %, media sosial yang sering digunakan yaitu Facebook, Twitter, Instagram dan lain -lain [1]. Beberapa tahun 
terakhir telah terjadi gelombang kepentingan dala m metode komputasi yang memiliki pengaruh terhadap opinion mining, untuk 
deteksi subjektivitas, analisis sentimen dan emosi[2]. Sosial media seperti Twitter merupakan media komunikasi yang populer 
di kalangan pengguna internet di Indonesia. Menurut data yang telah dirilis pada tahun 2012 Indonesia menjadi negara peringka t 
kelima pengguna Twitter terbesar di dunia [3]. Twitter sering digunakan untuk mengungkapkan emosi mengenai suatu hal, baik 
dalam hal memuji ataupun mencela dengan bentuk emosi. Emosi yang timbul itu sendiri dapat dikategorikan menjadi lima emosi 
dasar yaitu senang, cinta, sedih, takut dan marah. Emosi senang dan cinta termasuk ked alam emosi positif. Emosi sedih, takut 
dan marah termasuk ke dalam emosi negatif [4]. Tweet yang dipublikasikan pengguna melalui Twitter mengandung sebuah opini 
mengenai sebuah objek, objek tersebut dapat berupa kejadian disekit ar masyarakat seperti suatu produk atau layanan. Hal ini 
membuat perusahaan menggunakan Twitter sebagai media untuk menyebarkan informasi [5]. Studi komputasional dari opini-
opini pengguna internet, sentimen dan emosi melalui entitas dan atribut yang dimiliki dan diekspresikan dalam bentuk teks 
disebut dengan Sentiment Analysis atau Opinion Mining [6].  
Analisis sentimen atau opinion mining merupakan bidang studi yang menganalisis opini, sentimen, evaluasi, penilaian, sikap 
dan emosi seseorang terhadap sebuah produk, layanan, organisasi, individu, masalah, peristiwa atau topik. Opinion mining 
digunakan untuk melihat pendapat terhadap sebuah produk dan jasa, peristiwa sosial dan politik serta kegiatan tertentu lainnya. 
Analisis sentimen atau opinion mining berfokus untuk melihat penda pat atau kecenderungan opini terhadap suatu masalah atau 
objek oleh seseorang, apakah beropini positif atau negatif [7]. Pengaruh dan manfaat dari analisis sentimen menyebabkan 
penelitian untuk analisis sentimen berkembang pesat . Salah satu dari kegunaannya adalah untuk membantu mengetahui pendapat 
dari masyarakat atau seseorang terhadap suatu produk atau jasa dengan menggunakannya sebagai alat bantu untuk melihat 
pendapat konsumen terhadap produk atau jasa tersebut. Di Amerika kurang lebih 20-30 perusahaan yang berfokus pada layanan 
analisis sentimen [8]. Analisis sentimen sangat bermanfaat dalam dunia usaha seperti melakukan analisis terhadap suatu produk 
atau jasa untuk melihat respon konsumen terhadap produk atau jasa tersebut, sehingga dapat membuat strategi-strategi baru pada 
tahapan-tahapan berikutnya. 
Text mining adalah salah satu teknik yang dapat digunakan untuk melakukan klasifikasi teks pada analisis sentimen. 
Klasifikasi teks dapat didefinisikan sebagai proses untuk menentukan suatu dokumen teks ke dalam suatu kelas tertentu. Ada 
beberapa algortima yang dapat digunakan diantaranya Support Vector Machine (SVM), Naïve Bayes Classifier, k-Nearest 
Neighbor (KNN), Articial Neural Network (ANN) dan Decision Tree [9]. Dalam [10], ditunjukkan bahwa algoritma Support 
Vector Machine memiliki ketahanan dan kemampuan generalisasi yang lebih tinggi serta akurasi klasifikasi yang lebih stabil 
dibandingkan dengan algoritma yang lain. Penelitian yang dilakukan [11] dengan membandingkan tiga teknik machine learning 
untuk klasifikasi sentiment. Teknik tersebut adalah Naïve Bayes Classifier (NBC), Maximum Entropy dan Support Vector 
Machine (SVM). Hasil yang didapat dari penelitian tersebut Support Vector Machine (SVM) memberikan akurasi tertinggi 
sebesar 82,7%. Penelitian tentang analisis sentimen review produk menggunakan algoritma Support Vector Machine (SVM). 
Hasil implementasi klasifikasi Support Vector Machine (SVM) dapat memperoleh nilai akurasi yang lebih tinggi jika 
dibandingkan dengan model klasifikasi lainnya. Hal ini dikarenakan adanya pengaruh pada data yang diolah yaitu data review. 
Jika semakin banyak data tersebut, maka semakin berpengaruh pada akurasi yang diperoleh [12]. Penelitian yang 
menggabungkan dua metode juga pernah dilakukan oleh [13]. Penelitian yang dilakukan adalah klasifikasi lagu daerah Indonesia 
berdasarkan lirik menggunakan metode TF-IDF dan Naïve Bayes. Klasifikasi ini diharapkan menjadi salah satu cara untuk 
mengenal dan memetakan lagu-lagu daerah yang ada di Indonesia agar bangsa Indonesia bisa mengenalnya budayanya sendiri. 
Jumlah data yang digunakan dalam penelitian ini adalah 90 lagu dari berbagai daerah. Lagu daerah akan diklasifikasikan menurut 
wilayah. Penelitian ini akan menguji metode ekstraksi ciri term frequency-inverse document frekuensi (TF-IDF) dan Naïve Bayes 
sebagai metode klasifikasinya. Penelitian ini membuktikan ekstraksi TF-IDF Metode dan klasifikasi dengan Naïve Bayes dapat 
digunakan untuk mengelompokkan lirik lagu daerah berdasarkan daerahnya lagu dengan akurasi 73,4% di set Indonesia Barat 
dan Indonesia Timur[13]. Penelitian yang menggunakan algoritma SVM dengan membandingkan hasil dari dua kernel yaitu 
kernel Linear dan kernel RBF (Radial Basis Function) sudah pernah dilakukan oleh [14]. Penelitian yang dilakukan dengan 
memodifikasi algoritma SVM untuk klasifikasi tujuh kelas diantaranya positif film, netral film, negatif film, positif bukan film, 
netral bukan film, negatif bukan film, dan spam / diluar topik. Komenta r dengan hasil klasifikasi positif film dan negatif film 
yang digunakan dalam menentukan rating sentimen. Jumlah like pada komentar juga ikut menentukan rating sentimen. 
Klasifikasi komentar menggunakan STRUCT-SVM. Hasil dari STRUCT-SVM menunjukkan akurasi mencapai 70% untuk 
linear kernel dan 71% untuk RBF kernel. 
Mayoritas penelitian yang dilakukan menggunakan algoritma naïve bayes dan SVM, namun pada umum nya SVM lebih 
unggul dibandingkan naïve bayes. Oleh karena itu penelitian ini akan dilakukan dengan menerapkan metode Support Vector 
Machine untuk klasifikasi sentimen pengguna Twitter terhadap layanan internet Biznet dengan skenario membandingkan antar 
kernel pada SVM. Hal ini dilakukan untuk menguji kernel manakah yang dapat menghasilkan kinerja terbaik pada algoritme 
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SVM khususnya dalam klasifikasi sentiment tweet pada layanan internet Biznet. Selain itu juga dilakukan skenario pengujian 
dengan jumlah komposisi data tertentu untuk menguji apakah kinerja SVM konsisten  terhadap perubahan jumlah data. 
 
2. METODE PENELITIAN 
Sistem klasifikasi yang dilakukan untuk analisis sentimen ini memiliki suatu rancangan bagaimana alur sistem ini akan 
berjalan. Gambaran umum sistem yang akan di buat pada Gambar 1. 
 
Gambar 1. Tahapan Penelitian 
2.1 Akuisisi Dataset 
Data yang digunakan dalam penelitian ini adalah data tweet hasil dari penarikan pada server twitter, data tweet tersebut 
didapat dengan memanfaatkan fitur API (Application Interface) yang telah disediakan oleh Twitter. API digunakan untuk 
mengambil data tweet dari server tweet kemudian data tersebut dikumpulkan dalam sebuah file dengan format csv.  
Pada proses pengumpulan data tweet, peneliti menggunakan kata kunci dan hastag dengan nama perusahaan Internet Service 
Provider (ISP) yaitu biznet dan #biznet. Kemudian proses pengambilan data tweet tersebut diambil dari pengguna twitter yang 
memiliki tweet yang sesuai dengan kata kunci menggunakan API twitter. Kemudian dari server twitter akan mengambil data 
tweet yang sesuai kata kunci, selanjutnya data tweet yang sudah didapatkan dari server twitter di simpan kedalam file yang 
berformat csv. Gambaran proses pengumpulan data pada Gambar 2. 
 
Gambar 2. Proses Pengambilan Data  
 
Pada penelitian ini Total data tweet yang diambil sebanyak 1000 data tweet. Tweet yang telah di ambil kemudian di simpan 
untuk di lakukan pelabelan dengan menjadikan dua kelas yaitu positif dan negatif, seperti yang ditunjukkan pada tabel 1.  
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Tabel 1. Proses Pemberian Label 
Tweet Opini 
Emang biznet lebih aman dan nyaman. Internet kenceng dan stabil, 
harga jg murah banget. :D  
Positif 
Biznet home lama-lama gue kepret ya. Sebulan 3 kali mati tu internet 
dan bisa berhari-hari. 
Negatif 
begini lagi penting mau meeting online karena perbedaan waktu Biznet 




Proses ini digunakan untuk membersihkan data dari noise dan siap untuk digunakan pada proses selanjutnya, proses 
preprocessing memiliki beberapa tahapan berikut merupakan tahap-tahap preprocessing [15]. 
1. Cleansing: Pada proses cleansing kalimat dibersihkan dari tanda baca, URL, username, hastag (#) dan emoticon. 
2. Case folding: Merupakan proses pengubahan huruf dari huruf yang bercampur (lowercase dan uppercase) menjadi semua 
huruf kecil. 
3. Tokenization: Merupakan proses untuk merubah kalimat menjadi token-token atau potongan kata tunggal. 
4. Stopword Removal : Merupakan penghilangan kata yang tidak berbobot meskipun kata tersebut sering kali hadir di dalam 
kalimat.  
5. Stemming  : Merupakan proses utuk mengubah kata-kata yang terdapat dalam suatu dokumen ke dalam kata-kata dasar. 
2.3 Pembobotan Kata TF-IDF 
Setelah melewati proses preprocessing, langkah selanjutnya adalah tahap pembobotan menggunakan Term Frequency-
Inverse Document Frequency (TF-IDF). Tahap pembobotan ini bertujuan untuk memberikan nilai frekuaensi suatu kata sebagai 
bobot yang nantinya dapat di proses pada Support Vector Machine. Langkah pertama adalah menghitung nilai term frequency 
tiap kata. Langkah kedua adalah menghitung nilai document frequency tiap kata. Langkah ketiga adalah menghitung inverse 
document frequency dan langkah terakhir yaitu menghitung bobot atau weight dari hasil perkalian term frequency dikalikan 
dengan inverse document frequency [16]. Alur dari pembobotan TF-IDF dilihat pada Gambar 3. 
 
Gambar 3. Proses Pembobotan TF-IDF 
 
2.4 Klasifikasi  
Merupakan suatu proses pemberian nilai objek data ke salah satu kelas tertentu dari beberapa kelas yang sudah didefinisikan 
menggunakan algoritma Support Vector Machine yang ditujukan untuk membuat model klasifikasi yang nyatakan dalam Tabel 
2. 
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Tabel 2. Algoritma SVM [17] 
Algoritma  Support Vector Machine 
1. Kelas data : 𝑦𝑖 {−1,+1), untuk i = 1,2,...,i, yang mana i adalah banyaknya data. 
2. Diperoleh decision function berikut : 
𝑓(𝑥)= 𝑠𝑖𝑔𝑛 (𝑤.𝑥 +𝑏)                                     
3. Berdasarkan pada decision function, diiasumsikan kedua kelas dapat terpisah oleh hyperplane berdimensi d : 
- ?⃗? . 𝑥 +𝑏 = 0                    
- ?⃗? . 𝑥 +𝑏 ≤ −1              
- ?⃗? . 𝑥 +𝑏 ≥ +1                                         
Dengan ?⃗?  adalah vector bobot, 𝑥  adalah vektor data (input) dan 𝑏 adalah bias. 
4. Fungsi keputusan klasifikasi sign (f(x)):  
𝑓(𝑥)=  𝑤. 𝑥 + 𝑏    𝑎𝑡𝑎𝑢  
𝑓(𝑥)=  ∑ 𝑎𝑖𝑦𝑖𝐾(𝑥, 𝑥𝑖)+ 𝑏
𝑚
𝑖=1        
Dengan  𝑎𝑖 (nilai bobot setiap titik data), 𝐾(𝑥,𝑥𝑖) (fungsi kernel). 
5. Persamaan kernel : 
- Kernel Linear 
𝐾(𝑥, 𝑦) = 𝑥. 𝑦 
- Kernel RBF 





Metode evaluasi yang digunakan yaitu confusion matrix yang menghasilkan nilai accuracy, precision dan recall serta 
Kurva ROC untuk mengukur nilai AUC. Dengan semakin besar area under curva (AUC), semakin baik hasil prediksi. Berikut 
Tabel 3 merupakan tabel confusion matrix [18]. 




True TP FN 
False FP TN 
Perhitungan dari confusion matrix dinyatakan dalam Persamaan (1) sampai dengan Persamaan (3). Parameter TP (True 
Positive) menunjukkan jumlah prediksi positif dari aktual kelas positif. FP (False Positive) menyatakan jumlah prediksi positif 
dari kelas aktual negatif. TN (True Negative) menyatakan jumlah prediksi negatif dari kelas aktual negatif. FN (False 
Negative) menunjukkan jumlah prediksi negatif dari kelas aktual positif [19].  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  (𝐴)  =  
( 𝑇𝑃+𝑇𝑁 )
( 𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁 )
                             (1) 
𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛  (𝑃)   =  
( 𝑇𝑃 )
( 𝑇𝑃+𝐹𝑃 )
                                      (2) 
𝑅𝑒𝑐𝑎𝑙𝑙  (𝑅)    =  
( 𝑇𝑃 )
( 𝑇𝑃+𝐹𝑁 )
                                           (3) 
 
3. HASIL DAN ANALISIS 
3.1 Preprocessing 
Proses ini digunakan untuk membersihkan data dari noise dan siap untuk digunakan pada proses selanjutnya, proses 
preprocessing memiliki beberapa tahapan berikut merupakan tahap-tahap preprocessing. 
1. Cleansing 
Proses cleansing dalam sistem berguna untuk membersihkan data tweet seperti angka, tanda baca, link, hastag, metion, 
emoticon dan menghasilkan kata yang akan diolah pada proses selanjutnya. Hasil proses cleansing adalah menghilangkan kata 
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Tabel 4. Hasil Proses Cleansing 
Text Cleansing 
@BiznetHome maaf biznet internet error lama banget 
udah setengah hari mohon di proses 
https://t.co/jFpNKsj8Q3 
 
maaf biznet internet error lama banget udah setengah hari 
mohon di proses 
@.biznet kita baikan aja yuk, foto di twitter loadnya 
lama bgt nih‰÷¼•ü udahan marahnya‰÷¼•ü 
biznet kita baikan aja yuk  foto di twitter loadnya lama bgt 
nih udahan marahnya 
2. Case Folding 
Case folding dilakukan untuk mengubah seluruh ukuran huruf pada kata menjasi suatu bentuk ukuran huruf yang sama. 
Karena tidak semua tweet konsisten dalam penggunaan ukuran huruf. Fungsi case folding ini akan mengubah semua huruf 
menjadi lower case atau huruf kecil. Berikut Tabel 5 merupakan hasil dari proses case folding. 
Tabel 5. Hasil Proses Case Folding 
Text Case Folding 
@BiznetHome maaf biznet internet error lama banget 
udah setengah hari mohon di proses 
https://t.co/jFpNKsj8Q3  
 
maaf biznet internet error lama banget udah setengah hari 
mohon di proses 
@.biznet kita baikan aja yuk, foto di twitter loadnya 
lama bgt nih‰÷¼•ü udahan marahnya‰÷¼•ü 
biznet kita baikan aja yuk  foto di twitter loadnya lama bgt 
nih udahan marahnya  
3. Tokenization 
Proses tokenizing dilakukan untuk memisahkan deretan kata di dalam kalimat, paragraf atau halaman menjadi token atau 
potongan kata tunggal. Pada saat bersamaan, tokenizing juga membuang karakter selain huruf seperti tanda baca. Berikut Tabel 
6 merupakan hasil dari proses tokenization. 
Tabel 6. Hasil Proses Tokenization 
Text Tokenization 
@BiznetHome maaf biznet internet error lama banget 
udah setengah hari mohon di proses 
https://t.co/jFpNKsj8Q3  
 
‘maaf’, ‘biznet’, internet’, ‘error’, ‘lama’, ‘banget’, 
‘udah’, ‘setengah’, ‘hari’, ‘mohon‘, ‘di’, ‘proses’ 
@.biznet kita baikan aja yuk, foto di twitter loadnya 
lama bgt nih‰÷¼•ü udahan marahnya‰÷¼•ü 
‘biznet’, ‘kita’, ‘baikan’, ‘aja’, ‘yuk’, ‘foto’, ‘di’, ‘twitter’, 
‘loadnya’, ‘lama’, ‘bgt’, ‘nih’, ‘udahan’, ‘marahnya’  
4. Stopword Removal 
Proses stopword removal ini digunakan untuk menghilangkan kata yang tidak berpengaruh dalam proses sentimen. Kata 
dari data tweet dibandingkan dengan kata yang terdapat dalam database stopword, hasil dari proses ini adalah menghilangkan 
kata yang terdeteksi sama pada kata stopword yang ada pada database. Berikut Tabel 7 merupakan hasil dari proses stopword 
removal. 
Tabel 7. Hasil Proses Stopword Removal 
Text Stopword Removal 
@BiznetHome maaf biznet internet error lama banget 
udah setengah hari mohon di proses 
https://t.co/jFpNKsj8Q3  
 
maaf biznet internet error banget udah mohon proses  
@.biznet kita baikan aja yuk, foto di twitter loadnya 
lama bgt nih‰÷¼•ü udahan marahnya‰÷¼•ü 
biznet baikan aja yuk foto twitter loadnya bgt nih udahan 
marahnya  
5. Stemming 
Proses terakhir dalam preprocessing adalah stemming, fungsi dari stemming untuk mengubah kata yang berimbuhan menjadi 
kata dasar agar memudahkan dalam proses pembobotan nantinya. Fungsi ini menggunakan algoritma Nazief  dan Adriani yaitu 
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Tabel 8. Hasil Proses Stemming 
Text Stopword Removal 
@BiznetHome maaf biznet internet error lama banget 
udah setengah hari mohon di proses 
https://t.co/jFpNKsj8Q3 
  
maaf biznet internet error banget udah mohon proses  
@.biznet kita baikan aja yuk, foto di twitter loadnya 
lama bgt nih‰÷¼•ü udahan marahnya‰÷¼•ü 
biznet baik aja yuk foto twitter loadnya bgt nih   udahan 
marah   
 
3.2 Pembobotan TF-IDF 
Pada pembobotan term dilakukan proses pemberian nilai atau bobot terhadap setiap term yang ada pada setiap tweet yang 
telah melawati tahap preprocessing. Metode yang digunakan dalam pemberian bobot pada term yaitu TF-IDF. Pembobotan ini 
bertujuan untuk memberikan nilai kepada sebuah term dimana nilai dari term tersebut akan dijadikan sebagai input pada proses 
klasifikasi. Berikut Tabel 9 merupakan hasil dari proses pembobotan menggunakan TF-IDF. 









𝑊 = 𝑑𝑓 ∗ 𝑖𝑑𝑓 
D1 D2 D3 D1 D2 D3 
1 Biznet 1 1 1 3 0 0 0 0 
2 Aman 1   1 0.47712 0.47712 0 0 
3 Nyaman 1   1 0.47712 0.47712 0 0 
4 Internet 1   1 0.47712 0.47712 0 0 
5 Kecang 1   1 0.47712 0.47712 0 0 
6 Stabil 1   1 0.47712 0.47712 0 0 
7 Harga 1   1 0.47712 0.47712 0 0 
8 Murah 1   1 0.47712 0.47712 0 0 
9 Banget 1   1 0.47712 0.47712 0 0 
10 Home  1  1 0.47712 0 0.47712 0 
11 Lama  1  1 0.47712 0 0.47712 0 
12 Kepret  1  1 0.47712 0 0.47712 0 
13 Ya  1  1 0.47712 0 0.47712 0 
14 Bulan  1  1 0.47712 0 0.47712 0 
15 Kali  1  1 0.47712 0 0.47712 0 
16 Mati  1 1 2 0.17609 0 0.17609 0.17609 
17 Internet  1  1 0.47712 0 0.47712 0 
18 hari  1  1 0.47712 0 0.47712 0 
19 meeting    1 1 0.47712 0 0 0.47712 
20 online    1 1 0.47712 0 0 0.47712 
21 beda    1 1 0.47712 0 0 0.47712 
22 putus    1 1 0.47712 0 0 0.47712 
23 sulit    1 1 0.47712 0 0 0.47712 
24 andal   1 1 0.47712 0 0 0.47712 
Total 3.81696 3.99305 3.03881 
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𝑊 = 𝑑𝑓 ∗ 𝑖𝑑𝑓 
D1 D2 D3 D1 D2 D3 
𝑦 1 -1 -1 
Pembobotan kata dilakukan untuk memberikan nilai bobot pada setiap term. Hasil dari nilai bobot tersebut kemudian akan 
digunakan dalam pembentukan vektor pada klasifikasi SVM 
3.3 Klasifikasi dan Pengujian 
Dalam proses klasifikasi Suppport Vector Machine dibutuhkan bobot setiap kata yang ada pada data training. Nilai bobot 
setiap term ini didapat dari proses pembobotan TF-IDF yang akan digunakan dalam pembuatan model dari algoritma Suppport 
Vector Machine. Berikut Gambar 4 adalah source code dari proses klasifikasi Suppport Vector Machine. 
 
Gambar 4. Source Code SVM 
Pengujian tdilakukan untuk mengetahui kinerja SVM dalam proses klasifikasi. Pengujian ini dilakukan dengan memasukkan 
data training dengan jumlah berdasarkan skenario yang telah ditentukan pada Tabel 10 dan untuk perbandingan data training dan 
data testingnya pada pengujian ini ialah 90% data training dan 10 % data testing. 
 




Jumlah Data Training 
(90% dari Total Data) 




1 360 360 80 800 
2 405 405 90 900 
3 450 450 100 1000 
3.4 Evaluasi 
Pengujian kinerja dari Support Vector Machine dilakukan dengan metode confusion matrix berdasarkan data testing yang 
akan di proses oleh model klasifikasi Support Vector Machine yang telah dibuat sebelum. Metode confusion matrix 
menghasilkan  empa t nilai yaitu True Positive, True Negative, False Positive dan False Negative selanjutnya dilakukan 
perhitungan mulai dari accuracy, precission dan recall. Berikut adalah hasil dari pengujian dengan data training 90% dan data  
testing 10%. Berikut ini Tabel 11 merupakan tabel confusion matrix hasil evaluasi terhadap algoritma SVM. 
 
Tabel 11. Confusion Matrix Keseluruhan Skenario 
 Skenario 1 Skenario 2 Skenario 3 
TP TN FP FN TP TN FP FN TP TN FP FN 
SVM Linear Kernel 33 28 5 14 38 38 4 10 39 51 5 5 
SVM RBF Kernel 33 28 5 14 39 38 4 9 39 49 7 5 
Dari hasil confusion matrix dengan menggunakan persamaan (1), (2), dan (3) maka dapat dihitung nilai Akurasi, Presisi dan 
Recall. Berikut Tabel 12 hasil evaluasi kinerja algoritma SVM. 
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Tabel 12. Hasil Evaluasi Kinerja Algoritma SVM  
Evaluasi SVM Linear SVM RBF 
Skenario 1 
Akurasi 76.25 % 76.25 % 
Presisi 86.84 % 86.84 % 
Recall 70.21 % 70.21 % 
Skenario 2 
Akurasi 84.44 % 85.55 % 
Presisi 90.47 % 90.69% 
Recall 79.16 % 81.45 % 
Skenario 3 
Akurasi 90 % 88 % 
Presisi 88.63 % 84.78 % 
Recall 88.63 % 88.63 % 
Berdasarkan keseluruhan skenario pengujian yang telah dilakakukan menunjukkan bahwa h asil dari analisis sentimen 
dengan menggunakan algoritma SVM dengan kernel linear dan kernel RBF yang yang melalui 3 skenario pengujain memiliki 
akurasi untuk Kernel linear secara berurutan yaitu 76.25 %, 84.44 % dan 90 % yang terus meningkat sedangkan pada kernel 
RBF hasil akurasi yang didapat lebih kecil yaitu 76.25 %, 85.55 % dan 88 %. Untuk nilai presisi secara berurutan SVM kernel 
linear menghasilkan nilai 86.84%, 90.47% dan 88.63 %, sedangkan pada kernel RBF menghasilkan nilai presisi 86.84 %, 90.69 
% dan 84.78. Presisi merupakan presentase dari keakuratan model hasil klasifikasi SVM oleh sistem untuk mengklasifikasikan 
kalimat yang bernilai positif, karena hasil klasifikasi terus menurun maka kemampuan untuk mengklasifikasi kalimat be rnilai 
positif semakin berkurang. Sedangkan untuk nilai recall secara berurutan SVM kernel linear menghasilkan nilai 70.21 %, 79.16 
% dan 88.63 % sedangkan pada kernel RBF menghasilkan nilai recall 70.21 %, 81.45% dan 88.63 %. Disisi lain pengujian 
sebanyak 3 skenario dilakukan untuk mengetahui konsistensi kinerja algoritme SVM baik kernel RBF maupun kernel Linear 
apabila jumlah data yang diujikan jumlahnya berbeda. Berdasarkan pengujian melalui 3 skenario yang telah dilakukan 
menujukkan bahwa perbedaan jumlah data yang diproses sangat berpengaruh terhadap kinerja algoritme SVM baik baik kernel 
RBF maupun kernel Linear. Selain jumlah data, kinerja algoritme SVM dalam kasus klasifikasi sentiment ini ialah dengan 
adanya keterbatasan kamus kata. Hal ini disebabkan banyak kata-kata gaul atau kata singkat yang seringkali ditemukan pada 
suatu tweet dissocial media twitter yang secara langsung akan mempengaruhi tahap pra -pemrosesan data. 
 
4. KESIMPULAN 
Berdasarkan hasil pengujian yang dilakukan menggunakan kernel linea r dan kernel RBF dengan 3 skenario pengujian pada 
setiap kernel, dapat diambil kesimpulan sebagai berikut. Algoritma SVM menggunakan dengan kernel linear maupun kernel 
RBF memiliki hasil kinerja evaluasi baik dari sisi akurasi, presisi dan recall yang rela tif sama. Sehingga  dapat dikatakan bahwa 
algoritma SVM baik dengan kernel RBF maupun Linear sama sama dapat digunakan dengan baik  dalam menentukan sentimen 
pengguna internet Biznet. Selain itu dengan 3 skenario pengujian dengan jumlah data yang berbeda algoritma SVM baik dengan 
kernel RBF maupun Linear sama -sama konsisten kinerjanya. Untuk penelitian lebih lanjut hal yang perlu dilakukan ialah 
membuat kamus pada database kata gaul dan kata singkat, karena banyak tweet yang menggunakan bahasa kurang baku.  
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