We solve the following counting problem for measure preserving transformations. For f ∈ L 1 + (µ), is it true that sup n
Introduction
Let (X, B, µ) be a probability measure space, T an invertible measure preserving transformation on this space and f ∈ L 1 + (µ). Since f (T n x) n → 0 a.e., the following function
is finite a.e. In this paper we consider the following Counting Problem I. Given f ∈ L 1 + (µ) do we have sup n Nn(f )(x) n < ∞, µ a.e.?
In [2] and [3] the maximal operator sup n Nn(f )(x) n was introduced and the pointwise convergence of Nn(f )(x) n was studied. It was shown there that if f ∈ L p + for p > 1, or f ∈ L log L and the transformation T is ergodic, then Nn(f )(x) n converges a.e. to f dµ. It was also shown that if T is not ergodic, then the limit is the conditional expectation of the function f with respect to the σ field of invariant sets for T . Hence, the limit is the same as the limit of the ergodic averages 
). Now, the limit of the ergodic averages, by Birkhoff's pointwise ergodic theorem, exists for any function f ∈ L 1 (µ). So, it is natural to ask whether Nn(f )(x) n also converges a.e., when f ∈ L 1 (µ). Another motivation for this question is given by the fact that for i.i.d. random variables X n ∈ L 1 it was shown in [2] that #{k :
converges a.e. to E(X 1 ). In analogy with this fact, one might guess counting problem I has a positive answer whereas we show the answer is no. This counting problem was afterwards discussed by Jones, Rosenblatt and Wierdl in [11] .
One can see by using the methods of [2] , for instance, that the convergence for all functions f ∈ L 1 + (µ) will be guaranteed if one can answer the following equivalent maximal type inequality problem.
Counting Problem II. Does there exist a finite positive constant C such that for all measure preserving systems and all λ > 0 and all f ∈ L 1 + :
Our main result will be to show that this equivalent problem has a negative answer. More precisely we have
Theorem 1. In any nonatomic, ergodic system (X, B, µ, T ) there exists f ∈ L

1
+ such that sup n N n (f )(x) n = ∞ almost everywhere.
We will also derive answers to some related problems. The first consequence, linked to the study of the maximal function N * (f )(x) = sup n
, is what we call the return times for the tail (of the Cesaro averages). (µ) we can find a set X f of full measure such that for all x ∈ X f for all measure preserving systems (Y, G, ν, S) and each g ∈ L 1 (ν) the sequence f (T n x)·g(S n y) n converges to zero for a.e. y.
Using Theorem 1 and results from [2] it is not difficult to show that the next corollary holds. The details of this verification can also be found in [5] . We observe that in [2] and [3] it was shown that the Return Times for the Tail Property holds in L p for 1 < p ≤ ∞ and even in L log L.
A second consequence is a solution to the (L 1 , L 1 ) problem mentioned in [2] , [4] and [14] . To explain this problem we need a few definitions.
Definition 2.
A sequence of scalars a n is said to be good universal for the pointwise ergodic theorem (resp. norm convergence) in
In [6] , [7] , and [8] 
In [4] random stationary weights (i.i.d. random variables) were given for which one could go "beyond" the duality apparently imposed by the use of Hölder's inequality.
It was also shown that given f ∈ L We also derive in Section 3 some consequences in L 1 (T) between the continuous analog of the maximal function sup n
or, analogously,
and the one sided Hardy-Littlewood maximal function.
Proof of Theorem 1
Before presenting the technical details of the proof of Theorem 1 we try to explain the main ideas behind the proof.
Heuristic explanation of the proof
The main technical aspect of the proof is contained in the following theorem which shows there is no constant C satisfying the requirements of counting problem II.
To prove Theorem 4 we construct some periodic rotations T p on X = [0, 1) and functions φ p with L 1 norm one such that
From this one can conclude that for any given nonatomic ergodic system (X, B, µ, T ) we must have
(If we had a finite constant C for one nonatomic ergodic system then this constant would be the same for all measure preserving transformations). This in turn implies we can find in this system a function f ∈ L 1 + for which sup n Nn(f )(x) n = ∞ almost everywhere.
Now we explain how to establish Theorem 4. First observe that if the supports of two functions f 1 and f 2 are disjoint then
In the next lemmas when we build more and more complicated systems there will be some technical assumptions about the support of the functions constructed in order to ensure that we can use the above additivity of the counting function.
If one fixes n then for any f ∈ L 1 + it is not difficult to see that
Indeed, if f (x) = c1 1 A (x) for a constant c and a measurable set A then
Hence,
Now by using (2) we can verify (4) for step functions and then by an approximation argument for arbitrary f ∈ L 1 + . By Markov's inequality one can deduce (3) .
The bottom line of (3) is that we have L 1 limitations on the size of the set where we can make
large for a fixed n. Now assume that A is measurable, f (x) = 1 1 A (x) and the sets T
. This means that if n 0 is sufficiently large then at the price of f = µ(A) we have a "harmonic series lower estimate" for the maximal function, namely 
µ(A).
Hence if n 0 is so large that we have estimates of this type for
. This M will be called the gain constant of the construction.
We will use this type of construction with different functions f h , h = 1, ..., k which have different supports and will add these estimates together. The main difficulty is that for an x depending on h we have different "life times", n h when
is sufficiently large. In order to have a large value of the maximal function N * (f )(x) for a given x we want to find a time n x when
is large simultaneously for many h's. To coordinate these "life times" for different x's and h's a concept, called life function is introduced in the course of the proof.
Finally, an argument based on probability theory is used. Identically distributed independent random variables, X h are introduced with expected values, X h being equal to some constant times the gain constant, M , times f h . The values of these X h are distributed according to the above "harmonic series lower estimate" scheme. By using the controls established on the "life times" of our individual systems f h , h = 1, ..., k for every x we will have N *
. Then an application of the weak law of large numbers together with the fact that we gain a factor of M coming from the gain constant will complete the proof of Theorem 4.
Main lemma
In the remaining subsections of Section 2, µ will denote the Lebesgue measure on R . An interval I is a 2 −R grid interval if there is some j ∈ Z such that
This is a slight abuse of terminology since the measure of the whole space is µ(I), but in our final application we will have I = [0, 1) with measure one, so we will really talk about random variables.
The next lemma is the main lemma in the proof of Theorem 4. A system (T, f ) satisfying this lemma will be referred to as a level k system.
We assume that a positive integer M , the gain constant, is fixed. There are quite a few technical assumptions in the statement of this lemma. It is stated for a general 2 −R grid interval I 0 , but we will use it in the end when I 0 = [0, 1). The reason of the introduction of I 0 is that we prove this lemma by induction on k and during the induction steps we will have to put level k-systems onto some subintervals I 0 of [0, 1). The induction argument explains why we state this lemma with constants explicitly depending on k. Finally, the constant D and the technical assumption (6) will ensure that in the induction steps we are adding together functions with disjoint support. 
, for which
Moreover, f ≥ 0 is constant on the intervals of the form [i·2
The proof of this lemma will be done in Subsection 2.5. In the next subsection we will see how this lemma can be used to prove Theorem 1.
Proof of Theorem 1
Proof. Suppose M and 0 < γ < 1 are fixed. (One should think of γ as a number close to one.) We assume X = I 0 = [0, 1) and consider independent (M − 0.99)-distributed random variables, X h for h = 1, ..., K for a sufficiently large K. Assume that u denotes the mean of these variables. An easy calculation shows that
By the weak law of large numbers
Therefore, we can choose K so large that
Fix such a K. Then using (7) and letting
. We modify slightly the definition of T by saying that T (x) = x + 2 −J modulo one. (Since in Lemma 5 f is supported on I 0 this modification of T does not decrease N n (f ).) By (5) and the choice of K and Λ we have for all
Hence for any x ∈ Λ we can find n ≥ K
Set φ =
f. Then φ = 1. Now using the definition of N n we obtain
Let n = n 2
By (8) for all x from Λ there exist n such that N n (φ)(x)/n > 0. 9 8 
M.
Since M can be chosen as large, and γ as close to 1, as we wish we have established (1).
The density in the weak topology of conjugates of a single ergodic transformation [10] shows that if we had a finite constant C in the second form of the Counting Problem for one nonatomic ergodic transformation then we would have the same constant for all ergodic transformations. The ergodic decomposition would give then the same constant C for all measure preserving transformations, and the equation (1) shows that such a universal finite constant does not exist.
Thus if we consider a nonatomic ergodic dynamical system we have sup
From Theorem 4 in [2] we can conclude that there exists a function f ∈ L 1 + such that sup n
is not finite almost everywhere. As lim n
is T invariant. The ergodicity of T implies that actually we have sup n N n (f )(x) n = ∞ almost everywhere.
Basic systems
As was mentioned in Subsection 2.2 we prove Lemma 5 by induction. This section is about the existence of the so called basic systems. These systems will serve on one hand as the first step of the definition of the level k systems and on the other hand these basic systems will be used during the induction when we want to build a level k +1 system, the (k +1)st "part" of this system will be created by Lemma 6. As we pointed out in Subsection 2.1 the main difficulty is to coordinate the times when N n (f (x))/n is large for a given x. We control when this happens by the use of life functions defined below.
A "life" function is a map ν : N → N such that for each N ∈ N, ν(N ) > N. Given a life function ν, a gain constant M > 3, and a startup time N 1 we choose a sequence N 2 , ..., N M so that
In the next lemma we obtain a "harmonic series lower estimate" for N n (f )(x)/n in (10). On sets Γ l of approximate measure 2
µ(I) we will have lower estimate given by (10) where the life function provides an interval of n's when this estimate holds. In the statement of Lemma 6 we will also have technical assumptions about the support constants D and S to ensure that when we build more complicated systems then we work with functions of disjoint support. 
for all x ∈ Γ l . Moreover, each set Γ l consists of the union of intervals of the form Proof. Set h 0 = 2
D+10
and choose J 0 such that
or equivalently,
We shall first define a sequence of sets B M , B M −1 , . . . , B 1 each as the union of some intervals in a corresponding sequence of finer dyadic grids. To begin put In (12) the first expression for B M is given for some computational purposes whereas the second expression shows that B M does not depend on J but rather on J 0 . The same is true for all the sets B i to be defined now.
Assume that l ∈ {0, ..., M − 3} and B M −l is given for all l ∈ {0, ..., l}. Set 
Returning to the illustration on . The set B 1 is the union of some disjoint intervals of the form
while for any l = 0, ..., M − 2 the set B M −l is the union of some intervals of the form 
) ⊂ I (and there are
In Figure 2 one can see one interval I being enlarged. Again we could not divide this interval in a drawing into several thousand subintervals, so in this illustration h = 4, and S = 2. One tiny interval is of length 2 
, and
Then N 1 > 10 implies 1000 ≤ n and hence
Of course, instead of 0.99 we could have used 0.999, but this is not of any consequence for our purposes. Now, we define the sets Γ i which do not depend on J from the sets B i . To begin set
Again, the second expression here shows that Γ 1 does not depend on J since B 1 does not depend on J. For each interval I making up B 1 , by using (9), we have
Observe that for each l = 1, ..., M − 2, the set
is the union of some intervals of the form 
Finally, by induction one can also see that
and, more generally,
Set
. By using (19) and the definition of f (x) we have
From N 2 > N 1 > 10, (12) , (13), (14), (15) 
The proof of Lemma 5
Now we are ready to prove Lemma 5.
In this subsection the gain constant M ∈ N is fixed. During the proof of Lemma 5 at each step of the induction we want to use that lower level systems exist.
Next we define the life functions for all k ≤ 2
We proceed by induction, so assume that for k ∈ N we have already defined ν k .
If some N ∈ N is given use ν = ν k and ] we have a lower estimate of N n (f )(x)/n when f comes from a level k system. Proof. To define our level 1 systems we use Lemma 6 on I 0 . We apply Lemma 6 with ν = ν 1 , and
(1) e = ν 1 (N M ) will be the exit time. We choose our (M − 0.99)-distributed random variable the following way. For l = 1, ..., M we select a measurable set
. If x ∈ Γ l for some l then we set X 1 (x) = 0.99 · 2
−l+1
and X 1 (x) = 0 otherwise. Viewed in this way Lemma 6 guarantees that level one systems exist.
We proceed by induction on k. Assume that level k systems exist and we need to verify the existence of level k + 1 systems as long as
First, calling upon Lemma 6, we define a "mother" base system, this will be the (k + 1)st function in our construction of a system with k + 1 functions.
The "subsystems" of this "mother" system will be level k systems with different life intervals.
Given the startup constant 
], for which
Moreover, φ j is constant on the intervals of the form [i · 2
We may also require that if N n (φ j )(x). We also calculate ] for which
This also shows that the exit time K (k+1) e can be chosen to be ν k+1 (N M,0 ).
The counting problem and Birkhoff 's theorem
Theorem 1 also helps to refine connections between Birkhoff's pointwise ergodic theorem and the counting problem. It provides an example of a maximal operator which is of restricted weak type (1,1) but does not satisfy a weak type (1,1) inequality. However, this operator coincides with the one sided Hardy-Littlewood maximal function on characteristic functions of measurable sets. Let us see how and why.
One way to prove Birkhoff's pointwise ergodic theorem is via the maximal inequality
It turns out (see [9] for instance) that this maximal inequality is equivalent to the weak type (1,1) inequality for the Hardy-Littlewood maximal function on T, the unit circle, that we identify with the interval [− 
