Abstract -We have developed a discretization method of an arbitrarily given order of accuracy with respect to the time discretization parameter for the first-order evolution differential equation in Banach space. The method includes two levels of parallelism: the operator exponential needed for the calculation of the evolution operator can be computed in parallel analogously to [6] (inner parallelism) and then we can compute in parallel the evolution operator at various points of the time mesh (outer parallelism).
Introduction
We consider an approximation for the initial value problem u (t) + A(t)u = f (t), u(0) = u 0
under various assumptions discussed below. There are a lot of papers dealing with this subject (see for example [10, 11] and references therein). Most of these approaches use wellknown difference schemes (for example, the Runge-Kutta methods) and extend their analysis to the abstract problem (1) . We propose a new approach with the following distinguishing features: 1) our approach has a high level of parallelism; 2) we get imbedded methods of an arbitrarily given order of accuracy permitting aposteriori error control; 3) this approach can also be applied to boundary value problems. In order to make the reading easier, we refresh some facts about the evolution operator. The evolution operator (family of evolution operators) U (t, s) for equation (1) satisfies the equations ∂U (t, s) ∂t + A(t)U (t, s) = 0, U (s, s) = I,
where I is the unit operator. With the help of the evolution operator U (t, s) the solution of equation (1) can be represented by
It is known (see i.e. [4] ) that the evolution operator can be represented by
U (t, s) = e −(t−s)A(s)
+ t s e
−(t−r)A(s)

R(r, s)dr,
where 
R(t, s) is the solution of the integral equation of the Volterra type
R(t, s) −
with
R 1 (t, s) = −(A(t) − A(s))e −(t−s)A(s)
.
Approximation of the solution by means of the approximate evolution operator
Let us introduce the mesh ω τ = {t i : i = 0, M ; 0 = t 0 < t 1 < ..
. < t M = T } covering the interval [0, T ] and approximate the operator A(t) by the piece-wise constant operator defined by A(t) = A i = A(t i−1 ), t ∈ [t i−1 , t i ], i = 1, M .
We will use an integral equation of the Volterra type for the evolution operator, which is different from that in (3) and which we derive from the following differential equation equivalent to (2)
∂U (t, s) ∂t + A(t k−1 )U (t, s) = −[A(t) − A(t k−1 )]U (t, s), t > s, U (s, s) = I.
From (5) .
Note that if we substitute t k−1 for s in (3), (4), (5) and (6) and iterate (4), then we get from (3) the same sequence (7) . It is easy to see that
−(t−s)A(t k−1 )
,
Let U m k (t, s) be approximations of the evolution operator U (t, s) and u (11) we obtain the following approximate representation of the solution for the interval t ∈ [t k−1 , t k ]:
U (t, s)f (s) ds
Assuming that the approximate solution is continuous throughout the interval [0, T ], we obtain from (12) the following system of linear equations with respect to u 
Starting with k = 1, we can successively find from (13) all u m k (t k ). The operator coefficients U m (t, s) can concurrently be found in advance. Note that in the case of the Cauchy problem for systems of ordinary differential equations a similar idea (called the "constant perturbation method") with an essentially different analysis was proposed in [12] .
Error analysis in a Banach space
Making use of (11) and (12) for the error of the method
from where we further get
In what follows we assume that the operator A(t) is strongly positive [1, 9] (m-sectorial in terms of [4] ), i.e., the spectrum of A(t) is situated in the sector Σ θ = {z ∈ C | 0 | arg z| θ, θ ∈ (0, π/2)}, and on the rays and outside the sector the following estimate for the resolvent
holds true with constant M R independent of t. This assumption implies (see [4, p. 103 
Besides this inequality we suppose that
and
for all t, s ∈ [0, T ], where 0 γ < 1, 0 < α 1. Note that the assumption β ∈ [0, 1/2) implies that the domain D(A β (t)) does not depend on t provided that the domain D(A(t)) is independent of t (see [4, p. 99 ] for details).
Example 2.1. Let q(t) q 0 > 0, t ∈ [0, T ] be a given function from the Hölder class with the exponent α ∈ (0, 1]. We consider the operator A(t) defined by
with the domain independent of t. It is easy to show that
where the Green function is given by
Then we have the relation
which leads to the estimate
where L is the Hölder constant. This inequality yields
i.e., condition (18) is fulfilled at γ = 1/2. Let us prove condition (17) . We have
from where it follows
i.e., condition (17) is fulfilled at β = 1/2, δ = α.
Remark 2.1. It is clear that for the general elliptic operator the inequalities (18) and (17) hold true at γ = 1, β = 1.
Further we need some estimates for U
Using assumptions (16) and (18), we obtain
where
) be the point of the gamma function minimum. Because
it holds x * < 2, i.e., Γ(x) increases for x > x * . Then for 2(1 − γ + α) + β x * it holds
and we get from (19 
and the mesh ω τ is chosen so that
Inequalities (20) and (21) now yield
The same inequalities provide the estimate
with some positive constant c and µ = min{δ, 1 + α − γ}. Using estimates (22), (23), we obtain from (14)
We further assume that
One can see that for the boundedness of the factor (1 + cτ
it is necessary that µ = 1, i.e., it must be δ = 1 and α γ in (17) , (18) . Actually, in the case of µ = 1 we have
Inequality (24) now implies the following error estimate
where c m is a positive constant only depending on m. Here we have used inequality (17) 
Thus, we have proved the following statement. (15) , (17) , (18) . Then method (12) , (13 (18) and (17) hold true at γ = 1, β = 1. The error analysis in the case of a Banach space and of the above strong norm is actual for the operators with γ < 1, β < 1. In the next section we show that our error considerations in the case of a Hilbert space can also be carried out for parameters γ = 1, β = 1.
If we assume that there exists ω > 0 such that (t k , t k−1 ) e −ωτ k and instead of (23) we have
, where τ * is a sufficiently small number. Using estimates (22), (27), we obtain from (14)
with some positive constant c. This yields, instead of (25), the error estimate
Error analysis in a Hilbert space
In this section we consider problem (1) in a Hilbert space H with the scalar product (·, ·) and the corresponding norm · and assuming that A(t) is a self-adjoint positive definite operator, i.e., A(t) = A * (t) κI, κ > 0. Besides, analogously to (18) we assume
(in contrast to (18) we assume from the beginning α = 1 in order to obtain an estimate similar to (26) with bounded constants for the whole interval [0, T ]; see also (24) ). Setting s = t k−1 in (8) and applying the operators on both sides of the equality to the vector u
In accordance with (29) we have for u
, that approximate the exact relations
Multiplying scalarly equation (30) by
which after integrating and using (28) yields
Denoting w
2 ds and using the strong positivity of A k , we obtain from (32)
where the last inequality is obtained analogously starting from (31).
is the solution of the following initial value problem: dz
Using (28), it is easy to obtain that
which implies
We next use the following corollary from the Heinz inequality [13, Th. x . This fact and (36) imply
or, which is the same,
Using this inequality, we get from (35)
Denoting
ds.
A parallel high-accuracy method for the first-order evolution equation 97
Taking into account (33) and (34), this estimate gives the inequality
we can rewrite the last inequality in the form
where c is a constant independent of τ . Solving this recurrence inequality, we obtain
Returning to the old notations and taking into account that max
Stability of solutions of the first-order differential equations
In this section, we consider the following two initial value problems
densely defined, closed operators A(t), B(t) having a common domain D A(t) = D B(t) independent of t. The difference z(t) = u(t) − v(t) is the solution of the initial value problem
We investigate the estimates for z(t) in Banach and Hilbert spaces under various assumptions.
Stability estimates in Banach space
We make the following assumptions:
1. There exist bounded inverses A −1
(t) and they holds for the resolvents
The operators A(t), B(t) are strongly differentiable on D A(t) = D B(t) .
3. There exists a constant M such that
For the evolution operators the inequalities
holds and for β such that 0 β < α + β the following estimates take place:
be a polygon and
be a second-order elliptic operator with time-dependent real smooth coefficients satisfying the uniform ellipticity condition
where ∂/∂ ν L denotes the differentiation along the outer co-normal vector ν L :
we set 
(s) are bounded and strongly continuous in the triangle T ∆ = {(s, t) : 0 s t T }. The solution of (40) can be represented by
where U A (t, s) is the evolution operator. This equality yields
from where, taking into account that A
M (see above) and (41), we get
(42) Now, assumption 3 allows to replace the first integral on the right-hand side of (42) by the integral
For this integral we get from (39)
Substituting this estimate into (42), we obtain the following stability estimate:
Stability estimates in Hilbert space
In this section, we assume that there exists an operator C = C * c 0 I such that
2.
A(s)y, Cy c 0 Cy
equality (40) yields
C + A(t)z(t), Cz(t) = − [A(t) − B(t)]v(t), Cz(t) + f (t) − g(t), Cz(t)
and further
Cv(s), Cz(s) ds
Using assumptions (43), (44), we obtain
where , 1 are arbitrary positive numbers. Choosing + 1 < c 0 , we get
To estimate the first term on the right-hand side, we use equation (39) from which it follows 1 2
d dt Cv(t), v(t) + B(t)v(t), Cv(t) = g(t), Cv(t) .
This implies the inequality
The substitution of (46) into (45) yields the following stability estimate:
which means the stability with respect to the right-hand side and the initial condition and the coefficient stability. Note that an analogous estimate in the case of an finite dimensional Hilbert space and of a constant operator A was proved in [17, p. 62].
Implementation of the algorithm
Using the stability arguments from the previous section, we can use a suitable approximation for A(t) and f (t). Having given the accuracy order m of our method, we approximate A(t) and f (t) on each subinterval [t k−1 , t k ] by a polynomial, i.e.,
The key step in our algorithm is the evaluation of the approximate evolution operator U m k (t, s) (see (8) ) as the sum of terms given recursively by (9), (10) . In this section, we assume that A(t) is a strongly P-positive operator [5] , for all t i.e., its spectrum is enveloped by a parabola (the spectral parabola) Γ S = {z = (ξ, η) = aη 2 + γ 0 + iη : η ∈ (−∞, ∞)} and the resolvent on the parabola and outside of the parabola (on the resolvent set) is estimated by (zI − A(t)) −1 M RP /(1 + |z|) with a positive constant M RP independent of t. Let Γ I be an integration parabola containing the spectral parabola Γ S .
Taking into account (47), (48) and using (9), we represent in what follows the recurrence relations for calculating the operators U 
Next we verify
Lemma 4.1. The following representation holds true:
where the operator-valued functions
To prove this lemma, we make use of the following auxiliary result. 
Lemma 4.2. Let A(t) be a densely defined, closed, strongly P-positive operator in a Banach space X with the domain D(A) independent of t and such that (λI
Proof. Let us first substantiate that
k,j (z) consists of terms-operators that are accurate to constant multipliers recursively defined by the formulas
Using (52), (53), we get
, from where it follows
and the statement holds true for l = 1. Next, let the statement be true for l = µ − 1. Then, substituting l = µ into (50) and making j successively take values 1, 2, . . . , m, we prove the statement for the case l = µ. Hence, instead of verifying (54) we next show that 1 2πi
Let X * be a space dual to X, let <, > be the duality relation and {g i , i = 1, 2, ...} ⊂ X * be a system biorthogonal to {e i , i = 1, 2, ...} ⊂ X, i.e. g i (e j ) =< g i , e j >= δ ij , where δ ij is the Kronecker symbol. Suffice it to show that the operator on the left side of (56) applied to an arbitrary vector f ∈ D(A) = D(B 0,k ) is zero-vector. We have
It follows from (55), (56) that
Making use of this relation, we obtain 1 2πi
= 0, since due to the residue theorem we have 1 2πi
In proving the last relation, we also used the inequalities
We now turn to Lemma 4.1.
Proof. We prove the statement of the lemma by induction: first we show that it is correct for all m = 1, 2, . . . , if l = 1, and then for all l = 1, 2, . . . when m is fixed. We start with induction in m. Namely, let l = 1, then for m = 1 we have
and the statement is true since due to Lemma 4.2 the integrals in the second sum disappear. Let us assume that (49) is correct if m = r, then for m = r + 1 we get
and applying Lemma 4.2 to the second sum, we make sure that (49) is valid for all m = 1, 2, . . . and l = 1. Next, we suppose that the statement of the lemma holds for l = µ and then show that it is true for l = µ + 1. Making use of (9), we have
).
Due to Lemma 4.2 the second integral vanishes and the statement is proved by induction.
Next we focus on the calculation of
Setting l = 1 in (60) and using relations (52), (53), we can obtain
j, p = 0, m.
And for l = 2, . . . , m equalities (60) and (51) give the recurrence relation
Here we applied the statement of Lemma 4.2 and repeatedly used the identity I = B 
The integrals in (61) for m β (1) k,m−j,p (t k−1 ) are of the type 1 2πi
or, with the help of the notation from (56), 1 2πi
This can be calculated explicitly with the help of the following auxiliary result. 
It remains to give an algorithm of computing the integrals in (61):
1 2πi
and those in (49):
Both these integrals are of the type
Similarly to [6] , the parametrization z = a 1 η
of the path here gives the integral
Using the identity (zI − B 0,k )
and assumptions (18) , (15), we get
with a positive constant C. Now, it follows from (56) that there exist positive constants c Φ ,
Similarly to [6] , it can be shown that choosing k > 1,
one can analytically extend the integrand Φ(η, t) into the strip D d of width 
In what follows, we give the calculation formulas for the cases m = 1, m = 2. Let f (t) ≡ 0, then we have
k,1 (z), and (13) takes the form
then (13) can be written as follows:
give some more detail of (57) for m = 1, m = 2. Setting m = 1 in (58), we can get
Next, (59) with l = 1 yields k,j,p (t), j, p = 0, 1, 2, can be calculated by formula (64). The authors are grateful to the referee whose comments contributed to the improvement of the paper.
