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A CONJECTURE ON THE LENGTHS OF FILLING PAIRS
BIDYUT SANKI AND ARYA VADNERE
Abstract. A pair (α, β) of simple closed geodesics on a closed and oriented hyperbolic
surface Mg of genus g is called a filling pair if the complementary components of α ∪ β
in Mg are simply connected. The length of a filling pair is defined to be the sum of their
individual lengths. In [1], Aougab-Huang conjectured that the length of any filling pair
on M is at least
mg
2
, where mg is the perimeter of the regular right-angled hyperbolic
(8g − 4)-gon.
In this paper, we prove a generalized isoperimetric inequality for disconnected regions
and we prove the Aougab-Huang conjecture as a corollary.
1. Introduction
Let Mg be a closed and oriented hyperbolic surface of genus g. A pair (α, β), of simple
closed curves on Mg, is called a filling pair if the complement of their union α ∪ β in Mg is
a disjoint union of topological discs. It is assumed that the curves α and β are in minimal
position, i.e., the geometric intersection number i(α, β) is equal to |α∩ β| (see Section 1.2.3
in [4]).
To a filling pair one can associate a natural number k, the number of topological discs in
the complement Mg \ (α ∪ β). A filling pair (α, β) is minimal when k = 1. For a minimal
filling pair (α, β) of Mg, the geometric intersection number is given by i(α, β) = 2g − 1 (see
Lemma 2.1 in [1]).
The set of all closed and oriented hyperbolic surfaces of genus g ≥ 2, up to isometry, is
called the moduli space of genus g and is denoted byMg. The length of a filling pair (α, β)
on a hyperbolic surface Mg ∈Mg is defined by the sum of their individual length:
LMg (α, β) = lMg (α) + lMg (β),
where lMg (α) denotes the length of the geodesic representative in the free homotopy class
[α] of α on Mg.
If (α, β) is a filling pair of a hyperbolic surface Mg ∈ Mg, then we assume that α and β
are simple closed geodesics. When we cut Mg open along a minimal filling pair, we obtain
a hyperbolic (8g − 4)-gon with area 4pi(g − 1) which is equal to the area of the surface Mg.
The length of the filling pair is equal to half of the perimeter of this (8g − 4)-gon.
It is known that among all hyperbolic n-gons with a fixed area, the regular n-gon has the
least perimeter (see Bezdek [2]). In particular, we see that a regular right-angled (8g − 4)-
gon, denoted by Pg, has the least perimeter among all (8g−4)-gons with fixed area 4pi(g−1).
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2 BIDYUT SANKI AND ARYA VADNERE
Thus, if mg is the perimeter of a hyperbolic regular right-angled (8g − 4)-gon and
Fg(Mg) = min{LMg (α, β) | (α, β) is a minimal filling of Mg},
then
Fg(Mg) ≥ mg
2
, for all Mg ∈Mg.
This fact is observed in [1] (see Theorem 1.3 [1]). It is also shown in [1] that there are finitely
many surfaces where the equality holds. Furthermore, Aougab and Huang have defined the
filling pair systole function Yg :Mg → R, by
(1) Yg(Mg) = min{LMg (α, β) | (α, β) is a filling pair of Mg},
and conjectured that (see Conjecture 4.6 [1]):
Yg(Mg) ≥ mg
2
, for all Mg ∈Mg.
Aougab and Huang have proved their conjecture when Mg \ (α ∪ β) has two components
(see Corollary 4.5 in [1]).
If (α, β) is a filling pair of Mg ∈Mg, then the complement Mg \ (α∪ β) is a collection of
even sided polygons with areas add up to the area of Mg which is equal to 4pi(g − 1). The
number of sides in each complementary polygon is at least 4, follows from the fact that a pair
of curves in minimal position do not form a bi-gon. If there are k polygons in Mg \ (α∪ β),
then by Euler characteristic equation, we have
8g − 4 = 4(1− k) + 2
k∑
i=1
mi,
where 2m1, . . . , 2mk, are the number of sides of the polygons.
For a polygon P , the area and the perimeter of P are denoted by area(P ) and Perim(P )
respectively.
In this article, we prove the theorem below:
Theorem 1.1 (Main). Suppose Pi’s are hyperbolic 2mi-gons, with mi ≥ 2, for i = 1, . . . , k.
Let R be a regular N -gon, such that
(1) N = 4(1− k) + 2
k∑
i=1
mi and
(2) area(R) =
k∑
i=1
area(Pi).
If R is not acute, then
k∑
i=1
Perim(Pi) ≥ Perim(R).
As a consequence of Theorem 1.1, we have the corollary below that proves the conjecture
of Aougab and Huang.
Corollary 1.2. Let Yg be the filling pair systole function on Mg, defined in equation (1).
Then
Yg(Mg) ≥ mg
2
, for all Mg ∈Mg,
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where
mg = (8g − 4) cosh−1
(
2 cos
(
2pi
8g − 4
)
+ 1
)
is the perimeter of a regular right-angled hyperbolic (8g − 4)-gon.
While it is not hard to see that Yg has a global minimum overMg, this corollary provides
an explicit lower bound.
In [1], Aougab and Huang have proved that Fg is a topological Morse function. Further-
more, there are finitely many surfaces Mg such that Fg(Mg) = mg2 (for details of the proof,
we refer to Theorem 1.3, Section 4 [1]). Similar argument proves that Yg is a generalized
systole function (see [6]) and hence a topological Morse function. Furthermore, it follows
that there are at most finitely many Mg ∈Mg such that Yg(Mg) = mg2 .
Acknowledgements: The first author would like to thank Siddhartha Gadgil, Mahan Mj
and Divakaran D. for all the discussions. The second author would like to thank Satyajit
Guin for hosting him at IIT Kanpur, making this work possible. The authors also thank
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2. Partitions of polygons
In this section, we develop two lemmas, involving hyperbolic polygons and partitions of
their areas, which are essential for the subsequent sections.
Let (α, β) be a filling pair of Mg. Then the complement of α∪β in Mg is a disjoint union
of topological discs, and we write
Mg \ (α ∪ β) =
k⋃
i=1
Pi,
where k ∈ N and Pi, i = 1, . . . , k, are topological discs. Note that, Pi’s are hyperbolic
polygons when Mg (g ≥ 2) is a hyperbolic surface and (α, β) is a filling pair of geodesics.
From another point of view, one can regard the union Γ (α, β) = α ∪ β as a decorated
fat graph (also known as a ribbon graph) on Mg, where the intersection points of α and
β are the vertices, the sub-arcs of α and β between the vertices are the edges, and the
fat graph structure is determined by the orientation of the surface (we refer to Section 2
in [3] for notations). Note that, Γ(α, β) is a 4-regular graph on Mg. If the number of
vertices and edges in Γ (α, β) are v and e respectively, then we have e = 2v and v = i (α, β),
where i (α, β) is the geometric intersection number of α and β. Furthermore, Γ (α, β) has k
boundary components (or equivalently faces) which is equal to the number of components
in Mg \ (α ∪ β).
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It is straightforward to see that, Γ (α, β) is the 1-skeleton of a cellular decomposition of
Mg. Therefore, by the Euler’s formula, we have v − e+ k = 2− 2g which implies
v = 2g + k − 2 and
e = 4g + 2k − 4.
Observe that, each edge in Γ (α, β) contributes two sides in the set of polygons Pi, i =
1, . . . , k. Among every two consecutive edges of Pi’s, one comes from α and the other from
β. Furthermore, α and β are in minimal position, i.e., they do not form a bi-gon on Mg.
Therefore, the number of sides of each Pi is even and at least four. We assume that the
number of sides of Pi is 2mi, for some mi ≥ 2, i = 1, . . . , k. Therefore, by the Euler’s
formula, we have
(2)
k∑
i=1
mi = 4g + 2k − 4.
Now, suppose Pg is a right-angled regular hyperbolic (8g − 4)-gon. Then by the Gauss-
Bonnet formula (see Theorem 1.1.7 in [5]), we have area (Pg) = area (Mg) = 4pi (g − 1).
Thus,
(3)
k∑
i=1
area (Pi) = area (Pg) .
Now, we prove the lemmas below:
Lemma 2.1. Let P, P1, P2 be regular hyperbolic 2n-, 2m1-, 2m2-gons with interior angles
θ, θ1, θ2 respectively, and suppose that
(1) θ ≥ pi2 , and m1,m2 ≥ 2,
(2) area(P ) = area(P1) + area(P2) and
(3) 2m1 + 2m2 = 2n+ 4.
Then we have:
(a) If θ1 ≤ θ2, then θ1 ≤ θ and θ2 ≥ pi2 .
(b) If θ1 ≤ θ, then θ2 ≥ pi2 .
Proof. From condition (3), we have m1 + m2 = n + 2. Now, using condition (2) and the
Gauss-Bonnet theorem, we have
2∑
i=1
[(2mi − 2)pi − 2miθi] = (2n− 2)pi − 2nθ
=⇒ (m1 +m2)pi − 2pi − (m1θ1 +m2θ2) = (n− 1)pi − nθ
=⇒ m1θ1 +m2θ2 = nθ + pi.
(a) Consider θ1 ≤ θ2. Assume that θ < θ1. This implies θ < θ2, as θ1 ≤ θ2. Now, we have
pi + nθ = m1θ1 + m2θ2 > (m1 +m2) θ = (n+ 2) θ, which implies θ <
pi
2 . This contradicts
condition (1), θ ≥ pi2 . Thus, we conclude that θ1 ≤ θ.
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Now,
pi + nθ = m1θ1 +m2θ2 ≤ (n+ 2) θ2
=⇒ (n+ 2) θ2 ≥ pi + npi
2
=
pi
2
(n+ 2)
=⇒ θ2 ≥ pi
2
.
(b) If θ1 ≤ θ2, then the assertion directly follows from (a). In the remaining case, assume
θ2 ≤ θ1. By switching the role of θ1 and θ2 in (a), we have pi2 ≤ θ1. Towards contradiction, if
θ2 <
pi
2 and θ1 ≤ θ, then θ2 < pi2 ≤ θ1 ≤ θ. But, we have pi+nθ = m1θ1+m2θ2 < m1θ+m2 pi2 ,
which implies (n − m1)θ < (m2 − 2)pi2 . This implies θ < pi2 as m2 − 2 = n − m1, which
contradicts condition (1), θ ≥ pi2 . 
In the next lemma (Lemma 2.2), we generalize Lemma 2.1. Suppose Pi’s are regular
hyperbolic 2mi-gons, mi ≥ 2, for i = 1, . . . , k, and P is a regular hyperbolic 2n-gon with
interior angle θ ≥ pi2 , such that
(4)
k∑
i=1
area (Pi) = area (P ) and
(5) 2n = 4 (1− k) + 2
k∑
i=1
mi.
Suppose the interior angles of Pi’s are θi, for i = 1, . . . , k. We define
θmin = min {θi | i = 1, . . . , k} and
θmax = max {θi | i = 1, . . . , k} .
Lemma 2.2. In the setting above, we have
(1) θmin ≤ θ and
(2) θmax ≥ pi2 .
Proof. The proof of Lemma 2.2 is similar to the proof of Lemma 2.1. By the Gauss-Bonnet
formula, equations (4) and (5), we have
k∑
i=1
[(2mi − 2)pi − 2miθi] = (2n− 2)pi − 2nθ
=⇒ pi
k∑
i=1
mi − kpi −
k∑
i=1
miθi = (n− 1)pi − nθ
=⇒ npi + (2k − 2)pi − kpi −
k∑
i=1
miθi = npi − pi − nθ
=⇒
k∑
i=1
miθi = nθ + kpi − pi.
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(1) Using the inequality θmin
(
k∑
i=1
mi
)
≤
k∑
i=1
miθi and equation (5), we have
θmin (n+ 2k − 2) ≤ nθ + (k − 1)pi
≤ nθ + (2k − 2) θ
=⇒ θmin ≤ θ.
(2) Similarly, using the inequality θmax
(
k∑
i=1
mi
)
≥
k∑
i=1
miθi and equation (5), we have
θmax (n+ 2k − 2) ≥ nθ + (2k − 2) pi
2
≥ (n+ 2k − 2) pi
2
=⇒ θmax ≥ pi
2
.
This completes the proof. 
Now, we note that the proposition (Proposition 2.3) below is the key step in proof of the
main theorem (Theorem 1.1).
Proposition 2.3. Let P be a regular hyperbolic 2n-gon with interior angle θ ≥ pi2 . Suppose
Pi’s are regular hyperbolic 2mi-gons, mi ≥ 2, for i = 1, 2, such that
(1) m1 +m2 = n+ 2 and
(2) area (P1) + area (P2) = area(P ).
Then
Perim(P ) ≤ Perim (P1) + Perim (P2) .
We will prove Proposition 2.3 after proving the main theorem in Section 3.
3. Proof of Main Theorem
In this section, we show that Proposition 2.3 implies the main theorem (Theorem 1.1).
Suppose Pg is a regular right-angled hyperbolic (8g− 4)-gon and Pi’s are regular 2mi-gons,
mi ≥ 2, for i = 1, . . . , k, satisfying equations (4) and (5). We prove the theorem stated
below:
Theorem 3.1. Perim (Pg) ≤
k∑
i=1
Perim (Pi) .
In the light of the fact: the regular n-gon has the least perimeter among all hyperbolic
n-gons with a fixed area (Bezdek [2]), Theorem 3.1 implies Theorem 1.1.
Proof of Theorem 3.1. Suppose θi’s are the interior angles of Pi, for i = 1, . . . , k. After
re-indexing, if needed, we assume that
θ1 ≥ θ2 ≥ · · · ≥ θk.
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We define regular hyperbolic 2m˜j-gons P˜j , for j = 1, . . . , k, inductively as described below:
(1) For j = 1, P˜1 = P1. Here, m˜1 = m1 and area
(
P˜1
)
= area (P1).
(2) For j ≥ 2, the polygon P˜j is defined by the requirements that 2m˜j = 2m˜j−1+2mj−4
and area
(
P˜j
)
= area
(
P˜j−1
)
+ area (Pj).
Now, we prove Lemma 3.2 below which is used to complete the proof of Theorem 3.1.
Lemma 3.2. The interior angle θ˜j of P˜j satisfies θ˜j ≥ pi2 , for each 1 ≤ j ≤ k.
Proof of Lemma 3.2. The proof is by induction on j.
For the base case j = k, it is straightforward to see that P˜k = Pg, as area
(
P˜k
)
= area (Pg)
and 2m˜k =
(
k∑
i=1
2mi
)
− 4 (k − 1) which is equal to (8g − 4). So, P˜k is isometric to Pg and
by the hypothesis, we have θ˜k = θ ≥ pi2 .
Now, assume that the lemma is true for k0, i.e., θ˜k0 ≥ pi2 , for some k0 ≤ k.
To complete the induction, we show that θ˜k0−1 ≥ pi2 . First, note that the polygons
P1, . . . , Pk0 and P := P˜k0 satisfy the conditions of Lemma 2.2:
(1) The interior angle θ˜k0 of P = P˜k0 satisfies θ˜k0 ≥ pi2 .
(2) By definition of P˜j ’s, we have
k0∑
i=1
area (Pi) = area
(
P˜k0
)
.
(3) As 2m˜j = 2m˜j−1 + 2mj − 4, for j = 2, . . . , k0, we have 2m˜k0 = 4 (1− k0) + 2
k0∑
i=1
mi.
Now, the definition θk0 = min {θi | i = 1, . . . , k0} and Lemma 2.2 imply θk0 ≤ θ˜k0 .
Finally, the polygons P˜k0 , Pk0 and P˜k0−1 satisfy the following:
(1) The interior angle θ˜k0 of P˜k0 satisfies θ˜k0 ≥ pi2 ,
(2) area
(
P˜k0−1
)
+ area (Pk0) = area
(
P˜k0
)
,
(3) 2m˜k0−1 + 2mk0 = 2m˜k0 + 4 and
(4) θk0 ≤ θ˜k0 .
Thus, by Lemma 2.1, we conclude that θ˜k0−1 ≥ pi2 . 
Now, we complete the proof of Theorem 3.1. By Lemma 3.2, the polygons P˜j , Pj and
P˜j−1, for 2 ≤ j ≤ k, satisfy following:
(1) The interior angle of P˜j is θ˜j ≥ pi2 ,
(2) area
(
P˜j−1
)
+ area (Pj) = area
(
P˜j
)
and
(3) 2m˜j−1 + 2mj = 2m˜j + 4.
Thus, by Proposition 2.3, we conclude that
Perim
(
P˜j
)
≤ Perim (Pj) + Perim
(
P˜j−1
)
,
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for 2 ≤ j ≤ k, which implies
Perim (Pg) = Perim
(
P˜k
)
≤
k∑
i=1
Perim (Pi) .

Corollary 3.3. Let M = Mg be a closed hyperbolic surface of genus g and (α, β) be a filling
pair of simple closed geodesics. Then
LM (α, β) = lM (α) + lM (β) ≥ mg
2
,
where mg is the perimeter of a regular right-angled hyperbolic (8g − 4)-gon.
Proof. Let M \(α ∪ β) =
k⋃
i=1
P̂i, where P̂i’s are hyperbolic 2mi-gons, mi ≥ 2, for i = 1, . . . , k.
We denote Pi to be a regular hyperbolic 2mi-gon whose area is equal to area
(
P̂i
)
. Then
we have
Perim (Pi) ≤ Perim
(
P̂i
)
=⇒
k∑
i=1
Perim (Pi) ≤
k∑
i=1
Perim
(
P̂i
)
= 2LM (α, β) .
Now, Proposition 3.1 implies that
mg ≤
k∑
i=1
Perim (Pi) ≤ 2LM (α, β)
=⇒ LM (α, β) = lM (α) + lM (β) ≥ mg
2
.

Now, we aim at proving Proposition 2.3.
4. Generalization of the isoperimetric inequality
The purpose of this section is to prove Proposition 4.1 which is essential in the subsequent
sections to prove Proposition 2.3. For n ≥ 3 and 0 < a < (n− 2)pi, Pn(a) denotes a regular
hyperbolic n-gon with area a. The perimeter of Pn(a) is given by (for a proof, see [7]):
(6) Perim (Pn(a)) = 2n cosh
−1
 cos (pin)
sin
(
(n−2)pi−a
2n
)
 .
For a = 0, Pn(a) is degenerate, and in this case, Perim (Pn(a)) = 0. Note that, for a fixed
area a > 0, Perim (Pn(a)) strictly decreasing in n; and for a fixed n, Perim (Pn(a)) strictly
increasing in a. We prove:
Proposition 4.1. For n ≥ 4, the function gn : [0, (n − 2)pi) → R, defined by gn(x) =
Perim (Pn(x))− Perim (Pn+1(x)) , is monotonically increasing in x.
A CONJECTURE ON THE LENGTHS OF FILLING PAIRS 9
Now, we develop two technical lemmas which will be used in the proof of Proposition 4.1.
Lemma 4.2. Let x ∈ (0, pi4 ] and y ∈ (x, pi2 ). Then, we have
(7) 1 + sin2 y <
cos2 x
cos2 y
+
x tanx
y tan y
sin2 y.
Proof. Note that lim
x→y
(
cos2 x
cos2 y +
x tan x
y tan y sin
2 y
)
= 1+sin2 y. Therefore, to prove inequality (7),
it suffices to show cos
2 x
cos2 y +
x tan x
y tan y sin
2 y is monotonically decreasing in x on (0,min{pi/4, y}),
when y is fixed. Equivalently, we show
∂
∂x
(
cos2 x
cos2 y
+
x tanx
y tan y
sin2 y
)
< 0
⇐⇒ − sin 2x
cos2 y
+
sin y cos y
y
(tanx+ x sec2 x) < 0
⇐⇒ tanx+ x sec
2 x
sin 2x
<
y
sin y cos3 y
.(8)
Now, note that tan x+x sec
2 x
sin 2x is monotonically increasing on
(
0, pi2
)
and x < y. Therefore, it
suffices to show the inequality below holds true:
tan y + y sec2 y
2 sin y cos y
≤ y
sin y cos3 y
⇐⇒ tan y
2
+
y
2 cos2 y
≤ y
cos2 y
⇐⇒ sin y cos y ≤ y,
which is true for every y ∈ (0, pi2 ). Hence, the proof completes. 
Lemma 4.3. For x > 0, the function fx : [4,∞)→ R, defined by
fx (t) =
cos2
(
pi
t
)
tan2
(
2pi+x
2t
)
cos2
(
pi
t
)− cos2 ( 2pi+x2t ) ,
is monotonically decreasing in t.
Proof. We show ddtfx(t) ≤ 0. Let pi + x2 = cxpi. Then we have
fx (t) =
cos2
(
pi
t
)
tan2
(
cxpi
2t
)
cos2
(
pi
t
)− cos2 ( cxpi2t ) = tan
2
(
cxpi
2t
)
1− cos2(cxpi/2t)cos2(pi/t)
=⇒ d
dt
fx(t) = −
2picx tan
(
cxpi
t
)
sec2
(
cxpi
t
)
t2
(
1− cos2(cxpi/t)cos2(pi/t)
) − 2pi tan2 ( cxpit ) tan (pit ) sec2 (pit ) cos2 ( cxpit )
t2
(
1− cos2(cxpi/t)cos2(pi/t)
)2
+
2picx tan
2
(
cxpi
t
)
sec2
(
pi
t
)
sin
(
cxpi
t
)
cos
(
cxpi
t
)
t2
(
1− cos2(cxpi/t)cos2(pi/t)
)2 .
Therefore, ddtfx(t) ≤ 0 if and only if
cx sec
2
(cxpi
t
)
+sin
(cxpi
t
)
tan
(pi
t
)
sec2
(pi
t
)
cos
(cxpi
t
)
≥ cx sec2
(pi
t
)
+cx sin
2
(cxpi
t
)
sec2
(pi
t
)
.
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We define α = cxpit and β =
pi
t . As t ≥ 4, we get β ∈
(
0, pi4
]
and α ∈ (β, pi2 ). In this notation,
it suffices to show:
α tanα
cos2 β
cos2 α
+ β sin2 α tanβ ≥ α tanα+ α sin2 α tanα
⇐⇒ α tanα
(
cos2 β
cos2 α
+
β tan(β)
α tanα
sin2 α
)
≥ α tanα (1 + sin2 α)
⇐⇒ cos
2 β
cos2 α
+
β tanβ
α tanα
sin2 α ≥ 1 + sin2 α.(9)
By Lemma 4.2, we conclude that inequality (9) is true. 
Proof of Proposition 4.1. For x = 0 and n ≥ 4, Perim (Pn(x)) = 0. Therefore, gn (0) = 0.
Now, it suffices to show that g′n(x) ≥ 0, x ∈ (0, (n− 2)pi).
We define hn(x) =
d
dxPerim (Pn(x)). Then hn(x) =
cos(pin ) tan(
2pi+x
2n )√
cos2(pin )−cos2( 2pi+x2n )
. Now, we show
that g′n(x) = hn(x)− hn+1(x) ≥ 0, x ∈ (0, (n− 2)pi). Therefore, it suffices to show that for
an arbitrary but fixed x, hn (x) decreases with n. Now, hn(x) decreases with n if and only
if (hn(x))
2
decreases with n, as hn(x) ≥ 0, by isoperimetric inequality.
For a fixed x, the function fx : [4,∞)→ R by
fx (t) =
 cos (pit ) tan ( 2pi+x2t )√
cos2
(
pi
t
)− cos2 ( 2pi+x2t )
2 .
is monotonically decreasing by Lemma 4.3. Therefore, (hn(x))
2
, which is the restriction of
fx to N ∩ [4,∞), is decreasing in n. 
We conclude this section by the corollary below:
Corollary 4.4. Let m ≥ 2 and a ∈ (0, (2m− 2)pi) be fixed. Consider the family of functions
fn : [0, a)→ R, defined by
fn(x) = Perim (P2m(x)) + Perim
(
P2(n+2−m) (a− x)
)
,
for n ≥ 2m. If fn0 admits its minimum at x = 0, for some n0, then fk admits its minimum
at x = 0, for every k ≥ n0.
Proof. The proof is by induction. The base case k = n0 is the hypothesis of the corollary.
Assume for some k ≥ n0, fk(0) = min {fk(x) | x ∈ [0, a)}. Now, Proposition 4.1 implies
that Perim
(
P2(k+2−m) (a− x)
) − Perim (P2(k+3−m)(a− x)) admits maximum at x = 0.
Therefore, fk(x)− fk+1(x) admits maximum at x = 0. Thus, we have
fk+1 (x) = fk(x)− (fk(x)− fk+1(x))
≥ fk(0)− (fk(x)− fk+1(x))
≥ fk(0)− (fk(0)− fk+1(0)) = fk+1(0).
This completes the proof. 
A CONJECTURE ON THE LENGTHS OF FILLING PAIRS 11
5. Base Cases n = 2, 3
In this section, we prove Proposition 2.3 for the cases: n = 2 and 3 in Lemma 5.3. First,
we develop Lemma 5.1, next recall Theorem 5.2 and then finally we prove Lemma 5.3.
Lemma 5.1. For t > 0, the function gt(x) :
(
t
pi + 2,∞
)→ R, defined by
gt(x) = 2x cosh
−1
 cos (pix )
sin
(
(x−2)pi−t
2x
)
 ,
is decreasing in x. In particular, Perim (Pn (t)) is decreasing in n ≥ 3.
Proof. Let Ω =
{
(x, y) ∈ R2 | x > 2, 0 ≤ y < (x− 2)pi}. Consider the function F : Ω → R,
defined by
F (x, y) = 2x cosh−1
 cos (pix )
sin
(
(x−2)pi−y
2x
)
 ,
so that gt(x) = F (x, t). The function F is smooth in the interior of Ω. Hence, by Lemma 4.3,
we have
∂
∂y
∂
∂x
F (x0, y0) =
∂
∂x
∂
∂y
F (x0, y0) < 0,
where (x0, y0) is an interior point of Ω. Thus, for a fixed x0 > 2,
∂
∂xF (x0, y) decreasing in
y ∈ (0, (x0 − 2)pi). Now, F (x, 0) = 0 implies lim
y→0+
∂
∂xF (x, y) = 0.
Hence, for every t > 0 and x0 ∈
(
t
pi + 2,∞
)
, we have
g′t (x0) =
∂
∂x
F (x0, t) < 0,
proving gt(x) is decreasing in x.
Finally, Perim (Pn (t)) = gt(n) implies Perim (Pn (t)) is decreasing in n ≥ 3. 
Theorem 5.2. [7] Let P, P1 and P2 be regular hyperbolic n-gons, n ≥ 3, with area(P ) =
area(P1) + area(P2). If the interior angle θ of P satisfies θ ≥ cos−1 (−1 + 2 sin (pi/n)), then
Perim (P1) + Perim (P2) ≥ Perim (P ) .
Lemma 5.3. Proposition 2.3 is true for the cases: n = 2 and 3.
Proof. For n = 2, we have m1 = m2 = 2. Now,
cos−1
(
−1 + 2 sin
(pi
4
))
≈ 1.144 < pi
2
≤ θ.
So, this case is a direct consequence of Theorem 5.2.
Now, we consider the case n = 3. Assume that m1 ≤ m2 which implies m1 = 2 and
m2 = 3. If P
∗
1 is the regular hyperbolic 6-gon with area equal to area (P1), then Perim (P1) ≥
Perim (P ∗1 ) (by Lemma 5.1). Furthermore,
pi
2 = cos
−1 (−1 + 2 sin (pi6 )). So, Theorem 5.2
implies Perim (P ) ≤ Perim (P ∗1 ) + Perim (P2) . Hence,
Perim (P1) + Perim (P2) ≥ Perim (P ∗1 ) + Perim (P2) ≥ Perim (P ) .
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
6. Case m1 = 2
In this section, we prove Proposition 6.1 and then as a corollary, we prove Proposition
2.3 for the case m1 = 2. The case m2 = 2 follows similarly by interchanging the role of
m1 and m2. Before we proceed, recall that in Proposition 2.3, it is assumed the interior
angle θ of the 2n-gon P satisfies θ ≥ pi2 . By the Gauss-Bonnet formula, this translates to
area (P ) = a ≤ (n− 2)pi.
Proposition 6.1. Let m ≥ 4 and a ∈ (0, (m− 2)pi) be fixed. Consider b = min{2pi, a}.
Then the function fm : [0, b)→ R, defined by
fm (x) = Perim (P4(x)) + Perim (P2m (a− x)) ,
admits minimum at x = 0.
Now, we prove Lemma 6.2 which is used in the proof of Proposition 6.1.
Lemma 6.2. Suppose f : [a, b] → R is a continuous function such that the graph of f
does not intersect the segment AB, joining (a, f(a)) and (b, f(b)), in the interior. If f is
differentiable on (a, b) and lim
x→a f
′(x) = +∞, then the graph of f lies above the segment AB.
Furthermore, for any x ∈ (0, b− a), we have
f(a+ x) + f (b− x) > f(a) + f(b).
Proof. We define a new function g : [a, b] → R by g(x) = f(a) + f(b)−f(a)b−a (x − a). Then
the graph of g is AB. By the condition lim
x→a f
′(x) = +∞, we have f(x) > g(x), where
0 < x− a < , for some  > 0. Now, if f(x′) ≤ g(x′) for some x′ ∈ (a, b), then Intermediate
Value Theorem implies f(x0) = g(x0), for some x0 ∈ (a, b). This contradicts that the graph
of f does not intersect the segment AB in the interior. Thus, the graph of f lies above AB.
Finally, the second assertion follows from Lemma 2.2 in [7]. 
Proof of Proposition 6.1. In the light of Corollary 4.4, it suffices to prove for the case m = 4.
Let φ(x) = Perim (P8(x)). Then φ
′(x) =
cos(pi8 ) cot(
6pi−x
16 )√
cos2(pi8 )−sin2( 6pi−x16 )
and lim
x→0
φ′(x) = +∞. Now,
if x′ ∈ (0, b) such that the tangent to the graph of φ at (x′, φ (x′)) passes through (0, 0)
(see Figure 1), then x′ is precisely a solution to the equation φ(x)x = φ
′ (x). Note that,
x′ ≈ 9.34 > 2pi is the only solution to the equation.
Now, suppose for some a ≤ x′, the graph of φ intersects the interior of segment OA
passing through points O = (0, 0) and A = (a, φ(a)). If they intersect tangentially at some
point P = (p, φ(p)), then p ( 6= x′) is a solution to the equation φ(x)x = φ′(x) which is
a contradiction. In the remaining case, if the intersection is transversal, we can choose
points P = (p, φ(p)) and Q = (q, φ(q)) from the set {(x, φ(x)) | x ∈ (0, a]} ∩ OA such that
φ(p)
p < φ
′(p) and φ(q)q > φ
′(q). So, by Intermediate Value Theorem, we have r ∈ (p, q) such
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Figure 1. The tangent from (x′, φ (x′)) to the graph of φ passes through (0, 0).
that φ(r)r = φ
′(r) which is again a contradiction. As a result, for every a ∈ (0, x′), the graph
of φ does not intersect the interior of OA.
Now, by Lemma 6.2, for a ∈ (0, 2pi) ⊂ (0, x′) and x ∈ (0, a), we have φ(x) + φ (a− x) >
φ(0) + φ(a) = φ(a). So,
f4(x) = Perim (P4(x)) + Perim (P8(a− x))
≥ Perim (P8(x)) + Perim (P8 (a− x))
≥ Perim (P8(a)) = f4(0),
shows that the function f4(x) is minimized at x = 0. 
Corollary 6.3. Proposition 2.3 holds true when m1 = 2.
Proof. In Section 5, we have proved Proposition 2.3 for the cases n = 2 and 3. Now, for
n ≥ 4, Proposition 6.1 implies
f4 (a1) = Perim (P4 (a1)) + Perim (P2m (a2)) ≥ Perim (P2n(a)) ,
which gives us the desired conclusion. 
7. The General Result
In this section, we complete the proof of Proposition 2.3. We begin with a lemma which
is used in the proof of the proposition.
Lemma 7.1. For c > 1, the function φc : [ac,∞)→ R, defined by
φc(x) = 2x cosh
−1
(
c cos
( pi
2x
))
,
is strictly concave, where ac =
pi
cos−1(1/c) .
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Proof. The proof of the lemma uses elementary calculus. We have
φ′c(x) =
2pic sin
(
pi
2x
)
x
√
c2 cos2
(
pi
2x
)− 1 + 2 cosh−1
(
c cos
( pi
2x
))
and
φ′′c (x) =−
pi2c2 sin2
(
pi
2x
)
2x3
(
c cos
(
pi
2x
)− 1)√c2 cos2 ( pi2x)− 1 −
pi2c2 sin2
(
pi
2x
)
2x3
(
c cos
(
pi
2x
)
+ 1
)√
c2 cos2
(
pi
2x
)− 1
− pi
2c cos
(
pi
2x
)
x3
√
c2 cos2
(
pi
2x
)− 1 .
Thus φc(x) > 0 and φ
′′
c (x) < 0, for all x ∈ (ac,∞), imply that φc is strictly concave. 
Proof of Proposition 2.3. This proof draws inspiration from [8]. We want to show that
Perim (P1) + Perim (P2) ≥ Perim (P ), or equivalently
(10) 4m1 cosh
−1
cos
(
pi
2m1
)
sin
(
θ1
2
)
+ 4m2 cosh−1
cos
(
pi
2m2
)
sin
(
θ2
2
)
 ≥ 4n cosh−1(cos ( pi2n)
sin
(
θ
2
) ) .
by equation (6), where θ1, θ2 are the interior angles of P1 and P2 respectively..
According to the notation of Lemma 7.1, let c1 = 1/ sin
(
θ1
2
)
and c2 = 1/ sin
(
θ2
2
)
. Then
ac1 =
pi
pi−θ1 and ac2 =
pi
pi−θ2 . In this notation, we have
4m1 cosh
−1
cos
(
pi
2m1
)
sin
(
θ1
2
)
+ 4m2 cosh−1
cos
(
pi
2m2
)
sin
(
θ2
2
)
 = φc1 (m1) + φc2 (m2) .
Note that, given m1, n, θ1 and θ2, the equations m1 +m2 = n+2 and m1θ1 +m2θ2 = nθ+pi
determinem2 and θ uniquely. Furthermore, by the Gauss-Bonnet theorem and area (P1) ≥ 0,
we have θ1 ≤ 2m1−22m1 pi which implies m1 ≥ ac1 . Similarly m2 ≥ ac2 .
Given n, θ1 and θ2, consider the function ψ : [b1, b2]→ R, defined by
ψ(x) = φc1(x) + φc2 (n+ 2− x) ,
where b1 = max {2, ac1}, b2 = min {n, n+ 2− ac2}. By Lemma 7.1, φc1(x) and φc2 (n+ 2− x)
are strictly concave and hence, ψ is strictly concave. Therefore, ψ attains global minimum
at the one of the endpoints of its domain.
Now, Corollary 6.3 implies that inequality (10) holds true in the cases b1 = 2 and b2 = n.
If x = b1 = ac1 > 2, then the equation m1θ1 +m2θ2 = nθ + pi gives
(2n− 2)pi − 2nθ = (2n+ 2− 2aC1)pi − 2 (n+ 2− aC1) θ2 (= a, say) .
Now, inequality (10) equivalent to
4 (n+ 2− ac1) cosh−1
 cos
(
pi
2(n+2−ac1)
)
sin
(
(2n+2−2ac1)pi−a
4(n+2−ac1)
)
 ≥ 4n cosh−1
 cos ( pi2n)
sin
(
(2n−2)pi−a
4n
)
 ,
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which follows from Lemma 5.1, as ac1 ≤ n. The case b2 = n + 2 − ac2 follows similarly
(as m1 and m2 can be interchanged), so that the inequality (10) holds true for x = b1 and
x = b2 in all cases. Thus, we get that
φc1 (m1) + φc2 (m2) ≥ min {φc1(x) + φc2 (n+ 2− x) | x ∈ {b1, b2}}
≥ 4n cosh−1
(
cos
(
pi
2n
)
sin
(
θ
2
) )
as desired. 
References
[1] Tarik Aougab and Shinnyih Huang, Minimally Intersecting Filling Pairs On Surfaces, Algebraic and
Geometric Topology, Vol. 15 (2015), 903-932
[2] K Bezdek, Ein elementarer Beweis fur die isoperimetrische Ungleichung in der Euklidischen und hyper-
bolischen Ebene, Ann. Univ. Sci. Budapest, Eotvos Sect. Math. 27 (1984), 107-112
[3] Bidyut Sanki, Filling of closed surfaces, Journal of Topology and Analysis, Vol. 10. No. 4 (2018), 897-913.
[4] B. Farb and D. Margalit, A Primer on Mapping Class Groups, Princeton Mathematical Series Vol. 49,
(Princeton University Press, 2012).
[5] Peter Buser, Geometry and Spectra of Compact Riemann Surfaces, Progress in Mathematics, Vol. 106
[6] H. Akrout, Singularites topologiques des systoles generalisees, Topology 42(2), 291-3008, 2003.
[7] Bidyut Sanki, Arya Vadnere, Isoperimetric Inequality for Disconnected Regions, arXiv:1907.07096
[8] Jonah Gaster, A Short Proof of a Conjecture of Aougab-Huang, arXiv:2002.09349
Department of Mathematics and Statistics, Indian Institute of Technology, Kanpur, Uttar
Pradesh - 208016, India
E-mail address: bidyut@iitk.ac.in
Chennai Mathematical Institute, Siruseri, Tamil Nadu - 603103, India
E-mail address: aryav@cmi.ac.in
