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Resumo
Tecnologia da Informação (TI) é um dos principais respon-
sáveis  pelos problemas meio ambiente. Este é um desafio 
a ser superado pelos gerentes de TI para reduzir o cust ea 
manutenção de centros de dados. Para promover o usuá-
rio de recursos do computador em um eficiente e menos 
prejudiciais ao meio ambiente, o método de TI Verde pro-
por formas sustentáveis  para apoiar um datacenter. Uma 
dessas formas é a virtualização de datacenters, o que sig-
nifica que um servidor físico tem os virtuais, trabalhando 
como servidor de singles. É importante analisar a viabili-
dade de manter um centro de dados virtualizado pela aná-
lise de disponibilidade de servidores. Se o uso da virtuali-
zação permite uma redução de custos, mas também pode 
tornar o sistema mais suscetível a tempo de inatividade. 
Este trabalho analisa a disponibilidade de dois ambientes, 
um com um servidor virtualizado e outro com os servido-
res não-virtualizados. Os serviços oferecidos são e-mail, 
DNS, Web Server e servidor de arquivos, um cenário típico 
em muitas empresas. É desenvolvido um estudo de caso 
utilizando modelagem analítica com Árvore de Falhas e 
Cadeias de Markov. A árvore de falhas é usado para mo-
delar os servidores e cadeias de Markov para modelar o 
comportamento de cada componente de hardware e sof-
tware. O ambiente não virtualizado é composta de qua-
tro servidores, cada um fornecendo serviços específicos, 
enquanto a virtualização consiste de um único servidor 
com quatro máquinas virtuais, cada um proporcionando 
um serviço. Ao analisar os modelos desenvolvidos, os re-
sultados mostram que, apesar de o sistema não virtuali-
zado tem menos tempo de inatividade, porque tem menos 
dependência entre os serviços, a diferença, neste caso, é 
de 0,06% ao ano, torna-se irrelevante quando comparado 
com os benefícios trazidos pela virtualização.
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ABSTRACT
Information Technology (IT) is one of the main responsa-
ble for enviroment troubles. This is a challenge to be over-
come by IT Managers to reduce the cust and the mainte-
nance of datacenteres. To promote the user of computer 
resources on a efficient and less harmfull to enviroment, 
the Green IT method propose sustainable ways to sup-
port a datacenter. One of those ways is the datacenters 
virtualization, which means that one physical server has 
virtual ones, working as singles server. It is important to 
analyze the viability of keep a virtualized datacenter by 
the analysis of availability of the servers. If the use of vir-
tualization enables a cost reduction, it can also make the 
system more susceptible to downtime. This work analyzes 
the availability of two environments, one with a virtuali-
zed server and the other with non-virtualized servers. The 
services offered are e-mail, DNS, Web Server and File Ser-
ver, a typical scenario in many companies. It is developed 
a case study using analytical modeling with Fault Tree and 
Markov Chains. The Fault Tree is used to model the servers 
and Markov Chains to model the behavior of each compo-
nent of hardware and software. The non-virtualized envi-
ronment is composed of four servers, each one providing 
specific services, while the virtualized consists of a single 
server with four virtual machines, each one providing a 
service. By analyzing the models developed, the results 
show that although the non-virtualized system has less 
downtime, because has less dependence between the 
services, the difference in this case is 0.06% annually, be-
comes irrelevant when compared to the benefits brought 
by virtualization.
Keywords
Virtualization. Analysis of Availability. Markov Chains. 
Green IT.
Resumen
Tecnología de la Información (TI) es un contribuyente 
importante para el medio ambiente problemas. Este es 
un reto que hay que superar por los administradores de 
TI para reducir los centros de datos  y mantenimiento. 
Para promover recursos usuario de la computadora de 
una manera eficiente y menos dañina para el medio am-
biente, el método de Green IT proponen formas sosteni-
bles de apoyo a un centro de datos. Una de esas formas 
es la virtualización de centros de datos, lo que significa 
que un servidor físico es virtual, trabajando como ser-
vidor de singles. Es importante analizar la viabilidad de 
mantener un centro de datos virtualizado para el aná-
lisis de servidores disponibles. Si el uso de la virtuali-
zación permite una reducción de costes, pero también 
puede hacerlo más susceptible a la inactividad del sis-
tema. Este trabajo analiza la disponibilidad de dos habi-
taciones, una con un servidor virtualizado y otro con los 
servidores no virtualizados. Los servicios que ofrece son 
el correo electrónico, DNS, servidor Web y el servidor 
de archivos, un escenario típico en muchas empresas. 
Se desarrolló un estudio de caso utilizando el modela-
do analítico con el árbol de fallos y cadenas de Markov. 
El árbol de fallos se utiliza para modelar los servidores 
y cadenas de Markov para modelar el comportamiento 
de cada componente de hardware y software. El entorno 
no virtualizado se compone de cuatro servidores, cada 
uno proporciona servicios específicos, mientras que la 
virtualización consiste en un único servidor con cuatro 
máquinas virtuales, cada uno proporciona un servicio. 
Mediante el análisis de los modelos desarrollados, los 
resultados muestran que, aunque el sistema no virtua-
lizado tiene menos tiempo de inactividad, ya que tiene 
menos dependencia entre los servicios, la diferencia en 
este caso es de 0,06% anual, es irrelevante en compara-
ción con los beneficios aportados por la virtualización.
Palabras clave
virtualización, análisis de disponibilidad, cadenas de 
Markov, verde TI.
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1 INTRODUÇÃO
A evolução tecnológica das últimas décadas tem 
apresentado os mais incríveis aparelhos eletrônicos, 
entre eles modernos celulares, televisores e compu-
tadores. Este último, tornando-se um dos campeões 
de demanda (KING, 2009).
Os computadores têm sido difundidos desde o 
início da década de 1990, e a cada ano tornam-se 
mais avançados e apresentando melhor desempenho 
(KING, 2009), atraindo a atenção do consumidor que 
busca substituir os equipamentos antigos por novos 
supercomputadores. 
A substituição desses produtos gera impacto am-
biental, uma vez que os equipamentos antigos são eli-
minados em aterros sanitários prejudicando o solo. Os 
novos exigem em sua construção uma grande quanti-
dade de materiais como água, combustíveis fósseis e 
produtos químicos (RUTH, 2009). 
Os equipamentos de Tecnologia da Informação (TI) 
são um dos principais responsáveis pelos problemas 
ambientais, desde a sua fabricação até a sua elimina-
ção (MURUGESAN, 2010). Portanto, é preciso minimi-
zar o impacto ambiental gerado pela TI.
É neste contexto que surge a TI Verde (AUSEKLIS, 
2009), promovendo um conjunto de práticas para 
tornar mais sustentável e menos prejudicial o uso da 
computação. Dentre essas práticas está a diminuição 
do consumo de energia pelos aparelhos computacio-
nais e datacenteres, redução da quantidade de pro-
dutos químicos utilizados na produção dos computa-
dores, o reuso e a reciclagem (MURUGESAN, 2008). 
Dessa forma é possível usufruir dos benefícios trazi-
dos pelos avanços tecnológicos, e manter uma cons-
ciência e sustentabilidade ambiental. 
A energia elétrica é uma das principais responsáveis 
pelas mudanças climáticas do planeta, uma vez que sua 
produção é dependente da queima de combustíveis fós-
seis, liberando óxido de nitrogênio, metano, dióxido de 
carbono e outros inúmeros poluentes (MURUGESAN, 
2008). Assim, reduzir o consumo de energia elétrica é 
fundamental para diminuição das emissões de gases po-
luentes e seu impacto sobre o meio ambiente.
Com a atual crise de produção energética e o au-
mento das taxas cobradas pelas companhias forne-
cedoras de serviços de distribuição de eletricidade, 
torna-se um fator motivacional o estudo de técnicas 
que proporcionem uma redução no consumo de ener-
gia de um datacenter, proporcionando uma redução 
no valor pago mensalmente por uma empresa devido 
à redução no uso de quilowats.
Uma proposta para implemdentar técnicas de 
TI Verde em um datacenter corporativo consiste em 
empregar a virtualizaçao de servidores. A técnica de 
virtualizacao consiste em utilizar uma instância física 
de uma máquina física, e por meio desta, criar máqui-
nas virtuais, cada uma desempenhando o papel de 
um servidor físico distinto, e com isto, tendo apenas 
o consumo de um servidor.
Este artigo discorrerá a respeito da TI Verde, dan-
do ênfase à redução do consumo de energia pelos da-
tacenteres e explanando sobre como é possível, por 
meio da virtualização, reduzir este consumo. Será 
utilizado um estudo de caso que comprovará como a 
virtualização diminui despesas com energia.
Apesar dos benefícios proporcionados pela virtualiza-
ção, é preciso analisar a disponibilidade de um servidor 
virtualizado. Uma vez que, diversos serviços são ofereci-
dos por um único servidor físico, diferente de um datacen-
ter tradicional, com o conceito de um serviço por servidor.
A disponibilidade é uma propriedade de dependa-
bilidade de sistemas, que consiste na capacidade de 
um sistema oferecer um serviço confiável, que seja 
tolerante a falhas. A tolerância à falha corresponde 
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à capacidade do sistema do continuar provendo servi-
ços mesmo na presença de falhas, por meio de técni-
cas como redundância de hardware, configurações de 
software e virtualização (LATH, 2010).
Para analisar a viabilidade da virtualização numa 
empresa, apresentando a aplicacao de uma técni-
ca de TI Verde, este trabalho emprega a modelagem 
analítica para avaliar a disponibilidade dos serviços, 
possibilitando assim que uma organização efetue a 
escolha de virtualizar seu datacenter. O estudo de 
viabilidade sobre implantar ou não a virtualização, 
em um ambiente de datacenter, está fundamentado 
na modelagem analítica, que avaliará a disponibilida-
de de serviços não críticos a serem migrados para o 
ambiente proposto nesse trabalho.
A modelagem analítica é utilizada em estudos para 
efetuar a avaliação de sistemas. Um exemplo está pre-
sente em Kochut (2009), que formula um modelo ana-
lítico para investigar como o consumo de energia em 
servidores virtuais depende de propriedades da carga 
de trabalho, da infraestrutura de virtualização e da 
média de densidade de máquinas virtuais por servidor 
físico. Outro exemplo é em Menasce (2005) que apre-
senta um modelo de performance para ambientes vir-
tuais por meio da modelagem analítica.
Um trabalho de destaque é o de Kim (2009), que 
por meio da modelagem analítica apresenta um mo-
delo de disponibilidade e análise de sistemas virtua-
lizados. Em Kim (2009) foi construído dois sistemas, 
um virtualizado e outro não virtualizado, e com o uso 
da modelagem analítica determinaram a disponibili-
dade, considerando as falhas que podem ocorrer em 
nível de hardware, software e do próprio programa 
hypervisor que realiza a virtualização da máquina.
Desta forma, este trabalho analisa a disponibilida-
de de um datacenter que fornece os serviços de servi-
dor de Arquivos, Web, DNS e E-mail. Estes serviços po-
dem ser encontrados em diversas empresas sejam elas 
da área de tecnologia informação ou de outros setores.
A disponibilidade dos servidores é obtida com o 
uso da modelagem analítica, utilizando Cadeias de 
Markov para analisar o comportamento dos compo-
nentes de hardware e software. Com o uso de uma Ár-
vore de Falhas foi modelado o ambiente virtualizado 
e um não virtualizado para posterior comparação de 
disponibilidade entre eles.
O artigo está organizado da seguinte forma. A se-
ção 2 aborda sobre TI Verde. Na seção 3 é apresentado 
o uso de TI Verde nos datacenteres. A seção 4 des-
creve o conceito de virtualização. A seção 5 discute 
as vantagens de um datacenter virtualizado para TI 
Verde. A seção 6 apresenta a abordagem sobre aná-
lise de disponibilidade de sistemas computacionais, 
abrangendo ao uso de modelagem analítica, utilizan-
do Cadeias de Markov. Na seção 7 são discutidos os 
cenários analisados e na seção 8 são apresentados 
os modelos desenvolvidos com Árvores de Falhas e 
Cadeias de Markov. Na seção 9 são discutidos os re-
sultados alcançados. E na seção 10 encontram-se as 
considerações finais deste trabalho.
2 TI VERDE
Atualmente, discute-se a necessidade das com-
panhias e da sociedade criarem formas harmoniosas 
de relacionamento entre o avanço da tecnologia e o 
meio ambiente (BELTRAN, 2008). É sob este aspecto 
que surge a TI Verde, com o objetivo de apresentar 
maneiras de reduzir o consumo de energia e, con-
sequentemente, diminuir as emissões de gases que 
contribuem para o efeito estufa (MURUGESAN, 
2008), estimular a utilização de materiais menos 
nocivos e por fim, incentivar a reutilização e recicla-
gem (BELETRAN, 2008).
A redução do consumo de energia é uma ação prio-
ritária da TI Verde. Isto ocorre porque a Tecnologia da 
Informação é uma das principais fontes emissoras de 
gases poluentes que contribuem para o aquecimento 
global (MURUGESAN, 2010).
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Na TI o consumo de energia está na fabricação 
dos equipamentos computacionais, na utilização 
desses produtos e também na reciclagem e des-
carte dos mesmos (AUSEKLIS, 2009). Mas o ponto 
crítico está na operação, e os grandes “sugadores” 
atuais de energia no setor de tecnologia são os da-
tacenteres, local onde são concentrados os servi-
dores responsáveis pelo processamento de dados 
de uma empresa ou organização (SKEJIC, 2010). 
A TI Verde ajuda a olhar para os datacenteres por 
meio de um prisma ambiental, onde mudanças 
básicas podem garantir substanciais reduções no 
consumo de energia.
3 TI VERDE E OS DATACENTERES
A necessidade de se possuir datacenteres nas 
organizações só tem aumentado com a crescente 
dependência que as empresas têm na Tecnologia da 
Informação (SCARFO, 2011). Não obstante, a potên-
cia dos servidores segue seu curso normal de ace-
leração de desempenho, e ainda, consumindo mais 
energia em sua operação (SKEJIC, 2010).
Proporcionalmente ao aumento do consumo total 
de energia pelos servidores e sistemas de refrigeração 
nos datacenteres, amplia-se também a preocupação 
dos Chiefs Information Officer (CIOs) com a conta de 
energia elétrica, com o espaço físico ocupado pelas 
máquinas e com os custos gerados pelos aparelhos de 
refrigeração do ambiente (MURUGESAN, 2010).
Neste sentido, o mundo corporativo começa a 
adotar e, principalmente, criar ações para atender as 
necessidades de um negócio sustentável, concilian-
do consciência ecológica com práticas de negócio. 
As empresas Nokia, Samgung, Sony e Sony Ericsson 
optaram por ajustar o parque tecnológico para seguir 
a tendência de TI Verde, enfrentaram desafios e mu-
danças, e hoje possuem sucesso por meio das vanta-
gens obtidas com o uso consciente dos recursos com-
putacionais (WATI, 2010).
 Eliminar e minimizar impactos ambientais, além 
de reduzir o aquecimento global, previne a ocorrência 
de outros desastres naturais e contribui para a me-
lhoria da qualidade de vida do homem (MURUGESAN, 
2010). Isso é motivo suficiente para que as empresas 
se tornem sustentáveis. 
Porém, se tornar “verde”, também, contribui 
para a lucratividade, portanto é um incentivo que 
não deve ser ignorado (AUSEKLIS, 2009). Em pes-
quisa realizada pela Sun Microsystems australiana, 
com 1.500 respostas de 758 organizações de grande 
e pequeno porte, na Austrália e na Nova Zelândia, 
foi apurado que a redução do consumo de energia 
elétrica e a redução de custos que isso traz são as 
principais razões para a utilização de práticas eco-
logicamente corretas ou práticas “ecoresponsáveis”, 
seguida do menor impacto ambiental e melhoria nos 
sistemas (MURUGESAN, 2008).
As empresas devem desenvolver uma visão estra-
tégica de TI Verde, criando uma política verde, deline-
ando metas, objetivos, planos de ação e cronogramas 
que ajudem a reduzir os problemas ambientais (WATI, 
2010). A Symantec Corp® revela que a TI Verde agora 
é essencial e faz parte do planejamento das empre-
sas, segundo os próprios executivos do setor de TI. Os 
dados revelam que 45% dos executivos entrevistados 
mostram que existem iniciativas em termos de TI Ver-
des implementadas, principalmente para a redução 
do consumo energético e custos de resfriamento de 
equipamentos (AKANO, 2014).
No esforço conjunto dos profissionais da área de 
TI, a infraestrutura dos datacenteres torna-se o foco 
de ação principal para a redução do consumo de ener-
gia e otimização da tecnologia. Uma estratégia fun-
damental que minimiza os gastos com eletricidade é 
a virtualização, que possibilita executar diversos sis-
temas operacionais em um único equipamento físico 
(MENASCE, 2004). Portanto, a necessidade de aquisi-
ção de novos equipamentos implicando em custos é 
extinta. Este panorama favorável à virtualização sina-
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liza que há um grande mercado a ser explorado e que 
a grande tendência é que as empresas adotem essa 
tecnologia em um ritmo cada vez mais acelerado.
4 VITUALIZAÇÃO
O conceito de máquina virtual surgiu na década 
de 1960 quando a IBM desenvolveu o sistema ope-
racional M44/44X, a partir dele, outros foram desen-
volvidos com suporte a virtualização, como o OS/370 
(MEYER, 2010). 
Um assunto que está em alta na área tecnoló-
gica é virtualização. Em poucas palavras pode ser 
explicado da seguinte maneira: vários Sistemas 
Operacionais compartilhando o mesmo hardware. 
Apesar de o assunto parecer novidade, essa abor-
dagem foi usada com sucesso pela IBM no inicio 
dos anos 1960, que em uma linha de mainframes, 
oferecia uma máquina virtual, portada para várias 
de suas plataformas, sobre a qual as aplicações 
executavam (CAMPBELL, 2014).
A partir de 1990 o desenvolvimento do hardwa-
re torna-o com melhor desempenho e qualidade, e é 
desenvolvida a linguagem de programação Java que 
utiliza o conceito de máquina virtual para que os pro-
gramas desenvolvidos sejam capazes de funcionar 
multiplataforma (LAUREANO, 2014).
Atualmente, a virtualização está sendo utilizada 
não apenas para redução de custos em datacenters, 
há também o uso na área de educação (DOBRILOVIC, 
2006), teste de softwares, consolidação de servidores 
(MENASCE, 2004), dentre outras áreas. 
A virtualização é um processo que permite execu-
tar vários sistemas operacionais em um único equipa-
mento (RABBANI, 2012). Conforme pode ser visuali-
zado na Figura 1, em que uma máquina física possui 
algumas máquinas virtuais, cada uma com recursos 
de hardware, sistema operacional e aplicações.
Figura 1 – Processo de Virtualização
 
Fonte: 
Um ambiente de máquina virtual consiste de três 
partes básicas: o sistema real, que contém os recur-
sos reais de hardware e software do sistema; o siste-
ma virtual que executa sobre o sistema virtualizado; 
e a camada de virtualização, denominada hypervisor, 
que constrói as interfaces virtuais a partir da inter-
face real (UHLIG, 2005). O hypervisor é um software 
que é executado na máquina física, destacam-se o 
Xen da Citrix, o Hyper-V da Microsoft e o VMWare da 
VMEareInc(COURCOUBETIS, 2012).
5 vantagens da virtualizaÇãO PARA ti verde
A eficiência do datacenter é um grande problema 
em termos de consumo de energia. As baixas taxas de 
utilização dos servidores significam que as empresas 
estão pagando pela energia, manutenção, apoio às 
operações e, utilizando apenas uma pequena porcen-
tagem da capacidade de computação de um servidor 
(MENASCE, 2005).
Segundo os dados Gartner, os datacenteres repre-
sentam cerca de 23% da energia consumida na área 
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de Tecnologia da Informação (RUTH, 2009).  Neste as-
pecto a virtualização faz-se presente, promovendo um 
maior aproveitamento dos recursos existentes, aca-
bando com o paradigma “um aplicativo para cada ser-
vidor”, em que os servidores ficavam subutilizados.
Com a adesão da virtualização, os datacenteres 
passam por uma reestruturação em que se reduzem os 
custos da infraestrutura de Tecnologia da Informação. 
Em um ambiente de virtualização há a centralização 
das aplicações, retirando o máximo de aproveitamen-
to dos recursos existentes em uma única máquina fí-
sica (RUTH, 2009). Dessa forma economiza-se com 
aquisições futuras de hardware, refrigeração, ener-
gia elétrica e diminui a emissão de CO2 na atmosfera 
(SKEJIC, 2010).
É possível diminuir a infra-estrutura física dos 
datacenteres, com a redução na aquisição de novos 
servidores, possibilitando o melhor uso do hardware 
e do gerenciamento por parte dos administradores 
(SKEJIC, 2010).
Diante das vantagens supracitadas, observa-se 
que a virtualização é de grande importância para 
atender às necessidades crescentes da computação, 
seja sob o aspecto da TI Verde quanto pela visão em-
presarial (WATI, 2010). 
A tecnologia de virtualização não é só um discur-
so pró-ecologia. Os benefícios são concretos e com-
prováveis. As empresas que aderem à virtualização 
buscam muito mais do que a defesa da natureza. Elas 
procuram formas de racionalizar seus gastos, o que 
acaba refletindo em ganhos para o meio ambiente 
(AUSEKLIS, 2009).
Para que a virtualização seja adotada nas empre-
sas, faz-se necessário um estudo de disponibilidade 
que garanta a oferta dos serviços. Para esse estudo 
são utilizadas Cadeias de Markov para investigar o 
comportamento de cada componente envolvido no 
processo de virtualização.
6 ANÁLISE DE DISPONIBILIDADE 
COM CADEIAS DE MARKOV
A disponibilidade de um sistema é definida como 
a fração de tempo em que o sistema está disponível 
para aceitar solicitações de serviços dos usuários. A 
duração de tempo em que o sistema está indisponível 
é chamada de tempo de indisponibilidade; e a duração 
de tempo em que o sistema está disponível é chamada 
de tempo de disponibilidade (JAIN, 1991).
Neste trabalho, para análise de disponibilidade 
do serviço de um servidor virtualizado é utilizado Ca-
deias de Markov para descrever o comportamento de 
cada componente de hardware e software.
Processos de Markov representam fenômenos que 
podem ser classificados em estados finitos e discretos, 
com uma probabilidade de transição entre os estados. 
A sequência de estados, seguindo este processo deno-
mina-se Cadeia de Markov (DESROCHERS, 1995).
Cadeias de Markov podem ser representadas, uti-
lizando diagramas de transições de estados, como 
apresentado na Figura 2. Os estados são representa-
dos pelos círculos nomeados de Ei e Ej, e as transições 
são pij, pji, pii e pjj. A taxa total das transições de en-
trada e saída de um estado totalizam 1, representando 
a probabilidade 100%.
Figura 2 – Exemplo de Cadeia de Markov
 
Fonte:
As Cadeias de Markov apresentam limitações no 
modelo que são explicadas por (MENASCE, 2004). 
Uma dessas limitações é o fato dela ser Memoryles-
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sAssumption, desta forma, assume-se que toda a in-
formação necessária do sistema está descrito naque-
le estado, o que também ocasiona que é irrelevante 
o tempo que se passa em um mesmo estado. A única 
coisa importante a saber é a probabilidade de ir para 
um determinado estado por meio do atual.
E, outra limitação é por ser Resulting Limitation, 
porque todas as informações devem estar contidas 
em estados, as Cadeias de Markov estão sujeitas a te-
rem grandes dimensões, o que causa um aumento da 
complexidade e perda de precisão.
7 cenários analisados
Dois cenários são propostos para o desenvolvi-
mento do estudo de caso. O primeiro cenário proposto 
é um datacenter não virtualizado, com o conceito de 
um serviço por servidor, como apresentado na Figura 
3a. Com esta configuração, a paralisação de um servi-
dor deixa apenas o serviço que ele provê indisponível, 
não afetando os demais.
Figura 3 – Cenários Analisados
 
Fonte:
Um datacenter virtualizado, com os mesmos servi-
ços do não virtualizado, é representado na Figura 3b. 
Neste datacenter foram criadas quatro máquinas virtu-
ais em um único servidor físico, de forma a não exceder 
o limite dos recursos computacionais disponíveis.
O servidor virtualizado é um modelo Blade com 
processador Intel Xeon E5430 descrito na Tabela 1, 
memória RAM de 18 GB e um disco de armazenamen-
to de 530 GB.
Tabela 1 – Descrição do Servidor
 
Specification Description
Numberof cores 4
ClockSpeed 2.66 GHz
L2 Cache 12 MB
FSB Speed 1333 MHz
Instruction Set 64-Bit
Fonte: 
A virtualização do servidor é realizada com o 
hypervisor MWareESXi 4.1. A escolha deste software 
ocorre por ser uma ferramenta de licença gratuita, 
com documentação disponível no site do fabricante e 
histórico de funcionamento em outros processos de 
virtualização. A Tabela 2 mostra a configuração de 
cada máquina virtual criada.
Tabela 2 – Configuração das Máquinas Virtuais
 
Service Processor Mem HD
Email 2x5.208 GHz 4 GB 100 GB
DNS 1x2.064 GHz 2 GB 8 GB
File 1x2.064 GHz 4 GB 100 GB
Web 1x2.064 GHz 512 MB 8 GB
Fonte:
8 MODELOS PROPOSTOS
O modelo proposto consiste em uma Árvore de Fa-
lhas para calcular a probabilidade de indisponibilida-
de de hardware, hypervisor, máquinas virtuais e apli-
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cações, utilizando Cadeias de Markov para capturar o 
comportamento de cada componente do sistema.
Os modelos utilizados para representar os cená-
rios são as Árvores de Falha. Uma Árvore de Falha re-
presenta um sistema por meio de nós correspondendo 
às portas lógicas do tipo “OR” e do tipo “AND”.
Uma porta lógica do tipo “OR” apresenta uma falha 
se qualquer um dos componentes representados abai-
xo da porta tiver uma indisponibilidade. A porta lógica 
do tipo “AND” representa uma falha se todos os com-
ponentes abaixo dela apresentarem indisponibilidade.
O modelo de Árvore de Falha apresentado na Figu-
ra 4 representa o sistema virtualizado em um servidor. 
O primeiro nó é uma porta do tipo “OR” e corresponde 
ao servidor físico. Abaixo dessa porta estão à divisão 
de hardware, a camada de virtualização (VMM) e as 
máquinas virtuais do servidor.
A porta lógica do tipo “OR” descrita por “Hardwa-
re” apresenta os seis componentes de hardware do 
servidor (processador, memória, potência, rede, refri-
geração e HD), se houver uma falha em cada um dos 
componentes, por ser uma porta do tipo “OR”, corres-
ponde a uma falha no sistema.
Figura 4 – Árvore de Falha do Servidor Virtualizado
 
Fonte:
O servidor de DNS é representado por uma porta 
lógica do tipo “AND”, com as máquinas virtuais de 
Email e Servidor Web abaixo dela. Esta representação 
ocorre porque se o servidor de DNS deixar de funcio-
nar, os serviços de E-mail e Servidor Web continuam 
funcionando sem a tradução de endereços. Porém, 
caso o Servidor Web e o serviço de E-mail apresentem 
indisponibilidade, o serviço de DNS, mesmo estando 
disponível, não estará sendo utilizado.
O servidor de arquivos é representado no nível 
abaixo do servidor físico, pois uma falha nele ocasio-
na indisponibilidade do sistema, por possuir arquivos 
utilizados pelas demais máquinas virtuais.
Para o datacenter não virtualizado, a Árvore de Fa-
lha é apresentada na Figura 5. A explicação asseme-
lha-se ao do datacenter virtualizado, porém, ao invés 
de máquinas virtuais há a representação de servido-
res físicos com hardware e sistema operacional.
Figura 5 – Árvore de Falha de um 
datacenter não virtualizado 
Fonte:
Os componentes de hardware (CPU, memória, HD, 
sistema de refrigeração, dispositivo de rede e fonte de 
energia), software (sistema operacional e hypervisor) 
e máquinas virtuais são representados por Cadeias de 
Markov para obtenção do estado de falha de cada um.
A Figura 6 apresenta a Cadeia de Markov para o 
comportamento do processador do servidor físico. No 
estado “Disponivel” o sistema está ativo, quando o 
processador apresenta uma falha com uma taxa λCPU, 
o sistema entra no estado “Falha”, e uma pessoa é de-
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signada para resolver o problema com uma taxa λ, indo 
ao estado “Reparo”. Com o reparo concluído em uma 
taxa média de reparo μCPU, o sistema volta ao estado 
“Disponivel”.
Figura 6 – Cadeia de Markov para o subsistema: CPU
 
Fonte:
Os subsistemas de memória, fonte de energia, 
sistema de refrigeração, HD e rede possuem a mes-
ma cadeia apresentada na Figura 6, apenas com os 
valores dos parâmetros de entrada sendo diferen-
tes. As Figura 7 e 8 representam, respectivamen-
te, as Cadeias de Markov para os componentes de 
memória, fonte de energia, sistema de refrigeração 
(cooling), HD e rede.
Figure 7 – Markov Chains for the Subsystems: 
Memória, Energia
 
Fonte:
Figura 8 – Cadeia de Markov para o subsistema: 
Cooling, HD, Rede
 
Fonte:
A Cadeia de Markov para o comportamento do sis-
tema operacional possui cinco estados, apresentados 
na Figura 9. O modelo inicia no estado “Disponivel”, 
ocorrendo uma falha com uma taxa λSO, o modelo pas-
sa para o estado “Falha”. Após detecção da falha, a 
uma taxa λSO, o modelo move-se para o estado “Reini-
cio” e o sistema é reiniciado. 
Se com este procedimento o sistema voltar a fun-
cionar, a cadeia segue para o estado “Disponivel”; 
caso contrário, move-se para o estado “FalhaReini-
cio”. No estado “FalhaReinicio” uma pessoa é desig-
nada para corrigir o problema, indo para o estado 
“Reparo”. Quando o reparo for concluído, o sistema 
volta para “Disponivel”. Neste modelo, μSO represen-
ta o tempo médio de reparo, bSO fator de reinício e λSO 
tempo médio de reinício. A Cadeia de Markov para o 
hypervisor, apresentado na Figura 10, é semelhante 
ao do sistema operacional.
Figura 9 – de Markov para o subsistema: 
Sistema Operacional
 
Fonte:
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Figura 10 – de Markov para o subsistema: Hypervisor
 
Fonte:
A Cadeia de Markov, para o comportamento das má-
quinas virtuais, é apresentada na Figura 11, possuindo 
cinco estados. No estado “Disponivel” a máquina virtu-
al está funcionando adequadamente. Ocorrendo uma 
falha no serviço, a cadeia passa para o estado “Falha-
Servico”. Com a falha sendo detectada passa para o es-
tado “FalhaServicoDetectada”, neste estado a falha é 
corrigida e a cadeia retorna para o estado “Disponível”.
Para uma indisponibilidade na Máquina Virtual, 
a cadeia apresentada na Figura 11, segue o mesmo 
comportamento da falha no serviço.
Nesse modelo, λA é o tempo médio de falha de uma 
aplicação, λA é o tempo médio para detecção da falha, 
CA é o fator para reparo da aplicação e μ1A é o tempo 
médio de reparo da aplicação. O símbolo λV é o tempo 
médio para falha da máquina virtual, λV representa o 
tempo médio para detecção da falha em uma máquina 
virtual, CV é o fator de reparo para máquina virtual e 
μV é o tempo médio de reparo para máquina virtual.
Figura 11 – de Markov para o subsistema: 
Máquinas Virtuais
 
Fonte:
9 RESULTADOS E DISCUSSÕES
As Cadeias de Markov e as Árvores de Falha são 
modeladas, utilizando a ferramenta SHARPE. Com 
esta ferramenta é realizado o cálculo de disponibili-
dade dos componentes das Cadeias de Markov. E com 
as Árvores de Falha são calculadas as probabilidades 
de disponibilidade de cada sistema e o tempo médio 
de falha anual.
O SHARPE é uma ferramenta que fornece uma lin-
guagem de especificação e métodos de solução para 
a maioria dos tipos de modelo utilizado para o desem-
penho, confiabilidade e modelagem de performance. 
A ferramenta apresenta o conceito de hierarquia, 
porque permite que medidas de um modelo sejam uti-
lizadas como parâmetros de entrada para outros mo-
delos (TRIVEDI, 2002).
A obtenção dos parâmetros dos modelos é dada 
por meio dos manuais dos componentes, observações 
e trabalhos disponíveis. Os valores dos parâmetros de 
entrada nos modelos para o tempo médio de falha dos 
componentes deste estudo de caso são obtidos em 
(KIM, 2009).
Os valores para o tempo médio de reparo dos com-
ponentes e o tempo de um funcionário ser designado 
variam de acordo com o grupo de trabalho de cada 
empresa. Neste trabalho correspondem a uma hora o 
tempo médio de reparo e 30 minutos o de um funcio-
nário ser designado.
Para realização do experimento é importante co-
locar todos os valores em uma mesma unidade de 
referência. Esta troca de unidade deve considerar a 
que melhor se adequar ao estudo, produzindo menor 
número de casas decimais, e desta forma, reduzindo o 
erro nas operações aritméticas. 
Os valores dos parâmetros, deste estudo de caso, 
são apresentados na Tabela 3.
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Tabela 3 – Valor dos parâmetros dos modelos
 
Parâmetro Descrição Valor
1/λCPU Tempo médio de falha daCPU 2.500.000 horas
1/ λMEM Tempo médio de falha da Memória 480.000 horas
1/ λPW Tempo médio de falha do Sistema de energia 670.000 horas
1/ λNET Tempo médio de falha da Rede 120.000 horas
1/ λCO Tempo médio de falha ddcooling 3.100.000 horas
1/ λHD Tempo médio de falha da HD 20.000.000horas
1/ λVMM Tempo médio de falha daHypervisor 2880 horas
1/ λSO Tempo médio de falha do Sistema Opercional 1440 horas
1/ λV Tempo médio de falha da Máquina Virtual 2880 horas
1/ λA Tempo médio de falha do software 336 horas
1/μCPU Tempo médio de reparo daCPU 1 hora
1/ μMEM Tempo médio de reparo da Memória 1 hora
1/ μPW Tempo médio de reparo do Sistema de energia 1 hora
1/ μNET Tempo médio de reparo da Rede 1 hora
1/ μCO Tempo médio de reparo ddcooling 1 hora
1/ μHD Tempo médio de reparo do HD 1 hora
1/ μVMM Tempo médio de reparo doHypervisor 1 hora
1/ μSO Tempo médio de reparo do Sistema Operacional 1 hora
1/ μV Tempo médio de reparo da Máquina Virtual 1 hora
1/ μ1A Tempo médio de reparo do Software 1 hora
1/σVMM Tempo médio para detector a falha no hypervisor 30 segundos
1/ σSO Tempo médio para detector a falha no sistema operacional 30 segundos
1/ σV Tempo médio para detector a falha na máquina virtual 30 segundos
1/ σA Tempo médio para detector a falha do software 30 segundos
1/βVMM Tempo médio para reiniciar ohypervisor 10 minutos
1/ βSO Tempo médio para reiniciar o Sistema operacional 10 minutos
1/α Tempo médio para um usuário ser designado para realizar reparo 30 minutos
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Parâmetro Descrição Valor
1/bVMM Coeficiente de reinício doHypervisor 0.9
1/bSO Coeficiente de reinício do Sistema Operacional 0.9
1/CV Coeficiente de reparo da máquina virtual 0.95
1/CA Coeficiente de reparo do software 0.9
Fonte:
O comportamento das Cadeias de Markov para 
os dispositivos de hardware e software estão repre-
sentados na Figura 13, com a análise específica da 
cadeia referente ao dispositivo físico de memória. 
Quando a taxa de falha aumenta há o decréscimo 
da disponibilidade do sistema. Comportamento 
semelhante ocorre com a Cadeia de Markov para 
as máquinas virtuais, conforme apresentado na 
Figura 14.
Figura 13 – Análise de disponibilidade utilizando 
Cadeias de Markov para os subsistemas de hardware
 
Fonte:
Desta forma, é realizada a análise do modelo para 
averiguar o comportamento das cadeias e árvores de 
falha propostos com a variação dos parâmetros. Tam-
bém é realizado o cálculo da disponibilidade dos sis-
temas e a análise transiente. Com a análise transiente 
observa-se o comportamento dos sistemas com o au-
mento do tempo de funcionamento de ambos.
A. Análise do Modelo
A Figura 12 apresenta a análise da Árvore de Falha 
do sistema virtualizado. Quando há um aumento na 
taxa de falha da CPU, a disponibilidade do sistema de-
cresce. Como a Árvore de Falha do sistema não virtu-
alizado é desenvolvido, utilizando a mesma estrutura, 
também apresenta o mesmo comportamento.
Figura 12 – Análise de disponibilidade 
do modelo virtualizado
 
Fonte:
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Figura 14 – Análise de disponibilidade utilizando Ca-
deias de Markov para o subsistema de Máquina Virtual
 
Fonte:
Esta análise demonstra que os modelos estão 
apresentando comportamento coerente com varia-
ções nos parâmetros fornecidos, ou seja, com o au-
mento da taxa de falha a disponibilidade decresce em 
todos os modelos.
B. Disponibilidade dos Sistemas
A Tabela 4 apresenta os resultados para disponi-
bilidade e o tempo médio anual de indisponibilidade 
dos sistemas.
Tabela 4 – Resultado de disponibilidade dos sistemas
Measures Values
Sistema 
Virtualizado
Probabilidade de Disponibilidade 99,92%
Tempo médio annual de indisponibilidade 468 minutos
Sistema Não
 Virtualizado
Probabilidade de Disponibilidade 99,98%
Tempo médio annual de indisponibilidade 129 minutos
 Fonte:
A disponibilidade do servidor virtualizado correspon-
de a aproximadamente 99,92%; o tempo de indisponi-
bilidade por ano é de aproximadamente 468 minutos (7 
horas e 48 minutos), o que representa 0,09% do ano. 
Para o sistema não virtualizado, representado com 
quatro servidores físicos distintos, a disponibilidade 
do sistema corresponde a aproximadamente 99,98%; 
e tempo de indisponibilidade por ano é de aproxima-
damente 129 minutos (2 horas e 9 minutos), o que re-
presenta 0,03% do ano.
Essa diferença de disponibilidade entre os am-
bientes virtualizados e não virtualizados pode ser 
visualizado no gráfico apresentado na Figura 15, que 
corresponde à análise transiente dos sistemas. O eixo 
X correspondendo ao tempo médio de falha do siste-
ma operacional, hypervisor e máquinas virtuais em 
horas e o eixo Y a disponibilidade.
Figura 15 – Análise transiente dos modelos propostos
 
Fonte:
Interfaces Científicas - Exatas e Tecnológicas • Aracaju • V.1 • N.2 • p. 57 - 74 • Jun. 2015
• 71 •
No ambiente virtualizado há apenas um servidor 
para todos os serviços fornecidos. Com a indisponi-
bilidade do servidor físico, todos os quatro serviços 
virtualizados param de operar. Enquanto com quatro 
servidores distintos, se apenas um tiver indisponível, 
apenas um serviço deixa de ser fornecido.
O importante não é apenas obter os resultados, mas 
analisá-los. A diferença de disponibilidade entre os da-
tacenters correspondem a aproximadamente 0,06% 
anual, o que para muitas empresas que prestam este 
serviço tal diferença torna-se irrelevante, quando com-
parada às vantagens trazidas pela virtualização.
10 CONCLUSÕES
Os problemas ambientes estão em destaque nos 
dias atuais. As empresas buscam formas de reduzir a 
poluição produzida, e ao mesmo tempo, diminuir os 
custos internos n o processo de produção.
A proposta de TI Verde fornece as empresas um 
ideal para redução dos custos com consumo energéti-
co, por meio da virtualização de servidores.
A virtualização torna-se um procedimento ade-
quado para este propósito, por consolidar vários ser-
vidores em uma quantidade menor, trazendo os bene-
fícios citados.
O processo de virtualização está cada vez mais 
presente nos datacenters das empresas. Os lucros que 
se obtém com o uso deste conceito abrangem desde 
economia com aquisição de novos servidores físicos 
que ficam com recursos subutilizados, até custos com 
despesas de energia elétrica na empresa.
Para adoção de uma nova tecnologia é necessário 
realizar um estudo comparativo baseado em quais 
serviços a empresa disponibiliza, e desta forma ga-
rantir a viabilidade de um datacenter virtualizado. 
Este trabalho apresenta este comparativo para uma 
empresa que possui serviços com o de E-mail, Servi-
dor Web, Servidor de Arquivos e DNS.
Os resultados obtidos para análise de disponibi-
lidade mostram que o sistema não virtualizado apre-
senta uma menor indisponibilidade por ter menor de-
pendência entre os serviços, ou seja, por cada serviço 
estar em uma máquina diferente. 
Entretanto, a diferença apresentada não foi eleva-
da, considerando o percentual de minutos de indispo-
nibilidade por ano abaixo de 0,1%. 
Os ganhos obtidos com a virtualização transpõem o 
percentual de indisponibilidade para as empresas que não 
apresentam os serviços analisados como sendo críticos. 
A economia com o menor gasto na compra de ser-
vidores, menor custo no consumo energético das em-
presas, ganhos com gerenciamento centralizado dos 
servidores e uma política ambiental pela menor emis-
são de gases poluentes, devem ser pontos prioritários 
na gestão de qualquer empresa.
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