We have measured the radiative lifetimes of 33 levels of Pr II and 13 levels of Nd II using two variants of the beam-laser method. The levels studied had term energies up to ∼30 000 cm −1 and lifetimes in the range 6-170 ns. Experimental accuracy was in the range 1-11% . We have used these lifetimes to update transition probabilities for 82 transitions in Pr II in the wavelength range 392-640 nm, which are useful for stellar abundance determinations. PACS Nos.: 32.70Cs, 95.30Ky
Introduction
The lanthanide elements are important in understanding the surface composition of chemically peculiar (CP) stars [1, 2] . The lanthanides provide a contiguous sequence of easily observable elements, allowing patterns in their abundances to be discerned. This kind of study sheds light on the contributions of nuclear and non-nuclear processes to the observed abundances. While nuclear processing can be identified by an odd-even alternation in the abundances with atomic number, the competition between gravitational, radiative, and convective forces that produces the surface abundances may modify the pattern.
Determinations of praseodymium abundance in stellar spectra are complicated by large hyperfine structure [3] , which desaturates the absorption lines and exacerbates blending. In many cases, oscillator strengths are poorly known. Increasingly precise laboratory measurements of hyperfine structure, lifetimes, and branching ratios are required and have been forthcoming in recent years. A summary of measurements of transition probabilities (or oscillator strengths), and lifetimes for all the lanthanides, including Pr II, can be found in review articles by Blagoev and Komarovskii [4, 5] , and Fuhr and Wiese [6] . The lifetime measurements for Pr II were made with the beam-foil method [7, 8] and the pulsed-electron delayed-coincidence method [9] . Because both of these methods use nonselective excitation, they are susceptible to systematic errors arising from cascades into the level whose lifetime is being measured. Branching-ratio measurements have been made by Lage and Whaling [10] and Goly et al. [11] and were used by both groups to calculate transition probabilities from measured lifetimes.
We are engaged in a program of lifetime measurement in lanthanide elements using the beam-laser method, in which the exponential decay of an excited state is observed directly. The lifetime values can be coupled with experimentally determined branching ratios to give oscillator strengths. In the present work, we have measured lifetimes of 33 levels of Pr II and 13 levels of Nd II with energies up to ∼30 000 (cm −1 ) and lifetimes of 7-170 ns with accuracies between 1 and 11%. The Nd II lifetimes reported here supplement 35 values already published [12] .
Experimental method
Among the most reliable techniques for radiative-lifetime measurement are those involving selective excitation of the desired state followed by direct observation of the exponential decay of the fluorescence. The "beam-laser" methods, which are time-of-flight methods where a laser interacts with a fast atomic or molecular-ion beam, have been particularly fruitful. Some of the advantages are freedom from cascades into the state of interest, and the absence of density-dependent corrections such as those arising from collisions or radiation trapping.
In this work, we have used two variations of the beam-laser method. In the first, known as "rapid Doppler switching", introduced by Gaillard et al. [13] , the laser beam and a fast-ion beam are collinear to exploit the Doppler effect as well as kinematic compression [14] (Fig. 1) . The ion beam enters a region of a uniform electric field, which is parallel or antiparallel to the beam axis. As the speed of the ions changes, they reach a point where the laser frequency is Doppler-shifted into resonance with an atomic transition. Scanning the laser frequency moves this point of excitation with respect to a fixed light-collection system aligned to view the laser-induced fluorescence (LIF), i.e., spontaneous emission, originating from a small volume on the beam axis. In this way, the LIF intensity is mapped out as a function of the separation between the point of excitation and the detection region. A detailed description of this method and our apparatus can be found in ref. 12. In the second method, the laser crosses the ion beam at 90 • and the LIF is detected as a function of position downstream from the crossing region using a movable detector. The ion velocity is used to convert the spatial decay constant to a temporal one. This has become our method of choice because it allows direct monitoring of the excitation rate by viewing LIF from the overlap between the two beams. • beam-laser apparatus.
As explained in ref. 12 , the moving excitation point and the geometry of the electric-field region in the collinear method make such monitoring impractical. We believe that the absence of such a signal to normalize fluctuations in ion current, laser intensity, and overlap represented the dominant source of systematic error in that method. For the 90 • method, we have adapted a design of Schmoranzer and Volz [15] that uses a set of optical fibres mounted on a moving carriage (Fig. 2) to view the LIF. The input ends of the 20 all-silica fibres are mounted to form a cone with half-angle 54.7 • and symmetry axis parallel to the ion-beam direction. The distance from the ion-beam axis to the fibre core is 7 mm. To restrict the spatial volume observed by these fibres, their numerical aperture at the input end was reduced to 0.055 by tapering their input ends up to a diameter of 1.0 mm from their original core diameter of 0.365 mm. The volume viewed by the fibre assembly is a cylinder of diameter 3.2 mm and a length of ∼2 mm. This length corresponds to a temporal resolution of ∼12 ns for our typical ion velocities. A second fixed cone of fibres, inclined at an angle of 30 • to the beam axis to further reduce scattered laser light, views the ion-laser crossing region to provide the normalization signal discussed above. The bundled output ends of the fibres (numerical aperture 0.22) are placed at separate quartz vacuum windows, and the transmitted light is detected by photomultipliers.
The cone half-angle of 54.7 • was chosen to suppress quantum beats in the LIF [16] that can arise because the absorption line width arising from the finite transit time of the ions across the laser beam can be of the same order of magnitude as the hyperfine structure in the upper states. Setting the laser linear polarization parallel to the axis of this cone causes the leading contribution from quantum beats, which is proportional to P 2 (cos θ), to vanish.
Converting distance to time requires that the velocity of the ions be known. In the collinear method, the ion velocity as a function of position in the electric field can be calculated from the electric field as modelled by solving Laplace's equation. For the 90 • method, a separate experiment must be done to measure the ion velocity: the laser is directed antiparallel to the ion beam and the Doppler shift of the laser frequency for a known transition is measured.
The ions are produced in a modified Danfysik 911A source without an arc discharge; ionization occurs on the surface of the hot tungsten filament. Under such conditions, we have observed stable beams of ions produced in metastable states with energies up to ∼6000 cm −1 . After acceleration to 20 keV, the ions are focused and mass-filtered before being electrostatically deflected to cross the laser beam at ∼90 • . The resolution of the mass filter (actually a Wien velocity filter) is such that all the isotopes of Nd are transmitted with approximately equal probability. A correction can be made (see below) for the effect on the measured lifetime of the relatively small velocity differences between isotopes. Typically, the ion current is ∼200 nA. Two 3 mm diameter apertures separated by 18 cm are located upstream from the crossing region to define the ion-beam diameter and collimate the trajectories of the ions at the crossing.
In the 90 • method, the carriage is moved using an external stepping motor, a rotary vacuum feed through, and a lead screw with accurately known pitch, in steps as small as 25.4 µm (0.001 in.), but typically chosen to include 100 steps over 6 or 7 lifetimes. A lifetime scan starts with the optical fibres viewing a spot slightly upstream from the ion-laser crossing and covers at least three lifetimes. The background, consisting primarily of scattered laser light and light arising from fast-ion collisions with background gas, is suppressed using frequency modulation of the laser. At each position of the carriage, the laser frequency is stepped back and forth between the resonance value and an off-resonance value; typically three cycles are used, each lasting 200 ms. The frequency difference required is ∼3-6 GHz, depending on the shape of the spectrum as recorded in a preliminary laser scan. The difference between the on-and off-resonance light detected is thus free of background light, within the noise. The offresonant light, i.e., the background light, is useful as a diagnostic of scattered laser light, which appears as broad peaks at various points of the scan. Because of the narrow angular acceptance of the optical fibres, these peaks can usually be traced to a specific surface causing stray reflection of scattered laser light. Installation of shielding and careful alignment of the laser beam makes significant reductions in this source of background. Maintaining the background gas pressure below 10 −7 Torr keeps the light arising from ion-neutral collisions at tolerable levels.
Data and analysis
The starting point for a lifetime measurement is the recording and identification of a complete spectrum of a given electronic transition. In the collinear method, this is done at low electric field (∼7.3 V/cm) to localize the laser-induced fluorescence to the vicinity of the detector without displaying the relatively broad exponential tail [12] . Because the Doppler line width arises mainly from the energy spread of the ions, kinematic compression in the fast beam [14] results in a line width of ∼200 MHz, and the hyperfine structure of the stable isotopes Pr 141 , Nd 143 , and Nd 145 is usually fully resolved. The electric field is then increased to ∼440 V/cm, and the laser is scanned over an intense hyperfine component, which now displays the decay curve with the lifetime information.
Before fitting the decay curve, it is necessary to convert a laser frequency scan interval to a distance interval, using the Doppler formula and the known electric field in the interaction region. This requires linearization of the laser scan, which is done with the Fabry-Pérot étalon fringes. The peak region of each fringe is fit to an Airy function or a parabola to determine its centre. A cubic spline is then used to interpolate between centres, using the known 1011.29(8) MHz free spectral range of the étalon. The final step of converting distance to time is done by integration using the ion speed, which is accurately calculated as a function of position from the known axial potentials.
In the 90 • method, the Doppler width is dependent primarily on the angular spread of the intersecting beams, and is typically ∼2 GHz. With this line width, the hyperfine structure and isotope shifts (where present) are not resolved. For Pr II, where only one stable isotope exists, the laser is tuned to the peak of the line profile and the carriage is moved as described above to produce the decay curve. However, in Nd II, where seven stable isotopes exist, tuning the laser to the peak of the profile will in general excite more than one isotope. Since each isotope moves at a slightly different speed, it is necessary to derive an effective mass to make the conversion from distance to time. To do this we record a high-resolution spectrum of the transition in collinear geometry and use it to simulate the low-resolution spectrum of the 90 • geometry. Knowing that the laser was set to the largest peak of this spectrum in the lifetime measurement, we can calculate the relative contribution f i of each isotope of mass m i to the LIF of the decay curve. It can be shown to first order in the fractional mass differences that the observed decay curve will still have a spatial exponential dependence of the form e −(z / v eff τ ) , where z is the distance measured along the ion beam, τ is the true lifetime, and v eff is the ion velocity calculated using the In practice, m eff differs from the molar mass by <1.5% for the transitions in Nd II studied here, so that the effect on the lifetime is <0.75%. In a few cases, where it was not practical to measure the high-resolution hyperfine structure because of poor signal-to-noise ratio, the experimental uncertainty in the lifetime was enlarged by 0.75%. Figures 3a and 3b show plots of the LIF vs. time for decays from Pr II levels at 24 393.730 cm −1 (lifetime ∼81 ns) and 25 569.190 cm −1 (lifetime ∼6.3 ns), respectively. The region where the laser excitation occurs is shown clearly in Fig. 3b , where it is comparable to the lifetime. Note that the background level in both figures is virtually zero because of the subtraction procedure described above. After the fluorescence intensity is normalized for the effects of ion-beam-current and laser-intensity variations (and overlap in the 90 • method), an exponential plus background is fit to the intensity vs. time data starting at a channel near the excitation peak. As a more detailed check for exponential behaviour, the first channel of data (at the peak end) is deleted and the fit is repeated; the process is continued until the signal-to-noise level of the remaining data makes meaningful fitting impossible. Examples of the lifetimes derived from this "tail-fitting" procedure are shown in Figs. 4a and 4b for the data in Figs. 3a and 3b . In Fig. 4b the plateau region from which the lifetime value is taken begins ∼11 ns from the peak, comparable with the temporal resolution of ∼12 ns. Statistical uncertainties from the least-squares fitting procedure ranged typically from 1-5%, depending on the signal-to-noise ratio and lifetime of the particular transition. Although some tail-fit plots show a scatter or trend in the lifetime that is beyond the statistical error of the fit, such effects are significantly smaller in the 90 • method than in the collinear method. We attribute this to the use of the true normalization signal instead of one composed of the product of the laser and ion-beam intensities, which does not record overlap changes or saturation effects. When the tail-fit plot is not flat within statistical error, we assign a lifetime of 1 2 (τ max + τ min ) with a systematic uncertainty of 1 2 (τ max − τ min ), where τ max and τ min are the extrema found using all data sets for a given level. For example, for the tail-fit data of Fig. 4b where the statistical uncertainty is ±0.12 ns for a fit beginning 18 channels from the peak, a systematic uncertainty of ±0.37 ns is assigned, and the final uncertainty combines these two in quadrature, since some double counting is occurring. Table 1 contains a summary of all 33 measured lifetimes in Pr II along with previous experimental results [5, 7, 8] . For the 13 cases where comparisons can be made, our uncertainties are between 2 and 15 times smaller, and the agreement is usually within two of their standard deviations. In the few cases of larger discrepancies, all with the pulsed-electron delayed-coincidence data [5] , cascades may be responsible.
For 12 of the levels for which we have measured lifetimes, branching-ratio measurements are available [10, 11] . In Table 2 , we present 82 transition probabilities and log(gf ) values obtained from these data. Because detailed information on the uncertainties in the branching ratios is not available, we have not listed uncertainties in the transition probabilities. Reference 10 gives uncertainties <1% for branching ratios >50%, and uncertainties as large as 25% for the "weakest branches". Reference 11 states that the statistical scatter of the results "ranged from a fraction of a percent to several percent". For 30 transitions emanating from 5 levels, branching ratios were measured by both groups, and the discrepancies are as high as a factor of 2.6 (28.8% vs. 11.2% ). It is likely that the true uncertainty in the transition probabilities is dominated by the branching-ratio uncertainty, rather than that of our lifetime measurements. Table 3 summarizes 13 measured lifetimes in Nd II along with previous beam-laser experimental results [17] . For the three cases where comparisons can be made, our uncertainties are at least three times smaller, and the agreement is excellent. All of these lifetimes were measured with the 90 • method.
Conclusions
Because of the importance of lanthanides in stellar spectra, we have measured lifetimes in 33 levels of Pr II and in 13 levels of Nd II to an accuracy of 1-11%, using the collinear and 90 • beam-laser methods. Spontaneous emission probabilities and log(gf ) for 82 transitions from 12 of the Pr II levels have been calculated using branching ratios in the literature. Hyperfine constants for these and other levels of Pr II and Nd II, as well as isotope shifts for Nd II, important in accurate modelling of stellar absorption lines, will be reported separately.
