Orthogonal Super Greedy Algorithm (OSGA) is a super greedy-type algorithm for sparse approximation. We analyze the convergence of OSGA based on Restricted Isometry Property (RIP). Our main conclusion is that if a matrix  satisfies the Restricted Isometry Property of order [ sK ] with isometry constant 2 sK s    , then OSGA ( s ) can exactly recover any K -sparse signal x from yx  in at most K iterations.
Introduction
Very recently, considerable attention has focused on recovering sparse signals from a limited number of linear projection measurements at sub-Nyquist sampling rates. This topic is also known in the literature as Compressive Sensing or Compressed Sensing (CS). CS is a new paradigm in signal and image processing and it shows that it is high possibility to reconstruct sparse signals from their projection onto a small number of random vectors [2] , [7] [8] . Orthogonal Super Greedy Algorithm (OSGA) is the greedy algorithm for sparse approximation. Let  denote a measurement matrix of size MN  (where typically MN  ) and measurements y denote a vector in M , the goal of OSGA is to recover unknown signal N x  from yx  . Here MN  means we collect fewer data than unknowns. OSGA aims to achieve an approximation solution to yx  .
In the present paper, we investigate the efficiency of Orthogonal Super Greedy Algorithm (OSGA) in the compressed sensing problem. Let us begin with the demonstration of the use of super greedy algorithms in the compressed sensing problem. Now let us recall some necessary concepts of CS. Assume that 1 (1 )
,
In this article, we study signal recovery via Orthogonal Super Greedy Algorithm, Orthogonal Super Greedy Algorithm is also known in literature as Orthogonal Multi is a sufficient condition for OSGA ( s ) to recover every K -sparse signal in at most K iterations successfully. The aim of this article is to improve this sufficient condition to (2 ) : [15] Theorem 2. The rest part of the paper is organized as follows. In section 2, we will introduce some notations and investigate some restricted isometry constants. In section 3, we will give the proof of Theorem 3.
Preliminary Lemmas
Before going further, we introduce some notations.
where it holds || TK  . Suppose that 12 , ,..., N    are the columns of a matrix  , we assume that
 denotes the matrix consisted of the columns of  with indices i . We use the same way to define
There are some useful properties of restricted isometry constant. Lemma 1 was obtained by D. Needell and J.A. Tropp in [13] . 
For any two integers KK   , it holds
The following lemma was established by T. Cai 
where † 1 ()         is the pseudo inverse of matrix  .
Let us look at the first iteration of OSGA ( s ). OSGA ( s ) chooses s indices that corresponds to the largest (in magnitude) inner products. When can we conclude that at Copyright ⓒ 2015 SERSC least one of those indices is indeed in the support of x ? The following lemma gives the answer. It was proved by Wang, Kwon, and Shim [15] . 
Then T     .
Proof of Theorem 3
In this section, we shall prove the main result of the paper. First we prove a simple lemma, which will be used in the proof of Theorem 3. 
Proof: A simple calculation shows that (8) We come now to the proof of Theorem 3. We will prove that the 
By the definition of 1 T , using (2), we have
Applying (10), let us continue (9) as 
Conclusion
OSGA ( s ) is a natural extension of OMP in the sense that it selects s candidates per iteration whereas OMP selects only one. We analyzed the recovery performance of OSGA under RIP condition for the recovery sparse signal from incomplete measurements. As OSGA selects multi candidates at each step, it can recover the International Journal of Future Generation Communication and Networking Vol. 8, No. 5 (2015) Copyright ⓒ 2015 SERSC 143 sparse signal using fewer iterations, thus it can further reduce the computational complexity. Our analysis provided a performance guarantee of the OSGA based on the RIP for its applications in CS. The emerging theory of CS has provided a new framework for signal acquisition [1, 4, 9] . CS may play an important role for design of measurement devices in diverse engineering fields, particularly where measurements are physically limited or data acquisition is very expensive.
