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Abstract
We consider two classes of local tiling moves for planar regions.
The first class of moves we consider are for domino tilings. We call these
moves block shifts. They are exactly those retilings of a 2 x 3 or 3 x 2 rectangle
which do not simply retile a 2 x 2 sub-rectangle. (This latter type of move
is called a block rotation). Block shifts preserve the number of vertical and
horizontal tiles. Even when two tilings of a simply connected region contain
the same numbers of vertical and horizontal tiles, however, block shifts may
not allow them to be transformed one into the other. We show that, if the
region is a rectangle or an Aztec diamond, then any tiling of the region can
be transformed into any other tiling having the same number of vertical and
horizontal tiles as the first by means of block moves.
The second class of moves we consider are for a related type of tiling in
which tiles consist of either a square attached to an octagon or two connected
octagons. We call such tiles pseudominos and such tilings pseudomino tilings.
Our class of moves allow two tiles to be replaced by two other tiles whenever
possible. We show that, for simply connected regions, these moves allow any
pseudomino tiling to be transformed into any other.
Thesis Supervisor: James G. Propp
Title: Associate Professor of Applied Mathematics
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Part I
Introduction and Background
Chapter 1
Introduction
1.1 A Pictorial Preview of Our Results
Our work is about local transformations (moves) in tilings. We consider two
types of tilings. The following are examples of these types of tilings.
This section is intended to provide the reader with a rough sense of what
our main results are. It uses pictures instead of precise characterizations and
is deliberately brief. In contrast, the last section of this chapter presents our
results more thoroughly and carefully, although still at an intuitive rather
than a formal level.
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1.1.1 Results for the first type of tiling
For the first type of tiling, we consider moves as in the following example.
In general, the moves we consider perform one of the following local retil-
ings.
We consider two types of regions. The following are examples (shown
with tilings) of each of the two types.
We consider tilings of arbitrary regions of each of the above types in
turn. In both cases, we show that any transformation of the tiling that can
be achieved by translation (but not rotation) of tiles can also be achieved by
means of a sequence of the above type of moves.
1.1.2 Results for the second type of tiling
For the second type of tiling, we consider moves as in the following two
examples.
The moves (up to symmetry) are always one of the following.
We show that a sequence of these moves can change any tiling of any
given simply connected region into any other tiling of the same region.
1.2 Background
In this section, we provide some context for our work. First, we provide basic
terms and explain what issues we choose to focus on. Next, we introduce
two types of tiling problems which are commonly studied. Lastly, we mention
some earlier work related to our focus.
1.2.1 Fundamental Ideas
The Area of Concern
Our work is concerned with tiling problems. Tiling problems can be con-
sidered on a variety of surfaces, but we are concerned only with tilings in
the plane. A tiling problem involves a region, which is simply a subset of
the plane, and a set of allowable tiles. The idea is to cover the entire
region with allowable tiles in such a way that only the boundaries of tiles
overlap. Such a covering is called a tiling of the region (see Figure 1.1 for
some examples of tilings).
Figure 1.1: Some examples of tilings.
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We will usually regard a region as being composed of polygons and let the
allowable tiles be those composed of any two of these polygons which share a
common edge. (See Figure 1.2). Such tiles are called diform tiles and tilings
by diform tiles are called diform tilings. When we refer to tilings and tiles,
we will mean diform tilings and diform tiles unless we specify otherwise.
Figure 1.2: A tiling, the tiling with the constituent polygons of tiles indicated,
and the decomposition of the region into polygons.
The vertices and edges of the polygons making up a region constitute a
(plane) graph which we call the associated plane graph or graph of the
region. (See Figure 1.3). A second graph derived from a region is the dual
of the region. The dual is the graph whose vertices correspond to (in fact,
technically are) the polygons of the region and whose edges connect exactly
those pairs of vertices which correspond to polygons which share an edge.
(See Figure 1.4). In general, the vertices of the dual corresponding to two
such polygons are connected by one edge for each edge the polygons share;
however, we assume that polygons share no more than a single edge. This
ensures that the dual is a simple graph. The dual provides an equivalent
view of a region. The edges of the dual correspond to the allowed tiles. Thus
the tilings of a graph correspond in a natural way to the perfect matchings
of its dual.
Regions whose duals are bipartite are of particular interest. We call such
regions bipartite regions. These regions can also be characterized as those
whose polygons can be colored using two different colors with no two polygons
of the same color sharing any edges. A bipartite region which contains equal
numbers of polygons from each color class is called balanced. For bipartite
regions, being balanced is necessary but not sufficient for there to be any
diform tilings of the regions.
Figure 1.3: A region and its associated plane graph.
Figure 1.4: A region and its dual.
matching of the dual shown.
The tiling corresponds to the perfect
In particular, we are concerned with using moves (defined below) to trans-
form one tiling of a given region into another. A move is a local transfor-
mation that retiles a portion of a region.
Two Common Types of Tiling Problems and a Type of Move for
Each
Domino Tilings By far, the most studied type of tiling problem is that
of domino tilings. A domino tiling is one in which the tiles are 1 x 2
and 2 x 1 rectangles, which are called dominos. More specifically, a 1 x 2
rectangle is called a horizontal domino and a 2 x 1 rectangle is called
a vertical domino. Figure 1.5 provides some examples of domino tilings.
The regions in domino tiling problems are made up of squares from the
infinite checkerboard pattern (see Figure 1.6), which we call the checkered
template. We call such regions checkered regions. All checkered regions
are bipartite regions by virtue of the familiar checkerboard coloring, which
applies to the entire checkered template and thus to any part of it. The
checkered template can itself be considered a (checkered) region. Its dual is
the infinite square grid (see Figure 1.7). (In this case, the dual happens to
be isomorphic to the graph of the region.)
Figure 1.5: Some domino tilings.
There are two types of checkered regions of particular interest to us. The
first type consists of checkered regions which occupy a rectangle in the plane
Figure 1.6: The checkered template.
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Figure 1.7: The infinite square grid.
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(see Figure 1.8). We abuse the term "rectangle" by calling regions of this type
rectangles. The second type consists of Aztec diamonds. (See Figure 1.9).
An Aztec diamond is any checkered region that can be obtained by the
following process. Start with a square-shaped checkered region and remove
all squares above the main diagonal. Take four copies of what remains and
piece them together along the sides (or, more accurately, copies of the sides)
of the original rectangle.
Figure 1.8: Some rectangles.
Figure 1.9: Some Aztec diamonds.
The simplest and most commonly studied moves for domino tilings are
called block moves or block rotations (see Figure 1.10). Block rotations
are those moves which retile a 2 x 2 square within a region. They either
replace two horizontal tiles with two vertical tiles or vice versa. That is,
all block rotations are as shown in Figure 1.10. As seen in the dual (see
Figure 1.11), a block rotation acts on a face (a square) for which every other
edge is in the matching corresponding to the tiling in question. The block
rotation replaces those edges that are in the original matching with the edges
of the face that are not in the original matching.
Figure 1.10: Block rotations.
Figure 1.11: Block rotations as seen in the dual.
Lozenge Tilings Another frequently studied type of tiling problem is that
of lozenge tilings. (See Figure 1.12). A lozenge is a rhombus whose sides
are of length one. A lozenge tiling is a tiling in which the tiles are lozenges.
Lozenge tilings are not always diform tilings.
The simplest and most commonly studied moves for lozenge tilings are
hexagon moves (see Figure 1.13). A hexagon move is a move which replaces
three lozenges that form a hexagon by three other lozenges (which retile the
hexagon).
In the diform case, regions are made up of triangles from the triangular
lattice (see Figure 1.15). Tiles consist of two adjoining equilateral triangles.
They come in three distinct orientations. The collection of tiles replaced
by a hexagon move consists of exactly one tile of each of the three possible
orientations. The collection of tiles with which they are replaced also consists
of exactly one tile of each possible orientation. As seen in the dual (which
exists in the diform case), a hexagon move acts on a face (a hexagon) for
which every other edge is in the matching corresponding to the tiling in
question. The hexagon move replaces those edges which are in the original
matching with the edges of the face which are not in the original matching.
(See Figure 1.14).
The triangles in the triangular lattice alternate between two orientations.
Figure 1.12: A lozenge tiling.
Figure 1.13: Hexagon moves.
Figure 1.14: Hexagon moves as seen in the dual in the diform case.
The triangles of each orientation constitute a valid color class. So all regions
in diform lozenge tiling problems are bipartite.
1.2.2 Previous Work in the Area
Thurston [9] made use of the Cayley graphs of tiling groups to obtain results
for domino tilings and (diform) lozenge tilings. (Tiling groups were defined
by Conway [2]). Thurston showed that any two domino tilings of a simply
connected planar region can be obtained from one another by a sequence of
block rotations. Likewise, he showed that any two (diform) lozenge tilings
of a simply connected planar region can be obtained from one another by a
sequence of hexagon moves.
A special case of results of Sturmfels and Ziegler [8] gives a reachability
result in the context of general lozenge tilings (which, as noted earlier, are not
always diform tilings). The conclusion applies to lozenge tilings of polygons
meeting certain conditions on their sides. First, all sides must have lengths
which are positive integers. Second, there must be an even number of sides.
Third, opposite sides must be of equal length and parallel to each other. For
such polygons, Sturmfels and Ziegler's results imply that any lozenge tiling
Figure 1.15: The triangular lattice.
can be obtained from any other by means of hexagon moves.
R. Kenyon [3] studied tilings by parallelograms, a situation which also fits
into a more general context than that of diform tilings. One of his results is
that any two tilings (by parallelograms) of a simple polygon in the plane can
be converted into one another by means of hexagon moves (that is, moves
which are the obvious generalization of hexagon moves to this context).
Propp [7] expanded on some results of Pretzel [5, 6] and linked these
stronger results (and, in the process, Pretzel's results) to the study of tilings.
Pretzel's work was on local moves in acyclic graph orientations where the
number of edges going each way around each cycle was fixed. He considered
local moves that apply when the edges involving a given vertex are all oriented
towards the vertex (see Figure 1.16). The act of performing one of his moves
on such a vertex is called pushing down the vertex and consists of reversing
the orientations of all edges involving that vertex, thus making them all
oriented away from the vertex.
Figure 1.16: Pushing down a vertex (the central one, which is shown larger
and in a lighter color). Note that the number of arrows going each way
remains the same for each one of the 13 (simple) cycles in the graph.
One of Pretzel's results is that any allowed orientation can be converted to
any other by repeatedly pushing down vertices. He also introduced transfor-
mations, which he called pushing down and contracting edges (PDCE)
operations, that generalized pushing down to act on a set of vertices instead
of just a single vertex. Strategic use of PDCE's allowed him to remove the
acyclicity restriction.
Propp establishes a natural correspondence between the tilings of a bipar-
tite region and those orientations of a related graph which meet conditions of
the form considered by Pretzel. This also allows Pretzel's PDCE operations
on those orientations to be realized as transformations on the corresponding
tilings. The combination of Pretzel's reachability result and Propp's corre-
spondence yields a reachability result for tilings of arbitrary bipartite regions.
Other, stronger results follow from Propp's extensions of Pretzel's work.
C. Kenyon and E. Remila [4] studied diform tilings of simply connected
regions obtained from the hexagonal lattice (see Figure 1.17). There are three
possible orientations for tiles in this context (see Figure 1.18). Figure 1.19
gives an example of this sort of tiling. In general, such regions are not
bipartite regions. Kenyon and Remila defined three types of moves: lozenge
moves (see Figure 1.20), triangle moves (see Figure 1.21), and butterfly moves
(see Figure 1.22). They showed that any tiling of such a (simply connected)
region can be obtained from any other by means of these three types of
moves.
Figure 1.17: The hexagonal lattice.
Figure 1.18: The three types (orientations) of diform tiles for regions obtained
from the hexagonal lattice.
Figure 1.19: A tiling of a region obtained from the hexagonal lattice.
Figure 1.20: A lozenge move.
Figure 1.21: A triangle move.
Figure 1.22: A butterfly move.
1.3 Summary of Our Results
We consider two types of tiling problems and define our own moves in each.
No previous results or methods seem to apply directly to any of the problems
we study; however, we are able to make partial use of previous results in
attacking one of our problems.
1.3.1 Block Shifts
First, we consider domino tilings. We consider those moves which retile either
a 2 x 3 or 3 x 2 rectangle but are not simply block rotations. We call these
moves horizontal block shifts and vertical block shifts, respectively (see
Figure 1.23) or, more generically, simply block shifts. This name comes
from the fact that these moves exchange a 2 x 2 block of tiles with a "filler"
tile (which also, of course, ends up shifted).
Figure 1.23: A vertical block shift and a horizontal
shifts look like the above.
block shift.
These moves preserve the numbers of horizontal and vertical tiles. So we
consider the question of whether two tilings can be converted one into the
other only when the tilings have the same numbers of horizontal and vertical
tiles. Even then, there are simply connected regions (see Figure 1.24) which
can be tiled in two different ways (using the same numbers of horizontal
and vertical tiles) that cannot be reached from each other by means of block
shifts.
All block
Figure 1.24: Two tilings of the same region using the same number of hor-
izontal and vertical tiles which cannot be converted one into the other by
means of block shifts, since no block shifts are possible in the first tiling.
We show that, if the region is either a rectangle or an Aztec diamond,
any two tilings using the same number of horizontal and vertical tiles can be
converted one into the other using block shifts. These results are proved as
two separate theorems. Both, however, are proved using the same approach,
which restricts the problem to a chosen class of tilings and then justifies the
restriction by showing that an arbitrary tiling can be made into one from
the chosen class. Parity issues (in particular the question of whether two
adjacent rows line up or not) play a major role in the proofs. The proofs
also make heavy use of an algorithm which applies to certain cases involving
a horizontal stretch of tiles and which pulls vertical tiles, including all those
initially touching the bottom of the stretch, (partially) into the space initially
occupied by the stretch (see Figures 1.25 and 1.26).
C
Row i+1
Figure 1.25: The relevant portion of a tiling to which the algorithm used
in the proofs for rectangles and Aztec diamonds applies. The vertical tiles
shown will be moved up so that their top halves lie in the space initially
occupied by the stretch of horizontal tiles shown in row i.
CRow i
Row i+1
Figure 1.26: One possible result from applying the algorithm used in the
proofs for rectangles and Aztec diamonds to the stretch shown in Figure 1.25.
1.3.2 Moves for Pseudomino Tilings
As mentioned earlier, Kenyon and Remila [4] studied diform tilings of regions
constructed from polygons from the hexagonal lattice and obtained a reach-
ability result for a class of moves which they defined. The corresponding
matching problems are based on the dual of the hexagonal lattice, which is
the triangular grid (see Figure 1.27). A plane graph isomorphic to the trian-
gular grid is shown in Figure 1.28. This plane graph is clearly an extension
of the infinite square grid (which gives the matching version of domino tiling
problems). The extra edges make the graph non-bipartite, which means cer-
tain results and techniques which apply to domino tilings do not apply to
the tiling problems studied by Kenyon and Remila.
The infinite grid of isosceles right triangles shown in Figure 1.29 is also a
natural non-bipartite extension of the infinite square grid. The tiling prob-
lems corresponding to matchings in this grid are for regions obtained from
the plane-filling pattern of squares and octagons shown in Figure 1.30, which
we call the semicheckered template. We call regions obtained from this
pattern semicheckered regions and (diform) tilings of semicheckered re-
gions pseudomino tilings. (See Figure 1.31.) The tiles in pseudomino
tilings consist of either a square and an adjoining octagon or two adjoining
octagons. These tiles are called pseudominos. We first began to study
pseudomino tilings in an attempt to apply the techniques of Kenyon and
Remila in a slightly different context. However, their techniques do not seem
to apply, since these techniques produce stronger results than are true for
pseudomino tilings. More precisely, the techniques produce results which are
stronger than what is true for domino tilings, which (as explained below) can
be viewed as a special case of pseudomino tilings.
The study of pseudomino tilings subsumes the study of domino tilings.
Figure 1.27: The triangular grid.
Figure 1.28: An extension of the infinite square grid which is isomorphic to
the triangular grid.
Figure 1.29: An infinite grid of isosceles right triangles.
Viewing the grid from Figure 1.29 as an extension of the infinite square grid
produces a bijection between the vertices of these two graphs. This also pro-
duces a bijection between the polygons of the checkered template and those
of the semicheckered template. Since checkered regions and semicheckered
regions are formed from selected polygons from these respective collections,
we also get a bijection between all checkered regions and all semicheckered re-
gions (see Figure 1.32). For any domino tile of a given checkered region, there
is a corresponding pseudomino (of the corresponding semicheckered region)
which contains the two polygons corresponding to those of the domino. This
correspondence is the basis for an injection from the set of domino tilings of
a given (checkered) region and the pseudomino tilings of its corresponding
semicheckered region.
Recall that only balanced checkered regions can possess domino tilings.
It follows from the above that a balanced checkered region corresponds with
a semicheckered region containing the same number of squares as octagons.
We show that such semicheckered regions possess no pseudomino tilings con-
taining tiles made up of two octagons. Thus, for balanced checkered regions,
we get a bijection between the region's domino tilings and the pseudomino
Figure 1.30: The semicheckered template.
Figure 1.31: A pseudomino tiling.
tilings of the corresponding semicheckered region. This last statement ex-
plains why the study of pseudomino tilings subsumes the study of domino
tilings. On the other hand, even though an imbalanced checkered region pos-
sesses no domino tilings, its corresponding semicheckered region may possess
some pseudomino tilings. Accordingly, the study of pseudomino tilings is
richer than the study of domino tilings.
Note that most of the above can be applied to diform tilings based on
the hexagonal lattice. The study of these tilings, however, does not subsume
the study of domino tilings. This is because, even when a checkered region
is balanced, there may be diform tilings of the corresponding hexagon-based
region which do not correspond to tilings of the checkered region. This
explains why these tilings can have properties which are stronger than those
possessed by domino tilings.
We define a class of moves, which we call 4-moves, that allow two tiles
to be replaced by two other tiles whenever this is possible. Essentially, this
involves an exchange of polygons between the two tiles. These moves neces-
sarily involve a tile consisting of a square and an octagon. If the other tile
consists of two octagons, we call the move a triangle move (see Figure 1.33).
If both tiles consist of a square and an octagon, we call the move a block
move (see Figure 1.34). In the correspondences described in the previous
paragraph, block moves correspond to block rotations.
We show that any two pseudomino tilings of any simply connected region
can be converted one into the other by means of 4-moves. We use the same
approach as we used to obtain our results for block shifts. We make use of
the fact that any two domino tilings of a simply connected region can be
obtained from any other by means of block rotations. We also make use
of elements of a proof of this result, presented later in this part, which is
different from Thurston's [9] and is very much in the style of Propp [7]. The
argument for pseudomino tilings frequently considers the dual of the region
in question.
Figure 1.32: A checkered region, the corresponding semicheckered region,
and their duals.
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Figure 1.33: A triangle move.
Figure 1.34: A block move.
Chapter 2
Graphs
In this chapter, we present a few relevant definitions and propositions from
graph theory. For basic background on graphs, we refer the reader to the book
by Bondy and Murty [1]. We begin with matchings, which are of obvious
relevance since diform tilings are equivalent to perfect matchings. Then we
discuss directed graphs (digraphs). The discussion here is motivated by the
work of Propp [7] linking diform tilings and graph orientations. We will make
use of these propositions to present a proof that any two domino tilings of a
given simply connected region can be obtained one from another by means
of block rotations. These propositions will also be used in proving our result
for pseudomino tilings.
An alternating cycle in a graph in the context of a particular matching
of the graph is a cycle whose edges alternate between edges in the matching
and edges not in the matching. The matching can be changed into another
matching on the same subset of the vertices (and thus with the same num-
ber of edges) by replacing all edges common to the matching and the cycle
with the remaining edges of the cycle. This process is known as reversing
the alternating cycle. When an alternating cycle is reversed, it remains an
alternating cycle. Reversing it again undoes the previous reversal.
Proposition 2.1 The symmetric difference between two perfect matchings
is a union of cycles. Each cycle is an alternating cycle in each matching.
Reversing these alternating cycles in one matching converts it to the other.
Proof: There are two cases for each vertex. In the first case, the vertex
is matched to the same vertex in both matchings. Then the vertex has
degree zero in the symmetric difference. In the second case, the vertex is not
matched to the same vertex in both matchings. Then the edge incident to
that vertex in each matching appears in the symmetric difference, giving the
vertex degree two in the symmetric difference. Thus the symmetric difference
contains only vertices of degree zero and of degree two. So it is a union of
cycles. No two consecutive edges from one of these cycles can come from
the same matching, so the edges of the cycle alternate between those from
one matching and those from the other. Thus each of these cycles is an
alternating cycle in each matching.
Reversing an alternating cycle has the same effect as XOR-ing it with
the original matching. Thus reversing all of the alternating cycles in one of
the matchings is the same as XOR-ing that matching with the symmetric
difference of the two matchings and produces the other. X
A sink is a set of vertices for which all edges between vertices in the set
and the remaining vertices are oriented towards the set. A source is a set
of vertices for which all edges between vertices in the set and the remaining
vertices are oriented away from the set. Inverting a sink (source) in an
orientation is the process of changing the orientation so as to make the sink
(source) into a source (sink) by reversing the orientation of exactly those
edges between the sink (source) and the remaining vertices of the graph.
When we do not wish to specify the particular sink or source, we simply call
the process an inversion.
A strongly connected component (SCC) of a directed graph is an
equivalence class of vertices under the equivalence relation of mutual reach-
ability. A directed acyclic graph (dag) is a directed graph containing no
directed cycles. Each vertex of a dag constitutes a separate SCC of a dag.
Also, any directed graph can be viewed as a dag whose vertices are its SCC's.
Proposition 2.2 A sink is a union of SCC's. A source is a union of SCC's.
Proof: Let M be a sink. For purpose of contradiction, assume there is an
SCC S partially contained in M and partially outside of M. Then there
must be a directed cycle partially inside M and partially outside M. At
some point, this cycle must leave M, but this contradicts the fact that M is
a sink.
In the case of a source, the SCC's are the same as those of the orientation
obtained by reversing the direction of all edges. The above argument applies
in that orientation, where the source corresponds to a sink. X
Proposition 2.3 Inversion does not affect the SCC's of a digraph.
Proof: By Proposition 2.2, no edges within an SCC of the original graph are
affected by an inversion. So strong connectivity cannot be decreased. The
same applies to the reverse operation, so two vertices are strongly connected
after inversion if and only if they were before. F
Proposition 2.4 Let M be a nonempty subset of the vertices of a digraph
G. If M is a sink, it contains an SCC which is also a sink. If M is a source,
it contains an SCC which is also a source.
Proof: WOLOG (since we can again reverse all edges and still keep the same
SCC's), assume M is a sink. Let H be the subgraph of G induced by M. H
can be viewed as a dag on its SCC's. This dag induces a poset on the SCC's
of H such that each edge of the dag is directed from an element of the poset
to a greater element of the poset. Let S be a maximal SCC in this poset.
Then S is a sink in H. Since M is a sink in G, H is also a sink in G. M
Proposition 2.5 Let M be a nonempty subset of the vertices of a digraph
G and K be a nonempty subset of M. If M is a sink, there is a connected
sink in M in which exactly one SCC contains vertices from K. If M is a
source, there is a connected source in M in which exactly one SCC contains
vertices from K.
Proof: WOLOG (again because we can reverse all edges and still keep the
same SCC's), we assume M is a sink. We use induction on the number of
SCC's in M not containing any vertices of K. For the base case, all SCC's in
M contain at least one vertex from K. Then the proposition follows directly
from Proposition 2.4.
For the inductive step, Proposition 2.4 guarantees a sink SCC S in M. If
S contains any vertices from K, S satisfies the proposition. Otherwise, let G'
be the digraph obtained by inverting S. Then M - S is a sink in G'. Deleting
S reduces by one the number of SCC's not containing any vertices of K (and
still keeps K as a subset). So the inductive hypothesis applies to M - S in
G', guaranteeing that it contains a connected sink T in which exactly one
SCC contains vertices from K. If no vertices of S and T are adjacent, then
T is also a sink in G and satisfies the proposition. Otherwise, S U T is a
sink in G. Also, (in this case) S U T is connected and has exactly one SCC
containing vertices from K. So S U T satisfies the proposition. M
Proposition 2.6 Let M be either a sink or a source in a digraph G. Then
M can be inverted by a sequence of inversions of SCC's.
Proof: WOLOG, assume M is a sink. We use induction on the number of
SCC's in M. For the base case, M is empty, and no inversions are necessary
to invert M, since it is already both a source and a sink.
For the inductive step, let S be the sink SCC in M guaranteed by Propo-
sition 2.4. Let G' be the digraph obtained by inverting S. Then M - S is a
sink in G'. The inductive hypothesis then applies to M - S in G', so further
inversions of SCC's can be used to invert M - S in G'. The effect of inverting
S and then inverting M - S is to invert M. U
Chapter 3
Tilings
In this chapter, we present some of the basic ideas in the study of tilings. We
also introduce an equivalent variant of Propp's [7] bijection between diform
tilings and restricted orientations of a related graph and present a couple of
related propositions.
We define a region to be a complex whose vertices and edges constitute
a plane graph, called the associated plane graph or graph of the region.
The polygons of the complex are faces of the plane graph. We refer to the
polygons of a region as cells. We assume that all cells are bounded faces.
We also assume that none of the remaining faces share any common edges.
All unbounded faces are regarded as a single face, called the outside of the
region. The bounded faces of the graph of the region which are not polygons
of the region are called holes. Two cells are said to be adjacent if and only
if they share an edge. We assume that no two faces share more than one
edge. The boundary edges of a region are those which belong to only one
cell of the region. The boundary of a region is the subgraph of the graph
of the region induced by the region's boundary edges. Its vertices are called
boundary vertices. The remaining edges (those which belong to exactly
two cells) are called internal edges of the region.
A region with no boundary edges (that is, one that fills the entire plane)
is called a template. A region induced by selected cells from a template
is said to be cut from that template. Usually, a template will consist of a
finite pattern reproduced periodically throughout the plane. This allows for a
variety of related regions cut from that template to share a similar structure.
An equivalent view of a region is obtained from the subgraph induced
from the dual of its associated plane graph by the vertices corresponding
to cells of the region. We informally call this graph the dual of the region,
although the true duality relationship is between the larger graph from which
we obtained this graph and the graph of the region. The edges of the dual
of a region are in a one-to-one correspondence with the internal edges of
the region. If a region is cut from a template, its dual will be a subgraph
of the dual of the template, namely the subgraph induced by the vertices
corresponding to the cells which induce the region.
We say that a region is connected if and only if its dual is a connected
graph. A region is simply connected if and only if it is connected and
contains no holes.
A tile of a region is a union of cells corresponding to a simply connected
subset of the plane. Those cells are called the cells of the tile and they are
said to constitute the tile, to belong to the tile, and to be covered by the tile.
A tiling of a region is a set of tiles such that every cell of the region belongs
to exactly one tile of the tiling. A tiling problem consists of a region and a
set of allowed tiles. The following definitions apply in the context of a tiling
problem. A region is tilable if it has at least one tiling using allowed tiles.
A forced tile of a (tilable) region is a tile of the region which occurs in all
tilings of the region which use only allowed tiles. A forbidden tile of a
region is a tile of the region which does not occur in any tilings of the region
which use only allowed tiles.
A diform tile is a tile which is the union of exactly two distinct cells.
We are only concerned with diform tiles, so when we refer to tiles, we will
always mean diform tiles. A diform tile pairs two adjacent cells of the region
and thus corresponds to the edge between those cells in the dual. This
establishes a bijection between the (diform) tiles of a region and the edges
of its dual. A diform tile also corresponds to the common edge between
the two cells which constitute the tile. This relationship establishes another
bijection: one between the tiles of a region and its internal edges. The
two edges corresponding to a given tile through these two bijections already
correspond to each other in the bijection between edges of the dual and
internal edges of the region. If cells A and B constitute a diform tile, we
may refer to the tile as AB or BA. A diform tiling is one consisting only
of diform tiles. When we refer to tilings, we will always mean diform tilings.
The bijection between tiles of a region and edges of the dual is the basis
for a bijection between (diform) tilings of a region and perfect matchings of
its dual. Similarly the bijection between tiles of a region and internal edges
establishes a bijection between tilings of a region and sets of internal edges
such that each cell contains exactly one edge from the set.
Proposition 3.1 If a region has a diform tiling, it contains an even number
of cells.
Proof: Each cell is contained in exactly one tile of a tiling, so we can count
the cells of a region by the tiles containing them. Each tile contains two cells,
so the number of cells in the region is even. F
An alternating cycle in the perfect matching of the dual of a region cor-
responding to a tiling is also called an alternating cycle in the tiling. That
is, an alternating cycle in a tiling is a cyclic sequence of cells from the region
such that each cell is adjacent to the next and each cell belongs to the same
tile in the tiling as either the cell just before it or just after it in the cycle.
For any simple cycle in the dual, each cell is either a part of the cycle, inside
the cycle, or outside the cycle. The vertices of the cells inside a cycle are
said to be enclosed by (or inside) the cycle.
A tile is said to be along the boundary if and only if at least one of the
vertices shared by both its cells is a boundary vertex. If both such vertices
are boundary vertices, the tile is called an isthmus.
A bipartite region is a region whose dual is a bipartite graph. Since
the dual of a bipartite region is bipartite, it is 2-colorable. The colors can
be any two distinguishable items. In particular, a bipartite region can have
its dual (and thus its cells) properly colored by the labels "clockwise" and
"counterclockwise." Once such a 2-coloring is established, the internal edges
can be oriented such that all edges of a cell which are internal edges of the
region go clockwise around the cell if it is colored by the label "clockwise"
and go counterclockwise if it is colored by the label "counterclockwise." We
call this orientation the inherent orientation of the region. Since a tiling
of the region corresponds to a set of internal edges for which each cell has
exactly one of its edges in the set, we can associate a given tiling with the
orientation obtained by reversing the orientation of exactly these edges in the
above orientation. This establishes a bijection between tilings of the region
and orientations of its internal edges such that each cell has exactly one edge
oriented against the direction suggested by its color.
Proposition 3.2 The vertices enclosed by an alternating cycle in a tiling of
a bipartite region are either a sink or a source in the corresponding orienta-
tion.
Proof: The edges between the vertices enclosed by the alternating cycle and
the other vertices are exactly those between cells of the alternating cycle.
It suffices to show that these edges all agree in the sense of being directed
toward the inside of the cycle or toward the outside of the cycle. It is, in
turn, sufficient to show that every pair of these edges which are consecutive
around the cycle agree. Such a pair are both edges of a common cell. In
fact, they connect that cell with its two neighbors in the alternating cycle.
The cell is matched with one of these neighbors and, obviously, not matched
with the other. Thus one of these edges is directed with the color of the cell
and the other is directed against its color. Regardless of the color of the cell,
this means one of the edges has a clockwise orientation and the other has
a counterclockwise orientation. If the clockwise edge is the one connnecting
the cell with its neighbor in the clockwise direction along the alternating
cycle, then both edges are directed inwards. If it is the one connecting the
cell with its neighbor in the counterclockwise direction along the alternating
cycle, then both edges are directed outwards. IN
Proposition 3.3 Reversing an alternating cycle in a tiling of a bipartite
region corresponds to inverting the sink or source constituted by the vertices
enclosed by the alternating cycle.
Proof: Reversing an alternating cycle in a tiling changes the orientation of
exactly those edges between adjacent cells in the cycle. These are exactly
those between the vertices enclosed by the alternating cycle and the other
vertices. Conversely, changing the orientation of these edges reverses the
alternating cycle. IN
A move is a local retiling of a subregion that does not disturb tiles outside
the subregion. Retilings in different regions are considered the same move
so long as they replace the same tiling of the same subregion with the same
tiling. The cells of the subregion are called the cells of the move or the cells
involved in the move. The tiling of the subregion found in the original tiling
is called the destroyed tiling, and its tiles are called the destroyed tiles
of the move (or the tiles destroyed by the move). A move is said to be a move
for a given tile if and only if that tile is destroyed by that move. The new
tiling of the subregion is called the created tiling, and its tiles are called
the created tiles of the move (or the tiles created by the move). Formally,
two moves are the same if and only if their destroyed tiles are the same and
their created tiles are the same. These sets must be minimal: they may have
no tiles in common. A tile is said to be involved in a move if and only if
it is either created or destroyed by the move. All moves are reversible. For
move m, the move that reverses m is called the inverse of m and is denoted
m - 1. Moves allow one to convert one tiling into a different one, possibly by
applying several moves in succession. If a tiling can be produced through
a sequence of moves of a certain type, starting with another tiling, the first
tiling is said to be reachable from the second. Two tilings are said to be
mutually reachable if each is reachable from the other.
Chapter 4
Domino Tilings
In this chapter, we present some of the basic ideas for domino tilings. A
significant part of this chapter is devoted to a proposition which, in light of
Proposition 2.1 and the correspondence between domino tilings and match-
ings, gives us that any two domino tilings of a simply connected region can
be converted one into the other by means of block rotations. This proof is
different from that presented by Thurston [9] and is very much in the style
of Propp [7].
The checkered template is the template whose dual is the infinite
square grid and whose vertices are exactly the lattice points of the plane.
Its cells are all unit squares. It has an associated 2-coloring of its dual such
that the square containing vertices (0, 0) and (1, 1) is colored by the label
"clockwise." A region cut from the checkered template is called a checkered
region. A tiling of a checkered region is called a domino tiling. A domino
is a union of two adjacent unit squares. A vertical domino is a domino
whose cells are adjacent vertically. A vertical domino is a 2 x 1 rectangle.
Similarly, a horizontal domino is a domino whose cells are adjacent hori-
zontally. A horizontal domino is a 1 x 2 rectangle. An m x n block is a set
of dominos forming an m x n rectangle. A vertical block is a set of verti-
cal dominos forming a rectangle. A horizontal block is a set of horizontal
dominos forming a rectangle.
The cells of the checkered template occur in rows and columns. Ac-
cordingly, the cells of checkered regions are considered to occur in rows and
columns. For finite regions, the rows are numbered starting with the top row,
which is called row 1. Similarly, the columns are numbered starting with the
leftmost column, which is called column 1. A vertical tile whose cells lie in
rows i and i +1 is called a yi tile. A horizontal tile whose cells lie in columns
i and i + 1 is called an xi tile.
A checkered region is row-convex if and only if whenever it contains two
cells from the same row of the checkered template it also contains all cells
between them in that row of the checkered template.
A rectangular-shaped checkered region containing m rows and n columns
is called an m x n rectangle. An m x n rectangle contains mn cells. By
Proposition 3.1, a tilable m x n rectangle must have at least one of m and n
even.
An Aztec diamond of order n is a checkered region which can be re-
cursively defined as follows. An Aztec diamond of order 1 is a 2 x 2 square.
An Aztec diamond of order n > 1 is a region corresponding to the cells of an
order n - 1 Aztec diamond and all cells adjacent to them in the checkered
template.
An m x n block move is any move in a checkered region for which the
cells involved comprise an m x n rectangle. A 2 x 2 block move is usually
simply called a block move or a block rotation. A block move exactly
corresponds to inverting a source or sink consisting of a single vertex. A
block move also exactly corresponds to reversing an alternating cycle about
a face of the dual.
Proposition 4.1 If an alternating cycle C in a domino tiling does not en-
close any holes, it can be reversed using block rotations.
Proof:
Lemma 4.1 Let C by a cycle in the graph of the checkered
template. Consider the numbers of clockwise and counterclock-
wise edges of C in the orientation corresponding to a tiling. These
numbers are fixed across all tilings and all regions for which all
edges of C and all edges enclosed by C are internal edges.
Proof: We use induction on the number of cells enclosed by C.
The base case is a cycle about a single cell. If the cell is colored
"clockwise," then C has three clockwise edges and one counter-
clockwise edge in all tilings of all regions in which all edges of
C are internal. (There are no strictly enclosed edges to worry
about). For "counterclockwise" cells, the situation is symmetric.
For the inductive step, note that the cells enclosed by C form a
simply connected subset of the plane. Removing a particular cell
A which shares an edge with C gives a smaller simply connected
subset of the plane bounded by another cycle. All edges on and
enclosed by this other cycle are internal to the region. So the
inductive hypothesis guarantees a fixed number of clockwise edges
and of counterclockwise edges for this other cycle. The base case
guarantees the same for the cycle around A. Each clockwise edge
of C counts one towards the total for exactly one of the other
cycles. Each common edge between these two other cycles counts
one towards the total for exactly one of these cycles: which one
depends on which way it is oriented. This accounts for all of the
clockwise edges for each of these two cycles. Thus the number
of clockwise edges for C must always be the sum of the number
of clockwise edges from the other two cycles minus the number
of edges they have in common, which is a fixed number. The
situation for counterclockwise edges is symmetric. YJ
Lemma 4.2 The numbers in Lemma 4.1 are nonzero.
Proof: The region consisting of the entire checkered template has
all edges of C and all edges enclosed by C as internal edges. So (by
Lemma 4.1) the numbers in question are the numbers of clockwise
and counterclockwise edges in the orientation corresponding to
any tiling of this region. Let A be a cell of maximum height
enclosed by C and E be its top edge (necessarily an edge of C).
Let T be the tiling of this region in which every tile is a vertical
tile consisting of a cell colored by the label "clockwise" and the
cell immediately above it. Let T2 be the tiling of this region in
which every tile is a vertical tile consisting of a cell colored by
the label "clockwise" and the cell immediately below it. In one
of these two tilings, A and the tile above it constitute a tile. In
the other, they do not. Regardless of the color of A, E is directed
clockwise with respect to A in the case of one of these two tilings
and counterclockwise with respect to A in the case of the other.
This means E is directed clockwise with respect to C in one case
and counterclockwise with respect to C in the other. So each
number is at least one. IF1
Lemma 4.3 Any directed cycle C in the orientation corre-
sponding to a domino tiling must enclose at least one hole.
Proof: By Lemma 4.2, we see that Lemma 4.1 must not apply. So
the region must not include all edges of C and all edges enclosed
by C as internal edges. Since C is directed, it must consist entirely
of internal edges. So C must strictly enclose an edge which is not
an internal edge. This is only possible if C also encloses a hole.
By Proposition 3.2, the set S of vertices enclosed by C is either a source
or a sink. By Proposition 2.6, S can be inverted by inverting SCC's of S.
Claim 4.1 Each vertex enclosed by C is an SCC.
Proof: By Proposition 2.2, each vertex enclosed by C has its
SCC completely contained in C. Since Lemma 4.3 precludes any
directed cycles contained in C, each of these vertices constitutes
an SCC. FN
Claim 4.1 gives us that the above inversions correspond to block rotations.
Proposition 3.3 gives us that inverting S reverses C. i
Since tilings correspond to matchings, Proposition 2.1 and Proposition 4.1
guarantee that so long as the symmetric difference between two tilings does
not include any cycles which enclose holes, either can be converted into the
other by block rotations. In particular, this holds for all pairs of tilings if the
region is simply connected.
Chapter 5
The Workable Tilings Method
for Showing Mutual
Reachability
Suppose you have a set S of tilings of a given region R and a collection
of moves, M, such that m E M = m -1 M, that change tilings of S
into other tilings of S and you want to show that any tiling T1 E S can be
converted to any other tiling T2 E S by a sequence of moves in M.
The Workable Tilings Method involves defining a class of tilings from S
called workable tilings and proving the following two statements.
1. Let T, and T2 be two workable tilings. Then there is a sequence of
moves from M which can be applied to convert T to T2.
2. Let T be an arbitrary tiling from S. Then there is a sequence of moves
from AM which can be applied to convert T to some workable tiling.
Notice that the first of these statements is essentially what we are trying
to prove except that we are limiting ourselves to a special case.
The idea behind the method is that we might be able to make the original
problem easier by adding some assumptions. We "pay" for making these as-
sumptions by also proving the second statement. This step basically involves
showing that we can use legal moves to establish the properties defining a
workable tiling. Hopefully, this will prove to be a fairly well-defined goal,
making it easier.
The original problem can be recast in terms of showing that a certain
graph is connected. The vertices of this graph are the tilings in S. Two
tilings have an edge between them if and only if a single move from M can
change one into the other. (Note that by assumption if the first can be
changed into the second by a single move from M, the second can also be
changed into the first by a single move from M, namely the inverse of the
above move).
The Workable Tilings Method can also be viewed in terms of this graph.
Defining the class of workable tilings is equivalent to selecting a subset of
the vertices of the graph. The first step amounts to showing that these spe-
cial vertices are contained by a single component of the graph. The second
step amounts to showing that an arbitrary vertex is connected to some spe-
cial vertex. Clearly showing both of these things shows that the graph is
connected.
Although we have presented this method in the context of tilings, it gen-
eralizes to other situations which can be similarly cast as problems of showing
that a graph is connected.
Part II
Block Shift Moves
Chapter 6
Introduction to Some Relevant
Concepts
In this chapter, we present ideas that are used throughout this part. We
begin by introducing block shifts, which are the moves this part considers.
Then we look at the concept of alignment between rows in a domino tiling.
Lastly, we present an algorithm which we will use repeatedly in this part.
6.1 Block Shifts
There are three tilings of a 2 x 3 rectangle. Converting the one with three ver-
tical tiles to either of the others is, in fact, merely a block rotation and leaves
one of the vertical tiles unchanged. Since the definition of a move explicitly
forbids overlap between created and destroyed tiles, these transformations
do not count as moves for this rectangle. So there are only two moves for
this rectangle: the ones that change each of the remaining two tilings into
the other. Each one shifts a 2 x 2 block of horizontal tiles horizontally by
one column within the rectangle by swapping it with the vertical tile along
the side towards which it is being shifted. This also has the effect of shifting
that vertical tile two columns to the left (see Figure 6.1). In general, such
moves are called horizontal block shifts. Similarly, a 3 x 2 block move is
called a vertical block shift and a symmetric form of reasoning applies to
them. Generically, a horizontal block shift or a vertical block shift is called
a block shift.
Block shifts are the same as reversals of alternating cycles of length 6.
Figure 6.1: Block shifts. The first type of move is a vertical block shift. The
second is a horizontal block shift. All block shifts involve replacing one of
the above pictures with the one next to it.
Performing a block shift is also the same as performing two block rotations
where the second only becomes possible after the first is performed. From the
point of view of orientations, a block shift inverts a source or sink consisting
of the endpoints of an edge. Informally, it can be said to invert the edge.
Block shifts preserve the numbers of vertical and horizontal tiles in a
tiling.
Even if two tilings of a given region contain the same number of vertical
tiles (and thus also contain the same number of horizontal tiles), they might
still not be reachable from each other by block shifts. For instance, the two
tilings shown in Figure 6.2 have the same number of vertical tiles, by they
are not mutually reachable by means of block shifts, since no block shifts at
all are possible in the first tiling.
6.2 Row Alignment
In this section, we consider the issue of whether two rows are tiled in a
consistent or an inconsistent way. Which of these two cases applies provides
useful information about a tiling. For example, a vertical tile can occur only
at a place where the two rows it occupies are locally aligned in the sense
defined below. Parity issues play a significant role in this section.
Figure 6.2: Two tilings of the same region containing the same number of
vertical tiles but which are not mutually reachable by means of block shifts:
no block shifts are possible in the first tiling.
Two rows are aligned between two consecutive columns if and only if
they agree between the two columns in the sense that they either both have
tile boundaries there or both do not. Otherwise, they are misaligned. The
alignment of two rows refers to the condition of whether or not the two
rows are aligned. We are usually concerned about the alignment between
two consecutive rows. We are also interested in comparing the alignment
between two rows as we move left to right between columns, keeping track
of the current alignment of the rows. We say the alignment stays the same
across a column if and only if the alignment to one side is the same as the
alignment to the other. Otherwise, we say the alignment changes across the
column.
Proposition 6.1 The alignment between two rows changes across a column
if and only if one row contains part of a horizontal tile in that column and
the other contains part of a vertical tile in the column.
Proof: Suppose one row contains part of a vertical tile in the column and
the other row contains part of a horizontal tile in the column. Then the
former row has a tile boundary to either side of the column, while the other
row has a tile boundary to exactly one side of the column. Thus the rows
agree to one side of the column but not the other.
Suppose the alignment between two rows changes across the column.
Then at least one row must toggle its status between having a tile boundary
and not having a tile boundary as it crosses the column. On the other hand,
they cannot both toggle their status across the column. So one must toggle
its status in crossing the column while the other must not toggle its status in
crossing the column. Toggling this status corresponds to containing part of
a horizontal tile and not toggling this status corresponds to containing part
of a vertical tile. I
In light of Proposition 6.1, we can attribute changes in row alignment
between consecutive rows to the occurrence of the top or the bottom of a
vertical tile between the two rows. When both a top and bottom occur at
once, we can consider their effects to cancel, leaving row alignment between
the two rows unaffected.
6.3 An Algorithm for Moving Vertical Tiles
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Figure 6.3: Part of a tiling to which the algorithm applies
after running the algorithm.
shown before and
Consider a domino tiling of a row-convex region. Our algorithm applies
1. There is a stretch of horizontal tiles in some row i occupying some
range C of columns
2. The region contains an i + 1st row including all columns in C.
3. The tiling has vertical tile boundaries in row i + 1 at both ends of C
(or, equivalently in the case of the first property, rows i and i + 1 are
aligned at both ends of C).
4. There are some yi+1 tiles in columns in C.
The goal of the algorithm is to destroy the last property (we'll also inci-
dentally destroy the first one) by moving vertical tiles up. We will, however,
preserve all four properties until the very end of the algorithm.
The algorithm only uses block shifts. All vertical tiles moved by the
algorithm end up as yi tiles. Note that the algorithm is nondetermininistic.
There are arbitrary choices made in the algorithm which can allow for more
than one possible result consistent with the algorithm's goals.
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Figure 6.4: The relevant part of a tiling to which the algorithm applies shown
at key steps in the algorithm.
Consider the offending tiles. By Proposition 6.1, each of these tiles
changes the alignment between rows i and i + 1. Note that rows i and
i + 1 are in alignment at either end of the stretch. So these tiles occur in
a "natural" pairing where the first tile in a pair messes up the alignment
between rows i and i + 1 and the second tile (the next offending tile going
left-to-right) restores alignment. Since we will preserve all four properties
through most steps of the algorithm, this statement will continue to hold
true, although the pairing may change as yi+1 tiles are created during the
algorithm.
Define a pair of offending tiles to be bad if there are any other vertical
tiles extending into the pair's convex hull. We deal with each bad pair as
follows. Let us call the left tile of the pair L and the right tile R. Note that
no vertical tiles extend into row i + 1 in the range C' of columns between
L and R. (There are no Yi+l tiles because L and R are consecutive yi+l
tiles. There are no y tiles because row i is occupied by horizontal tiles in all
columns in C'.) So L and R are connected by a stretch of horizontal tiles
in row i + 1 across all columns in C'. The boundaries of L and R provide
vertical lines in row i + 2 at both ends of C'. By row-convexity, the region
contains row i + 2 in all columns in C'. Since the pair is bad, there must be
some Yi+2 tiles in columns in C'. The algorithm applies to them, and we use
it recursively to eliminate all yi+2 tiles from columns in C'. This produces
new yi+l tiles in C', changing the pairing among yi+l tiles. In particular, L
and R each become paired with one of the next yi+l tiles. No other pairs of
pre-existing yi+l tiles are affected, however. So dealing with the original bad
pairs leaves us with no bad pairs (since no new bad pairs are ever created).
Now that there are no bad pairs, consider each pair in turn. The tiles
constituting a pair are the only vertical tiles within their convex hull. By
row convexity, the rest of the convex hull must then be filled with horizontal
tiles. In fact, these horizontal tiles must occur in 2 x 2 blocks. We can use
a horizontal block shift to move a block from either end of this stretch of
2 x 2 blocks outside the pair (by swapping it with its neighboring tile from
the pair). We can continue removing intervening horizontal blocks in this
way until the pair are brought together into a 2 x 2 block. Recall that the
following still holds true: the first tile in a pair messes up the alignment
between rows i and i + 1 and the second tile restores alignment. So our
2 x 2 block lies directly under a horizontal tile, forming a 3 x 2 block. After
reducing all offending pairs in this way, we are finally ready to destroy the
fourth (and the first) property. We perform a vertical block shift for each of
the 3 x 2 blocks, raising the 2 x 2 block of vertical tiles by one row. This
completes the algorithm.
Chapter 7
Block Shifts in m x n Rectangles
This chapter is devoted to proving the following theorem.
Theorem 1 If two domino tilings of an m x n rectangle R both possess the
same number of vertical tiles, they are mutually reachable by means of block
shifts.
We prove Theorem 1 by applying the Workable Tilings Method. We
define a workable tiling as follows. If m and n are both even, a workable
tiling is one which decomposes into 2 x 2 blocks. If n is odd, a workable
tiling is one in which the last column is filled with vertical tiles and the rest
decomposes into 2 x 2 blocks. If m is odd, a workable tiling is one in which
the bottom row is filled with horizontal tiles and the rest decomposes into
2 x 2 blocks.
The first step of the method then is to prove the following claim.
Claim 7.1 Let T and T2 be workable tilings of R possessing the same num-
ber of vertical tiles. Then T and T2 are mutually reachable by means of block
shifts.
Proof: By Proposition 3.1, the number of cells, mn, in R is even. Thus at
least one of m and n is even. If either m or n is odd, one side of R must be
lined with tiles in both tilings. Then we can effectively ignore that row or
column of R and deal with the remainder of R, which is a rectangle whose
dimensions are both even. So, WOLOG, we assume that m and n are both
even.
So both tilings consist of 2 x 2 blocks and both have the same number
of vertical blocks. Thus we need only rearrange the blocks. We can switch a
2 x 2 horizontal block with an adjacent 2 x 2 vertical block using two block
shifts in all cases: if the blocks adjoin vertically, shift the vertical block twice,
and otherwise shift the horizontal block twice. This suffices to achieve any
desired rearrangement. F
Proving the following claim completes step 2 of the method, completing
the proof of Theorem 1.
Claim 7.2 Let T be a domino tiling of R. Then block shifts can be used to
convert T to a workable tiling.
Proof: We use strong induction on m with two base cases. Our first base
case is m = 1. In this case, there is only one domino tiling of R, which
consists entirely of horizontal tiles. So T must be this tiling, and this tiling
conforms to the definition of workable tilings.
Our second base case is m = 2. In this case, T decomposes into vertical
tiles and 2 x 2 blocks of horizontal tiles. These pieces occur in a linear order
from left to right. A block shift exactly serves to swap a vertical tile with
a 2 x 2 block of horizontal tiles occuring consecutively with it in the order.
Thus we can arrange the pieces in any order. We choose to put the 2 x 2
blocks of horizontal tiles first. If n is even, the resulting tiling decomposes
into 2 x 2 blocks. If n is odd, the last column contains a vertical tile, which
suffices to fill that column, and the rest of the tiling decomposes into 2 x 2
blocks.
For the inductive step, let Ro be the subregion of R consisting of its first
two rows and R 1 be the subregion of R consisting of the rest of R. These
subregions might not be properly tiled, since there may be Y2 tiles in T. Any
Y2 tiles, however, must occur under stretches of horizontal tiles in row 1 which
are bounded on either side by either a yl tile or the left or right side of R.
So the algorithm from Section 6.3 applies to each such stretch. We use this
algorithm to eliminate all Y2 tiles. Then Ro and R1 are properly tiled. The
inductive hypothesis guarantees that we can convert each of these tilings to
workable tilings for their respective subregions using block shifts.
If m and n are both even, then both dimensions of each of Ro and R1 are
even. Since the tiling on each of these rectangles is workable, this means the
tiling on each decomposes into 2 x 2 blocks. Thus the entire tiling decomposes
into 2 x 2 blocks.
Figure 7.1: A tiled rectangle divided into Ro and R 1.
Figure 7.2: The same rectangle after
R 1 properly tiled.
eliminating all y2 tiles, making Ro and
Figure 7.3: The workable tiling produced by establishing workable tilings on
each of Ro and R 1.
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If m is odd, then n is even. Then the tiling on Ro decomposes into 2 x 2
blocks as above. In this case, R 1 has an odd number of rows (like R), so the
definition of a workable tiling implies that the tiling on it fills the last row
with horizontal tiles while the rest decomposes into 2 x 2 blocks. Then the
entire tiling fills the last row with horizontal tiles while the rest decomposes
into 2 x 2 blocks.
If n is odd, then (by the definition of a workable tiling) the tiling on Ro
fills the last column of Ro with a single vertical tile while the rest of the
tiling on Ro decomposes into 2 x 2 blocks. Similarly, the tiling on R 1 fills
the last column of R 1 with vertical tiles while the rest of the tiling on R1
decomposes into 2 x 2 blocks. Thus the entire tiling fills the last column of
R with vertical tiles while the rest of it decomposes into 2 x 2 blocks.
Thus, in all cases, the resulting tiling of R is a workable tiling. I
.:Q
Chapter 8
Block Shifts in Aztec Diamonds
In this chapter, we prove the following theorem.
Theorem 2 If two domino tilings of an Aztec diamond R of order n both
possess the same number of vertical tiles, they are mutually reachable by
means of block shifts.
Before proving Theorem 2, we first establish some facts about domino
tilings of Aztec diamonds.
8.1 Domino Tilings of Aztec Diamonds
The following properties hold for any domino tiling T of any Aztec diamond
R of order n.
Proposition 8.1 For any i, T contains an even number of y2 tiles.
Proof: We use induction on i. For the base case, i = 1. Row 1 of R contains
only two cells. Either they are covered by a horizontal tile, in which case T
contains no yl tiles, or they are covered by two vertical tiles, in which case
these two tiles are exactly the yl tiles of T.
For the inductive step, note that row i contains an even number of cells.
Horizontal tiles cover an even number of these cells. This leaves an even
number of cells which are contained in vertical tiles of T. So there are an
even number of vertical tiles in T containing cells from row i. The vertical
tiles of T containing cells from row i are exactly its yi-1 and yi tiles. So the
total number of Yi-1 and yi tiles in T is even. By the inductive hypothesis,
the number of yi-1 tiles in T is even. So the number of yi tiles in T is even.
If T contains any vertical tiles, the smallest i for which there are any Yi
tiles is called io, and the largest i for which there are any yi tiles is called ii.
If T contains any Yi tiles for some i, then Li is the leftmost yi tile of T and
Ri is the rightmost yi tile of T. By Proposition 8.1, there cannot be just one
yi tile for any i. So Li and Ri are always distinct.
Proposition 8.2 Let i be a row of R such that T contains a yi tile. If i < n,
then T contains a yi+l tile, Li+l is to the left of Li, and Ri+1 is to the right
of Ri. If i > n, then T contains a yi-1 tile, Li- 1 is to the left of Li, and Ri-1
is to the right of Ri.
Proof: We prove the proposition for the case i < n. The other case is
symmetric.
We use induction on i. For the base case, i = 1. Then, there is at least
one yl tile in T. Since there are only two cells in row 1, there can be at most
two yl tiles in T. By Proposition 8.1, there are an even number of yl tiles in
T. So there are exactly two yl tiles in T. Then L 1 contains the second cell
in row 2. The first cell in row 2 must then be in a Y2 tile with the second cell
in row 3. This tile is L2 and is to the left of L 1. Similarly, R 2 contains the
last cell in row 2 and is to the right of R 1 .
For the inductive step, we show that Li+l exists and is to the left of Li.
The fact that Ri+l is to the right of Ri follows by symmetry. If the first cell
of row i + 1 is in a vertical tile, that tile is Li+l and is to the left of Li. So,
WOLOG, we assume that the first cell of row i + 1 is in a horizontal tile with
the second cell of row i + 1. The boundary of R occurs in row i between the
columns spanned by this tile, but row i + 1 does not contain a vertical tile
boundary between these two rows because of this horizontal tile. So the left
end of row i is misaligned with row i + 1. Because of the left boundary of Li,
however, rows i and i + 1 are aligned just to the left of Li. So the alignment
between rows i and i + 1 must change across some column to the left of Li.
By Proposition 6.1, there is either a yi-1 tile or a yi+l tile in that column.
Suppose for sake of contradiction that it is a yi-1 tile. Then, invoking the
inductive hypothesis, Li is to the left of Li- 1, which is either this tile or to
the left of it. This contradicts the fact that this tile occurs to the left of Li.
So there must be a Yil tile to the left of Li, guaranteeing both that Li+1
exists and that it is to the left of Li. F
Proposition 8.3 If T contains vertical tiles, then io < n, ii _ n, and T
contains yi tiles for every i such that io < i < il. For io i < j < n, Lj
occurs to the left of Li and Rj occurs to the right of Ri. For n < i < j : il,
Li occurs to the left of Lj and Ri occurs to the right of Rj.
Proof: Suppose for sake of contradiction that io > n. Then, by Propo-
sition 8.2, T contains a Yio-1 tile, which is impossible. So io < n. The
argument that il > n is symmetric.
For io < i < n, we prove by induction on i - io that T contains yi tiles.
For the base case, i = io. Then the assertion follows by definition. For the
inductive step, T contains yi-1 tiles by the inductive hypothesis. Then the
assertion follows from the first case of Proposition 8.2.
The proof for n < i < ix is symmetric to the above.
The last two statements of the proposition follow by any easy induction
on j - i using Proposition 8.2. FE
Note that if io = 1, then Proposition 8.3 gives us that Li and Ri (exist
and) are against the left and right boundary, respectively, for 1 < i < n.
Proposition 8.4 If io = 1 and Ln and R, are the only Yn tiles, then Li and
Ri are the only yi tiles for 1 < i < n.
Proof: Since L, and Rn are the only y, tiles and must be against the left
and right boundary (occupying the first and last cells of row n + 1), T must
properly tile the subregion consisting of rows n + 2 through 2n and all but
the first and last cells of row n + 1. The tiling on this subregion is irrelevant
to the proposition. For convenience of analysis, we retile this region in such a
way that R has exactly two yi tiles (namely, Li and Ri) for n < i < 2n-1 and
these are against the left and right boundary, respectively. This completely
lines the boundary of R with a "shell" of vertical tiles but gives the bottom
half no more tiles than is necessary to accomplish this.
Now consider the subregion consisting of all of R except this "shell." This
subregion is an Aztec diamond and is now properly tiled. But the tiling on
this subregion contains no y, tiles. Applying Proposition 8.3 to the tiling on
the subregion, we conclude that it has no vertical tiles at all. Thus Li and
Ri are the only Yi tiles for 1 < i < n. E
8.2 Beginning the Proof of Theorem 2
To prove Theorem 2, we again use the Workable Tilings Method.
We begin by dividing R into subregions called layers. If n is 1 or 2, R
consists of a single layer. Otherwise, there is a unique (concentric) Aztec
diamond R' of order n - 2 from which R can be obtained by adding adjacent
cells from the checkered template as in the recursive definition of Aztec dia-
monds. The region corresponding to the part of R outside of R' is its outer
layer. Its other layers are the same as those of R'.
We define a workable tiling (in the context of this proof) to be one such
that either
1. For io < i < i1, Li is against the left boundary of R, Ri is against the
right boundary of R, and Li and Ri are the only Yi tiles.
or
2. The outer layer of R is properly and completely tiled with vertical tiles
and the tiling on the rest of R (which is an Aztec diamond of order
n - 2) is a workable tiling for that subregion.
We can think of a workable tiling as being produced by filling the layers
of R from the outside in with vertical tiles in a way consistent with the tiling
of R that uses only vertical tiles and stopping at some point (perhaps with
a partially filled layer) to tile the rest of R with horizontal tiles. Some of the
horizontal tiles will necessarily cross layer boundaries.
The first step of the method is to prove the following claim.
Claim 8.1 Let T and T2 be workable tilings of R possessing the same num-
ber of vertical tiles. Then T1 and T2 are mutually reachable by means of block
shifts.
Proof: Since outer layers are filled "first," T, and T2 must have exactly the
same number of completely filled layers. Since T and T2 coincide on these
layers, we choose to ignore them and focus on the subregion obtained by
peeling off these completely filled layers. Note that since we peel off identical
numbers of vertical tiles, this still preserves the fact that the tilings we are
considering possess equal numbers of vertical tiles. That is, WOLOG, we
assume T and T2 fall under the first case of the definition of a workable
tiling and that the outer layer is not full in either tiling. We also ignore the
trivial case where there are no vertical tiles.
If we look at either of T1 or T2, the entire tiling must be symmetric
about the vertical axis through the center of R. The vertical tiles occur
Figure 8.1: A workable tiling.
in continuous stretches running along the left and right boundaries and (by
Proposition 8.3) passing through the middle two rows (rows n and n + 1).
Since T and T2 possess the same number of vertical tiles, the stretches in
these two tilings span equal numbers of rows. So the only difference there
can be between T and T2 is that the stretches in one may extend into higher
rows at the expense of lower rows. WOLOG, let the stretches in Ti extend
into higher rows than those of T2 .
The following algorithm effectively shifts the stretches of Ti down by a
row. That is, it eliminates the highest pair of tiles in favor of a new pair of
tiles which extend the stretches one row further down. We can apply this
algorithm repeatedly until we obtain T2. We present the algorithm both
pictorially and in words.
1. "Indent" the vertical tiles of Ti along the bottom left by two columns.
(This excludes the one at the extreme left). This can be done from the
bottom upwards using a single horizontal block shift at each row (see
Figure 8.2).
2. Bring the right tile from the top pair all the way to the left against the
other tile from the top pair as follows (see Figure 8.3). There are no
other vertical tiles as high up as these two tiles. There must be exactly
two vertical tiles that are one row lower, and these must be outside
the top pair. So the top pair are separated only by horizontal tiles,
occurring in 2 x 2 blocks. We use a horizontal block shift to exchange
the right tile from the pair with the rightmost of the blocks, moving
the right tile two columns to the left. We repeat this until the right
tile is against the left one.
3. Move this pair (a 2 x 2 block) down one row using a vertical block shift.
Note that this is possible, since there must be a horizontal tile directly
beneath this block at the end of the preceding step. This creates a 2 x 3
block consisting of three vertical tiles.
4. Move down the two leftmost tiles from this block. This creates a similar
2 x 3 block of three vertical tiles. Repeat this until a 2 x 3 block of
three vertical tiles is produced in columns 1, 2, and 3 of rows n and
n + 1 (at the extreme left "corner" of the region).
The remainder of the algorithm consists of essentially "undoing" the
above except in an upside-down way to apply to the bottom half of the
Figure 8.2: A workable tiling carried through Step 1.
Figure 8.3: The tiling from Figure 8.2 carried through Step 2.
Figure 8.4: Steps 3 and 4.
Figure 8.5: Steps 5-7.
region.
5. Move down the two rightmost tiles from the block produced by the
fourth step. (These are the same tiles that were just moved down in
concluding the fourth step). This creates another block of three vertical
tiles. Continue moving down the rightmost tiles from blocks of three
as long as blocks of three vertical tiles are formed. The last move will
place a 2 x 2 block one row lower than the previously lowest vertical
tiles.
6. "Expand" the pair just moved down. That is, move the right tile over
to the right boundary. The stretch across which we move this tile
contains only horizontal tiles, so this is straightforward.
7. Fix the top left boundary of the region. That is, work upwards to move
tiles left behind in step 4 to the left side of the region.
8.3 An Algorithm for Moving Vertical Tiles
Outwards
In this section, we present an algorithm which does the essential work in con-
verting an arbitrary tiling to a workable one. This algorithm either converts
the tiling to a workable tiling meeting condition 1 of the definition or makes
the outer layer completely and properly tiled by vertical tiles.
Clearly, the above means that this algorithm is the basis for a recursive
algorithm that converts an arbitrary tiling to a workable one. This algorithm
begins with an application of the algorithm presented in this section. If it
produces a workable tiling meeting condition 1 of the definition, the algorithm
is done. Otherwise, the outer layer is completely and properly tiled by vertical
tiles, and the algorithm can simply be applied recursively to the remainder
of the region (an Aztec diamond of order n - 2).
Note that, for each Aztec diamond, all workable tilings meeting condition
1 have at most as many vertical tiles as required to fill the outer layer of the
region while all workable tilings meeting condition 2 have at least this many
vertical tiles. (There is only one workable tiling having exactly this number
of vertical tiles, and it meets both conditions 1 and 2). So the number of
vertical tiles in a workable tiling of a given Aztec diamond indicate which
condition it satisfies. Our algorithm makes use of the above observations to
make the tiling on the outer layer consistent with that in a workable tiling
for the given number of vertical tiles.
Given a domino tiling T of an Aztec diamond R of order n, the algorithm
uses block shifts to move as many of the vertical tiles of T into the outer
layer of R as will fit there. That is, if T contains at least 4n - 2 vertical tiles,
the algorithm uses block shifts to produce a tiling which properly tiles the
outer layer of R with vertical tiles. Otherwise, it uses block shifts to produce
a tiling in which all vertical tiles are properly contained in the outer layer of
R.
The algorithm consists of two phases. We neglect the trivial case where
there are no vertical tiles.
8.3.1 Phase 1
A tiling of an Aztec diamond is flanked if each Li is against the left side
of the region and each Ri is against the right side of the region. Note that
regardless of which condition of the definition a workable tiling satisfies, it
must be flanked. The goal of this phase is to make our tiling flanked. We
maintain this property for the remainder of the algorithm.
Figure 8.6: A flanked tiling.
By Proposition 8.3, Ln exists and is the unique leftmost vertical tile in
the tiling. Thus it is separated from the left boundary by a (possibly empty)
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sequence of 2 x 2 horizontal blocks. We can use horizontal block shifts to
move these across L, one at a time until L, is against the left side of R in
column 1. Symmetrically, we move R, against the right side of R. These
moves only involve horizontal movement of tiles.
Figure 8.7: Highlights of a simple example of Phase 1.
We now explain how to deal with the remainder of the top left bound-
ary. Symmetric approaches suffice to handle the other three portions of the
boundary.
If there are no yn-1 tiles, there is nothing more to be done. So we assume
L,_1 exists. By Proposition 8.2, Ln- 2 (if it exists) is to the right of L_-1.
Then so are all other Yn-2 tiles. Of course, there are no yn-I tiles to the left
of L_1. So no cells of row n - 1 to the left of Ln- 1 are contained in vertical
tiles. Thus row n - 1 contains a stretch of horizontal tiles extending from
the left boundary of R to Ln- 1.
In row n, there is a vertical tile boundary from L just before the first
column of the stretch and a vertical tile boundary from Ln- 1 just after the last
column of the stretch. Thus if there are any Yn tiles in the columns occupied
by the stretch, we can use the algorithm from Section 6.3 to move them up
a row, establishing the leftmost of them as the new Ln- 1. So, WOLOG, Ln
is the only y, tile to the left of L,_ 1.
Since L. is not in the columns occupied by the stretch and there are no
y,-i tiles in these columns because there are no yn- tiles to the left of L,1,
there is another stretch of horizontal tiles in row n directly under the first
one. The left side of L,_1 forces the horizontal tiles in these stretches to
occur in 2 x 2 horizontal blocks. We use block shifts to move these blocks
across L-1 one at a time. Then L _1 is against the left side of R in column
2. This same approach can be applied to each tile from L- 2 to Lio in turn.
This causes Li for io < i < n to be against the left boundary (by being in
column n - i + 1).
8.3.2 Phase 2
This phase completes the algorithm. It establishes the following two condi-
tions (the second is symmetric to the first):
1. either io = 1 or Li and Ri are the only two yi tiles for io < i < n.
2. either i1 = 2n - 1 or Li and R, are the only two yi tiles for n < i < ii.
The resulting tiling will also be flanked, since Phase 1 creates a flanked
tiling, and this phase will preserve that property. If the latter part of each of
the above holds, then the tiling will be a workable tiling meeting condition 1
from the definition. If the former part of each of the above holds, we will have
completely and properly tiled the outer layer (by Proposition 8.3). If io = 1
and Li and Ri are the only two yi tiles for n < i < il, then by Proposition 8.4,
both parts of the first item hold. So we again have a workable tiling meeting
condition 1 from the definition. The remaining case is symmetric to this one.
So, in all cases, the result is consistent with the description we have given of
the algorithm.
This phase first establishes the first item, and then uses the same approach
symmetrically, if necessary, to establish the second item. (It is easy to see
that the first item will continue to hold). The approach is an iterative one.
It will change the tiling so that io increases until it reaches a good case.
Thereafter, io will only decrease. Since io cannot increase indefinitely, this
process will terminate.
Recall that, by Proposition 8.3, io < n. Let C be the set of columns for
which row io exists (that is, columns n - io + 1 through n + io). We begin
Phase 2 by eliminating all yio+1 tiles from columns in C.
Figure 8.8: The columns of C for a tiling at the beginning of Phase 2 followed
by the same tiling after eliminating Yio+1 tiles from columns of C. This makes
the rectangle R properly tiled.
Phase 1 guarantees that Lio is in the first column of C (since this is also
the first column of row io) and that Rio is in the last column of C (which is
also the last column of row io). Since there are no yio-1 tiles by definition
of io, row io must consist only of yio tiles and stretches of horizontal tiles
between consecutive yio tiles. All Yio+1 tiles that are in columns in C occur
under these horizontal stretches. Consider the horizontal stretches that have
yio+1 tiles under them. The consecutive pair of yio tiles bounding each of
these stretches provides vertical tile boundaries in row io + 1 at either end of
the stretch. Thus we can use the algorithm from Section 6.3 on each of these
stretches to move a set of vertical tiles including the offending io+l1 tiles up
to become new yio tiles. This eliminates all yio+1 tiles from columns in C.
Let Ro be the rectangular subregion of R corresponding to cells of R in
columns of C and rows io and io + 1. Since we have eliminated all yio+1 tiles
from columns in C, R is properly tiled.
Case 1: io < n-1
Since Ro has height two and is properly tiled, the tiles in Ro form a left-to-
right sequence of vertical tiles and 2 x 2 blocks of horizontal tiles. We can
1 ---
(and soon will) use horizontal block shifts to rearrange this sequence in any
order we like. Note that the vertical tiles tiling Ro are exactly the yio tiles
of R. By Proposition 8.1, there are an even number of such tiles. So when
we re-arrange the left-to-right sequence in Ro, we can (and will) arrange for
vertical tiles to come in adjacent pairs forming 2 x 2 blocks of vertical tiles.
This will make our tiling decompose into 2 x 2 blocks on Ro. In doing this,
we have complete freedom to order the vertical and horizontal blocks within
Ro. We defer doing this since the order we choose will depend on which of
two subcases applies. The subregions of Ro that will correspond to these
2 x 2 blocks, however, will not depend on the order we choose.
Consider the bottom edge of Ro, which extends across the columns of C.
From Phase 1, Lio+1 occurs in the column before the first column of C and
Rio+l occurs in the column after the last column of C. So the right side of
Lio+1 extends both above and below the left endpoint of the bottom edge
of Ro while the left side of Rio+t extends both above and below the right
endpoint of the bottom edge of Ro. This means rows io + 1 and io + 2 are
aligned at both ends of the bottom edge of Ro. Below the bottom edge of
Ro are horizontal tiles and Yio+2 tiles. Let C' be the range of columns from
the leftmost Yio+2 tile under the bottom edge of Ro to the rightmost Yio+2
tile under the bottom edge of Ro. All of the Yio+3 tiles in columns of C' lie
under stretches of horizontal tiles along the underside of the bottom edge of
Ro. These stretches extend between consecutive Yio+2 tiles in columns of C'.
So the algorithm from Section 6.3 applies just as it did when we eliminated
all yio+l tiles from columns of C. We use this algorithm to eliminate all Yio+3
tiles from columns of C'.
Let R1 be the rectangular subregion of R defined by columns in C' and
rows io + 2 and io + 3. Since we have just eliminated all Yio+3 tiles from
columns of C', R1 is properly tiled. From Phase 1, Lio+2 occurs one column
to the left of Lio+ 1 and Rio+2 occurs one column to the right of Rio+1 . No Yio+2
tiles can occur in the columns containing Lio+ 1 and Rio+l, so all Yio+2 tiles
except for Lio+2 and Rio+2 occur in the columns strictly between Lio+1 and
Rio+l. This range of columns is C. From the definition of C', it follows that
they in fact occur in columns in C'. Thus the vertical tiles in R1 are all the
Yio+2 tiles except for Lio+2 and Rio+2. By Proposition 8.1, the total number
of Yio+2 tiles is even, so the number of them tiling R1 is also even. Since R1
has height 2, its horizontal tiles are contained in 2 x 2 blocks. Since there are
an even number of vertical tiles tiling R1, we can use horizontal block shifts
to bring the vertical tiles together into pairs so that R1 is completely tiled
Figure 8.9: The columns of C' for the tiling from Figure 8.8, which falls
under Case 1, and the tiling after eliminating all Yio+3 tiles from columns of
C'. This makes the rectangle R 1 properly tiled. The tiling of R 1 already
happens to decompose into 2 x 2 blocks.
with 2 x 2 blocks. We do so, allowing the ordering of vertical and horizontal
2 x 2 blocks to be arbitrary.
We can now think of the bottom edge of Ro as being divided into stretches
of length two. Under each stretch is either a single horizontal tile (which may
or may not be inside R 1) or a 2 x 2 block of Yio+2 tiles inside R 1. Note that
these stretches also coincide with where 2 x 2 blocks will be when we rearrange
the tiles in Ro0.
Subcase la In this case, the number of pairs of vertical tiles in Ro is less
than the number of horizontal tiles directly under the bottom edge of Ro0.
Then we arrange the tiles in Ro into 2 x 2 blocks such that each 2 x 2 block of
vertical tiles is directly over a horizontal tile. We then lower each 2 x 2 block
of vertical tiles in Ro by exactly one row using a vertical block shift. This
eliminates all yio tiles from the current tiling so that io increases by one. We
then go back to the beginning of Phase 2 and start it over with this revised
tiling (and the new value of io). Since io cannot increase indefinitely, this
cannot lead to an infinite loop.
i ,
C'
Figure 8.10: Our same tiling (which falls under Subcase ib) after arranging
the tiles in Ro into 2 x 2 blocks with all the vertical blocks placed over
horizontal tiles and the result of lowering these vertical blocks a row. This
increases io by one and starts a second iteration of the loop which begin
Phase 2. On the second pass, the tiling will again fall under Case 1, but this
time it will fall under Subcase lb.
CI
C'.
Subcase lb In this case, the number of pairs of vertical tiles in Ro is at
least the number of horizontal tiles directly under the bottom edge of R0 .
Then we arrange the tiles in Ro into 2 x 2 blocks such that a 2 x 2 block of
vertical tiles lies directly over every horizontal tile that is directly under the
bottom edge of Ro. Thus the 2 x 2 blocks of horizontal tiles in Ro can occur
only directly over 2 x 2 blocks of vertical tiles in R 1. For each 2 x 2 block of
horizontal tiles in Ro, we use two vertical block shifts to raise the 2 x 2 block
of vertical tiles occuring directly under it up two rows into R to replace the
2 x 2 block of horizontal tiles. This makes Ro completely tiled by yio tiles.
At this point, every cell in row io is the top half of a vertical tile. We use
vertical block shifts to move all these tiles except for Lio and Rio up exactly
one row. This decreases io by one and again makes every cell in row io the
top half of a vertical tile. We continue in this way until io becomes 1. This
fills the entire top half of the outer layer of R.
Case 2: io = n -1
If Ro is completely tiled by yio tiles, we make io = 1 and fill the entire top
half of the outer layer of R as in the preceding paragraph. So we assume
that Ro has some horizontal tiles. In this case, our goal is to make Li and
Ri the only Yi tiles for io < i < n. We do so by repeatedly moving all yi tiles
except Li and Ri up a row, (decreasing io by one each time).
Because of Phase 1, Ln- 1 and Rn-1 are against the left and right sides
of Ro (and of R). We leave these two tiles alone. We use horizontal block
shifts to arrange all other yn- tiles into 2 x 2 blocks. Since L-I 1 and Rn-1
cause rows n - 2 and n - 1 to be aligned at both ends of row n - 2, each
of these 2 x 2 blocks lies directly under a horizontal tile (from row n - 2).
We use a vertical block shift to move each of the 2 x 2 blocks of vertical tiles
up by one row. This decreases io by one and leaves Ln_ 1 and R,_1 as the
only Yn-i tiles. We use horizontal block shifts to move Ln- 2 and Rn- 2 to
the outer layer, preserving the property established by Phase 1. (Recall that
there were no Yn-2 tiles at all until we started moving yn-i tiles up). We can
continue in the same way until all the tiles we moved up at the first step end
up in the outer layer, establishing the first item for Phase 2.
Figure 8.11: Our tiling as it looks at the beginning of the subcase on the
second pass through Phase 2, after arranging the tiles in R0 into 2 x 2 blocks
with vertical blocks placed over all the horizontal tiles under the bottom edge
of R0 , and after moving up vertical tiles to replace the horizontal tiles of Ro0.
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Figure 8.12: Carrying the tiling through the rest of Subcase lb. This es-
tablishes the first item for Phase 2. The second is established by dealing
with the bottom half using a symmetric version of what is described in this
subsection.
Figure 8.13: An example of Case 2 when Ro contains some horizontal tiles.
The processing within Case 2 continues and decreases io exactly once more.
At that point, the first item from Phase 2 is established and attention turns
to the bottom half of the tiling.
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Case 3: io = n
In this case, C contains all the columns of R. Thus, at the beginning of this
phase, we eliminated all yn+l tiles. So, by Proposition 8.3, il = io = n. That
is, all vertical tiles must be yn tiles. We use the same approach as in the
preceding paragraph to move all vertical tiles to the top half of the outer
layer, decreasing io and making Li and Ri be the only yi tiles for io < i < n.
In this case, the second item is also satisfied, and there is no need to apply
this approach to the bottom half of R.
The bottom half of R
If (disregarding any false starts under Case 1) we end up completing either
Case 1 or Case 2 and the second item is not satisfied, we apply a symmetric
version of the entire preceding part of this phase. That is, we turn the above
upside-down and look at the lowest vertical tiles. This will not mess up the
above, but will cause the second item to be satisfied.
8.4 Finishing Applying the Workable Tilings
Method
The second step of the method is to prove the following claim, completing
the proof of Theorem 2.
Claim 8.2 Let T be a domino tiling of R. Then block shifts can be used to
convert T to a workable tiling.
Proof: We provide an algorithm. If n < 3, all tilings of the region are
workable, so we are done. Otherwise, apply the algorithm from the previous
section. If this moves all vertical tiles to the outer layer of R, then the current
tiling is a workable tiling. Otherwise, the current tiling has properly tiled
the outer layer completely with vertical tiles. Then we recurse on the rest of
the region, which is an Aztec diamond of order n - 2. Filling the outer layer
of R with vertical tiles and producing a workable tiling on the remaining
subregion produces a workable tiling on the whole of R. I
Part III
Moves in Pseudomino Tilings
Chapter 9
The Basic Ideas
9.1 Pseudomino Tilings
Figure 9.1: The semicheckered template.
The semicheckered template (see Figure 9.1) is the template consist-
ing of octagons and squares whose dual (see Figure 9.2) is a supergraph of
that of the checkered template with octagons corresponding to exactly those
vertices which are colored "clockwise" in the dual of the checkered template
and squares corresponding to exactly those vertices which are colored "coun-
terclockwise" in the dual of the checkered template. Its dual is the only strict
supergraph (as a plane graph) of the infinite square grid possessing all its
color-preserving symmetries (where the colors correspond to a 2-coloring).
The semicheckered template is not, however, a bipartite region. Its dual,
however, has an associated 3-coloring. The squares are all colored gray. The
octagons alternate between white and black. We will assume that the plane
graph of the semicheckered template reflects all the symmetries of its dual,
but we will not distinguish among plane graphs meeting this criterion. A
semicheckered region is one cut from the semicheckered template. Diform
tiles of semicheckered regions are called pseudominos. Diform tilings of
semicheckered regions are called pseudomino tilings. Figure 9.3 shows a
pseudomino tiling. A normal tile is a tile consisting of a square and an
adjacent octagon from the semicheckered template. A diagonal tile is a tile
consisting of two adjacent octagons from the semicheckered template. The
following proposition implies that all pseudomino tilings of a given region
have the same number of diagonal tiles.
Proposition 9.1 The number of normal tiles in a pseudomino tiling of a
region is equal to the number of squares in the region. The number of diagonal
tiles is exactly half the excess of octagons over squares in the region.
Proof: All squares are matched with octagons, since no two squares are
adjacent in the semicheckered template. The octagons left over are paired,
exactly accounting for the diagonal tiles of the tiling. M
If the number of octagons in a semicheckered region exactly equals the
number of squares, then all tilings of it consist only of normal tiles. Such a
region corresponds with a checkered region (see Figure 9.4). The checkered
region can be obtained by contracting all edges of the semicheckered region
which connect two octagons in the semicheckered template. (These are the
edges oriented diagonally). Since no diagonal tiles can occur in tilings of the
semicheckered region, this transformation has no effect on the set of possible
tilings. Note that, in the dual, the edges corresponding to the contracted
edges are deleted. This reduces the dual back to the infinite square grid, for
which we already have a 2-coloring. So this transformation makes octagons
Figure 9.2: The dual of the semicheckered template.
into squares which are colored by the label "clockwise" while squares remain
squares but become colored by the label "counterclockwise." In fact, every
checkered region that possesses a valid domino tiling can be obtained as
described above. So the study of pseudomino tilings subsumes the study of
domino tilings.
For a pseudomino tiling, a block move is a move which destroys two
normal tiles, causing the octagon of each tile to become paired with the
square from the other (see Figure 9.5). This requires, of course, that the
octagon of each destroyed tile be adjacent to the square of the other tile. We
can think of this as meaning that the tiles are laid side by side. The created
tiles also have this same property, and the inverse of a block move is also
a block move. A block move reverses an alternating cycle which, viewed in
the dual, has length four and encircles exactly two faces which are adjacent
through their hypotenuses. When a semicheckered region corresponds to
a checkered region (as described in the previous paragraph), block moves
in the semicheckered region exactly correspond with block rotations in the
checkered region.
Consider a diagonal tile and a normal tile such that the square of the
Figure 9.3: A pseudomino tiling.
normal tile is adjacent to both octagons of the diagonal tile. Then one of
the octagons of the diagonal tile must be on the opposite side of that square
from the octagon of the normal tile while the other octagon of the diagonal
tile must be adjacent to all three other cells. A triangle move is a move
which destroys a diagonal tile and a normal tile containing a square adjacent
to both cells of the diagonal tile, pairing the octagon of the destroyed normal
tile with the adjacent octagon of the destroyed diagonal tile and pairing the
square with the other octagon of the destroyed diagonal tile (see Figure 9.6).
The created tiles are also a diagonal tile and a normal tile such that the
square of the normal tile is adjacent to both octagons of the diagonal tile,
and the inverse of a triangle move is also a triangle move. A triangle move
reverses an alternating cycle which, viewed in the dual, has length four and
encircles exactly two faces which are adjacent through legs so that they form
Figure 9.4: A semicheckered region with equal numbers of squares and oc-
tagons and the corresponding checkered region.
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Figure 9.5: A block move and a view of it in the dual.
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a larger isosceles right triangle. Block moves and triangle moves are, in fact,
the only moves in semicheckered regions that reverse alternating 4-cycles and
are thus called 4-moves.
Figure 9.6: A triangle move and a view of it in the dual.
The main focus of this part is to prove the following theorem.
Theorem 3 Any pseudomino tiling of a simply connected region R can be
converted to any other by means of 4-moves (block moves and triangle moves).
9.2 Moves for Diagonal Tiles
In this section, we present four straightforward propositions describing what
moves are possible for diagonal tiles.
The following notation is used in this section. T is an arbitrary pseu-
domino tiling of some region R. Z is an arbitrary diagonal tile of T consisting
of octagons A and B (see Figure 9.7). C is one of the squares adjacent to
both A and B in the semicheckered template and D is the other such square.
Proposition 9.2 All moves for Z are triangle moves for which the other
tile contains either C or D.
Figure 9.7: A diagonal tile Z, consisting of octagons A and B, and the
squares which are adjacent to both A and B.
Proof: Block moves involve no diagonal tiles at all, so all moves involving
Z are triangle moves. The rest of the proposition follows directly from the
definition of a triangle move. MI
Proposition 9.3 If Z is an isthmus, there are no moves possible for Z. If
furthermore the component R' of R containing Z contains no holes, Z is a
forced tile.
Proof: Since Z is an isthmus, neither C nor D is in R. Thus by Proposi-
tion 9.2, there are no moves possible for Z.
If R' contains no holes, then removing A from R disconnects R' into
multiple pieces. Let P be the piece containing B. Then the cells of P other
than B occur in pairs corresponding to tiles of T. So P contains an odd
number of cells. Thus P cannot be properly tiled. So any tiling of R must
have a tile partially in P and partially out of P. The only possible such tile
is Z. So Z is a forced tile. X
Proposition 9.4 If Z is along the boundary of R but not an isthmus, then
there is exactly one possible move in T involving Z, which is a triangle move
where the other tile is the one in T containing whichever of C and D is in
R.
Proof: Since Z is along the boundary of R but not an isthmus, exactly one
of C and D (WOLOG C) is in R. By Proposition 9.2, the only possible
_ I s_ I_
move involving Z must be a triangle move involving Z and the tile Y of T
containing C. These tiles will, in fact, determine a legal triangle move by
definition. 0
Proposition 9.5 If Z is not along the boundary of R, there are exactly two
moves in T involving Z: one where the other tile is the one in T containing
C and the other where the other tile is the one in T containing D.
Proof: Since Z is not along the boundary of R, both C and D are in R. By
Proposition 9.2, the only possible moves involving Z are the ones from the
proposition. Both are valid triangle moves by definition. L
9.3 Effects of Triangle Moves
In this section, we examine what can happen when a succession of triangle
moves (but no block moves) are performed in a pseudomino tiling of a region
R.
Note that both before and after a triangle move, the cells involved are
tiled by a single normal tile and a single diagonal tile. So we can identify
the normal tile from before the move with the one from after the move
and likewise with the diagonal tiles. Thus we can think of a triangle move
as taking two adjacent tiles and moving them within R. The movement
of normal tiles, however, is extremely restricted as shown by the following
proposition.
Proposition 9.6 Let M be a normal tile consisting of square A and octagon
B. Also, let B' be the octagon adjacent to A opposite B and M' be the normal
tile consisting of A and B'. Then triangle moves can only affect M and M'
by exchanging them.
Proof: It follows directly from the definition of triangle moves that a trian-
gle move destroying M creates M', and symmetrically that a triangle move
destroying M' creates M (see Figures 9.8 and 9.9). A
Thus we can think of the effects of triangle moves on normal tiles as
merely flipping each one back and forth about its square cell.
Now we consider the movement of diagonal edges.
Figure 9.8: The cells which can be involved in triangle moves for either
M = AB or M' = AB'.
Definition 9.1 A progression is a sequence of moves which can be applied
successively starting from some given tiling such that each move (after the
first) destroys the diagonal edge created by the previous move but does not
undo that move. We think of a progression as moving a diagonal edge around
within the tiling (namely, the edge which is destroyed by the first move). The
progression is said to be a progression for the diagonal edge destroyed by its
first move.
Proposition 9.7 If a move m in a progression destroys a normal tile N and
N is later restored by the progression, then the progression must also contain
a move which creates N but which is not m -1 .
Proof: We use contradiction. Let P be a minimum-length progression that
is a counter-example to the proposition. Then N is present in the original
tiling but is immediately destroyed. That is, the first move is m. The last
move must be the first one to restore N, and must, in fact, be m - 1.
Let A be the octagon of N and H be the square of N. Let B, G, and
E be the other octagons adjacent to H in order with B and G constituting
the diagonal tile from m (see Figure 9.10). Let I, J, and K be the squares
adjacent to A with I adjacent to B and K adjacent to E. Let C be the
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Figure 9.9: The onl
(the reverse moves).
M'
M'
y possible moves for M (the forward moves) and for M'
octagon adjacent to A, I, and J. Let D be the octagon adjacent to A, J,
and K. Let C' be the octagon adjacent to B, C, and I on the opposite side
from A.
Figure 9.10: Tiles N = AH and BG before m.
The initial move, m, of P replaces BG and N = AH with AB and GH
(see Figure 9.11). Note that by Proposition 9.6 GH can only be destroyed by
restoring N = AH. So GH remains until the final move of P is performed.
Claim 9.1 At some point, P creates tile AC using a triangle
move involving I.
Proof: By definition of P, it must contain more than one move.
Consider what happpens in the second move of P. This move, by
definition of a progression, must involve the diagonal tile (AB)
produced by the previous move. By Proposition 9.2, it must then
involve either the tile containing H or the tile containing I. But
" -- -~--
Figure 9.11: The tiles created by m.
100
the tile containing H is GH, and performing the corresponding
move would simply undo the previous move, violating the defini-
tion of a progression. So the second move must involve AB and
the tile containing I. If this tile is IC, the next move produces
AC and involves I, thus satisfying the claim (see Figures 9.12
and 9.13). Now suppose the tile is IC'. Then the second
Figure 9.12: The situation after m if IC was in the original tiling.
move of P destroys IC' and produces AI (see Figures 9.14 and
9.15). Since P eventually restores N = AH, it must also destroy
AI. By Proposition 9.6, AI can only be destroyed by restoring
IC'. Consider the sub-progression P' of P from the second move,
where IC' is destroyed, through the (first) move that restores
IC'. Since P' is shorter than P, it is not a counter-example to
the proposition. Note that IC' is a normal tile and that the hy-
pothesis of the proposition is satisfied. So P' must restore IC' by
a move which is not the inverse of the move which destroyed IC'.
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Figure 9.13: The result of the second move if IC was in the original tiling.
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Figure 9.14: The situation after m if IC' was in the original tiling.
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Figure 9.15: The result of the second move if IC' was in the original tiling.
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That is, it must not be the move which replaces AI and BC'
with IC' and AB. But it must involve AI and a diagonal tile
containing C'. Since I must be adjacent to both octagons of this
diagonal tile by the definition of a triangle move, the other tile
must be CC' (see Figure 9.16). Thus AC is produced by a move
Figure 9.16: The situation just before AI is destroyed.
involving I (see Figure 9.17). Since this move is also contained
in P, the claim is satisfied. [E
Consider what happens once P creates AC as specified by Claim 9.1.
Exactly the same line of reasoning allows us to conclude that, at some point,
P creates tile AD using a triangle move involving J (see Figure 9.18). At
that point, we can apply the same reasoning a third time to conclude that,
at some point, P creates tile AE using a triangle move involving K (see
Figure 9.19).
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Figure 9.17: The situation immediately after AI is destroyed and IC' is
restored.
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Figure 9.18: The situation once AD is produced.
107
rFY-~ .- .- II rl -~--P~-l I I^ -1 ___1.~ -r 19- -- - -- I_-~srra~lll ~P-
Figure 9.19: The situation once AE is produced.
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Figure 9.20: The situation immediately after the final move of P.
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Now consider the next move of P. (There must be a next move since AE
is present instead of N = AH). This move, by definition of a progression,
must involve the diagonal edge AE just produced. By Proposition 9.2, it
must involve either the tile containing K or the tile containing H. But
performing the move involving the tile containing K would simply undo the
previous move, contradicting the fact that P is a progression. So the next
move involves AE and the tile containing H. As noted earlier, GH is present
at this point. So GH is that tile. Thus the next move replaces AE and GH
with EG and N = AH (see Figure 9.20). But this move is not m - 1. So P
is not a counter-example to the proposition, which contradicts the definition
of P.
Proposition 9.8 No progression performs the same move twice on the same
tiling.
Proof: We use contradiction. Let P be a shortest counter-example. Then
the first and last move of P are the same move m on the same tiling T.
Consider the situation as seen in the dual picture. Each move of P in-
volves two faces of the dual. Let F be the collection of all faces involved in
any moves of P. We will also regard F as a region of the dual.
Claim 9.2 There are no diagonal boundary edges of F.
Proof: Consider an arbitrary diagonal edge (A, B) of F. Then
AB is a diagonal tile involved in a move m' of P. Furthermore,
there must be two consecutive moves p and q of P with q following
p such that p creates AB and q destroys AB. If AB is destroyed
by m', then we can let q be m' and p be the move before m' in P
(choosing the last two moves of P if m = m'). If AB is created
by m', then we can let p be m' and q be the move after m' in P
(choosing the first two moves of P if m = m').
Let C and D be the squares adjacent to both A and B. By
Proposition 9.2, the normal tile destroyed by q contains either
C or D. WOLOG, it is CE, where E is one of the octagons
other than A and B adjacent to C (see Figure 9.21). Also, by
Proposition 9.2, (applied to p-l), the normal tile created by p
contains either C or D. But it cannot contain C or else the
created tile must be CE (since it is the tile containing C when
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Figure 9.21: The tiles destroyed by q (which must be present after p is
performed).
the next move, q, is performed) and then q would simply undo
p, contradicting the fact that P is a progression. So p involves
D. Thus the faces in the dual due to p and q include ABC and
ABD, which enclose edge (A, B). R
Claim 9.3 There are no normal boundary edges of F.
Proof: Let 1 be an arbitrary move of P. It suffices to show that
the normal edges of both faces corresponding to I in the dual have
their normal edges enclosed by faces in F.
If 1 destroys a normal tile found in the original tiling (the
one in which the first move of P occurs), this tile must be later
restored by some move. Let 1' be the first move after 1 to restore
this tile. By Proposition 9.6, applied just to the subprogression
of P from 1 to 1', there must be a move in this subprogression
which creates this same tile but which is not 1-1. By definition,
1' is the only move in the subprogression to create this tile. So
1 must not be 1-1. In the dual, each of 1 and 1' corresponds to
two faces adjoining through legs to form a larger isosceles right
triangle. The only way that 1' can create the tile destroyed by 1
without being 1-1 is for these large triangles to share a common
hypotenuse (see Figure 9.22). This means the four faces added
to F by 1 and 1' fit together so that all their normal edges are
enclosed.
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CC'
Figure 9.22: The only triangles in the dual that can correspond to triangle
moves involving AB.
If the normal tile destroyed by 1 was not found in the original
tiling, it must have been created by an earlier move. Let 1' be
the last move before 1 to create this tile. From Proposition 9.6,
we see that 1 is, in fact, the first move after 1' to create the tile
destroyed by 1'. Then the above again applies with the roles of
1 and 1' switched. Let (A, B) be a normal edge of F with A
a square. It is safe to assume that AB is a tile involved in a
move of P since otherwise it arises in F as the boundary edge
between two faces of F corresponding to a single move of P and
thus it is enclosed and not on the boundary of F. Let B' be the
octagon on the opposite side of A from B. Then either AB is
replaced with AB' until some point when the tile toggles back to
AB or AB' is replaced with AB until some point when the tile
toggles back to AB'. Either way, both tiles correspond to edges
of F. We will assume the former is the case and show that both
corresponding edges are enclosed by faces of F. Let CB' be the
diagonal tile involved in the move that replaces AB with AB'.
Then the diagonal tile produced by this move is BC. Thus the
inverse of this move replaces BC and AB' with AB and CB'.
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By Proposition 9.7, there must be a move which restores AB
but is not this move. By Proposition 9.6, it must destroy AB',
however. The diagonal tile destroyed by this move must involve
two adjacent octagons that are both neighbors of A. Since B' is
a part of the normal tile AB', the only candidate octagons are C,
B, and C', where C' is the remaining octagonal neighbor of A and
is opposite C. Since BC has been ruled out, the only remaining
possibility is BC'. So the move in question replaces AB' and BC'
with AB and B'C'. The first move guarantees that faces ABC
and AB'C are in F. This move guarantees that faces ABC' and
AB'C' are in F. Thus both faces containing (A, B) are in F and
likewise for (A, B'). E1
From Propositions 9.2 and 9.3, we conclude that F has no boundary edges.
Since the region being tiled is finite and F is non-empty, this is impossible.
Proposition 9.9 Any diagonal tile D can be moved to be along the boundary
by some progression.
Proof: We use contradiction.
Claim 9.4 If Proposition 9.9 is false, then for any positive
integer n, there is a progression for D of length n.
Proof: We use induction on n.
For the base case of n = 1, we pick either of the moves guar-
anteed by Proposition 9.5 to constitute a progression for D of
length 1.
For the inductive step, we let P' be a progression for D of
length n- 1. Let D' be the diagonal tile produced by P'. Since P'
cannot have moved D to be along the boundary, Proposition 9.5
applies to D', guaranteeing two moves for it after P' has been
completed. One of these moves will undo the last move of P', but
the other is a valid extension for P'. If we let P be the extension
of P' using this move, P is a progression for D of length n. E
Let k be the number of pairs of tilings and moves possible. By Claim 9.4,
there is a progression P for D of length k + 1. By the Pigeonhole Principle,
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there must be two moves of P which are identical and are applied to the
same tiling, contradicting Proposition 9.8.A]
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Chapter 10
Applying the Workable Tilings
Method
Proposition 9.9 suggests a definition of a workable tiling. We let a workable
tiling be a tiling in which all diagonal tiles are along the boundary.
We can complete step 1 of the method by proving the following proposi-
tion and applying Proposition 2.1. (In fact, the proposition is stronger than
what the method calls for).
Proposition 10.1 Let T be a pseudomino tiling of some region R. Let C
be an alternating cycle in T such that C does not enclose any holes of R
and also does not strictly enclose any diagonal tiles. Then legal moves can
be used to reverse C.
Proof: We consider C as a sequence of cells proceeding in a clockwise direc-
tion. Let U be the tiling produced by reversing C in T. We are essentially
trying to show that we can get between two tilings (namely, T and U) when-
ever they can be obtained from each other simply by reversing an alternating
cycle that does not enclose any holes. This is the point of view we will use in
our proof. This makes the roles of T and U symmetric. We will also make use
of the idea of amending one of the tilings to make it "closer" to the other but
still differing from it by an alternating cycle which encloses no holes. Since
these changes are local, we will regard the new tiling as a new T or a new U
rather than an intermediate. Likewise, we will regard the alternating cycle
mentioned above as a new version of C. We think of C as being "rerouted"
by the changes in the tiling.
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We use strong induction on the area enclosed by C in the dual.
For the base case, C encloses exactly two faces in the dual. (It cannot
enclose just one, since this would make C have length three, which would
contradict the fact that C is alternating). All faces in the dual are isosceles
right triangles. The faces enclosed by C must either adjoin by a normal
edge, in which case C can be reversed by a triangle move, or they adjoin
by a diagonal edge, in which case C can be reversed by a block move (see
Figure 10.1.
Figure 10.1: The two ways in which two faces of the dual can adjoin. The
first corresponds to a triangle move and the second corresponds to a block
move.
Case 1: All cells of C belong to normal tiles in T.
Let R' be the subregion of R consisting of the cells of C and those enclosed
by C. Let T' be the tiling on R' induced by T. Since C contains no diagonal
tiles and encloses no diagonal tiles, T' contains no diagonal tiles. Thus R'
has equal numbers of squares and octagons and corresponds with a checkered
region, as discussed in Section 9.1. So T' corresponds to a domino tiling and C
corresponds to an alternating cycle in this domino tiling. By Proposition 4.1,
this alternating cycle (which cannot enclose any holes since C does not)
can be reversed using block rotations. The block rotations in this region
correspond to block moves in R' (and thus in R). So C can be reversed in R
using block moves.
Case 2: In either T or U a diagonal tile on C admits a move corresponding
to two faces in the dual which are both enclosed by C (see Figure 10.2).
Let C' be the cycle enclosing the two faces in the dual corresponding to
the move. Then C and C' have in common the diagonal edge corresponding
to the diagonal tile from the move. If all C and C' have in common is one
continuous stretch of edges (containing that edge), then performing the move
will reduce the problem to reversing another alternating cycle which is the
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CC
Figure 10.2: The situation in the dual before and after performing a triangle
move for a diagonal edge of C when both faces of the move (as seen in the
dual) are enclosed by C.
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XOR of C and C' and which encloses exactly those faces enclosed by C
but not C'. Then the inductive hypothesis allows solution of this problem.
Otherwise, C and C' have exactly the diagonal edge and the normal edge
corresponding to the other tile from the move in common. Performing the
move will reduce the problem to reversing two disjoint cycles which together
enclose exactly those faces enclosed by C but not C'. Then the inductive
hypothesis allows solution of these two problems.
Case 3: T contains at least one diagonal tile on C but neither T nor U
admits any moves of the sort defining the previous case.
Claim 10.1 Let A and B be two consecutive octagons of C,
with A coming just before B in C, and G be the square adjacent
to both A and B on their side interior to C. Then G is a cell of
C and occurs either just before A or just after B.
Proof: Tile AB appears either in T or in U. Since C encloses
no holes, G is in R. Thus either Proposition 9.4 or 9.5 holds in
whichever of T or U contains AB, guaranteeing a move involving
A, B, G, and the octagon H that is in the same tile as G in this
tiling (see Figure 10.3).
Figure 10.3: The cells which can be involved in the move for AB involving
G.
If H is adjacent to A (see Figure 10.4), this move corresponds
to faces ABG and AGH in the dual. Face ABG must be enclosed
by C. Since we are not in the previous case, AGH must not also
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BH
Figure 10.4: The situation when H is adjacent to A.
be enclosed by C. This means edge (A, G) must be a part of
C. So G is the cell of C just before A. Note also that, since C
contains G and is alternating in the tiling containing GH, C must
contain G and H consecutively. So, in fact, HGAB is a portion
of C.
G
Figure 10.5: The situation when H is adjacent to B.
If H is adjacent to B (see Figure 10.5), this move corresponds
to faces ABG and BGH in the dual. Face ABG must be enclosed
by C. Since we are not in Case 2, BGH must not also be enclosed
by C. This means edge (B, G) must be a part of C. So G is the
cell of C just after B. EJ
In all situations where the first case of Claim 10.1 applies (with HGAB a
stretch of C and both GH and AB appearing in one of T or U), we perform
the move (in either T or U) described in the proof (see Figure 10.6). This
replaces tiles AB and GH with AH and BG. This reroutes C by replacing
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Figure 10.6: The effect of performing the above move when H is adjacent to
A.
HGAB with HAGB. This makes octagons H and A consecutive, followed
by a square, as in the second case of Claim 10.1 (with different labels). This
also causes face AGH to become enclosed by C while face ABG is no longer
enclosed by C. No other faces are affected. So the number of faces enclosed
by C remains unchanged. The above allows us to guarantee that whenever
Claim 10.1 applies, the second case will always apply.
Note that there are now no more than two consecutive octagons anywhere
in C, since we have now guaranteed that two consecutive octagons are always
immediately followed by a square (see Figures 10.7 and 10.8). Let C' be the
cycle of cells produced by splicing out the second of each consecutive pair of
octagons (see Figure 10.9). So C' contains no consecutive octagons. Since R
cannot have any adjacent pairs of squares, C' has no two consecutive squares.
So C' strictly alternates between octagons and squares. Let R' be the region
defined by the cells enclosed by C' (see Figure 10.10). Let T' be the tiling
of R' which agrees with T inside C' and pairs each octagon of C' with the
square immediately before it in C'. Thus T' consists only of normal tiles.
Also, C' is an alternating cycle in T'.
Claim 10.2 Every tile of T' not on C' is present in both T
and U.
Proof: T and U agree except on tiles consisting of cells of C.
Tiles in but not on C' are from tiling T in the strict interior of
C. [E
Claim 10.3 Every tile of T' on C' is present in either T or
U.
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Proof: When we spliced out the second of each pair of consecutive
octagons from C, we made the remaining octagon consecutive
with the following square, even though they were not consecutive
in C. But we pair each octagon with the square before it in C',
so the cells of a tile of T' on C' are consecutive in C. Because C
is alternating, any two consecutive cells of C form a tile in either
T or U. [E1
Since T' contains only normal tiles, it corresponds to a domino tiling T"
of a region R" (see Figure 10.11). Let C" be the alternating cycle in T"
corresponding to C'. Let W be the set of vertices of R" which are enclosed
by C". We regard the internal edges of R" to be oriented to represent T" as
discussed in Section 3 (see Figure 10.12).
By Proposition 3.2, W is either a sink or a source. Consider the edge
between each cell corresponding to an octagon and the next cell of C". Since
these cells are not contained in the same tile of T", this edge is directed in
the same way as in the inherent orientation of R". The cell corresponding to
an octagon is colored by the label "clockwise," so this edge must be directed
towards the inside of C. Thus W is a sink. Then by Proposition 2.5, there
is a connected subset M (see Figure 10.13) of W which is also a sink and
which contains exactly one SCC containing vertices which are also "inner"
vertices of cells of C". As in Claim 4.1, each vertex in W is itself an SCC, so
M contains a single vertex belonging to a cell of C". By Proposition 3.2, M
consists of exactly those vertices inside some alternating cycle J of T". Let
S be the set of all tiles of T" on or enclosed by J.
Subcase a: Either all tiles in S correspond to tiles of T or all tiles in S
correspond to tiles of U. Then by Proposition 2.6, we can make M into a
source by a sequence of block rotations at (at the time) sink vertices of M.
This cuts all the vertices of M (and exactly these vertices) out of C" by
rerouting it (see Figure 10.14). The corresponding moves can be performed
in whichever of T or U contains the corresponding tiles, causing C to enclose
fewer faces of the dual (see Figure 10.15). We then apply the inductive
hypothesis to complete the proof.
Subcase b: S contains a tile K not corresponding to a tile of U and a tile
L not corresponding to a tile of T. Let v be the vertex of M that is a vertex
of a cell of C". By Proposition 10.2, any tiles of T' not present in both T
and U consist of cells of C'. So K and L must consist of cells of C". The
cells of K have two common vertices. One of these must be inside J. So this
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Figure 10.7: An example of C in T where all consecutive octagons are im-
mediately followed by the square adjacent to both of them toward the inside
of C.
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Figure 10.8: How C appears in U in the case shown in Figure 10.7.
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Figure 10.9: The cycle C' seen in T in the case shown in Figure 10.7.
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Figure 10.10: The region R' (and the cycle C') in the case shown in Fig-
ure 10.7.
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Figure 10.11: The region R", the cycle C", and the tiling T" in the case
shown in Figure 10.7. The vertices in W are all vertices except those on the
boundary.
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Figure 10.12: The orientation of the internal edges in Figure 10.11 corre-
sponding to T".
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Figure 10.13: The sink M in Figure 10.12 and the cycle J enclosing it.
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Figure 10.14: The result of reversing J in Figure 10.13. Note that C" is
rerouted.
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Figure 10.15: The result of reversing the cycle in U corresponding to J. (In
this case, U is the tiling containing the corresponding tiles). Note that C is
rerouted so as to strictly enclose fewer tiles.
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vertex must be v. Similarly, v must be a common vertex of the cells of L.
Thus K and L form a 2 x 2 block centered at v (see Figure 10.16). Since all
Figure 10.16: The 2 x 2 block formed by K and L.
neighbors of v are vertices of cells of C", none of them can be in M. Since
M is connected, it can contain only v.
Let K' be the tile of T' corresponding to K and L' be the tile of T'
corresponding to L (see Figure 10.17). Note that K' is on C' and not present
in U while L' is on C' and not present in T. Then by Claim 10.3, K' is
present in T and L' is present in U.
Let A be the octagon of L', B be the octagon of K', D be the square of
K', and E be the square of L'. Note that since A and B are adjacent in R,
we can split C into two cycles, C1 and C2, each of which contains A and B
consecutively, where C1 contains D (see Figure 10.18). In C1, the neighbors
of A are B and the other cell, G, of the tile of T containing A. Thus C1
contains the subsequence DBAG. Since BD(= K') and AG are tiles of T,
this stretch of Ci is alternating. The remaining stretch (from G to D) is a
part of C and is thus also alternating in T. So Ci is an alternating cycle
of T. We apply the inductive hypothesis and reverse C1 (see Figure 10.19).
Now, AB is present in the revised T. Note that going from A to B the other
way around was an alternating path in T. Furthermore, neither A nor B
was paired in this path since D and G are not on C2. Since this path lies
completely outside C1, it is still an alternating path in T with both A and
B unpaired relative to itself. So C2 is now an alternating cycle. We again
131
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Figure 10.17: The tiles K' and L' in R corresponding to K and L, respec-
tively.
Figure 10.18: The cycle C split into C1 and C2 as seen in T.
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Figure 10.19: The result of reversing
becomes alternating in T.
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C1 in Figure 10.18. Note that C2
_ __ I_
apply the inductive hypothesis to reverse C2 . The net effect of reversing C1
and then C2 is exactly that of reversing C. N
To perform step 2 of the method, we simply note that Proposition 9.9
guarantees that we can move each diagonal edge in turn to be along the
boundary.
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