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AN ANALYSIS OF THE MULTIPLICITY SPACES IN BRANCHING
OF SYMPLECTIC GROUPS
ODED YACOBI
Abstract. Branching of symplectic groups is not multiplicity-free. We describe a
new approach to resolving these multiplicities that is based on studying the associated
branching algebra B. The algebra B is a graded algebra whose components encode the
multiplicities of irreducible representations of Sp2n−2 in irreducible representations
of Sp2n. Our first theorem states that the map taking an element of Sp2n to its
principal n× (n + 1) submatrix induces an isomorphism of B to a different branching
algebra B ′. The algebra B ′ encodes multiplicities of irreducible representations of
GLn−1 in certain irreducible representations of GLn+1. Our second theorem is that
each multiplicity space that arises in the restriction of an irreducible representation of
Sp2n to Sp2n−2 is canonically an irreducible module for the n-fold product of SL2. In
particular, this induces a canonical decomposition of the multiplicity spaces into one
dimensional spaces, thereby resolving the multiplicities.
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1. Introduction
The purpose of this paper is to give a new interpretation of symplectic branching
which, unlike the branching for the other towers of classical groups, is not multiplicity
free. In other words, an irreducible representation of Sp2n does not decompose uniquely
into irreducible representations of Sp2n−2 (embedded as the subgroup fixing pointwise
a two-dimensional non-isotropic subspace). We resolve this ambiguity by analyzing the
algebraic structure of the associated multiplicity spaces.
Our main object of study is an algebra B associated to the pair (Sp2n−2, Sp2n). This
“branching algebra” is a graded algebra whose components are all the multiplicity spaces
that appear in the restriction of irreducible representations of Sp2n to Sp2n−2. By defi-
nition B is a certain subalgebra of the ring of regular functions, O(Sp2n), on Sp2n:
B = O(UCn \ Sp2n / UCn−1).
(See Section 2.2 for notation.) From this realization it follows that B has a natural action
of SL2 by right translation.
Our first result relates B to a different branching algebra associated to the branching
pair (GLn−1, GLn+1). Using (GLn−1, GLn+1)-duality we define the algebra
B ′ = O(Un \Mn,n+1 / Un−1).
This algebra is a “restricted” branching algebra, as it is isomorphic to a direct sum of
only certain multiplicity spaces that occur in branching from GLn+1 to GLn−1. Note
that B ′ is also a graded SL2-algebra. We consider the function ψ : Sp2n →Mn,n+1 which
maps an element of Sp2n to its n× (n+ 1) principal submatrix. The theorem is that the
induced map on functions ψ∗ : O(Mn,n+1) → O(Sp2n) restricts to give an isomorphism
ψ∗ : B ′ → B of graded SL2-algebras.
This theorem allows us to reduce questions about branching from Sp2n to Sp2n−2 to
analogous questions concerning branching from GLn+1 to GLn−1. The latter are easier, as
they can be “factored” through GLn. We will illustrate this reduction technique several
times, most notably in order to prove our second theorem.
To describe our second theorem we introduce a family of subalgebras of B indexed by a
finite set, Σ, of so-called order types. We prove that each subalgebra Bσ is isomorphic to
the algebra, O(V), of polynomials on a vector space V . This isomorphism is unique up to
scalars. Moreover, V can be given the structure of an L =
∏n
i=1 SL2-module. Therefore,
via this isomorphism, we obtain a canonical action of L on Bσ by algebra automorphisms.
The action of L is well-defined on the intersections of these subalgebras, allowing us to
glue the modules together to obtain a representation, Φ, of L on B.
The representation (Φ,B) of L satisfies some remarkable properties. First and fore-
most, it identifies each multiplicity space as an explicit irreducible L-module. Secondly,
the restriction of Φ to the diagonal subgroup of L recovers the natural SL2 action on
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B. Finally, it is the unique such representation acting by algebra automorphisms on the
subalgebras Bσ.
As a corollary of this theorem we obtain resolution of the multiplicities that occur
in branching of symplectic groups. Indeed, irreducible L-modules have one dimensional
weight spaces. Therefore, via Φ, we obtain a decomposition of the multiplicity spaces
into one dimensional spaces. This decomposition is canonical, i.e. depends only the
choice of torus of Sp2n that is fixed throughout. The other known approach to this
problem uses quantum groups, where these multiplicities are resolved using an infinite
dimensional Hopf algebra called the twisted Yangian ([Mol99]).
The basis of B which we obtain from the action of L is unique up to scalar. In [KY10]
we study properties of this basis, and, in particular, show that it is a standard monomial
basis, i.e. it satisfies a straightening algorithm. By induction this basis can be used to
obtain a basis for irreducible representations of Sp2n. The resulting basis is a partial
analogue of the Gelfand-Zetlin basis ([GZ50]); to be properly called a “Gelfand-Zetlin”
basis one must also compute the action of Chevalley generators. The only such basis
known is the Gelfand-Zetlin-Molev basis arising from the Yangian theory mentioned
above ([Mol99]). In a future work we will compare the basis resulting from our work to
the Gelfand-Zetlin-Molev basis.
Acknowledgement. The results herein are based on the author’s UC San Diego
PhD thesis (2009). The author is grateful to his advisor, Nolan Wallach, for
his guidance and insights. The author also thanks Avraham Aizenbud, Sangjib
Kim, Allen Knutson and Gerald Schwarz for helpful conversations. This work was
supported in part by the ARCS Foundation.
2. Preliminaries
Our main object of study, B, is an example of a branching algebra. In section 2.1 we
define branching algebras and their associated branching semigroups. In section 2.2 we
fix some notation that will be used throughout.
2.1. Branching algebras. Let G be a connected classical group with identity e ∈ G.
Fix a maximal torus TG, Borel subgroup BG, and unipotent radical UG ⊂ BG so that
TGUG = BG. Let UG be the unipotent group opposite UG. When convenient, we work
in the setting of Lie algebras. We denote the complex Lie algebra of a complex Lie
group by the corresponding lower-case fraktur letter.
Fix the choice of positive roots giving UG: Φ
+
G = Φ(bG, tG). Let ΛG ⊂ t
∗ be the corre-
sponding semigroup of dominant integral weights. Denote by FλG the finite-dimensional
irreducible representation of G of highest weight λ ∈ ΛG.
For an affine algebraic variety X, let O(X) denote the algebra of regular functions on X.
The group G has the structure of an affine algebraic variety, and O(G) is a G×G-module
under left and right translation. Let RG = O(UG\G) be the left UG-invariant functions
on G:
RG = {f ∈ O(G) : f(ug) = f(g) for all u ∈ UG and g ∈ G}.
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Under the right action of G (see Theorem 4.2.7. ,[GW09]):
RG ∼=
⊕
λ∈ΛG
((FλG)
∗)UG ⊗ FλG
∼=
⊕
λ∈ΛG
FλG.
Henceforth identify FλG with its image in RG. Let f
λ
G ∈ F
λ
G be the unique highest weight
vector such that fλG(e) = 1. We call f
λ
G the canonical highest weight vector of F
λ
G.
Now let λ, λ′ ∈ ΛG. Then f
λ
Gf
λ′
G is U-invariant of weight λ+ λ
′. Since also fλGf
λ′
G (e) = 1,
it follows that fλGf
λ′
G = f
λ+λ′
G , and therefore F
λ
GF
λ′
G = F
λ+λ′
G .
The Cartan product, πλ,λ′ : F
λ
G ⊗ F
λ′
G → Fλ+λ′G , is defined by πλ,λ′(v⊗ v′) = vv′. The
Cartan embedding, jλ,λ′ : F
λ+λ′
G → FλG ⊗ Fλ′G , is given by setting jλ,λ′(fλ+λ′G ) = fλG ⊗ fλ′G ,
and extending by G-linearity.
Suppose now that H ⊂ G is a connected Lie subgroup, and we have chosen its distin-
guished subgroups so that UH ⊂ UG, TH ⊂ TG, and UH ⊂ UG. Consider the subalgebra
of bi-invariants
B(H,G) = O(UG \G / UH) ⊂ RG.
In other words, B(H,G) consists of the functions f ∈ RG such that f(gu) = f(g) for all
g ∈ G and u ∈ UH.
Since TH normalizes UH there is an action of TH on B(H,G) by right translation. The
decomposition of B(H,G) into TH weight spaces is:
B(H,G) =
⊕
(µ,λ)∈ΛH×ΛG
Fλ/µ.
The weight space Fλ/µ is defined as
(1) Fλ/µ = {f ∈ (FλG)
UH : f(gt) = tµf(g) for all g ∈ G and t ∈ TH}.
Equivalently, Fλ/µ is the TG× TH weight space of B corresponding to the weight (−λ) for
TG and µ for TH.
Note that the centralizer ZG(H) acts on F
λ/µ by right translation. As a ZG(H)-module
there is a canonical isomorphism
Fλ/µ ∼= HomH(F
µ
H, F
λ
G).
(The isomorphism maps φ ∈ HomH(F
µ
H, F
λ
G) to φ(f
µ
H) ∈ Fλ/µ.) In particular, the dimen-
sion of Fλ/µ counts the branching multiplicity of FµH in the restriction to H of F
λ
G. For
this reason B(H,G) is termed the branching algebra for the pair (H,G) (cf. [HTW08],
[Zh73] and references therein).
Lemma 2.1. Let (µ, λ), (µ ′, λ ′) ∈ ΛH ×ΛG. Then
πλ,λ′(F
λ/µ ⊗ Fλ
′/µ ′) ⊂ Fλ+λ
′/µ+µ ′ .
Proof. Since πλ,λ′ is a G-module morphism, in particular it is a UH-module morphism.
Therefore, πλ,λ′((F
λ
G)
UH ⊗ (Fλ
′
G )
UH) ⊂ (Fλ+λ
′
G )
UH . Now note that πλ,λ′ intertwines the TH
action on (FλG)
UH ⊗ (Fλ
′
)UHG and (F
λ+λ′
G )
UH . Let ((FλG)
UH ⊗ (Fλ
′
G )
UH))(µ+ µ′) be the µ+ µ′
weight space of TH on (F
λ
G)
UH ⊗ (Fλ
′
G )
UH). Then πλ,λ′ maps ((F
λ
G)
UH ⊗ (Fλ
′
G )
UH))(µ+µ′) to
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the weight space Fλ+λ
′/µ+µ′ . Since Fλ/µ ⊗ Fλ
′/µ ′ ⊂ ((FλG)
UH ⊗ (Fλ
′
G )
UH)(µ + µ′) the proof
is complete. 
By the lemma B(H,G) is a ΛH × ΛG-graded algebra. Abusing notation a bit, we
denote the restriction of πλ,λ′ to F
λ/µ⊗ Fλ
′/µ ′ also by πλ,λ′ . This will cause no confusion
since we will explicitly write
Fλ/µ ⊗ Fλ
′/µ ′ πλ,λ′→ Fλ+λ ′/µ+µ ′
when referring to this map, which we call the Cartan product of multiplicity spaces.
In general the Cartan product of multiplicity spaces is not surjective (see section Propo-
sition 3.6). This observation will be critical.
We can associate to the pair (H,G) the following set:
ΛB(H,G) = {(µ, λ) ∈ ΛH ×ΛG : F
λ/µ 6= {0}}.
Lemma 2.2. The set ΛB(H,G) is a semigroup under entry-wise addition.
Proof. Suppose (µ, λ), (µ ′, λ ′) ∈ ΛB(H,G). Choose 0 6= x ∈ F
λ/µ and 0 6= x ′ ∈ Fλ
′/µ ′ .
Since B(H,G) has no zero divisors, xx ′ 6= 0. By the above lemma this implies that
Fλ+λ
′/µ+µ ′ 6= 0, i.e. (µ+µ ′, λ+ λ ′) ∈ ΛB(H,G). The other semigroup axioms are trivial to
check. 
Thus the ΛH × ΛG-graded algebra B(H,G) can also be regarded as a ΛB(H,G)-graded
algebra, and we call ΛB(H,G) a branching semigroup.
2.2. Notation. Henceforth fix an integer n > 1. Let Λn be the semigroup of weakly
decreasing sequences of length n consisting of non-negative integers. For m ≥ 1, let
Λm,n = Λm ×Λn.
The set of dominant weights for irreducible polynomial representations of GLn =
GL(n,C) is identified with Λn in the usual way (see e.g. Theorem 5.5.22., [GW09]).
For λ ∈ Λn, let V
λ = FλGLn be the irreducible representation of GLn with highest weight
λ, which we realize in RGLn as described in Section 2.1. Let vλ ∈ V
λ be the canonical
highest weight vector.
Let Tn be the subgroup of diagonal matrices in GLn, Un the subgroup of upper-
triangular unipotent matrices, and Un be the subgroup of lower-triangular unipotent
matrices. Suppose 1 ≤m < n. We embed GLm in GLn as the subgroup:{[
g
In−m
]
: g ∈ GLm
}
.
For (µ, λ) ∈ Λm,n, define the multiplicity space V
λ/µ as in (1) with H = GLm and
G = GLn. In the case m = n − 1 these spaces are classically known (see e.g. Theorem
8.1.1., [GW09]): for (µ, λ) ∈ Λn−1,n,
dimVλ/µ ≤ 1(2)
Vλ/µ 6= {0} ⇔ µ interlaces λ.(3)
The interlacing condition, written µ < λ, means that λi ≥ µi ≥ λi+1 for i = 1, ..., n − 1,
where µ = (µ1, ..., µn−1) and λ = (λ1, ..., λn).
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Let Mm,n denote the space of m×n matrices with complex entries. By (GLn, GLn+1)
duality, the space of polynomials O(Mn,n+1) decomposes multiplicity free as GLn×GLn+1
module (see e.g. Theorem 5.6.7.,[GW09]):
O(Mn,n+1) ∼=
⊕
λ∈Λn
Vλ
∗
⊗ Vλ
+
.
Here λ+ ∈ Λn+1 is obtained from λ by adding a zero. Notice that V
λ∗ is an irreducible
representation of GLn, while V
λ+ is an irreducible representation of GLn+1.
We will study the algebra of bi-invariants
B ′ = O(Un \Mn,n+1 / Un−1) ∼=
⊕
(µ,λ)∈Λn−1,n
Vλ
+/µ.
This algebra is a sort of “restricted” branching algebra as it includes only certain multi-
plicity spaces that occur in branching from GLn+1 to GLn−1.
The algebra B ′ is an Λn−1,n-graded algebra; the (µ, λ) component is V
λ+/µ. More-
over, it is naturally an SL2-algebra. Indeed, there is an obvious SL2 ⊂ GLn+1 that
commutes with GLn−1, and therefore acts on B
′ by right translation. This action clearly
preserves the graded components of B ′, i.e. the multiplicity spaces Vλ
+/µ are naturally
SL2-modules.
By Lemma 2.2, the algebra B ′ is also graded by the semigroup
ΛB ′ = {(µ, λ) ∈ Λn−1,n : V
λ+/µ 6= {0}}.
It will be useful for us to have a more concrete realization of this semigroup. Suppose
µ = (µ1, ..., µn−1) ∈ Λn−1 and λ = (λ1, ..., λn+1) ∈ Λn+1. We say µ double interlaces
λ, written µ≪ λ, if for i = 1, ..., n − 1,
(4) λi ≥ µi ≥ λi+2.
If (µ, λ) ∈ Λn−1,n, then µ double interlaces λ, also written µ≪ λ, if µ≪ λ
+.
Suppose (µ, λ) ∈ Λn−1,n. It follows that µ ≪ λ if, and only if, there exists γ ∈ Λn
such that µ < γ < λ+ (see Lemma 5.1). Therefore by (3),
(5) ΛB ′ = {(µ, λ) ∈ Λn−1,n : µ≪ λ}.
Next we consider the symplectic groups. Label a basis for C2n as e±1, ..., e±n where
e−i = e2n+1−i. Denote by sn the n×n matrix with one’s on the anti-diagonal and zeros
everywhere else. Set
Jn =
[
0 sn
−sn 0
]
and consider the skew-symmetric bilinear form Ωn(x, y) = x
tJny on C
2n. Define the
symplectic group relative to this form: Sp2n = Sp(C
2n,Ω). In this realization we can take
as a maximal torus TCn = T2n ∩ Sp2n, a maximal unipotent subgroup UCn = U2n ∩ Sp2n,
and its opposite UCn = U2n ∩ Sp2n
Embed Sp2n−2 in Sp2n as the subgroup fixing the vectors e±n. Notice that
(6) {g ∈ Sp2n : ge±i = e±i for i = 1, ..., n − 1}
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is a subgroup isomorphic to SL2 = Sp2 commuting with Sp2n−2.
The set of dominant weights for Sp2n is identified with Λn (see e.g. Theorem 3.1.20.,
[GW09]). For λ ∈ Λn, let W
λ = FλSp2n be the irreducible representation of Sp2n with
highest weight λ, which we realize in RSp2n as described in section 2.1. Let wλ ∈W
λ be
the canonical highest weight vector.
For (µ, λ) ∈ Λn−1,n we define the multiplicity space W
λ/µ as in (1) with H = Sp2n−2
and G = Sp2n. Therefore the dimension of W
λ/µ is the multiplicity of the irreducible
representation Wµ of Sp2n−2 in the representation W
λ of Sp2n. In contrast to the gen-
eral linear groups, the branching of the symplectic groups is not multiplicity-free, i.e.
dimWλ/µ > 1 for generic (µ, λ) ∈ Λn−1,n (see Corollary 3.3).
Our main object of study is the following branching algebra:
B = B(Sp2n−2, Sp2n).
By Lemma 2.1, B is graded by Λn−1,n:
B =
⊕
(µ,λ)∈Λn−1,n
Wλ/µ.
By Lemma 2.2, we also consider B as graded over the branching semigroup
ΛB = Λ(Sp2n−2, Sp2n).
The branching algebra B is naturally an SL2-module for the copy of SL2 appearing in
(6). Indeed, this copy SL2 acts on B by right translation leaving the graded components
Wλ/µ invariant. In other words, the multiplicity spaces Wλ/µ are naturally SL2-modules.
We refer to this action as the “natural” SL2 action, and denote it simply by x.b for
x ∈ SL2 and b ∈ B.
Finally, we consider the group SL2 = SL(2,C). Let F
k = Ok(C2) be the (k + 1)th-
dimensional irreducible representation of SL2, realized as the polynomials on C
2 of
homogeneous degree k. The SL2 action is by right translation. For k, k
′ ≥ 0 let
πk,k′ : F
k ⊗ Fk
′ → Fk+k′ be the usual multiplication of functions, and define the em-
bedding of SL2-modules, jk,k′ : F
k+k′ → Fk ⊗ Fk′ , by setting jk,k′(xk+k′1 ) = xk1 ⊗ xk′1 and
extending by SL2-linearity. Here x1 is the first coordinate function on C
2.
Remark 2.3. We use the symbols πλ,λ′ and jλ,λ′ to denote the Cartan maps for any
of the given groups above. It will be clear from context which group we have in
mind.
3. Main Results
In this section we describe in detail the two main theorems of this paper.
3.1. An isomorphism of branching algebras. Our first theorem describes an isomor-
phism of the branching algebras B and B ′. This usefulness of this theorem will become
clear, as we use it repeatedly to reduce questions about branching of the symplectic
groups to analogous questions about branching of the general linear groups.
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Define the map ψ : Sp2n → Mn,n+1, which assigns an element g ∈ Sp2n its principal
n× (n+ 1) submatrix. Consider the induced map on functions
(7) ψ∗ : O(Mn,n+1)→ O(Sp2n).
In Lemma 4.6 we show that ψ∗(B ′) ⊂ B, and, moreover, that ψ∗ : B ′ → B is a map of
Λn−1,n-graded, SL2 algebras. In fact, much more is true:
Theorem 3.1. The map ψ∗ : B ′ → B is an isomorphism of Λn−1,n-graded, SL2-
algebras.
We now describe some applications.
For our first application let (µ, λ) ∈ Λn−1,n. By the theorem,
Wλ/µ 6= {0}⇔ Vλ+/µ 6= {0}.
Combining this with (5), we recover a classical result about symplectic branching (see
e.g. Theorem 8.1.5., [GW09]):
Wλ/µ 6= {0}⇔ µ≪ λ,
i.e. ΛB = ΛB ′ .
To describe our second application of this theorem, recall first that the multiplicity
spaces Wλ/µ are each SL2-modules. Naturally, one would like to describe the SL2-module
structure of these multiplicity spaces. By Theorem 3.1, Wλ/µ ∼= Vλ
+/µ as SL2-modules,
so it suffices to answer the analogous question for the general linear groups. But this is
not too difficult, since branching from GLn+1 to GLn−1 factors through GLn.
Given (µ, λ) ∈ Λn−1,n+1 let (x1 ≥ y1 ≥ · · · ≥ xn ≥ yn) be the non-increasing re-
arrangement of (µ1, ..., µn−1, λ1, ..., λn+1). Set
ri(µ, λ) = xi − yi.
Proposition 3.2. Suppose (µ, λ) ∈ Λn−1,n+1, and µ≪ λ. Then as SL2-modules
Vλ/µ ∼=
n⊗
i=1
Fri(µ,λ)
where SL2 acts by the tensor product representation on the right hand side.
As a corollary of Theorem 3.1 and Proposition 3.2 we can describe the SL2-module
structure of the multiplicity spaces Wλ/µ.
Corollary 3.3. Suppose (µ, λ) ∈ ΛB. Then as SL2-modules
Wλ/µ ∼=
n⊗
i=1
Fri(µ,λ
+),
where SL2 acts by the tensor product representation on the right hand side.
The above corollary first appeared explicitly as Theorem 3.3, [WY], where it was
proved using the combinatorics of partition functions. It can also be obtained using
Theorem 5.2, [Mol99], where it is shown that Wλ/µ carries an irreducible action of a
certain infinite dimensional Hopf algebra called the twisted Yangian.
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3.2. A resolution of multiplicities. We now describe the second theorem of this paper.
Define L =
∏n
i=1 SL2. For (µ, λ) ∈ Λn−1,n consider the irreducible L-module
Aλ/µ =
n⊗
i=1
Fri(µ,λ
+).
Corollary 3.3 states that for all (µ, λ) ∈ ΛB, W
λ/µ ∼= ResLSL2A
λ/µ, where SL2 ⊂ L is the
diagonal subgroup. We therefore ask, is there a canonical action of L on Wλ/µ such that
Wλ/µ ∼= Aλ/µ as L-modules?
Remarkably, the answer to this question is yes! We will construct a canonical action of
L on B that will be uniquely determined by two properties, the first of which is that each
multiplicity space Wλ/µ is isomorphic to Aλ/µ as an L-module. Moreover, the restriction
of this action to the diagonally embedded SL2 ⊂ L recovers the natural action of SL2 on
B.
We warn the reader that L is not the product of SL2’s that lives in Sp2n. Indeed, the
latter product of SL2’s does not act on the multiplicity spaces. The existence of this
L-action is more subtle, and can only be “seen” by considering all multiplicity spaces
together, i.e. by considering the branching algebra.
To describe the action of L on B precisely we investigate the double interlacing con-
dition that characterizes branching of the symplectic groups. Notice that the inequality
λi ≥ µi ≥ λi+2
does not constrain the relation between µi and λi+1. In other words, we can have either
µi ≥ λi+1, or µi ≤ λi+1, or both. This motivates the following:
Definition 3.4. An order type σ is a word in the alphabet {≥,≤} of length n − 1.
Suppose (µ, λ) ∈ ΛB and σ = (σ1 · · · σn−1) is an order type. Then we say (µ, λ) is of
order type σ if for i = 1, ..., n − 1,{
σi = “ ≥ ” =⇒ µi ≥ λi+1
σi = “ ≤ ” =⇒ µi ≤ λi+1
For example, consider the double interlacing pair (µ, λ), where λ = (3, 2, 1) and µ = (3, 0).
Since µ1 ≥ λ2 and µ2 ≤ λ3, the pair (µ, λ) is of order type σ = (≥≤).
Let Σ be the set of order types, and for each σ ∈ Σ set
ΛB(σ) = {(µ, λ) ∈ ΛB : (µ, λ) is of order type σ}.
It’s easy to check that ΛB(σ) is a sub-semigroup of ΛB. Therefore
Bσ =
⊕
(µ,λ)∈ΛB(σ)
Wλ/µ
is a subalgebra of B. Moreover, Bσ is SL2-invariant. We now have all the ingredients to
state our second theorem.
Theorem 3.5. There is a unique representation (Φ,B) of L satisfying the following
two properties:
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(1) for all (µ, λ) ∈ ΛB, W
λ/µ is an irreducible L-invariant subspace of B isomor-
phic to Aλ/µ, and
(2) for all σ ∈ Σ, L acts as algebra automorphisms on Bσ.
Moreover, ResLSL2(Φ) recovers the natural action of SL2 on B.
We will now give an overview of the proof of this theorem. From the statement of
Theorem 3.5 it’s clear that the subalgebras Bσ are intrinsic to the definition of the rep-
resentation (Φ,B) of L. Therefore it is not surprising that the proof requires a thorough
understanding of these subalgebras.
To investigate the subalgebras Bσ we define the L-module (θσ,Aσ), where
(8) Aσ =
⊕
(µ,λ)∈ΛB(σ)
Aλ/µ.
The crucial observation is that since we are restricting to a fixed order type there is a
natural product on Aσ. The multiplication
Aλ/µ ⊗Aλ
′/µ ′ → Aλ+λ ′/µ+µ ′
is given by Cartan product of irreducible L-modules, which induces an algebra structure
on Aσ (cf. Lemma 6.1). The algebra Aσ is a naturally occurring L-algebra. Indeed,
in Lemma 6.2 we show that Aσ is isomorphic as a graded L-algebra to the ring of
polynomials O(V) on a certain L-module V .
A priori the algebras Bσ and Aσ seem to be quite different. Indeed, the product maps
Aλ/µ⊗Aλ
′/µ ′ → Aλ+λ ′/µ+µ ′ in Aσ are surjective, while the Cartan product of multiplicity
spaces need not be surjective. For example, consider the case λ = λ′ = (2, 1, 0), µ = (2, 0),
and µ′ = (0, 0). By Corollary 3.3, dimWλ/µ = dimWλ
′/µ ′ = 2, and dimWλ+λ
′/µ+µ′ = 9.
Therefore the product map cannot be surjective in this case.
Notice that in the above example (µ, λ) and (µ′, λ′) do not satisfy a common order
type. An important result for us is that if the multiplicity spaces do satisfy a common
order type, then their product is surjective. This will be our most crucial application of
Theorem 3.1.
Proposition 3.6. Let σ ∈ Σ and let (µ, λ), (µ′, λ′) ∈ ΛB(σ). Then the map
Wλ/µ ⊗Wλ
′/µ ′ πλ,λ′→ Wλ+λ ′/µ+µ ′
is surjective.
By Proposition 3.3, Bσ and Aσ are isomorphic as SL2 modules. The above proposition
shows, moreover, that their products behave similarly. In fact, we have the following
theorem:
Proposition 3.7. Let σ ∈ Σ. Then,
(1) There is an isomorphism of graded SL2-algebras, φσ : Bσ → Aσ, which is
unique up to scalars.
(2) By part (1) we can transfer the action of L on Aσ to Bσ, and the resulting
representation, (Φσ,Bσ), of L is canonical, i.e. independent of the choice of
scalars.
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We now have a family of L-algebras {(Φσ,Bσ)}σ∈Σ. By showing that the action of L is
well-defined on the intersection of these subalgebras, we obtain the representation (Φ,B)
of L and prove Theorem 3.5.
We conclude this section by describing how to use our results to resolve the multiplic-
ities that occur in branching of symplectic groups. Recall that generically the branching
of the symplectic groups is not multiplicity free. It’s a fundamental problem in classical
invariant theory to resolve these multiplicities. Theorem 3.5 provides a solution to this
problem that is rooted in classical invariant theoretic techniques. Another solution to
this problem using the theory of quantum groups, in particular Yangians, appears in
[Mol99].
Now, it is well known that irreducible L-modules have one dimensional weight spaces.
Therefore, by Theorem 3.5 we obtain a canonical decomposition of the multiplicity spaces
Wλ/µ into one-dimensional spaces. A priori, it seems that this decomposition depends
on a choice of torus of L. We will show that in fact this choice is induced by the torus of
Sp2n that is fixed throughout. More precisely, we have:
Corollary 3.8. Let (µ, λ) ∈ Λ There is a canonical decomposition of Wλ/µ into one
dimensional spaces
Wλ/µ =
⊕
γ∈Λn
µ<γ<λ+
Wλ/γ/µ.
In particular, B has a basis which is unique up to scalar.
Properties of the basis of B appearing in Corollary 3.8 are studied in [KY]; in particular
we show that it is a standard monomial basis, i.e. it satisfies a straightening law. We
then use that to describe an explicit toric deformation of Spec(B).
4. Proof of Theorem 3.1
4.1. Some results of Zhelobenko. Let G be a connected classical group. We use
freely the notation from Section 2.1. Let λ ∈ ΛG. Then F
λ
G ⊂ RG embeds linearly in
O(UG) via res : f7→f|UG . Set Zλ(UG) = resUG(FλG). If there is no cause for confusion, we
write simply Zλ = Zλ(UG).
We define a representation of G on Zλ as follows. Let e
λ : TG → C be the character
of TG given by t 7→ tλ. We extend this character to UGTGUG by defining eλ(utu) = tλ.
Then by continuity eλ is defined on all of G. Now let u ∈ UG, g ∈ u
−1UGTGUG, and
f ∈ Zλ. Write ug = u1t1u1 ∈ UGTGUG. Then define
(9) g.f(u) = eλ(t1)f(u1).
Since u−1UGTGUG is dense, we extend this action to all of G. Note that the constant
function zλ : u 7→ 1 is a canonical highest weight vector in Zλ of weight λ, and res : FλG →
Zλ is an isomorphism of G-modules.
Let {α1, ..., αn} be a set of simple roots relative to the positive roots Φ
+. For each αi
choose a nonzero root vector Xi ∈ gαi . Let Di be the differential operator on O(UG)
corresponding to the infinitesimal action of Xi acting on O(UG) by left translation.
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Finally, let {̟1, ...,̟n} be the fundamental weights and suppose λ = m1̟1 + · · · +
mn̟n ∈ ΛG.
Proposition 4.1 (Theorem 1, §65, Chapter X, [Zh73]). The space Zλ ⊂ O(UG) is the
solutions to the system of differential equations {Dmi+1i = 0 : i = 1, ..., n}. In other
words,
Zλ = {f ∈ O(UG) : D
mi+1
i f = 0 for i = 1, ..., n}.
In [Zh73] the system of differential equations {Dmi+1i = 0 : i = 1, ..., n} is termed the
“indicator system”. Notice that by the Leibniz rule ZλZλ′ = Zλ+λ′ .
Consider the ring O(UG × C
n). Let t1, ..., tn be the standard coordinates on C
n.
Then O(UG × C
n) =
⊕
m∈Nn O(UG) ⊗ t
m1
1 · · · t
mn
n . Set mλ = (m1, ...,mn) where λ =
m1̟1 + · · · +mn̟n. We form the subring
(10) ZG =
⊕
λ∈ΛG
Zλ ⊗ t
mλ
of O(UG × C
n). This is a G-ring, with G acting on the left factor. Define a map
(11) res : RG → ZG
by
f ∈ FλG 7→ f|UG ⊗ tmλ ∈ Zλ ⊗ tmλ .
It’s easy to see that:
Proposition 4.2. The map res : RG → ZG is an isomorphism of G-rings.
4.2. Preparatory lemmas. We now specialize the results of the previous section to
our setting.
For λ ∈ Λn we consider Zhelobenko’s realization of V
λ+ , which is denoted Zλ+(Un+1).
So Zλ+(Un+1) is an irreducible GLn+1-module. Let xij be the standard coordinates on
Un+1.
Zhelobenko’s realization of the irreducible Sp2n-module of highest weight λ is denoted
Zλ(UCn). For the affine space UCn , the following can be taken as coordinates:
(12)
1 u12 · · · u1n−1 u1n
1 u23 · · · u2n−1
. . .
. . . ..
.
1 un,n+1
(The one’s are retained here in order to preserve the symmetry of the entries.) The
other entries of UCn are polynomials in these coordinates.
The group Un−1 acts on O(Un+1) by right translation, and a straight-forward calcu-
lation shows that f ∈ O(Un+1)
Un−1 if, and only if, it’s a polynomial in the variables
{xi,j : i = 1, ..., n j = n,n + 1 and i < j}.
Similarly, O(UCn)
UCn−1 is the polynomial ring in the variables
{ui,j : i = 1, ..., n j = n,n + 1 and i < j}.
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Hence both O(Un+1)
Un−1 and O(UCn)
UCn−1 are polynomial rings in 2n − 1 variables.
Let ψa,b : Mm,n → Ma,b be the map assigning a matrix its principal a × b sub-
matrix, and set ψa = ψa,a. Let ψZ = ψn+1|UCn : UCn → Un+1. The induced map
on functions ψ∗Z : O(Un+1) → O(UCn) satisfies ψ∗Z(xij) = uij. By our descriptions of
the rings O(UCn)
UCn−1 and O(Un+1)
Un−1 , ψ∗Z : O(Un+1)
Un−1 → O(UCn)UCn−1 is a ring
isomorphism.
Lemma 4.3. Let λ ∈ Λn. The map ψ
∗
Z restricts to a linear isomorphism:
ψ∗Z : Zλ+(Un+1)
Un−1 ≃→ Zλ(UCn)UCn−1
Proof. Let mλ = (m1, ...,mn). In the proof of Theorem 4, §114 in [Zh73], Zhelobenko
shows that Zλ(UCn)
UCn−1 equals{
f ∈ O(UCn)
UCn−1 : (ui+1,n
∂
∂ui,n
+ ui+1,n+1
∂
∂ui,n+1
)mi+1(f) = 0 for i = 1, ..., n
}
while Zλ+(Un+1)
Un−1 equals{
f ∈ O(Un+1)
Un−1 : (xi+1,n
∂
∂xi,n
+ xi+1,n+1
∂
∂xi,n+1
)mi+1(f) = 0 for i = 1, ..., n
}
.
With these descriptions in hand, and the fact that ψ∗Z(xij) = uij, it follows that
ψ∗Z(Zλ+(Un+1)
Un−1) = Zλ(UCn)
UCn−1 .

Now, TCn−1 acts on Zλ(UCn)
UCn−1 , while Tn−1 acts on Zλ+(Un+1)
Un−1 . In the next
lemma, these tori are both identified with (C×)n−1.
Lemma 4.4. Let λ ∈ Λn. Then ψ
∗
Z : Zλ+(Un+1)
Un−1 → Zλ(UCn)UCn−1 is a (C×)n−1-
isomorphism.
Proof. By Lemma 4.3, it remains to show only that ψ∗Z intertwines the (C
×)n−1-action.
Let f ∈ Zλ+(Un+1)
Un−1 , t ∈ (C×)n−1, and u ∈ UCn . By definition of the action of the
tori (cf. (9)),
ψ∗Z(t.f)(u) = e
λ(t)f(t−1ψZ(u)t),
while
t.ψ∗Z(f)(u) = e
λ(t)f(ψZ(t
−1ut)).
It’s easy to check now that ψ∗Z(t.f)(u) = t.ψ
∗
Z(f)(u). 
For µ ∈ Λn−1 let Zλ/µ(UCn) (resp. Zλ+/µ(Un+1)) denote the µ weight spaces of
Zλ(UCn)
UCn−1 (resp. Zλ+(Un+1)
Un−1). Lemma 4.4 implies that
ψ∗Z : Zλ+/µ(Un+1)
≃→ Zλ/µ(UCn)
is a linear isomorphism. These spaces are isomorphic to the multiplicity spaces Vλ
+/µ
and Wλ/µ. Recall that SL2 acts on these multiplicity spaces.
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Lemma 4.5. Let λ ∈ Λn and µ ∈ Λn−1. Then
ψ∗Z : Zλ+/µ(Un+1)→ Zλ/µ(UCn)
is an SL2-isomorphism.
Proof. As mentioned above, the map ψ∗Z : Zλ+/µ(Un+1)→ Zλ/µ(UCn) is a linear isomor-
phism, so we just need to show it intertwines the SL2 action. Now, the action of of SL2 on
the multiplicity spaces is defined via its embeddings in GLn+1 and Sp2n as explained in
Section 2.2. For the sake of clarity, let us denote these embeddings by α : SL2 →֒ GLn+1
and β : SL2 →֒ Sp2n. Note that for x ∈ SL2, we have ψn+1(β(x)) = α(x).
Let f ∈ Zλ+(Un+1)
Un−1 , x ∈ SL2, and u ∈ UCn . We want to show that
(13) ψ∗n+1(α(x).f)(u) = (β(x).(ψ
∗
n+1(f)))(u).
By definition of the action of Sp2n on Zλ(UCn) (see (9)), we have
(β(x).(ψ∗n+1(f)))(u) = e
λ(t1)f(ψn+1(u1)),
where
uβ(x) = u1t1u1 ∈ UCnTCnUCn .
To describe the left hand side of (13), we need to first decompose ψn+1(u)α(x) into a
product compatible with Un+1Tn+1Un+1. To wit,
ψn+1(u)α(x) = ψn+1(u)ψn+1(β(x))
= ψn+1(uβ(x))
= ψn+1(u1t1u1)
= ψn+1(u1)ψn+1(t1)ψn+1(u1).
Therefore
ψ∗n+1(α(x).f)(u) = e
λ+(ψn+1(t1))f(ψn+1(u1)).
Since clearly, eλ(t1) = e
λ+(ψn+1(t1)), (13) holds. 
4.3. Proof of Theorem 3.1. Recall the homomorphism ψ∗ : O(Mn,n+1) → O(Sp2n)
(see (7)), which is induced from the map ψ taking an element of Sp2n to its principal
n× (n+ 1) submatrix.
Lemma 4.6. We have ψ∗(B ′) ⊂ B. Moreover, ψ∗ : B ′ → B is an Λn−1,n-graded map
of SL2 algebras.
Proof. Let f ∈ B ′, u ∈ UCn , g ∈ Sp2n, and u ∈ UCn−1 . We must show that f(ψ(ugu)) =
f(ψ(g)). Indeed, a straight-forward computation using block matrices shows that
ψ(ugu) = ψn(u)ψ(g)ψn+1(u).
Since clearly ψn(u) ∈ Un and ψn+1(u) ∈ Un−1, the first statement follows.
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Now suppose f ∈ Vλ
+/µ. Let t ∈ TCn , s ∈ TCn−1 , and g ∈ Sp2n. Then
(t, s).ψ∗(f)(g) = ψ∗(f)(t−1gs)
= f(ψ(t−1gs))
= f(ψn(t
−1)ψ(g)ψn−1(s))
= ψn(t)
−λψn−1(s)
µf(ψ(g))
= t−λsµf(ψ(g))
= t−λsµ.ψ∗(f)(g).
Therefore ψ∗(f) ∈Wλ/µ, and hence ψ∗ is graded.
Finally, we must show ψ∗ intertwines the SL2-action. Indeed, let f ∈ B
′, x ∈ SL2,
and g ∈ Sp2n. Then another computation with block matrices shows that f(ψ(g)x) =
f(ψ(gx)). (Here one has to be careful to use the correct embeddings of SL2 in GLn+1
and Sp2n that define the corresponding actions.) Therefore, x.ψ
∗(f) = ψ∗(x.f). 
By the above lemma,ψ∗ : B ′ → B is a morphism of Λn−1,n-graded algebras. To
complete the proof of Theoreme 3.1 we must it is an isomorphism.
Let Un,n+1 = ψn,n+1(Un+1). We identify the affine spaces Un+1 and Un,n+1 in the
obvious way. For λ ∈ Λn, consider the embedding Zλ+(Un+1) →֒ O(Un,n+1). Denote
the image of this embedding by Zλ+(Un,n+1). (Similarly, denote by Zλ+/µ(Un,n+1) the
image of Zλ+/µ(Un+1) under the embedding.) By transfer of structure, Zλ+(Un,n+1) is
an irreducible GLn+1-module of highest weight λ
+, i.e. we decree that
ψ∗n,n+1 : Zλ+(Un,n+1)→ Zλ+(Un+1)
is an isomorphism of GLn+1-modules. Of course, the inverse of this isomorphism is the
map induced by the embedding φ : Un,n+1 → Un+1. Combining this isomorphism with
Lemma 4.5 we obtain that
(14) ψ∗n,n+1 : Zλ+/µ(Un,n+1)→ Zλ/µ(UCn)
is an isomorphism of SL2-modules.
Consider now
B ′Z =
⊕
(µ,λ)∈Λn−1,n
Zλ+/µ(Un,n+1)⊗ t
mλ+
and
BZ =
⊕
(µ,λ)∈Λn−1,n
Zλ/µ(UCn)⊗ t
mλ .
These are subalgebras of ZGLn+1 and ZSp2n , respectively (see (10)).
We define a map B ′Z → BZ which on graded components is simply given by
ψ∗n,n+1 ⊗ 1 : Zλ+/µ(Un,n+1)⊗ t
mλ+ → Zλ/µ(UCn)⊗ tmλ .
Let us denote the total map by ψ∗n,n+1 ⊗ 1 : B
′
Z → BZ also.
By (14) ψ∗n,n+1 ⊗ 1 : B
′
Z → BZ is a isomorphism of SL2-modules. But clearly the
map is a morphism of graded algebras, so in fact it is an isomorphism of Λn−1,n-graded
SL2-algebras. Now, by Proposition 4.2, the restriction of res : RGLn+1 → ZGLn+1 to B ′
16 ODED YACOBI
gives an isomorphism res : B ′ → B ′Z of Λn−1,n-graded SL2-algebras. Similarly, we have
the isomorphism res : B → BZ of Λn−1,n-graded SL2-algebras.
We now have a diagram:
B ′ −→ B
↓ ↓
B ′Z −→ BZ
where the vertical arrows are given by res, the bottom arrow is ψ∗n,n+1 ⊗ 1, and the top
arrow is ψ∗. Clearly, this diagram commutes. Indeed, this follows from the simple fact
that for f ∈ O(Mn,n+1),
(f ◦ψ)|UCn = f|Un,n+1 ◦ψn,n+1
as elements of O(UCn). Moreover, by the previous paragraph the bottom three maps
are isomorphisms of Λn−1,n-graded SL2-algebras by. We conclude that ψ
∗ : B ′ → B is an
isomorphism of Λn−1,n-graded SL2-algebras, thus completing the proof of Theorem 3.1.
5. Proof of Proposition 3.6
In this section we prove various structural results about the multiplicity spaces Vλ/µ
where (µ, λ) ∈ Λn−1,n+1. Notice that these are multiplicity spaces that occur in branching
from GLn+1 to GLn−1. By virtue of Theorem 3.1, these results have analogous in the
setting of branching of symplectic groups, and it is for this reason that these results are
important for us.
We will work in slightly greater generality than strictly necessary, and consider the
semigroup
Ω = {(µ, λ) ∈ Λn−1,n+1 : Vλ/µ 6= {0}}
= {(µ, λ) ∈ Λn−1,n+1 : µ≪ λ}.
The second equality follows from (3).
5.1. The rearrangement function. We begin by introducing the rearrangement
function on Ω. Define f : Ω→ Λ2n by:
(µ, λ)
f
7→ (x1, y1, ..., xn, yn)
where {x1 ≥ y1 ≥ · · · ≥ xn ≥ yn} is the non-increasing rearrangement of (µ1, ..., µn−1, λ1, ..., λn+1).
Notice that f(µ, λ) equals
(λ1 ≥ max(µ1, λ2) ≥ min(µ1, λ2) ≥ · · · ≥ max(µn−1, λn) ≥ min(µn−1, λn) ≥ λn+1).
This easily implies:
Lemma 5.1. Let (µ, λ) ∈ Ω. Suppose f(µ, λ) = (x1, y1, ..., xn, yn) and γ ∈ Λn. Then
µ < γ < λ if, and only if, yi ≤ γi ≤ xi for i = 1, ..., n, where γ = (γ1, ..., γn).
For σ ∈ Σ let Ω(σ) be the sub-semigroup of Ω consisting of the pairs of order type σ.
Let fσ denote the restriction of f to Ω(σ).
Lemma 5.2. Let σ ∈ Σ. Then fσ : Ω(σ)→ Λ2n is a semigroup isomorphism.
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Proof. For (µ, λ) ∈ Ω(σ) let fσ(µ, λ) = (fσ(µ, λ)1, ..., fσ(µ, λ)2n). Define functions
a : {1, ..., n − 1}→ {1, ..., 2n}
b : {1, ..., n + 1}→ {1, ..., 2n}
by b(1) = 1 and b(n+ 1) = 2n, and for i = 1, ..., n − 1
(σi is ≥ ) =⇒ a(i) = 2i and b(i+ 1) = 2i + 1
(σi is ≤ ) =⇒ a(i) = 2i + 1 and b(i+ 1) = 2i.
Then for all (µ, λ) ∈ Ω(σ)
µi = fσ(µ, λ)a(i) for i = 1, ..., n − 1
λj = fσ(µ, λ)b(j) for j = 1, ..., n + 1.
This implies that fσ is an injective semigroup homomorphism.
Now suppose (z1, ..., z2n) ∈ Λ2n is given. Define µ and λ by the formulas
µi = za(i) for i = 1, ..., n − 1
λj = zb(j) for j = 1, ..., n + 1.
Since a(1) < a(2) < · · · < a(n − 1), it follows that µ ∈ Λn−1. Similarly, λ ∈ Λ
+
n+1.
Since b(i) < a(i) < b(i + 2), we get that µ ≪ λ. Finally, suppose σi is ≥. Then
a(i) < b(i + 1), and so µi ≥ λi+1. Similarly, if σi is ≤ then µi ≤ λi+1. Therefore
(µ, λ) ∈ Ω(σ). Since fσ(µ, λ) = (z1, ..., z2n) we conclude that fσ is surjective. 
Lemma 5.3. Let σ ∈ Σ and let (µ, λ), (µ′, λ′) ∈ Ω(σ). Suppose that γ ∈ Λn satisfies
µ+ µ′ < γ < λ + λ′.
Then there exist ν,ν′ ∈ Λn such that γ = ν+ ν
′, µ < ν < λ, and µ′ < ν′ < λ′.
Proof. Set fσ(µ, λ) = (x1, y1, ..., xn, yn) and fσ(µ
′, λ′) = (x′1, y
′
1, ..., x
′
n, y
′
n). By Lemma
5.2,
fσ(µ + µ
′, λ + λ′) = (x1 + x
′
1, y1 + y
′
1, ..., xn + x
′
n, yn + y
′
n).
Therefore by Lemma 5.1, yi+y
′
i ≤ γi ≤ xi+x
′
i. Now choose νi, ν
′
i such that γi = νi+ν
′
i,
yi ≤ νi ≤ xi, and y
′
i ≤ ν
′
i ≤ x
′
i. Set ν = (ν1, ..., νn) and ν
′ = (ν′1, ..., ν
′
n). Clearly
ν, ν′ ∈ Λn and γ = ν+ ν
′. Moreover, by Lemma 5.1, µ < ν < λ, and µ′ < ν′ < λ′. 
5.2. Proof of Proposition 3.2. For (µ, λ) ∈ Ω recall that ri(µ, λ) = xi − yi, where
f(µ, λ) = (x1, y1, ..., xn, yn). Let (µ, λ) ∈ Λn−1,n+1. Then as a GL1 ×GL1-module,
Vλ/µ ∼=
⊕
γ∈Λn
µ<γ<λ
Vγ/µ ⊗ Vλ/γ.
Now, d(q) =
(
q 0
0 q−1
)
acts on Vγ/µ ⊗ Vλ/γ by the scalar q2|γ|−|λ|−|µ|. Moreover, by
(2) and (3), dimVγ/µ ⊗ Vλ/γ = 1 for γ such that µ < γ < λ. Therefore the character
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equals
ch(Vλ/µ) =
∑
γ∈Λn
µ<γ<λ
q2|γ|−|λ|−|µ|.
Set f(µ, λ) = (x1, y1, ..., xn, yn) and ri = ri(µ, λ). By Lemma 5.1,∑
γ∈Λn
µ<γ<λ
q2|γ|−|λ|−|µ| =
∑
0≤ji≤ri
q2(y1+···+yn+j1+···+jn)−(x1+···+xn+y1+···+yn)
=
∑
0≤ji≤ri
q(−r1+2j1)+···+(−rn+2jn)
=
n∏
i=1
ri∑
j=0
q−ri+2j
=
n∏
i=1
ch(Fri)
Therefore ch(Vλ/µ) = ch
(⊗n
i=1 F
ri(µ,λ)
)
. This proves Proposition 3.2.
5.3. A technical lemma. Suppose (γ, λ) ∈ Λn,n+1. We may view V
λ as a GLn-module
by restriction, and, as such, define Vλ[γ] to be the γ-isotypic component of Vλ. Let
pλγ : V
λ → Vλ[γ] be the corresponding projection.
Before stating and proving the lemma we first make a simple observation. Suppose Θ
is a semigroup and V,W are Θ-graded vector spaces:
V =
⊕
i∈Θ
Vi, W =
⊕
i∈Θ
Wi.
Suppose there are linear maps πi,j : Vi ⊗ Vj → Vi+j and τi,j : Wi ⊗Wj → Wi+j for every
i, j ∈ Θ. We refer to these maps as “products” on the vector spaces. Finally, suppose
also there is an Θ-graded isomorphism T : V →W that preserves the products on V and
W in the following sense: for all i, j ∈ Θ the following diagram commutes:
Vi ⊗ Vj
πi,j
−→ Vi+j↓ T ↓ T
Wi ⊗Wj
τi,j
−→ Wi+j
Then if x ∈ Vi and y ∈ Vj and τi,j(T(x)⊗ T(y)) 6= 0, then πi,j(x⊗ y) 6= 0.
For the purposes of the following lemma we will use the branching semigroup
Θ = {(γ, λ) ∈ Λn,n+1 : γ < λ}.
We introduce three Θ-graded vector spaces, each of which is equipped with product
maps.
The first space is V1 =
⊕
(γ,λ)∈Θ
Vλ[γ]. The product is defined as follows: for x ∈ Vλ[γ]
and x′ ∈ Vλ
′
[γ′], define
xx′ = pλ+λ
′
ν+ν′(πλ,λ′(x⊗ x
′)).
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The second space is V2 =
⊕
(γ,λ)∈Θ
Vγ ⊗ HomGLn(V
γ, Vλ). The product is defined as
follows: for v⊗ f ∈ Vγ ⊗HomGLn(V
γ, Vλ) and v′ ⊗ f′ ∈ Vγ
′
⊗HomGLn(V
γ′ , Vλ
′
), define
(v⊗ f)(v′ ⊗ f′) = πγ,γ′(v⊗ v
′)⊗ (πλ,λ′ ◦ (f⊗ f
′) ◦ jγ,γ′).
The third space is V3 =
⊕
(γ,λ)∈Θ
Vγ⊗ (Vλ)Un(γ). The product is defined as follows: for
v⊗w ∈ Vγ ⊗ (Vλ)Un(γ) and v′ ⊗w′ ∈ Vγ
′
⊗ (Vλ
′
)Un(γ′), define
(v⊗w)(v′ ⊗w′) = πγ,γ′(v⊗ v
′)⊗ πλ,λ′(w⊗w
′).
Finally, we can state and prove the lemma. We note that it can also be obtained as
a consequence of Theorem 1 in [Vin95]. We include an elementary proof for the sake of
completeness.
Lemma 5.4. Let (ν, λ), (ν ′, λ ′) ∈ Λn,n+1. Suppose that 0 6= x ∈ V
λ[ν] and 0 6= x′ ∈
Vλ
′
[ν′]. Then pλ+λ
′
ν+ν′(πλ,λ′(x⊗ x
′)) 6= 0.
Proof. Define T : V2 → V1 by T(v⊗ f) = f(v). This is clearly a linear isomorphism. Let
v⊗ f,v′ ⊗ f′ be chosen as in the definition of V2. Then
T((v⊗ f)(v′ ⊗ f′)) = (πλ,λ′ ◦ (f⊗ f
′) ◦ jγ,γ′)(πγ,γ′(v⊗ v
′))
while
T(v⊗ f)T(v′ ⊗ f′) = pλ+λ
′
γ+γ′(πλ,λ′(f(v)⊗ f(v
′))).
Let z = v⊗v′. Since z ∈ Vγ⊗Vγ
′
we can write z = z0+z1, where z0 ∈ (V
γ⊗Vγ
′
)[γ+γ′]
and z1 ∈
∑
τ6=γ+γ′(V
γ ⊗ Vγ
′
)[τ]. By the definition of πγ,γ′ and jγ,γ′ , the composition
jγ,γ′ ◦ πγ,γ′ is the projection of V
γ ⊗ Vγ
′
onto its isotypic component (Vγ ⊗ Vγ
′
)[γ+ γ′].
Therefore,
(πλ,λ′ ◦ (f⊗ f
′) ◦ jγ,γ′)(πγ,γ′(z)) = (πλ,λ′ ◦ (f⊗ f
′))(z0).
On the other hand,
pλ+λ
′
γ+γ′(πλ,λ′(f(v)⊗ f(v
′))) = pλ+λ
′
γ+γ′(πλ,λ′((f⊗ f
′)(z0))) + p
λ+λ′
γ+γ′(πλ,λ′((f⊗ f
′)(z1)))
= πλ,λ′((f⊗ f
′)(z0)).
Therefore T preserves the products on V1 and V2.
Next define S : V2 → V3 by S(v⊗ f) = v⊗ f(vγ) (recall that vγ is the canonical highest
weight vector in Vγ). This is clearly a linear isomorphism. We show S preserves the
product maps. Let v⊗ f,v′ ⊗ f′ be chosen as in the definition of V2. Then
S((v⊗ f)(v′ ⊗ f′)) = S(πγ,γ′(v⊗ v
′)⊗ (πλ,λ′ ◦ (f⊗ f
′) ◦ jγ,γ′))
= πγ,γ′(v⊗ v
′)⊗ πλ,λ′(f(vγ)⊗ f(vγ′))
= S(v⊗ f)S(v′ ⊗ f′).
Therefore S preserves the products on V2 and V3.
Now S ◦ T−1 is a graded isomorphism of V1 and V3 that respects products. Consider
0 6= x ∈ Vλ[ν]. Under the isomorphism S ◦ T−1, x is mapped to a simple tensor v⊗w.
Indeed, by (2) dim(Vλ)Un(ν) = 1, and x is mapped to the summand Vν ⊗ (Vλ)Un(ν).
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Similarly, 0 6= x′ ∈ Vλ
′
[ν′] is mapped to a simple tensor v′ ⊗ w′. By the definition of
multiplication in V3, we have that (v⊗w)(v
′⊗w′) = πν,ν′(v⊗ v
′)⊗πλ,λ′(w⊗w
′). Now,
πν,ν′(v⊗ v
′) (resp. πλ,λ′(w⊗w
′)) is simply the product of v and v′ (resp. w and w′) in
RGLn (resp. RGLn+1). Since RGLn (resp. RGLn+1) has no zero divisors, it follows that
(v ⊗ w)(v′ ⊗ w′) 6= 0. By the observation above we conclude that xx′ 6= 0 in V1, i.e.
pλ+λ
′
γ+γ′(πλ,λ′(x⊗ x
′)) 6= 0. 
5.4. Proof of Proposition 3.6. Let (t∗n)R be the real form of t
∗
n spanned by {εi : i =
1, ..., n}, where εi is the functional mapping a diagonal matrix to its i
th entry. Let
(·, ·) be the inner product on (t∗n)R defined by (εi, εj) = δij, and let ‖γ‖
2 = (γ, γ) define
the associated norm. Denote by  the positive root ordering on t∗n, defined relative
to the set of positive roots: {εi − εj : i < j}. In other words, α  β means β − α
is a nonnegative integer combination of positive roots. Recall that for ν, ν′, γ ∈ Λn,
HomGLn(V
γ, Vν ⊗ Vν
′
) 6= {0} implies γ  ν+ ν′.
By Theorem 3.1, Proposition 3.6 is an immediate corollary of the following result:
Proposition 5.5. Let σ ∈ Σ and let (µ, λ), (µ′, λ′) ∈ Ω(σ). Then the map
Vλ/µ ⊗ Vλ
′/µ ′ πλ,λ′→ Vλ+λ ′/µ+µ ′
is surjective.
Proof. To ease notation let X = Vλ/µ, X′ = Vλ
′/µ ′ , Y = Vλ+λ
′/µ+µ ′ , and π = πλ,λ′ . For
γ ∈ Λn set Y[γ] = p
λ+λ′
γ (Y), X[γ] = p
λ
γ(X), and X
′[γ] = pλ
′
γ (X
′).
Note that Y =
⊕
γ∈Λn
Y[γ], and dimY[γ] is zero or one. Moreover, Y[γ] 6= {0} if, and
only if, µ+µ′ < γ < λ+λ′. We will prove by induction on ‖γ‖ that Y[γ] is in the image
of π.
Let γ ∈ Λn be of minimal norm such that Y[γ] 6= {0}. Our base case is to show that
Y[γ] is in the image of π. Since (µ, λ), (µ′, λ′) ∈ Ω(σ) we can apply Lemma 5.3 to obtain
ν,ν′ ∈ Λn such that γ = ν+ ν
′, µ < ν < λ, and µ′ < ν′ < λ′. Choose 0 6= x ∈ X[ν] and
0 6= x′ ∈ X′[ν′], and let z = x⊗ x′.
Now, π(z) =
∑
τ∈Λn
pλ+λ
′
τ (π(z)) is a decomposition of π(z) in Y =
⊕
γ∈Λn
Y[γ]. Since
pλ+λ
′
τ (π(z)) = 0 for τ ≻ γ, π(z) =
∑
τγ p
λ+λ′
τ (π(z)). Now τ ≺ γ implies ‖τ‖ < ‖γ‖,
and by hypothesis γ is of minimal norm such that Y[γ] 6= {0}. Therefore pλ+λ
′
τ (π(z)) = 0
for τ ≺ γ, and hence π(z) = pλ+λ
′
γ (π(z)) ∈ Y[γ]. By definition, π(z) is the product of
x and x′ in RGLn+1 . Therefore, since RGLn+1 has no zero divisors, π(z) 6= 0. Since
dimY[γ] = 1, we conclude that Y[γ] is in the image of π. This completes the base case.
Now fix γ ∈ Λn such that Y[γ] 6= {0}, and suppose Y[τ] is in the image of π for all
τ such that ‖τ‖ < ‖γ‖. Using Lemma 5.3 again, we choose ν,ν′ ∈ Λn−1 such that
γ = ν + ν′, µ < ν < λ, and µ′ < ν′ < λ′. Also choose 0 6= y ∈ Y[γ], 0 6= x ∈ X[ν], and
0 6= x′ ∈ X′[ν′]. By Lemma 5.4, pλ+λ
′
γ (π(x⊗ x
′)) 6= 0. Therefore
π(x⊗ x′) ∈ C×y+
∑
τ≺γ
Y[τ].
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Since τ ≺ γ implies ‖τ‖ < ‖γ‖, by the inductive hypothesis we obtain an element
ξ ∈ X⊗ X′ such that π(ξ) = y. Since dim Y[γ] = 1, this shows that Y[γ] is in the image
of π. This completes the induction. 
6. Proof of Theorem 3.5
In this section it will be convenient for us to introduce the following convention.
Elements of the branching semigroup ΛB will be thought of as “skew shapes”, and so
instead of writing (µ, λ) ∈ ΛB, we will write λ/µ ∈ ΛB. In this way, for p = λ/µ ∈ ΛB
we associate the spaces Wp, Ap, etc...
6.1. A filtration on the branching semigroup. Let h : ΛB → Λ2n be given by
h(λ/µ) = f(µ, λ+), where f(µ, λ+) is the rearrangement function defined in Section 5.1.
The image of h is thus all sequences in Λ2n ending in zero. As before, we define the
functions ri : ΛB → Z by ri(p) = xi − yi, where h(p) = (x1, y1, ..., xn, yn). Moreover, for
σ ∈ Σ, let hσ denote the restriction of h to ΛB(σ).
The same argument as in Lemma 5.2 shows:
Lemma 6.1. Let σ ∈ Σ. Then hσ : ΛB(σ) → Λ2n is a semigroup embedding, with
image the sequences in Λ2n ending in zero. In particular, h
−1
σ is defined on the set
of such sequences.
In this section we will only deal with sequences ending in zero, so h−1σ will always be
well-defined. By the above lemma we endow the L-module
Aσ =
⊕
p∈ΛB(σ)
Ap
with a product given by Cartan product of irreducible L-modules: Ap ⊗Ap
′ → Ap+p.
We now show that Aσ is a very naturally occurring L-algebra. Consider the L-module
V = U ×W, where U = C2 × · · · × C2 (n copies) and W = C × · · · × C (n − 1 copies).
Here, L acts on U diagonally, on W trivially, and on the ring of functions O(V) by right
translation. Let t1, ..., tn−1 be the standard coordinate functions on C
n−1. Decompose
O(V) into graded components:
(15) O(V) ∼=
⊕
rj≥0
j=1,...,n
⊕
sk≥0
k=1,...,n−1
Fr1 ⊗ · · · ⊗ Frn ⊗ ts11 · · · t
sn−1
n−1 .
This is also a decomposition of O(V) into irreducible L-modules.
For σ ∈ Σ, we can consider O(V) as an ΛB(σ)-graded algebra as follows. Set si :
ΛB(σ)→ Z by si(p) = yi− xi+1, where, as usual, h(p) = (x1, y1, ..., xn, yn). Then define
the p-component of O(V) by:
O(V)p = Fr1(p) ⊗ · · · ⊗ Frn(p) ⊗ t
s1(p)
1 · · · t
sn−1(p)
n−1 .
Clearly, we have
O(V) =
⊕
p∈ΛB(σ)
O(V)p.
One easily proves the following lemma.
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Lemma 6.2. Let σ ∈ Σ and regard O(V) as an ΛB(σ)-graded L-algebra. Then Aσ and
O(V) are isomorphic as ΛB(σ)-graded L-algebras, and the isomorphism is unique
up to scalars.
The main step in proving Theorem 3.5 is showing that Aσ and Bσ are isomorphic
as SL2-algebras, and the isomorphism is unique up to scalars. We will prove this by
induction on a certain filtration of ΛB(σ), which we now describe.
For p ∈ ΛB let pmax = λ1 where p = λ/µ and λ = (λ1, ..., λn). For every σ ∈ Σ we
define the set
ΛB(σ,m) = {p ∈ ΛB(σ) : pmax ≤ m}.
Clearly ΛB(σ,m) is finite, ΛB(σ,m − 1) ⊂ ΛB(σ,m), and
⋃
m≥0ΛB(σ,m) = ΛB(σ).
Lemma 6.3. Let m > 1, σ ∈ Σ, and suppose p ∈ ΛB(σ,m) satisfies pmax = m.
(1) There exist p′, p′′ ∈ ΛB(σ,m− 1) such that p = p
′ + p′′.
(2) Suppose moreover that τ ∈ Σ and p ∈ ΛB(τ,m). Then there exist p
′, p′′ ∈
ΛB(σ,m − 1) ∩ΛB(τ,m − 1) such that p = p
′ + p′′.
Proof. Let hσ(p) = (z1, ..., z2n). Define
z′i =
{
1 if zi ≥ 1
0 if zi = 0
and z′′i = zi− z
′
i. It’s trivial to check that ξ
′ = (z′1, ..., z
′
2n), ξ
′′ = (z′′1 , ..., z
′′
2n) ∈ Λ2n. Let
p′ = f−1σ (ξ
′) and p′′ = f−1σ (ξ
′′). This is well-defined by Lemma 6.1. Lemma 6.1 also
shows that p = p′ + p′′. Since m > 1, p′, p′′ ∈ ΛB(σ,m − 1). This proves (1).
Let p′, p′′ ∈ ΛB(σ,m − 1) be constructed as in the previous paragraph. We must
show that p′, p′′ ∈ ΛB(σ)∩ΛB(τ). If σ = (σ1 · · · σn−1) and τ = (τ1 · · · τn−1), then every
i such that σi 6= τi forces the equality µi = λi+1 among the entries of p. Therefore, if
hσ(p) = (z1, ..., z2n) and σi 6= τi, then z2i+1 = z2i+2. Now note that in the definition of
ξ′, ξ′′, if z2i+1 = z2i+2 then z
′
2i+1 = z
′
2i+2 and z
′′
2i+1 = z
′′
2i+2. Hence the entries of ξ
′, ξ′′
satisfy the same equalities that hσ(p) satisfies, which implies that p
′, p′′ ∈ ΛB(σ)∩ΛB(τ).
This proves (2). 
Lemma 6.4. Let m > 1, σ ∈ Σ, and suppose p ∈ ΛB(σ,m) satisfies pmax = m. Then
there exist q1, ..., qn ∈ ΛB(σ,m − 1) such that
(1) p = q1 + · · · + qn
(2) Aqi is an irreducible SL2-module.
(3) Either Aq1 ⊗ · · · ⊗Aqn ∼= Ap as SL2-modules, or A
p is irreducible as an SL2-
module, and the multiplication map Aq1 ⊗ · · · ⊗ Aqn → Ap is a projection
onto the Cartan component Ap of Aq1 ⊗ · · · ⊗Aqn.
Proof. Let hσ(p) = (x1, y1, ..., xn, yn). Define
ξi = (xi − xi+1, ..., xi − xi+1︸ ︷︷ ︸
2i−1
, yi − xi+1, 0, ..., 0)
for i = 1, ..., n − 1, and set ξn = (xn, ..., xn, 0). The argument breaks into cases.
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Case 1: Suppose h−1σ (ξi) 6∈ ΛB(σ,m − 1) for some i ≤ n. Then xi − xi+1 = m and
therefore
hσ(p) = (m, ...,m, b, 0, ..., 0)
for some b ≤ m in the (2i)th entry. Therefore Ap is irreducible as an SL2-module.
Now choose ξ′, ξ′′ as in the proof of Lemma 6.3 and consider the associated p′, p′′.
By the lemma p′, p′′ ∈ ΛB(σ,m − 1). Moreover, by our construction of ξ
′, ξ′′ from
ξ, Ap
′
,Ap
′′
are irreducible SL2-modules. Therefore the map A
p′ ⊗ Ap
′′ → Ap is a
projection onto the Cartan component of Ap
′
⊗ Ap
′′
, and the lemma is satisfied with
q1 = p
′, q2 = p
′′, and qi = 0 for i > 2.
Case 2: Suppose that h−1σ (ξi) ∈ ΛB(σ,m− 1) for i = 1, ..., n. Then set qi = h
−1
σ (ξi).
Since ξ = ξ1 + · · · + ξn, by Lemma 5.2, p = q1 + · · · + qn. By the definition of ξi we
also have that
Aqi = F0 ⊗ · · · ⊗ Fxi−yi︸ ︷︷ ︸
ith
⊗ · · · ⊗ F0.
Therefore Aqi is an irreducible SL2-module, and A
q1 ⊗ · · · ⊗Aqn ∼= Ap. 
Remark 6.5. In the proof of Lemma 6.4 all we used was the SL2-module structure
of Ap. Therefore, by Corollary 3.3, the statement holds with Ap replaced by Wp
and Aqi replaced by Wqi.
Lemma 6.6. Let m > 1, σ ∈ Σ, and suppose p ∈ ΛB(σ,m) satisfies pmax = m. Let
q1, ..., qn ∈ ΛB(σ,m − 1) be given as in Lemma 6.4. Suppose also we are given
SL2-isomorphisms φi : W
qi → Aqi for i = 1, ..., n. Let
K = ker(Wq1 ⊗ · · · ⊗Wqn
τ→Wp)
J = ker(Aq1 ⊗ · · · ⊗Aqn
κ→ Ap)
be the kernels of the multiplication maps coming from the rings Bσ and Aσ, which
we denote here by τ and κ. Set φ = φ1⊗ · · ·⊗φn. Then φ(K) = J. Consequently,
there is an SL2-isomorphism ψ : W
p → Ap making the following diagram commute:
Wq1 ⊗ · · · ⊗Wqn −→ Wp↓ φ ↓ ψ
Aq1 ⊗ · · · ⊗Aqn −→ Ap
Proof. Clearly κ is surjective. By Proposition 3.6, τ is surjective. Therefore we have
the following diagram:
0 −→ K −→ Wq1 ⊗ · · · ⊗Wqn −→ Wp −→ 0↓ φ
0 −→ J −→ Aq1 ⊗ · · · ⊗Aqn −→ Ap −→ 0
According to Lemma 6.4 there are two possibilities. Either Aq1 ⊗ · · · ⊗ Aqn ∼= Ap as
SL2-modules, or A
p is irreducible as a SL2-module, and the multiplication map A
q1 ⊗
· · · ⊗ Aqn → Ap is a projection onto the Cartan component Ap of Aq1 ⊗ · · · ⊗ Aqn . If
Aq1 ⊗ · · · ⊗ Aqn ∼= Ap then J = {0}, and by the above remark Wq1 ⊗ · · · ⊗Wqn ∼= Wp.
Therefore K = {0}, and so clearly φ(K) = J.
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In the other case, Ap ∼= Wp are irreducible SL2-modules. Choose k so that A
p ∼=
Wp ∼= Fk. Since the maps κ, τ are both projections onto the Cartan component Fk, their
kernels are given as sums of SL2-isotypic components
K =
∑
n<k
(Wq1 ⊗ · · · ⊗Wqn)[j]
J =
∑
j<k
(Aq1 ⊗ · · · ⊗Aqn)[j].
Since φ intertwines the SL2-action, φ(K) ⊂ J. Moreover, κ and τ are both Cartan
multiplications of the same SL2-modules, and so dimK = dim J. Therefore φ(K) = J. 
Lemma 6.7. Let m > 1, σ ∈ Σ, and suppose we are given p′, p′′, q′, q′′ ∈ ΛB(σ,m)
such that p′ + p′′ = q′ + q′′. Then there exist t′, t′′, r′, r′′ ∈ ΛB(σ,m) such that
t′ + r′ = p′, t′′ + r′′ = p′′
t′ + t′′ = q′, r′ + r′′ = q′′
Proof. For some nonnegative integers n′i, n
′′
i ,m
′
i,m
′′
i we have
hσ(p
′) =
∑2n
i=1 n
′
i̟i, hσ(p
′′) =
∑2n
i=1 n
′′
i̟i
hσ(q
′) =
∑2n
i=1m
′
i̟i, hσ(q
′′) =
∑2n
i=1m
′′
i̟i
Define:
τ′ =
2n∑
i=1
(m′′i −min(n
′′
i ,m
′′
i ))̟i
ρ′ =
2n∑
i=1
(n′i −m
′′
i +min(n
′′
i ,m
′′
i ))̟i
τ′′ =
2n∑
i=1
min(n′′i ,m
′′
i )̟i
ρ′′ =
2n∑
i=1
(n′′i −min(n
′′
i ,m
′′
i ))̟i.
Clearly τ′, τ′′, ρ′′ ∈ Λ2n. Since p
′ + p′′ = q′ + q′′, ρ′ ∈ Λ2n as well. Now, note that
hσ(p
′) = τ′ + ρ′, hσ(p
′′) = τ′′ + ρ′′
hσ(q
′) = ρ′ + ρ′′, hσ(q
′′) = τ′ + τ′′.
Set
t′ = h−1σ (τ
′), t′′ = h−1σ (τ
′′)
r′ = h−1σ (ρ
′), r′′ = h−1σ (ρ
′′)
Since hσ is a semigroup isomorphism and p
′, p′′, q′, q′′ ∈ ΛB(σ), it follows that t
′, t′′, r′, r′′ ∈
ΛB(σ) and they satisfy the desired equations. 
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6.2. Proof of Proposition 3.7.
Definition 6.8. Let F = {φp : W
p → Ap}p∈ΛB be a family of SL2-isomorphisms
indexed by ΛB. Then F is a compatible family if for any σ ∈ Σ and p
′, p′′ ∈ ΛB(σ)
the following diagram commutes:
(16)
Wp
′
⊗Wp
′′
−→ Wp′+p′′↓ ↓
Ap
′
⊗Ap
′′
−→ Ap′+p′′
Here the vertical maps are given by φp′ ⊗φp′′ and φp′+p′′, and the horizontal maps
are the product maps in the rings Bσ and Aσ.
Proposition 6.9. There exists a compatible family F = {φp : W
p → Ap}p∈ΛB of
SL2-isomorphisms. Moreover, each map φp ∈ F is unique up to scalar.
Proof. For a nonnegative integer m set ΛB(m) = {p ∈ ΛB : pmax ≤ m}. We first prove
by induction on m that there is a family of SL2 isomorphisms
Fm = {φp : W
p → Ap}p∈ΛB(m)
such that for any p ∈ ΛB(m), σ ∈ Σ, and p
′, p′′ ∈ ΛB(σ) such that p = p
′ + p′′, diagram
(16) commutes.
For the base case we construct F1. If pmax = 0 then p = p0 = 0/0. We define
φp0 : W
p0 → Ap0 by 1 ∈ Wp0 7→ 1 ⊗ · · · ⊗ 1 ∈ Ap0 . Of course, if p′ + p′′ = p0 then
p′ = p′′ = p0 and (16) trivially commutes. Suppose now that pmax = 1. Then p = λ/µ
with λ a fundamental weight, and µ either zero or a fundamental weight. In any case,
Ap is an irreducible SL2-module, and by Corollary 3.3, W
p ∼= Ap as SL2-modules. We
choose an SL2-isomorphism φp : W
p → Ap. By Schur’s Lemma, φp is unique up to
scalar. Now suppose σ ∈ Σ, p′, p′′ ∈ ΛB(σ), and p
′ + p′′ = p. Then either p′
max
= 0 or
p′′
max
= 0. Assume, without loss of generality, that p′
max
= 0. Then p′ = p0, and by
our construction of φp0 , diagram (16) commutes. Set F1 = {φp :W
p → Ap}p∈ΛB(1); this
completes the base case.
Let m > 1 and suppose that Fm−1 exists and satisfies the desired properties. We
must construct Fm. For p ∈ ΛB(m) such that pmax < m, there exists φp ∈ Fm−1 by
hypothesis. We include these φp in Fm. For such p we have the following: if σ ∈ Σ,
p′, p′′ ∈ ΛB(σ), and p = p
′ + p′′, then diagram (16) commutes. Indeed, p = p′ + p′′
implies that p′, p′′ ∈ ΛB(m − 1). Therefore φp′ and φp′′ are also obtained from Fm−1,
and diagram (16) commutes by hypothesis.
Suppose p ∈ ΛB(m) satisfies pmax = m. Choose an order type σ ∈ Σ such that
p ∈ ΛB(σ). Note that σ may not be unique. Choose q1, ..., qn ∈ ΛB(σ,m − 1) by
Lemma 6.4. Now apply Lemma 6.6 to obtain an SL2-isomorphism ψ : W
p → Ap such
that the following diagram commutes:
(17)
Wq1 ⊗ · · · ⊗Wqn −→ Wp↓ φ ↓ ψ
Aq1 ⊗ · · · ⊗Aqn −→ Ap
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where φ = φq1 ⊗ · · · ⊗φqn . We now show that (i) if p
′, p′′ ∈ ΛB(σ) satisfy p = p
′ + p′′
then
(18)
Wp
′
⊗Wp
′′
−→ Wp↓ ↓ ψ
Ap
′
⊗Ap
′′
−→ Ap
commutes, (ii) ψ is independent of the choice of q1, ..., qn, and (iii) ψ is independent of
the choice of σ.
First note that (i) implies (ii). Indeed, suppose q′1, ..., q
′
n ∈ ΛB(σ,m − 1) is another
collection of shapes satisfying the conditions of Lemma 6.4, and ψ′ : Wp → Ap is the
associated SL2-isomorphism obtained by Lemma 6.6. By (i) both ψ and ψ
′ would make
(18) commute. But since all the maps in the diagram are surjective, there is a unique
map making (18) commute. Therefore ψ = ψ′.
Now we prove (i). If p′
max
= m (resp. p′′
max
= m) then p′′ = p0 (resp. p
′ = p0), and
(18) commutes by our choice of φp0 . Therefore we may assume that p
′
max
, p′′
max
< m.
By renumbering the qj if necessary, we may assume that (q1)max 6= 0. Let q
′ = q1
and q′′ = q2 + · · · + qn. Then q
′, q′′ ∈ ΛB(σ,m − 1) and q
′ + q′′ = p. By inductive
hypothesis the following diagram commutes:
(19)
Wq1 ⊗ · · · ⊗Wqn −→ Wq′ ⊗Wq′′↓ ↓
Aq1 ⊗ · · · ⊗Aqn −→ Aq′ ⊗Aq′′
where the vertical map on the left is φ = φq1 ⊗ · · · ⊗ φqn , and the one on the right
is φq′ ⊗ φq′′ . Combining (17) and (19) and the fact that all the maps are surjective
(Proposition 3.6), we conclude that
(20)
Wq
′
⊗Wq
′′
−→ Wp↓ ↓ ψ
Aq
′
⊗Aq
′′
−→ Ap
commutes.
Since p ′ + p ′′ = q ′ + q ′′, by Lemma 6.7 there exist t′, t′′, r′, r′′ ∈ ΛB(σ,m) such that
t′ + r′ = p′, t′′ + r′′ = p′′
t′ + t′′ = q′, r′ + r′′ = q′′.
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Consider the following diagram:
Wr
′
⊗Wt
′
⊗Wr
′′
⊗Wt
′′
uukkk
k
k
k
k
k
k
k
k
k
k
k
k
//

Wq
′
⊗Wq
′′
yyss
s
s
s
s
s
s
s
s

Wp
′
⊗Wp
′′ //

Wp

Ar
′
⊗At
′
⊗Ar
′′
⊗At
′′
uukkk
k
k
k
k
k
k
k
k
k
k
k
k
// Aq
′
⊗Aq
′′
yyss
s
s
s
s
s
s
s
s
Ap
′
⊗Ap
′′ // Ap
The top square commutes by associativity of the product in Bσ. The left and back
squares commute by inductive hypothesis. The right square commutes since it is the
diagram (20). The bottom square commutes by associativity of the product in Aσ.
By chasing this diagram and repeatedly using Proposition 3.6, it follows that the front
square commutes. This proves (ii).
We now prove (iii), namely that ψ is independent of σ. Indeed, suppose τ ∈ Σ is
another order type such that p ∈ ΛB(τ). By the above argument we obtain an SL2
isomorphism ζ : Wp → Ap such that (18) commutes for all p′, p′′ ∈ ΛB(τ). By Lemma
6.3(2) there exist p′, p′′ ∈ ΛB(σ) ∩ΛB(τ) such that p = p
′ + p′′. Therefore both ψ and
ζ make the following diagram commute:
Wp
′
⊗Wp
′′
−→ Wp↓ ↓ ψ, ζ
Ap
′
⊗Ap
′′
−→ Ap
Hence ψ = ζ.
At this point we’ve shown for any p ∈ ΛB(m) there is a canonical SL2 isomorphism
ψ : Wp → Ap satisfying the property: for any σ ∈ Σ and p′, p′′ ∈ ΛB(σ) such that p =
p′ + p′′, diagram (18) commutes. Set φp = ψ and define Fm = {φp : W
p → Ap}p∈ΛB(m).
This completes the induction.
Let F =
⋃
∞
m=1 Fm. By construction, F is a compatible family of SL2-isomorphisms.
This completes the proof of the first statement of the proposition.
Now suppose F˜ = {φ˜p : W
p → Ap}p∈ΛB is another compatible family of SL2-isomorphisms.
We will show by induction on p
max
that there exist a set of nonzero scalars {cp ∈ C
× :
p ∈ ΛB}, such that φp = cpφ˜p for all p ∈ ΛB.
We already noted that by Schur’s Lemma each isomorphism φp with pmax = 1 is
unique up to scalar. Therefore there exist cp ∈ C
× such that
(21) φp = cpφ˜p
for all p with p
max
= 1. Let m > 1. Suppose now that there exist scalars so that (21)
holds for all p ∈ ΛB such that pmax < m. Let p ∈ ΛB with pmax = m. Choose some
σ ∈ Σ such that p ∈ ΛB(σ). By Lemma 6.3, there exist p
′, p′′ ∈ ΛB(σ,m− 1) such that
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p = p′ + p′′. Then by the compatibility of F the following diagram commutes:
(22)
Wp
′
⊗Wp
′′
−→ Wp↓ ↓
Ap
′
⊗Ap
′′
−→ Ap
where the vertical maps are φp′ ⊗ φp′′ and φp. By hypothesis,
φp′ ⊗ φp′′ = cp′cp′′φ˜p′ ⊗ φ˜p′′ .
Therefore (22) commutes with the vertical maps replaced by φ˜p′⊗φ˜p′′ and
1
cp′cp′′
φp.
Hence 1
cp′cp′′
φp = φ˜p, or, in other words, cp = cp′cp′′ and φp = cpφ˜p. This completes
the induction, and shows that φp ∈ F is unique up to scalar. 
We can now prove Proposition 3.7. Indeed, let F = {φp : W
p → Ap}p∈ΛB be a
compatible family of SL2-isomorphisms guaranteed by the above proposition. Define a
map
(23) φσ : Bσ → Aσ
by
φσ|Wp = φp
for all p ∈ ΛB(σ), and extend linearly. Since F is a compatible family, φσ is an
isomorphism of SL2-algebras. Indeed, the commutativity of diagram (16) means precisely
that φσ is an algebra homomorphism.
Now suppose φ˜σ : Bσ → Aσ is some other isomorphism of SL2-algebras. Set φ˜p =
φ˜σ|Wp . Then
{φ˜p : p ∈ ΛB(σ)}
is a compatible family of SL2 isomorphisms. Therefore, by the above proposition, there
scalars cp such that φp = cpφ˜p. Therefore the graded components of φ˜σ are scalar
multiples of the graded components of φσ, i.e. φσ is unique up to scalars. This proves
part (1) of Proposition 3.7.
To prove part (2) we define a representation of L on Bσ, denoted Φσ, by the formula
Φσ(g) = φ
−1
σ ◦ θσ(g) ◦ φσ.
Here g ∈ L, φσ is the algebra isomorphism coming from Proposition 6.9 as in (23), and
θσ is the action of L on Aσ defined in (8). We must show that Φσ is independent of the
choice of φσ.
Indeed, suppose we are given another isomorphism φ˜σ and use it to define the cor-
responding representation of L on Bσ, which we denote Φ˜σ. Now, choose scalars cp as
above. Then for any g ∈ L and p ∈ ΛB(σ),
Φσ(g)|Wp = φ
−1
p ◦ θp(g) ◦ φp
= (cpφ˜p)
−1 ◦ θp(g) ◦ (cpφ˜p)
= (φ˜p)
−1 ◦ θp(g) ◦ φ˜p
= Φ˜σ(g)|Wp .
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Therefore Φσ = Φ˜σ. This proves part (2) of Proposition 3.7.
6.3. Proof of Theorem 3.5. Existence: Consider the representations (Φσ,Bσ) of L
from Proposition 3.7, and let mathcalF be the compatible family guaranteed by Propo-
sition 6.9. These representations satisfy four desirable properties, all of which are almost
tautologies.
(i) For any p ∈ ΛB(σ), W
p is an irreducible L-submodule isomorphic to
⊗n
i=1 F
ri(p).
Indeed, by definition of Φσ, φp : W
p → Ap is an isomorphism of L-modules.
(ii) L acts as algebra automorphisms on Bσ. In other words, we claim that for p, p
′ ∈
ΛB(σ), the product map,W
p⊗Wp
′ →Wp+p′ , is a homomorphism of L-modules. Indeed,
by the compatibility of F , the product map factors as follows:
Wp ⊗Wp
′
−→ Wp+p′↓ ↑ φ−1p+p′
Ap ⊗Ap
′
−→ Ap+p′
Since the three lower maps are L-module morphisms, it follows that the top map is too.
(iii) ResLSL2(Φσ) is the natural action of SL2 on Bσ. In other words, for x ∈ SL2
x|Bσ = Φσ(δ(x))
where x|Bσ denotes the natural action of x on Bσ and δ is the diagonal embedding of
SL2 into L. Indeed, φσ intertwines the natural action of SL2 on Bσ with the diagonal
SL2-action on Aσ. This means that
φσ ◦ (x|Bσ) = θσ(δ(x)) ◦ φσ.
Therefore
Φσ(δ(x)) = φ
−1
σ ◦ θσ(δ(x)) ◦φσ
= φ−1σ ◦ φσ ◦ (x|Bσ)
= x|Bσ .
(iv) For any σ1, σ2 ∈ Σ and g ∈ L
(24) Φσ1(g)|Bσ1∩Bσ2 = Φσ2(g)|Bσ1∩Bσ2 .
Indeed, suppose p ∈ ΛB(σ1) ∩ ΛB(σ2). Then φσ1 |Wp = φp = φσ2 |Wp from which (24)
immediately follows.
We now construct from F the representation (ΦF ,B) of L satisfying the conditions of
Theorem 3.5. Let g ∈ L. Define ΦF (g) on B by
ΦF (g)|Bσ = Φσ(g).
By (24) this is well-defined, and since
∑
σ Bσ = B, this gives an action of L on all of B.
Moreover, by properties (i) and (ii), (ΦF ,B) satisfies the conditions of Theorem 3.5. By
property (iii) (ΦF ,B) extends the natural action of SL2 on B.
Uniqueness: Suppose (Φ,B) is some representation of L satisfying the conditions
of Theorem 3.5. By Proposition 3.7, to show uniqueness it suffices to show that there
exists a compatible family F˜ = {φ˜p : W
p → Ap}p∈ΛB such that Φ = ΦF˜ .
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By condition (1) of the theorem, Wp is isomorphic to Ap as L-modules for every
p ∈ ΛB. In particular, we can choose a set of L-isomorphisms {φ˜p : W
p → Ap}p
max
=1.
From this set we construct a compatible family F˜ = {φ˜p : W
p → Ap}p∈ΛB as in the proof
of Proposition 6.9.
To show that Φ = Φ
F˜
, we need to show that for all g ∈ L and p ∈ ΛB, the following
diagram commutes:
(25)
Wp
Φ(g)
−→ Wp↓ ↓
Ap
θp(g)
−→ Ap
where the vertical maps are both φ˜p. We prove this by induction on pmax.
Let p ∈ ΛB. If pmax = 1, then (25) commutes by our choice of {φ˜p :W
p → Ap}p
max
=1
above. Let m > 1 and assume (25) commutes for all p such that p
max
< m. Suppose
then that p
max
= m. Choose some σ ∈ Σ such that p ∈ ΛB(σ). By Lemma 6.3, there
exist p′, p′′ ∈ ΛB(σ,m − 1) such that p = p
′ + p′′. Consider the following cube:
Wp
′
⊗Wp
′′
yyrr
r
r
r
r
r
r
r
r
Φ(g)⊗Φ(g)
//

Wp
′
⊗Wp
′′
yyrr
r
r
r
r
r
r
r
r

Wp
Φ(g)
//

Wp

Ap
′
⊗Ap
′′
yyrr
r
r
r
r
r
r
r
r
θp′ (g)⊗θp′′ (g)
// Ap
′
⊗Ap
′′
yyrr
r
r
r
r
r
r
r
r
Ap
θp(g)
// Ap
The top square commutes since Φ satisfies condition (2) of Theorem 3.5. The left
and right squares commute by the compatibility of F . The bottom square commutes
since the product on Aσ intertwines the L-action. Finally, the back square commutes
by inductive hypothesis. Since all the maps are surjective, we conclude that the front
square commutes. This completes the induction, and proves that Φ = Φ
F˜
.
This completes the proof of Theorem 3.5.
7. Proof of Corollary 3.8
Let TSL2 be the torus of SL2 consisting of diagonal matrices. Let TL = TSL2 × · · ·× TSL2
be the diagonal torus of L. From elementary representation theory of SL2 we know that
irreducible L-modules decompose canonically into one dimensional TL weight spaces.
Now let (Φ,B) be the representation of L afforded by Theorem 3.5. Then by part (1)
of Theorem 3.5, the multiplicity spaces Wp, (p ∈ ΛB), decompose into one dimensional
spaces.
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The decomposition is canonical. Indeed, TL is the unique torus of L containing TSL2 .
Moreover, the choice of the torus TSL2 is induced by our choice of torus of Spn, i.e.
TSL2 = SL2 ∩ TCn .
Therefore the decomposition ofWλ/µ into one dimensional spaces depends only the choice
of torus of Spn. We now make this decomposition more precise.
Lemma 7.1. Let λ/µ ∈ ΛB. The weight spaces of TL on W
λ/µ are indexed by the
set {γ ∈ Λn : µ < γ < λ
+}. An element γ corresponds to the weight
(t1, ..., tn) 7→ n∏
i=1
t
2γi−xi−yi
i .
where h(λ/µ) = (x1, y1, ..., xn, yn).
Proof. Set p = λ/µ. Since Wp is isomorphic as an L-module to
⊗n
i=1 F
ri(p), the weight
spaces of TL on W
p are indexed by
{(j1, ..., jn) : 0 ≤ ji ≤ ri(p) for i = 1, ..., n}.
Indeed, such a sequence (j1, ..., jn) corresponds to the weight
(t1, ..., tn) 7→ n∏
i=1
t
(−ri(p)+2ji)
i .
Now there is a one-to-one correspondence between
{(j1, ..., jn) : 0 ≤ ji ≤ ri(p) for i = 1, ..., n}
and
{(γ1, ..., γn) : yi ≤ γi ≤ xi for i = 1, ..., n}
given by (j1, ..., jn) 7→ (j1 + y1, ..., jn + yn). Therefore, by Lemma 5.1, the weight spaces
of TL on W
p are indexed by {γ ∈ Λn : µ < γ < λ
+}. Unwinding these identifications, we
see that a pattern γ corresponds to the weight
(t1, ..., tn) 7→ n∏
i=1
t
−(xi+yi)+2γi
i .

For λ/µ ∈ ΛB and γ ∈ {γ ∈ Λn : µ < γ < λ
+}, let Wλ/γ/µ be the TL weight
space of Wλ/µ corresponding to the weight γ by the above lemma. Then we obtain a
decomposition of Wλ/µ into one dimensional weight spaces:
Wλ/µ =
⊕
γ∈Λn
µ<γ<λ+
Wλ/γ/µ.
This decomposition is canonical in the sense that it only depends on the choice of torus
TCn ⊂ Sp2n. This completes the proof of Corollary 3.8.
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