Abstract. We study the pointwise behavior of perturbed degenerate (sonic) shock waves for scalar conservation laws with constant di¤usion. Building on the pointwise Green's function approach of [H1-3], [ZH], we extend the linear analysis to an equation with non-integrable coe‰cients, arriving at an estimate on linearized perturbations believed sharp to a possible error of size log t.
Introduction
We consider the scalar viscous conservation law u t þ f ðuÞ x ¼ u xx ; u; x; f A R; t A R þ ; ð1:1Þ uð0; xÞ ¼ u 0 ðxÞ; where u 0 ðGyÞ ¼ u G , f A C 2 ðRÞ. In particular, we will study the stability of degenerate, or sonic, shock solutions to (1.1); that is solutions of the form uðx À stÞ which satisfy the Rankine-Hugoniot condition
as well as the degenerate condition that f 0 ðu þ Þ ¼ s < f 0 ðu À Þ (or symmetrically f 0 ðu þ Þ < s ¼ f 0 ðu À Þ). Without loss of generality, we may take s ¼ 0 and thus
This problem has recently been studied in some detail through energy methods by Mei, and Nishikawa [M1] , [MN4] , [Ni] . While we extend their results to slower-decaying initial perturbations, by factor jxj, and gain a greater rate of decay in time on the perturbation by a factor of t À1=2 log t (believed sharp to a possible error of
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size log t), the proper aim of this paper is to introduce a method of study based on sharp ODE estimates, similar to that of [H1-3] , [ZH] , . This method has already proven quite robust in applications to scalar conservation laws of high order [HZ1] , systems of conservation laws [ZH] , and most recently multi-dimensional conservation laws , [Z3] , [ZS] . We expect that similar extensions may also be viable in the case of degenerate waves, through application of the basic techniques presented here.
Our interest in the degenerate case is motivated by several concerns. Degenerate shock waves serve as a boundary case between Lax and undercompressive waves, and an understanding of such boundary cases often illuminates the general analysis. In the absence of such guiding example problems as those of Nishihara and Zumbrun for nondegenerate waves [N1] , [Z1] , (1.1) appears to be the simplest case from which we can extract definitive results. Additionally, the Green's function estimates of Theorem 1.1 are quite interesting apart from their application to viscous shock waves. It is notable that the Laplace transform analysis of [H1-2] , [ZH] , developed in the context of equations with exponentially decaying coe‰cients, can be extended to the case of non-integrable coe‰cients.
Finally, we have been motivated by the physical significance of degenerate waves in the study of detonation (see, for example, [FD] ). Briefly, in the case that a pressure shock front impinges on an explosive, instigating detonation, classical Chapman-Jouguet theory asserts that the velocity of the impinging shock front must be chosen as the minimum possible velocity for which conservation of mass, momentum and energy allow a final-state solution. At this velocity, the flow of pressure takes the form of a degenerate wave, followed by a rarefaction wave.
Such detonation waves have been the subject of considerable research, and we mention a few results most closely related to our analysis. In the context of a model of Majda [M] , Liu and Ying have shown the stability of nondegenerate, or ''strong'' detonation waves [LY] . Recently, in the context of a model of Rosales and Majda [RM] , Tong Li has employed the methods of [MN4] to gain rates of decay on the perturbation in both the nondegenerate and degenerate (Chapman-Jouguet) cases . In the case of nondegenerate detonation waves, Zumbrun has shown that even in the case of higher dimensions, stability can be analyzed via the methods of [H1-3] , [ZH] (see [Z3] ). In particular, Zumbrun's analysis suggests that the methods employed here may extend to the study of CJ waves.
One critical feature of degenerate shock solutions, uðxÞ, to (1.1) is that when (1.1) is linearized about uðxÞ, the linearized eigenvalue problem L À uðxÞ Á v ¼ lv has the property that zero lies not only in both the point spectrum and the essential spectrum of L À uðxÞ Á (as is generically the case for traveling wave solutions to viscous conservation laws), but is also a branch point of the Evans function (see [AGJ] for example, and below). In the case of nondegenerate viscous shock waves, Gardner and Zumbrun have shown that for branch points near the origin (within the gap of their Gap Lemma), the Evans function can be analytically extended through the branch on an appropriate Riemann manifold [GZ] . Kapitula and Rubin have recently employed a similar extension in the cases of the cubic nonlinear Schrö dinger equation and the Ginzburg-Landau equation [KR] . The algebraic decay of coe‰cients of L À uðxÞ Á in the case of degenerate shock waves, however, seems to preclude the possiblity of a similar analysis. Without analyticity of the Evans function, even in this extended sense, the usual manner of analysis near the origin by Taylor expansion cannot apply [GZ] , [HZ2] , appendix, [PW] . Rather, the Evans function must by understood here through sharp ODE estimates. Such estimates, however, are di‰cult in themselves in the case of equations with non-integrable coe‰cients. In addition, previous analyses using these methods have made extensive use of contours passing through the negative-real axis [H1-3] , [ZH] -contours disallowed by this branch of the Evans function. The heart of the method, however, lies not in particular contour shifts, but rather in su‰ciently sharp ODE estimates, and we find here that considerably di¤erent contours su‰ce.
Our method of study will be to let uðt; xÞ denote a second solution of (1.1) and consider the perturbation vðt; xÞ ¼ uðt; xÞ À uðxÞ. It is well known that a solution initialized by uð0; xÞ near uðxÞ will not generally approach uðxÞ, but rather will approach a translate of uðxÞ determined uniquely by the mass of vðt; xÞ, Ð R vð0; xÞ dx (see discussion,
for example, in [HZ2] ). Proceeding as in [G] , [L] , [MN4] , we will study convergence to this asymptotically selected translate, in which case v will have zero mass. In particular, we take vðt; xÞ :¼ uðt; xÞ À uðx À lÞ, where l is chosen such that Ð R uðt; xÞ À uðx À lÞ dx ¼ 0. As the rest of the paper will be concerned with uðx À lÞ, we will henceforth denote it uðxÞ.
We mention before proceeding that recent advances in the study of viscous shock wave stability have shown that local tracking rather than asymptotic tracking typically leads to a sharper understanding of the wave's underlying behavior , [Z2] , [ZH] . In fact, for undercompressive viscous shock waves, whose asymptotic location cannot generally be determined by conservation of mass, local tracking is essential. Such an analysis is hindered, however, in the case of degenerate shock waves by the branch point of the Evans function at l ¼ 0, as will be discussed in Section 6 on further work. Substituting uðt; xÞ ¼ uðxÞ þ vðt; xÞ into (1.1) we arrive at the linearized equation Our first theorem consists of pointwise estimates on Gðt; x; yÞ and rests upon the following observations (see Figure 4 .1):
(1) The essential spectrum of L lies on and to the left of a parabola passing through the origin and opening into the negative real complex plane. We will denote this parabola by G e and represent it through l e ðkÞ ¼ Àk 2 À ia À k:
(2) The point spectrum of L lies to the left of a parabola G d defined through
where d 0 ; d 1 ; d 2 > 0 will be chosen su‰ciently small during the analysis.
Theorem 1.1. Let f 00 ðu þ Þ 3 0 for f as in (1.1) ( first order degeneracy). For some constants C; M; T > 1 and h > 0, depending on aðxÞ ¼ f 0 À uðxÞ Á and the spectrum of L, the Green's function, Gðt; x; yÞ, for v t ¼ Lv satisfies the following estimates.
(I) For jx À yj f Kt, K su‰ciently large, and also for t e T, all x; y ðn ¼ 0; 1Þ q n x Gðt; x; yÞ ¼ Oðt (II) For jx À yj e Kt, K as above, t f T: 
(v) 0 e y e x:
Gðt; x; yÞ where 5 denotes minimum and estimates of form
Á e Cf ð1 þ ÁÞ (allowing numerous expressions that would otherwise extend over two lines to be completed on one).
A detailed discussion of estimates of the form of those from Theorem 1.1 appears in [H2] . We mention here only that the estimates on G; G x for Cases (i)-(iv) are not assumed sharp, and should be compared with the more natural estimates of [H1-2] , [ZH] . The difficulty in obtaining sharp Green's function estimates in these cases centers around our inability to extend contours through the negative real axis, and also upon our inability to expand functions of ffiffi ffi l p in a Taylor series about the crucial point l ¼ 0. As the analysis is essentially dictated by the purely degenerate case, x; y f 0, however, these estimates do not e¤ect our final result. On the other hand, it would also appear that the log t terms in Cases (v)-(vi) are not sharp, and these contribute a final error on our perturbation of size log t. In the absence of an exact analysis, it is unclear whether or not this could be removed. Finally, we observe that the estimates in (v)-(vi) of algebraic form y=x (i.e., those of the form Oðjxj À1 ÞOðjyjÞ) are similar to those obtained in the rarefaction analysis of [SZ] , by an explicit Hopf-Cole calculation. It is critical that such refined behavior can be understood through these methods.
Before stating our main theorem we make the following definitions. Also let
and D þ ðtÞ :¼ logð2 þ tÞD À ðtÞ.
Remark. D À ðtÞ will dictate the t-decay of the perturbation on the Lax side (x e 0) and D þ ðtÞ will dictate the t-decay of the perturbation on the degenerate side (x f 0). Terms of form logð2 þ tÞ will serve to represent generic log t growth that neither blows up nor vanishes as t ! 0. That such errors do not arise as t ! 0 is clear from the preceding discussion and the observation that small-t behavior is governed by large-jlj behavior, which is the same for degenerate waves as for the Lax waves of previous analyses [H1-3] . We mention that in their analysis of rarefaction wave stability for systems of conservation laws, Szepessy and Zumbrun observed a similar discrepancy by log t of decay on the degenerate side versus decay on the non-degenerate side [SZ] . Definition 1.2 (Orbital stability). We say that a standing wave solution uðxÞ to (1.1) is orbitally stable in norm k Á k if there exists an e > 0 and a translate of u, say u l ¼ uðx À lÞ, such that if another solution, u, to (1.1) satisfies kuð0; xÞ À u l ðxÞk e e, then kuðt; xÞ À u l ðxÞk decays to zero in time.
We now state the main result of the paper, from which orbital stability follows in every L p norm. 
h and M are as in Theorem 1.1 and 5 represents minimum.
Remark. By comparing Theorem 1.2 above with the similar Theorem 1.2 of [HZ1] , one can see how the estimates for degenerate waves lie between those for Lax and undercompressive waves (undercompressive waves arising in scalar equations of higher order). For example, we see that while perturbations from Lax waves decay at a rate only limited by the decay of initial data, perturbations from undercompressive waves decay in L y norm at a maximum rate of t À1=2 , while perturbations from degenerate waves decay at a maximum rate of t À1 log t. Such maximum rates are formally determined directly from the Green's function estimates of Theorem 1.1 (and the related Theorem 1.1 of [HZ1] ). Since we may assume rapidly decaying data, these are simply the t-decay rates of G x , where in the Lax case such t-decay is essentially exponential. We also point out that aside from the log t terms, the estimates of Theorem 1.2 are essentially those obtained through a Duhamel iteration study of Burgers equation (u t þ uu x ¼ u xx ) with initial data u 0 ðxÞ assumed to lie in A r z . Alternatively, such estimates on Burgers equation can be obtained directly from Hopf 's solution [H] . for e > 0 arbitrarily small when 1 < r e 3, and for e ¼ 0 when r > 3.
Proof. For p ¼ 1 we have from Theorem 1.2 (1 < r < 2) 
For p > 1 the analysis is similar, and we consider only ð0 < e < rð p À 1ÞÞ
2 e CD þ ðtÞ: r Remark. We conclude the introduction by noting that the energy methods of [M1] , [MN4] , [Ni] yield estimates that, put in the present notation, compare as (taken from [Ni] , Theorem 2.3):
For r > 2 (required for decay) kuðt; xÞ À uðxÞk L y e C t 1Àr=2 ; 2 < r e 3,
In particular, our methods accomodate slower decaying data, by factor jxj, and realize faster decay on the perturbation by a rate t À1=2 log t.
Caveat. For brevity, I have left o¤ a full statement of the results of [M1] , [MN4] , [Ni] , which involve L 2 spaces unsymmetrically weighted so that slower-decaying data (jxj Àr ; r > 3=2) is accomodated on the compressive side. I would mention also that (unlike here) the papers of Matsumura and Nishihara, and of Nishikawa, developed results for all orders of degeneracy. The paper of Mei, while less general, warrants note as the first such result for degenerate waves.
Structure of degenerate shock waves
We begin by collecting some observations regarding the behavior of degenerate shock waves, most of which appear (in more general forms) in [MN4] or [M1] . For definiteness we will assume throughout that f 0 ðu À Þ > 0 and f 0 ðu þ Þ ¼ 0.
Proposition 2.1. Suppose f ðuÞ and u G in (1.1) satisfy the Rankine-Hugoniot condition
ðu þ Þ 3 0. Suppose also that Olei˘nik's entropy condition holds:
&
Then there exists a traveling wave solution uðxÞ of (1.1) so that uðGyÞ ¼ u G , unique up to a shift. Moreover, we have
Proof. We have from (1.1) that u x must satisfy u xx ¼ f À uðxÞ Á x , so that u x ¼ f ðuÞ À f ðu G Þ, which admits a unique solution up to shift by standard ODE results [MM] . For f su‰ciently smooth, we obtain the Taylor expansion as x ! y,
In the event that the order of degeneracy is k ¼ 1, we have 
Moreover, in the case of degeneracy of order 1, The computation of G l ðx; yÞ is standard (see [CH] , [BF] , for example) in terms of decaying solutions of (3.1). Our notation will be to let f G denote the (unique) decay modes of (3.1) at Gy, and c G a choice of (nonunique) growth solutions at Gy. We can directly compute the asymptotic growth and decay rates of f and c from (3.1) by noting that at Gy (3.1) becomes
where aðÀyÞ ¼ a À > 0 and aðþyÞ ¼ a þ ¼ 0, so that solutions of the form v @ e mx give m 2 À a G m À l ¼ 0, which can readily be solved for the Ày modes
and the þy modes G ffiffi ffi l p . We immediately see that a crucial aspect of the analysis is that while the modes at Ày are analytic in a neighborhood of the origin, the modes at þy are not.
In terms of the above notation, the Green's function G l ðx; yÞ for (3.1) takes the form The Evans function of [AGJ] is here W l ð0Þ.
Finally, we will achieve the desired estimates on Gðt; x; yÞ from Dunford's Integral (the resolvent formula for the semigroup, or simply the Laplace transform under certain conditions) [Y] , which gives Gðt; x; yÞ ¼ 1 2pi
where G is a contour enclosing the entire spectrum of L (possibly passing through the point at y).
The challenge of particular interest in extending the pointwise analysis of [H1-3] , [ZH] to degenerate shock waves revolves around the algebraic (non-integrable) decay of the coe‰cients of the linearized equation (3.1). In the case of Lax shocks (and similarly for undercompressive shocks, which arise in scalar equations of higher order [HZ1] ), we have f 0 ðu G Þ 3 0, and consequently uðxÞ decays to its endstates at an exponential rate (see Proposition 2.1). In such cases, standard methods yield su‰ciently sharp estimates for solutions of (3.1) [C] , [H1-2] , [S] . Two new di‰culties arise in the case of degenerate waves. First, uðxÞ decays to its endstates at algebraic rate, so that (in (3.1)) aðxÞ ¼ Oðjxj À1 Þ; and second, the growth and decay modes of (3.1) coalesce as l ! 0. While the non-integrability of aðxÞ can generally be treated by the methods of Levinson [Le] , also [C] , [F] , this coalescence of eigenvalues degrades the description in the crucial limit as l ! 0. Hence, we provide estimates of the required accuracy in Lemma 3.1, below.
The extension of our analysis to the case of degenerate shock waves of higher order and to the case of degenerate shock waves in the presence of non-constant viscosity bðÁÞ depends upon the derivation of similar ODE estimates in these cases. The essential problem involved with obtaining such estimates is the transition of behavior as l ! 0. For jljfd > 0, equations of form v xx À aðxÞv x ¼ lv, where aðxÞ ¼ Oðjxj À1 Þ (true for all orders of degeneracy) may be scaled as vðxÞ@ ffiffiffiffiffiffiffiffiffiffiffi
x wðxÞ, where wðþyÞ@1 (see, for example, [Z1] ).
That is, if we make the substitution vðxÞ ¼ e Ð x aðsÞ=2 ds uðxÞ, we arrive at an equation of the
with an integrable coe‰cient. On the other hand, it is clear that at l ¼ 0, vðxÞ ¼ uðxÞ À u þ . We take advantage in the case of degeneracy of order one of the observation that u x ðxÞ @ À uðxÞ À u þ Á 2 so that these scalings are the same;
however, for higher order degeneracies, the behavior is more di‰cult to match and the appropriate scaling more cumbersome to work with (see discussion in Section 6 on further work).
Lemma 3.1. Under the assumptions of Theorem 1.1 and for some constant M s , we have the following estimates on the growth and decay modes (f G and c G ) of (3.1).
(i) ðx e 0Þ For all jlj e M s and to the right of
(ii) ðx f 0Þ For all jlj e M s , to the right of G d and o¤ the negative real axis, Remark. The odd form of the error estimate e þ 1 ðx; lÞ is a consequence of the fact that equations of form v xx þ ðk=xÞv x ¼ lv-which essentially govern f and c, since aðxÞ @ x À1 -have the property that they can be scaled to depend only upon x :¼ ffiffi ffi l p x, leading to trade-o¤ of l ! 0 decay versus x ! y blow-up, or vice versa. The log t term in Gðt; x; yÞ of Theorem 1.1 can be traced back to the log l term arising in these estimates.
Proof. As the analysis of each case is similar, we will develop the result only in the case of f þ ðyÞ. We begin with the ODE v xx À aðxÞv x ¼ lv; ð3:3Þ and look for solutions of the form vðxÞ ¼ À uðxÞ À u þ Á uðxÞ, natural in this context since the eigenvector at l ¼ 0 of (3.3) is uðxÞ. We obtain
Observing that u xx À aðxÞu x ¼ 0 and dividing by uðxÞ À u þ , we obtain
, which according to Proposition 2.2 is Oðjxj À2 ).
Lemma 3.1 is now straightforward to prove, as in the ODE results of [ZH] , by writing (3.4) as a system and proceeding via iteration and the contraction mapping principle. 
Combining the above expressions, we have
Noting that Z 2 ðxÞ is decoupled, we look for solutions of the form Z 2 ðxÞ= ffiffi ffi l p A L y ½N; þyÞ for some N su‰ciently large. The contraction mapping theorem combined with the observation from Proposition 2.2 that g þ ðxÞ ¼ Oðjxj À2 Þ for first order degenerate shock waves implies that such a Z 2 ðxÞ exists. Z 1 ðxÞ A L y ½N; þyÞ is immediate. For x su‰ciently large, then, we have verified the Z 1 ðxÞ representation
Noting that clearly
Þ for all x A ½0; þyÞ (by standard Volterra iteration on the bounded x) we study the error
The estimates on e þ 1 ðx; lÞ are now clear from the integrability of ffiffi ffi
and from the observation that
ðxÀxÞ dx e Cl À1=2 log l: r
Remark. In the presence of exponentially decaying coe‰cients, it has been shown that near certain critical branch points, the Evans function can be extended analytically onto an appropriate Riemann manifold [GZ] , [KR] . Such extensions have been carried out for general systems by insuring that a certain wedge product of ODE solutions that decay at þy ðhðlÞÞ and a certain wedge product of ODE solutions that decay at Ày ðzðlÞÞ can be so extended. The Evans function, then, which is itself a wedge product of hðlÞ and zðlÞ, inherits this analyticity. In the scalar case considered here, h reduces to f þ ð0Þ and z reduces to f À ð0Þ, so that the Evans function becomes
Extension to the obvious Riemann manifold ffiffi ffi l p ¼ z would require di¤erentiability in z on DðzÞ, which would require di¤erentiability in z on the error
dx: ð3:5Þ
Observing that each z-derivative on (3.5) would produce algebraic growth of size x, we see that for g þ ðxÞ ¼ Oðe Àajxj Þ such an analysis could be carried out. For g þ ðxÞ ¼ O 1 ðjxj 2 Þ, however, such an analysis fails. In light of the observation that the degenerate case is similar to the heat equation, in which a Fourier tranform analysis never requires that a contour pass through the branch on the negative-real axis, we will assume that no such extension is possible here, and arrange our contours accordingly. In fact, we find that no greater decay rate on the perturbation could be obtained through assuming the Evans function analytic. As to whether or not the Evans function indeed is analytic in this case, we make no claim.
Before applying Lemma 3.1 toward some non-trivial observations regarding the Wronskian, we state without proof the following large jlj ODE estimates, which may be proved as in [H1-2] , [ZH] .
Lemma 3.2. For jlj f M l and to the right of
where x A R and K G ðxÞ is bounded in l.
A critical feature of the degenerate shock case is that while l ¼ 0 lies in both the point and essential spectrum, as in the Lax case, it is also a branch point of the Evans function. In the following key lemma, we prove that while the Wronskian is not analytic at zero, its behavior remains Oð1Þ, as in the Lax case.
Lemma 3.3. For l su‰ciently small, to the right of G d , and o¤ the negative real axis, we have
Moreover, for the scattering coe‰cients AðlÞ and BðlÞ for f
where GðlÞ @ ffiffi ffi l p , by which we mean there exists a C > 0 such that ð1=CÞ ffiffi ffi l p e GðlÞ e C ffiffi ffi l p . Additionally, for the scattering coe‰cients EðlÞ; F ðlÞ for f þ ðxÞ ¼ EðlÞf À ðxÞ þ F ðlÞc À ðxÞ, x e 0, EðlÞ; F ðlÞ ¼ Oð1Þ as jlj ! 0, and F ðlÞ=W l ðyÞ is analytic in a neighborhood of l ¼ 0 (including the negative-real axis).
Proof. For the Evans function, we compute directly from the definition and Lemma 3.1. We have
For the computation of AðlÞ and BðlÞ we augment f À ðxÞ ¼ AðlÞf þ ðxÞ þ BðlÞc þ ðxÞ with its derivative f À 0 ðxÞ ¼ AðlÞf þ 0 ðxÞ þ BðlÞc þ 0 ðxÞ, and apply Cramer's rule to the resulting system in order to obtain the representations
Proceeding as above we observe that
and (by virtue of considering also the x ! y limit)
Finally, for f þ ðxÞ ¼ EðlÞf À ðxÞ þ F ðlÞc À ðxÞ, the claims can be observed from
and the analyticity of f À ðxÞ and c À ðxÞ to the right of G d . r
We now develop estimates on the ODE Green's function G l ðx; yÞ. Through the estimates of Lemma 3.1 these can be obtained with varying levels of precision. For convenience, we will state estimates here in exactly the form later required by the analysis.
Lemma 3.4. Under the assumptions of Theorem 1.1 and for jlj e M s , we have the following estimates, for which terms containing O a are analytic to the right of G d , while the remaining terms are analytic to the right of G d and away from the negative real axis.
(i) y e x e 0:
(ii) x e y e 0:
Howard, Stability for degenerate viscous shock waves (iii) x e 0 e y:
(iv) y e 0 e x:
(vi) 0 e x e y:
Proof. In Case (i) we have y e x e 0, thus
where for x e 0 we must write
We recall that according to Lemma 3.3, F ðlÞ=W l ðyÞ is analytic in a neighborhood of l ¼ 0. We have 
Þy ;
and similarly
we have our first claim.
It is worth mentioning that by proceeding slightly more carefully we could divide G l ðx; yÞ into exactly its constant-coe‰cient approximation plus an exponentially decaying error (see , [Z3-4] ). Indeed, a careful inspection of Lemma 7.1 of [ZH] , where the diagonals e kk ðlÞ are closely related to our scattering coe‰cients here, reveals that a similar observation may be made in the general case of systems. Such refinement on the term
would serve to expand it as a function analytic on the negative-real axis, plus an error with additional decay Oð ffiffi ffi l p log lÞ-improving our eventual decay rate on this side by a factor of t À1=2 . As previously mentioned, however, the final decay rate is determined by the degenerate side, so no such refinement is made.
Cases (i)-(iv), with derivatives, follow similarly. For further details the reader is referred to [H1-2] . We only mention here that in these cases the log l error does not arise.
For 0 e y e x, we have
where AðlÞ and BðlÞ are as in Lemma 3.3. Hence,
We observe from Lemma 3.3 that in this delicate situation, there is cancellation between these terms, and thus they cannot be treated independently. Dividing the analysis into terms that cancel and terms that do not, we have an estimate on G l ðx; yÞ of We see that a key point of the analysis is a trade-o¤ between y-growth and jlj blow-up. We shall observe that while either e¤ect serves to decrease our final time decay by the same amount, y-growth yields optimal behavior in the case of fast-decaying initial data. symmetric with that obtained in the case 0 e y e x. The terms without cancellation can again be subsumed into these terms.
We close the proof of Lemma 3.4 with derivative estimates for 0 e x e y, for which we have while for the second term we have
As the third term can clearly be subsumed into these, we have the claim. r
The final lemma of this section regards large jlj estimates on G l ðx; yÞ. The proof is exactly that of Lemma 3.5 of [H1] and is omitted. 
Estimates on the time-propagating Green's function
We now employ the estimates of Lemmas 3.4 and 3.5 to derive estimates on the timepropagating Green's function Gðt; x; yÞ. The analysis is governed by the observation that though we cannot extend the Evans function onto the negative real axis, we can still extend contours into the essential spectrum, provided they do not cross the negative real axis.
We begin with the observation that the large-jlj, or small-time, analysis of [H1-2] remains virtually unchanged. Recalling our relation Gðt; x; yÞ ¼ 1 2pi
where G encircles the point spectrum of L, we have for all jlj f M l integrals of the form
In the case jx À yj f Kt, some K su‰ciently large, we proceed as in [H1-2] with the contour, G Mt , where the only e¤ect of x or y derivatives is that of increasing the algebraic t ! 0 blow-up by a power of t À1=2 . Similarly, the bounded-time Green's function estimates of [H1] remain unchanged. We note that each contour we take in the following analysis will proceed similarly, following G d out to the point at y. The contour G d may be thought of as analogous to that which we would take were there a gap between essential spectrum and the imaginary axis.
essential nondegenerate
In all cases, contours intersecting G d follow it out to the point at y, avoiding possible point spectrum.
For jx À yj e Kt we divide the analysis into cases, similar to those of Lemma 3.4. We begin in the case y e x e 0, for which
The term O a ð1Þ is analytic in a neighborhood of the origin, so that its analysis may be carried into the essential spectrum, as in that of [H1-3] , [ZH] . We obtain immediately an estimate by Oðt À1=2 Þe À ðxÀyÀaÀtÞ 2
Mt
. For jx À yj f a À t ðjx À yj e KtÞ, we note that the analysis of [H1-3] , [ZH] remains to the right of essential spectrum (away from l ¼ 0) and can also be applied to the second term of G l ðx; yÞ to yield a similar estimate by Oðt À1=2 ÞOðe Àhjxj Þe À ðxÀyÀaÀ tÞ 2
. For jx À yj e a À t, we shall take the heat equation-like contour described through
for k such that t À1=2 þ ik lies to the right of G d (k e k Ã ), and G d otherwise (denoted by G Ã , see Figure 4 .1). Note in particular that though this contour does not cross the negative real axis, it moves rapidly into essential spectrum. Observing that
and by Taylor expansion near l ¼ 0 that
we have the computation
ðxÀyÞ dl
where the final inequality is a result of the observation that for x À y e ða À =2Þt,
We point out that the above estimate is not assumed sharp and should be compared with the more natural estimates of [H1-2] , [ZH] . We content ourselves with such estimates here, since it is necessarily the degenerate side (x f 0) that will dictate the analysis. Indeed, we find that nothing is lost from this rough estimate in our final estimate on vðt; xÞ.
For derivative estimates in the case y e x e 0, we begin with jx À yj e Kt, and the bounded-jlj estimates
The first term of q x G l ðx; yÞ can be analyzed as in [ZH] , and yields an estimate of the form Oðt À1 Þe À ðxÀyÀaÀtÞ 2
. The second term of q x G l ðx; yÞ is of the same form as that of G l ðx; yÞ and hence yields the same estimate.
For x e y e 0, and jx À yj e Kt, we have
Since Re m À 2 > 0 in a ball around the origin, we may take d 0 su‰ciently small so that Derivative estimates are similar.
For x e 0 e y, we have the bounded jlj estimate
Taking the contour defined through ffiffiffiffiffiffiffiffiffi
and proceeding as in a Fourier transform analysis of the heat equation, we immediately obtain the claimed estimate. In this case, the derivative estimate is precisely the same.
In the case y e 0 e x and jlj e M s , we have
We cannot now proceed as in [H1] , where a Taylor expansion around l ¼ 0 was found for the exponent,
and analyzed for a minimizing real l. Indeed, the a þ ! 0 limit indicates that a contour passing through l ¼ 0 (the essential spectrum boundary for example) would be optimal. Rather, we proceed by considering two regions of interest, jyj e a À t and jyj f a À t. For jyj e a À t, we expect the kernel to have reached the origin, and employ a heat-equation scaled contour. On the other hand, for jyj f a À t, we expect the kernel to be to the left of the origin, propagating to the right with speed a À . For jyj f a À t, we take the contour defined through
Proceeding as in [HZ1] , [ZH] in an e-ball around the origin, we observe that interior to such a ball, ReðÀ ffiffi ffi l p Þ e Reðm À 1 Þ, and we obtain the estimate as there of Alternatively, for jyj e a À t, we take the contour defined through
which yields an estimate as in the case y e x e 0 by
Finally, for jxj e 1 we take the contour defined through
(to the right of G d ). Derivative estimates are altered in this case only by additional x-decay, Oðjxj À1 Þ.
In the case 0 e y e x, our bounded jlj estimate on G l ðx; yÞ takes the form The case 0 e x e y is similar. r
Estimates on the perturbation
In this section we will prove Theorem 1.2 by virtue of a lemma similar to Lemma 1.5 of [ZH] which will provide a direct means of employing (1.4) to obtain estimates on v. Such analyses have proven lengthy in the past, and we will be as brief as would seem prudent by omitting computations that have appeared in referenced work. In particular, we render in full detail only those computations germane to changes arising from the analysis of the degenerate case, and those which lead directly to the terms of Theorem 1.2. We have Lemma 5.1. Let C 1 and C 2 be constants and let h 0 ðxÞ; hðt; xÞ f 0 satisfy the relations ; xÞjez 0 h 0 ðxÞ for some z 0 su‰ciently small, then jvðt; xÞjeC 2 z 0 hðt; xÞ for all t > 0, x A R.
Proof. The proof of Lemma 5.1 is exactly that of Lemma 2.1 of [H2] . r
The following two lemmas, proved in [HZ1] compactify the analysis.
Lemma 5.2. Let f ðyÞ f 0 be a nonincreasing function on R þ , with f ð0Þ e C for some constant C. Then for a; z; r > 0 fixed, we have The following lemma often dictates behavior on the degenerate side.
Lemma 5.4. For M > 0, t > 0, and a A R, we have
Mt dy e C a 1;
Proof. The integral in Lemma 5.4 is clearly bounded over any finite interval, so that we need only consider
Mt dy:
Here, we make the substitution x ¼ y À1 ffiffi t p , which leads to
from which the claim is clear. r Proof of Theorem 1.2. In order to employ Lemma 5.1 we need an ansatz hðt; xÞ for the behavior of vðt; xÞ, which for convenience we will write as h þ ðt; xÞ for x f 0 and h À ðt; xÞ for x e 0. We take
h as in Theorem 1.1, and
where we recall that
D þ ðtÞ ¼ logð2 þ tÞD À ðtÞ, and
þ tÞ À1=2 ð1 þ xÞ 1Àr 5t À1 ð1 þ xÞ 2Àr ; r > 2.
> < > :
In both cases we take h 0 ðxÞ ¼ dðxÞ A D r . It is useful to observe that for
while for ð1 þ xÞ À1 logð2 þ tÞ f C, d þ ðt; xÞ may be subsumed into the remaining terms, explaining why d þ ðt; xÞ not contain the log t error.
Linear analysis for x j 0. The linear analysis will consist of integrals of the form as suggested in Lemma 5.1. In the case jx À yj f Kt, this analysis is unchanged from that of previous work (see [H1-3] , [ZH] ) and yields estimates bounded by h G ðt; xÞ for xt0. The sectorial nature of L insures that we have no di‰culty as t ! 0, as for example, in the case of equations of odd order (see [HZ1] ). We shall find, as in previous analyses, that though the nonlinear integrals are often more tedious to study, the size of vðt; xÞ is determined by the linear terms. For jxj f et, any e > 0, the third term decays at exponential rate in both t and x. For jxj e et, we compute
À1 ð1 À yÞ 1Àr dy:
which is bounded by e
A similar estimate follows for x e y e 0.
Howard, Stability for degenerate viscous shock waves
The linear analysis for x e 0 is determined by its degenerate portion: x e 0 e y. Extending the integration to þy, we consider integrals of the form
Mt ð1 þ yÞ 1Àr dy; which according to Lemma 5.4 are bounded by
Mt dy e Ce Àhjxj ð1 þ tÞ 1=2Àr=2 ; 1 < r < 3, ð1 þ tÞ À1 logð2 þ tÞ; r ¼ 3,
which may be taken as the derivation of D À ðtÞ.
Linear analysis for x k 0. We turn now to the analysis for x f 0, which we begin with the case y e 0 e x, where we have
Over the first term of G x ðt; x; yÞ, we have an estimate by For the second, we observe that for jxj f et, some 0 < e f a À we have exponential decay in both x and t, and for jxj e et, we compute
For y A ½Àða À =2Þt; 0,
Howard, Stability for degenerate viscous shock waves where4represents maximum, and for r ¼ 2 log t growth is obtained.
For 0 e x; y, we have (jx À yj e Kt, t f T > 1)
Mt : It is convenient to analyze this integral over three regions: (1) y A ½0; ex, 0 < e f 1, (2) y A ½ex; 2x, and (3) y A ½2x; þyÞ. For the first, we have For r > 3, we immediately observe that the integrability of ð1 þ yÞ 2Àr yields an estimate by
For r e 3, we integrate ð1 þ yÞ 2Àr on ½0; ex to get an estimate by
logð1 þ xÞ; r ¼ 3, ð1 þ xÞ 3Àr ; 1 < r < 3.
&
We recover a bound by h þ ðt; xÞ through the observation that
Multiplying now by 1 þ ð1 þ xÞ À1 log t, we may take this computation as the derivation of the first two terms of h þ ðt; xÞ.
On y A ½ex; 2x we have
Mt ð1 þ yÞ 2Àr dy;
which we may estimate in two ways. Integrating the kernel yields an estimate by Ct À1=2 ð1 þ xÞ 1Àr , while integrating ð1 þ yÞ 2Àr yields an estimate by Ct À1 ð1 þ xÞ 2Àr . We will observe shortly that by integrating by parts we may also obtain an analogous estimate by ð1 þ xÞ Àr þ ð1 þ xÞ À2 e À x 2 2Mt logð2 þ xÞ, which should be compared with the parts estimate obtained above for x e 0. In each case, we have the additional multiplication by 1 þ ð1 þ xÞ À1 log t. For ð1 þ xÞ À1 log t e C, our estimate by d þ ðt; xÞ on these terms is clear; indeed, this computation may be taken as its derivation. For ð1 þ xÞ À1 log tfC, we observe that algebraic t-decay yields exponential x-decay, and thus ð1 þ xÞ À1 ðlog tÞt À1 ð1 þ xÞ 2Àr may be subsumed by the first two terms of h þ ðt; xÞ.
On y A ½2x; þyÞ, we have In the case that r > 3 we have an estimate of
by the integrability of ð1 þ yÞ 2Àr . For r e 3, we make the change of variable x ¼ y À x and consider
For 2 e r e 3, ð1 þ x þ xÞ 2Àr e ð1 þ xÞ 2Àr , while for 1 < r e 2, ð1 þ x þ xÞ 2Àr e ð1 þ 2xÞ 2Àr , so that Lemma 5.4 applies to give an estimate of Cð1 þ xÞ
2Mt . Combining, we have
We observe that the estimates obtained thus far (on y A ½ex; 2x) are not square integrable for 1 < r e 3=2. In the case t À1=2 e Cð1 þ xÞ À1 , we may obtain integrability by giving up t-decay; whereas for ð1 þ xÞ f ffiffi t p we proceed as in [H1] , [H3] 
Mt I fjxjea À tg dxv 0 ðyÞ dy
Mt I fjxjfa À tg dxv 0 ðyÞ dy
Mt dxv 0 ðyÞ dy For the first term on the right-hand side of (5.1), we divide the analysis up as
Mt dxv 0 ðyÞ dy
Mt dxv 0 ðyÞ dy:
Mt gives exponential decay in x and t. For x e et, we begin with
Mt ð1 þ tÞ 1Àr log t:
Mt . For the second and third terms of (5.1) we easily obtain an estimate by ð1 þ xÞ À2 e Nonlinear analysis for x j 0. We now turn to terms of the form
À s; x; yÞhðs; yÞ 2 dy ds;
which govern the nonlinear interactions. For jx À yj f Kðt À sÞ, we have
MðtÀsÞ ;
as in [H1] , [H3] , and the small and bounded-time analyses follow as there. In what follows, then, we may take t f T > 1.
For jx À yj e Kðt À sÞ, y e x e 0, we have
which we must integrate against h À ðs; yÞ 2 e e Àhj yj D À ðsÞ 2 þ dðy À a À sÞ 2 :
The first two terms of G x ðt À s; x; yÞ are exactly those of previous analyses, and an estimate by h À ðt; xÞ follows as there [H1] , [H3] . For the third term we first consider
2 dy ds:
We now divide the analysis as in the linear case, treating separately 
The estimate follows, then, by integrating e Àhj yj and D À ðsÞ 2 .
For s A ½t=2; t and y A x À a À ðt À sÞ; x À a À 2 ðt À sÞ h i , we have The first two terms are again exactly as those of previous analyses, and we need only consider the third, over which we begin with For jxj f et, 0 < e f a À , we have exponential decay in both x and t, so we need only con-
hence we have Similarly, for s A ½t Ã ; t, we observe that the width of y-integration is a À ðt À sÞ and the width of x-integration is jx=a À j, giving us the same estimate as above. Again, the analysis of dðy À a À sÞ 2 is similar.
We next consider the case x e 0 e y, for which we have the Green's function estimate We also consider, for 1 < r < 2, Nonlinear analysis for x k 0. We now turn to the nonlinear analysis for x f 0, beginning in the case y e 0 e x, for which we have the Green's function estimate
Integrating against h À ðs; yÞ 2 we have first 
MðtÀsÞ e Àhjyj D À ðsÞ 2 dy ds: 
> < > :
We again divide the y-integration over three intervals: y A ½0; ex, y A ½ex; 2x, y A ½2x; þyÞ. with a similar estimate for r ¼ 2.
We next consider the interval y A ½ex; 2x, for which we begin with (1 < r < 2) For the final term with s A ½0; t=2 we take y A ½2x; þyÞ. For r > 3=2 the analysis proceeds exactly as for y A ½0; ex. For 1 < r e 3=2 we have MðtÀsÞ ð1 þ sÞ À1=2 ð1 þ yÞ 2À2r dy ds:
We now make the change of variable x ¼ y À x and apply Lemma 5.4 in order to obtain an estimate of Ct 1Àr ð1 þ xÞ À1 e À x 2 2Mt .
We close the proof with estimates over the interval s A ½t=2; t. As the analysis is similar to the case s A ½0; t=2, we provide only a few crucial cases. For y A ½0; ex and 1 < re3=2 we have 
Further work
Local tracking. Recent advances in the study of stability for viscous shock waves have shown that local tracking rather than asymptotic tracking typically leads to a more detailed understanding of the underlying dynamics , [ZH] . Indeed, for undercompressive viscous shock waves, whose asymptotic location cannot generally be determined by conservation of mass, local tracking is essential. Such an analysis is hindered, however, in the case of degenerate viscous shock waves by the branch point of the Evans function at l ¼ 0. In the case of Lax and undercompressive waves, the Evans function is analytic at l ¼ 0 and thus contour integrals over G l ðx; yÞ in which the contour G lies to the left of l ¼ 0 may be evaluated as residues (of a meromorphic function), which are precisely projections onto the eigenspace associated to u x ðxÞ. In the case that l ¼ 0 is a branch point of the Evans function, such an analysis clearly fails. It would appear, however, that we can approximate the eigenspace associated to u x ðxÞ with functions obtained as l ! 0 limits in the preceding analysis.
Nonconstant viscosity and higher order degeneracy. Extending these methods to nonconstant viscosity bðÁÞ and higher order degeneracies depends upon developing estimates in the vein of Lemma 3.1 in those cases. The principle di‰culty here lies in gaining a su‰ciently accurate description of the transition in behavior as l goes to zero. For first order degeneracy we have taken advantage of the observation that while solutions to the . Estimates of the required accuracy can be obtained in these cases through l-averaged scalings. For example, for k ¼ 2 we may derive estimates similar to those of Lemma 3.1 through looking for solutions of the form
where g ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi À8=f 000 ðu þ Þ p .
Systems and planar waves. The methods employed here have already been shown extraordinarily robust. They have been successful in the study of scalar conservation laws with high order di¤usion and dispersion [HZ1] ; in the study of multivariate conservation laws , [Z3] , [ZS] ; and in the study of systems [ZH] . We see no reason why they will not similarly extend, for example, to degenerate solutions of the p-system v t À u x ¼ 0; u t À sðvÞ x ¼ mu xx ; whose stability has been extensively studied by Matsumura, Mei and Nishihara (see, e.g., [M1-4] whose stability has recently been analyzed by Nishikawa [Ni] .
Todd Kapitula for his insight into ODE dynamics near a branch point. Though my basic approach di¤ers considerably from that of Mei, Matsumura, Nishihara and Nishikawa, their work has certainly guided the analysis. Finally, this research was supported in part by the NSF under Grant No. DMS-9804390.
