The sea-ice performance of the Australian climate models participating in the CMIP5 experiment, ACCESS1.0, ACCESS1.3 and CSIRO-Mk3.6, is assessed. Comparison with model output from five other international climate modelling centres and observational data are also included in the assessment process. The assessment takes into account modelled climatologies and interannual variability of the sea ice extent, concentration, thickness and transport. The ACCESS models give good simulations of the global sea-ice, within the scatter of models studied, and is one of the top performing models for sea-ice metrics. CSIRO-Mk3.6 has too extensive sea-ice and the sea-ice model would likely have performed significantly better after adjustment of the model parameters. As a consequence, ACCESS and CSIRO-Mk3.6 show opposite hemispheric climate sensitivities in terms of sea ice. The ACCESS models generally capture the observed decline of the Arctic sea ice over the period of 1981-2011, but not the small increase in the Antarctic sea ice, although the simulated changes over this period are generally smaller in the Antarctic than in the Arctic. In the Arctic, the sea-ice reductions in the ACCESS models occur in the Laptev and Kara Seas rather than in the Chukchi and Beaufort Seas as observed.
Introduction
In this paper we look at the sea-ice performance of the Australian models participating in the Climate Model Intercomparison Project (CMIP) phase 5 by comparing their output with observations, and output derived from other CMIP5 models. The models participating in previous CMIP projects have already demonstrated that the future warming is amplified at high latitudes due to the positive feedbacks involving snow and sea-ice (Houghton et al. 2001 , Meehl et al. 2007 , including the surface albedo feedback, the longwave feedback and the net top-of-atmosphere flux forcing (Winton 2006 ), but models have demonstrated a poor agreement on the amount of reduction in the sea-ice area and volume. Sea-ice is very sensitive to atmospheric and oceanic forcing and can be adjusted only to a certain extent by the parameters internal to the sea-ice model ) in a coupled ocean-ice modelling system.
Significant decreases in the Arctic sea-ice have already been observed as being consistent with many CMIP2 and CMIP3 model simulations. CMIP3 models also projected a reduced Antarctic sea-ice in the 21st century, but with smaller rates of decrease than in the Arctic, partly due to the differences between the ocean mixing and heat uptake in the Southern Ocean and the Arctic Ocean. Many of the models simulated a decreasing summer sea-ice resulting in a seasonal sea-ice cover, which persists through the 21st century (Meehl et al. 2007) . Dramatic reductions in the seaice are not observed in the Antarctic, which is thought to be due to the profound impact of the stratospheric ozone hole isolating the region from the global atmospheric warming (Turner et al. 2009a ) and strengthening the cyclonic atmospheric flow over the Amundsen Sea, which in turn has led to an increased sea-ice production in the Ross Sea (Turner et al. 2009b ). On the contrary, Sigmond and Fyfe (2010) , and Bitz and Polvani (2012) argue, based on modelling studies, that the decreased stratospheric ozone has warmed the ocean surface, and reduced the Antarctic sea-ice extent. The observed Antarctic sea-ice extent increase, however, might still be within the range of natural climate variability (Turner et al. 2009b) . It is likely that as the stratospheric ozone recovers and greenhouse gas concentrations in the atmosphere continue to increase, significant losses of seaice volume can be expected in accordance with climate model projections. On the other hand, Liu and Curry (2010) argue that the surface warming of the Southern Ocean has enhanced the atmospheric hydrological cycle and the leads to the disappearance of the September Arctic sea-ice after an observation based correction of an assumed linear relationship between the modelled sea-ice area and the global temperature change (Mahlstein and Knutti 2012) . The sensitivity of the sea-ice volume to anthropogenic warming is higher than that of the sea-ice area . A summer ice-free Arctic Ocean is likely to occur in some models by the mid-2040's if the surface air temperature in the Arctic increases 4 °C by 2050, while in some models the ice volume decreases to very low values as early as 2025 . Eisenman et al. (2011) found overall that in climate model projections the northern hemisphere sea-ice extent decreases faster in the summer than in other seasons, while in the southern hemisphere the winter sea-ice extent retreats fastest. Differences in coastline geometry are attributed as causing these differences in the sea-ice extent behaviour.
In addition to too slow a decrease of the Arctic ice thickness, CMIP3 models are not able to simulate the relationship between the sea-ice thickness and velocity, which is too weak in the CMIP3 models (Rampal et al. 2011) . One would expect thinner ice to drift faster than thicker ice, while many models show faster ice motion during the months of thick ice, especially the ones without an ice rheology parameterisation. Related to this, Kwok (2011) compared CMIP3 model output with observed sea-ice motion, export, extent and thickness and analysed sea-level pressure and geostrophic wind fields. That study found large differences between the models and observations and between the different models. Errors in the simulated atmospheric circulation, for example the displacement of the mean high pressure pattern from the southern Beaufort Sea to the central Arctic, resulted in difficulties in reproducing observed sea-ice thickness distribution and ice transport fluxes.
CMIP3 models show positive biases in the net longwave radiative flux over the open ocean and sea ice, but for different reasons (Svensson and Karlsson 2011) . Most models overestimate the outgoing long-wave radiation over the open ocean, while they underestimate the downwelling flux over sea-ice. Connolley and Bracegirdle (2007) assessed the Antarctic sea ice in 19 CMIP3 models and found a very wide intermodel scatter in simulated temperature trends and a poor representation of the strong warming around the Antarctic peninsula. These trends were linked to the sea-ice simulation, which was deemed to be poor in many models. Connolley and Bracegirdle (2007) looked at the point-wise differences in the sea-ice concentration, rather than the integrated hemispheric sea-ice extent, because several models produce an ice fraction in the interior of the sea-ice pack lower than the observed ice fraction leading to errors in the atmosphere-ocean fluxes even though their sea-ice extent was realistic. They found that the multi-model means of the sea-ice concentration, mean sea-level pressure and the sea surface temperature had much higher skills than associated snowfall, and reduced the upward ocean heat transport, consistent with forced ocean-ice simulations (Marsland and Wolff 2001 ). These two factors have then increased the amount of sea-ice in the Antarctic.
The CMIP3 project has enabled numerous studies on the sea-ice characteristics of several climate models published over the past decade. A brief review of those studies provides the present understanding of the state and the evolution of the high-latitude climate systems, as well as a perspective on how much the recent CMIP5 simulations have improved. Holland and Raphael (2006) examined the mean state and interannual variability of the Antarctic seaice in six CMIP3 models. There was a considerable scatter between the modelled sea-ice extents, but no consistent bias when compared to observations. The maximum sea-ice extent variability correlated with the zonal wind variability and indicated that the wind forced ice transport was responsible for much of the scatter. Models simulated dipole-like sea-ice anomalies near the Antarctic Peninsula, associated, to varying degrees in different models with the Southern Annular Mode (SAM) and El Niño Southern Oscillation (ENSO). Parkinson et al. (2006) studied the sea-ice characteristics of eleven climate models participating in CMIP3. Models simulated annual cycles approximately correctly in both hemispheres, although some models simulated too much ice, while others simulated too little ice. Several models did noticeably better in the northern hemisphere than in the southern hemisphere in terms of the spatial and seasonal distribution of the sea-ice extent, while only one model, CSIRO Mk3.0, performed better in the southern hemisphere. Most models seemed to simulate a too weak North Atlantic Current resulting in too much ice in the Barents Sea. Zhang and Walsh (2006) utilised output from 15 CMIP3 models and found them to simulate reasonably well the observed climatologies over the northern hemisphere. The multi-model ensemble mean sea-ice area trend was -2 per cent over 1979-1999 and much higher, from -20 to -30 per cent, over the last 20 years of the 21st century. None or very few individual CMIP3 models were able to simulate the observed Arctic sea-ice extent trend, which was three times larger than the multi-model mean trend (Stroeve et al. 2007) . Despite the lower than observed decrease, projections based on six CMIP3 models showed an accelerating decline in the summer sea-ice extent during the 21st century (Wang and Overland 2009) , resulting in a nearly sea-ice free Arctic Ocean in September by the year 2037. It is likely, however, that even a dramatic, anomalous loss of Arctic sea-ice during a single summer is reversible due to a reduced meridional atmospheric heat transport and an increased long-wave emission at the top of the atmosphere (Tietsche et al. 2011) . Most CMIP3 models seem to underestimate both the polar amplification of the surface air temperature increase in the Arctic and the sensitivity of the sea-ice area reduction per degree local surface warming . A global average temperature increase of 2 °C CCSM4 simulations show a decreasing Antarctic sea-ice trend in recent decades, contrary to observations which show a slight increase. Voldoire et al. (2012) looked at the CMIP5 runs of the CNRM-CERFACS CNRM-CM5 model and how they have possibly improved since the CMIP3 version of the model. Generally the new version of the model has a smaller global average temperature bias and improved Arctic sea-ice with a realistic sea-ice edge, ice velocities and seasonal cycle, although the model overestimates the extent of the Arctic winter sea-ice and underestimates the sea-ice extent from August to November. Although the sea-ice dynamics are well simulated, the Arctic sea-ice is about 1-2 metres too thin resulting in too low Fram Strait sea-ice transport. In the Antarctic, the sea-ice has not improved since CMIP3 and is too thin, almost disappearing in summer due to the too warm upper ocean and the ice-albedo feedback. In winter, unrealistic atmospheric circulation patterns contribute to the sea-ice biases.
Coupled climate models have been able to simulate the shrinking Arctic sea-ice cover and amplified warming at high latitudes since their earliest implementations . As this brief literature review shows, models have improved over the years and now simulate the observed sea-ice evolution relatively well indicating realistic feedback processes and differences in the role of climate drivers in both hemispheres resulting in the hemispheric asymmetry of in the sea-ice trends. CMIP3 models were not able to simulate rapidly melting Arctic sea-ice, while first analyses based on CMIP5 models indicate that CMIP5 models can (J. Stroeve, pers. comm.) . This is likely because CMIP5 models seem to have less sea-ice in the Arctic than CMIP3 models, on the average, leading to larger decreases in the amount of sea-ice sooner, mainly due to the ice-albedo feedback and oceanic heat storage.
In this study we assess the sea-ice performance of three Australian fully coupled climate models, ACCESS1.0, ACCESS1.3 and CSIRO-Mk3.6, contributing to the CMIP5 project. The sea-ice characteristics of these models are compared with observational or observationally constrained model products, and with sea-ice distributions derived from five other CMIP5 models. First steps toward explaining the most significant sea-ice distribution biases are taken by looking at the atmospheric and oceanic forcing fields potentially contributing toward the generation of these biases.
Data and methods
Model output was derived from the Coupled Model Intercomparison Project phase 5 (CMIP5) data archive (Taylor et al. 2012 ) via the Earth System Grid Federation (Williams et al. 2009) The decrease of the Arctic sea-ice concentration has local implications; for example the cloudiness is predicted to increase at low levels due to increased latent heat from the open ocean (Vavrus et al. 2010 (Vavrus et al. , 2011 . Increased cloudiness promotes further surface warming via stronger cloud radiative forcing during winter. At middle and high atmospheric levels the changes in cloudiness are driven by remote processes, such as due to the increased transport of moisture and heat from mid-latitudes (Vavrus et al. 2011) . In addition to modifying the atmospheric conditions, Rawlins et al. (2010) showed that expected intensification of the hydrological cycle in the Arctic is related to the decrease of the Arctic freshwater storage and related water mass fluxes, including the sea-ice melt and freeze fluxes. Recent studies have shown that the Arctic sea-ice loss also influences the mid-latitudes by modifying the weather patterns and the characteristics of the jet stream (Liu et al. 2012; Francis and Vavrus 2012) . Accordingly, the Arctic sea-ice, or lack of it, has played a critical role in recent cold and snowy winters in the western Europe and the USA.
Although new CMIP5 data have been available for less than a year, several studies present analysis of the basic seaice characteristics for several models. Griffies et al. (2011) compared the sea-ice performance of the NOAA GFDL GFDL-CM3 climate model with the previous CM2.1 model. Notable improvements and reduced biases in the Arctic sea-ice cover were found. In the southern hemisphere the GFDL-CM3 model underestimates the amount of sea-ice, which nearly vanishes in summer toward the end of the historical run. Jahn et al. (2012) assessed the sea-ice performance of the NCAR CCSM4 model, which is the latest version of the NCAR Community Climate System Model, and found that the model captures most of the important features of the Arctic sea-ice including the sea-ice thickness distribution, the fraction of multi-year ice and the sea-ice edge. CCSM4 has large biases in the simulation of the spring to autumn sea-ice motion field and the location of the Beaufort Gyre. CCSM4 captures well the observed amount of multi-year ice. In addition, Kay et al. (2011) examined Arctic sea-ice trends from an ensemble of simulations run with the CCSM4 model. They found that the strong negative trends observed cannot be explained by the modeled natural variability alone. CCSM4 simulated Arctic sea-ice cover has a strong internal variability with one ensemble member showing even stronger sea-ice decline than observed (Jahn et al. 2012) .
In the Antarctic, CCSM4 simulated ice cover is too extensive in all months (Landrum et al. 2012) , partly attributed to too strong westerlies in the Antarctic Circumpolar Trough causing too much ice to drift northward and consequently increase the sea-ice formation close to the Antarctic continent. CCSM4 is, however, able to simulate realistically sea-ice variability associated with the Antarctic dipole, which in turn is associated with the SAM and the ENSO.
found to be too thin in ACCESS1.0. The dry snow albedo was 0.78 (0.84), the wet melting snow albedo was 0.65 (0.72) and the bare ice albedo was 0.61 (0.68) for ACCESS1.0 (ACCESS1.3).
The configuration and description of the CSIRO-Mk3.6 coupled climate model can be found in Rotstayn et al. (2012) . CSIRO-Mk3.6 has an interactive aerosol scheme, and updated radiation and planetary boundary layer schemes, but is otherwise similar to its predecessor, CSIRO-Mk3.5 (Gordon et al. 2010) . The sea-ice component of CSIROMk3.6 and CSIRO-Mk3.5 is as described by O'Farrell (1998) . Notably the CSIRO-Mk3.6 model has a lower resolution than the ACCESS model in atmosphere, ocean and sea-ice components. The sea-ice component of the CSIRO-Mk3.6 model has a resolution of 1.875° in latitude and longitude. The sea-ice albedo in CSIRO-Mk3.6 CMIP5 simulations was 0.65 (0.6) for freezing conditions (melting), and the snow albedo was 0.8 (0.7) for freezing conditions (melting). The melt cut off was -0.05 °C for snow and -0.20 °C for ice.
The primary differences between the ACCESS and CSIRO-Mk3.6 models, which are very likely to impact their sea-ice performance and drive the climate sensitivity, are related to fundamentally different physical parameterisations of atmospheric models. Impacts of these different parameterisations are very difficult to assess and beyond the scope of this paper. Additionally, the ACCESS models have significantly more levels in the atmosphere than CSIRO-Mk3.6 (38 versus 18) and in the ocean (50 versus 31); the ACCESS models have a more recent version of the MOM ocean model than CSIRO-Mk3.6 (4.1 versus 2.2), and the ACCESS models use the zero-layer sea-ice thermodynamics scheme with a linear sea-ice temperature profile while CSIRO-Mk3.6 has a more realistic sea-ice temperature profile based on two sea-ice layers.
Although the analysis presented in this paper focuses on three Australian models, output from five other CMIP5 models were also used. This was to get an understanding of how the two Australian models compare with other models whose antecedents performed well in the CMIP3 analyses. The models used are listed in Table 1 . The experiments analysed are: coupled atmosphere/ocean pre-industrial control run (piControl ); simulation of recent past (1850-2005; historical) ; future projection (2006-2100) forced by RCP4.5 Bi et al. (2013a) . The configuration and the tuning of the sea-ice model, particularly in the ACCESS forced ocean-ice modelling framework, is described by Uotila et al. (2012) . The ACCESS model comprises the U.K. Met Office Unified Model (UM), the U.S. NOAA Geophysical Fluid Dynamics Laboratory Modular Ocean Model (NOAA/GFDL MOM4p1), the U.S. Los Alamos National Laboratory Sea Ice Model (LANL CICE4.1), and either the Met Office Surface Exchange System (MOSES) or the CSIRO Atmosphere Biosphere Land Exchange (CABLE) model. The numerical coupler used is the Partnership for Research Infrastructures in Earth System Modelling (PRISM 2-5) OASIS3 coupler. Horizontally the AusCOM model is configured with an orthogonal curvilinear tripolar grid with a nominal one degree resolution having additional refinements in the Arctic, in the Southern Ocean, and near the equator (Bi et al. 2013b ). The CMIP5 simulations were completed with two ACCESS model versions (Bi et al. 2013a ): the ACCESS1.0 model version includes the UM model configured for the HadGEM2(r1.1) atmospheric physics (Martin et al. 2010 ) and the MOSES2 land surface model; the ACCESS1.3 model version atmospheric physics is similar to the Met Office GA1.0 (Hewitt et al. 2011 ) with local modifications and uses the CABLE land surface model. Atmospheric parameterisations of two ACCESS model versions differ primarily due to different cloud and radiation schemes. Additionally, their atmospheric boundary layer physics parameterisation at the air-sea interface, the convection physics parameterisation and the handling of winds at coastal grid points differ. In terms of sea-ice parameters, ACCESS1.0 has a lower broadband albedo than ACCESS1.3, which was the only difference between the seaice models (Bi et al. 2013a , Table 1 ). The ACCESS models were not able to use the radiative schemes provided in CICE4.1, because the configuration of the ACCESS models required the surface energy balance to be resolved within the semi-implicit boundary layer of atmospheric model UM, where fixed albedo values were set for dry snow, wet melting snow and bare ice, with a reduction dependent on temperature near the melt point to simulate melt ponds. Whilst ACCESS1.0 used the default settings of albedos from the Met Office HADGEM2(r1.1) model, ACCESS1.3 used slightly larger values to enhance the simulated ice thickness in the central Arctic and in the Southern Ocean, which was 
Results
The Arctic sea-ice extent The sea-ice extent of ACCESS1.0, ACCESS1.3 and CSIROMk-3.6 starting in 1979 and ending in 2100 is shown in Fig.  1 . Years 1979 Years -2005 are based on historical runs and 2006-2100 on two emission scenarios: rcp45, the mid-emission scenario; and rcp85, the high-end emission scenario. In the northern hemisphere both ACCESS runs follow rather closely the observed annual minimum (summer) and maximum (winter) sea-ice extents. Also, the observed decrease of the Arctic summer sea-ice extent appears to be captured by both ACCESS models well, although in the ACCESS1.3 simulation the Arctic summer sea-ice extent is relatively stable until 2002-2003, while in the ACCESS1.0 run the sea-ice extent starts decreasing in the early 1980s. In winter, the simulated Arctic sea-ice extent is also close to the observed, although somewhat smaller. The simulated future behaviour of the Arctic sea-ice extent varies somewhat between ACCESS1.0 and ACCESS1.3 and the simulated interannual variability is large in both cases. The ACCESS1.0 rcp85 run shows an abrupt decrease of the Arctic summer sea-ice during the years 2027 and 2028, reaching an almost ice-free Arctic with less than one million km 2 of sea-ice cover. After this, however, the summer sea-ice extent increases above 3 × 10 6 km 2 and the ice-free Arctic state is subsequently reached soon after 2040 for both ACCESS model versions in both emission scenarios. In winter, the Arctic sea-ice extent decreases, but with smaller rates than in summer. As a result, the seasonal amplitude of the sea-ice extent increases. Additionally, the difference between the two emission scenarios becomes distinct only after 2050.
CSIRO-Mk.3.6 has too high an Arctic sea-ice extent particularly in summer (Fig. 1) when it is over 10 × 10 6 km 2 during the observational period . As a result the Arctic summer sea-ice extent decreases very slowly and stays above 5 × 10 6 km 2 during the 21st century possibly due to the reduced polar amplification and a weak ice-albedo feedback. The winter sea-ice extent show a similar although a smaller bias for the summer sea-ice extent, probably because the growth of the sea-ice cover in winter is mainly limited by the northern land masses. CSIRO-Mk3.6 sea-ice model is on a spherical grid and has a filter that matches the filter used in the ocean model and is applied to counter spurious ice-ocean fluxes between the models. The action of this filter smears out the ice by changing the ice-ocean stress which increases the ice formation and slows down the reduction of the ice cover in the 21st century (Gordon et al. 2010 ).
(rcp45); and future projection (2006-2100) forced by RCP8.5 (rcp85). It should be noted that three of these other models have significant code connections to the ACCESS models. Namely, ACCESS1.0 has essentially the same atmospheric and land surface configuration as HadGEM2-ES; and both ACCESS models share a common base code for the ocean with GFDL-CM3 (MOM4p1) and a similar base code for the sea-ice with CCSM4 (CICE4.1 for ACCESS and CICE4.0 for CCSM4).
Model output was compared with observational data. The observed sea-ice extent was based on the sea-ice index available from the U.S. National Snow and Ice Data Centre (NSIDC; Fetterer 2009), the observed sea-ice concentration was based on the HadISST data set from the U.K. Met Office, Hadley Centre (Rayner et al. 2003) , and the sea-ice thickness was based on the GIOMAS project originating from the Applied Physics Laboratory, the University of Washington, U.S.A., where the observed sea surface temperature and ice concentration data is assimilated into a sea-ice model Zhang 2006, Schweiger et al. 2011) . GIOMAS results of ice volume and thickness have been evaluated against a range of observations (Schweiger et al. 2011 ). The simulated ice thicknesses agree well with ICESat ice thickness retrievals over 2003-2008 (< 0 .1 m mean model bias) for the area in the central Arctic where submarine data are available. They are also in good agreement with in-situ observations from submarines, moorings, and aircraftbased measurements over 1975-2008 and capture long term variability. The Antarctic sea-ice thickness distribution, however, is not known well and the observational record has large spatio-temporal gaps (Worby et al. 2008) .
The atmospheric data used in this study is based on the ERA-Interim reanalysis product (Simmons et al. 2007 ). We used the atmospheric data to compare how well the modelled atmospheric circulation compares with the ERAInterim reanalysis.
Sea-ice trends were computed by fitting least-squares regression lines to the sea-ice extent anomalies. The seaice extent anomalies were computed as percent differences between monthly ice extent and mean ice extents for each month based on the 1979-2000 time period. Sea-ice trends were considered statistically significant if slopes of regression lines differed from zero with a 95 per cent confidence.
In addition to comparing sea-ice extent and volume integrals we also followed Connolley and Bracegirdle (2007) and compared RMS differences of sea-ice concentration and thickness between model output and the NSIDC and GIOMAS reference data sets, respectively. An advantage of the rootmean square (RMS) difference is that it also picks up biases in the ice pack interior. Generally the model intercomparison and trend estimation is sensitive to the chosen time periods due to the internal variability of the simulated climate. This multi-decadal variability and its phase vary from model to model and affects the sea-ice distribution. Hence comparing modelled trends and climatologies computed even over a parameter settings need to be adjusted to reduce the amount of sea-ice.
Unlike in the Arctic, the CSIRO-Mk3.6 Antarctic seaice extent decreases faster in the 21st century than in the ACCESS model runs. Whether this is due to the sea-ice response to the different atmospheric or oceanic forcing is not clear. It is interesting to note, however, that the two models, ACCESS and CSIRO-Mk3.6, show opposite hemispheric climate sensitivities in terms of sea-ice.
A comparison of sea-ice extent with some other CMIP5 models Monthly sea-ice extent distributions of ACCESS1.0, ACCESS1.3, CSIRO-Mk3.6 and five other CMIP5 models during the satellite era are shown in Fig. 2 . The distributions include all months from 1981-2005 and therefore their variability has both seasonal and interannual variability. In the Arctic, both ACCESS model runs are close to the observed NSIDC sea-ice extent, although ACCESS1.0 seems to perform better than ACCESS1.3. Additionally, the ACCESS model runs capture the observed variability well. The other models considered here show a variety of sea-ice evolutions: The CCSM4 and GFDL-CM3 models show distributions very close to the observed; MIROC5 has too small variability, while HadGEM2-ES has too high variability. CSIRO-Mk3.6
The Antarctic sea-ice extent The skill of the ACCESS models in simulating the sea-ice extent in the Antarctic is not as good as in the Arctic (Fig.  1, lower panel) . Both ACCESS runs slightly overestimate the winter sea-ice extent, while the ACCESS1.0 run underestimates the summer sea-ice extent and the ACCESS1.3 run overestimates it. The difference between the models is likely to be due to the higher sea-ice albedo used in the ACCESS1.3 run than in the ACCESS1.0 run, because the sea-ice models were otherwise identical and the cloud scheme used in the ACCESS1.3 run resulted in a warmer surface at high latitudes than the one used in the ACCESS1.0 run (Bi et al. 2013a ). The amount of Antarctic sea-ice remains relatively stable well into the 21st century. In the rcp85 runs the amount of sea-ice starts to slowly decrease in winter around 2020 and in summer around 2040. In the ACCESS rcp45 runs, especially with ACCESS1.3, the extent of the Antarctic sea-ice hardly decreases at all.
CSIRO-Mk3.6 has too extensive Southern Ocean summer sea-ice, but the bias is not so large as in the Arctic. In winter, its sea-ice extent is close to the sea-ice extent in the ACCESS models. The CSIRO-Mk3.6 model produces a relatively cold climate both globally and at high latitudes with respect to its CMIP3 antecedent CSIRO-Mk3.5, but not with respect to CSIRO-Mk3.0, and it is possible that the sea-ice model chosen due to the model internal multi-decadal variability, as explained earlier. The problem with trends based on longer timescales is that there are no observations to compare with as the observations are satellite products. All modelled trends, however, show some common features, such as the rapidly decreasing Arctic sea-ice contrasting with smaller changes in the Antarctic, so they permit the general conclusions presented here. In the Antarctic, the models are not able to simulate the observed increase in sea-ice extent with two exceptions: the GFDL-CM3 model does simulate both the decreasing Arctic sea-ice and the increasing Antarctic sea-ice in some realisations; and CSIRO-Mk3.6 also has realisations with weak positive Antarctic trends. GFDL-CM3 has an interactive atmospheric chemistry including ozone, which impacts the sea-ice, but on the other hand some other models have the interactive chemistry as well. The ACCESS models simulate a decreasing Antarctic sea-ice trend, but with smaller rates than in the Arctic. This is also the case for the majority of the models and for the multi-model ensemble trend.
Distributions of the ACCESS models 30-year sea-ice extent trends are presented in Fig. 3 (note the latest period in the historical is . Only the rcp45 and rcp85 simulations have similar trends in the northern hemisphere to the trend based on observations from 1981-2011, whilst during the piControl or historical simulations such large sea-ice reduction trends do not exist, except very rarely in the ACCESS1.0 piControl simulation. Additionally, the trend distributions based on historical and piControl seaice extents largely overlap, although ACCESS1.3 has some clearly has too high sea-ice extent and its variability is rather small, because sea-ice does not melt much during summer in a too cold climate. In a sense it is an outlier among this group of models. In general the modelled median sea-ice extents shown here agree well with observations.
In the Antarctic (Fig. 2 lower panel) , the inter-model variability is much larger than in the Arctic. Among this group of model runs, the ACCESS model runs are relatively close to observations. The ACCESS1.3 performs better in terms of modelled variability than ACCESS1.0, which shows a too high variability. CCSM4 clearly has too high sea-ice extent, which has been attributed to both excessive westerly winds over the Southern Ocean causing too fast ice drift, and a too cold surface ocean with a reduced oceanic heat flux (Landrum et al. 2012 ). The CSIRO-Mk3.6 model performs better in the Southern Ocean than in the Arctic, but has a somewhat too high sea-ice extent especially in summer. On the contrary, the GFDL-CM3, MPI-ESM-LR and MIROC5 models show too low sea-ice extents with almost vanishing sea-ice in summer. Table 2 lists observed and modelled sea-ice extent trends for 1981-2011. Observations show a large decrease of the Arctic sea-ice in September and a smaller, but statistically significant, increase of the annual Antarctic sea-ice extent. In the Arctic, the ACCESS sea-ice trends are close to the observed trend, while the CSIRO-Mk3.6 trend is too small. The remaining models show a decreasing Arctic sea-ice with trends modelled by GFDL-CM3 and HadGEM2-ES closest to the observed trend. It should be noted that the presented 30-year trends are based on a relatively short time period, and that these results are likely to depend on the periods N SI D C AC C ES S1 -0 AC C ES S1 -3 The Antarctic sea-ice concentration Antarctic sea-ice concentration biases are more widespread than in the Arctic (Fig. 5) . February (September) is the minimum (maximum) sea-ice extent in the Antarctic and therefore chosen for the analysis. A characteristic for the ACCESS1.0 run is a negative sea-ice concentration bias in the Amundsen Sea and in the Weddell Sea in February (Fig. 5(b) ). In the ACCESS1.3 run, the Weddell Sea bias is close to zero (Fig. 5(c) ) due to a higher ice albedo, but there is now too much ice in a region extending eastward from the eastern Weddell Sea around East Antarctica to the Ross Sea while the negative bias in the Amundsen Sea still persists when compared to the ACCESS1.0 run. In the CSIRO-Mk3.6 run, the sea-ice concentration bias in February is positive everywhere (Fig. 5(d) ). In September, the Antarctic sea-ice edge in the ACCESS runs tends to extend too far north as illustrated by the positive sea-ice concentration biases in Figs 5(f) and 5(g). Around Maud Rise, however, negative sea-ice concentration biases along with a deep mixed layer exist consistent with a too convective ocean releasing oceanic heat to melt the ice in winter (Beckmann et al. 2001 , Sirevaag et al. 2010 , Marsland et al. 2012 . CSIRO-Mk3.6 sea-ice concentration biases in September are relatively small with too much sea-ice in the northern Weddell Sea and too little sea-ice in the Amundsen Sea. In general, the ACCESS and CSIRO-Mk3.6 sea-ice concentration biases are comparable in terms of location in winter although their spatial patterns vary.
periods with trends of -5 per cent/decade in the historical simulation, which do not exist in the piControl simulation. In the southern hemisphere, trends similar to the observed are common in the piControl and historical simulations indicating a possibility that the increase is a consequence of natural variability, consistent with Turner et al. (2009b) . Interestingly, the sea-ice extent trends in the southern hemisphere in the rcp45 and rcp85 simulations indicate larger reductions in the sea-ice extent than the observed trend.
The Arctic sea-ice concentration
The observed HadISST Arctic sea-ice concentration and its difference with the ACCESS and CSIRO-Mk3.6 seaice concentrations is shown in Fig. 4 . March (September) is the maximum (minimum) sea-ice extent in the Arctic and therefore chosen for the analysis. ACCESS1.0 and ACCESS1.3 slightly overestimate the sea-ice concentration close to the ice edge in March (Figs 4(b) and (c)) although their ice concentrations are too low east of Svalbard. CSIROMk3.6 has too high a sea-ice concentration in March close to the ice edge from the Labrador Sea to the Barents Sea and around the Kamchatka Peninsula (Fig. 4(d) ), and in September around most of the Arctic Basin (Fig. 4(h) ). The ACCESS models show too little sea-ice in the Siberian Arctic, and too much sea-ice in the Canadian Arctic. In general, the ACCESS sea-ice concentration biases are smaller than the CSIRO-Mk3.6 bias. growth of ice in winter and reduce the melting in summer.
The ACCESS1.3 model shows a similar bias pattern and has a positive SLP bias of similar magnitude but covering a larger region (Fig. 7(g) ). In winter, ACCESS SLP biases are smaller indicating that the atmospheric circulation and seaice drift are not as clearly associated as in summer, which is reasonable since both the ice concentration and thickness are higher meaning that the internal ice stress becomes more significant in winter than in summer. The CSIRO-Mk3.6 model has a positive SLP bias over the Arctic Ocean in September (Fig. 7(h) ) comparable to the ACCESS1.3 bias, but located more toward the Siberian Arctic. As shown in Fig. 6(h) , CSIRO-Mk3.6 has a positive sea-ice thickness bias over the same region. In March, the CSIRO-Mk3.6 SLP bias is strongly positive (greater than 10 hPa) over a region covering the whole Arctic Ocean (Fig.  7(d) ). These strong anticyclonic SLP biases promote the anticyclonic sea-ice transport and reduce the transpolar drift across the Arctic basin (see section 'The Arctic sea-ice transport') causing the ice to pack along the Siberian coast.
The Antarctic sea-ice thickness The ACCESS1.3 model summer sea ice is thicker than ACCESS1.0 (Fig. 8(b) and (c)) in the Antarctic, especially close to the coast (Fig. 8(c) ). Additionally, ACCESS1.0 has too thin summer ice in the western Weddell sea, where the ACCESS1.3 ice is too thick. This is attributed to the higher sea-ice albedo in ACCESS1.3, as the sea-ice models are otherwise identical (Bi et al. 2013a ). In September, both ACCESS versions show a similar bias pattern, with the sea-ice generally thinner than the GIOMAS sea-ice in the Southern Ocean away from the coast of Antarctica (Fig.  8(f) and (g) ), where the ACCESS models are from 0.4 to 0.8 m thinner than the GIOMAS product, which is close to observations in this region (Worby et al. 2008 ; Table 3 ). The discrepancy is partly due to the convective and warm ocean causing the oceanic heat to melt the ice in winter especially in the eastern Weddell and Ross Seas.
A thick and compact ice field effectively prevents the exchange of sensible and latent heat between the ocean and atmosphere. Strong turbulent heat fluxes from open water may generate small low pressure systems and strengthen already existing pressure systems moving over the area. In this sense an anomalously compact sea-ice field promotes high atmospheric pressure anomalies. This positive feedback mechanism, where a high pressure bias compacts the seaice field, which then strengthens the high pressure bias, could play a role in the ACCESS model simulations.
The CSIRO-Mk3.6 model has a substantial positive seaice thickness bias in summer (Fig. 8(d) ), while the winter bias is relatively small (Fig. 8(h) ). The summer bias could be corrected by decreasing the ice albedo allowing more surface energy to melt the ice. The winter bias pattern could be related to atmospheric circulation with an anomalous storm track over the Amundsen and Ross Seas indicated by SLP (not shown) causing the negative sea-ice thickness bias.
The Arctic sea-ice thickness
The Arctic sea-ice thickness distribution from GIOMAS is characterised by thick, from four to six metres, multi-year ice covering a region north of Greenland and the Canadian Arctic Archipelago (Figs 6(a) and 6(e) ). The ACCESS models have over two metres thinner ice than GIOMAS north of Greenland and around 0.5-1 m thinner ice across the Nansen Basin to the Laptev Sea in both March and September ( Figs  6(b), (c), (f) and (g) ). The ACCESS1.0 ice thickness bias is close to zero in the Beaufort Gyre, while ACCESS1.3 has thicker ice than observed due to both the increased sea-ice albedo and the different atmospheric forcing, because of different atmospheric configurations (Bi et al. 2013a ). The ACCESS1.3 sea-ice is more than 0.5 m thicker in the Beaufort Gyre and over one metre thicker along the north Greenland coast than the ACCESS1.0 sea-ice. In the Barents Sea, the ACCESS1.0 sea-ice is approximately 0.3 m thicker than the ACCESS1.3 sea-ice except in summer when there is no ice. The role of the atmospheric circulation is significant, because the areas of negative bias in the ACCESS1.3 simulation have not been significantly reduced compared with ACCESS1.0, as would be expected due to the albedo change only.
The CSIRO-Mk3.6 ensemble mean sea-ice thickness bias pattern has two notable differences with respect to the ACCESS simulations (Figs 6(d) and 6(h)): it has a negative bias north of Greenland, extending in winter to the coast of Alaska; and a positive bias along the Siberian coast. Both the ACCESS1.3 and CSIRO-Mk3.6 areas of positive and negative thickness biases in the Arctic are likely partly due to mismatches between the modelled and observed atmospheric wind fields.
It is well known that the sea-ice drift is approximately directed along atmospheric isobars and follows the geostrophic wind when the ice is thin and its concentration is low (Zubov 1945) . The ice drift is to the right (left) of the surface wind direction in the northern (southern) hemisphere. If the ice is thick, the Coriolis force causes the ice drift to deviate from the atmospheric isobars towards higher air pressure, and the turning angle between the ice drift and the surface wind increases, while if the ice concentration is high the internal ice stress modifies the momentum balance (Lepparänta 2007). For the first order approximation, however, deviations of the modelled sea level pressure (SLP) field from the observed field indicate reasons for the modelled thickness biases.
The SLP differences between ERA-Interim and ACCESS1.0, ACCESS1.3 and CSIRO-Mk3.6 over the Arctic Ocean are shown in Fig. 7 . Areas with positive and small seaice thickness biases (Fig. 6 ) match with positive SLP biases relatively well. ACCESS1.0 runs have a positive SLP bias up to 8 hPa over the Arctic ocean, especially in September (Fig.  7(f) ), which promotes an anticyclonic atmospheric circulation and sea-ice drift that deviates from the surface wind towards higher pressure, causing sea-ice to accumulate in the Beaufort Gyre. Additionally, the anticyclonic circulation blocks low pressure systems entering the area and results in relatively cold surface temperatures which favour the thermodynamic ACCESS1.3 and CSIRO-Mk3.6 (ten member ensemble mean) sea-ice thicknesses for the same period (b-d), and for September (e) with departure for the ACCESS1.0, ACCESS1.3 and CSIRO-Mk3.6 sea-ice thicknesses for the same period (f-h). In the difference plots red colors indicate too much ice in the simulation, and blue colors indicate not enough ice. the Ross Sea is apparent in the GIOMAS and ACCESS runs, but missing from the CSIRO-Mk3.6 simulation.
The reduction of the Arctic sea-ice: A case study The reduction in the Arctic sea-ice in Fig. 1 for the ACCESS models appears to be a good match for the NSIDC satellite derived data. However, a closer examination shows that instead of the ice reduction being in the Beaufort Sea region as observed, the ice reduction in the ACCESS models is in the Eastern Arctic in the Laptev and Kara Seas, where both the ice concentration (Fig. 4 ) and ice thickness (Fig. 6 ) are lower than in GIOMAS. This reduction suggests that an increased sensitivity in these regions occurs when warmer conditions are encountered. The reductions in the Arctic sea-ice cover were further investigated by examining decadal periods earlier in the historical runs when the ice disappeared from the Eastern Arctic in summer. In the ACCESS1.0 historical simulation, periods from 1914-1920 and from 1942-1953 have sea-ice volume trends that are similar to those seen from 1990-2010 (not shown). For the ACCESS1.3 model, the historical periods with increasing rates of summer sea-ice volume loss are 1918-1928 and 1946-1952 , although the sea-ice volume trend from 1990-2010 is unprecedented.
The historical and rcp85 monthly anomalies with respect to a climatology derived from the piControl simulation for the August sea-ice concentration and sea-ice thickness, and the anomalies for preceding months (either for July or the April-July season) for the surface air temperature, ice albedo, surface air pressure, air-ice stress, ocean surface temperature, ocean surface salinity, mixed layer depth, and ice transport were analysed.
An example of the results is shown for 1915 for ACCESS1.0 in Fig. 11 where strong reductions in the ice cover in August in the Eastern Arctic are seen. Whilst the ice concentration and thickness patterns in August have negative anomalies in the Siberian coastal region, there are also positive anomalies in the remainder of the ice pack in the Beaufort Gyre. The surface pressure anomalies from the preceding April-July are consistent with the ice edge being driven back from the coast whilst the Beaufort high pressure anomaly has strengthened as confirmed by the air-ice stress vectors. The ice transport anomalies show that the ice has been driven into the Beaufort Sea or being transported from the Arctic through Fram Strait, indicated by the above average anomalies of ice thickness and concentration in the Beaufort Gyre and in the East Greenland Current.
In contrast, the anomaly patterns for 1926 for ACCESS1.3 are shown in Fig. 12 , where a mixture of positive and negative anomalies in the August ice concentration and thickness adjacent to the Siberian coastline is seen. The Western Arctic thickness has again increased, but the pressure anomalies are different, with anomalous high pressure over the Eastern Arctic. Additionally, the air temperature in the preceding April-July is below the average and the ice albedo anomalies are high in July indicating that this ice retreat has largely
The Arctic sea-ice transport Average sea-ice plus snow mass transport fields for the Arctic in March are shown in Figs 9(a-d) . The GIOMAS (Fig.  9(a) ) product shows the ice transported south out of the Fram Strait along the east Greenland coast, out of the Labrador Sea and the Sea of Okhotsk, and into the Arctic Ocean through the Barents Strait. Similar features can be found in the ACCESS simulations although their magnitude varies (Figs 9(b) and (c) ). GIOMAS and the ACCESS simulations also show a cyclonic circulation cell in the Siberian Arctic, and an anticyclonic Beaufort Gyre north of Alaska.
The main difference between GIOMAS and ACCESS is that the ACCESS simulations show a stronger anticyclonic Beaufort Gyre apparently associated with the thick ice in the area. The CSIRO-Mk3.6 model has a very strong ice transport in the Arctic Ocean and the East Greenland Current. The most striking feature of the CSIRO-Mk3.6 simulation is the large anticyclonic circulation associated with the thick ice bias in the Siberian Arctic which is driven by a similar circulation cell in the air-ice stress field. This CSIRO-Mk3.6 circulation pattern resembles the CSIRO-Mk3.5 annual mean circulation pattern (Kwok 2011) .
In September, the average GIOMAS ice transport has a relatively strong Transpolar Drift component, causing the sea-ice to move from the Canadian Arctic toward the Fram Strait and Svalbard (Fig. 9(e) ). The Arctic circulation in the ACCESS models is again dominated by the Beaufort Gyre, while the Transpolar Drift is either weak or non-existent (Figs 9(f) and (g)). The CSIRO-Mk3.6 summer sea-ice also exhibits one strong anticyclonic circulation cell as in February.
The Antarctic sea-ice transport The sea-ice plus snow mass transport in the Antarctic in February is small due to the small amount of sea-ice ( Figs  10(a-d) ). The GIOMAS product shows a northward transport in the western Weddell Sea along with the ACCESS and CSIRO-Mk3.6 models. The ACCESS1.3 and CSIRO-Mk3.6 have relatively high westward transport rates along the East Antarctic coast associated with high sea-ice volume biases.
In September, both ACCESS model configurations and the CSIRO-Mk3.6 model have strong sea-ice transport rates along the East Antarctic coast (Figs 10(e-h) ). Because the ACCESS1.0 and CSIRO-Mk3.6 models sea-ice thickness was close to the GIOMAS sea-ice thickness in these areas, the reason for the ice transport differences is the ice velocity differences between the three CMIP5 models and the GIOMAS product. Further, the ice velocity difference could be due to differences in the strength of the coastal current and/or the wind forcing. GIOMAS and the ACCESS models show cyclonic circulation features at around 90°E, which are missing in CSIRO-Mk3.6 likely due to the relatively coarse resolution of its ocean component and topography.
In the Weddell Sea the ACCESS and CSIRO-Mk3.6 models simulate the cyclonic drift of ice, which is not as distinguished in GIOMAS, and the northeastward transport in the north (Figs 10(e-h) ). The cyclonic circulation north of Only grid points where the sea-ice concentration is greater than 15 per cent are plotted. Fig. 10 . As in Fig. 9 , but for Antarctic sea-ice transport in February and September. Fig. 11 . Monthly anomalies of ACCESS1.0 historical data in 1915 with respect to a climatology derived from the piControl simulation. Absolute fields and anomalies for the August sea-ice concentration and sea-ice thickness, anomalies for preceding months (either for July or the April-July season) for surface air temperature, ice albedo, ocean surface temperature and sea level pressure, and the fields of air-ice ocean stress and ice transport are shown. The ice albedo has been masked to only show anomalies when ice is present. Fig. 12 . As in Fig. 11 , but for the ACCESS1.3 historical run in 1926.
of the Arctic Oscillation, a positive sea-ice concentration anomaly occurs in August and the case focused on in Fig. 12 matches this pattern. A major contributing factor to the ice decline in the ACCESS1.0 model is the strengthening of ocean temperature anomalies in the Greenland and Norwegian Seas. In the model decade from 2010-2020, the cooling north of Iceland spreads further within the Greenland Sea and is accompanied by a considerable freshening from sea-ice melt; however there is only a mild recovery in sea-ice thickness (not shown). These temperature anomalies were not present in the earlier epochs of the ice decline in either ACCESS models. The temperature anomalies are also present in the ACCESS1.3 historical simulation, but are weaker than ACCESS1.0 and commence later, consistent with the slightly later start to the ice decline seen in Fig. 1 .
Summary and conclusions
The sea-ice performance of the CSIRO-BOM ACCESS1.0 and ACCESS1.3 models, along with the CSIRO-QCCCE CSIROMk3.6 model, were assessed based on the simulations submitted to the CMIP5 archive.
In the Arctic, the ACCESS sea-ice extent is closer to the observed, when compared with some other CMIP5 models, during the satellite era. The sea-ice concentration tends to be too high close to the sea-ice edge and although the average Arctic sea-ice thickness is realistic, the thickest ice is located in the Beaufort Gyre instead of north of Greenland, and the ice is too thin in the Siberian Arctic. Although the reduction in the Arctic sea-ice for the ACCESS models appears to be a good match with the observational data, a closer examination shows that the modelled ice reductions occur in the Laptev and Kara Seas instead of the Chukchi and Beaufort Seas as observed. Our analysis suggests that the warm ocean anomalies in the North Atlantic are the driver of the modelled representation of the recent seaice reductions, whist earlier reductions were driven when atmospheric pressure anomalies directed warm air over the Arctic and induced winds that increased the rate of ice transport through the Fram Strait. Despite this, the ACCESS model is one of the better performing of the seven CMIP5 models examined here.
The CSIRO-Mk3.6 model has too extensive ice in the Arctic in terms of sea-ice extent and concentration, especially in summer, and too small temporal variability. In the Canadian Basin of the Arctic Ocean the sea-ice is too thin, while it is too thick in the Siberian Basin. In the group of seven CMIP5 models, CSIRO-Mk3.6 Arctic sea-ice stands out especially due to its very high summer sea-ice extent, but this may not be the case when larger sets of CMIP5 models are considered.
In the Antarctic, the ACCESS sea-ice extent is again close to the observed, especially in winter, but in summer the ACCESS1.0 has too small sea-ice extent, while the ACCESS1.3 has too high sea-ice extent. The difference is occurred in August. The air-ice stress and ice transport vectors show that no major loss through Fram Strait has occurred in 1926.
In the recent decade, from 2001 to 2011, the ice has reached its minimum and close to minimum extent in several years (2005, 2007, 2008, 2011) according to the NSIDC observations. In all these years the ice has retreated in the Chukchi and Beaufort Seas. Observations show that the additional heat that triggered the melting process was first advected into the Arctic basin through the Bering Strait and this heat has been captured in coastal polynyas and the sub-surface ocean since 2006 as the sea-ice has been removed (Perovich 2011) . There have also been changes in atmospheric pressure patterns that affected the ice distribution (Perovich 2011) . Figure 13 shows the anomaly data for 2006 from the ACCESS1.0 rcp85 simulation. The ice in August is anomalously thin everywhere except against the Canadian Coast and the ice concentration anomaly is low in the Eastern Arctic and high in the coastal Western Arctic. There are warm air temperature anomalies over the Western Arctic and in the Barents Sea, and the latter mirrors the warm ocean temperatures extending from the North Atlantic. The July ice albedo is positive in areas along the Siberian coast suggesting that the ice has only recently retreated from those areas. The air-ice stress and ice transport anomalies do not suggest an increased ice drift off the Arctic in the preceding months. The ACCESS1.0 sea-ice volume shows a gradual thinning of ice over a number of years going back to the 1980s with no major events of ice exiting the Arctic through Fram Strait. The ACCESS model resolution is not high enough to simulate the reductions in ice in the Canadian Archipelago as seen in the recent decade, since the model ice is stationary. Whilst the modelled annual heat flux in the Bering Strait does have peak values in the observed range (Wang and Overland 2009) , the heat does not advect into the Arctic basin along coastal currents which were not resolved in the model (not shown).
The Fram Strait transport was the major driver of the reduced ice cover in the 1914-1920 period for the ACCESS1.0 model and the 1946-1952 period in the ACCESS1.3 model. However, when the whole time series was considered the correlations of the summer sea-ice concentration and thickness anomalies with the sea-ice transport through the Fram Strait were very weak. The ice transport through Fram Strait in both ACCESS models significantly correlated with the Central Arctic pressure Index at 80°N (CAI-80; Vihma et al. 2012) in JFM and AMJ and with the Dipole Anomaly ) in AMJ (not shown), indicating that strong air pressure gradients result in strong winds driving the sea-ice away from the Arctic Ocean through Fram Strait. The sea-ice concentration and thickness anomalies only had weak correlations with these atmospheric modes of variability, but the ACCESS1.3 ice concentration anomaly correlated with the Arctic Oscillation (at 0.46), indicating that if a stationary high air pressure system is located over the Central Arctic in spring, apparent as the positive phase mainly due to the higher sea-ice albedo of the ACCESS1.3 model. The temporal variability of the ACCESS1.0 sea-ice extent is too high indicating a better performance of the ACCESS1.3 model. ACCESS1.3 sea-ice is rather thick close to the Antarctic coast due to the higher albedo, while the sea-ice is relatively thin in the Southern Ocean, but within the range of observed values. In general, the ACCESS model has one of the most realistic simulations of Antarctic sea-ice for the seven CMIP5 models considered in this study.
The CSIRO-Mk3.6 model sea-ice is closer to the observed in the Antarctic than in the Arctic. Again, the sea-ice is too extensive, but with a smaller bias than in the Arctic. Biases in the sea-ice concentration are comparable in the Antarctic between either of ACCESS1.0 or ACCESS1.3 and CSIROMk3.6. The Antarctic ice thickness in CSIRO-Mk3.6 is close to that of GIOMAS in winter, but substantially thicker in summer. It is likely that an adjustment of sea-ice parameters, such as albedo, would significantly improve the CSIROMk3.6 performance.
All CMIP5 models studied here predict a decreasing Arctic sea-ice during the 21st century, especially in summer. Four out of seven models, ACCESS1.0 and ACCESS1.3, GFDL-CM3 and HadGEM2-ES, show trends comparable to the observed in 1980-2011. The seven models considered in this study generally simulate decreasing Antarctic sea-ice contrary to observations, although the modelled rates of decline in the Antarctic are much smaller than in the Arctic. Only two models, GFDL-CM3 and CSIRO-Mk3.6, simulate sea-ice that is increasing in the Antarctic and decreasing in the Arctic, and only then in some ensemble members.
