Abstract. In this paper, we settle a long-standing problem on the connectivity of spaces of finite unit norm tight frames (FUNTFs), essentially affirming a conjecture first appearing in [12] . Our central technique involves continuous liftings of paths from the polytope of eigensteps (see [8] ) to spaces of FUNTFs. After demonstrating this connectivity result, we refine our analysis to show that the set of nonsingular points on these spaces is also connected, and we use this result to show that spaces of FUNTFs are irreducible in the algebro-geometric sense, and that generic FUNTFs are full spark.
1. Introduction 1.1. Background. Frame theory began with the definition of frames by Duffin and Schaeffer [11] , and today, frames provide a rich source of redundant representations and transformations. A frame is a collection of vectors {f n } n∈I in a Hilbert space H for which there exists strictly positive constants A and B satisfying for all x ∈ H, where ·, · H is the inner product on H which induces the norm · H . We call the frame tight if we can take A = B. If the index set I is finite, then H ∼ = F d , where F = R or C, and if f n H = 1, we say that the frame is unit norm. If the frame is finite, unit norm, and tight, we call it a finite unit norm tight frame (FUNTF). To put it simply, a FUNTF is the collection of column vectors in a matrix whose row vectors are orthogonal with equal norm, and whose column vectors each have unit norm.
Much of the early work on frames focused on infinite-dimensional frames: Fourier frames [11] , Gabor frames [4] , and wavelet frames [13] . In recent years, finite frames have been studied more rigorously because of their applications (for example, in wireless telecommunications [21] and sigma-delta quantization [3] ). While applications for frames abound, some of the most basic questions concerning frames remain unresolved.
1.2. The Frame Homotopy Problem. The sets of real and complex FUNTFs of N vectors in d dimensions are denoted F respectively. The Frame Homotopy Problem asks for which N and d these spaces are path-connected. Speculation on all the possible pairs of N and d for which pathconnecivity holds was first formally enunciated in Conjectures 7.6 and 7.7 of [12] , but the problem itself was first posed by D. R. Larson in a Research Experiences for Undergraduates summer program in 2002. Though there are a large number of degrees of freedom in the spaces of FUNTFs, it has been surprisingly difficult to analytically construct anything but the simplest paths through these spaces. Moreover, many of these spaces have singularities around which the geometry is not yet understood.
The first step forward for the homotopy problem was shown in [12] . The identification of FUNTFs in R 2 with closed planar chains having links of length one in Theorem 3.3 of [2] made it possible to obtain the connectivity result of [12] using connectivity results for these chains. Such connectivity results are readily abundant because of the relevance with the well-studied problem of robotic motion planning. However, the analogue of the characterization in R 3 is not so simple. This is because the identification in R 2 is essentially obtained by the identification of the circle S 1 with the real projective space RP 1 via the map (x 1 , x 2 ) −→ x 2 1
In R 3 , the sphere S 2 is not identifiable with RP 2 . Closed chains are still releveant in this higher dimensional situation, but the configuration space is a subset of products of RP 2 embedded into the space of 3 × 3 symmetric matrices. This makes the motion much more difficult to imagine and the problem is no longer relatable to a well-trod domain.
The most recent contribution to the homotopy problem came in 2009 with the work of Giol, Kovalev, Larson, Nguyen, and Tenner [14] . This work demonstrates the connectivity of certain families of projection operators which correspond to FUNTFs of 2d vectors in d complex dimensions. Aside from this work, a lack of techniques for constructing paths has basically made it impossible to move forward on the problem over the last decade.
1.3. Main Results. In this paper, we completely resolve the Frame Homotopy Problem. In particular, we establish the following theorems: (see [12] ), so we also solve the main problem presented in [14] as a corollary of Theorems 1.1 and 1. For N and d relatively prime, it was shown in [12] that F F N,d has no singularities for F = R, C, and hence Theorems 1.1 and 1.2 immediately imply that such an F F N,d is an irreducible real algebraic variety. This raises the interesting possiblity that the singularities in a general space of FUNTFs might be due to the existence of numerous irreducible components in F F N,d . Indeed, for F R 4,2 , this is evidently the case given the extensive analysis of this space in [12] . However, by refining our connectivity result, we show that this is simply not the case in general, and that F R 4,2 is exceptional in this regard:
This is an extremely surprising result and it tells us that the singularities of spaces of FUNTFs either result from the space folding in on itself or developing cusps. However, we do not believe that F In Section 2, we fix our notation and provide the background on necessary frame theory concepts and results from algebraic geometry. In Section 3, we establish our key technical tool, a lifting lemma for paths in spaces of eigensteps. The proofs of Theorems 1.1 and 1.2 are demonstrated in Section 4, and we refine these results in Section 5 to show that the nonsingular points of F
form a path-connected set as well. In Section 6, we conclude with the consequences of our path-connectivity results, including the proofs of Theorems 1.4 and 1.6.
Prelimaries and Notation
In general, we work with vectors in F d , where F is either the set R of real numbers or the set C of complex numbers. We assume that the inner product on F d is the standard inner product. We let I k denote the k × k identity matrix, and we let 1 k denote the vector in R k with entries all equal to 1. For any k × k matrix A, we use diag(A) to denote the vector in F k with entries equal to the diagonal entries of A in order, and for any vector v ∈ F k , we let diag(v) denote the k × k matrix with diagonal entries coinciding with the entries of v and off-diagonal entries equal to zero. For a given collection of vectors {v i } i∈I ⊂ F k , we let span{v i } i∈I denote the linear span of the collection, and we use span ⊥ {v i } i∈I to denote the orthogonal complement of the linear span in F k . 
is the zero set of a set of quadratic equations (in the real and imaginary parts of the matrix entries), and hence it may be viewed as a real algebraic variety.
Eigensteps [8] are the key tool from which we are able to derive our central technical lemmas. We shall let Λ N,d denote the space of FUNTF eigensteps, or sequences λ = {λ n;i } i∈
where a b means that the interlacing inequalities
is a polytope, and in particular it is convex and hence path-connected. For a given frame F ∈ F F N,d , we shall let λ(F ) denote the eigensteps associated with F ; that is, {λ k;i (F )} i∈ [d] is the set of nonincreasing eigenvalues (counting multiplicity) of the frame operator of
is a well defined mapping, but it is not injective so there can be many frames that have the same eigensteps.
A frame F = {f n } n∈[N ] is said to be orthodecomposable (OD, pronounced "odd") if there is a nontrivial disjoint partition of [N ] into S and T such that
The importance of the OD frames is the following characterization first discovered in [12] :
is a singularity if and only if F is OD. Specifically, this proposition is a consequence of the regular value theorem and Lemmas 4.2 and 4.7 in [12] . Thus, all of the non-orthodecomposable (NOD) frames in F Given a frame F ∈ F F N,d , we define the spark of F (written spark(F )) to be the size of the smallest linearly dependent subset of F . Note that spark(F ) ≤ d + 1; if spark(F ) = d+1 then we say that F is full spark. Observe that a frame is full spark if and only if the following statement holds: If k < d and W ⊆ F d is a subspace of dimension k, then |W ∩ F | ≤ k. Therefore it follows that any orthodecomposable frame with N > d is not full spark.
Our final essential ingredient is the Naimark complement of a Parseval frame [15] . A frame F for F d is said to be a Parseval frame if F F * = I d (see the first chapter of [10] ). This is equivalent to F * F being an orthogonal projection. A frame G for Here, (i) follows from considering the diagonal entries of F * F and G * G, (ii) follows from Proposition 2.2 since γ(F ) = γ(G), while (iii) is far less obvious (see Theorem 4(iii) in [1] for the essential ingredients of the proof). We extend the notion of Naimark complements to FUNTFs in the obvious way. The following is an important consequence of the Naimark complement: 2.2. Algebraic Geometry. A subset V ⊆ R k is called a real algebraic variety if there is a set of polynomials {f i } i∈I ⊆ R[x 1 , ..., x k ] such that V = {x ∈ R k : f i (x) = 0 for every i ∈ I}, where R[x 1 , ..., x k ] is the ring of polynomials in the variables x 1 , ..., x k with real coefficients. By Hilbert's basis theorem, we may always assume |I| < ∞, and since we are working over the real numbers, we may further assume |I| = 1 by replacing {f i } i∈I with i∈I f
. By defining closed sets to be real algebraic varieties, we get a topology on F k called the real Zariski topology (note that this is different from the usual Zariski topology on C k ). For a subset V ⊆ F k we use the notation Z(V ) to denote the closure of V in this topology, that is, Z(V ) is the smallest variety containing V . We will also use the real Zariski topology of a real algebraic variety V ⊆ F k to mean the subspace topology of the real Zariski topology of F k . Note that any set which is closed in the real Zariski topology is also closed in the standard topology, but the converse of this is far from true.
A variety V ⊆ F k is called irreducible if we cannot write V = V 1 ∪V 2 where V 1 and V 2 are proper subvarieties of V . Another notion we will need is that of a singular point of a variety. The definition of singular point is technical (see [16] ), and we do not need it in its precise form. Intuitively, a point v on a variety V is called singular if V fails to be a smooth manifold at v; that is, there is no neighborhood of v in V which is diffeomorphic to some open subset of Euclidean space. A variety is called nonsingular if it has no singular points. If a variety is reducible and pathconnected, then any point in the intersection of two irreducible components is a singularity. Therefore, if a variety is path-connected and nonsingular, then it must be irreducible. However, by Proposition 2.1, we know that F F N,d may have singular points in general, so irreducibilty does not follow immediately from connectedness. We shall make use of the following proposition: Proposition 2.6. Suppose V is an algebraic variety such that (i) the set of nonsingular points of V is path-connected, and (ii) the set of nonsingular points is dense in V (in the standard topology).
Then V is an irreducible algebraic variety.
Proof. Let V 0 denote the set of nonsingular points of V . We first claim that (i) implies Z(V 0 ) is irreducible. To see this, suppose to the contrary that there are two subvarieties of Z(V 0 ), say V 1 and V 2 , such that V 1 ∪ V 2 = Z(V 0 ) and there exists x ∈ V 0 ∩ V 1 and y ∈ V 0 ∩ V 2 . Then the path connecting x and y must pass through
. Overall, we have that V 1 ∩ V 2 intersects V 0 nontrivially, but this contradicts the fact that components must intersect at singular points; this fact follows from Theorem I.5.1 in [16] (as written, Hartshorne's proof only considers varieties over an algebraically closed field, unlike R, but this assumption can be removed without affecting the result).
Next, we apply (ii) to get V 0 = V , where bar denotes closure in the standard topology. Since any Zariski closed set is also closed in the standard topology, we further have V = V 0 ⊆ Z(V 0 ). Moreover, since V 0 ⊆ V and V is Zariski closed, the reverse containment also holds: Z(V 0 ) ⊆ V . As such, V = Z(V 0 ) and so V is irreducible by the previous paragraph.
The converse of Proposition 2.6 is false (see Figure 2 .2 for counterexamples). Given a subset of Euclidean space V ⊆ R k , we say W ⊆ V is generic (in V ) if W contains an open and dense set in the topology induced on V by the standard topology on R k . If V is an irreducible variety over the complex numbers then any Zariski-open subset of V is generic, however this is not necessarily the case for irreducible varieties over the real numbers. Indeed, the variety shown in Figure 2 .2(b) is an example of an irreducible variety that contains a Zariski-open set that is not dense in the standard topology, namely the complement of the origin. Nonetheless, using the same hypotheses from Proposition 2.6, we can demonstrate the following: Proposition 2.7. Let V be a real algebraic variety such that the nonsingular points of V form a dense connected subset. If U is another real algebraic variety, then either V \ U is either empty or generic in V .
Proof. Equivalently, we show that either V ⊂ U or V ∩ U is nowhere dense in V in the topology on V induced by the standard topology. If V ∩ U is nowhere dense in V in the relative topology, then the statement holds, so suppose that V ∩ U is not nowhere dense in V in the relative toplogy. Because V ∩ U is closed and not nowhere dense, this means that V ∩ U contains an open subset Q ⊂ V in this relative topology. Now, let U denote an open cover of the nonsingular points of V so that for each W ∈ U, there is an analytic coordinate patch on W . If Q does not intersect some member W of U, then Q is entirely contained in the singular points of V , which contradicts the hypothesis that the nonsingular points of V form a since V and U are real algebraic varieties. Thus, f and g must coincide on R. Because W admits an analytic coordinate system φ, we have that
. This is simply a consequence of the Identity Principle for single-variable analytic functions. That is, suppose h : C k → C is analytic and that h(x) = 0 for all x ∈ R k with x < r. Then by fixing x 2 , . . . , x k with x
. . , x k ) is a one-dimensional analytic function that vanishes on a sequence of points having an accumulation point in C. Consequently, h 1 (x 1 ) = 0 for all x 1 ∈ C, and hence
Now, since h(x 2 , . . . , x k ) still vanishes on a ball contained in R k−1 , we may use induction to see that h = 0 on all of C k . We then have that f = g on all of W . If W ∈ U intersects W nontrivially, then the same reasoning as above shows that f = g on W . Now, let A denote the union of all W ∈ U such that f = g on W and let B denote the union of all open sets W ∈ U such that f = g on W . Then A and B are both open, and if A and B intersect nontrivially, there is a nontrivial intersection between some W and W in U such that f = g on W and f = g on W . This is a contradiction by our above observation, so we see that the nonsingular points of V coincides with the disjoint union of open A and B, which, by connectedness of V and nonemptyness of A, implies that B is empty and hence f = g on all nonsingular points of V .
Since U is closed, the above reasoning immediately implies that V ⊂ U .
Overall, if the nonsingular points of a real algebraic variety form a dense connected subset, then the nonempty Zariski-open subsets of that variety are generic, as desired. It should be noted that the above proposition employs the topological definition of connectivity, but Corollaries 5.10 and 5.11 say that our set of nonsingular points form a path-connected set. However, it is clear that the nonsingular points form an analytic manifold, and hence these two definitions of connectivity coincide.
Lifting paths in
This section provides the technical lemmas involving eigensteps that we will exploit throughout the remainder of the paper. The main idea behind these lemmas is that paths in the eigensteps polytope Λ N,d can be lifted to paths of frames in F F N,d in such a way that the eigensteps of each frame in the frame path are given by the corresponding point in the eigensteps path.
and note that g n (x) = γ n (x) − γ n+1 (x) enjoys the following properties:
(i) g n (x) = 0 for all but a finite set of x and
(ii) g n (x) only takes values in the set {−1, 0, 1} because of the interlacing condition We let
We clearly have that both I n and J n are contained in [d] and K n := |I n | = |J n | by the properties of g(x). Let σ n denote the unique permutation that is increasing on I n and I c n and such that σ n (I n ) = I n . Define the permutation τ n similarly but using J n . Finally, let P n and Q n denote the permutation matrices corresponding to σ n and τ n respectively. Now, because λ(F ) is in the interior of Λ N,d , we have that
For all µ in the interior of Λ N,d , we note that the sequences v n;σn(i) (µ) = − j∈Jn (µ n;i − µ n+1;j )
{j∈In:j =i} (µ n;i − µ n;j )
, and W n;σn(i),τn(j) (µ) = v n;σn(i) (µ)w n;τn(j) (µ) µ n+1;j − µ n;i are well-defined rational functions, and hence these sequences are continuous functions of µ on the interior of Λ N,d . Letting F = {f n } n∈ [N ] , by Theorem 7 of [8] there is a unitary (or orthogonal if F = R) U 1 and a sequence of block diagonal unitary matrices V n such that (i) f 1 = u 1;1 where u 1;1 is the first column of U 1
By construction, we have that θ(λ) = F and that θ is continuous on the interior of Λ N,d . Moreover, the converse part of Theorem 7 of [8] ensures that θ(µ) ∈ F
satisfies λ(θ(µ)) = µ. such that (λ • )(t) = (t).
Proof. It is clear that we may lift to F R N,M on [0, 1) using θ from Lemma 3.1. That is, we set (t) = θ( (t)) for t ∈ [0, 1). If µ is also on the interior, it is clear that the this path can be extended continuously to all of [0, 1]. On the other hand, on the boundary some interlacing inequalities become equalities, and so µ n;m = µ n+1;j or µ n;i = µ n+1;i = µ n;j and the definitions of v n , w n , and W n involve undefined quantities. We shall now show that these potential discontinuities at the endpoint are removable. Noting that (1 − t)λ n;i + tµ n;i − (1 − t)λ n+1;j − tµ n+1;j = (1 − t)(λ n;i − λ n+1;j ) and (1 − t)λ n;i + tµ n;i − (1 − t)λ n;j − tµ n;j = (1 − t)(λ n;i − λ n;j ). If µ n;i = µ n+1;j and µ n;i = µ n+1;i = µ n;j , we see that any singularities in v n ( (t)), w n ( (t)), and W n ( (t)) at t = 1 are removable. Consequently, (t) can be defined to have a continuous limit at t = 1 and so that λ( (1)) = µ. This completes the construction.
Connectivity of F
Perhaps the most obvious motion that a FUNTF may undergo is the "spinning" of an orthogonal pair of vectors in the frame inside of their span. The following lemma simply states that this continuous motion exists in a more general setting:
k=1 . Then F = G ∪ H is a frame with frame operator S.
Proof. Because G is a tight frame for W , the frame operator of G is a scalar multiple of the orthogonal projection onto W . Now, the frame operator of G is this scaled projection conjugated by the unitary U . Since U leaves W fixed, it commutes with the orthogonal projection onto W and hence the frame operator of G is the same as the frame operator for G. The frame operator of F is the sum of the frame operators of G and H, which is also the sum of the frame operators of G and H, which is the frame operator for F .
We now prove the connectivity of algebraic varieties of complex FUNTFs using the path lifting argument of the previous section. , we have that the only difference between G and G is the choice of U 1 and the V n . However, since the unitary matrices are connected and products of connected sets are connected, there are continuous paths connecting U 1 to U 1 and each V n to V n . These then induce a continuous path from G to G. By traversing this path after the path provided by the lemma, we successfully connect F to G. On the other hand, if F and G both belong to the boundary of Λ N,d , we may choose H from the interior of Λ N,d and connect F to H and then H to G. Traversing these paths in order produces the desired path.
In the complex case, the fiber above a point of Λ N,d is connected because V n 's are block diagonal with unitary blocks and this set is connected (it is a product of unitary groups). In the real case, this fiber has at least two components. This makes the proof much more delicate.
Proof of Theorem 1.2. We shall show the result using induction on N inside of an induction on d, with the following induction structure: . Let µ denote the eigensteps for the frame consisting of two successive copies of the standard orthonormal basis. Note that any other frame with eigensteps µ consists of a union of two orthonormal bases. We shall now argue that the set of frames consisting of the union of two orthonormal bases is path-connected.
The main idea is to show that pairs of frame vectors may be swapped using a continuous path. If the pair contains a member from both orthonormal systems, then we may simply align those vectors using simultaneous continuous rotations, and then swap the roles of the vectors in the pair while we run this rotation backwards. If the pairs are from the same collection, we first choose a third chaperone vector from the other orthonormal collection, and then run three continuous paths swapping vectors from opposite collections. The first path swaps the first vector of the pair with the chaperone. After this first swap, the second and the first vector are in opposite collections and there is a continuous path that swaps these. The first vector is now in position. The second vector and the chaperone are now in opposite collections, so we may swap them using a continuous path. Thus, the first and second vector have been swapped and the chaperone vector has returned to its original position.
Since we may perform arbitrary transpositions, we may order the vectors so that the first and last d vectors form an orthonormal basis. Since we may swap vectors within orthonormal collections, we may force each collection to have positive orientation via a continuous path. Once the collections have positive orientation, we may continuously rotate both collections to the standard orthonormal basis and hence all such frames are path-connected to the same point. We conclude that unions of orthonormal bases are connected.
Using Lemma 3.2, we connect both F and G (if not in the interior, first connect to something in the interior) to H and H with λ(H) = λ(H ) = µ. As we noted earlier, this implies that H and H are both a union of two orthonormal bases. By the above argument, H may be continuously connected to H , and thus a proper ordering and concatenation of the paths produces a path from F to G.
Case (N = 2d + 1, 2d + 2): Let µ denote any eigensteps for a frame F such that
. That is, F is a union of two tight subframes. In particular, if N = 2d + 1, then F is the union of a simplex and an orthonormal basis. If N = 2d + 2, then F is a union of two simplices. First, we show that we may connect any two members of
d connected components as shown in [12] . In order to access each of the connected components, we must be able to negate any vector in F . To do this, we first align the target vector so that it is orthogonal to a chaperone vector in the other tight subframe (this is accomplished using Lemma 4.1). Now that the target (denoted a) and chaperone (denoted b) form an orthnormal pair for their span, W , we use Lemma 4.1 again to continuously rotate in W until the target vector becomes b and the chaperone become −a. Lemma 4.1 is now applied to continuously rotate the entirety of the chaperone's original subframe to align the target along the chaperone at −a. Rotating the chaperone and its original subframe back to the starting position b, we have successfully negated the target vector without changing the position of the other vectors in the frame. Combining this with the permutation paths (described above in case N = 2d), we can connect members in this product if N = 2d + 1 and N = 2d + 2.
Just as in the N = 2d case, we now use Lemma 3.2 to connect any given F and G to H and H with eigensteps µ and then we may continuously connect H and H using the motions described in the previous paragraph. is connected.
Connectivity of the nonsingular points of F
In this section, we refine the results of the previous section to show that, given two NOD frames F, G ∈ F To begin with, we need some lemmas that reveal the structure of the OD frames. Our first lemma essentially allows us to know that a frame is NOD if we can extract a NOD basis from the frame. This next lemma tells us that the eigensteps of an OD frame must be on the boundary of Λ N,d . Thus, when we use Lemma 3.2 to lift paths through the interior of Λ N,d , we know that the path never crosses an OD frame.
Proof. Since F is OD, there is an index k > 1 such that f k is orthogonal to f i for each i < k. Thus, the nonzero values of λ k (F ) consists of a 1 and all of the nonzero values of λ k−1 (F ). Since the largest nonzero value of λ k−1 is at least 1, this means that λ k−1;1 (F ) = λ k;1 (F ) and hence λ(F ) is on the boundary of Λ N,d .
Our final lemma for this section tells us that if we reorder any NOD frame so that the first d vectors of the frame form a NOD basis, then there are no OD frames that map to the same eigensteps. This means that when the V n 's are being continuously diagonalized in Lemma 3.2, the path avoids the OD frames.
, form a NOD basis, then λ(F ) is not in the image of the OD frames under the eigensteps map. 
, and n k is not in {n 1 , . . . , n k−1 }. We now briefly justify why there is always such an f n k . Suppose there is not. Then all f n such that n ∈ {n 1 , . . . , n k−1 } are either in span
, and since neither of these spaces will be empty, this implies that F is necessarily OD. As such, we may take σ to be any permutation sending k to n k for all k = 1, . . . , d.
Now that we have these lemmas, it is fairly straightforward to prove the refined connectivity result for all of the cases where N = 2d. Proof. The structure of this proof is similar to that of Theorem 1.2. We proceed with the exact induction structure, but we now take care to construct paths that do not pass through OD frames. Additionally, the application of Proposition 2.4 in Theorem 1.2 is replaced with the application of Proposition 2.5, and the case N ≥ 2d + 1 only needs the connectivity result in Theorem 1.2.
The first observation we must make is that if there are no OD frames with eigensteps λ or µ, then the path connecting F and G with eigensteps λ and µ provided in Theorem 1.2 never passes through any OD frames. The argument supporting this statement occurs in two steps. First, two frames F and G in F with N > 2d are connected to frames H and H with eigensteps ν that ensure the first d + 1 members of H and H form a simplex. Since there are no OD frames with eigensteps ν (Lemma 5.1 gives this since the first d members of a simplex form a NOD basis), the path provided by Lemma 3.2 does not pass through eigensteps that are in the image of the OD frames under the eigensteps map. Finally, note that each frame in the path from H to H constructed in Theorem 1.2 always contains d members of a simplex, which is necessarily a non-orthdecomposable basis and hence Lemma 5.1 ensures that the full frame is not OD.
The only concern is that either F or G has eigensteps in the image of the OD frames under the eigensteps map, so the continuous diagonalization of the V n 's might cross an OD frame. Let us suppose that there is an OD frame with the same eigensteps as F . Since F is NOD Lemma 5.3 provides us with a permutation σ such that F = {f σ(n) } N n=1 has that λ(F ) is not in the image of the OD frames under the eigensteps map. Therefore we may use the reasoning in the preceding paragraph to connect F to a frame H such that {h n } d+1 n=1 is a simplex in such a way that no frame along this path is OD. Let (t) = {f n (t)} N n=1 denote this path and note that {f σ −1 (n) (t)} N n=1 is also a path through NOD frames which takes our original F to a frame which contains a simplex. Let H denote this frame. Now, we use the exact same chaperone argument for the case of connecting orthonormal bases to rearrange H so that the first d + 1 vectors in H form a simplex. Note that, while transposing the order of vectors using chaperones, the intermediate frames will always contain a simplex and hence remain NOD.
Finally, we finish the proof by recalling that frames containing a simplex as the first d + 1 vectors may be connected using a path through NOD frames, and hence we can construct a path between the NOD frames F and G.
Using the following lemma, it is also not difficult to show that F C 2d,d is also path connected:
Lemma 5.5 (Lemma 2.2 in [7] ). Two generic orthonormal bases are full spark. Proof. As in the proof of Theorem 5.4 if both F and G have eigensteps which are not in the image of the OD frames, then the paths constructed in the previous section will not pass through OD frames. Without loss of generality, we can now assume that there is an OD frame that has the same eigensteps as F . Since F is not OD, Lemma 5.3 provides us with a permutation σ such that
has that λ(F ) is not in the image of the OD frames under the eigensteps map and note that this permutation satisfies σ(1) = 1. By Lemma 5.5, we can choose two orthonormal bases, say
is full spark. Reorder these vectors into a frame H = {h n } 2d n=1 so that h 1 = e 1 , h 2 = u 1 , and h σ −1 (2) = u 2 . Observe that {h n } d n=1 is a NOD basis so λ(H) is not in the image of the OD frames by Lemma 5.3. Now we can connect F to H so that the path does not go through any OD frames. Next apply σ −1 to this path to get a path from F to σ −1 (H) which does not pass through any OD frame. Note that λ(σ −1 (H)) is not in the image of the OD frames since h σ(1) = e 1 and h σ(2) = u 2 and H is full spark so {h σ(n) } d n=1 is a NOD basis. We have shown that any NOD frame in F C 2d,d can be connected to a frame whose eigensteps are not in the image of the OD frames. It follows that we can connect any two NOD frames in this set without passing through an OD frame.
The above result does not apply to the real case when N = 2d. In the process of connecting our F to H, in the real case we may only ensure that we can connect F to a frame sharing the same eigensteps as H. Additionally, the path constructed in Theorem 1.2 for the case N = 2d requires that we align frame vectors directly on top of each other. Once this alignment occurs, we have reached an OD frame. This makes the proof for F R 2d,d much more involved. In order to show that we can connect two NOD frames in F R 2d,d without passing through an OD frame, we shall still use the unions of two orthonormal bases as the central nexus of our paths. As in Theorem 1.2, once we get to a single union of two orthonormal bases which constitutes a NOD frame (a nontrivial task), we just need to show that we can permute the vectors via continuous paths while remaining NOD. The next lemma demonstrates that continuous permutations can be performed for a particular NOD frame consisting of the union of two orthonormal bases. 
are both positively oriented orthonormal bases and
is not OD, where u i and v i are the ith columns of U and V respectively. (ii) There is a continuous path through the NOD members of F R 2d,d which connects F * to
Proof. First, we let ξ be a member of F R d−2,1 which correponds to the Naimark complement of F . Now, ξ is unique up to a global sign factor, so we choose the sign so that
is a negatively oriented orthonormal basis. Thus the resulting U and V are positively oriented orthonormal bases. Now, note that u 1 has a nonzero inner product with each member of v i and hence F * is not OD. We now describe the continous path connecting F * to G * . First, we note that the frame operator of the collection (2, 1, 1, 0 , . . . , 0) and thus the frame operator of
is diag(0, 1, 1, 2, . . . , 2). Consequently, we may independently rotate the members of both F 1 * and F 2 * in the plane spanned by the standard orthonormal vectors e 2 and e 3 , and the resulting frame is still always in F R 2d,d and is NOD. Our first action is to continuously rotate F 2 * in the span of e 2 and e 3 to arrive at the frame
The reason for doing this is to avoid a potentially OD frame during a motion that will only involve the first four vectors. At the end of the motion involving only the first four vectors, we shall undo this rotation. We now restrict our attention to the frame
By a continuous rotation of π/2 radians in the plane spanned by e 2 and e 3 , we may move to the frame   
This has permuted the columns by a 4-cycle. We now produce a 3-cycle on the last three columns. First, we may continuously rotate the orthonormal pair consisting of the second and fourth columns by Lemma 4.1 until we arrive at the frame
Now, the third and fourth columns are orthonormal and we use Lemma 4.1 again to continuously rotate to
One final application of Lemma 4.1 on the second and third columns yields
Clearly, this path lifts to a continuous path taking the collection {u 1 , v 1 , u 2 , v 2 } to the collection {v 1 , u 1 , u 2 , v 2 } such that all intervening frames have unit-norm members and frame operator diag(2, 1, 1, 0, . . . , 0). In this paragraph, we justify why this path never meets an OD frame. First, we note that the projection of F 1 * into the span of {e 2 , e 3 } contains an orthogonal pair and the inner product of any vector in the rotation of F 2 * with any vector in F 1 * is equal to the inner products of the vectors if they are first projected into the span of {e 2 , e 3 }. Now, simply rotating in the span of {e 2 , e 3 } by some Q, it is easy to see that QF 1 * still contains an orthogonal pair and thus the rotated vectors from F 2 * shall have nonzero inner product with at least one vector from this pair. Using this fact and the fact that QF 1 * always has a connected correlation network, we shall have that the entire frame has a connected correlation network and is hence NOD. Furthermore, note that v 1 persists as a vector throughout the remaining operations. Since v 1 has nonzero correlation with all the rotations of the vectors in F 2 * and e 1 , v 1 together with the rotations of the vectors in F 2 * has a connected correlation network and forms a frame for R d . Consequently, the full frame is never OD throughout the continuous motions described above.
Finally, we undo the starting rotation on F 2 * to arrive at G * . 
is the set of all NOD frames
both orthonormal bases having orientations a and b respectively, then
is path-connected. The final step is to then use Lemma 5.7 to permute the frame vectors, thus arriving at a NOD frame for which the first d vectors are the standard orthonormal basis and the last d vectors form another orthonormal basis.
Let
, a, b). For convenience, we first permute so that
and {g i } 2d i=d+1 are both positively oriented orthonormal bases. If we construct a path for this configuration, then we may invert the index permutation over the entire path to get a path through
, a, b). Additionally, by continuous rotation, we may assume
is the standard orthonormal basis. Now, consider g d+1 . There is a continuous rotation U (t) and an ε > 0 such that (U (t)g d+1 ) j = 0 for all j = 1, . . . , d, and g ji = 0 implies (U (t)g i ) j = 0 for all i = d + 1, . . . , 2d and all t ∈ (0, ε). Thus, without loss of generality, we may assume that g j,d+1 are all nonzero. We now show that we may assume that all of g j,d+1 are strictly positive. Suppose g j,d+1 is negative, and choose another coordinate index i = j. Without moving g d+1 , rotate g d+2 so that its nonzero projection onto the span of e i and e j is not orthogonal or parallel to the projection of g d+1 onto the span of e i and e j . This is possible because d > 3 and all of the entries of g d+1 are nonzero, and since g d+1 stays fixed and has all nonzero entries, the full frame remains NOD while g d+2 rotates. At this point, we continuously rotate {g i } 2d i=d+1 in the span of e 1 and e 2 until the i and j entries of g d+1 are strictly positive. Since the jth entry was negative, the intermediate value theorem tells us that this entry becomes zero at some point during this rotation. Thus, e i or e j may become orthogonal to g d+1 at some point. However, our positioning of g d+2 ensures that g d+2 will have nonzero inner product with both e i and e j at these points. Thus, the entire frame remains NOD during this procedure. Once all of the entries of g d+1 are all strictly positive, we continuously rotate g d+1 to the vector
while keeping all of the entries of g d+1 strictly positive and hence the full frame remains NOD during this procedure. We are now done if we have path-connectivity of the set of frames such that
i=d+1 is a positively oriented orthonormal basis. All of these frames are NOD, and the path-connectivity follows from the connectivity of SO(d − 1).
Since the union of the two orthonormal bases in Lemma 5.7 is NOD, we may swap two vectors between the orthonormal pairs by properly permuting the order of the collections, connecting to the frame exhibited in Lemma 5.7 using our above connectivity result, and then peforming the continuous swapping in Lemma 5.7. Undoing the wisely chosen permutation produces the desired swapping of frame vectors without passing through OD frames. We then swap until the first d and last d vectors form two positively oriented orthonormal bases, and then connect this to a frame with the standard orthonormal basis as the first d vectors and the constant vectors as the (d + 1)st vector without passing through the OD frames. Since this set of frames is path-connected and contains no OD frames, and we can continuously connect any NOD unions of orthonormal bases by a path through NOD unions of orthonormal bases. This completes the proof.
Example 5.9. Here we give an example for the motion in F R 6,3 . In Figure 2 we see the motion from a frame consisting of a simplex in x-y plane and the subframe with frame operator diag (1, 1, 2) . Without passing through the OD frames, we pull the simplex vectors up and the subframe vectors down to get the second frame, which is a union of two orthonormal bases. For the swapping phase of the motion, we first align the orthonormal basis which complements the subframe with frame operator diag(1, 1, 2). If we did not do this, the ensuing motion would pass through an OD frame. This is illustrated in Figure  3 . Finally, Figure 4 shows how the swapping motion uses successive spins of subsets to swap the position of the vectors labeled and . These last corollaries summarize all of the results of this section. . Recall that a singluar point correponds to an OD frame by Proposition 2.1. Given an OD frame, partition it into maximal NOD subsets. If there are only two such parts in this partition, we can pick a vector from each part and rotate this pair in their plane without changing the frame operator by Lemma 4.1. Because of maximal non-orthodecomposability, the frames obtained after a slight rotation of this pair will not be OD. If there are multiple parts, then we can perform this perturbation procedure inductively. Thus, the nonsingular points of F We now turn our attention to the demonstration of Theorem 1.6. By Proposition 2.7, finishing our demonstration that a generic frame in F 
Discussion
Proposition 2.7 is often identified with the additional property that V ∩ U is either a null set or has full measure in V . This additional property presupposes the existence of a uniform measure on an irreducible algebraic variety. If the algebraic variety happens to also be a manifold, we can be sure that this uniform distribution exists (see [22] , for example), but we have been unable to find a reference in the literature that constructs uniform measures on arbitrary compact real algebraic varieties. Because of this, we may only definitively say that the full spark frames have full measure in the uniform measure of F Another interesting question is whether these results can be extended to the infinite-dimensional setting. Since the eigensteps construction is our primary tool, the first step of this process would involve a generalization of this construction. One could also study whether similar results hold for sets of frames with different frame operators and different norms of the frame vectors.
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