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Abstract
Let G be a simple graph with vertex set V (G). A set S ⊆ V (G) is independent
if no two vertices from S are adjacent. The graph G is known to be a Ko¨nig-
Egerva´ry if α (G) + µ (G) = |V (G)|, where α (G) denotes the size of a maximum
independent set and µ (G) is the cardinality of a maximum matching.
The number d (X) = |X| − |N(X)| is the difference of X ⊆ V (G), and a set
A ∈ Ind(G) is critical if d(A) = max{d (I) : I ∈ Ind(G)} [21].
Let Ω(G) denote the family of all maximum independent sets. Let us say that
a family Γ ⊆ Ind(G) is a Ko¨nig-Egerva´ry collection if |
⋃
Γ|+ |
⋂
Γ| = 2α(G) [5].
In this paper, we show that if the family of all maximum critical independent
sets of a graph G is a Ko¨nig-Egerva´ry collection, then G is a Ko¨nig-Egerva´ry graph.
It generalizes one of our conjectures recently validated in [19].
Keywords: maximum independent set, critical set, ker, nucleus, core, corona,
diadem, Ko¨nig-Egerva´ry graph.
1 Introduction
Throughout this paper G is a finite simple graph with vertex set V (G) and edge set
E(G). If X ⊆ V (G), then G[X ] is the subgraph of G induced by X . By G−W we mean
either the subgraph G[V (G)−W ], if W ⊆ V (G), or the subgraph obtained by deleting
the edge set W , for W ⊆ E(G). In either case, we use G− w, whenever W = {w}.
The neighborhood N(v) of a vertex v ∈ V (G) is the set {w : w ∈ V (G) and vw ∈
E (G)}. The neighborhood N(A) of A ⊆ V (G) is {v ∈ V (G) : N(v) ∩ A 6= ∅}, and
N [A] = N(A) ∪A.
A set S ⊆ V (G) is independent if no two vertices from S are adjacent, and by Ind(G)
we mean the family of all the independent sets of G. An independent set of maximum
size is a maximum independent set of G, and α(G) = max{|S| : S ∈ Ind(G)}.
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Let Ω(G) denote the family of all maximum independent sets,
core(G) =
⋂
{S : S ∈ Ω(G)} [10], and corona(G) =
⋃
{S : S ∈ Ω(G)} [2].
If A ∈ Ω(G[A]), then A is called a local maximum independent set of G [11].
A matching is a set M of pairwise non-incident edges of G. A matching of maximum
cardinality, denoted µ(G), is a maximum matching.
For X ⊆ V (G), the number |X | − |N(X)| is the difference of X , denoted d(X). The
critical difference d(G) is max{d(X) : X ⊆ V (G)}. The number max{d(I) : I ∈ Ind(G)}
is the critical independence difference of G, denoted id(G). Clearly, d(G) ≥ id(G). It
was shown in [21] that d(G) = id(G) holds for every graph G. If A is an independent
set in G with d (X) = id(G), then A is a critical independent set [21].
Theorem 1.1 [18] Every local maximum independent set is a subset of a maximum
independent set.
Proposition 1.2 [14] Each critical independent set is a local maximum independent set.
Combining Theorem 1.1 and Proposition 1.2 one can conclude with the following.
Corollary 1.3 [3] Every critical independent set can be enlarged to a maximum inde-
pendent set.
For a graph G, let us denote
ker(G) =
⋂
{A : A is a critical independent set} [13],
MaxCritIndep(G) = {S : S is a maximum critical independent set} ,
nucleus(G) =
⋂
MaxCritIndep(G) [5], and diadem(G) =
⋃
MaxCritIndep(G) [17].
Clearly, ker(G) ⊆ nucleus(G) and, by Corollary 1.3, the inclusion diadem(G) ⊆
corona(G) is true for each graph G.
Theorem 1.4 [13] For a graph G, the following assertions are true:
(i) ker(G) ⊆ core(G);
(ii) if A and B are critical in G, then A ∪B and A ∩B are critical as well.
Let us consider the graphs G1 and G2 from Figure 1: core(G1) = {a, b, c, d} and it is
a critical set, while core(G2) = {x, y, z, w} and it is not critical.
✇ ✇ ✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇ ✇ ✇
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Figure 1: Both G1 and G2 are not Ko¨nig-Egerva´ry graphs.
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Moreover,
ker(G1) = {a, b, c} ⊂ core(G1) ⊂ {a, b, c, d, g} = nucleus(G1),
as MaxCritIndep(G) = {{a, b, c, d, e, g} , {a, b, c, d, f, g}}.
In addition, notice that diadem(G1) ( corona(G1).
Theorem 1.5 [6] Let ∅ 6= Γ ⊆ Ω(G). If
⋃
Γ is critical, then
⋂
Γ is critical as well.
It is well-known that α(G) + µ(G) ≤ |V (G)| holds for every graph G. Recall that
if α(G) + µ(G) = |V (G)|, then G is a Ko¨nig-Egerva´ry graph [4, 20]. For example, each
bipartite graph is a Ko¨nig-Egerva´ry graph. Various properties of Ko¨nig-Egerva´ry graphs
can be found in [1, 7, 12, 15].
Theorem 1.6 [9, 14] For a graph G, the following assertions are equivalent:
(i) G is a Ko¨nig-Egerva´ry graph;
(ii) there exists some maximum independent set which is critical;
(iii) each of its maximum independent sets is critical.
If Γ,Γ′ are two collections of sets, we write Γ′ ⊳ Γ if
⋃
Γ′ ⊆
⋃
Γ and
⋂
Γ ⊆
⋂
Γ′
[5]. Clearly, the relation ⊳ is a preorder.
Theorem 1.7 [5] Let ∅ 6= Γ ⊆ Ω(G).
(i) If Γ′ ⊆ Ind(G) is such that Γ′ ⊳ Γ, then
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣ ≤
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣.
(ii) 2α(G) ≤
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣.
(iii) If, in addition, G is a Ko¨nig-Egerva´ry graph, then
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣ = 2α(G), and,
in particular, |corona(G)|+ |core(G)| = 2α(G).
Let us notice that if S ∈ Ind(G), then G[N [S]] is not necessarily a Ko¨nig-Egerva´ry
graph. For instance, consider the graphG1 from Figure 1, and S1 = {d, g}, S2 = {d, e, g}.
Then, G1[N [S1]] is a Ko¨nig-Egerva´ry graph, while G1[N [S2]] is not a Ko¨nig-Egerva´ry
graph.
Theorem 1.8 [9] For every graph G, there is some X ⊆ V (G), such that:
(i) X = N [S] for every S ∈MaxCritIndep(G);
(ii) G[X ] is a Ko¨nig-Egerva´ry graph.
In other words, Theorem 1.8(i) claims that X = N [S] does not depend on the
choice of S ∈ MaxCritIndep(G). The critical independence number of G is defined as
α′(G) = max{|S| : S ∈MaxCritIndep(G)} [9].
Recently, the following conjectures were validated in [19].
Conjecture 1.9 [5] If |nucleus(G)|+|diadem(G)| = 2α(G), then G is a Ko¨nig-Egerva´ry
graph.
Conjecture 1.10 [6] If |diadem(G)| = |corona(G)|, then G is a Ko¨nig-Egerva´ry graph.
Conjecture 1.11 [6] |ker(G)| + |diadem(G)| ≤ 2α(G) for every graph G.
In this paper we involve these findings in a more general framework, where they
appear as corollaries.
3
2 Results
Lemma 2.1 If S ∈ MaxCritIndep(G) and X = N [S], thenMaxCritIndep(G) ⊳ Ω (G[X ]).
Proof. By Proposition 1.2, we get that α (G[X ]) = |S|. Since, in accordance with
Theorem 1.8(i), X = N [A] for each A ∈ MaxCritIndep(G), we may conclude that
MaxCritIndep(G) ⊆ Ω (G[X ]). Hence, MaxCritIndep(G) ⊳ Ω (G[X ]).
There is a graph G with MaxCritIndep(G) ( Ω (G[X ]), S ∈ MaxCritIndep(G), and
X = N [S]. For instance, the graph G from Figure 2 has
MaxCritIndep(G) = {{a, b, c, d, e, g} , {a, b, c, d, f, g}} , X = N [{a, b, c, d, e, g}],
while {a, b, c, d, e, k} ∈ Ω (G[X ])−MaxCritIndep(G).
✇ ✇ ✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇ ✇ ✇
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Figure 2: d({a, b, c, d, e, k}) = 1 < 2 = d(G).
Corollary 2.2 [19] If S ∈ MaxCritIndep(G) and X = N [S], then
diadem(G) ⊆ diadem(G[X ]) and nucleus(G[X ]) ⊆ nucleus(G).
Proof. In accordance with Theorem 1.8(ii), G[X ] is a Ko¨nig-Egerva´ry graph. Hence,
Theorem 1.6(iii) implies that MaxCritIndep(G[X ]) = Ω (G[X ]). Therefore, Lemma
2.1 ensures that MaxCritIndep(G) ⊳ MaxCritIndep(G[X ]), which, by definition, means
diadem(G) ⊆ diadem(G[X ]) and nucleus(G[X ]) ⊆ nucleus(G).
Theorem 2.3 If ∅ 6= Γ′ ⊆ MaxCritIndep(G) and ∅ 6= Γ ⊆ Ω(G), then
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣ ≤ 2α′(G) ≤ 2α(G) ≤
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣ .
Proof. Let S ∈ MaxCritIndep(G) and X = N [S]. Since Γ′ ⊆ MaxCritIndep(G), and,
by Lemma 2.1, MaxCritIndep(G) ⊳ Ω (G[X ]), we get Γ′ ⊳ Ω (G[X ]). According to
Theorem 1.8(ii), G[X ] is a Ko¨nig-Egerva´ry graph. Now, using Theorem 1.7(ii), (iii), we
obtain
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣ ≤ |core(G[X ])|+ |corona(G[X ])|
= 2α(G[X ]) = 2α′(G) ≤ 2α(G) ≤
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣ ,
as claimed.
If Γ′ = MaxCritIndep(G) and Γ = Ω(G), Theorem 2.3 immediately implies the
following.
Corollary 2.4 [19] |nucleus(G)| + |diadem(G)| ≤ 2α (G) for every graph G.
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Since ker(G) ⊆ nucleus(G), Corollary 2.4 validates Conjecture 1.11.
Let us recall that a family of independent sets Γ is a Ko¨nig-Egerva´ry collection if
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣ = 2α(G) [5].
If there exists a Ko¨nig-Egerva´ry collection Γ ⊆ Ω(G), this does not oblige G to be a
Ko¨nig-Egerva´ry graph. For instance, the graph G from Figure 3 satisfies |corona(G)| +
|core(G)| = 2α(G), i.e., Ω(G) is a Ko¨nig-Egerva´ry collection, while G is not a Ko¨nig-
Egerva´ry graph.
✇ ✇ ✇ ✇ ✇
✇ ✇ ✇ ✇
❅
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Figure 3: core(G) = {a, b} and corona(G) = {a, b, c, d, e, f}.
Theorem 2.5 For a graph G, the following assertions are equivalent:
(i) G is a Ko¨nig-Egerva´ry graph;
(ii) every non-empty family of maximum critical independent sets of G is a Ko¨nig-
Egerva´ry collection;
(iii) there is a Ko¨nig-Egerva´ry collection of maximum critical independent sets of G.
Proof. (i) =⇒ (ii) By Theorem 1.6, we obtain MaxCritIndep(G) = Ω (G). Further,
in accordance with Theorem 1.7(iii), each Γ′ ⊆ MaxCritIndep(G) is a Ko¨nig-Egerva´ry
collection.
(ii) =⇒ (iii) Clear.
(iii) =⇒ (i) Let Γ′ ⊆ MaxCritIndep(G) be a Ko¨nig-Egerva´ry collection, S ∈ Γ′
and X = N [S]. Since, by Lemma 2.1, MaxCritIndep(G) ⊳ Ω (G[X ]), we arrive at the
conclusion that Γ′ ⊳ Ω (G[X ]), and hence,
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣ ≤ |nucleus(G[X ])|+ |diadem(G[X ])| .
According to Theorem 1.8(ii), G[X ] is a Ko¨nig-Egerva´ry graph. Using Theorem
1.7(iii), we infer that
2α(G) =
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣ ≤ |nucleus(G[X ])|+ |diadem(G[X ])| = 2α(G[X ]) ≤ 2α(G).
Consequently, we obtain α(G[X ]) = α(G), which ensures that G is a Ko¨nig-Egerva´ry
graph.
Since |nucleus(G)|+ |diadem(G)| = 2α(G) means that MaxCritIndep(G) is a Ko¨nig-
Egerva´ry collection, Theorem 2.5 immediately implies the following.
Corollary 2.6 [19] If |nucleus(G)|+ |diadem(G)| = 2α(G), then G is a Ko¨nig-Egerva´ry
graph, which validates Conjecture 1.9.
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If ∅ 6= Γ ⊆ Ω(G), then none of
⋂
Γ and
⋃
Γ is necessarily critical. For instance,
consider the graph G from Figure 3, and Γ = {{a, b, c, e} , {a, b, c, f}} ⊆ Ω(G).
Theorem 2.7 Let Γ ⊆ Ω(G) and ∅ 6= Γ′ ⊆ MaxCritIndep(G), be such that for every
A ∈ Γ′ there exists S ∈ Γ enjoying A ⊆ S. If
⋂
Γ is a critical set, then the following
assertions are true:
(i)
⋂
Γ ⊆
⋂
Γ′;
(ii) Γ′ ⊳ Γ;
(iii)
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣ ≤
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣;
(iv)
⋂
Γ′ =
⋂
Γ, if, in addition,
⋃
Γ′ =
⋃
Γ.
Proof. (i) Let A ∈ Γ′ and S ∈ Γ, such that A ⊆ S. Since
⋂
Γ ⊆ S, it follows that
A∪
⋂
Γ ⊆ S, and hence, A∪
⋂
Γ is independent. By Theorem 1.4, we get that A∪
⋂
Γ is
a critical independent set. Since A ⊆ A∪
⋂
Γ and A is a maximum critical independent
set, we infer that
⋂
Γ ⊆ A. Thus,
⋂
Γ ⊆ A for every A ∈ Γ′. Therefore,
⋂
Γ ⊆
⋂
Γ′.
(ii) By Part (i), we know that
⋂
Γ ⊆
⋂
Γ′. According the hypothesis, every element
of Γ′ is included in some element of Γ. Hence, we deduce that
⋃
Γ′ ⊆
⋃
Γ.
(iii) The inequality follows from Part (ii) and Theorem 1.7(i).
(iv) Part (iii) implies
∣∣∣
⋂
Γ′
∣∣∣ ≤
∣∣∣
⋂
Γ
∣∣∣, and using Part (i), we obtain
⋂
Γ =
⋂
Γ′.
Theorem 2.8 Let Γ ⊆ Ω(G) and ∅ 6= Γ′ ⊆ MaxCritIndep(G) be such that for every
A ∈ Γ′ there exists S ∈ Γ enjoying A ⊆ S. If
⋃
Γ′ =
⋃
Γ, then G is a Ko¨nig-Egerva´ry
graph.
Proof. Since, by Theorem 1.4(ii),
⋃
Γ′ is critical, we get that
⋃
Γ is critical. Hence,
according to Theorem 1.5, we infer that
⋂
Γ is critical. Applying Theorem 2.7, we obtain
⋂
Γ =
⋂
Γ′. Further, we have
2α(G) ≤
∣∣∣
⋂
Γ
∣∣∣+
∣∣∣
⋃
Γ
∣∣∣ =
∣∣∣
⋂
Γ′
∣∣∣+
∣∣∣
⋃
Γ′
∣∣∣
≤ |core(G[X ])|+ |corona(G[X ])| = 2α(G[X ]) ≤ 2α(G).
Consequently,
∣∣∣
⋂
Γ′
∣∣∣ +
∣∣∣
⋃
Γ′
∣∣∣ = 2α(G), which ensures, by Theorem 2.5, that G is a
Ko¨nig-Egerva´ry graph.
If Γ′ = MaxCritIndep(G) and Γ = Ω(G), Theorem 2.8 immediately implies the
following.
Corollary 2.9 [19] If diadem(G) = corona(G), then G is a Ko¨nig-Egerva´ry graph,
which validates Conjecture 1.10.
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3 Conclusions
In this paper we focus on interconnections between unions and intersections of maximum
critical independents sets of a graph.
In [19] the question about possible polynomial complexity of the lower bounds
|nucleus(G)|+ |diadem(G)| ≤ 2α (G)
for every graph G arises.
Let S ∈MaxCritIndep(G).
Proposition 3.1 2α′(G) = d (ker(G)) + |N [S]|.
Proof. Since ker(G) and S are critical sets of the graph G, we obtain
d (ker(G)) + |N [S]| = |ker(G)| − |N (ker(G))|+ |S|+ |N (S)|
= |S| − |N (S)|+ |S|+ |N (S)| = 2 |S| = 2α′(G),
which completes the proof.
By Theorem 1.6 and Proposition 3.1, if G is a Ko¨nig-Egerva´ry graph, then we get
2α(G) = d (ker(G)) + |N [S]| ,
because α′(G) = α(G). Consequently,
2α (G) ≤ |ker(G)|+ |N [S]| ,
which motivates the following.
Problem 3.2 Characterize graphs such that
2α (G) ≤ |ker(G)|+ |N [S]| ≤ |ker(G)|+ 2α′(G) ≤ 3α′(G).
Let us call them approximate Ko¨nig-Egerva´ry graphs.
By Proposition 3.1,
|ker(G)|+ |N [S]| − |N (ker(G))| = 2α′(G) ≤ 2α (G) .
Since ker(G) [13], |N [S]| and α′(G) [8] can be computed polinomially, it means that for
approximate Ko¨nig-Egerva´ry graphs their independence numbers are bounded as follows
|ker(G)|+ |N [S]|
2
−
|N (ker(G))|
2
= α′(G) ≤ α (G)
≤
|ker(G)|+ |N [S]|
2
≤
|ker(G)|
2
+ α′(G) ≤
3
2
α′(G).
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