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ABSTRACT This paper presents the EMPOWERING project, a Big Data environment aimed at helping
domestic customers to save electricity by managing their consumption positively. This is achieved by
improving the information received about energy bills and offering online tools. The main contributions
of EMPOWERING are the creation of a novel workflow in the electricity utility sector regarding the
implementation of data analytics for their customers and the fast implementation of data-mining techniques
in massive datasets within a Big Data platform to achieve scalability. The results obtained show that
EMPOWERING can be of use for customers of electrical suppliers by changing their energy habits to
decrease consumption and so increase environmental sustainability.
INDEX TERMS Big-data, electricity supply industry, sustainable development, domestic consumption.
I. INTRODUCTION
The built environment sector is becoming the leading con-
sumer of energy in the world, accounting for 40% of global
energy use and one third of overall greenhouse gas emis-
sions [1]. Within the built environment, in 2015, residen-
tial energy consumption amounted to around 25.4% of total
final energy use in the European Union [2]. Therefore,
to achieve the European 2020 targets, changes in the con-
sumption patterns of EU households are urgent and neces-
sary. To mitigate the energy and environmental pressures
caused by household energy use, substantial research and
development efforts have been made into energy-efficient
technologies [3]. In recent years, improving energy efficiency
and reducing energy demand have been widely regarded as
the most promising, fastest, cheapest and safest ways to mit-
igate environmental pressures and climate change [4]. As a
result, heating and cooling systems now use less energy than
ever. However, final energy consumption has not decreased
as expected. On the contrary, energy consumption has tended
to increase. An analysis carried out within the EU-funded
ODYSEE and MURE projects [5] quantified the increase
in the energy efficiency of domestic appliances in Europe
over the 2000 to 2012 period at 21% while the increase
in final energy consumption was 75 Mtoe for the same
period. One reason appears to be that much technology is
made available to the public without adequate instruction
and support. Although technological advances are significant
for promoting energy conservation and improving energy
efficiency [6], it is increasingly recognized that behavioral
factors are of greater significance for energy conservation [7].
It has been suggested that behavioral changes can be just as
effective as technological changes [8]. In [5], it was stated
that changes in heating behavior had an impact on energy
consumption by reducing it by 20 Mtoe over the over the
period from 2000 to 2012. Since 2008, the level of this
behavioural effect has doubled to 2.6 Mtoe/year, compared
with 1.2 Mtoe before. Effective long-term strategies should
engage people directly in efforts to reduce their energy con-
sumption. This should be achieved through the implemen-
tation of environmental policies aiming at changing energy
use behavior, as highlighted in [9]. Acknowledging people
as an active element in the energy system should lead to
efforts to better understand how people interact with energy
and to stimulate the development of Energy Awareness ser-
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Regarding the change of the energy behavior of consumers,
in recent decades, many psychological models have been
developed and adopted to explore how householders consume
energy and the factors that influence this [10]. Different types
of intervention strategies have been developed with the aim
of stimulating changes in people’s energy use behavior and
thus achieving energy savings [11].
The overall aim of the EMPOWERING project is to
empower consumers by involving, informing and helping
them to take measures to save energy on the basis of the
information they receive from their utility company. More
specifically, the consumers’ aim consists of achieving mea-
surable energy savings.
The main contribution of EMPOWERING consists of a
novel dataflow procedure for electric utility companies to
standardize data communication, cleaning, storage and analy-
sis. This workflow is based on secure API REST [12] commu-
nication, a set of ETL (Extract, Transform and Load) modules
to clean and store the data in the EMPOWERING databases
and a set of analytical modules to infer information from the
energy consumption. EMPOWERING analyses data across
the database of clients by making unsupervised learning
searches and inferring clusters of similar types of domestic
customers according to different information fields by means
of data-mining techniques. This procedure can account for
similarity between neighborhoods, size of building, number
of occupants, climatic zone, etc. It provides a means to make
comparisons of energy consumption with similar customers,
namely between members of the same cluster. EMPOW-
ERING offers specific, personalized, targeted information
about whether one’s consumption is above or below a clus-
ter average over a season. This can show a need for space
heating systems to be checked, or the building envelope to
be improved. The large amount of data handled cannot be
processed efficiently using traditional databases. These are
the foundations of the smart Big Data framework developed
within the EMPOWERING project.
The EMPOWERING services can deal with different data
granularity, from monthly-based data coming from standard
meters, to hourly-based data from smart meters. However,
notable benefits are reached when hourly metering is used.
For instance, alarms can be set up that detect abnormally
high consumption levels for base-load appliances such as
refrigerators or freezers. Some of these possibilities have
already been developed within the EMPOWERING project
with the collaboration of four electric utility companies in
Europe, but the potential is far from the mainstream. The
EMPOWERING project aims to accelerate the transition of
the use of this type of service from pioneering companies to
mainstream best practice.
II. RELATED WORK
Many data-mining techniques have been used to predict elec-
tricity consumption [13], [14]. These include neural networks
(NN) [15], support vector machines (SVM) [16], support vec-
tor regression (SVR) [17], decision trees [18], auto regressive
integrated moving average (ARIMA) models [19], clustering
models [20], decomposition models, grey box models [21],
and regression models [22]. Ahmad et al. [23] noted that
NN and SVR have been used extensively for forecasting res-
idential electricity consumption. Suganthi and Samuel [17]
considered NN and SVR suitable for predicting industrial
energy demand. They concluded that the two models have
advantages and disadvantages and that it is inconclusive
which is the best for energy forecasting. In [18], the perfor-
mance of regression analysis models, decision trees, and NN
for energy forecasting were compared. In the winter period,
NN performed slightly better, whereas in the summer period,
the decision tree model performed somewhat better than the
other two. Peral et al. [24] presented a multidimensional
hybrid architecture to make energy consumption predic-
tions based on energy data-mining techniques that addition-
ally makes use of current energy data enriched by external
unstructured Big Data information. Predictive data-mining
has been also applied to the building operation stage to predict
its overall energy consumption [14]. Data-mining can be also
used to obtain deeper insights into the data, to try to discover
associations, correlations, and intrinsic data structures in Big-
data. This is called descriptive data-mining. Compared with
predictive data-mining, the descriptive version is more flex-
ible in application, as it does not involve a training process
and the knowledge of the discovery process is not guided by
predefined targets. Descriptive data-mining has mainly been
applied at the building operation stage for fault detection and
diagnostics [25], [26]. Popular techniques include association
rule mining, anomaly detection and clustering analysis.
Quilumba et al. [27] proposed a combination of predic-
tive and descriptive data-mining procedures, recognizing the
importance of differences in energy consumption patterns.
They proposed a prediction approach based on clustering
customers according to their consumption behavior and then
predicting the energy consumption of the whole population
by aggregating the forecasting of each single cluster. They
applied this strategy to predict electricity consumption and
demand for event-organising venues in the residential and
commercial sectors. Clustering has also been used in the
literature to group energy consumers with similar character-
istics [28], [29] and to detect atypical, usually undesired, user
behavior [30], [31].
The results of the studies [32], [33] show that a combina-
tion of statistical analysis with prediction models (holistic,
simulation and inverse models), complemented in some cases
with monitoring data analysis, can be a powerful tool for
developing urban energy action aimed at reducing the energy
consumption not only of existing buildings but also in higher
geographical areas, such as neighborhoods or districts.
BigData technology gives insights into howwe think about
a certain topic [34]. Big Data tools can manage structured,
unstructured and semi-structured data [35]. Various data-
acquisition Internet-of-Things (IoT) devices are penetrating
into the wider world and are able to collect information
spanning different areas [36]. The estimated installed base of
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smart meters worldwide will surpass 1.1 billion by 2022 [37],
and will collect electricity usage data in the range of 15 min-
utes each. This is up to a three thousand-fold increase in the
amount of data utilities processed in the past. It means that by
2022 the electric utility industry will be swamped by more
than 2 petabytes of data annually from smart meters alone.
Cisco [38] estimated that the data generated by devices would
reach 507.5 zettabytes (ZB) per year (42.3 ZB per month)
by 2019. This immense growth of data cannot be processed
efficiently using relational databases.
III. EMPOWERING
A. ARCHITECTURE
Fig. 1 shows the general architecture of the EMPOWERING
system, which is designed to tackle the following IT chal-
lenges: (i) to provide a means to link the local utility database
to the Big Data analysis environment, (ii) to offer high quality
in the delivered services, (iii) to provide batch-processing
data analytics services and (iv) to ensure data privacy and
security.
FIGURE 1. EMPOWERING architecture.
The Big Data architecture developed within EMPOWER-
ING is a Representational State Transfer (REST) framework
which provides an Engine with a technology aware interface.
A REST style architecture conventionally consist of a
client-server paradigm. REST’s client-server separation sim-
plifies component implementation and allows intermediary
modules, like proxies, gateways, caching systems and fire-
walls to be inserted into middle levels without changing the
interface between the main components.
This architecture allows the storage and wrangling of large
amounts of data. This is made up by a combination of
low-cost hardware and database technologies that allows the
acquisition, allocation and extraction of data to be processed
in a distributed cluster. Essentially, the storage is split into
Short-term and Long-term databases (DB), which have
different characteristics according to the quantity, type and
usage of data stored in them.
The EMPOWERING Big Data framework is entirely
developed using open-source software. It is mainly composed
of 3 components: API REST, Task Management System and
the Hadoop infrastructure.
1) API REST
this is the communication interface between the server and
the Client REST, and thus also with the utilities. The Appli-
cation Program Interface (API) is fully developed following
the REST standard. This component is the utilities’ gate-
way to communicate and configure the Engine. The aim is
to enable a Service-Oriented Architecture (SOA), offering
specialized energy services to the customer and the utility
system administrators. This is not a simple issue. The main
objectives of the API are (i) to set and configure the ser-
vices (see section III-C), (ii) to import data into the Engine
and (iii) to export data from the Engine. These objectives
are addressed using different technologies. Data import and
export are enabled using the Eve framework to implement the
Web service. MongoDB is the technology used for the short-
term DB. It is buffer storage for data reception and sending
in fast environments. It is the data storage directly connected
to the API and provides high communication bandwidth.
It supplies temporary storage, acting as a cache memory,
prior to permanent storage in the long-term database. ExtJS
technology was used to implement User Interface (UI) for
setting and configuring the services. OpenAM provides open
source Authentication, Authorization, Entitlement and Fed-
eration software. The Flask and Python modules implement
all the server functionalities in order to deploy a web API
server. Flask allows customizable, fully featured REST Web
Services to be built and deployed effortlessly, which greatly
simplifies the configuration of the API.
2) TASK MANAGEMENT SYSTEM
this level is in charge of scheduling and synchronizing the
tasks in the engine by means of RabbitMQ and Celery.
In essence, the scheduler picks up the new task to be executed
in EMPOWERING according to a scheduling policy. The
FIFO policy was chosen because the batch operation of the
tasks made other variants (like Round Robin), frequently
applied in time-sharing environments, inefficient. Celery is
the scheduler itself. RabbitMQ is a fast internal message-
queuing system used to interchange information between
tasks with different paradigm technologies.
3) HADOOP INFRASTRUCTURE
Apache Hadoop is an open-source framework that provides
tools for distributed storage and processing. It allows organi-
zations to process and analyze large volumes of unstructured
and semi-structured data, heretofore inaccessible, in a cost-
and time-effective way.
Apache Ambari is used in order to manage the Hadoop
cluster. It allows nodes to be added and removed, new
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components to be installed in existing working nodes,
the cluster monitored, etc.
The two main Hadoop components are YARN and HDFS:
• HDFS (Hadoop Distributed File System) consists of
slave components called DataNodes where data is phys-
ically saved and a master process called NameNode that
is responsible for mantaining the file system directory
tree and has the information of where data effectively is
(i.e. which blocks are available in every DataNode). All
HDFS reads and writes are managed by DataNode.
• YARN (Yet Another ResourceNegotiator) is responsible
for processingMap-Reduce tasks using the master-slave
paradigm. It consists of the ResourceManager (master
similar to NameNode). It is in charge of managing
the launched tasks. The NodeManager resides in the
slave nodes. It receives Map or Reduce orders from the
ResourceManager and executes those tasks in YARN
containers.
There aremany high level applications running on themain
components. Two of them were used in this project:
• Hbase: Distributed key-value database. Provides real-
time read/write access and is built on top of HDFS.
Hbase is used as the long-term big-data DB. It is formed
by hundreds of thousands of AMI (Advanced Metering
Infrastructure) devices used in EMPOWERING.
• Hive: Data warehouse on top of HDFS which provides
SQL-like queryingwhich are translated intoMapReduce
functions.
The YARN component is recursively used when Extract,
Transforms and Load (ETL), and analytical modules are
running. Initially, multiple asynchronous ETL functionalities
aggregate, clean and transfer the data from the short-term to
the long-term DB. These functions pre-process the input data
to ensure the quality and format of the long-term DB.
Once the information is stored in the long-term DB, asyn-
chronous analytical modules are implemented to generate the
needed results for the services offered to the utility. The tech-
nologies used for the algorithms are a combination ofR,Hive,
and Python software libraries using the Map Reduce [39]
paradigm to allow complex calculations over large sets of
data. R is an open-source programming language for statis-
tical computing. In order to use R in the Hadoop environ-
ment, the Rhipe and Rhadoop packages were used. These
packages offer access to the long-term DB and facilitate the
implementation of Map Reduce algorithms using common R
functionalities. Python can also be used in the same manner
with the MRjob, Happybase and Snakebite libraries. Python
scientific libraries, such as Pandas, SciPy or NumPy, enable
other advanced means for data analysis as an alternative to
R. Hive is a data warehouse system for Hadoop. It provides
functionality for data summarization, querying, and analysis
of data. Hive queries are written in HiveQL, an SQL-like
language.
The combination of these languages allows the use of
the most highly optimized implementations according to the
requirements of the algorithm and this generates less develop-
ment effort and a shorter data processing time when the code
is executed.
B. DATA
EMPOWERING services mainly rely on three categories of
data: (1) energy consumption and contract, (2) end-user’s and
(3) third-party data.
1) ENERGY CONSUMPTION AND CONTRACT DATA
this is the kind of data used for billing (e.g. consump-
tion data, contract details). This encompasses consumption
data, either read at a low frequency manually, or by ana-
logue meters, or estimated (quarterly, bi-annually, annually,
etc.), as well as fine consumption data from smart meters
(sub-hourly, hourly, daily, monthly, etc.). A certain type
of consumption data may require clients’ consent to col-
lect or display. Thus, this type of data may not be available
for all customers.
2) END-USER DATA
this type of data is not directly accessible by the customers
because it does not serve for billing purposes. It is usually
collected via online forms or surveys. Services relying on this
type of data depend on the willingness of customers to fill in
information about their dwellings and equipment. It can be
erroneous or incoherent, so services based on this information
have to consider data inaccuracies.
3) THIRD-PARTY DATA
these data is obtained from remote databases or provided by
third parties and do not concern the user directly. This can be
meteorological, statistical, etc.
EMPOWERING was conceived as a Big Data ICT archi-
tecture because of the large amount of data to be managed.
More specifically, in the first services implemented from
2013 to 2016, the EMPOWERING architecture was man-
aging 3 years of historical data from 70,000 contracts with
the end users of two European electricity trading companies
on an hourly basis and 30,000 contracts on a monthly basis,
altogether corresponding to 1,831 million measurements of
electricity consumption.
C. SERVICES
This section describes the EMPOWERING services. These
constitute the main outputs of the analytic modules and are
delivered to the final user in multiple formats and timescales
(i.e. web, reports).
In addition to the usual services currently provided by
electric utilities, such as consumption billing or histori-
cal monthly consumption, others seek to increase the ben-
efits and volume of useful information that reaches the
end users. These innovative services focus on the follow-
ing topics: weather-normalized consumption comparisons
compared with similar consumers, personalized energy-
saving tips, tariff comparisons, consumption prediction and
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consumption alerts. These are the most relevant services
currently developed in EMPOWERING. Most of them are
based on one or multiple data-mining techniques to detect the
weather-dependent share of consumption, clustering similar
neighbors or forecasting the energy consumption.
1) WEATHER-DEPENDENCE ANALYSIS
this can be understood as a pre-treatment service. It is widely
used in many services, e.g. normalized benchmarks, cluster-
ing of similar neighbors and consumption prediction or alerts.
It estimates customers’ energy consumption with respect to
the weather at their locations. These services use several
linear-regression techniques to correlate the energy consump-
tion for space heating or cooling with the outdoor tem-
perature. Households with strong weather dependence are
associated with higher consumption levels in winter and
higher outdoor temperatures in summer. Fig. 2 depicts the
information provided to the customers: monthly consumption
and the average monthly evolution of temperature over the
preceding 12-month period. An explanatory text is attached
so that the customers can understand the correlations between
their energy consumption and the outdoor temperature better.
In this case, it seems that electricity consumption is not
weather dependent. Thus, this customer’s consumption was
similar throughout the year.
FIGURE 2. Monthly consumption and average temperature over the last
12 months.
The models used to determine weather dependence differ
depending on the data granularity of the consumption data:
• Monthly data. For monthly data, a linear regression
is used to fit the energy consumption with the degree
of heating or cooling days in each month. The linear
regression during heating and cooling periods expressed
in equations 1 and 2 respectively is:
Et = α + Hh ∗ (HDt )+ , (1)
Et = α + Hc ∗ (CDt )+ , (2)
where Et is the electricity consumption at month t (Wh),
α is the estimated baseload consumption (Wh),Hh is the
estimated Heat Transfer Coefficient of the dwelling (not
considering the performance of the systems) (Wh/K ),
Hc is the estimated Cool Transfer Coefficient of the
dwelling during the cooling period (not considering the
performance of the systems) (Wh/K ), HDt and CDt are
respectively the heating and cooling days in month t (K ),
and  is the residual error (Wh), assumed to be white
noise.
The model parameters are estimated using the least-
squares minimization approach. Customers with an esti-
mated HTC higher than 100 Wh/K are assumed to
have weather dependence during the cooling or heating
periods. The adjusted coefficients α and HTC are also
used to weather-normalize the monthly consumption
when this information is used to compare historical
consumption. In this case, the HDt and CDt considered
correspond to the values of the last 12 months.
• Hourly data. Three-parameter (3P) and five-parameter
(5P) models are used to estimate the relation between
the daily aggregated electricity consumption and the
average daily outdoor temperature. The 5P model is
appropriate for modeling energy consumption data that
include both heating and cooling, e.g. dwellings with
a heat pump installed. 3P models are appropriate for
modeling the electricity use in residences with a weather
dependence during one of the periods (cooling or heat-
ing), e.g. dwellings with an electric chiller or boiler
installed. The 5P model is presented in Equation 3.
Et = α + Hc ∗ (Tt − Tc)+ + Hh ∗ (Tt − Th)− + ,
(3)
where Et is the electricity consumption at day t in Wh,
Tt is the average daily temperature at day t (K ), Tc
is the cooling change point temperature (K ), Th is the
heating change point temperature (K ). α, Tc and Th are
stimulated.
For the time-dependent consumption comparisonmodules,
a weather normalization analysis is applied. It consists of
estimating the actual consumption by considering the ratios
between the HDt or CDt from the previous and current
periods. This estimation allows the comparison of the elec-
tricity consumption for different periods on a basis of sim-
ilar weather. Once weather normalization has been applied,
the differences in energy consumption between both periods
are considered to be due to other factors (user behavior, new
appliances, etc.).
2) CLUSTERING OF SIMILAR CUSTOMERS
energy consumption can be compared either against historical
customer consumption or with other customers with similar
characteristics. These consumption comparisons also take
into account different time periods: daily, monthly, quarterly,
semi-annual, yearly, bi-annual and triennial. In order to obtain
similar customers, a clustering procedure is performed.
Several data-mining techniques are used, ranging from
supervised learning approaches, based on similar contract
information (contracted power, tariff) or geographical infor-
mation (municipality, postal code, region), as K-nearest
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neighbours, to unsupervised learning algorithms such as Self-
Organizing Maps (SOM) and K-means. The selection of
the best grouping criteria for each customer is based on an
optimization procedure which is aimed at minimizing a cost
function (Equation 4) that consists of the difference between
the monthly electricity consumption of a customer and the
average of their peers and the dispersion of this monthly
consumption within this group. To increase the robustness
of the grouping criteria selection, the optimization procedure
considers the last 12 months available.
min
X




|Eic − EiX | + Q3(EiX ))− Q1(EiX ))Q3(EiX ))+ Q1(EiX )) ,
(4)
whereX = similar customers, c= customer, n= number of
months, Q3(EiX ) and Q1(EiX ) are the ith monthly consump-
tion 75% and 25% percentiles of the similar users.
In general, the meaningfulness of the grouping criteria
is related to the availability of input data and their charac-
teristics. For instance, in the case of customers with only
consumption data and no contract or survey information
available, the meaning of the chosen grouping criteria is only
related to the range of yearly consumption or the shape of the
yearly profile. In other cases, whenmore contract information
is available, themeaning of the best grouping criteria could be
related to similar contracted power, heating or cooling depen-
dencies, weather severity and also consumption indicators.
In the case of the unsupervised approach, a clustering
algorithm is used to group the different kinds of customer.
The first step is to train an SOM, a Neural Network (NN)
that makes up the low-dimensional representation of the
overall set of customers. When some customer features are
clustered in a specific neuron, that represents a similar group
of customers. The next step consists of a second clustering
procedure, using the K-means technique, to find the emergent
structures. The inputs used in this second clustering are the
centroids from the SOM neurons and their mapping position.
The emergent structure offers a more abstract description of
a complex system consisting of low-level individuals. The
number of groups for the K-means algorithm is optimized
using the Gap Statistic index [40].
Two types of features are used in the training phase
of the clustering algorithm. The first considers static cus-
tomer features, such as contract information (contracted
power, tariff, heating or cooling resources, location or yearly
consumption), weather dependence indicators (explained in
section III-C1) and daily or weekly consumption profiles
averaged over a long period. The second one considers cus-
tomer dynamic features. It consists of determining likely
cyclical consumption patterns. Daylight imposes a natural
rhythm on human behavior, making daily series an obvious
choice. Inferring how consumers use electricity during dif-
ferent periods of the day on different days of the week and
seasons of the year, is considered the most relevant informa-
tion to be found. In order to obtain this, the SOM+ K-means
algorithm is used to detect patterns of daily consumption
series over the whole set of customers. Fig. 4 depicts a subset
of those detected patterns for a utility of 6,500 customers.
This information is the used by a classification algorithm
(i.e. SVM) that detects the pattern closest to every real daily
consumption series of each customer. Thus, the results of
this classification are a discrete time series of the closest
consumption pattern over time. With this discrete time series,
the signature of daily consumption series over a limited
period (3-4 months, at least) is calculated. Finally, the signa-
ture and a K-means algorithm are used to detect the groups of
similar customers in terms of energy behavior, because users
with similar user behavior over time seem to have a similar
signature for daily consumption over a time period.
FIGURE 3. Monthly consumption over the last 12 months compared with
similar users.
Fig. 3 shows a comparison of consumption over the previ-
ous 12 months between a customer, similar customers and the
most efficient customers within the corresponding cluster.
3) FORECASTING
electricity forecasting is widely used in EMPOWERING
to give consumption prediction information to customers
and the utility. The techniques used for forecasting depend
highly on the customer characteristics and their energy usage.
The AutoRegresive Integrated Moving Average with eXho-
geneous variables (ARIMAX) is used for those contracts
that are weather dependent, because multiple independent
variables could be considered in addition to the lagged con-
sumption time series, e.g. the outdoor temperature, solar radi-
ation or wind speed. In the case of contracts without weather
dependence, Generalized Additive Models with Autoregres-
sive fitting of the Residuals (GAMAR) are used. Alterna-
tively, the consumption of this type of customers could be
forecast using a decision tree which is trained by the informa-
tion inferred in the clustering of similar customers in order to
make the day-ahead predictions.
4) TARIFF COMPARISON
this set of services summarizes high-frequency energy
consumption measures and integrates them into the tariff
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FIGURE 4. Subset of representative daily consumption series of all the
customers.
information of the utility. Thus, the customer can visualize
which tariff is the most cost-effective considering their real
energy usage. Fig. 5 depicts the result of the daily consump-
tion of a customer considering a time-of-use tariff in a single
month.
5) PERSONALIZED ENERGY-SAVING TIPS
these are the most important services for energy awareness.
The energy-saving tips are delivered once a month and the
methodology used to select them differs depending on the
data frequency. For the monthly data, the energy-saving
tips are related to each customer’s weather dependence (as
defined in III-C1) and the season of the year. When a cus-
tomer has strong weather dependence, they will receive tips
related to space heating or cooling systems. In the case of cus-
tomers with smart meters, the selection of tips is done follow-
ing the procedure explained in Algorithm 1. This procedure
is performed once a month. To avoid repetition, the selected
tips are excluded from the procedure for a period of four
months.
FIGURE 5. Daily consumption for each of the two tariff periods
contracted by a customer in one month.
Algorithm 1 Energy Saving Tips
1: Clustering of users into similar groups based on each
customer’s daily consumption pattern and following the
same techniques as in Section III-C2.
2: Evaluation of the average daily pattern of each cluster and
the hourly percentage difference between this averaged
pattern and each customer’s pattern.
3: Definition of a set of around 100 energy-saving tips and
weighting of each tip every hour of the day. For example,
tips linked to cooking have a higher weight at midday and
in the evening.
4: Calculation of the accumulative product between the
hourly weight of each tip and the hourly percentage
difference of each customer’s pattern.
5: Classification of the tips to be delivered to each customer
based on the score obtained.
6: Delivery of the three tips with the highest scores.
6) ALERTS AND ALARMS
in order to avoid over-consumption in upcoming bills, these
services calculate the bias between the actual consumption
of each customer and their historical consumption and set up
an alarm. This allows customers to react within the period
between two consecutive energy bills. The frequency of the
alarms is directly dependent on the data granularity. For
instance, daily or weekly consumption data is needed for
monthly alarms. The platform delivers the alerts to the cus-
tomers through visual interfaces and direct messages.
IV. RESULTS
A. EVALUATION METRICS
The evaluation of energy savings was based on the
difference-in-difference multi-parameter linear regression
method according to [41] and re-arranged in Equation (5).
This method is widely adopted to evaluate the behavior of
energy-efficiency based programs. It only evaluates the dif-
ferences caused by the delivering of the EMPOWERING
71138 VOLUME 6, 2018
G. Mor et al.: EMPOWERING, a Smart Big Data Framework for Sustainable Electricity Suppliers
services, avoiding the rest of the external factors that affect
the customers. It was implemented as a service within the
analytical tool with access to the long-term databases. The
EMPOWERING databases contain consumption data for all
customers, classified as customers who receive the EMPOW-
ERING services, EMPOWERING Group (EG), and the
remaining ones, making up the Non- EMPOWERING Group
(NG). An extension of the EMPOWERING data model,
within the API Restful, was implemented to include each cus-
tomer evaluated in the corresponding group and the date when
they started using the EMPOWERING services. The energy
savings analysis is calculated for each group according to the
Averaged Daily Consumption (ADC). The ADC is obtained
as the ratio of the aggregated monthly consumption. Once
the ADC of each customer, month and period has been deter-
mined, the customer is inserted into a group. The relationship
between these variables can be found as a multiple linear
regressionmodel and are used to find theADC (Equation (5)).
ADC = α + β ∗ GE + γ ∗ t + δ ∗ (GE ∗ t)+ ε, (5)
where:
α Independent parameter. It could be assumed to be
the theoretical base-load average daily energy con-
sumption of the total number of customers.
β Parameter related to the difference in energy con-
sumption caused by the effect of belonging to the
(EG) or (NG) groups.
GE Treatment variable.GE = 1 if the customer belongs
to EG and GE = 0 if the customer belongs to NG.
t Time period variable. t = 1 if the month falls within
the evaluation period and t = 0 if it is outside the
evaluation period.
γ Parameter related to the time trend effect.
δ Parameter related to the combined effect of the
customer group and the time trend.
ε Uncertainty error accounting for all effects not con-
sidered in the model.
The parameters are determined through a least square min-
imisation of the residuals. Once all the parameters have been
determined, the expected energy savings, (ES ), achieved by
the customers belonging toEG is determinedwith Equation 6.
ES = δ(α + β + γ ) ∗ 100% (6)
B. ENERGY SAVINGS
The EMPOWERING architecture and services were applied
in three pilot experiments in France, Spain and Austria
for slightly over 2 years, from November 2013 to Decem-
ber 2015. In each country, a local electricity-supplier was
responsible for gathering data from customers, putting this
into the analytical platform presented in section III-A to
obtain data analysis and deliver them to the customers
through several user interfaces. The details of the communi-
cation channel to deliver the services and the number of users
included in the EG and NG groups as follows:
• Spain. The services were provided to the customers in
twoways: (group 1) through an on-line portal and (group
2) as amonthly energy report.Meter readings were taken
daily. The energy reports were sent together with the
energy bill every 2 months. The NG and EG groups
consisted of 3,129 and 1,582 customers respectively.
• France. The services were also offered to customers
as an on-line tool within the utility web portal. Meters
were read at a frequency of 6 months, but the services
used an estimated 3-month consumption. To evaluate
the energy savings of similar users, a clustering of the
customers belonging to the NG was performed based on
the contracted power: (group 1) low contracted power
and electricity use limited to home appliances; (group
2) high contracted power and electricity used mainly in
space heating systems; (group 3) low contracted power
with occasional use of electricity for domestic hot water
and space heating. TheNG andEGwere formed of 4,632
and 60 customers respectively.
• Austria. The services were offered to the customers as
an on-line tool within the utility web portal. Meters were
read every 15 minutes. The NG and EG groups were
made up of 45,423 and 115 customers respectively.
After the test, the evaluation of the energy savings achieved
by the group of customers belonging to EG was performed
following the methodology defined in Eq. 6. Fig. 6 shows the
percentage of energy savings achieved in the Spanish, French
and the Austrian pilot projects. As can be seen, the customers
who used electricity mainly for space heating and domes-
tic hot water systems or those who received both energy
reports and access to on-line tools achieved greater savings
in electricity.
FIGURE 6. Average energy savings achieved in the Spanish, French and
Austrian pilot projects.
Figure 7 shows the energy savings of the two groups of
customers in the Spanish pilot project segmented into per-
centiles of electricity consumption. A similar pattern can be
appreciated for both groups. In general, higher savings were
achieved in the higher energy consumption segments. Both
groups reduced consumption significantly. The saving was
considerably higher for the customers using both the billing
and on-line tools (11%), compared to the users who only
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FIGURE 7. Energy savings per consumption distribution percentile range
for the Spanish pilot project.
used the billing tool (6%). Thus, offering the services through
multiple channels and the customers’ interactivity with the
portal improve the savings significantly.
Fig. 8 shows the energy savings achieved by the three
groups of customers in the French pilot project, segmented
into the percentiles of electricity consumption. It indicates
higher energy savings for the middle-high percentile range
customers in groups 1 and 2. In group 3, the savings are
present over the whole range of consumption, with higher
(up to 50%) savings for the largest consumers. It can also be
seen that electricity savings were achieved in all three groups.
Savings were higher in the groups where the electricity was
used for both space heating and hot water (Groups 2 and 3).
Considerable savings, above 20%, were achieved in Group 3,
this being the group with more opportunities to modify their
energy usage habits. The number of customers in the EG
was relatively small for the three evaluation groups, allowing
room for large uncertainty in the evaluated results.
FIGURE 8. Energy savings per consumption distribution percentile range
for the French pilot project.
Fig. 9 shows the energy savings achieved among the
customers in the Austrian pilot project, segmented into the
percentiles of electricity consumption. Higher energy sav-
ings were achieved by customers in the upper consumption
FIGURE 9. Energy savings per consumption distribution percentile range
for the Austrian pilot project.
segments, while the customers with lower consumption
barely increased their energy consumption. The opt-in strat-
egy also meant that only very motivated customers entered
the portal. The baseline consumption before the services
was 8.15 KWh/day and the average savings per user were
0.5 KWh/day.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we present an efficient and scalable platform
aimed at helping domestic customers to save energy by man-
aging their energy consumption positively. The electricity
savings achieved by using EMPOWERING ranged from 3 to
50% among the different pilot and user groups. Improvements
in the behavioral aspects in energy use have considerable
potential. The users’ own motivation also seems to play an
important role and thus, better results were achieved with
customer involvement. The personal motivation for energy
savings is based on different reasons and money saving is
only one of them. Environmental concerns, governmental
laws, social policies and technological restrictions are other
powerful reasons where the future services should diversify in
order to have greater impact. In addition, more encouraging
and ad-hoc services must be provided to the final customers.
Future work will analyze energy awareness depending on the
nationality of the customers. We leave this for the future work
due to the complexity of the diversity of features as well as
clustering groups to be analyzed.
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