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ABSTRACT
Space vehicles today are primarily powered by multi-junction photovoltaic cells
due to their high efficiency and high radiation hardness in the space environment. While
multi-junction solar cells provide high efficiency, microcracks develop in the crystalline
semiconductor due to a variety of reasons, including: growth defects, film stress due to
lattice constant mismatch, and external mechanical stresses introduced during shipping,
installation, and operation. These microcracks have the tendency to propagate through the
different layers of the semiconductor reaching the metal gridlines of the cell, resulting in
electrically isolated areas from the busbar region, ultimately lowering the power output of
the cell and potentially reducing the lifetime of the space mission. Pre-launch inspection
are often expensive and difficult to perform, in which individual cells and entire modules
must be replaced. In many cases, such microcracks are difficult to examine even with a
thorough inspection. While repairs are possible pre-launch of the space vehicle, and even
to some extent in low-to-earth missions, they are virtually impossible for deep space
missions, therefore, efforts to mitigate the effects of these microcracks have substantial
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impact on the cell performance and overall success of the space mission. In this effort, we
have investigated the use of multi-walled carbon nanotubes as mechanical reinforcement
to the metal gridlines capable of bridging gaps generated in the underlying semiconductor
while providing a redundant electrical conduction pathway. The carbon nanotubes are
embedded in a silver matrix to create a metal matrix composite, which are later integrated
onto commercial triple-junction solar cells.
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Chapter 1
Introduction
Photovoltaic (PV) solar cells have evolved throughout the years from the use of
low efficiency silicon (Si) based devices to more complex and higher efficiency III-V
solar cells. Shortly after the fabrication of the first solar cells at Bell Laboratories in the
early 1950s [1], the application of solar cells to power satellites soon followed with the
solar-powered Vanguard I in 1958 [2]. However, in the space environment solar cells
suffer degradation due to the bombardment by fluxes of electrons and protons and by high
energy particles [3]. Upon collision with nuclei these high energy particles create primary
defects, such as interstitials and vacancies [4]. The resulting defects introduce energy
traps deep into the bandgap of the semiconductor which act as recombination sites for
minority carriers created by light with majority carriers. This degradation due to radiation
in the space environment has motivated the search within the space community to find
materials with greater tolerance to such high energy radiation [5].
Depending on the space vehicle location within the space environment, PV cells
are required to have specific operational requirements. Earth-orbiting space missions are
divided into three main categories: low-earth orbit (LEO), geosynchronous earth orbit
(GEO), and mid-altitude earth orbit (MEO), with each mission having a different orbital
environment [5]. LEO missions are flown at altitudes ranging from 300-500 km up to
2000 km. These orbits are characterized by low levels of radiation damage from trapped
electrons and protons and 6000 thermal cycles encountered by satellites per year.
Therefore, PV cells in LEO environment are required to have good beginning-of-life
(BOL) efficiencies and good thermal cycle survivability. The GEO environment raises a
1

different concern and requirements on PV cells in which radiation damage, primarily
from trapped electrons poses the biggest problem for PV devices. The temperature
extremes encountered in GEO, although more extreme than in LEO, are of a lesser
concern as they occur only 100 times per year and only over a short portion of the year.
Hence, the most important characteristic of solar cells for these missions is a high endof-life (EOL) efficiency, a characteristic that can be achieved by significantly improved
resistance to radiation damage. The MEO environment is the most problematic of all
three in that it resides in the environment with high radiation damage and many thermal
cycles, combining the worst problems encountered in LEO and GEO.
In comparison to terrestrial PVs, solar cells in the space environment face a unique
set of performance requirements, primarily having the highest possible power output with
regard to mass and surface area while exhibiting as little degradation as possible due to
space radiation during lifetimes of up to 15 years [6]. During the early 1990s, commercial
satellite power requirements increased by 200 – 400%, with power systems capable of
generating 5 – 15 kW at the end-of-life (EOL) [7]. Solely increasing the area of solar
array is not an ideal solution to meet these new energy demands due to the impact on
spacecraft operation, stowage volume, and weight. With estimated launch costs of
$11K/kg in LEO and $66k/kg into GEO [5], weight is clearly important to the power
system costs. Hence, efforts in reducing weight of solar arrays have a substantial impact
on the launch costs. A more suitable alternative is the use of higher-efficiency solar cell
design, that is both manufacturable and meets the requirements of operation in the space
environment. Significant gains in spacecraft performance at lower costs can be achieved
with successful development of ultra-lightweight, thin-film flexible solar arrays which
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require high efficiency, flexible, thin-film solar cells that are easily integrated onto the
arrays. Efforts have been made on both fronts within the PV community to create higher
efficiency cells that are more radiation tolerant while reducing the weight of the modules
and that of PV cells by creating thin-film cells. Some examples of thin-film, flexible, and
high efficiency cells will be presented later.
Monocrystalline Si solar cells have been the cells of choice for space missions for
a long time as they were the highest efficiency cells available. With device optimization
such as rear-side point contacts, back surface reflectors, textured surfaces for increased
light absorption and so on [8] the efficiency of such devices was increased up to 18%. It
should be noted that all reported efficiencies measurement for space use are based on the
air mass zero (AM0) sun spectrum, a reference spectrum of the solar irradiance without
the effect of a filtering air [9]. However, Si cells EOL efficiency could not be improved
past 13% following a 15-year radiation dose in the GEO environment. Si, being an
indirect band gap material, requires sufficient material thickness for complete light
absorption. Due to radiation, the diffusion length necessary to collect all minority carriers
is not maintained.
A PV device is practically a p-n junction in which light gets absorbed in a region
of the semiconductor material near the surface, where electron-hole pairs are generated
as light quanta are absorbed. If their recombination is prevented the electron-hole pair
can reach the junction where they can be separated by an electric field [10, 11]. This
process is shown schematically in Fig. 1. Current is generated in a solar cell (lightgenerated current) firstly by the absorption of incident photons to create an electron-hole
pair, and secondly by collecting these carriers while preventing their recombination. The
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carriers
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prevented
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recombining by using the p-n
junction to spatially separate them
using the electric field that exists
at the junction.

As the light-

generated minority carrier diffuse
to the p-n junction they get swept
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by

the

electric

field

becoming at this point majority

Fig. 1. Schematic of a photovoltaic solar cell showing emitter (ntype), base (p-type), front and rear contacts, and antireflection coating.
Source PVEducation.org.

carriers. The light generated current is determined primarily by the minority-carrier
transport, and depends on the minority-carrier lifetime (𝝉). Carriers generated within the
diffusion length (L) of the junction are collected, while the rest is lost by recombination
(L = D 𝝉-1/2), where D is the minority-carrier diffusion constant. Due to radiation, the
diffusion length (L) gets reduced. This reduction in L represents the most significant part
of the damage due to radiation. The behavior of L due to radiation depends mostly on the
material and the type of radiation.

Multi-Junction Technology Overview
The use of III-V direct band gap semiconductor material has greatly overcome the
efficiency limitation of non-direct band gap ones such as Si. In 1961 Shockley-Queisser
(SQ) proposed a limit that predicted the theoretical efficiency of a solar cell using a single
p-n junction to collect power from the cell. The limit calculates a solar conversion
efficiency of 33.7 % [12], which corresponds to a single p-n junction with band gap 1.34
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eV. To increase the cell efficiency past the SQ-limit the use of multijunction PV cells has
been proposed, in which the solar spectrum is split using solar cells that are optimized to
each section of the spectrum. The cells can either be individual cells or cells connected in
series. As the number of bandgaps increases the efficiency of the stack also potentially
increases [13].
Since 2000 [14], III-V multi-junction cells have been used almost exclusively for
space operation. In brief the multi-junction technology involves combining cells with
different bandgaps in series, almost doubling the cell efficiency. Electrically, these cells
are serial connections of multiple subcells, which are separated by a tunnel junction. The
materials chosen for these cells are GaInP2/GaAs/Ge, in which the GaInP2 can be grown
lattice-matched on GaAs minimizing dislocations which in turn impact the carrier-lifetime,
along with single-crystalline Ge as the growth substrate [6]. Fig. 2 shows the splitting of
AM0 spectrum achieved with this combination of bandgaps.
The

GaInP/GaAs

dual-

junction (DJ) cells have reached
efficiencies of 23% at AM0 for
space

applications

[15].

DJ

cells

are

low-cost,

high-

GaInP/GaAs/Ge
fabricated

on

strength, Ge substrate making them
suitable
production.

for

large-volume
DJ

solar

cell

technology has advanced rapidly,

Fig. 2. AM0 spectrum along with current produced by each subcell.
This current is obtained by integrating external quantum efficiency
(EQE) curves with AM0 current density curve [6].
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overtaking Si and GaAs singlejunction cells reaching a level of
325kW/year at Spectrolab [7]. The
success of this technology lies in the
ability to grow these multi-junction
solar cell structures in high volume
by metal organic vapor phase

Fig. 3. Schematic cross-section of (a) DJ and (b) TJ cells [7].

epitaxy (MOVPE) [16, 17]. Triple junction (TJ) GaInP/GaAs/Ge cells with active Ge
subcells were also fabricated at Spectrolab achieving efficiency of 26.7% (first generation)
[7]. Fig. 3 shows DJ and TJ cell structures of GaInP/GaAs/Ge developed at Spectrolab.
The
subcell

in

active
the

GaInP/GaAs/Ge

germanium
triple-junction
solar

cells

increase the voltage of cell, since it
is in series with the top two
subcells. Top two layers of GaInP
and GaAs absorb photons in the
solar spectrum with energy greater

Fig. 4. External quantum efficiency for each component cell of
GaInP/GaAs/Ge triple-junction [7].

than the 1.42 eV bandgap of GaAs, while a portion of the remaining spectrum gets absorbed
by the 0.67-eV-bandgap Ge. Fig. 4 shows the external quantum efficiency (EQE) of each
of the three subcells, in which absolute QE values for GaInP and GaAs are reported. The
Ge cell QE is reported as a relative measurement since the Ge cell does not limit the current
of multi-junction stack as effectively as the other two cells. The primary difference in
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performance of a DJ and TJ cell
arises from the increase in open
circuit voltage (Voc), which is over
0.2 V higher for TJ cells due to Ge
subcell contribution. The light I-V
(LIV) of TJ cell at 28 ̊ C is shown in
Fig. 5.

Fig. 5. LIV characteristics of GaIn/GaAs/Ge TJ cell with
conversion of 26.7%, AM0 [7].

As can been in Fig. 1 and 6,
the splitting of the spectrum in the
GaInP/GaAs/Ge

triple-junction

cells is not ideal, where Ge bottom
cell produces almost twice the
current of remaining two cells. A
more

efficient

photon

energy

conversion from solar spectrum
using p-n junctions is possible with

Fig. 6. Crystal growth chart with AM0 spectrum showing spectrum
splitting with GaInP/GaInAs/Ge cell designated by solid horizontal
lines [18].

the proper spectrum splitting (using the appropriate bandgap materials), and high quantum
efficiency. Fig. 6 shows the spectrum utilization of TJ cells, where solid black lines
designate the bandgap of each subcell.

Through device optimization, current TJ

technology is reaching its theoretical practical limit ~30% efficiency under AM0 [15].
Device modeling done at Emcore, indicate that cell efficiency can be improved with further
optimization of spectrum splitting [17, 18]. The model predicts the ideal set of TJ bandgaps
for AM0 spectrum conversion to be 1.93 eV/ 1.37 eV/ 0.97 eV. The theoretical efficiency
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of such an arrangement is ~39%. This set poses two problems, first III-V compounds
required to achieve the optimum bandgap are not lattice matched to a commercially
available substrate (refer to fig. 6), and second a 1.93 eV cell must contain Al. Lattice
mismatch can be overcome with the use of metamorphic growth; however, this leads to
higher dark current and shorter minority diffusion lengths. Using Al is problematic in the
photoactive layer due to the presence of minority carrier traps.

Inverted Metamorphic Multi-Junction Cells
A recent contender in addressing these
challenges is the inverted metamorphic multijunction (IMM) cells, which are identified as the best
vehicle to-date to achieving increased solar
efficiency [19-21].
metamorphic

Triple junction inverted

multi-junction

(3J-IMM)

cells

proposed and demonstrated by Wanlass [22]
reported a theoretical cell efficiency of 39.4%.
Successful attempts have been reported in creating a
thin, Ge-free III-V semiconductor triple-junction

Fig. 7. Schematic of inverted triple-junction
structure. The band gap energies decrease going
up (red is the highest) [19].

solar cell devices [19]. The cells are fabricated in an
inverted, monolithic triple-junction structure which achieved efficiencies of 33.8% and
30.6% under standard 1 sun global spectrum and space spectrum, respectively. The device
consists of 1.85 eV Ga0.5In0.5P, 1.4 eV GaAs, and 1.0 eV In0.3Ga0.7As p-n junctions grown
monolithically in an inverted configuration on GaAs substrate. The top Ga0.5In0.5P and
8

middle GaAs lattice-matched junctions were grown before any lattice-mismatched layers,
preventing any threading dislocation that arise during mismatch growth from degrading
their performance. Thus, the junctions that produce most of the power were grown with
high crystal perfection for optimal solar cell performance. The three junctions are series
connected with two tunnel junctions (Al0.3Ga0.7As:C/GaAs). A schematic of the cell is
show in Fig. 7.
Emcore has also successfully created inverted dual junction lattice matched cells
with reported efficiencies of 26.4 % in conjunction with a 1eV filtered invertedmetamorphic cell with a 6% efficiency [20].

The individual component cells were

combined into a 3J-IMM cells exhibiting efficiency of 32.0% under AM0. More recently,
the focus of IMM performance advancement has shifted from 3J-IMM to 4J-IMM device
architecture [21].

With material development through optimization of metamorphic

grading layers (which can be a source of high levels
of

material

dislocations)

defects,
along

specifically
with

threading

improvements

in

optimization of the substrate removal process
resulted in 4J-IMM cells with efficiencies of 34.5%
(1-sun, AM0, 28ᵒC) [23]. A schematic of 4J-IMM
cells is presented in Fig. 8. With the removal of the
epitaxial growth template, IMM cells present the
potential for reducing costs by reusing the growth
template and more importantly reducing the cell
Fig. 8. Schematic of 4J-IMM cell [23].

mass by the template removal during fabrication.
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Radiation Resistance of III-V
When cells are exposed to
radiation

in

space

they

are

bombarded with wide spectra of
protons and electrons. Both protons
and high energy electrons excite
electrons to higher energy states,
potentially causing damage to the
cell.

Low wavelength charged

particles transfer energy to the cell
through ionization and other atomic
displacement processes.

Atomic

displacement can cause blemishes

Fig. 9. Changes in the remaining factor of maximum output power
as a function of 3 MeV photon fluence for InGaP, InGaAsP, and
InGaAs solar cells in comparison with InP and GaAs cells [24].

and vacancies in the cell structure; such defects increases recombination rates which lowers
the diffusion length. Dharmarasu et al. have shown that the radiation resistance of multijunction cells increases with an increase in the fraction of In-P bonds in InGaP, InGaAsP,
and InGaAs [24]. This increase in radiation resistance is attributed to the annealing of
radiation-induced defects in the material with higher InP at lower temperatures, in which
defects are annealed out at room temperatures. Hence, the high-radiation-resistant solar
cells can greatly extend a space vehicle’s lifetime in the space environment. Fig. 9
indicates the radiation resistance increase with increasing fraction of In-P bonds in InGaP,
InGaAsP, and InGaAs. High efficiency 3J-IMM and 4J-IMM, fabricated at Spectrolab
[25], reported a ratio of EOL to BOL efficiency (P/Po) of 84% and 80%, respectively, where
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EOL efficiency is defined as the cell performance after exposure to 1-MeV electron
radiation at 1x1015 e/cm2 fluence. The radiation degradation factors presented in Ref. [25]
indicate that IMM cell technology is approaching the tolerance levels of upright triple
junction solar cells.

Effects of Microcracks on Solar Cells
Microcracks develop in PV cells due to growth defects or due to external
mechanical factors. These microcracks can lead to substantial power loss in both the
terrestrial and space solar cells. On the terrestrial side, microcracks in Si wafers reduce
mechanical stability [26] as well as the electrical quality of solar cells and modules [27].
Cracks in Si solar cells result in substantial power loss [28] in a standard PV modules with
60 cells. With prolonged operation cracks may expand, causing a power loss of up to 40%
[29]. Cracks in a Si wafer critically degrade cell performance if they propagate from the
Si bulk to the cell metallization which results in an electrical disconnection of the cell area
[28], hence isolating cell parts from the busbar [30]. Substantial amount of research can
be found in the literature that investigates the effects of microcracks on the Si solar cells,
both at the cell and module level [26-34].
With their high efficiencies, good radiation resistance, and light weight, IMM cells
demonstrate great potential for space application. However, IMM cells are potentially
more prone to cracking than state-of-the-art TJ cells. In addition, advances in fabrication
processes of TJ cells result in thinner Ge substrates (~80-µm-thick). Due to the mechanical
nature of thin films, however, these solar cells are more prone to fracturing during
transportation, installation, and space operation, substantially adding to the installation cost
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and potentially compromising the
mission lifetime. Cracks generated
in the semiconductor material have
minimal effects on the performance
of the cell, however, these cracks
can propagate through the cell
reaching

the

metal

contacts

Fig. 10. Electroluminescence image of a micro-cracked PV module.
Dark regions are electrically inactive areas [35].

resulting in electrically isolated areas. Kajari-Schröder et al. [35] have characterized
microcracks in crystalline-silicon-based photovoltaic cells, using electroluminescence after
artificial aging and snow damage (Fig. 10). These microcracks can electrically disconnect
areas of the cells and lead to substantial power loss (~16%) [28].
Solar cells powering space vehicles must possess a long lifetime with strong
durability despite fractures in the metal lines. Given the fragile nature of thin-film-solar
cells and their high probability of cracking, it is likely that more solar cells must be replaced
even before flight. This frequent replacement would significantly increase the costs of
using thin-film-solar cells (e.g. IMM, TJ, etc.), therefore increasing the overall cost of flight
mission.

Pre-launch inspection are often costly and difficult to perform, in which

individual cells and whole modules must be replaced, and often these micro-cracks may
not be visible even with a thorough inspection. While these repairs are possible pre-launch
and even in low-to-earth missions they are virtually impossible for deep space missions
(e.g. NASA’s MAVEN: Mars Atmosphere and Volatile Environment mission). Therefore,
efforts to mitigate this power loss would have substantial impact on launch costs and the
overall lifetime and success of the space mission.
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To mitigate this power loss and increase the lifetime of IMM cells we propose the
use of carbon nanotubes (CNTs) as mechanical enforcements to metal lines. Metal films
embedded with CNTs, also known as metal matrix composites (MMC), possess reinforced
mechanical strength against stress-induced fractures [36].

CNTs are promising

nanostructure materials [37], which have been actively studied in recent years due to their
unique mix of structural, electronic, thermal, and mechanical properties [38-41], making
them suitable components in the MMC to reinforce the metal gridlines. The conductivity
and high aspect ratio of CNTs are attractive characteristics for producing conductive
composites using only minute amounts of CNTs. This feature can be used in coatings to
get conductive and transparent networks [42-49]. In addition, individual CNTs can tolerate
mechanical treatment, such as bending, buckling, or even certain degree of defect creation
without loss of conductivity [50-52]. Possessing such a unique mixture of properties,
CNTs demonstrate their potential in different scientific and technological areas, including
transistors [53-56], diodes [57], sensors [58-60], and conductive pathways for
electrochemical polymers coatings [61].
CNTs have the ability to toughen the matrix in which they are embedded in; i.e. the
incorporation of CNTs will increase the ability to resist fracture within a material
containing a crack. CNT toughening is exhibited in three mechanisms 1) crack deflection
at fiber/matrix interface, 2) crack bridging, 3) fiber pullout on the fracture surface [62], as
shown schematically in Fig. 11.

In experimental work [63] CNTs were fabricated

unidirectional within a ceramic matrix. After being subjected to lateral and transverse
stresses using nanoindentation the CNTs exhibited all three toughening mechanisms (Fig.
11).
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Fig. 11. Schematic diagram of CNTs toughing mechanism, Ref. [62]. (1) crack deflection around CNTs, (2) CNTs
bridging a crack, (3) CNTs pullout. SEM Figures adapted from Ref. [63].

The addition of CNTs to different metal matrices affects the mechanical and
electrical properties of the resulting composite. CNTs embedded within a silver (Ag)
matrix via powder metallurgy showed an increase in the hardness and bend strength of the
composite by 27% and 9%, respectively, upon addition of 8% by volume of CNTs [64].
However, the electrical resistivity increased significantly past the addition of 10% by
volume of CNTs. In another study [65] multi-walled CNTs (MWCNTs) were mixed with
copper (Cu) in electroless Cu deposition on CNTs. The electrical conductivity of the
composite decreased with increased loading of CNTs, while the hardness, Young’s
modulus, and elastic modulus values increased.
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In the work to be presented in the following chapters the details in creating the
composites films will be discussed. The composite films are developed in a layer-by-layer
microstructure composed of MWCNTs embedded within a silver metal matrix. Silver
metal is deposited using electrochemical deposition (electroplating) using a cyanide-free
electrolytic solution. The background and details of silver plating and the optimization of
deposition will be discussed in chapter 2. Next, the various methods of deposition of CNTs
will be discussed in chapter 3, presenting an overview of the different methods. In addition,
details on the chemical functionalization of CNTs will be included in chapter 3. Finally,
the development of the thin-film composites and gridlines will be discussed in chapter 4.
The composite films are analyzed through a strain failure method to evaluate the impact of
embedding the CNTs within the matrix on the overall electrical and mechanical properties
of the film compared to bare Ag films. The integration process of composite lines on active
PV cells will be discussed, in which standard gridlines (bare metal) are replaced with MMC
gridlines. Composite-enhanced cells were intentionally cracked and the degradation in
performance is compared to control cells with standard gridlines (Ag gridlines without
CNTs).

15

Chapter 2
Cyanide-Free Silver Electroplating
Background
Metal electrochemical deposition, also known as plating remains till this day an art.
There are countless industrial applications where various metals are plated onto different
material in attempts to improve their physical and chemical properties. One such metal is
silver which has been widely used for thin film coatings [66, 67]. Silver shows excellent
physical, chemical and antibacterial properties [68-71], good corrosion resistance [72],
high bulk conductivity and excellent features for decorative purposes. Thin homogenous
layers of silver which can deposit onto less noble materials are of great importance for
microelectronics, aerospace, and automotive industries [73-76]. Silver can be deposited
through a variety of techniques including electro and electroless depositions, and vacuum
deposition techniques (chemical/physical vapor deposition, ion sputtering), with the later
techniques having several drawbacks,
including difficulty controlling the
product quality, slow deposition rates,
and the use of expensive equipment.
Electroplating remains the simplest and
cheapest techniques to-date capable of
producing

homogenous,

highly

reflective, thin film silver deposits.
Metal electroplating is a process that
coats conductive or semi-conductive

Fig. 12. Schematic of electrochemical cell, where anode is a
pure silver electrode connected opposite from the working
electrode (spoon). Both electrodes are immersed in a silver nitrate
aqueous solution. As a steady current is passed through the
solution, silver metal is removed from anode and deposited on
cathode. [77]
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objects with a thin metal film. The process uses an electrical current to reduce cations of
a desired metal from a solution; this process is shown schematically in Fig. 12 [77].
Electroplating can be used to deposit various metals on targeted surfaces [78, 79]. The
process is stable and suitable for growth of thin films and/or nanostructures with potentially
enhanced thermoelectrical properties [80, 81].
Silver electroplating has been around for many years with the first patent issued in
1840 [82]. That bath is still one of the most used ones till this day in industry and it involves
a double-cyanide silver complex [KAg(CN)2]. Cyanide-based silver electroplating is
widely used for industrial application as these processes produce smooth and compact
deposits that are free of dendritic growth [83]. Numerous methods have been patented
using electro/electroless silver plating [84-91], however, all such electroplating baths used
industrially are extremely toxic due to their large cyanide content.

In aqueous

environments, cyanide is necessary in order to complex with Ag+ ions avoiding their
spontaneous reduction. Besides the threat to the operator’s health, the disposal of the
exhausted plating bath and waste water treatment are becoming more and more expensive.
Due to the environmental concerns and the delicate manipulation required in the
disposal of cyanides, few cyanide-free baths have been proposed [83, 92]. These cyanidefree silver electrolytes are based on nitrates, thiourea, and other compounds [78]. Such
solutions, however, exhibit instability and the resulting deposits are of low quality in terms
of adhesion and surface finish. Nitrate solutions, free of any organic or inorganic additives,
often produce non-smooth, non-compact films regardless of plating conditions used. They
consist of grains independently growing of each other and under given plating conditions
may degenerate as dendrites [93-95]. More recently, other examples have been reported
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in the literature with successful attempts of plating silver from nitrate solution upon using
organic compounds such as tartaric and citric acid as growth inhibitors [96-99]. Smooth,
coherent, and compact silver deposits were observed. Early experiments showed that,
among organic compounds, hydroxyl acids, such as tartaric and citric acids, are most
effective agents in the silver deposition [100, 101] and are widely used as additives in the
electrodeposition of various other metals and alloys [102-115]. Using these organic
additives, it was observed that the experimental weight of the deposits was significantly
higher than theoretical weight required by Faraday’s law. This behavior is attributed to the
incorporation of organic additives into deposits [93, 96, 97]. In the case of using acetic
acid (H3Ci) [99], Ag+ ions had a particular affinity to HCi2- and it was suggested by the
authors that this species (HCi2-) is the relevant parameter controlling the growth inhibition.
Therefore, due to its electrical neutrality Ag2HCi must be transported toward cathode by
convection.
While the importance of charge transport in the plating solution is recognized,
maintaining or adjusting the solution composition to consistently produce the film of
sufficient quality and finish has been challenging in manufacturing. In this effort, we have
primarily focused on silver (Ag) plating on gallium arsenide (GaAs) and indium phosphide
(InP) substrates. The electrodeposition of Ag is first optimized using a commercially
available plating solution. We use E-Brite 50/50 RTP from Electrochemical Products, Inc.
[116, 117]. This commercial solution is cyanide-free, whereas traditional Ag plating
solutions are cyanide-based typically with a trace amount of sulfur-based brightener (e.g.,
sodium thiosulfate). While the cyanide-based solutions may provide a superior metal
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finish, we chose the cyanide-free commercial solution to avoid the toxic properties of
cyanide.
Traditionally, cyanide Ag deposition is a two-step process requiring double bath.
The first step is a cleaning/etching step in which a sliver strike is added [78]. The
explanation of this step is that most basic metals are less noble than silver, therefore, such
metals will precipitate upon immersion, causing silver deposits to poorly adhere.
Consequently, silver-strike baths are used composed of low silver metal and high cyanide
concentrations. This way the tendency for electrochemical displacement by the base metal
is greatly lowered. Afterwards, sample is placed in plating bath with higher silver
concertation and plating is carried out. Using 50/50 E-brite solution one bath is required
without the use of a strike bath, given that the surface is a cathodically clean surfaces. One
drawback of using such product is the challenge to plate over nickel surfaces, which in fact
requires the striking step.

The Electrolyte Double-Layer
When the metal electrode is brought into contact with a solution containing
corresponding metal ions Mz+, then the following reaction
Mz+ + ze- ↔ M
can take place at the surface, with either the forward or backward reaction being favored.
As the forward reaction gets favored the electrons are stripped off from the electrode
leaving a positive charge. This positive charge resides on the surface of the metal, since
the high conductivity within the metal does not allow for the development of an internal
space-charge region, and it will attract anions towards the neighborhood of the electrode
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setting up a charged double layer [118]. As the surface charge builds up, a difference in
potential arises between the interior of the metal and the solution phase near surface, where
𝜙𝑀 ≠ 𝜙𝑆 . In the case of electrochemically active electrode, in addition to charging of the
double layer, the passage of electrical current will produce an electrochemical reaction at
the electrode.
If

the

electrolytic

double

layer is formed at an
electrode, an excess
of ions of charge
opposite

to

electrode

will

that
be

Fig. 13. Schematics of the electric double layer structure showing the arrangement of
solvated anions and cations near the electrode/electrolyte interface in the Stern layer and
the diffuse layer. (a) Helmholtz model, (b) Gouy-Chapman model, and (c) GouyChapman-Stern model [119].

formed. This can be
seen in Fig. 13a (Ref. [119]), where the ions approach the surface of the electrode as closely
as possible resulting in a double layer that consists of two parallel layers of charge, one on
the metal surface and the other on anions at a close proximity to the surface. This model
is known as the compact double layer or the Helmholtz-layer model [120]. Using the
Poisson equation, the potential can be calculated according to:
𝑑2𝜙
𝜌
= −
2
𝑑𝑥
𝜖𝑟 𝜖0
where ρ is the charge density and ϵr, ϵ0 are the relative dielectric constant and dielectric
constant in vacuum, respectively. Approximating the ions as point charges, we can assume
that the charge density between the electrode surface and the Helmholtz plane is zero.
Hence, within the Helmholtz plane,
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𝑑2𝜙
= 0
𝑑𝑥 2
double integration of the above expression yields
𝜙 = 𝜙𝑀 − 2(𝜙𝑀 − 𝜙𝑆 ) 𝑥⁄𝑎
where a is the diameter of the solvated ion.
One limitation of the Helmholtz model is that it does not consider the thermal
motion of ions, which tends to loosen the ions from the compact layer. Goüy [121] and
Chapman [122] proposed a model considering the effects of thermal motion of ions near
the electrode surface (Fig. 13b), however, their model did not consider the possibility of an
inner Helmholtz layer. Stern presented a model [123] that was a combination of the
Helmholtz layer and the diffuse layer models (Fig. 13c). Due to the external field,
tangential fluid flow develops along the charged surface. During this fluid motion a thin
layer adheres to the surface, known as the hydrodynamically stagnant layer or Stern layer.
An important point made by Stern, is that the position of the Helmholtz plane will vary
with the type of ion attracted to the surface, where some ions may be able to lose their
solvation sheath and approach the surface very closely, whereas others may approach the
surface to a certain extent determined by their
solvation sheaths [118].

This leads to the

further subdivision of the Stern layer into the
inner and outer Helmholtz layers. Specifically
adsorbing ions exist in the inner Helmholtz
layer, in which those ions possess a chemical
affinity to the surface in addition to the
Columbic interaction, while indifferent ions
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Fig. 14. Schematic view of the inner and outer
Helmholtz layers showing specifically adsorbing ions
and indifferent ions [124].

reside in the outer Helmholtz ion, which are attracted to the surface only through Columbic
attractions (Fig. 14, Ref. [124]).
The Goüy-Chapman model can be quantified directly. If ni0 is the number of ions
i per unit volume in the bulk of the electrolyte at equilibrium, then
−𝑧𝑖 𝑒0 𝜙(𝑥)
]
𝑘𝐵 𝑇

𝑛𝑖 = 𝑛𝑖0 exp[

where zi is the charge number of species i, kB is Boltzmann’s constant, e0 is the elementary
charge, and T is temperature. Substituting the above expression in the following PoissonBoltzmann’s equation
𝜌𝑒 = 𝑒 ∑ 𝑧𝑖 𝑛𝑖
𝑖

we can express the Poisson equation as follows
∇2 𝜙 =

−𝑒
𝑧𝑖 𝑒𝜙
∑ 𝑧𝑖 𝑛𝑖0 exp[−
]
𝜖𝑟 𝜖0
𝑘𝐵 𝑇
𝑖

at low potential

𝑧𝑖 𝑒𝜙
𝑘𝑇

≪ 1, Poisson equation can be written as ∇2 𝜙 = 𝜅 2 𝜙, in which κ is

defined as the inverse of Debye length. The Debye length is a measure of a charge carrier’s
net electrostatic effect in solution and the extent to which those effects persist, and is
defined as follows
𝑒 2 ∑𝑖 𝑧𝑖2 𝑛𝑖0 1/2
]
𝜖𝑟 𝜖0 𝑘𝑇

𝜅=[

From the above equation, it can be seen that the thickness of the double layer depends
primarily on ionic strength of the solution. For higher ionic strengths, the diffuse double
layer will become sufficiently small that it can be neglected and the entire potential drop is
accommodated across the Helmholtz layer.
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Experimental Methods and Results
Many operating parameters (e.g., pH, ionic strength, temperature, and agitation)
affect the outcome of plating. For E-Brite 50/50 RTP, the manufacturer’s suggested
optimum plating specifications are given in Table 1. While the tabulated parameters
provide guidance, these parameters need to be further tuned for a specific plating bath. In
our case, we vary the current density (Jc) on the cathode as the main parameter, while
keeping Ag metal ion concentration, pH, and bath temperature constant at 0.14 M, 9.2 and
20 °C room temperature, respectively. We use a magnetic stir bar to agitate the plating
solution.

Table 1
Manufacturer’s suggested optimum plating parameters for E-Brite 50/50 RTP
Category
Silver Metal
Concentration(M)
pH
Temperature (C)
Jc (mA/cm2)
Ja (mA/cm2)

Optimum

Range

0.14

0.10 – 0.17

9.2
20
3.2 – 10.8

9.0 – 9.6
16 – 24
2.2 – 22.0
2.2 – 10.8

Plating conditions are optimized in a series of experiments. The main variable is
cathodic current density (Jc), while Ag ion concentration, pH, and bath temperature are
held constant. A custom made electroplating station is constructed in house, shown in Fig.
15, with fixtures to maintain a constant spacing between the electrodes for experiment
repeatability. The electrochemical cell consists of: 99.997% pure Ag anode counter
electrode, and Nickel (Ni) wire reference electrode. A Fluke Amp meter connected in
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series with the working
electrode is used to monitor
the current/current density
of the working electrode
during deposition. A Fluke
volt meter, connected in
parallel

with

counter

electrode

and

reference

Fig.15.

Electrochemical cell setup for Ag plating.

electrode is used to measure the reference voltage and monitor the solution resistivity. A
Corning stirrer/hot plate and a Mono-Mold magnetic stir bar (length 1”, diameter 3/8”) are
used to agitate the solution.
Fig. 16 [125, 126]
shows the cathode potential
(Vc) vs. current density (Jc)
with corresponding images of
Ag electroplated on GaAs
substrates. Point E is below
0.6 mA/cm2 in our case,
where no current is flowing at
the
Point

equilibrium
D

potential.

demarcates

decomposition

the Fig. 16. Cathode potential (Vc) vs. cathode current density (Jc). The

potential

region between Point D and Point L defines the ideal operating window
where the finish of plated Ag is bright [125, 126].

where the electrode reaction begins, and Ag starts to deposit. Point L defines the limiting
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current density, above which Ag deposition is transport-limited, Vc becomes very unstable,
and the plated Ag becomes “spongy”. The region between D and L define the ideal
operating window where the plated Ag appears bright, which is associated with highquality metal finish. The reader should note that the uppermost sample in Fig. 5, despite
its location in the ideal window of operation, appears dark/ “spongy” where the control set
point on current density is well above 10 mA/cm2, and the control over Jc becomes
unstable.
A current density of
3mA/cm2 consistently results
in a bright finish; therefore,
this current density is used in
all

subsequent

electrodepositions.

Ag
In

addition to precise control
over the operating current
density using a potentiostat
(Princeton

Fig. 17. Chronopotentiometry curve for Ag plating at 3mA/cm2.

Applied Image insets show the resulting samples with mirror finishes indicative
of high quality Ag plating [125].

Research), we observe that
the initial seeding layer on the substrate significantly affects the final film quality. Various
thin (~100 nm) seeding layers are explored, including sputter-coated Ti, sputter-coated Ag,
and Ag deposited by physical vapor deposition (PVD). The PVD Ag seeding layer and
subsequent electroplating of Ag result in a mirror finish (Fig. 17, insets [125]). That is,
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mirror finishes are obtained through the precise control of current density and the use of
appropriate seeding layer.
Using the electroplating
window (Fig. 16) we deposit
silver film at different rates
(current densities) and examine
the resulting film quality under a
scanning

electron

microscope

(SEM). We are able to deposit
smooth, coherent, and compact
silver films at current densities
ranging from 3 – 5mA/cm2. Fig.

Fig. 18. Crosse-sectional SEM images of electroplated Ag at
different growth rates. Smooth, coherent, and compact films are
observed at current densities (A) 3, (B) 4, (C) 5 mA/cm2. Past 5
mA/cm2 dendrite formation is induced (D, 6 mA/cm2).

18 shows the cross-sectional SEM
images at different rates of deposition, with thickness ~7 µm; past 5mA/cm2 dendrites start
to grow (Fig.18 D). The dendrites formed with a coarse surface morphology. The higher
growth rate corresponds to faster reduction of Ag ions at the surface owing to higher charge
density there. A similar behavior is reported in the literature [127-129]. In Ref. [127]
silver nitrate solution was used to initially form dendrites under a strong direct current (DC)
potential of 2 – 30 V. Following the growth of silver nanostructure, relaxation was carried
out by removing the applied potential and maintaining the sample in electrolyte solution,
resulting in the formation of nanowires. Yasnikov et al. [128] also reported the formation
of various microstructures (pentagonal, regular shaped, planar, and dendritic) under
various potentiostatic conditions. Dendrites were formed as the overpotential increased
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from 160 to 200 mV. The formation of such dendrites occurred as a result of the severe
depletion of the near-cathode solution with respect to silver ions, i.e. at the limiting flow
of adatoms to be incorporated into the lattice, which was due to the high overpotential.
During electroplating from aqueous electrolytic solutions, electrolysis of water
takes place [130-132] in which water decomposes into oxygen and hydrogen gas due to an
electric current being passed through the medium [133]. Thus, hydrogen gets incorporated
and trapped within the plated metal film. At higher applied potentials (higher current
densities) we expect electrolysis rate to increase, consequently resulting in a higher rate of
incorporation of hydrogen.
To

investigate

hypothesis,

we

this
deposit

silver films (~7-µm-thick)
at various current densities.
Examining
sectional

the
of

crossthe

as-

deposited-films under SEM
(Fig. 18 A, B, and C) the
film appears to be smooth
and

coherent

with

no

apparent voids forming due
to hydrogen incorporation.
The samples are annealed in Fig. 19. Left: cross-sectional SEM images of electroplated silver at
ambient air at 380oC for 5

different deposition rates post annealing at 380oC for 5 min. Right:
histogram plots of gray values vs. number of counts.
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min to induce the formation of voids (Fig. 19). A short annealing time is used in order to
promote the outgassing of hydrogen while trapping the voids within the film. We estimate
the porosity of the films as a function of current densities through digitally analyzing the
SEM images. Using ImageJ program, the SEM images are converted into a matrix of gray
scale values with the corresponding xy-coordinates. The gray scale values are then plotted
in a histogram (Fig. 19), and a cutoff gray value is assigned per image. This cutoff value
represents the gray scale value of an open space; hence, all gray values less than this cutoff
value are counted and divided by the total counts, giving the percentage void fraction. We
note that this cutoff value is not a constant due to the variability in contrast and brightness
settings from image to image. Contrary to our prediction, the highest porosity, after
annealing, is associated with the lowest current density of deposition (3mA/cm2) where
13% void fraction is estimated, compared to 2.4% and 4.8 % at 4 and 5 mA/cm2,
respectively.
The efficiency of the deposition process can be defined as the ratio of the current
used for reduction of the ions for the intended deposit to the total current passed though the
cell [134]. From a thermodynamical perspective it follows that only copper and more noble
metals can be expected to deposit with 100% efficiency from a water-based electrolyte.
For all other elements, part of the current will be consumed in the formation of hydrogen
gas. It is desirable that this effect is minimized as much as possible, not only to increase
the deposition efficiency and hence the deposition rate but also because the formed gas
bubble can be difficult to remove from the sample surface and locally hinder further
deposition. Most electroplating system operate at an efficiency of 90% or higher although
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it may be as low as 20%. The deposition rate in electroplating can be determined from
Faraday’s law
𝐼 𝑡𝑀

𝑚= 𝛼

𝑛𝐹

where m being the mass of deposited material, α the plating efficiency, I is the total current,
t the time of deposition, n the charge of deposited ions, and F is Faraday’s constant. For
most metal depositions, the deposition rates are on the order of 1 μm.min-1.
In this study, we demonstrate the ability to successfully plate coherent, compact,
and continuous silver films from a cyanide-free silver nitrate aqueous solution. We identify
the current density of deposition to be the key parameter in determining the film quality
and its adhesion to the substrate. We also demonstrate the ability to obtain mirror finishes
through using the appropriate seeding layer in conjunction with precise control over current
density. We observe that under different current densities voids form within the film. We
suspect this void formation, induced upon annealing, is attributed to hydrogen
incorporation during electrolysis of water that is simultaneously occurring with silver
plating.

Direct Electroplating on Small-Featured PV Gridlines
Similar to other metal deposition techniques such as evaporation or sputtering,
electroplating offers the ability to deposit a broad range of materials on various substrates
(wafer, polymer, etc.) with or without the use of a seed layer directly on the semiconductor
[135-137]. However, for microelectronics application, electrochemical deposition has
some advantage over vacuum related techniques [134]. Electrochemical deposition can be
carried out at room temperature, therefore reducing problems with thermal stresses, it does
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not involve the use of expensive vacuum equipment, in addition, high rates of conformal
deposition and high reliability depositions for high aspect ratios can be achieved using
electroplating.
Through electrodeposition process it is possible to obtain
properly filled features of only few tenths of micrometer across
and aspect ratio of one or more. The electrodeposition process
starts at the seed layer and through the use of special additives, the
process can be adjusted to “super fill” the cavities [138], i.e. the
growth at the bottom of the trenches and vias proceeds more
rapidly than at the top or edges. Such controls are not possible in
sputtering or evaporation where deposit start obstructing the
feature making any further filing difficult, hence, resulting in
voids within the interconnects.

Through the application of

Fig. 20. Schematic
of
copper plating through a
photoresist
mask
for
interconnects [138].

photoresist (PR) layer, only selected areas of the seed layer are exposed to plating solution.
The thickness of the PR should be at least equal to the final thickness that has to be obtained
for the conductors. The PR is then removed and the seed layer etched away. The process
flow is shown schematically in Fig. 20.

Initial optimization of Ag Deposition without use of Photoresist
Electrodeposition of Ag is carried out on triple-junction (TJ) solar cells directly
using the commercial plating solution E-brite 50/50 RTP. The plating is performed initially
on TJ cells with fully metalized Ag gridlines, 5-μm-thick and 22-μm-wide. Fig. 21 shows
a cross-sectional SEM views of gridlines prior to an electroplating of Ag. The gridlines
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are deposited through electron-beam evaporation
technique. These cells are used for initial tuning of
silver deposition for the final integration on TJ
cells with metal seed layer. Electrodeposition of
Ag is tuned by varying the current densities of
deposition while maintaining constant all other
plating parameters.

Four current densities are

Fig. 21. Cross-sectional SEM image of Ag
gridline of a TJ PV cell prior to electroplating of
Ag.

explored -1.0, -1.7, -3.3, and -9 mA/cm2. The Ag gridlines are deposited for 20 min at the
specified current densities and examined under SEM (Fig. 22). At the lower current
densities (Jc < 9 mA/cm2) the formation of silver flakes around the gridline edges is
observed, however, at high current density (9 mA/cm2) flakes are no longer present.
-1.0 mA/cm2

-1.7 mA/cm2
10 μm

-9.0 mA/cm2

-3.3 mA/cm2

10 μm

Fig. 22. SEM images of electroplated Ag on PV gridlines at different deposition rates.
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Deposition at -9.0 mA/cm2 shows a continuous layer of Ag growing more uniformly
around the gridlines with significantly less flakiness (more compact layer).
The Ag deposition is repeated
using two growth regimes, starting with
a slow deposition rate (-1.0 mA/cm2)
for 300s followed by a high deposition
rate at -9.0 mA/cm2 for 500s (Fig. 23).
The samples are examined under SEM
(Fig. 24); results show a more compact
layer of silver with a uniform thickness

Fig. 23. Chronopotentiometry graph for Ag electrodeposition
showing two growth regimes at -2.5 V and -7.5 V.

around the gridline. Initial deposition
at the low current densities allows for
the formation of Ag nucleation sites
10 μm

onto surface of the gridlines.

The

proper formation of these nucleation

Fig. 24. SEM cross-sectional image of electroplated Ag on
gridlines using two growth regimes.

sites allows for the successive formation of uniform Ag layers at the higher deposition rate,
otherwise dendrites with coarse surface morphology start to form.

Optimization of Ag Deposition on solar cells using Photoresist
TJ solar cells with a Ag seed layer is electroplated with Ag using the two growth
regime mentoined earlier. Two sets of 2 cm x 2 cm TJ cells with atypical metallization
pattern are purchased from SolAero Tech. The first set has regular Ag-based front
metallization and second included only a seed metal layer evaporated on the cells. The
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gridline width on TJ cells was increased to 30 μm and the front contact pad increased to
2800 μm x 6000 μm.

Cells are fully fabricated with active semiconductor layers

(GaInP2/(In)GaAs/Ge) and a back metal contact. The cells with the seed metal layer have
an additional layer of PR spun on them, exposing only the metal gridlines for subsequent
integration of our MMC lines on top. A custom made plexi glass holder is assembled in
house in order to secure the fragile TJ cells during MMC integration. The holder consists
of two complementary identical pieces, with open windows exposing the front and back
side of the cell to allow contact with the Ag electrolytic solution. A schematic of the holder
is shown in Fig. 25.

Fig. 25. Schematic of cell holder used to secure TJ cells during electroplating Ag. The holder deign consists of a plexi
glass with a hollow inside, allowing access for the electrolyte with exposed gridlines. The inside frame has a slight offset
to accommodate the cell and secure it during deposition.
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The first Ag deposition on TJ
cells with seed layers is deposited using
two growth regimes: at -1.0 mA/cm2 for
200 s followed by -9.0 mA/cm2 for
1200s.

This

Ag

deposition

is

performed with the PR layer intact.

20 μm
Fig. 26. SEM cross-sectional view of electroplated Ag
gridlines, the initial layer is deposited using a two-growth regime,
afterwards photoresist layer is stripped off and subsequent plating
is carried out at -9.0 mA/cm2.

Afterwards, the PR is stripped off and
subsequent Ag deposition is performed. The second layer of Ag is deposited at the high
deposition rate (-9.0 mA/cm2) for 800 s. Cross-sectional view of gridlines is shown in Fig.
26. The second deposition of Ag following the removal of the PR resulted in a non-uniform
deposition of Ag, where a higher deposition is observed around the edges of the gridlines,
resulting in the bulges seen in Fig. 26. This indicates that the removal of PR resulted in
localizing the field at the edges of the gridlines and increasing the rate of Ag deposition
there. In the absence of PR layer, the secondary layer of Ag grows around the gridline,
resulting in an increase in its overall width (final width ~72 μm). This in turn impacts the
performance of PV cells as more of the semiconductor active area of the cell is obstructed
by the gridlines increasing the shadowing losses of the cell and hence lowering its
efficiency.
The Ag deposition is repeated on the cells where the PR layer is used through the
entire Ag deposition process. The PR layer being intact during Ag deposition resulted in
more vertical gridlines (Fig. 27). No bulging around the edges is observed and the gridline
width is maintained at 50 μm (the width defined by the PR layer) and a total thickness of
~10 μm. To obtain the proper thickness of gridlines (5 – 6-μm-thick) the deposition times
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are adjusted as follows, nucleation step
(-1.0 mA/cm2) increased to 400s, first
electroplating
decreased

to

electroplating

step

(-9.0

600s,
step

(-9.0

mA/cm2)
and

final

mA/cm2)

20 μm
Fig. 27. SEM cross-sectional view of electroplated Ag gridline.
Ag depositions are performed with the PR layer intact resulting
in more vertical sides without any bulging.

adjusted to 400s. The modified recipe
resulted in 5-μm-thick gridlines (Fig.
10 μm

28) which is a comparable gridline
thickness to gridlines of commercial TJ

Fig. 28. SEM cross-section of Ag gridlines. Ag deposition
times are adjusted to obtain thinner gridlines.

cells. It should be noted that the Ag deposition is not performed in a continuous deposition
rather in a layer-by-layer (LBL) approach. The two distinct layers are seen in Fig. 26 – 28.
Depositing Ag in a LBL method allows for the incorporation of CNTs within the metal to
create the MMCs; this will be covered in more details in the chapters to follow.

Conclusion
In this investigation, we demonstrate the ability to deposit homogenous compact
layer of silver using a commercial plating solution. The deposition is optimized by
adjusting plating parameters, primarily the deposition current density to obtain reflective
thin films. The method is further investigated and optimized to deposit thin, compact, and
homogenous layers of Ag directly on PV cells as gridlines. Although electrochemical
deposition has been extensity studied there remains few problems to be addressed. For
instance, the uniformity of depositions (i.e. the thickness) can be difficult to control as it is
influenced by the electrolyte composition and the pattern of corrugation. In addition,
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during the plating process the solution components get consumed and require
replenishment to obtain reproducible results. However, electroplating remains one the
simplest methods to deposit high quality metal at a relatively low cost, compared to other
vacuum related techniques.

36

Chapter 3
Carbon Nanotubes Chemical Functionalization and Deposition
Introduction
Since the discovery of carbon nanotubes (CNT) by Iijima [37] in the early 1990s,
CNTs have attracted much research interest throughout many different scientific and
technological areas. A CNT consists of one or more graphene sheets rolled into long, thin,
hollow cylinder. Typical lengths and internal diameter range from 1 to 100 μm and from
1 to 25 μm, respectively [37]. The unique combination of physical and chemical properties
of CNTs, including high electrical conductivity, great chemical and mechanical stability,
and large surface area [139, 140], has made them one of the most widely used engineered
nanomaterials. Some of the current and proposed applications of CNTs include structural
composites [141], microelectronic devices [142], and flat panel displays [143]. In addition
CNTs have been investigated for catalytic membrane [144, 145], mechanical thin film
applications [146], electrochemical energy conversion and storage devices such as fuel
cells [147-149], batteries [150-152], and supercapacitors [153, 154], separation membranes
[155], field emission devices [156], nanocomposites [125, 126, 157-159], gas storage
materials [160], and chemical and biological sensors [161, 162].
Controlling the architecture of CNT thin films at the nanometer and micrometerscale is critical to tailoring film properties and functionality. Various surface modifications
of CNTs have been employed to disperse CNTs, including chemical functionalization
using strong acids [163-165], π-π stacking interactions between side wall and aromatic
groups [166], and polymer wrapping of nanotubes [167]. Among the various surface
functionalization techniques, oxidation is the most widely studied method [168].
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Oxidation of CNTs has been used for purification purposes [169] and to open CNT ends
for metal nanoparticle insertion [170]. The liquid-phase oxidation involves acidic etching
with nitric acid and/or sulphuric acid. Compared to other oxidation methods (gas-phase
oxidation), liquid-phase oxidation is mild and slow and can provide a high yield of oxidized
CNTs [164]. For complete functionalization of CNTs the entire surface of CNTs need to
be oxidized to achieve the desirable dispersions. The surface oxidation is achieved through
using an acid reflux approach [149, 165] in which oxidative acids (HNO3, H2SO4) are used
with or without other oxidants. Even with prolonged treatment of CNTs, a non-uniform
functionalization is achieved due to the impartial surface oxidation of CNTs [171]. Since
CNTs have hydrophobic surfaces they tend to agglomerate in polar solvent. During acid
refluxing, some CNTs inside these agglomerates may not be attacked by the oxidative
agents and remain unmodified.
To achieve more uniform oxidation of CNTs sonication is used for the entire
chemical treatment process to keep CNTs dispersed.

In a study investigating the

sonochemical effects on CNTs [168] it was found that the surface of CNTs became
heterogeneous due to the attack of the oxidative acids with an increase in the surface
roughness as function of treatment times. In addition, the settling speed (downward drift
of CNTs in a burette), correlated with longer sonication time and hence higher
functionalization, i.e. a higher settling speed is due to decreased interaction of the
functional groups on the CNTs with the surrounding solvent. As the CNTs became more
functionalized, the solvent-CNT interactions increased, leading to longer settling times.
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Experimental Methods and Results
Chemical Functionalization
We make use of the
sonochemical oxidation treatment
to

functionalize

multi-walled

CNTs (MWCNTs).

Specialty

MWCNTs (SMW200, purity 99%
by TGA) purchased from SWeNT
with the following specifications:
outer diameter 10 nm, inner
diameter 4.5 nm, length 3 µm, bulk

Fig. 29. Kinetic mobility of oxidized CNTs in water as a function of
functionalization time, Ref. [173].

density 0.10 g/cm3. Two groups of
surface-functionalized CNTs are developed. The 1st group is functionalized with COOH
for negative surface charge, following a standard acid reflux method [172]. The maximum
electrokinetic mobility of CNTs is achieved through an acid treatment in a 1:3
HNO3:H2SO4 mixture after sonochemical oxidation of two hours (Fig. 29) [173]. The 2nd
group is functionalized with NH2 for positive surface charge by sonicating CNTs in 2.8 M
NH4Cl aqueous solution.
Carboxylation of CNTs involved refluxing CNTs in dry form in a 40 ml of 1:3
mixture of concentrated HNO3:H2SO4. The mixture is sonicated for 3 h at 40˚C. Mixture
is then added drop-wise to 200 ml of DI water and left for few hours then vacuum filtered
using 0.4 µm pore filter paper (Polypro filter paper, Millipore). CNTs are thoroughly
washed until all residual acid is removed and then re-suspended in DI water via sonication
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for 30 mins, resulting in a neutral solution (pH 7). For the 2nd batch of CNTs we use
carboxylated CNTs in dry form and further functionalize them by sonicating in 2.8 M
NH4Cl solution, therefore targeting the surface hydroxyl groups for the successive
attachment of amine groups.

The CNTs are filtered and thoroughly washed, then

resonicated in DI water.
Cyclic voltammetry tests
are performed on the as-received,
NH2-functionalized, and COOHfunctionalized CNTs. Experiments
are conducted using a threeelectrode cell composed of Pt wire
counter

electrode,

Ag/AgCl

reference electrode, and a glassy
carbon electrode as the working

Fig. 30. Cyclic voltammetry measurements on the as received
(black), amine-terminated (red), and carboxylated (blue) CNTs with
corresponding images of the CNTs solutions, Ref. [125, 126].

electrode. A phosphate buffer and
KCl (0.1 M) solution is used as the electrolytic solution; a continuous N2 flow purged the
solution from any O2 presence to eliminate any interference with the redox reactions. 2
mg each of non-of functionalized CNTs (control), carboxylated CNTs, and of amineterminated CNTs, are individually prepared into solutions and drop casted on the glassy
carbon electrode at room temperature. Cyclovoltametry sweeps are performed with a
vertex potential of 8V and a scan rate of 0.01 V/s for 3 cycles. We observe the highest
overall integrated charge (Fig. 30, blue) associated with the carboxylated CNTs, which
indicates that carboxylated CNTs assume the highest amount of surface charge and
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presumably the highest electrokinetic mobility compared to neutral and amine-terminated
CNTs. Carboxylation of CNTs produces stable, homogenous aqueous solutions of CNTs
as seen in Fig. 30 (insets). The voltammograms show anodic peak at ~0.64 V and cathodic
peaks at ~0.58 V for the treated CNTs that are associated with the oxidation and reduction
of the surface oxide groups. The as received sample shows no evidence of oxidation and
reduction of the surface oxides, indicating that the original CNTs had few surface oxide
groups; the constant current in the potential region is attributed to the double layer
charging.

The capacitance of this double layer is estimated to be ~6.0 F/g [168],

comparable to that of graphitized carbon (~5.6 F/g) [174]. The height of redox peaks of
the amine-terminated groups are reduced following the further functionalization in NH4Cl,
suggesting that some of the hydroxyl groups were indeed replaced with amine groups
resulting in a reduced overall integrated charge. However, this functionalization method
failed in producing stable suspensions of positively-terminated CNTs (Fig. 30 inset),
indicating insufficient charge groups are produced.
To

further

investigate

the

amine

termination method, we produce another batch of
functionalized CNTs and examine the settling rate
of the solution produced.

We investigate the

effects of sonication times and the variation of the
recipes on the homogeneity of the aqueous solution

Fig. 31. Photographs
of
CNTs
drifting
downwards after 2 h of sonication (a) aminefunctionalized for 3 h in NH4Cl, (b) acid treatment
followed by 3 h sonication in NH4Cl, (c) acid
treatment followed by 10 h sonication in NH4Cl.

of CNTs. We baseline our results relative to the
homogenous mixture of carboxylated CNTs. Firstly, CNTs are sonicated as received in
2.8 M NH4Cl for three hours, without any prior treatment. Secondly, the as received CNTs
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are first acid refluxed in 1:3 mixture of concentrated HNO3:H2SO4 for one hour, and further
sonicated for an additional three hours and ten hours in NH4Cl solution, respectively after
thoroughly washing off any acids. The initial acid treatment is need to introduce defect
sites on the surface of CNTs for the successive attachment of amine groups. It has been
shown that sonication in acid environment can fragment the CNTs [164, 170] and cause
some mechanical damage to their surface. Therefore, we selected to use a low output
power sonicator and a short acid sonication times to maintain the integrity of the CNTs.
Photographs of CNTs settlings in containers were taken two hours after the final sonication
in water, as shown in Fig. 31. None of the amine-terminated CNTs were successful in
maintaining a homogenous dispersion (Fig. 3, a – c) regardless of the sonication treatment
or recipe. On the other hand, the carboxylated CNTs maintained their dispersion in
solution without crashing.

CNTs Deposition Methods
Several methods exist today to obtain thin CNT networks, such as filtration [48,
175], spin coating [56], or Langmuir–Blodgett [176] method. In our work [125, 126] we
have explored a variety of other CNT deposition techniques, including electrochemical
deposition [61, 177], nanospreading [178], and drop casting.

However, all the

aforementioned methods were limited in either the speed of deposition or the surface
uniformity or in some cases both. As an alternative, we make use of an air brush technique
[49, 60, 159, 179-181] which is a simple and fast method that results in homogenously
continuous and thin layers of CNTs. For these different methods of deposition, we make
use of the carboxylated MWCNT to create a layer-by-layer (LBL) Ag-MWCNT
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composites. We optimize all the techniques and compare the surface uniformity and ease
of deposition. In addition, we characterize the surface coverage of CNTs for certain
deposition methods as a function of the different deposition parameters.

Electrodeposition of CNT-COO−
For the microstructural comparison,
COOH-terminated CNTs are used to create a
LBL Ag composite microstructure. To make
sure CNTs are negatively charged the
factionalized CNTs are thoroughly washed
and suspended in water through sonication
without the use of any additives, resulting in a

Fig. 32. SEM image of COOH-terminated
CNTs deposited on 40-nm-thick, sputtercoated Ag to clearly show Ag dissolution
during CNT deposition.

solution pH of 7. The isoelectric point (pKa) of carboxylic groups can range from 0.5 to
4.2 [182], hence, at pH = 7 carboxylated CNTs would be negatively charged as the water
acts as a weak Lewis base stripping the proton from -COOH groups. Negatively charged
CNTs are electroplated on GaAs sputter-coated with thin Ag layer (~40-nm-thick). Due
to the negative surface charge on carboxylated CNTs, a positive bias must be applied to
the working electrode (i.e., anode) to deposit CNTs. Consequently, the plated Ag dissolves
back into the solution during CNT deposition exposing the underlying GaAs, this is shown
in Fig. 32.
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To determine the optimum condition
for the electrodeposition of carboxylated
CNTs current-voltage (I-V) characterization is
performed.

A

standard

analytical

electrochemical cell kit (Bio-Logic Science
Instruments) is used consisting of a platinum
(Pt) counter electrode and a reference
electrode (RE-2B calomel, outer diameter = 6

Fig. 33. I-V characteristic curve. Shaded region
indicates the optimum operating range above which V c
rapidly rises with increasing Jc. From Ref. [125].

mm). A Fluke precision multimeter (8845A),
connected in

series

with

the working

electrode, is used to monitor current/current
density,

and

a

standard

Fluke

digital

multimeter is used to monitor the reference
electrode voltage via a parallel connection
between the counter and reference electrodes.
Fig. 33 shows the response in current density
(log scale) as a function of the applied voltage.
It can be seen that the deposition is optimized
around 1 – 3 mA/cm2 (shaded vertical box,
Fig. 33). Beyond 3 mA/cm2 there appears to
be a sharp increase in the current density vs.
voltage applied.

Therefore, this current
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Fig. 34. Cross-sectional SEM image of MMC sample
in a LBL deposition method though electrodepositing
carboxylated CNTs on top of electroplated Ag. CNTs
deposited at a slower rate than the Ag dissolution rate
creating big voids within the composite. Bottom SEM
image shows the existence of CNTs within the
composite localized in specific locations within the
structure.

density is chosen for the further electrodepositions of carboxylated CNTs.
We make use of the Ag electroplating in conjugation with electrodeposition of
CNTs to create a LBL microstructure composite.

First, a 2-µm-thick Ag film is

electroplated on GaAs followed by electrochemical deposition of CNT-COOH at 0.5
mA/cm2 for 15 min. The sample is then electroplated with another 2-µm-thick Ag layer.
Fig. 34 shows the complete MMC structure after the final Ag layer is deposited. As seen
in the cross-sectional SEM image we observe large voids within the composite due to the
dissolving of large quantities of Ag during CNT-COO– deposition. This is to be expected
given the opposite polarities of the depositing species as well as the difference in the
electrokinetic mobility (ν) of deposited species (νAg+ >> νCNT-COO–).

Nanospreading Technique
As

an

alternate

method

to

electrochemical deposition, functionalized
CNTs are deposited using a nanospreader
technique.

The nanospreader technique

[178, 183] is used to deposit a thin layer of
CNTs by dragging at a constant velocity the
meniscus of microliter suspension droplets
of CNTs trapped between the substrate and

Fig. 35. Schematic of apparatus used in nanospreader

technique. Figure adapted from Ref. [178].

a moving Teflon blade. A droplet of CNTs
liquid suspension is injected between two slides, a sample substrate and a deposition plate
meeting at an angle of ~θ = 23o. Capillarity holds the bulk of the droplet in the wedge
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while the droplet meniscus stretches out behind as the linear motor pushes the deposition
plate and drags the droplet across the substrate. A schematic of the apparatus used is shown
in Fig. 35. The governing mechanism of this deposition method is convective assembly at
high volumes fractions. The two major process parameters that allow control over the
coating thickness and structure are the deposition speed and particle volume fraction. This
technique offers precise control and reduced material consumption relative to standard dip
coating methods [184, 185].

In addition, the integrity of the underlying surface

(electroplated Ag) is unaffected as with the case of CNT electrodeposition.
The mechanism by which the dispersed particles are brought together and
crystallized in the thin wetting films is convective assembly. The particles are transported
to the edge of growing crystal by the flux of the liquid compensating for the evaporation
from the crystal surface. The mass transport of this drying film region can be analyzed at
steady state conditions in which the volumetric fluxes of the solvent and the accumulation
of particles in the drying region are balanced. This relation has been proposed by Dimitrov
and Nagayama [186]
𝑣𝑐 =

𝛽𝑗𝑒 𝑙𝜑
ℎ(1 − 𝜖)(1 − 𝜑)

where ϵ and h are the porosity and the height of the deposited colloidal crystals, φ is the
volume fraction of the particle suspension, and β is the interaction parameter that relates
the mean solvent velocity to the mean particle speed before entering the drying region (β
≈ 1 for small particle sizes). This equation has been applied to colloidal suspensions of
particles similar to dip-coating method.
In a study investigating the deposition of latex crystals and gold nanoparticles [178]
using nanospreader technique three controlling parameters (deposition speed, particle
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concentration, and solvent evaporation flux) were investigated. It was found that the
deposition speed (vc) is the most effective and easily varied parameter. In another study
[183], the nanospreader technique was used to deposit ordered fibers of tobacco mosaic
virus (TMV). TMV is a rod-shaped virus (300 nm in length and 18 nm in dimeter). When
the droplets of this TMV virus were allowed to evaporate on a surface they exhibited
alignment of linear virus aggregates. As the meniscus receded, these aggregates were
deposited as fibers and strands onto the substrate. Investigating the correlation between
the substrate wettability and the meniscus withdrawal speed (vc) it was found that receding
meniscus orients the virus aggregates in the solution and that the hydrophobic surface
promotes further organization of the fibers.
In this effrot, we investigate a range of deposition rates (vc) using the nanospreader
technique with pull speeds ranging from 2 to 30 µm/s and droplet volumes ranging from
10 to 50 µl. Through the manipulation of pull speed, we are able to obtain CNT surface
coverage ranging from 12% to 86% (Fig. 36). Here, we define the surface coverage as the
percentage of substrate surface
covered by CNTs, ignoring any
CNT overlap. The corresponding
surface

coverage

is

quantified

through digital image processing of
SEM images.

Using ImageJ

program, the SEM images are
converted into a matrix of gray scale
values with the corresponding xy-

Fig. 36. Linear

relation between the pull speed and
corresponding surface coverage of CNTs using nanospreader
method. Graph adapted from Ref. [125].
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coordinates. The gray scale values
are then plotted in a histogram, and
a cutoff gray value is assigned per
image. This cutoff value represents
the gray scale value of an open
space; hence, all gray values less
than this cutoff value are counted
and divided by the total counts,
giving

the

percentage

surface

coverage. We note that this cutoff
value is not a constant due to the
variability

in

contrast

and

Fig. 37. Right: SEM micrographs of CNTs deposited on silver using
nanospreader technique at various meniscus pull speeds (vc). Left:
histogram of gray values of analyzed SEM images used to estimate the
surface coverage of CNTs.

brightness settings from image to image. Fig. 37 presents SEM images at selected
meniscus pull speeds (2, 12.8, and 17 μm/s) with the associated histogram plots. At higher
pull speeds a lower surface coverage is achieved. The high withdrawal speed effectively
spreads thin film onto the substrate producing higher shear force resulting in incomplete
surface coverages.
Five layers of carboxylated CNTs are successively deposited at a blade pull speed
of 10 µm/s on an electroplated Ag layer. The sample is then plated with another 2-µmthick Ag layer, creating a MMC film with a total thickness of ~4µm. Fig. 38 shows the
sample before the 2nd Ag layer is deposited (top SEM images) and a cross sectional view
after the 2nd Ag layer is deposited (bottom SEM images). Top SEM view shows a well
dispersed homogenous layer of CNTs deposited using the nanospreader technique. No
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agglomeration of CNTs into
bundles is seen indicating
sufficient functionalization
of CNTs.

The cross-

sectional SEM images show
CNTs intercalating the Ag
matrix.

These

images

suggest

that

surface

functionalized CNTs adhere
well to Ag.

Fig. 38. Top: SEM images of COOH-terminated CNTs deposited on
electroplated Ag, using the nanospreader technique. Five successive layers of
CNTs are deposited at a blade pull speed of 10 µm/s. Bottom: cross-sectional
SEM images of Ag-CNT-Ag composite structure. The CNTs, indicated by red
arrows, exhibit good adhesion to the surrounding Ag matrix. Fig. adapted from
Ref. [125].

Drop Casting
While the nanospreader
technique offers precise control
over the CNT surface coverage,
the slow throughput limits its
manufacturability.

As

Fig. 39. Schematic of drop-casting method. A drop of solution is
transferred onto substrate, following spontaneous evaporation of the
solvent leaving behind the particles to be deposed; adapted from Ref [187].

an

alternative method of deposition, we have applied a simple drop casting method, using a
solution of carboxylated CNTs. Drop casting method is a very simple, low-cost method
with minimal to no waste of material. The process involves dropping solution onto a
substrate allowing for spontaneous solvent evaporation, in which heating may be applied
to the substrate to speed up the evaporation process and improve film uniformity [187].
This is shown schematically in Fig. 39. However, some associated drawbacks to this
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technique is the difficulty in controlling the thickness, poor uniformity compared to other
deposition methods, and the limitations to large area coverage.
An aqueous solution of
carboxylated CNTs (1.3 g/L) is
prepared via suspending CNTs in
DI water using a sonic bath.

A

micropipette is used to transfer
specific volumes of the CNT
solution on electroplated Ag. The
sample are then air dried at room
temperature

and

the

Fig. 40. CNTs loading fraction vs. surface coverage with

resulting standard deviation bars. Past point H (> 9 g/cm2), the surface
coverage plateaus, asymptotically approaching 100%. Fig.

surface

coverage

is

digitally adapted from Ref. [125].

analyzed using ImageJ program mentioned earlier. We are able to obtain a range of
different CNT loading fractions and correlate this to the surface coverage, as shown in Fig.
40. As to be expected the higher CNT loading results in higher surface coverage creating
more dense networks of CNTs. Using this method, we observe that the surface coverage
plateaus as the loading fraction is increased, asymptotically approaching complete (100%)
coverage. Hence, using the graph in Fig. 40 we can control the surface coverage in such a
way to allow for sufficient penetration of Ag through the CNT network to create more
continuous composites. For example, examining the resulting SEM images at high loading
fraction (Fig. 41, image I) we observe very dense networks of CNTs on surface with low
porosity, this may be unfavorable for the proper intercalation of Ag within CNT network.
On the other hand, at low loading fractions (Fig. 41, image A) there is a non-continuous
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CNT network on the surface, which would result in weak reinforcement to the metal
matrix.

Fig. 41. SEM micrographs of CNTs drop-casted on electroplated Ag at various loading fractions. Letters (A – I) correspond to
the loading fraction and associated surface coverage from Fig. 12. Histograms show the gray value distribution after image
analysis used to quantify the surface coverage.

Spray-Coating
Although drop casting method is a quick alternative to nanospreader technique, it
requires carful manipulation of the CNT aqueous suspension as well as a good temperature
control to obtain homogenous CNT coverage. To readily control this deposition, we further
develop the drop casting method through using a spray coating technique. Spray deposition
is an integrated process which consists of three consecutive steps, namely (1) atomization
of a liquid into droplets, (2) droplets travel on the atomization gas, and (3) the deposition
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of the droplets intro three-dimensional platform
[188, 189]. This process is shown schematically in
Fig. 42. This technique has gained wide acceptance
as a cost-effective manufacturing process that is
easily scalable. Of the three steps involved in spray
deposition, atomization is the most critical step
because it is linked to the mechanisms governing
Fig. 42. Principle of spray atomization and
deposition process, adapted from Ref. [189].

droplet generation.

Atomization of liquid into droplets is achieved in three modes: twin fluid
atomization, vacuum atomization, and centrifugal atomization. Twin fluid atomization
[190] involves the use of a secondary liquid accelerated through a stream injector. The jets
are focused onto a stream of liquid to be disintegrated, resulting in atomization. Vacuum
atomization [191] involves the use of a liquid containing dissolved gases which is then
injected into a low pressure (vacuum) environment. In the low pressure chamber the
trapped gasses expand and are released into the low-pressure atmosphere causing
deformation and disintegration of the liquid. Finally, in centrifugal atomization [192] the
liquid is directly deposited onto a rotating disk at high speed. Under combined frictional

Fig. 43. Different modes of atomization: twin fluid, vacuum, and centrifugal, diagrams adapted from Refs. [190 – 192].
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forces that develop at the liquid-rotor interface and the centrifugal forces, the liquid gets
stretched into sheets that escape from the fringe of the rotor and become unstable resulting
in breakup into droplets. The three modes of atomization are shown in Fig. 43.
Twin fluid atomization is
further classified according to the
atomization fluid used, i.e. water,
oil, and gas (subsonic, supersonic
and

ultrasonic)

atomization.
Fig. 44. Schematic of a twin fluid subsonic atomizer, Ref. [188].

Subsonic gas atomization is the
most frequently used, in which the produced droplets form a conical or linear spray
allowing for most flexibility for a variety of processes. The gas nozzle in subsonic gas
atomizers are designed to be inclined conically and focused in front of the orifice of the
1

delivery tube at an apex angle (α), where α is known as the attack angle or impingement
2

angle (Fig. 44). During atomization, high pressure gas is discharged from reservoir at
pressure P0 into a chamber maintained at lower pressure (Pen). Atomization gas expands
and accelerates to high velocity. During this process the liquid disintegrates into fine
droplets by the energetic impingement of high velocity fluid.
Atomizers can also be classified according to the relative position between gas jets
and liquid streams into two categories: open type (free fall) and close-type (confined). In
open type (free-fall) atomizer the liquid falls under gravitational force prior to interacting
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with gas.

While in close type

atomizers the liquid travels a short
distance, and is pre-filmed prior to
gas interaction.

The aspiration

pressure (due to high velocity gas
jets) causes the liquid to be

Fig. 45. Atomizer types (left) open type/free-fall atomizer, (right)
closed/confined atomizer, Ref. [188].

stretched into thin films in low pressure region, creating the pre-filming effect under the
action of aerodynamic forces. This type of atomizers has a higher efficiency compared to
free-fall type. The two atomizer types are shown schematically in Fig. 45.
In addition, there are three types of gas orifices that play a role in the atomization
process, and they include: converging orifice, converging-diverging orifice, and constant
cross-sectional orifice. In converging nozzles, the cross-sectional diameter decreases
gradually along the orifice and the velocity is confined to subsonic speeds; while in
converging-diverging orifice, also known as the De Laval
nozzle (Fig. 46), the diameter decrease initially reaching a
minimum (nozzle throat) and then increases toward nozzle
allowing for subsonic and supersonic gas velocities; and
lastly the constant cross-sectional orifice consist of a
constant diameter along the length of the nozzle.
Atomization in the converging-diverging nozzle type (De
Laval) involves gas jets that impinge tangentially at the
delivery tube before merging at a focal point in front of the
orifice. Due to the high velocity gas flow, a low-pressure
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Fig. 46. Schematic of the De Laval
(converging-diverging) nozzle, Ref.
[188].

region develops where the liquid expands forming an envelope of mist, known as prefilming. Liquid being atomized therefore is a film rather cylindrical jet.
Atomization relies on the
mechanical disturbance imposed on
the liquid.
process

Two fundamental

must

exist,

first

the

formation of an initial disturbance
wave

in

the

liquid

with

an

increasing amplitude, and secondly
the break-down of ligaments from

Fig. 47. Three stages of droplet formation as proposed by
Dombrowski and Johns.

disturbed liquid as wave amplitude
reaches a certain critical value. Mechanism of atomization considers how the liquid
becomes unstable under some initial disturbance. Dombrowski and Johns [193] considered
the instability growth within a sheet of liquid moving at a relative velocity to the gas. They
identified three major stages (Fig. 47): (I) the formation and growth of a disturbance wave
in liquid, (II) disruption of liquid sheet into fragments, and (III) the formation of droplets
by further fragment breakup. In stage I the first wave initiate on the liquid sheet due to
disturbance from the ambient atmosphere. The variation of air pressure and shear forces
generated by relative velocities at the gas-liquid interface causes the waves to grow in
amplitude as a function of distance from nozzle exit. When most rapidly growing waves
reach a critical amplitude (stage II) the sheet ripples and protuberances become unstable.
Fragments are then broken/torn off at the crests and troughs. Finally, in stage III the
fragments become unstable under aerodynamic and surface tension forces and further
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breakdown into ligaments. The droplets form by spherodization of ligaments under the
surface tension pressure.
For twin fluid atomization
Klar and Fesko [194] suggested
additional steps in the mechanism
of the droplet formation resulting in
a five stage mechanism as shown in
Fig. 48.

In stage I (wave

formation), the waves form due to
initial disturbances (due to flow
separation at sharp corners and wall
roughness) on the surface of the
liquid. In stage II (wave fragments
and

ligament

formation),

the

amplitude of growing wave reaches
a critical value where fragments

Fig. 48. Mechanism of droplet formation as proposed by Klar and
Fesko, Fig. adapted from Ref [188].

with large aspect ratio are torn off
from liquid. Torn off ligaments become unstable and droplets are formed from subsequent
breakup and spherodization of liquid ligaments (stage III, primary atomization).
Following, a secondary atomization (stage IV) takes place in which droplets larger than a
critical size will have aerodynamic forces acting upon them greater than restoring forces
arising from the surface tension. These droplets experience further deformation, first
becoming flat and then bowl shaped. Ones that are bowl-shaped in geometry burst into
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droplets of smaller size. Finally, in the last stage collision occurs between droplets during
flight leading to droplet coalescence.
There are two general categories that control the droplet size: (a) factors related to
atomization conditions and atomizer types and these factor include atomization geometry,
liquid stream dimensions, outer diameter of the crucible, diameter of delivery tube,
protrusion length, and atomization gas pressure and velocity; (b) factors related to physical
properties of liquid and atomization media including surface tension, viscosity,
temperature of liquid, density of liquid, atomization gas properties (density, viscosity, sonic
velocity, thermal characteristics). Among those parameters most important ones affecting
the droplet size are the liquid flow rate, gas flow rate, gas velocity, and the liquid viscosity
and temperature. Considering the liquid flow rate more closely there are three governing
factors that affect the flow rate directly, and they are gravitational force (related to the
liquid height hm in the crucible), the crucible over pressure (Pc), and the orifice pressure at
the exit of delivery tube (Pori). The Pori is generated due to the tangential fluid flow of high
pressure atomization gas. In general Pori <
Pen inside the atomization chamber,
therefore, an aspiration effect is produced.
The aspiration pressure is defined as the
pressure field at the exit of the delivery tube
and is related to orifice pressure and the
environmental pressure as
𝑃𝑎 = 𝑃𝑜𝑟𝑖 − 𝑃𝑒𝑛
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Assuming no new material is being added, hm will decrease with time. Performing a simple
a material balance right at the exit nozzle where the decrease in the mass within the crucible
equals mass flowing out of the tube, we get the following mass balance expression
𝐴𝐶 ḣ𝑚 + 𝐴𝑛 𝑉𝑛 = 0
where, Ac and An are the areas of the crucible and nozzle, respectively, Vn is the velocity
of the liquid at exit, and ḣm is the rate change of the liquid height in crucible (hm) with
respect to time. Taking the ratio of the area of the nozzle and area of crucible as β, where
β = An/Ac, the above equation can be rearranged as follows
−ḣ𝑚 =

𝐴𝑛 𝑉𝑛
= 𝛽𝑉𝑛
𝐴𝑐

Preforming conservation of momentum, using Bernoulli’s equation, we obtain the
following general relation
1
1
𝜌1 𝑉12 + 𝑃𝑜𝑟𝑖 = 𝜌1 ḣ2𝑚 + 𝑃𝑐 + 𝜌1 𝑔ℎ𝑚
2
2
Substituting for ḣm using the earlier expression and solving for V1 we get

𝑉1 = √

2(𝑃𝑐 − 𝑃𝑜𝑟𝑖 + 𝜌1 𝑔ℎ𝑚
𝜌1 (1 − 𝛽 2 )

Calculating the mass flow rate (ṁ = ρAnV1)
2(𝑃𝑐 − 𝑃𝑜𝑟𝑖 + 𝜌1 𝑔ℎ𝑚
ṁ = 𝐴𝑛 𝐶𝑑 √
𝜌1 (1 − 𝛽 2 )
Where Cd is the discharge coefficient and can be calculated according to the following
equation
−
1
𝐶𝑑 = ( + 𝑒𝑓 )
𝛼

1⁄
2
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α and ef are factors that depend on the Reynolds number at the exit of the delivery tube
and the geometry of the nozzle.
Considering the effect of processing
variables (liquid flow rate, atomization
pressure, liquid, gas velocity, liquid
viscosity) on droplet size the atomization
pressure is considered the most critical
parameter that affects size distribution of
droplets.

Generally, as the atomization

pressure

increases

the

droplet

size

decreases while other variables are held
constant.

The pressure affects size

Fig. 49. Particle size distribution as a function of outlet
pressure and gas velocity, Fig. adapted from Ref. [195].

indirectly through changes in mass flow rate of liquid, gas flow rate, gas velocity…etc.
Fig. 49 shows the effect of pressure on the particle size, in which smaller droplets were
obtained at higher pressures [195]. The smallest droplets obtained was through the
combination of high pressure and high gas velocity (P = 2.46 MP, Vg = 218 m/s).
Conversely, examining the effect of liquid flow rate, Kim and Marshal [196]
reported bigger size droplets at higher liquid flow rates (Fig. 50). In addition, they report
finer droplet size as the velocity of gas increase, this is related to the relative velocity
between gas and liquid that governs the breakup process. Other relevant parameters on
droplet size is the liquid viscosity. In general, as the viscosity decreases the droplet size
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decreases.

A decrease in the liquid

viscosity promotes a decrease in sheet
thickness at the atomization edge which
results in finer droplet development. The
low liquid viscosity facilities development
and growth of instabilities in liquid sheet,
leading to finer droplets
In our work, we make use of an air
brush technique [49, 60, 159, 179-181, 197]
which is a simple and quick method that

Fig. 50. Droplet diameter as a function of liquid flow rates
at different air flow rates, Fig. adapted from Ref. [196].

results in uniformly homogenous and thin layers of CNTs. Air brushes can be considered
as an open-type, twin-fluid, subsonic gas atomizer, in which the liquid suspensions of
CNTs are atomized using compressed air. Therefore, our focus will be directed to the
subsonic gas atomization process. During atomization, high pressure air enters a chamber
that is typically maintained at a low environmental pressure. The air accelerates to a high
velocity as it expands in the low-pressure chamber. As a result, the liquid is deformed into
fine droplets due to the impingent of the high velocity gas [188].
The liquid suspension (1.3 g/L CNTs(aq)) is
directly spray coated with an air brush pistol
(Badger, USA) onto the substrate, Fig. 51 shows a
schematic of the gravity fed air brush.

Spray

deposition is performed with the aid of a heated
movable stage to assist in the drying of the fine
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Fig. 51. A schematic of a gravity fed air brush.
Air is injected around a tip which contains a sharp
needle valve. As the air flows past the tip the
pressure drops drawing liquid from the tip. The
flow rate is regulated by the needle vale and the
flow rate of air.

Fig. 52. Left: complete assembled apparatus for spray coating. Top right: top view of heated stage where sample is
placed on the metal platform. Bottom right: cross-sectional view of stage showing the linear motor.

droplets on the surface. The stage temperature and speed are controlled up to 150oC and
3.6 mm/s respectively. Our deposition apparatus consisting of an air brush (Badger, gravity
feed series, model 100G), an air compressor (Badger, TC910 Aspire Pro), and a custom
built heated stage composed of a linear stage motor with a heater attached. Fig. 52 shows
the assembled apparatus.
Our spray process involves a number of parameters such as stage-scan speed (s),
airbrush height (h), flow rate (vo), nozzle outlet pressure (po), and substrate temperature
(Ts) [188, 197-199]. Substrate temperature is critical for the drying dynamics of droplets,
in which higher substrate temperatures allow for faster drying of the droplets and prevent
coalescence into a larger droplet before drying [200]. In our case, our stage operating
temperature is ~130C. This temperature is high enough to allow for faster evaporation
rates, yet low enough to be compatible with PV devices.
Nozzle outlet pressure and height are other critical parameters in the deposition
process. High pressure results in a higher pressure drop across the nozzle resulting in high
fluid velocity through the air brush nozzle. Consequently, liquid dispersion breaks into
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smaller/finer ligaments and droplets [188, 198]. Although nozzle pressure affects the mass
flow rate of CNTs, the nozzle height controls the mass of CNTs being deposited per unit
area of substrate. In our depositions, we found a nozzle pressure and height of 20 psi and
10 cm respectively to be the optimum conditions allowing for fast droplet drying and
uniform coats of CNTs. Under these conditions, we are able to spray continuous multiple
layers of CNTs that are coalescence-free to the naked eye.
While

substrate

temperature, nozzle pressure and
height, and flow rate all affect the
spray deposition, the scan speed is
the most critical parameter in our
process.

Under the operating

conditions mentioned earlier, we
can deposit CNTs at different
surface coverages through altering
the substrate scan speeds.

The

Fig. 53. CNTs surface coverage as a function of number of cycles of
depositions at three scan speeds. Operating nozzle pressure and height
are 20 psi and 10 cm respectively. Image insets A, B, C are SEM
images after three cycles of depositions at 2.08, 2.96, and 3.57 mm/s
scan speeds respectively; Ref. [159].

surface coverage is quantified through a digital image analysis (ImageJ processing) [125,
126]. Fig. 53 shows the percentage surface coverage of CNTs at three scan speeds with
corresponding SEM images (Fig. 53 insets). Higher scan speeds result in shorter dwell
times under the liquid flow. At a fast scan speed (s = 3.57 mm/s), 95% CNT surface
coverage is achieved after 5 cycles (Fig. 53), while slower scan speeds required a less
number of cycles to achieve close-to-complete coverage.
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Spray coating technique is a fast, cost-effective, and easily scalable method of
depositing CNTs. In the work presented here we demonstrate the use of this deposition
method in a single and multiple pass fashion for depositing multiple layers of CNTs. The
film morphology and surface coverage can be controlled through several variables
including air pressure, solution viscosity, solvent properties, air-brush geometry, distance
between nozzle and stage, and stage scan speed. We identify the stage scan speed as the
most critical parameter in our process that is easily controlled to obtain the desired surface
coverages. Using a movable stage, we are able to perform single and multiple pass
controllably while holding constant all the other spray deposition parameters. Hence, this
allows for an adjustable layer thickness over a large area independent of the substrate
morphology.
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Chapter 4
Device Integration and Characterization
Electromechnical Characterization
To evaluate the ability of
CNT to bridge microcracks in the
semiconductor a strain failure test is
developed
Research

at

the

Air

Laboratory

AFB, NM).
schematically

Force

(Kirtland

Fig. 54 shows
the

experimental

platform for the strain failure test.
The test is designed to monitor the
electrical performance of MMC
grid fingers upon fracture through

Fig. 54. Strain failure (RACK) test for the electromechnical
evaluation of MMC gridlines. The MMC gridlines are deposited on
InP substrate and then attached on two PCBs, the entire setup is then
mounted to a stage controlled by a linear stepper motor. Electrical
resistance across each gridline is monitored as the gridlines are pulled
apart through the stepper motor.

measuring the resistance across each line in the presence of cracks (RACK – Resistance
Across Cleaves and cracKs). A set of four parallel MMC gridlines, deposited on an InP
substrate, are first mounted on two printed circuit boards (PCB) using an adhesive. Upon
curing the adhesive, the substrate is scribed with a diamond tip to generate a crack that
propagates across the substrate backside, orthogonal in direction to the MMC gridlines.
The cracked substrate is then attached to a linear stage controlled by a stepper motor (Fig.
55). The resistance across each of the MMC gridlines is continuously recorded as the
gridlines are pulled apart at micron increments until the electrical resistivity approaches
infinity upon plastic failure. Load resistors (R1 – R4, 200Ω) are each soldered to the
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respective gridline, along with the leads at the end
of each gridlines and the bus bar, completing the
circuit. The setup is connected to 6V DC power
supply

and

the

resistance

is

continuously

monitored through a data acquisition system.
Optical microscope is used to confirm the gap
distance created after every pull.
For the initial RACK measurements, we
deposit a set of four MMC gridlines on InP. The
MMC gridlines (1-mm wide, 5-μm-thick) are
deposited at different CNT loading fractions

Fig.55. RACK test setup showing MMC
gridlines on InP attached to PCB. The PCBs are
mounted on a stage controlled by a linear stepper
motor that pulls the MMC gridlines at micron
increments. Dashed lines show the cleavage plane
and arrows show the pull direction of the gridlines.

through using the drop casting method mentioned previously, to create a layer-by-layer
(LBL) microstructure. First, a 2-µm-thick Ag film is electroplated on a 100-nm-thick PVD
Ag seeding layer on an InP substrate. The solution of CNT-COOH is then drop-cast at
room temperature. Another ~3-µm-thick Ag layer is finally electroplated on top. Crosssectional SEM view of this
LBL arrangement in shown
in Fig. 56, the loading
fraction of this sample is
~5x10-5
corresponding

gCNT/cm2
to

~70%

CNT surface coverage. The
CNTs are localized at ~2 μm

Fig. 56. SEM cross-sectional view of a MMC gridline deposited in LBL
microstructure using Ag electrodeposition and CNT drop casting. The loading
fraction of CNTs ~5x10-5 gCNT/cm2 corresponding to ~70% CNT surface
coverage. Red and green boxes show the position of CNTs within the composite.
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from the bottom (green and red boxed in Fig. 56) and appear to adhere strongly to the
surrounding Ag matrix.
After depositing the MMC
lines, the substrate is cleaved along
the direction (red dashed line in Fig.
55) transverse to the applied
mechanical strain, and the substrate
is mechanically pulled apart while
their

electrical

resistivity

is

monitored along the MMC lines.
When the MMC lines fail, the
electrical resistivity rapidly rises,

Fig. 55. Log plot of resistance vs. gap across fractured MMC
gridlines with three different CNT surface coverages. The connection
is reestablished at 49 µm, 9 µm, and 5 µm for samples with CNT
surface coverage of 72%, 55%, and 35%, respectively. Fig. adapted
from Ref. [135].

reaching infinity upon complete
failure, as indicated by the rapid rise in the log scale on y-axis of Fig. 55 [125]. Following
the first electrical disconnect, the gap is incrementally closed in reverse until the electrical
connection is reestablished across the gridlines (Fig. 55); the substrate is then pulled apart
again. This process is repeated until no further change is seen in the gap width at which
the connection is lost. Fig. 56 shows a pull test of a MMC gridline with 96% CNT
coverage. After the second pull test, the maximum gap, at which the electrical connection
is lost, is reduced by ~34% but subsequently remained constant with additional pull tests.
Using the drop casting method, a set of MMC samples are prepared with different CNT
surface coverage. The MMC gridlines are assessed, using the strain failure test. Four
gridlines with the same CNT loading are tested, and the maximum and average gaps before
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the loss of electrical connection are
recorded in Fig. 57. The pull tests
reveal that the electrical connection
is maintained across larger gaps
with higher CNT surface coverage,
reaching a maximum of 42-µmwide gap.

As the CNT surface

coverage increases from 35% to
96%, we observe a monotonic
increase

in

the

average

gap.

Fig. 56. Strain failure test of a MMC gridline (96% CNT surface
coverage using drop cast method). The maximum gap, at which the
electrical connection is lost, is reduced by ~34% after the 2 nd pull test
but remained constant after subsequent pull tests. Fig. adapted from
Ref. [125].

Electroplated Ag lines without CNTs are also analyzed as control, using the strain failure
test. Unlike MMC films, the Ag gridlines did not withstand the initial crack generated on
the substrate (~4-µm-wide), and the electrical connection is immediately and irrecoverably
lost.
It is clearly evident that the
incorporation of CNTs within the
Ag matrix enhances the electrical
conductivity of metal lines upon
fracture.

To

visualize

this

capability, we intentionally fracture
a MMC film and examine the cracks
under SEM. We observe CNTs of
various

lengths

bridging

gaps

Fig. 57. Maximum and average gap widths achieved before lost
connection as a function of CNT surface coverage and loading
fraction. Fig. adapted from Ref. [125].
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ranging from 0.2 to 9 µm.

The

CNTs are anchored in the Ag
matrix, indicating a good adhesion
between the functionalized CNTs
and the Ag matrix (Fig. 58).

A

typical current density through a
MMC gridline under our testing is
approximately 750 A/cm2 before
fracture.

Once the crack is

Fig. 58. Maximum and average gap widths achieved before lost
connection as a function of CNT surface coverage and loading
fraction. Fig. adapted from Ref. [125].

generated, the total current (30 mA) is conducted through only a limited number of CNTs
at the fracture point, as shown in Fig. 58.
Using a four-point probe, we measure the sheet resistance (thus conductivity) of 2µm-thick Ag and then of the complete MMC composite layer after drop casting 600 µL of
CNT solution (2.2x10-4 gCNT/cm2) and plating the final 2-µm-thick Ag layer. Nine
measurements are taken for each layer.

The initial Ag layer shows 1.2x105/Ω-cm

conductivity. After applying the CNT layer and growing the 2nd Ag layer, the complete
stack shows 3.0x105/Ω-cm conductivity. Despite using low-purity, multi-walled CNTs, a
higher conductivity (3.0x105/Ω-cm) is observed for the complete MMC compared to pure
silver (1.2x105/Ω-cm), emphasizing the excellent electrical properties of CNTs and their
good adhesion to the Ag matrix.
In this study [125, 126], we have developed and characterized Ag-CNT metal
matrix composite (MMC) films that maintain electrical conductivity upon mechanical
fracture of the substrate. Our composite lines are capable of bridging cracks in the
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underlying semiconductor substrates up to 42 µm. That is, the incorporation of CNTs
within the Ag matrix renders the metal lines more resilient against mechanical failures,
compared to the 100% Ag lines. In addition to maintaining the electrical conductivity over
the stress-induced cracks, the composite films can reestablish the electrical connection
when the cracks close up. This “self-healing” behavior of MMC gridlines is an important
characteristic in light of the extreme temperature fluctuations encountered in space
operations, in which the PV cells undergo constant expansion and contraction.
We replicated our efforts in
depositing MMC gridlines using
the different deposition methods of
CNTs, i.e. spray-coating of CNTs
[159]. To assess the success of this
CNT

deposition

method

in

producing crack-tolerant gridlines
we

perform

additional

electromechanical RACK tests on
MMC gridlines deposited using the

Fig. 59. Strain failure test of MMC gridlines. Fingers 1, 4 sustained
an electrical connection across ~20-µm-wide gaps while fingers 2, 3
maintained connection up to ~35-µm-wide gaps. Fig. adapted from
Ref. [159].

spray-coating technique. We deposit 1-mm-wide and 6-µm-thick MMC gridlines in a LBL
structure. First, a 3-µm-thick Ag layer is plated on the substrate followed by spray-coating
15 layers of CNTs (po = 20 psi, h = 10 cm, s = 3.6 mm/s). A final 3-µm-thick Ag layer is
plated on top of the CNT network. Pull tests are first performed at 6V and 30 mA. When
the first complete failure of all gridlines occurs, and the electrical connection is completely
lost, the stage is reset, and the pull test is repeated. A total of 9 pull tests and 8 resets are
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performed. Fig. 59 shows the average gap width, at which each of the gridlines maintains
electrical connection with successively additional pulls. This clearly shows that the
incorporation of CNTs within the Ag matrix enhances the electrical conductivity of metal
lines upon fracture. These results are consistent with our strain failure data of other MMC
lines prepared using drop casting method [125, 126], indicating that spray-coating is a
suitable alternative method of CNT deposition with high-throughput. As seen in Fig. 59,
two out of the four gridlines maintained electrical conductivity across 35-μm-wide gaps
(F2, and F3), while the remaining two lines (F1 and F4) lost connection at ~20-μm-wide
gaps. The discrepancy in the pull data between the four gridlines could be explained by
the arrangement of the gridlines on the test structure. Gridlines F2 and F3 are the middle
finger on the test sample while F1 and F4 are the outer gridlines. Given the Gaussian
distribution surface profile in spray deposition, middle gird fingers (F2, and F3) get a
higher CNT surface coverage compared to outermost fingers (F1, and F4), hence can
maintain electrical connection across wider gaps. These results correlate with the CNT
drop casting method of deposition (Fig. 57), in which electrical connection is maintained
across wider gaps at the higher CNT loading.
In order to evaluate the current carrying capability of MMCs, the gridlines are
pulled apart gridlines at three gap widths (5, 10, and 15 µm), and a current-voltage (I-V)
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sweep is performed up to 30V
[159].

We observe a linear

behavior between current measured
and voltage applied independent of
the gap width (Fig. 60), which
further highlights the excellent
electrical properties of CNTs [47,
51]. MMC gridlines (1-mm-wide
and 6-µm-thick) are capable of

Fig. 60. Voltage current sweeps of fractured MMC gridlines at 5, 10
and 15 µm displacements. Fig. adapted from Ref [159].

maintaining current densities ranging from 500 to 2500 A/cm2, even after the microcracks
form. Due to the voltage and current limits of our power supply, we are able to perform IV sweeps up to 30V and 150 mA only; therefore, we expect the maximum achievable
current density to be much greater than 2500 A/cm2. These current densities well exceed
the requirements for PV cells; Boeing-Spectrolab recorded a current density of 52.7
mA/cm2 for a 1 cm2 inverted metamorphic triple junction (IMM3J) cell under AM1.5D
[201, 202].
In this work presented here, we demonstrate the use of a fast, cost-effective, and
easily scalable method of depositing CNTs using a spray-coating technique. We develop
MMC gridlines in a LBL microstructure that are capable of withstanding fractures up to
35-µm-wide. MMC lines can reestablish and maintain electrical connection once gridlines
are reset to their starting position. Therefore, spray-coated CNTs provide an electrical
bridge support, should the microcracks propagate through the metal gridlines, preserving
the power generation of the cell. In addition, MMC gridlines have measured current
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densities ranging from 500 to 2500 A/cm2, which far exceeds the typical current densities
of space PV cells.

MMC integration on PV cells
Given the success of MMC gridlines in bridging gaps in the underlying
semiconductor we advance our research efforts into integrating MMC onto active
photovoltaic (PV) solar cells and evaluate the performance of MMC-enhanced cells vs.
traditional cells with metal gridlines. In this effort, we first optimize the MMC deposition
on active cells. Two sets of 2 cm x 2 cm TJ cells with atypical metallization pattern are
purchased from SolAero Tech. The first set has conventional front metallization and
second included only a seed metal layer evaporated on the semiconductor. The gridline
width on TJ and the front contact pad was made larger for all cells in order to aide in MMC
integration and testing. The cells with the seed metal layer have an additional layer of
photoresist (PR) spun on them, exposing only the metal gridlines for subsequent integration
of the MMC lines on top. A custom made plexi glass holder is developed to secure the
fragile TJ cells during MMC integration. The holder consists of two complementary
identical pieces, with open windows exposing the front and back side of the cell to allow
contact with the Ag electrolytic solution. Non-cyanide alkaline silver plating solution (EBrite 50/50 RTP, Electrochemical Products Inc.) is used as the Ag source. Low-cost dry
MWCNTs (SWeNT) are functionalized and suspended in water. For a more detailed
description on CNT solution preparation and Ag plating optimization refer to Ref. [125]
and Ch. [2 – 3]. The CNTs are deposited through spray coating the CNT aqueous
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suspension using an air brush technique. The full description of the CNT deposition
method can be found at Ref. [159] and Ch. 3.
Following the first electroplated Ag layer on TJ cells the entire cell is spray coated
with an aqueous CNT solution (1.3g/L). The cells are sprayed 15 times resulting in
complete surface coverage of CNTs on Ag. Through controlling the stage scan speed
(substrate pull rate under the spray nozzle) and the substrate temperature we are able to
deposit thin, uniform layers of CNTs across the entire surface of the cell. The solvent dried
upon impact, leaving behind functionalized MWCNTs. The cells are then transferred back
into the electrolytic solution for a final deposition of Ag. A cap layer of Ag is electroplated
at -6.7mA/cm2 for 500 s, depositing ~1-μm-thick Ag. A short secondary plating time is
chosen in order to deposit Ag non-conformally on the cell, mainly plating over the gridline
pattern,

otherwise

Ag

electrodeposits over the PR regions
covered with conductive CNTs.
Samples are then rinsed with water
to remove residual plating solution
and soaked in acetone for liftoff.
To verify integration of
CNTs within the metal matrix and
their homogenous dispersion, the
MMC
through

gridlines
a

are

scanning

examined
electron

microscopy (SEM) using a Hitachi

Fig. 61. Cross-sectional SEM micrographs of MMC gridlines on TJ
cells. CNTs indicated by red arrows, Ref. [203].
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S-4300 at 20 KeV. Fig. 61 [203] shows a cross sectional-view of two cells with MMC
gridlines. Initial deposition attempts result in thick (~15-μm-thick) MMC stack; the recipe
is later adjusted to a shorter Ag deposition times to obtain ~6-μm-thick gridlines. CNTs
can be seen in the enlarged SEM view (Fig. 61, red arrows). The CNTs are localized within
the stack at a specified depth and appear to adhere well to the surrounding metal matrix.
No agglomeration of CNTs into bundles is observed within the stack, suggesting well
dispersion of CNTs due to adequate functionalization.
The cells are characterized through LIV and DIV sweeps and EL. An X-25 solar
simulator (Mark II, Spectrolab Inc.) is used to perform the LIV sweeps. The beam is first
calibrated using a standard TJ cell, and values are reported under AM0 spectrum. For the
DIV sweeps a Kiethly 2400 series source meter is used. The solar cells are measured under
black cloth to get the most accurate readings. The DIV sweeps are performed from 0 – 2.6
V. EL measurements [34, 204-207] are performed by forward biasing the cells at 30 mA.
The top subcell (GaInP) strongly emits in the visible region (λ = 683nm) [206] when
forward biased and can be easily examined with the naked eye. The EL responses of the
other subcells are not examined in this study because we are primarily interested in
examining the effects of metal gridlines failure due to microcracks on the cell performance.
These characterization results are included in the later results section.
MMC gridlines are integrated on TJ cells in a LBL microstructure.

LIV is

performed in conjugation with EL measurements of top subcell to monitor the cells’
performance. For EL the cells are forward biased at 30 mA thus carriers are injected into
the cell through electrical means rather than light generated current. We baseline cells with
MMC gridlines against a TJ control sample with standard metallization. Fig. 62 [203]
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shows the summary of LIV data for
the

cells.

Initial

attempts

of

integration resulted in less than ideal
performance of the cells (Fig. 62,
MMC 1 – 3), however, with further
optimization of the deposition method
the cell performance is significantly
improved (Fig. 62, MMC 4 & 5). The
most significant improvement is seen

Fig. 62. LIV characteristics of TJ cells after depositing MMC
gridlines, Ref. [203].

in the fill factor (FF) and efficiency
(η)

reaching

86%

and

26%,

respectively, Table 2 summaries the
percentage change in MMC-enhanced
cell parameters (Voc, Jsc, FF, and η)
relative to control sample.

The

deposition process is optimized by

Fig. 63. EL response following the integration of MMC gridlines.
Samples 1 – 5 are compared to a control TJ cell with standard
metallization, Ref. [203].

properly sealing the cell edges during
Ag electroplating. The electrolyte solution used is alkaline based with trace amount of
KOH, which is a known etchant for most III-V materials [208, 209]. This can be seen in
the EL image of MMC 1 – 3 (Fig. 63) where a non-uniform EL response is observed
particularly around the cell edges. The dark spots observed are due to KOH etching of the
exposed semiconductor material. On the other hand, cell 5 (Fig. 63) shows a TJ cell with
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full MMC gridlines that was properly sealed during Ag deposition. A uniform EL response
is obtained for cell 5, without any dark spots which is a comparable EL response to the
control sample.
Table 2
Summary Results of Percentage Change in Cell Performance upon MMC Integration
Sample

%∆Voc (V)

%∆Jsc (mA/cm2)

%∆FF (%)

%∆𝜼 (%)

MMC 1

3.0

4.0

38

43

MMC 2

1.9

3.3

17

22

MMC 3

1.4

1.4

11

14

MMC 4

1.1

2.8

3.8

7.5

MMC 5

1.2

1.8

1.8

4.8

To

confirm

successful

integration of MMC gridlines we
examine the diode properties through
DIV measurements. Fig. 64 shows the
typical diode characteristics at the
linear scale and at the log scale (Fig. 64
inset).

The diode characteristics

improve going from MMC cell 1 to

Fig. 64. DIV scans on linear scale and log scale (figure inset)
of TJ cells after depositing MMC gridlines, Ref [203].

MMC cell 5. Past 1.5V, cells 4 & 5
shows similar diode ideality factor as the control sample. For applied voltage < 1.5 V there
appears to be a deviation in the performance of cells 4 and 5 from the control, this may be
attributed to an increase in the shunt resistance of the cells. In contrast, cells 1 – 3 exhibit
poor diode characteristics with a pronounced deviation from the control. The non-ideal
diode characteristic of cells 1 – 3 is consistent with the poor LIV performance, which is
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largely due to the non-radiative recombination on the exposed areas of the cells that are
etched away during Ag deposition.

Solar Cell Characterization Methods
An important aspect of our MMC work is the ability to properly evaluate the
gridlines upon integration on active PV cells through the proper characterization of the cell
parameters. In this section, different key characterization methods will be discussed,
including light current-voltage sweeps (LIV), dark current-voltage sweeps (DIV), and
electroluminescence (EL) measurements. Key cell parameters will also be discussed
including, open circuit voltage (Voc), short circuit current density (Jsc), fill factor (FF), and
efficiency (η).
The

most

fundamental

characterization technique of a solar cell is
the

measurement

of

cell

efficiency.

Standardized testing allows for comparison
of different PV devices from different
manufacturers to be tested and compared
under the same conditions.

Fig. 65. Four-wire measurement circuit setup. This fourpoint measurement is used to eliminate probe/cell contact
resistance to get accurate measurements during PV
characterization.

These

standards include [210] Air Mass 1.5 spectrum (AM1.5) for terrestrial cell and Air Mass 0
(AM0) for space cells, an intensity of 100 W/cm2, equivalent to one-sun illumination, and
a fixed temperature of 25 ͦC. A four-point wire measurement is used to remove the effect
of probe/cell contact resistance. Fig. 65 shows the circuit diagram for the four-wire
measurement, in which the flow test current passes through one set of wires (force) while
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the voltage is measured
from the second pair of
wires

(sense),

hence

eliminating the resistance of
wires/leads. A basic setup
of a simple IV tester is
shown in Fig. 66.

The

current and voltage can be
measured separately from

Fig. 66. Basic structure of an IV tester used for LIV characterization of solar
cells, Ref. [210].

the power source. The height of the lamp is adjusted rather than power to keep the lamp
spectrum constant during calibration of the system. Calibration is typically carried out
using a standard cell with known parameters, the standard cell is usually of the same type
of the cells being testes (Si terrestrial cell, single-junction GaAs, full TJ cell…etc.).
Without illumination, a solar cell
has the same electric characteristics as a

Isc

large diode and the normal “dark” current
Voc

is expressed as follows
𝑞𝑉
𝐼 = 𝐼0 [𝑒𝑥𝑝 (
) − 1] − 𝐼𝐿
𝑛𝑘𝑇
where I0 is the dark saturation current, q is

Fig. 67. IV curve of a solar cell showing the short-circuit
current (Isc) and open circuit voltage (Voc), Ref. [211].

elementary charge, V is voltage applied, n
is the ideality factor, k is the Boltzmann’s constant, and T is the temperature. IL is the light
generated current, which equals to zero in the dark. As the cell gets illuminated the IV
curve gets shifted down into the fourth quadrant where power can be extracted from diode.
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Since the cell is generating power, the convention is to invert the current axis (Fig. 67).
Another important cell parameter directly relating to the IL is the short circuit current (Isc),
shown in Fig. 67 [211], which is defined as the current through the solar cell when the
voltage across it is zero. For an ideal cell Isc and IL are identical. Hence, the short-circuit
current is the largest current which may be drawn from the solar cell, and is often expressed
in terms of the cell’s area as the short circuit current density (Jsc) to remove the dependence
of the solar cell area.
While the short circuit current is defined as the current through the cell at zero
voltage, similarly the open circuit voltage (Voc) is defined as the voltage available from the
solar cell when the net current is zero. The open circuit voltage corresponds to the amount
of forward bias of a solar cell due to the bias of the cell junction with the light-generated
current, shown in Fig. 67. Voc can be directly calculated from the above solar cell equation
by setting the net current equal to zero to give:
𝑉𝑜𝑐 =

𝑛𝑘𝑇
𝐼𝐿
ln ( + 1)
𝑞
𝐼0

Therefore, the Isc and Voc are the maximum current and voltage respectively from a solar
cell. However, at either one of these points, the power obtained from the cell is zero. To
determine the maximum power derived from a solar cell, the fill factor (FF) parameter is
used instead. Fill factor is defined as the ratio of maximum power from solar cell to the
product of Voc and Isc. Graphically, the FF is a measure of the “squareness” of the IV curve.
Hence, a solar cell with a higher voltage has a larger possible FF since the “rounded”
portion of IV curve takes up less area. FF is determined from measurements of IV curve
and is defined as the maximum power divided by the product of Isc and Voc as follows:
𝐹𝐹 =

𝑉𝑀𝑃 𝐼𝑀𝑃
𝑉𝑜𝑐 𝐼𝑠𝑐
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Finally, the last relevant parameter to be addressed is the solar cell efficiency (η).
Efficiency is the most commonly used parameter to compare performance of one cell to
another, and it is defined as the ratio of energy output from the solar cell to input energy
from the sun. Efficiency depends on intensity of incident light and temperature of the solar
cell, therefore, conditions under which efficiency is measured must be controlled, as
mentioned earlier, to accurately compare one device performance to another.

The

efficiency of a solar cell is determined as a function of incident power which is converted
to electricity and is defined as follows:
𝜂=

𝑃𝑚𝑎𝑥
𝑃𝑖𝑛

where maximum power (Pmax) is defined as the product of Voc, Isc, and FF
𝑃𝑚𝑎𝑥 = 𝑉𝑜𝑐 𝐼𝑠𝑐 𝐹𝐹
An important characterization tool
for evaluating the performance of PV
devices is dark I-V (DIV) measurements.
The diode properties of the solar cells are
examined in the dark through injecting
carriers into the circuit electrically. Using
this diagnostic tool, the diode properties
could be examined more closely giving

Fig. 68. Example of an IV curve of a solar cell plotted on a
semi-log plot, Ref. [212].

insight into the different regions of the IV curve. A traditional IV curve on the linear scale
does not usually reveal much information, however, a semi-log plot of the same IV curve
reveals much more information about the diode, in particular the different loss
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mechanisms. For example, Fig. 68 [212] is semi-log plot of an IV curve of a solar cell,
showing the dominated loss mechanism at different part of the IV curve.
Among

the

characterization

methods

electroluminescence (EL) is a non-destructive and
fast method of characterizing solar cell. The cells
are forward biased behaving as a light emitting
diode (LED). As current is fed into the solar cell
and radiative recombination of carriers causes the
light emission. This is shown in the band diagram
in Fig. 69. Under forward bias of the homojunction

Fig. 69. Band diagram of a homojunction (a)
under zero bias, and (b) under forward bias.

the p-side is made more positive, hence reducing
the energy barrier for the electron to cross the junction. Therefore, an electron can move
more readily across the junction and recombine with a hole, emitting light photons. In
indirect band gap materials, such as Si, most of the recombination occurs due to Auger
recombination, producing relatively low radiative emission. This technique requires
electrical contacts and can only be performed when metallization has been applied to the
cell. The intensity of the light given off is proportional to the voltage, therefore, poorly
contacted and inactive regions show up as dark spot/areas which would not be visible under
visual inspection otherwise.

Effects of Microcracks on Performance of TJ Solar Cells
In the work presented in this section we investigate the effects of microcracks on
the cell performance of commercial triple-unction (TJ) cells. Cracks are introduced on the
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TJ cells using two approaches, firstly introducing single cracks at specified location on the
cells using a mechanical fixture, and secondly generating multiple cracks in a random
fashion through mounting the TJ cells on a thermally mismatched substrate. The cell
performance is analyzed before and after introducing cracks through performing LIV, DIV,
and EL of top subcell. The cells are further examined under a scanning electron microscope
(SEM) evaluating the size the direction of cracks.

Experiment Methods
We use a one line bending setup [see Fig. 70] to stress the TJ cell from the top
surface in order to create single cracks. The setup consists of a metal rod that is fed through
circular metal bearings mounted on a movable stage. The rod is 3.30 mm in diameter and
can rotate freely around its axis. The stage is controlled in the z-direction through an
attached micrometer (Starrett micrometer no. 263) to precisely control the height of the
movable stage/rod relative to the sample. Our test cells consist of 27 cm2 ITJ cells
(GaInP2/GaAs/Ge) purchased from Spectrolab, Inc. The cells are diced into 2 cm x 2 cm
squares using a diamond scribe. The 2x2 cm2 cells are then mounted on a 5-mil-thick
adhesive kapton tape (45̊ angle relative to tape edge) and a silver-plated kovar tab
(American Etching & Manufacturing) is soldered on the cell back contact in order to probe
the back surface. The cell attached to kapton tape is fed through a groove on an adjacent
fixed stage protruding ~5 mm of the cell from the stage edge. The cell is held in place by
resting a glass slide on the top surface and metal rod is brought into contact with the cells
using the micrometer. Once in contact with the cell the metal rod is further lowered 2.8 –
3.3 mm (δ, Fig. 70) creating a single crack.

82

Fig. 70. Test setup structure of the on-line bending technique used to introduce single cracks on ITJ cells. The
micrometer is used to lower metal rod a known distance (δ). The ITJ solar cells are attached to kapton tape and held on
a fixed plate, protruding the sample edge by ~5mm.

In order to produce multiple cracks on the cells we subject
TJ cells to thermally induced stress using a thermally mismatched
substrate. For this method, we make use of low-cost microscope
glass slides (ThermoScientific cat. # 2950-4-001). A 20-mil-thick
layer of epoxy (Resinlab EP11HTFS) is used as the adhesive. The
epoxy is first spread on the glass slide covering the entire width of
the underlying slide and about 30 mm in length. TJ cell, with

Fig. 71. A 2cm x 2cm diced
sample of an ITJ solar cell
mounted on glass slide using
an epoxy. The red box shows
the stress points created
during the dicing process.

metal tab soldered on the back contact, is carefully laid on top of epoxy with a slight offset
from the glass slide edge [see Fig. 71]. We intentionally offset the cells for two reasons;
first we want to preserve the busbar region for further testing and characterization. This
offset would minimize the cracks that could potentially reach the busbar region. Second,
due to soldering on the tab on the back contact, the surface thickness is no longer uniform.
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Therefore, to accommodate for the new thickness the cells are offset from the edge,
resulting in a flat cell in contact with epoxy. The entire setup (glass slide, epoxy, TJ cell)
is then cured at 180̊ C for 15 min (Fischer Scientific isotemp oven) in ambient air and then
cooled to room temperature. The samples are then immersed in liquid nitrogen (-196 ̊ C)
for 15 s to induce cell fracturing. It should be noted that the mechanical stability of the cell
is lowered during the dicing process of the original cells. As indicated in the red box on
Fig. 71 the presence of stress points along the sample edge from the diamond scribe can be
seen. These stress points are key factors in propagating the cracks upon thermal shocking
of the cell.
The cells are initially characterized through LIV, DIV, and EL measurements to
observe any effect curing or soldering may have on the cell properties. An X-25 solar
simulator (Spectrolab Inc. Mark II) is used to perform the LIV sweeps. The beam is first
calibrated using a standard TJ cell, and values are reported under AM0 spectrum. For the
DIV sweeps a Kiethly 2400 series source meter is used. The solar cells are measured under
black cloth to get the most accurate readings. The I-V sweeps are initially performed from
0 – 3.0V; however, the upper limit is later adjusted to 2.6 V (close to Voc of the cell) due to
observing a negative impact on cell properties past 2.6V. EL measurements [34, 204-207]
are performed through forward biasing the cells at 30 mA. The top subcell (GaInP)
strongly emits in the visible region (λ = 683nm) [206] when forward biased and can be
easily examined with the naked eye. The EL responses of the other subcells were not
examined in this study because we are primarily interested in examining the effects of
metal gridlines failure due to microcracks, on the cell performance. These characterization
results are included in the following results section.
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Results and Discussion
Single Crack
We examine the effect of single microcracks on cells performance by cracking 7TJ cells. The results are reported in two separate groups. First group (cells A – D)
represents samples in which DIV is performed up to 3.0 V. As mentioned earlier, this
voltage range caused damage to the cell performance, prior to introducing cracks; hence
the further evaluation of the impact of cracks on the cell performance is clouded due to the
test artifacts introduced. The damage is observed with further inspection using LIV
measurements, in which cells parameters (FF, η) are affected. The LIV and DIV results
prior to cracking the cells are shown in Fig. 72. The average Voc and Jsc of the four cells
are 2.56 V and 16.3 mA/cm2, respectively. Prior to introducing any cracks, we observe
dark spots/blemishes during EL measurements (Fig.72(a) insets, green dashed boxes).
Dark spots are indicative of growth defects in the epitaxially grown layers [204]. In cell
D, we observe a bright line surrounded by a dark region (Fig. 72(a) inset, yellow dashed
circle) which is attributed to a microcrack in the cell resulting in broken fingers [206]. This

(b)

(a)

Fig 72. LIV (a) and DIV (b) measurements of group 1 of ITJ cells, in which the DIV measurements were performed up
to 3.0V, causing damage to the cells.
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crack may have been introduced during handling of the cell. The EL imaging technique is
a non-destructive method of detecting broken fingers [213]; in the presence of a severed
gridline the light intensity in the surrounding vicinity decreases, meaning that a broken
finger not only affects the area underneath it but also nearby regions [206]. Fig. 72(b)
shows DIV of the four cells, the graph is plotted on the semi-log scale (graph inset) to
highlight the ideality factors of the cells.
Using the mechanical fixture
(Fig. 70), cells A – D are cracked at
specified location.

Cell A is first

cracked in the lower corner (cell A1,
Fig. 73), and later additional cracks are
introduced at multiple locations (cell
A2, Fig. 73). The short circuit current
density (Jsc) for cell A is not affected,
even upon introducing multiple cracks.

Fig. 73. LIV and EL measurements of group 1 of ITJ cell after
introducing cracks on the cells.

However, open circuit voltage (Voc) is reduced from 2.55 V (pre-cracking) to 2.46 V (single
crack) and 2.35 V (multiple cracks) which in turn reduced FF to 70% in both cases. The
behavior of Voc may be associated with introducing cracks in addition to passing high
amounts of current during DIV measurements. In the second cracking attempt (cell A2)
gridlines are not all completely disconnected. As seen in the EL response of the cell, some
gridlines remain connected and appear brighter.
Cells B and D are cracked at approximately the same location but at different δvalues. Cell B is cracked at δ = 3.8 mm, while cell D is cracked at δ = 2.8 mm. As can be
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seen from the EL response of the two cells, the gridlines are more severely disconnected
in cell B compared to cell D. Gridlines on cells D in the cracked regions briefly reconnect
(cells D1 and D2), indicating that cracks did not propagate completely through the
gridlines. Examining the LIV graph, cell B suffered a greater loss in Jsc (10%) compared
to cell D (1.6%), which is to be expected if more gridlines are disconnected completely,
i.e. electrically isolating a larger portion of the cell. FF of both cells are also reduced to
62% and 68% for cells B and D, respectively.
In cell C, almost half of the cell is cracked. Compared to the other cells, cell C
suffered the biggest loss in Jsc, as to be expected. Considering that almost half the cell
appeared inactive we expected that Jsc would scale accordingly, however, that was not the
case. After introducing the crack on cell C, Jsc is only reduced by 23%. This smaller
reduction in Jsc indicates that cracks did not propagate completely through all the gridlines
in that region, where a fraction of the gridlines remained connected.

The faint

luminescence from that region may have not been captured due to the imaging camera
limitations, which would correlate with the smaller than expected reduction in Jsc.
In the second group of samples (cells E – G) the DIV sweep is reduced to 2.6 V.
We performed additional LIV scans following DIV ones to confirm that this range did not
affect the cell performance. Hence, from this set of samples a clearer and more reliable
conclusion can be drawn on the effects of single cracks on the cell performance. Fig. 74
shows the LIV results of the three cells before and after introducing cracks along with the
associated EL images. Cell E is initially cracked at δ = 3.8 mm (E1) and then at δ = 5.8
mm (E2) in the same region. The initial crack did not seem to impact the Jsc or Voc of cell
E, however following the additional bending (δ = 5.8 mm) a more pronounced reduction

87

(11%) in Jsc is observed (Fig. 74a).
(a)

EL images (E1, E2 Fig. 74a)
confirm the behavior in Jsc where
gridlines are partially disconnected
at δ = 3.8 mm (E1), but lose
connection at δ ≥ 5.8 mm (E2). Cell
F is cracked at δ = 5.8 mm only
once. The cell’s Jsc and Voc are not

(b)

affected (Fig. 74b), however, the
most

significant

reduction

is

observed in FF (87% pre-crack to
77% post-crack) and η (26% precrack

to

Examining

22%
Fig.

post-crack).
74(b),

the
(c)

downward slope of the upper
portion of the curve suggests a
decrease in the shunt resistance of
the cell upon introducing the crack.
Typically, shunt resistance in solar
cells arise due to manufacturing
defects in which the cell suffers
power loss as an alternate path for
the

light-generated

current

Fig. 74. LIV and EL measurements of second group of ITJ cells
before and after introducing cracks.

is
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provided.

Clearly, however, the
(a)

microcrack had an impact on the
cell performance through a decrease
in the shunt resistance of the cell.
Finally, cell G is cracked at δ = 3.8
mm, as to be expected this did not
result

in

complete

failure

of
(b)

gridlines, as can be seen in the EL
image of the cell post cracking. At
the location of the crack (Fig. 74(c)
inset) the EL intensity is brighter at
the crack location and in the
surrounding vicinity, while it is
reduced for the further portions of

(c)

the cell. The increased brightness
indicates that more recombination
sites for minority carriers are
introduced at this location.

A

similar behavior is observed in
[206], in which a bright region is
observed in the top cell (GaInP) due
to a microcrack that originated in
the underlying subcell (GaInAs).

Fig. 75. DIV, plotted on semi-log scale, before and after introducing
cracks and SEM micrographs of cracked gridlines of (a) cell E, (b) cell
F, and (c) cell G.
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DIV scans of cells E – G are shown in Fig. 75 along with SEM micrographs of the
broken gridlines.

In all three samples the most pronounced deviation in the diode

characteristic is seen in the range from 0.5V to 1.5V (dashed lines in Fig. 75) after
introducing microcracks. Sample G however, is not significantly affected. The cell
performance is slightly affected, as seen in Fig. 74(c) (decrease in Voc), in which the
generated crack is < 2 μm (Fig. 75(c), inset). These results correlate with DIV scan for
sample G.
Using the one-line bending setup we can produce cracks ≤ 2-μm-wide at
~45 ̊relative to the gridlines. The SEM analysis reveals that only a 2-μm-wide crack is
sufficient for the gridlines to lose electrical conductivity, hence resulting in power loss of
the cell and the dark regions seen in the earlier EL images. These microcracks caused a
reduction in either Jsc or Voc, which in turn impacted the FF and η of the cells. In addition,
we observe a decrease in the shunt resistance of the cell due to microcracks consequently
causing a decrease in FF and η.

Thermal Mismatch Multi-Cracking
We are able to produce multi-cracks on ITJ cells simultaneously through mounting
the sample on glass slide using epoxy technique. Two ITJ samples are analyzed and the
performance is evaluated before and after cracking. Fig. 76. shows the LIV data with EL
measurements. As can be seen clearly from Fig. 76, there is a significant difference in the
performance of the two samples after introducing cracks. Given the stochastic method of
creating the cracks, it is challenging to replicate the same frequency and location of cracks
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from sample to sample. Hence, for
(A
)

sample (A) a more deleterious
effect is observed, where the Jsc and
Voc were reduced by 64% and 16%,
respectively, while sample (B)
exhibited

a

less

dramatic

performance impact in which the Jsc
and Voc are reduced by 3% and 5%,
respectively.

This difference in

performance

after

(B
)

introducing

cracks is confirmed through EL
measurements (Fig. 76, image
insets). A larger area of cell (A)
becomes inactive due to cracking,
corresponding to the larger dark
areas. In comparison cell (B) had

Fig. 76. LIV and EL measurements of ITJ sample before and after
introducing microcracks through thermally-mismatched substrate
cracking.

only a small inactive area without EL illumination. Examining the DIV performance of
both cells (Fig. 77) we observe a more noticeable deviation in the performance of cell (A)
vs. cell (B), particularly in the 0.5V – 1.5V range. These DIV results corroborate the LIV
and EL measurements reported earlier. Table 3 summarizes the cell parameters of both
cells before and after introducing cracks.
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Table 3
Summary of Cell Parameters Before and After Introducing Microcracks Using the
Multi-Cracking Method Though Thermal Mismatching
Voc (V)

Jsc (mA/cm2)

FF (%)

η (%)

Cell A pre-cracking

2.6

16

86

26

Cell A post cracking

2.1

5.9

46

4.1

Cell B pre-cracking

2.6

16.5

86

26

Cell B post-cracking

2.4

16

69

19

Sample

In the work presented here,
(A)

we

develop

two

ways

of

introducing microcracks on solar
cells using a one-line bending setup
to create single cracks at specified
location, as well as introducing
multiple-cracks

simultaneously.

The multiple cracks are introduced

(B)

on the cells through thermally
shocking a cell mounted on a
thermally mismatched substrate.
This

later

technique

showed

remarkable success in randomly
creating cracks on cells, which is
only possible through introducing
stress points on the cell during

Fig. 77. DIV scans of cell before and after cracking through
thermally socking the cells that are mounted on a thermally
mismatched substrate.
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scribing. We investigate the effects of cracks on the cells performance in both cases,
examining cell parameters through the different characterization techniques (LIV, DIV, EL
and SEM). Using the single-crack method we observe a loss in Jsc, Voc, and a decrease in
shunt resistance, these effects were observed independently, i.e. a loss in Voc was not
accompanied with a loss of Jsc or a decrease in shunt resistance or vice versa. Conversely,
through randomly cracking the cells we observe a loss in performance that is attributed to
a decrease in all the cell parameters simultaneously. However, using this method of cell
cracking the severity of performance loss is significantly different from sample to sample
and is highly irreproducible due to the stochastic approach in introducing cracks.

Effects of Microcracks on MMC-Enhanced TJ Cell
To evaluate the effects of cracks on performance of TJ cells we first crack four
control samples. Control samples are TJ cells with bare Ag gridlines, i.e. no CNTs were
embedded. We investigate two sets of controls; the first set consists of cells with Ag
gridlines deposited through electron beam evaporation while the second set consists of cells
with electrochemically deposited Ag gridlines. We expect different metal properties to be
obtained (grain size, ductility, porosity, …etc.) due to the different metal deposition
methods. Hence, two controls are examined to clearly observe the effects of embedding
CNTs on overall gridline electromechanical properties without the metal contribution. The
LIV is performed for control samples before and after cracking. Cracks are generated by
resting cells against a curved surface (r = 6 cm) while applying an external mechanical
stress on the cell’s top surface. Fig. 78 summarizes the results of all four control samples.
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Fig. 78. LIV characteristics and electroluminescence response of TJ control samples pre- and post-cracking. Graphs (1) &
(2) represent control samples with electron beam evaporated Ag gridlines. Graphs (3) & (4) represent control samples with
electrochemically deposited Ag gridlines, Ref. [203].

Control samples 1 and 2 are evaporated Ag gridlines (Fig. 78, graphs 1 and 2) and samples
3 and 4 are electroplated Ag gridlines (Fig. 78, graphs 3 and 4). Examining first the EL
response of all the cells, dark regions can be seen after introducing cracks. These regions
indicate electrically isolated areas on the cell, in which cracks propagated through
semiconductor material reaching metal gridlines and isolating portions of the cells from
the busbar. The illuminated area from the EL response corresponds to the remaining active
cell area that contributes to current generation in the LIV scans (Fig. 78). The open circuit
voltage (Voc) in control sample 1 suffered the biggest impact while the short circuit current
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density (Jsc) remained unchanged after cracking. If the EL response is examined closely
for control 1, it can be seen that the cracks did not fully propagate through the bus bar
region, i.e. the dark regions seen are not truly dark rather having a faint EL response. That
region may not have been properly captured due to the imagining equipment limitation. In
control sample 4 (Fig. 78, graph 4) we notice the opposite case in which the Jsc was
impacted the most while Voc was unchanged. Control samples 2 and 3 (Fig. 78, graphs 2
and 3) we observe a similar cracking pattern and similar degradation in the performance in
both cells, in which Jsc and Voc are decreased. Table 4 summarizes the percentage change
of control cells parameters (Voc, Jsc, FF, and η) pre- and post-cracking.
Table 4
Summary Results of Percentage Change in Control TJ Cells
Sample

%∆Voc (V)

%∆Jsc (mA/cm2)

%∆FF (%)

%∆𝜼 (%)

Control 1
Control 2
Control 3
Control 4

9.1
5.1
4.4
0.11

2.6
53
54
15

34
29
34
32

43
68
65
41

The discrepancy in the results arises due to the irreproducible/random method of
introducing cracks on the cell. However, we can conclude that TJ cells with the bare Ag
gridlines degrade significantly in performance due to cracks. The most pronounced
impacts are seen in Jsc (54%) and Voc (9.1%) of cells which in turn impacted the FF and η
by up to 34% and 65%, respectively (Table 4).
In order to evaluate the role of CNTs in bridging cracks within the underlying
semiconductor and remain electrically conducting, four TJ samples with MMC gridlines
are prepared. The MMC gridlines are deposited in LBL microstructure with similar
architectures. The cells are then fractured similarly to control samples while monitoring
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the performance before and after mechanically stressing the cells. Fig. 79 summarizes the
LIV and EL measurements of all four samples. The frequency of cracks generated from
sample to sample is variable due to the nature of introducing the cracks on the cells, this
can be seen in sample 3 (Fig. 79, graph 3 inset) vs. sample 4 (Fig. 79, graph 4 inset) where
significantly more number of cracks are generated in the former sample.
Unlike the control samples, cells with MMC gridlines are capable of maintaining
electrical connection even in the presence of cracks. Our samples with MMC gridlines are
able to maintain a bright EL response without any visibly dark spot, which indicates that

Fig. 79. LIV characteristics and electroluminescence response of TJ cell with MMC gridlines. Ref. [203].
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electrical connection through the gridlines is not severed due to introducing cracks. At the
fracture location, the EL intensity is brighter there and in the surrounding vicinity, while it
is reduced farther away. The increased brightness indicates that more recombination sites
for minority carriers are introduced at this location. A similar behavior is observed in
[206], in which a bright region is observed in the top cell (GaInP) due to a microcrack that
originated in the underlying subcell (GaInAs).
While the number of cracks generated may vary from sample to sample, unlike the
control samples, the cells with MMC gridlines can maintain electrical continuity even in
the presence of cracks. All test cells with MMC gridlines generate nearly the same Jsc after
being fractured. As further evidence, our samples with MMC gridlines maintain a bright
EL response with little to no visible dark spots. While both gridlines and substrate are
completely fractured, the CNTs appear to provide a redundant electrical conduction
pathway.

Table 5
Summary Results of Percentage Change in MMC Cells
Sample

%∆Voc (V)

%∆Jsc (mA/cm2)

%∆FF (%)

%∆𝜼 (%)

MMC 1
MMC 2
MMC 3
MMC 4

6.0
6.1
8.9
0.64

0.72
0.78
0.64
0.85

14
26
21
4.6

8
35
30
3.6

While Jsc remains virtually constant, we observe brighter EL intensity at and around
the fracture location than the regions that remain intact. The increased brightness suggests
an increased number of recombination sites for minority carriers at and around the fracture.
A similar behavior is observed by Kong et al. [206], in which a bright region is observed
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in the top cell (GaInP) due to a microcrack that originated from the underlying subcell
(GaInAs). These recombination sites would reduce Voc, which is clearly observed in Fig.
79 and listed in Table 5. As the number of cracks increases from Sample 1, to Sample 2,
to Sample 3, Voc decreases by 6.0, 6.1, and 8.9%, respectively.
For solar cells, the recombination rate at the edges is often much greater than
elsewhere in the cell. At an edge, there is a complete disruption of the crystal lattice, which
leads to an increase in the density of trap states inside the “forbidden gap.” These trap
states subsequently increase the recombination rate [214]. Edge recombination has thus
been found to significantly influence the efficiency of small-area, high efficiency solar cells
[215]. As the number of cracks introduced increases, more edges are introduced within the
cell, leading to a higher recombination rate and a greater loss in Voc, FF, and η.
Although Jsc is maintained, the series resistance of the MMC gridlines appears to
increase after fracturing (see Fig. 79A – C). As the number of cracks increases, more
gridlines get severed, where the electrical connection in that region is sustained only
through the embedded CNTs. Thus, an increase in series resistance is closely correlated
with the number of cracks introduced: i.e., a higher series resistance is observed in cells
that are more fractured. The increase in the overall series resistance ultimately impacts the
FF.

With proper loading of CNTs within the composite and manipulation of the

microstructure (e.g., multiple tiers of layer-by-layer architecture), we project that the series
resistance can be reduced, improving the FF.
In comparison to control samples, the test cells integrated with our MMC gridlines
are clearly more fracture tolerant. That is, embedding CNTs into a metal matrix mitigates
the electrical disconnect due to microcracks. The continuous areal EL response and the
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preservation of Jsc after substrate fracture are strong evidence that MMC lines are more
resilient to microcracks developed in the semiconductor than bare metal gridlines.
However, we acknowledge that the cracks may introduce other loss mechanisms that
MMCs cannot fully counter, leading to an unavoidable loss in Voc, FF, and η

Conclusion
In the work presented here, we demonstrate the use of low-cost, multiwalled CNTs
embedded in Ag matrix to mechanically and electrically reinforce metal gridlines used in
multijunction photovoltaic cells. These composite metal gridlines show strong potential to
replace conventional ones deposited by evaporation.

Our metal matrix composites

(MMCs) assume a layer-by-layer microstructure that consists of Ag/CNT/Ag, and we
achieve this architecture, using simple deposition methods.

Our process relies on

electrochemical deposition (plating) of Ag, a low-cost, highly reproducible alternative to
vacuum metal deposition. We also use spray-coating as a fast, cost-effective, and easily
scalable method of depositing CNTs. The combined use of plating and spray-coating
provides a manufacturable path to integrate MMCs.
We have successfully integrated MMCs onto commercially available TJ cells. For
the purpose of demonstration and ease of integration, the dimensions of metal gridlines are
made slightly larger than the state-of-practice design. Accounting for this minor deviation,
we demonstrate excellent electrical properties comparable to cells with standard
metallization: η and FF of 26% and 86%, respectively.
The most important outcome from this study is that MMC-enhanced cells are more
crack-tolerant than control cells with standard metallization. Upon introducing cracks to
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the cells, samples with the MMC gridlines exhibit virtually zero loss in Jsc, while retaining
a continuous electroluminescence glow. The latter is strong evidence that the fractured
portion of the substrate is electrically connected. In contrast, fractured control cells show
a significant loss in Jsc up to 54% with noticeably dark regions during EL measurements.
In addition, the average loss in FF and η in control cells is 32% and 54%, respectively,
compared to 16% and 19% for MMC-enhanced cells. This demonstration supports that our
MMC gridlines are suitable to replace traditional gridlines and to help mitigate the loss in
cell performance as microcracks develop in cells.
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