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Abstract
The scaling of the exact solution of a hyperbolic balance law generates a
family of scaled problems in which the source term does not depend on the
current solution. These problems are used to construct a sequence of solutions
whose limiting function solves the original hyperbolic problem. Thus this gives
rise to an iterative procedure. Its convergence is demonstrated both theoretically
and analytically. The analytical demonstration is in terms of a local in time
convergence and existence theorem in the L2 framework for the class of problems
in which the source term s(q) is bounded, with s(0) = 0, is locally Lipschitz
and belongs to C2(R) ∩ H1(R). A convex flux function, which is usual for
existence and uniqueness for conservation laws, is also needed. For the numerical
demonstration, a set of model equations is solved, where a conservative finite
volume method using a low-dissipation flux is implemented in the iteration
stages. The error against reference solutions is computed and compared with
the accuracy of a conventional first order approach in order to assess the gaining
in accuracy of the present procedure. Regarding the accuracy only a first order
scheme is explored because the development of a useful procedure is of interest
in this work, high-order accurate methods should increase the computational
cost of the global procedure. Numerical tests show that the present approach
is a feasible method of solution.
Keywords:
Hyperbolic balance laws, Conservation laws with source terms, Finite volume
schemes, Iterative procedures.
1. Introduction
Hyperbolic balance laws play a crucial role in describing several phenomena
in several fields of research, even source terms can appear artificially in numerical
solutions of conservation laws via relaxation approaches, see [13, 15, 2, 27] and
reference therein. So, independent on the nature of the source term, one of the
main issues in balance laws is the existence and uniqueness of solutions and of
course, the ability of obtaining them.
For the case of systems coming from the relaxation approach admiting an
equilibrium state, that is a state where the source term vanishes, the existence
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and uniqueness of solutions relies on local solutions around the equilibrium state
which can be extended via continuation arguments and entropy assumptions to
prove global existence, see [14, 4, 26, 25].
Balance laws can be written in a quasilinear form through the use of the Ja-
cobian or derivative of flux function in the scalar case. The local existence and
uniqueness of bounded measure solutions of quasilinear and semilinear equa-
tions can be provided by following classical ODE theory based on fixed point
arguments. The requirements are that the initial condition function has to be
bounded, measurable and regular enough, flux functions has to be locally Lip-
schitz continuous and the source term has to be locally bounded, measurable
and locally Lipschitz as well, [3]. Since quasilinear equations can blow up in
finite time, the global existence in the L∞ and L1 frameworks is done only in
the case of semilinear equation. See Chapter 3 in [3] for further details.
A different apprach was proposed in the pioneering work of Liu [18]. Here
the author has studied some systems of hyperbolic problems where the source
term is in resonance with the advective part. By involving the bounded variation
and monotone source terms the author has argued through the theory developed
for hyperbolic conservation laws [17], that this class of hyperbolic balance laws
have a global unique solution which is bounded also. In subsequent papers
[10, 24] it has been proved the global existence in the L∞ and L1 framework,
the solution has been constructed by using entropy-admissible solutions obtained
from parabolic equations in which the viscous coefficient goes to zero, it is known
as the dimising viscosity method, also has been a key ingredient the compensated
compactness of Tartar, [21]. In the case of L∞, the methodology relies on the
Kruzkov theory [16] to prove the uniqueness of entropy weak solutions.
Since a constructive proof of existence and uniqueness can lead to a proce-
dure able to be implemented numerically. In this paper, a new local existence in
time is presented which results into a feasible strategy for solving scalar hyper-
bolic balance laws. This is based on the so called iteration algorithm strategy
presented in [7, 5, 6] for solving semilinear elliptic partial differential equa-
tions with non-linear source term. Iterative process is not a novel strategy of
demonstration, this techniques has already been implemented for the existence
of global solution of hyperbolic conservation laws, [11, 12], where the iteration
is carried out in order to linearize the convective terms around a solution ob-
tained in the previous iteration. These methods require flux functions to be
uniform Lipschitz with respect to each argument. Furthermore, the initial con-
ditions and the solutions have to be smooth, at least has to contain a continuous
first derivative. Since, in hyperbolic equations singularities can appear in finite
time, [8]. A feasible method has to be able to deal with discontinuous solutions.
That is, the method needs to incorporate weak solutions. Here, a new iterative
approach to prove local existence and uniqueness in the L2 framework, hable
to incoirpates these features, is presented. The prove is for entropy-satisfying
solutions, through the vanishing viscosity and the compensated compactness,
as carried out in [10]. The demonstration will be based on an iterative process
and thus the existence and uniqueness of solutions will ensure the convergence
of the procedure for a class of problems in which the source term s(q) is locally
bounded, s(0) = 0, is locally Lipschitz and belongs to C2(R) ∩ H1(R). For
the flux function usual requirements as in [10, 24] are needed. The approach
presented in this work, is more closed to that in [7, 5, 6], in the sense that
a sequence of auxiliary problems are constructed by scaling the exact solution
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and the original equations as well, the main feature of these auxiliary problems
is that these contain source terms which do not depend on the current state
that means these are decoupled from the state. Then, a convergent sequence of
solutions to these auxiliary problems is obtained, where the limiting function is
a weak solution of the balance law.
This constructive demonstration can be translated into a numerical proce-
dure in which a scheme for solving hyperbolic balance laws where the source
terms do not depend on the sate, is involved. The procedure does not depend on
a particular method but some minimal requirements are needed, particularly,
the numerical solution must be an entropy satisfying one. Thus conservative
scheme in the finite volume framework are suitable methods to be explored.
For a practical implementation, a space-time mesh common to every auxil-
iary problem is considered, since the numerical stability in finite volume schemes
can depend on the solution, we have to choose a small enough CFL coefficient
such that every auxiliary problem is solved with the same stable scheme. In this
work, we profit from the recent low-dissipation scheme [23], called by the au-
thors FORCE−α which is suitable for problems requiring small CFL coefficients
as needed here.
To show that the procedure is computationally feasible, the error against
reference solutions is computed. Furthermore, a comparison with the accuracy
of a conventional first order approach is also carried out to assess the gaining in
accuracy of the present approach.
This work, is organized as follows. In the section 2, the formulation of the
problem is presented. In the section 3, the existence and uniqueness of solutions
and consequently the convergence of the procedure are proved. In the section
4, numerical experiments are shown to illustrate the applicability of the present
approach. In section 4, the conclusions and remarks are carried out.
2. The scaling function procedure
Let us consider the following one dimensional partial differential equation
∂tu+ ∂xf(u) = s(u) , x ∈ [a, b] , t ∈ (0, T ]
u(x, 0) = u0(x) ,
(1)
where u0 is a prescribed function, f(u) and s(u) are the so called flux function
and source function, respectively. Let us assume that an exact solution u of
(1) is available in [0, T ], for some T < ∞. Then, for any sequence of positive
numbers β0, β1, ... such that the functions v
n = uβn are a scaling of the solution
of (1). This scaling leads to the scaling of the original equation which has the
form
∂
∂t (v
n+1) + ∂∂x (
f(βn+1·vn+1)
βn+1
) = s(βnv
n)
βn+1
,
vn+1(x, 0) = u0(x)βn+1 ,
(2)
and it is referred to us the scaled problem.
In this work, we are going to be interested on the converse, that is, to identify
the conditions which guarantee, that if (2) has a solution vn, for a given positive
constant βn, it is possible to find convergent subsequences {vn} and {βn} which
converge to v∞ and β∞, respectively and q = β∞ · v∞ is a solution of (1).
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Therefore, the hyperbolic balance laws (1) can be solved through the follow-
ing iterative process, in which a sequence of solutions to auxiliary problems as
(2) is constructed.
• Step 1: Provide an arbitrary v0 and set β0 = 1. Alternatively, we can
take β0 = max{||v0||}.
• Step 2: Given vn and βn, do solve (2). Since the problem depends on
βn+1 which is still unknown, we cannot solve it directly. However, in the
sense of distributions, we can reformulate the problem (2) as: Given vn
and βn, do solve
∂tw + ∂xf(w) = s(βnv
n) , t ∈ [0, T ] ,
w(x, 0) = u0(x) .
(3)
Then, by using this solution, we define βn+1 =
1
||w|| and v
n+1 = w · ||w||.
Here, ||w|| is a suitable norm in space and time.
• Step 3: If En ≤ Tol then stop, for some given tolerance Tol, where
En := |βn − βn+1|. Otherwise, go to Step 2
In the following section we are going to provide the conditions and theoretical
results which guarantee the convergence of the procedure for solving hyperbolic
balance laws through scaling functions.
3. Convergence in the L2 framework for the scaled function procedure
In this section we are going to present the conditions and the corresponding
results of existence and uniqueness of weak solutions, in the L2(R) framework,
for the procedure in section 2 given by Step 1, Step 2 and Step 3. Since
balance laws with source terms can blow-up in finite time tb, [3], we are going
to be interested on solutions up to T  tb.
Notice that the equation (3) has the general form
∂u
∂t +
∂f(u)
∂x = s˜(x, t) , t ∈ [0, T ], x ∈ R ,
u(x, 0) = u0(x) ,
(4)
where s˜(x, t) = s(βn · vn). Notice that in the Step 2, in section 2 a sequence
of functions {vn} and real numbers {βn} can be generated if the solution to
every problem (4) there exists. So, the first task is to prove the existence and
uniqueness for these problems.
To apply existent theories the flux function is assumed to satisfy the follow-
ing:
• The flux is genuinely non-linear
f ∈ C2(R) , f ′′(u) > 0 , f(0) = f ′(0) = 0 . (5)
• This has the following behaviour at infinity
|f | ≤ C(1 + |u|), |u| → ∞ . (6)
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Notice that, in the case of quasilinear equations
∂tq + λ∂xq = s˜(x, t) , (7)
global existence and uniqueness is proved in the case in which λ is a constant,
see [3] for further details.
Before providing the main results, given constant values ξ−, ξ+ with ξ− < ξ+
and R > 0, let us introduce the constant values Cξm and C
ξ
p , defined by
Cξm = miny∈[ξ−,ξ+]{λ(u0(y))} ,
Cξp = maxy∈[ξ−,ξ+]{λ(u0(y) +R · T )} , (8)
where f ′(u) = λ(u). Furthermore, let us define the region D˜R(ξ−, ξ+) ⊂ [0,∞)×
R, as the set containing the pairs (ξ, τ) such that γ(t), γs(t) ∈ [ξ−+ t ·Cξm, ξ+ +
t · Cξp ] ⊂ D˜R(ξ−, ξ+) for all t ∈ [0, τ ], where γ(t) and γs(t) are the right lines
given by γ(t) = ξ + tλ(u0(ξ)) and γs(t) = ξ + tλ(u0(ξ) +R · T ).
Lemma 3.1. If s˜ : R× [0, T ]→ R satisfies:
• There exists Ks such that |s˜(x, t)| ≤ Ks.
• There exist constant values ξ−, ξ+, with ξ− < ξ+, such that s˜ has a com-
pact support ωs ⊆ D˜Ks(ξ−, ξ+).
If u0(x) ∈ L2(R). Then the problem (4) has an exact solution u¯ ∈ L2((0, T ),R),
which is also bounded in D˜Ks(ξ
−, ξ+).
Proof. Let us consider a sequence {uε} ∈ L2(R) of (smooth) solutions of the
following parabolic equation
∂uε
∂t +
∂f(uε)
∂x = s˜(x, y) + ε
∂2uε
∂x2 , t ∈ [0, T ] ,
uε(x, 0) = uε0(x) ,
(9)
where uε0(x) is a converging sequence of smooth functions to u0(x). Notice that
this function has the following entropy condition
∂
∂t
(
(uε)2
2
)
+ uε · ∂f(uε)∂x = uε · s˜(x, y) + ε∂
2φ(uε)
∂x2 − εφ′′[∂u
ε
∂x ]
2 . (10)
On the other hand, since ωs ⊆ D˜R(ξ−, ξ+), by following the characteristic
curves, we can obtain
d
dt
∫
R
(uε)2
2
dx+ ε
∫
R
(
∂uε
∂x
)2dx =
∫
R
uεs˜dx (11)
d
dt
∫
R
(uε)2
2
dx+ ε
∫
R
(
∂uε
∂x
)2dx+
∫
R
|uε||s˜(x, t)|dx ≤∫
R
|uε||s˜(x, t)|dx+
∫
R
|uε||s˜(x, t)|dx ≤
2
∫
R
|uε| · |s˜(x, t)|dx .
(12)
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By the Ho¨lder inequality we obtain∫
R
|uε| · |s˜(x, t)|dx ≤
∫
R
|uε|2
2
dx+M · K
2
s
2
, (13)
with M =
∫
D˜Ks (ξ
−,ξ+) dx =
T
2 (2(ξ
+ − ξ−) + T (Cξp −Cξm)). Then by Gronwall’s
inequality∫
R
(uε)2
2
dx+ ε
∫ t
0
∫
R
(
∂uε
∂x
)2
dxds+
∫ t
0
∫
R
|uε||s˜(x, t)|dxds ≤ K(T ) , (14)
in [0, T ]. This establishes a uniform L2 bound for the sequence {uε}. On
the other hand, any entropy φ ∈ C2(R) having a compact support ω, for the
equation (4) satisfies
∂tφ(u
ε) + ∂xψ(u
ε) = φ′s˜+ ε∂xx(φ(uε))− εφ′′(uε) · (∂xuε)2 , (15)
where ψ′ = φ′ · f ′. Since φ has a compact support, then φ′ is bounden within
ω, let say by a constant a. So∫ T
0
∫
R
|φ′(uε) · s˜(x, t)|dxdt ≤ a||s˜||1 = aM ·Ks . (16)
Therefore, by combining (14), (15) and (16) we note that ∂tφ(u
ε) + ∂xψ(u
ε) is
bounded in ω, and then this lies in a compact set of H−1loc ([0, T ]×R). Therefore,
from the Theorem 3.2 and Corollary 3.2 in [20], there exists a subsequence of
{uε} still denoted by {uε}, which converges weak to some u¯, furthermore, since
f it is strictly convex, from Theorem 2.1 in [10], uε converges strong to u¯.
Furthermore, f(uε) converges weak to f(u¯), that is∫ T
0
∫
R
f(uε)φdxdt→
∫ T
0
∫
R
f(u¯)φdxdt, (17)
for all φ ∈ C∞c ([0, T ]×R). Since the source term, does no depend on the state uε,
using a standard diagonalization procedure, [1], the result holds. Furthermore,
from (14) the solution is bounded, in L2, for each t ∈ [0, T ] and thus the solution
is also bounded in D˜Ks(ξ
−, ξ+).
Since the source term is not coupled with the conservation law, this may
generate degeneracy in the sense that infinitely many asymptotic states may be
possible when t→∞ [9]. However, in the local in time case, a unique solution
exists if the source term has a support which lies in D˜Ks(ξ
−, ξ+). As we shall
see later, it is enough to guarantee, in particular cases, the existence of the
solution to the original equation (1).
The next step is to prove conditions on s(u) such that a subsequence of {wn}
still called {wn}, with wn = vn · βn where vn is the exact solution to (2), is
convergent to an exact solution of (1). Indeed, we assume the following:
• H1: s : R→ R is locally Lipschitz continuous and s(0) = 0.
• H2: s ∈ C2(R) ∩H1(R).
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Theorem 3.2. Let f : R → R be a function satisfying (5) and (6) and let
s : R → R be a function satisfying H1 and H2. If supp(u0) is bounded. Then
the sequence, {wn+1} with wn+1 = βn+1 · vn+1, where vn+1 is a solution of (2)
converges to a weak solution w¯ ∈ L1loc of (1).
Proof. Let us define supp(u0) = [ξ
−, ξ+]. From hypothesis H1 and H2, in any
open set Ω such that 0 ∈ Ω there exist constant values Ls and Cs such that
|s(u1)− s(u2)| ≤ L|u1 − u2|
and
|s(u1)| < Cs , |s′(u1)| < Cs ,
for each u1, u2 ∈ Ω.
Therefore if w0(x, t) is any bounded function in (x, t) ∈ D˜Cs(ξ−, ξ+) with
w0(x, t) ∈ Ω. Then supp(s(w0)) ⊆ D˜Cs(ξ−, ξ+). So, the conditions of Lemma
3.1 are satisfied. So, a solution w1 there exists and this is bounded in D˜Cs(ξ
−, ξ+).
By the same arguments, we obtain a subsequence, still called here {wn}
which in virtue of Lemma 3.1 solves the equation
∂wn
∂t +
∂f(wn)
∂x = s(w
n−1) , t ∈ [0, T ], x ∈ R ,
un(x, 0) = u0(x)
(18)
and supp(s(wn−1(x, t))) ⊆ D˜Cs(ξ−, ξ+). So, on each curve x(t) defined by
dx
dt = λ(w
n(x, t)) the function wn(x, t) satisfies
dwn(x,t)
dt = s(w
n−1(x, t)) , (19)
thus, we obtain
d
dt
[
(wn(x,t)−wm(x,t))2
2
]
= (wn(x, t)− wm(x, t)) ·
(
∂t(w
n(x, t)− wm(x, t))
+dxdt · ∂x(wn(x, t)− wm(x, t))
)
.
(20)
After some manipulations we obtain
d
dt
[
(wn(x,t)−wm(x,t))2
2
]
=
(
wn(x, t)− wm(x, t)
)
·
(
s(wn−1)− s(wm−1)
+(dxdt − λ(wn)) · ∂w
n
∂x − (dxdt − λ(wm)) · ∂w
m
∂x
)
.
(21)
Since s ∈ C2(R) and f ∈ C2(R), we assume that given x and t, there exist
θs(x, t) and θf (x, t) such that
β(θs(x, t)) · (wn−1(x, t)− wm−1(x, t)) = s(wn−1)− s(wm−1) (22)
and
λ(θf (x, t)) · (wn(x, t)− wm(x, t)) = f(wn(x, t))− f(wm(x, t)) . (23)
So, (21) can be written as
d
dt
[
(wn−wm)2
2
]
=
(wn−wm)2
2 ·
{
2β(θs) · δn,m + dxdt · ∂x ln
(
[wn − wm]2
)
−λ(θf ) · ∂x ln
(
λ(θf )
2 · (wn − wm)2
)}
,
(24)
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where δn,m = w
n−1−wm−1
wn−wm , β =
ds(u)
dt and λ(u) =
df(u)
du . This yields
d
dt
[
(wn − wm)2
2
· exp
(
−
∫ t
0
{
2β(θs) · δn,m + dx(τ)
dt
· ∂x ln
(
[wn − wm]2
)
−λ(θf ) · ∂x ln
(
λ(θf )
2 · (wn − wm)2
)}
dτ
)]
= 0 .
(25)
Thus [
(wn(x, t)− wm(x, t))2
2
]
· exp
(
−
∫ t
0
{
2β(θs(x, τ)) · δn,m(x, τ)
+dx(τ)dt · ∂x ln
(
[wn(x, τ)− wm(x, τ)]2
)
−λ(θf (x, τ)) · ∂x ln
(
λ(θf (x, τ))
2 · (wn(x, τ)− wm(x, τ))2
)}
dτ
)
=
(wn(x, 0)− wm(x, 0))2
2
.
(26)
By the sake of simplicity, let us introduce
Γ(x, t) = −
∫ t
0
{
2β(θs) · δn,m + dx(τ)
dt
· ∂x ln
(
[wn − wm]2
)
−λ(θf ) · ∂x ln
(
λ(θf )
2 · (wn − wm)2
)}
dτ .
(27)
Since wn and wm are the limiting solution (ε → 0) of problems as (4) with
s˜(x, t) given by s(wn−1(x, t)) and s(wn−1(x, t)), respectively, where, each wn
satisfies the entropy condition ∂t((w
n)2/2) + ∂x(w
nf(wn)) = wns(wn−1), then
we assume that (wn−wm)2 is bounded. This guarantees that for all ψ ∈ C2(R)
we obtain that∫
R
[
(wn(x, t)− wm(x, t))2
2
]
· e−Γ(x,t) · ψ(x)dx =∫
R
(wn(x, 0)− wm(x, 0))2
2
· ψ(x)dx ,
(28)
tends weak to zero. Hence, we deduce that {wn} is a weak Cauchy-sequence
therefore it is a weak convergent sequence to w¯. By the same arguments in
Lemma 3.1, we have f(wn)→ f(w¯). It is remaining to prove that s(wn)→ s(w¯).
Since, f is convex wn → w¯ strong and from (22) and (23) we argue that
s(wn(x, t)) converges punctually to s(w¯(x, t)). Furthermore, from (14) we de-
duce that for any measurable set E with a finite measure E and any disk
D(0, R) = {v : |v| < R}, we have that∫ T
0
∫
E
|s(wn(x, t))|dxdt ≤
∫ T
0
∫
E∩D(0,R)
|s(wn)|dxdt+∫ T
0
∫
R\D(0,R)
|wn(x,t)|
R · |s(wn)|dxdt ≤ T (mean(E) · ||s||1 + K(T )R ) .
(29)
So, {s(wn)} is uniformly bounded in any measurable E having a finite measure.
So, from Vitali’s theorem, ( for further information see Chapter 2 in [19]), s(w¯)
is integrable and∫ T
0
∫
E
s(wn(x, t))dxdt→
∫ T
0
∫
E
s(w¯(x, t))dxdt . (30)
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Thus, we deduce that the convergence is in L1loc(R). Therefore∫ T
0
∫
R
s(wn(x, t))φdxdt→
∫ T
0
∫
R
s(w¯(x, t))φdxdt , (31)
for all φ ∈ C∞c (R) and so the result holds.
Notice that the existence and uniqueness result in this section means also
the convergence of the iterative process given by Step 1, Step 2 and Step 3,
introduced in the section 2. It is implicit in the demonstration that the solution
in Step 2 has to be an entropy satisfying one. In the next section we are going
to implement this procedure on a set of well known balance laws, where the
source terms satisfy the conditions of the theorem 3.2.
4. Numerical experiments
Here, we are going to implement the iterative process described in the section
2 by using the conventional one-step finite volume formula, in conserved form
given by
qn+1i = q
n
i − ∆t∆x · (fi+ 12 − fi− 12 ) + ∆t · Si , (32)
where qni is the cell average of the solution q(x, t) in the space-time interval
[tn, tn+1]× [xi− 12 , xi+ 12 ], the expression fi+ 12 represents a numerical flux and Si
is the source term. We use a CFL type condition to obtain the time step, so
this is a first order method in both space and time. Here we only limit to first
order. However, experiments not shown here have evidenced that the procedure
can also be applied by using second order scheme. In general any high-order
method can be implemented, but we need to take care about the applicability
of the present approach.
Notice that, (32) can be implemented for both the original equation (1) and
the scaled approach as well. Of course, to solve directly (1) we use Si = s(q
n
i )
and denote this solution as qR. For solving through the iterative approach and
thus via the solution of (3) we use Si = s˜(xi, t
n) for given space-time dependent
functions s˜.
The reference solution, when applied, is obtained with a second-order MUSCL-
HANCOCK scheme using a fine mesh (1000 cells). For numerical implemen-
tations we use a fixed number of cells and time steps as well. So, in order to
guarantee stable schemes for any source term s˜, we use small CFL coefficients.
Despite there is a large number of schemes able to solve source terms with large
time steps, we insist into using a simple method because of we are interested on
the ability of the present approach to generate approximations as simple as pos-
sible. Here, we implement the new low-dissipation centred scheme, [23] named
FORCE-α, which works very well with low values of CFL coefficients without
penalizing the suitable amount of numerical dissipation. The flux function has
the form
fα
i+ 12
= 12 (f
LW,α
i+ 12
+ fLF,α
i+ 12
) , (33)
where fLF,α
i+ 12
and fLW,α
i+ 12
are the numerical fluxes of Lax-Friedrich and Lax-
Wendroff, respectively, which are given by
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fLF,α
i+ 12
:=
1
2
(f(qni+1) + f(q
n
i ))−
1
2
∆t
α∆x
(qi+1 − qi) ,
fLW,α
i+ 12
:= f(qLW,α
i+ 12
) ,
qLW,α
i+ 12
:=
1
2
(qni+1 + q
n
i )−
1
2
α∆x
∆t
(f(qni+1) + f(q
n
i )) ,
(34)
here, α is a suitable constant value which is involved in the numerical dissipation
of the scheme. The interested readers may consult [23] for further details. Re-
garding the implementation, we first chose the maximum CFL coefficient, cmax
for which the FORCE scheme (α = 1), [22], applied to the original hyperbolic
balance law (1) is stable and then compute the parameter α required for the
scheme (Algorithm C in [23]) and the maximum range of CFL coefficients for
which the numerical method depicts a viscosity which is comparable to such
of the Godunov scheme, the most accurate first order monotone scheme with
the minimal numerical viscosity. Despite this scheme is originally proposed for
conservation laws, numerical experiments show that it can be also applied in
the context of hyperbolic balance laws.
In order to assess the performance of the present methodology we compute
the error with respect to the reference solution u¯, for both type of solutions, qR
and that obtained at each stage k of the iterative approach wk, denoted here by
ErrR = ||u¯(·, T )− qR(·, T )||L1 and Errk = ||u¯(·, T )−wk(·, T )||L1 , respectively.
To assess the gaining in the accuracy incurred by the present approach we are
going to compute the gaining coefficient given by τk = Err
k
ErrR
. If procedure is a
feasible one in terms of accuracy, we expect the coefficient to be closed to 1.
In numerical implementations, wk, is approximated on cells [tn, tn+1] ×
[xi− 13 , xi+ 12 ], so ||wk|| used in Step 2 of section 2, will be the maximum value
that the function |wk(x, t)| reaches at each time step tn and at cell center
xi =
x
i− 1
2
+x
i+1
2
2 of [xi− 13 , xi+ 12 ], since it is a first order approximation, this
corresponds to the cell average of the data. So, βn provides a measure of the
solution in both space and time.
5. The linear advection-reaction equation
Let us consider the advection-reaction equation
∂tq + ∂x(λq) = rq , x ∈ [0, 1], t ∈ [0, T ] ,
q(x, 0) = exp(−100(x− 12 )2) .
(35)
Notice that this source term satisfies that s(q) = rq is locally bounded in R and
s(0) = 0. The source terms is also locally Lipschitz continuous, furthermore,
this belongs to the class of C∞(R). We can assume that u0(x) has bounded
support in [0, 1], we implement periodic boundary conditions and hence we can
assume that supp(u0) ⊂ supp(s) is bounded. Therefore, s ∈ H1(R). That
is, conditions in the Theorem 3.2 are satisfied, hence the iterative procedure
provides the solution of this balance law. Here, we use the model parameters
r = −10, λ = 1. The implementation is carried out with, CFL = 0.18, α = 5.6,
100 cells and Tol = 10−7. Figure 1, shows the functions w0, w1, w2 and w4 at
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Figure 1: Linear advection-reaction equation. Comparison of solutions w0, w1, w2 and w4 at
T = 0.25, against the exact solution for λ = 1, r = 10, 100 cells, CFL = 0.18 and α = 5.6.
the final time T = 0.25 generated by the iterative process beginning with v0 = 0
and β0 = 1. This depicts a clear tendency to the exact solution. Table 1 shows
the results for the convergence of the iterative process for the linear advection-
reaction case. The second column, shows the sequence {βn}, which in some
sense provides, a measure of the function wn in space and time. The third
column shows the L1 error at the output time between each solution wn and
the exact solution. The fourth column shows the gaining factor, τn. We observe
that the converged solution w15 has the same performance as the conventional
first order approximation. Here, the convergence is in terms of the tolerance
Tol. Figure 2, shows the converged solution, w15 (circles), the approximate
solution obtained by the first order approximation qR (squares) and the exact
solution (continuous line). We see that w15 and qR are identical.
6. The Burger equation
Let us consider the Burger equation with the non-linear source term
∂tq + ∂x(
q2
2 ) = q
4 , x ∈ [0, 1], t ∈ [0, T ] ,
q(x, 0) = sin(2pix)4 ,
(36)
endowed with periodic boundary conditions. Notice that this source as in the
previous test, satisfies that s(q) = q4 is locally bounded in R and s(0) = 0.
The source terms is also locally Lipschitz continuous, furthermore, this belongs
to C∞(R), the class of infinitely continuous differentiable functions. We can
assume that u0(x) has bounded support in [0, 1] and since periodic boundary
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Figure 2: Linear advection-reaction equation. Comparison of converged solution w15, ap-
proximated firt order qR and the exact solution at T = 0.25 for λ = 1, r = 10, 100 cells,
CFL = 0.18, α = 5.6 and Tol = 10−7.
n βn Err
n τn
1 1.002503184 1.982060143 0.192569
2 0.339221162 1.541742664 0.247567
3 0.179658402 1.019974552 0.374210
4 0.129557512 0.649010090 0.588102
5 0.110674919 0.473993487 0.805252
6 0.103359357 0.410759385 0.929216
7 0.100687214 0.390106220 0.978411
8 0.099806263 0.384018730 0.993921
9 0.099548143 0.382245425 0.998532
10 0.099480915 0.381798718 0.999700
11 0.099465245 0.381707333 0.999940
12 0.099461950 0.381688495 0.999989
13 0.099461320 0.381684971 0.999998
14 0.099461210 0.381684368 1.000000
15 0.099461192 0.381684274 1.000000
Table 1: Linear advection-reaction equation. Second column: parameter βn. Third column:
Error of wk with respect to the exact solution. Fourth column: gaining in accuracy in the k
stage. Parameters: T = 0.25, λ = 1, r = 10, 100 cells, CFL = 0.18, α = 5.6 and Tol = 10−7.
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n βn Err
n τn
1 1.002089090 0.049488757 0.561212
2 0.951721597 0.031257750 0.888537
3 0.932017487 0.028248110 0.983204
4 0.928935042 0.027821698 0.998273
5 0.928586351 0.027777618 0.999858
6 0.928557279 0.027773939 0.999990
7 0.928555437 0.027773699 0.999999
8 0.928555346 0.027773687 0.999999
9 0.928555346 0.027773687 1
Table 2: Burger equation: Second column: parameter βn. Third column: Error of wk with
respect to the reference solution. Fourth column: gaining in accuracy in the k stage. Param-
eters: T = 0.12, 100 cells, CFL = 0.5, α = 2.55 and Tol = 10−7.
conditions is implemented we have that supp(u0) ⊂ supp(s) is bounded. There-
fore, s ∈ H1(R). That is, this problem does satisfy the conditions of the theorem
3.2, hence the iterative procedure should provide the solution of this balance
law.
The implementation is carried out with, CFL = 0.5, α = 2.55, 100 cells and
Tol = 10−7. Figure 3, shows the functions w0, w1, w2 and w4 at the final time
T = 0.12 generated by the iterative process beginning with v0 = 0 and β0 = 1.
Table 2, shows the results for the convergence of the iterative process. In
the second column, it is shown the sequence {βn}. The third column shows
the L1 error at the output time between each solution wn and the reference
solution. The fourth column shows the gaining factor, τn. We observe that the
converged solution w9 has the same performance as the conventional first order
approximation. Here, again the convergence is in terms of the tolerance Tol.
Figure 4, shows the converged solution, w9 (circles) the approximate solution
obtained by the first order approximation qR (squares) and the exact solution
(continuous line). We see that w8 and qR are identical.
7. The traffic flow model
Let us consider the traffic flow equation with non-linear source term
∂tq + ∂x(q · umax · (1− qqmax ) = r · q3 , x ∈ [0, 1], t ∈ [0, T ] ,
q(x, 0) = 0.2 · (1+c(x))2 + 2.2 · (1−c(x))2 .
(37)
where c(x) = (x−0.5)x2+δ , with δ = 10
−6, we implement transmissive boundary
condition, model parameters r = 2, umax = 3,qmax = 0.8.
Notice that this source satisfies also that s(q) = rq3 is locally bounded in R
and s(0) = 0. The source terms is also locally Lipschitz continuous, furthermore,
this is an infinitely continuously differentiable function in R. Furthermore, since
we apply transmissive boundary conditions we can take also a bounded support
of s taking supp(u0) ⊂ supp(s). That is, this problem does satisfy the theorem
3.2, hence the iterative procedure should provide the solution of this balance
law. The implementation is carried out with, CFL = 0.5, α = 2.0, 100 cells and
Tol = 10−7. Figure 5 shows the results for w0, w1, w2 and w4 at T = 0.02, where
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Figure 3: Burger’s equation. Comparison of solutions w0, w1, w2, w4 and w8 at T = 0.12,
against the reference solution for 100 cells, CFL = 0.5 and α = 2.55.
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Figure 4: Burger’s equation. Comparison of converged solution w9, approximated first order
qR and the reference solution at T = 0.12 for 100 cells, CFL = 0.5, α = 2.55 and Tol = 10−7.
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Figure 5: Traffic flow equation. Comparison of solutions w0, w1, w2 and w4 at T = 0.02,
against the reference solution for r = 2, umax = 3, qmax = 0.8, 100 cells, CFL = 0.5 and
α = 2.
the tendency to the reference solution is observed. Furthermore, Table 3 shows
the convergence of the iterative process for the traffic flow model. The second
column shows the sequence {βn}. The third column shows the L1 error at the
output time between each solution wn and the reference solution. The fourth
column shows the gaining factor, τn. We observe that the converged solution
w9 has the same performance as the conventional first order approximation.
Here, again the convergence is in terms of the tolerance Tol. Figure 6 shows the
comparison between the converged function w9 and the approximate first order
accurate solution qR obtained by the discretization of the original hyperbolic
system.
8. Conclusions
In this work, we have proved local existence and uniqueness in time, of a
class of hyperbolic balance laws with non-linear source terms, satisfying that;
i) s(q) is locally bounded in R and s(0) = 0; ii) The source terms is locally
Lipschitz continuous and; s ∈ C2(R) ∩H2(R). The constructive proof is realiz-
able into an iterative procedure for obtaining solutions for this class of balance
laws, in which the convergence is guaranteed also by existence and uniqueness
result. The iterative problem which in principle can be implemented by any
approach, here has been solved by using a low-dissipation method in the frame-
work of finite volume schemes. The approach generates a converged solution
of first order of accuracy which coincides with the accuracy of the conventional
implementation of a low-dissipation method. A high-order method generates a
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Figure 6: Traffic flow equation. Comparison of converged solution w9, approximated first
order qR and the reference solution at T = 0.02 for r = 2, umax = 3, qmax = 0.8, 100 cells,
CFL = 0.5, α = 2 and Tol = 10−7.
n βn Err
n τn
1 0.454545455 0.177248859 0.200584
2 0.380818913 0.072762354 0.488621
3 0.361848941 0.043568247 0.816036
4 0.357488961 0.036910457 0.963229
5 0.356703991 0.035736574 0.994870
6 0.356593379 0.035573617 0.999427
7 0.356580794 0.035555224 0.999944
8 0.356579603 0.035553489 0.999993
9 0.356579507 0.035553349 0.999997
Table 3: Traffic flow equation. Second column: parameter βn. Third column: Error of
wk with respect to the exact solution. Fourth column: gaining in accuracy in the k stage.
Parameters: r = 2, umax = 3, qmax = 0.8, 100 cells, CFL = 0.5, α = 2 and Tol = 10−7.
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converged solution of high-order too, however, from experiments using a second
order methods, not shown here, an increasing on the computational cost has
been observed. The demonstration of the convergence for the case of L∞ solu-
tions with bounded variation and the exploration of this procedure for systems
of hyperbolic balance laws are two important issues to be regarded in a future
work.
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