Abstract. The quaternion Bingham distribution has been used to model preferred crystallographic orientation, or crystallographic texture, in polycrystalline materials in the materials science and geological communities. A primary difficulty in applying the Bingham distribution has been the lack of an efficient method for fitting the distribution parameters with respect to the materials underlying crystallographic symmetry or any statistical sample symmetry due to processing. In this paper we present a symmetrized distribution, based on the quaternion Bingham, which can account for any general combination of crystallographic or sample symmetries. We also introduce a numerical scheme for estimating the parameters of the symmetrized distribution based on the well known expectation maximization algorithm.
Introduction
The link between anisotropic properties and response in polycrystalline materials and crystallographic preferred orientations or texture has long been recognized [1] [2] [3] [4] [5] [6] . The relative volume fraction of crystal orientations within a polycrystal is encoded by the orientation distribution function (ODF) [1] . Macrotexture techniques, such as bulk X-ray or neutron diffraction, characterize the average texture over many grains and does not provide any spatial information concerning E-mail addresses: niezgoda.6@osu.edu. Date: April 19, 2016 . This work is supported by DARPA YFA Grant No. D15AP00103 "Computational Design Tools for Quantifying Uncertainty Due to Material Variability". the arrangement of cystallites in a sample [7, 8] . Microtexture techniques on the other hand, including electron backscatter diffraction [9, 10] or high energy X-ray diffraction microscopy [11, 12] , directly and discretely measure local orientations and produce 2D or 3D spatially resolved orientation maps of a much smaller number of grains.
Recently, Niezgoda and Glover proposed a novel approach to microtexture ODF estimation based on the idea that discrete orientation data are fundamentally different than bulk diffraction pole figure data [13] . Rather than building up the ODF from the superposition of the contribution of individual orientations [1, 3] , they posed the question "Can we find the ODF which was the most likely to give rise to the measured orientation data?" Their approach consisted of three main components 1) The modeling of ODFs as a mixture of simpler distributions such as the Von Mises Fisher or Bingham distributions [13] , 2) a minimum message length criterion to determine the "optimum" number of components in the mixture model to avoid under/overfitting and 3) an unsupervised learning algorithm for fitting the parameters of the mixture model that maximizes the probability of measuring the set of discrete orientations. The critical weakness of the approach was a lack of a computationally efficient means of fitting the Bingham distribution parameters with respect to crystallographic and sample symmetry, and the case studies presented by Niezgoda and Glover were limited to the triclinic crystal symmetry (C 1 point group) [13] . In this work, we introduce a symmetrized Bingham distribution, describe an iterative approach to obtain expectation maximization maximum likelihood (EM-ML) estimates for the symmetrized Bingham parameters, and demonstrate the approach for fitting texture components in materials with cubic crystallographic and orthotropic statistical or sample symmetry.
Symmetrized Bingham Distribution
2.1. The Quaternion Bingham Distribution. The Bingham distribution is an antipodally symmetric distribution defined on the unit hypersphere S d ⊂ R d+1 [14] . Points on S 3 are represented by the set of unit quaternions U , which is isomorphic to special unitary group of degree 2, SU (2), and is a double covering group of the rotation group SO(3). The Bingham distribution on S 3 , or the quaternion Bingham, is a convenient probability distribution to model texture and can represent common texture components including fibers, sheets, uniform, or anisotropic spreads around individual orientations [15] [16] [17] [18] [19] . While the Bingham distribution is very flexible, there are ODFs for which a Bingham model is not suitable, such as the cone fiber textures explored in [20, 21] . As with all statistical modeling, it is important to test for goodness of fit, as even "simple" texture components such as fibers and unimodal orientation spreads may be shaped in such a way that they are not be well represented by a Bingham model. The probability density function (p.d.f) for the quaternion Bingham is given by
where g is a unit quaternion representing an orientation, Λ is a 4-vector of concentration parameters λ i , and F is a normalization constant. V is a 4 × 4 matrix the columns of which, v i , are orthogonal unit quaternions representing the principal directions of the distribution. The dot operator (·) denotes the quaternion inner product. The concentration parameters, Λ, are unique only up to an additive constant. For this work we choose the convention λ 1 ≤ λ 2 ≤ λ 3 ≤ λ 4 = 0 to resolve the ambiguity. The concentration parameters determine the sharpness of the distribution along the associated principal direction with Λ = [0, 0, 0, 0] corresponding with the uniform distribution. The primary difficulty in working with the Bingham distribution is the computation of the normalization constant F (Λ) which is a generalized hypergeometric function with matrix argument. For fast processing the authors have precomputed F (Λ) to a lookup table for a discrete grid of Λ values.
Interpolation is then used to quickly estimate normalization constants on the fly for arbitrary Λ values [13, 22] .
The maximum likelihood estimators (MLE) for the quaternion Bingham parameters, denotedΛ andV, are straightforward to calculate. Given a set of N discrete orientations, G = {g (1) , . . . , g (N ) }, the scatter matrix
is a sufficient statistic to calculate bothΛ andV.V is found by performing an eigenvalue decomposition of S. The MLE mode of the distribution is the eigenvector of S with the largest eigenvalue and the columns ofV are the eigenvectors corresponding to the 2nd, 3rd, and 4th eigenvalues.Λ is found by setting the partial derivatives of the log-likelihood function, log p(G;
; Λ, V) with respect to the components of Λ to zero yielding
The values of the derivatives are precomputed and stored as a lookup table. Since the tables for F and ∇F are indexed by Λ, a kD-tree is used to efficiently find the nearest neighbors for a computed ∇F/F to computeΛ by interpolation.
Symmetry Group Invariant Bingham Distribution.
In order to practically apply the Bingham distribution to ODF representation we need to account for the underlying crystallographic and sample symmetries of the material and processing operations. Let Q c = {q
M } denote a group whose elements transform one orientation to a crystallography equivalent one. If q c ∈ Q c then any function where f (q c * g) = f (g) is said to be invariant under Q c . A material sample can also contain statistical symmetry due to processing. The classic example is a statistical two-fold rotation axis about the rolling, transverse, and normal directions of a rolled plate resulting in orthotropic sample symmetry [23] . The sample symmetry group Q s = {q s 1 , . . . , q s P } is defined in an identical way to the crystal symmetry group except the group operation is right multiplication.For materials with both symmetries any function of g must be invariant under both symmetries as [1] ,
Chen et al. recently derived the form that all probability density functions must have in order to be invariant under spherical symmetry groups [24] . Here we trivially extend their result to include sample symmetry and state that the density function p : SO(3) → R is jointly invariant under Q c and Q s if and only if
where Θ are the parameters of the probability density. Eq. 2.5 states that any probability density p(g) over the orientations which is invariant to crystallographic and sample symmetry can be represented as a finite mixture with equal weights of the rotated density under the combined crystallographic and sample symmetry groups actions. Readers interested in a formal proof are referred to [24] . Applying eq. 2.5 allows us to directly write the p.d.f for the symmetrized Bingham as
where Q denotes the symmetry groups, Q r denotes the quaternionic matrix where the product Q r V is equivalent to applying rotation q r to each column of V, and [V ij ] k denotes the kth column of V ij . Going from eq. 2.6 to eq. 2.7 requires the application of the inner quaternion product v k ·g in eq. 2.1 and the observation that the inverse of symmetry elements must also be elements of the symmetry group. EQ. 2.8 states that the symmetrized Bingham distribution is a finite mixture of the standard quaternion Bingham distributions, with each component a) having equal weight b) having principal directions rotated by Q c i VQ s j = V ij and c) having the same concentration parameters Λ. A similar weighted mixture mixture was defined in [18] and termed the Pseudo-Bingham distribution.
Given set G containing N orientation measurements, the data log-likelihood is given by
While the symmetrized Bingham has an intuitive interpretation, the form of eq. 2.9, specifically the sum over the symmetry elements, destroys the simple solution of the ML estimate of the Bingham Parameters described in Sec. 2.1. It is possible to find the ML estimates by optimization, as expression of the gradients of the log-likelihood with respect to Λ and V is straightforward. However this approach was found to be highly inefficient due to the number of independent parameters, non-linear constraints, and numerical non-smoothness of the derivatives due to the approximation of the series expansion for F (Λ) and interpolation of F and ∂F/∂Λ 1 It should be noted that the symmetrized Bingham distribution is not formally a Bingham distribution or even in the family of related exponential distributions. As discussed by [25] , the summation over symmetry elements spoils the exponential form. We will keep the name symmetrized Bingham for convenience, as it aids understanding of how it is constructed from the lookup tables. Instead we adopt an iterative Expectation MaximizationMaximum Likelihood (EM-ML) approach, for parameter estimation [26] .
3. EM-ML Algorithm for Parameter Estimation 3.1. Mathematical Formulation. As mentioned in Sec. 2.1, S is a sufficient statistic for parameter estimation for the standard Bingham distribution. Eq. 2.7 shows that the symmetrized Bingham is finite mixture of rotated standard Bingham distributions. If S could be calculated for the symmetrized case the standard ML estimatesΛ andV could be trivially computed. Consider a set of N discrete orientations, G = {g (1) , . . . , g (N ) } which was generated by sampling a symmetrized Bingham distribution. In order to calculate S we are missing information. The complete dataset would also contain a label which identifies which of the M P rotated components of the mixture generated each sample [13, 24, 26] . The EM-ML algorithm seeks the Bingham ODF which maximizes the probability of measuring the orientation data by a) estimating the labels given an estimate of the Bingham parameters (E-step) then b) using this new estimate of the labels to update the Bingham parameters (M-step). The algorithm is described more formally below.
For compactness let Θ = {Q, Λ, V} denote the complete set of parameters necessary to specify the symmetrized Bingham p(g; Θ). Further let θ ij = {Λ, V ij = Q ij take the value 1 if g (n) was generated by p(g; θ ij ) and 0 otherwise. If Z could be measured, then computing the scatter matrix and finding the ML estimate of the parametersΘ would be trivial.
The complete data log-likelihood is given by
An ideal algorithm would maximize eq. 3.1 directly. However optimization of functions of binary variables (i.e. Z) is problematic [27] . Instead we define the conditional expectation, W = E Z|G,Θ . w (n) ij gives the probability that z (n) ij = 1 or equivalently the probability that orientation g (n) was generated by the rotated Bingham p(g; θ ij ). By substituting W into eq. 3.1 we can use Bayes rule to update the probabilities of mixture assignments. In the EM literature this is termed the Q function. IfΘ represents a current estimate of the parameters then
The E-step consists of using Bayes rule to update W as
.
Then in the M-step the parameter estimatesΘ are updated to maximize eq. 3.2. The ML estimate for Q(Θ|Θ) can then be derived, by setting the derivatives with respect to the parameters to zero and solving. The ML estimates take exactly the 
The EM-ML algorithm alternates between eq. 3.3 and eq. 3.4 until convergence is reached. For this work convergence was defined as the change in eq. 3.2 between iterations was less than some small value , ∆Q(Θ|Θ)/n ≤ δ.
3.2.
Example. As a demonstration we apply the algorithm to the case of texture estimation in a cubic-orthorhombic material, meaning that each orientation has 96 symmetric equivalents (the composition of 24 from cubic crystallographic Laue class m3m and 4 from sample symmetry group). n = 1000 i.i.d. sample orientations, and the stopping criterion δ = 10 −5 was used. In order to define a "ground-truth" for comparison, n quaternions were sampled from a non-symmetrized Bingham distribution with known parameters. The ML estimates of the quaternion Bingham parameters (Eqs. 2.2 and 2.3) were computed from the samples and the resulting fit Bingham was used as the ground truth. The sampled quaternions were each replaced with a randomly chosen symmetrically equivalent orientation to produce G. In this way we ensured direct comparison between the EM-ML process to fit the symmetrized Bingham and the ML estimates of the standard quaternion Bingham distribution using equivalent initial data. The quality of fit was evaluated by computing the data log likelihood (Eq. 2.9) and the texture entropy for each ODF as well as the integrated error between the fit ODF and the ground truth. Figure 1 shows the results of this procedure. For convenience the ODFs are plotted with respect to the Bunge-Euler angles at constant φ 2 sections, for interpretation of the ODF images see [1, 23] . 1000 samples were drawn from an anisotropic Bingham distribution with Λ = [−25, −20, −15] and V chosen as a random orthogonal matrix. As expected the fit ODF is virtually identical to the ground truth ODF. Specific details of the goodness of the fit are given in Table 1 . It is interesting to note that the likelihood of the symmetrized fit is slightly larger than the ground truth fit. Additionally the progression of the algorithm, shown by the evolution of Q(Θ|Θ) with each iteration, is highlighted in Fig. 2 . 
