ABSTRACT In this paper, we consider the problem of optimal scalable video delivery to mobile users in wireless networks given arbitrary Quality Adaptation (QA) mechanisms. In current practical systems, QA and wireless channel scheduling are performed independently by the content provider and network operator, respectively. While most research has been focused on jointly optimizing these two tasks, the high complexity that comes with a joint approach makes the implementation impractical. Therefore, we present a scheduling mechanism that takes the QA logic of each user as input and optimizes the scheduling accordingly. Hence, there is no need for centralized QA and cross-layer interactions are minimized. We model the QA-adaptive scheduling and the jointly optimal problem as a Restless Bandit and a Multi-user Semi Markov Decision Process, respectively, in order to compare the loss incurred by not employing a jointly optimal scheme. We then present heuristic algorithms in order to achieve the optimal outcome of the Restless Bandit solution, assuming the base station has knowledge of the underlying quality adaptation of each user (QA-Aware). We also present a simplified heuristic without the need for any knowledge of the QA logic at the base station (QA-Blind). We show that our QA-Aware strategy can achieve up to two times improvement in network utilization compared to popular baseline algorithms such as Proportional Fairness. We also show that the QA-Blind strategy performs very close to the QA-Aware scheme while providing significant reduction in complexity. Furthermore, we provide a testbed implementation of the QA-Blind scheme in order to compare it with baseline algorithms in a real network setting.
I. INTRODUCTION
Video is the largest consumer of mobile wireless data (40% during peak consumption periods) in North America, and it is predicted that this trend will continue [1] . In order to accommodate this enormous demand, available spectrum has to be used intelligently through deploying video delivery techniques that utilize bandwidth efficiently. For this purpose, adaptive video delivery over HTTP has been standardized under the commercial name Dynamic Adaptive Video Streaming of HTTP (DASH). DASH can also be implemented using the scalable extension of the video codec H.264/SVC and H.265/SHVC.
In SVC, each segment is encoded into a base layer containing the minimum quality representation, and one or more enhancement layers for additional quality. Apart from higher
The associate editor coordinating the review of this manuscript and approving it for publication was Zhihan Lv . flexibility in segment delivery, SVC also benefits the network in terms of caching efficiency and congestion reduction at the server [2] . These benefits have led to efforts to enable commercial deployment of SVC. For instance, Vidyo and Google have begun a collaboration for implementing SVC on WebRTC using the VP9 codec [3] . The process of delivering adaptive video using SVC in a wireless network can be broken into two separate tasks:
Quality Adaptation (QA): QA determines the order in which different layers of different segments must be requested by the user, and is performed by an end-to-end application specified by the content provider (e.g., Netflix, Amazon). The adaptation policy is not specified in the DASH standard and therefore, depending on the user device, video application, content provider, etc., different vendors can use different policies. Scheduling: The performance bottleneck in typical wireless networks serving multiple users is the access link. In these networks, the base station assigns VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. System architecture for two SVC wireless delivery schemes.
time-frequency resources to each individual user, a task referred to as scheduling. Scheduling is not a standardized protocol, and network service providers can design their own scheduling policy to maximize Quality of Experience (QoE) and resource utilization. The above two tasks can either be implemented independently of each other, as shown in Figure 1b , or jointly by the base station as illustrated in Figure 1a . A joint optimization would require considerable cross-layer functionality at the base station making it impractical and overly complex. It would also call for coordination between content providers and network operators which is undesirable because it forces the content provider to give away control over its content delivery process, which it may be reluctant to do for business reasons. On the other hand, separately optimizing the two tasks provides inferior system performance compared to the joint case.
In this paper, we design a scheduling policy that adapts itself to any arbitrary QA policy that is implemented on each end user (QA-adaptive scheduling). In our proposed system model, end users can deploy any QA provided by the content provider. The network then takes the QA of each user as input and optimizes the scheduling accordingly. As a result, content providers will still have full control over the adaptation process and the scheduling will be adaptive to the underlying QA. Hence, for this system to work, the network operator needs to know the operation of the QA logic adopted by the content provider, even though it is not authorized to alter it in any way. Furthermore, this separation between QA and scheduling may allow service providers, bound by the evolving net neutrality rules, a new option to maximize QoE without explicit, and therefore possibly discriminatory, cooperation with content providers.
The recently developed MPEG Server and Network Assisted DASH (SAND) technology, offers standardized messaging schemes and protocol exchanges for service providers and operators to enhance streaming experience while also improving network bandwidth utilization [4] . The exchange of QA logic between content provider and the network can be done within the SAND framework.
In this paper, we start by formulating the QA-adaptive scheme using Restless Bandits (RB) [5] . Next, using the concept of Multi-user Semi Markov Decision Process (MUSMDP), we formulate the jointly optimal QA and scheduling policy. The latter is performed in order to serve as a benchmark that accurately measures how much loss in performance is observed if the jointly optimal scheme is not deployed. RB is an efficient tool to optimize a sequence of decisions that uses the concept of forward induction. The classic example of an RB consists of a set of slot machines (one-armed bandits). At any instant, a known number of these slot machines are operated to obtain a certain reward. The goal is to schedule the bandits such that their long term sum reward is maximized. This is a generalization of the traditional frozen Multi-Armed Bandit (MAB) problem in which bandits that are not chosen in a slot do not change state and offer no reward in that slot [6] .
Based on the solution of the RB, we can obtain an upper bound for the system performance, which can be used as a benchmark for comparing various heuristic algorithms. Then, we develop two heuristic scheduling algorithms based on the RB solution called QA-Aware and QA-Blind. In the QA-Aware algorithm, the base station needs to know the instantaneous state for each user's buffer and channel, as well as the QA logic used by the content provider from which the user is receiving the video. The QA-Blind algorithm is a simplified heuristic in which the base station is blind to all aspects of the users' QA and only requires knowledge of the instantaneous buffer and channel state.
Our conclusion is well aligned with the findings in [7] , where the authors propose optimal QA mechanisms for adaptive video delivery over the internet in a single user setting. They conclude that in the steady state, where the playback buffer is filled beyond a certain threshold, the QA policy is buffer-dependent. In this case, the policy targets higher quality segments for delivery as the occupancy of the playback buffer grows. When the buffer has fewer segments, the QA-policy also considers the channel conditions and becomes more conservative when the available data rate is low. In our work, we do not optimize the QA and consider it as given, hence, we focus on multi-user scheduling in a wireless environment. Our QA-Blind algorithm suggests that users whose playback buffer levels are rising should be prioritized according to their buffer level and those with lower buffer occupancy are served first. Among those users who have declining buffers, we should prioritize those who have the best channel state.
Consider a simple example where a network consists of four users streaming adaptive video with arbitrary QA in a wireless network. The users are indexed u 1 , u 2 , d 1 , and d 2 . We observe how the QA-Blind scheduler behaves at the end of a certain time interval between t 0 and t 1 . In this time interval, suppose the buffer level has increased for u 1 and u 2 and decreased for d 1 and d 2 . Furthermore, suppose that at time instant t 1 , the buffer level of u 2 is higher than u 1 and the channel condition of d 2 is better than d 1 . Given these settings, the scheduler prioritizes these users in the order d 2 (first), d 1 , u 1 , and u 2 (last). The declining buffer level of the d users indicates that over the mentioned interval, these users have received insufficient resources or experienced poor channel conditions that caused the buffer level to decrease. Therefore, they are subject to higher priority to reduce the chance of rebuffering. By prioritizing the user with the better channel d 2 , the scheduler tries to make more efficient use of the wireless resources. The higher spectral efficiency of a good channel results in a shorter download time and quickly reduces the chance of re-buffering for d 2 . If however, d 1 was scheduled prior to d 2 , the poor spectral efficiency would increase the risk of both users experiencing re-buffering. The choice between u 1 and u 2 is more straightforward. Their increasing buffer level indicates the better overall channel conditions over past intervals as well as the allocation of sufficient resources to keep them from re-buffering. Among them, the user with the lower buffer level is scheduled first to provide fairness among them in the sense of re-buffering risk. The details of the algorithm such as the parameters and how the time interval is chosen will be discussed in future sections and Algorithm 2.
The remainder of the paper is organized as follows. In Section II, we provide a summary of relevant research on the topic. Section III describes the system model, which is followed by the RB formulation of the problem in Section IV. The heuristic algorithms are presented in Section V. Section VI and VII contain the simulation and implementation results, respectively. Finally, Section VIII concludes the paper.
II. RELATED WORK
A significant number of research papers have focused on optimal single user QA. All of the proposed policies make use of the added flexibility offered by the layered structure of SVC. These efforts can be categorized based on solution approaches, such as dynamic programming [8] - [11] , heuristic algorithms [12] - [14] , and experimental methods [7] , [15] . Some have focused on the joint QA and scheduling optimization in various types of networks [16] - [25] . A popular technique to tackle this problem is network utility maximization [16] , [17] , [20] , [21] , [25] . Others have used gradient-based methods where the base station solves a rate maximization problem in every time-slot to update the gradient [18] . Most of the proposed methods are myopic and attempt to achieve real-time optimality, which is a suitable approach for live streaming use cases.
The only papers that propose a foresighted scheme, where the effect of each decision is taken into account for future events, are [23] , [24] . Here, the authors model the problem as a Multi-user Markov Decision Process, which is solved using a sub-gradient algorithm. This methodology requires running a complex iterative algorithm in every time-slot. Furthermore, like in all the papers discussed above, scheduling and QA are jointly optimized and therefore suffer from the shortcomings discussed in Section I.
Other papers have proposed simple collaboration mechanisms between content providers and network operators with the goal of improving existing QA schemes for DASH [26] - [29] . The main argument in these papers is that current QA mechanisms that fully rely on client based adaptation fail to deliver acceptable performance in terms of fairness, stability, and resource utilization. By providing network assistance through the exchange of system statistics between the network and the client, the QA policies can be improved. In [28] , an OpenFlow assisted control plane orchestrates this functionality. An in-network system of coordination proxies for facilitating resource sharing among clients is proposed in [29] . The authors of [26] develop a scheme that leverages both network and client state information to optimize the pacing of different video flows. In [27] , the bitrate of each requested stream is throttled to a certain range and a proportional fair scheduler shares the resources among the streams. In our work, we deploy a similar collaboration mechanism between the network and the content provider but for the purpose of optimizing the scheduling policy given that users may deploy any arbitrary QA.
MAB has been adopted in recent research work in the field of wireless networking. It has been applied for content caching in small cell networks [30] , optimal cache placement in infostation networks [31] , and channel allocation in cognitive radio networks [32] - [34] . To the best of our knowledge, no prior work has used this tool for optimizing video delivery. Furthermore, no prior research has considered optimal QA-adaptive scheduling for scalable video in wireless networks. In our earlier work [35] , we performed a preliminary analysis on this subject. Here, we greatly expand the analysis to encompass joint optimal QA and scheduling, provide an extensive simulation study and show the results from a real test-bed implementation.
III. SYSTEM MODEL
We start this section by describing the network environment as well as the video model, both of which are then used in the problem formulation. Next, we propose a representation in the form of binary matrices to model arbitrary QA.
A. NETWORK MODEL
We assume that the network consists of one base station serving N users from the set N = {1, 2, · · · , N }. The time frequency resources of the network are structured in a manner similar to LTE systems, where time is slotted and the total bandwidth (W tot ) is divided into M subchannels, as in Orthogonal Frequency Division Multiple Access (OFDMA). The scheduler picks M (M ≤ N ) users in each time slot and assigns a subchannel to each of them. We assume that VOLUME 7, 2019 for each user n, the channel has flat fading and the capacity of each subchannel follows a Markov chain with transition matrix C n , where C n,i,j = P(c n,t+1 = j|c n,t = i). The states of the Markov chain c n,t represent the channel capacity for each subchannel and are taken from the set C. In a LTE setting, each state refers to the available modulation and coding scheme defined by the network. While 16 different modulation and coding levels are defined in LTE, we can choose fewer representative levels in order to reduce the complexity of the problem. Note that the channel transition matrix has the user index as subscript showing that every user can experience different channel fluctuations in our model. As a simple example, suppose three different modulation schemes are available at the base station, namely QPSK, 16-QAM and 64-QAM, where under better channel conditions, the transmitter can transmit using higher order modulation. These three schemes constitute the set C. For each user, channel fluctuations can cause the assigned modulation scheme to vary. The probability of each of these possible switches make up the Markov chain transition matrix.
This model closely follows the general LTE channel where users are allocated time-frequency resources in the shape of Physical Resource Blocks (PRBs). Each time a user is scheduled, the base station notifies the user about the time slot and subchannels through Downlink Control Indicator (DCI) messages. These type of control messages determine which resource block carries a user's data, what kind of demodulation scheme the receiver has to apply and some additional information. The modulation and coding level is determined based on the reference signals received by the user. Due to the orthogonality of the resource blocks, there is no interference between users of the same cell. We also assume that the channel variation is slow enough so that the download rate remains constant over one time slot.
B. VIDEO MODEL
The content that the users receive through the network is scalable video, which is segmented in time into segments of τ seg seconds. Each segment is encoded into L quality layers which, throughout the paper, we refer to as sub-segments. We also make the assumption that sub-segments referring to the same quality layer have equal video rate and the layer rates are denoted by Q = {q 1 , · · · , q L }. It is important to note that in order to decode a layer in a SVC segment, all lower layers must be present. However, different layers can be transmitted independent of each other. We use a similar video reward model as proposed in [36] , where the authors quantify the perceived video quality as a function of frame rate, resolution, and quantization step size. By applying curve fitting, they derive the reward as a function of the video rate as follows:
where R p is the rate of the video that is being played back and R max = L l=1 q l is the maximum rate of that segment when all layers are present. If the playback header reaches a segment for which the base layer is not delivered, playback stalls and re-buffering occurs. In order to account for this, we assign a penalty for all instances of re-buffering denoted by r pen , with a value depending on the sensitivity to rebuffering. By setting the value of r pen , we implicitly determine our desired delay-quality trade-off. This video quality model shows that the perceived quality increases with the video rate and is concave in nature, which indicates that the closer the rate gets to the maximum, the less improvement is perceived by the viewers. The constants φ and θ are parameters of the quality model and their values are set to 0.16 and 0.66, respectively. These values are determined through an extensive quality rating analysis where numerous users view multiple video sequences with different rates and assign a score to each of them based on the video quality they perceive [36] .
C. QUALITY ADAPTATION
In order to quantitatively model arbitrary QA, we develop a matrix representation of the end user buffer and call it the policy matrix. In this section we derive the policy matrix which is then used in Section IV to formulate the optimization problem.
We define the policy matrix P π n (c n,t ) as a binary matrix representing the QA policy π n that is applied when user n is in channel state c n,t ∈ C at time t. Assuming the policy to be stationary, we can drop the time index from now on. The policy matrix determines all possible segment deliveries that are allowed by policy π n in channel state c n . Each row enumerates a particular buffer state at a time slot prior to the next sub-segment delivery, and each column enumerates the state of the buffer upon delivery completion under policy π n . Hence, if the element in the i th row and j th column of P(c n ) is 1, it means that the policy chooses to download those subsegments for which the buffer state changes from i to j. Since each layer can have any number of sub-segments between 0 and the buffer limit b max , the size of the policy matrix is Figure 2 illustrates the concept of policy matrix with a simple example. It shows an end user buffer receiving a video that is encoded into a base and two enhancement layers. Suppose that under the current channel conditions, the user can receive one sub-segment in the current time slot (c = 1 Mbps). The current buffer state is denoted by i = (6, 4, 1), showing the number of sub-segments per layer (lowest layer is the left most element of i). Assume that the next sub-segment to be requested is from the second enhancement layer. Since one segment of the video will be played back during the download, the final state of the buffer will be j = (5, 3, 1). Therefore, the i th row of the policy matrix is constructed as follows (other rows are constructed in a similar fashion):
150808 VOLUME 7, 2019 FIGURE 2. Policy matrix and corresponding receiver buffer under DBP with pre-fetch threshold equal to two. The QA policy chooses the next sub-segment from the top enhancement layer.
With this technique, any arbitrary QA mechanism can be modeled as a set of policy matrices, each representing a particular channel state. There exists a large body of research work dealing with obtaining optimal QA policies for SVC video. The majority of this work concludes that optimal QA mechanisms primarily depend on the level of the playback buffer and state of the channel at the instant of decision making. Hence, for the remainder of our analysis, we consider three different QA policies based on the most prominent results in the literature: 1) Diagonal Buffer Policy (DBP): A common conclusion from multiple research work [8] , [9] indicates the optimality of a diagonal policy. In this policy, the QA prefetches sub-segments from the lowest quality layer first and requests sub-segments from higher layers later. For each layer, sub-segments are retrieved until the difference between the sub-segments of that layer and the one above reaches a certain pre-fetch threshold, at which point it switches to the layer above, and this continues for all layers. The pre-fetch threshold of different layers need not be the same and can be set depending on the segment size, added video quality and other design preferences. Figure 2 shows an example of such a policy.
2) Channel Based Policy (CBP):
In this scheme the QA policy requests base layer sub-segments when the channel quality of the user is poor. As channel conditions improve, the QA gradually becomes more aggressive and starts requesting enhancement layer sub-segments [13] .
3) Base layer Priority Policy (BPP):
In this scheme, base layer sub-segments are requested while buffer occupancy is low. After the buffer is filled beyond a certain threshold, the policy switches to full quality segments. This method has been proposed for single layered DASH video delivery [37] . There are many different ways to design a CBP or BPP policy. In Section IV we describe the particular CBP and BPP policies we used for the simulations.
IV. PROBLEM FORMULATION
In this section, we first formulate the QA-adaptive scheduling as a Restless Bandit (RB). Unlike traditional solution approaches for solving RB problems which aim at determining index-based strategies, our formulation uses an MDP model for each user, along with a resource constraint that couples the individual MDPs. The reason is that indexability is a very restrictive constraint for RBs [5] and requires major simplifications to the system model, whereas our approach has the flexibility to handle the complex nature of the SVC delivery procedure. In order to compare the optimal solution of this formulation with a jointly optimal QA and scheduling scheme, we also formulate the latter using a MUSMDP.
A. QA-ADAPTIVE SCHEDULING
We assume that similar to Figure 1b , QA is determined by the content provider. The scheduler takes the QA of each user in the form of policy matrices as input prior to the start of the streaming process. Hence, it knows what each user will request as next segment at any given time. Each time the previously requested segments are delivered, users request new segments from the video server. They also send Channel Quality Indicator (CQI) messages to the base station every time slot. The video server sends the requested segments to the base station where they are buffered and scheduled for delivery. The QA-adaptive scheduler will optimize the schedule according to each user's QA and the state of their buffer and channel. The RB problem consists of a state space, action space, and a transition model which will be described next.
1) STATE SPACE
We define the state space of user n, denoted by S n . S n , as the combination of the instantaneous channel state c n and the current state of the buffer. The state of the buffer is represented by a vector b n representing the number of subsegments the user has currently stored in the buffer for each layer, i.e., b n = (b n,l ) 1:L . Therefore, the state space can be represented as
2) ACTION SPACE
At each time slot k, the action taken by the scheduler is in the form of a vector a k = (a n,k ) 1:N of size N , where a n,k is set to one for scheduled users and zero for the rest. Hence, each user can be modeled as a bandit that is either operated in a slot or not.
3) TRANSITION MODEL
The transition from one state to the next depends on the channel transition matrix and the policy matrix as well as if the user was scheduled (active) in that time slot or not (passive). The structure of the transition matrix is similar to the policy matrix with the difference that here we also include the instantaneous channel state. We define two state transition matrices for the active and passive users and denote them as H 1 n and H 0 n , respectively. In the passive case, the user cannot request any new sub-segments and can only play back the existing segments in the buffer. Therefore, the passive policy VOLUME 7, 2019 matrix P 0 n indicates transitions for which the occupancy of each layer is decremented by one. If no base layer is left in the buffer, no playback is possible, and therefore, no change occurs in the state of the buffer. We count this as an instance of re-buffering. The same procedure is followed for all channel states and we can write the state transition matrix H 0 n as follows:
where ⊗ is the Kronecker product. For the active state transition matrix H 1 n , we need to create the policy matrices for all channel states (P π n (c n ), c n ∈ C) since, depending on the available data rate, a different number of sub-segments can be delivered in every time slot. After determining the policy matrices for all channel states, the active state transition matrix can be derived as:
The objective function is the expected discounted sum of rewards received by the users throughout the streaming process and is expressed as:
where β is the discount factor (0 < β < 1) and R a n,k s n,k is the reward received by user n if it is in state s n,k in time slot k and chooses action a n,k , and is calculated according to (1) . The goal of the optimal scheduler is to determine the optimal policy u in such a way that the expected sum of received rewards is maximized with respect to the resource constraint bounding the number of active users at each time slot to M . The expectation is taken over the policy u, which is the sequence of actions that each user n takes in each time slot k. Hence, the solution of the optimization is the sequence of actions that result in the highest discounted sum reward.
We assume that segments that are downloaded in each time slot cannot be played back in the same slot. This is also the case for real video delivery in which after a segment is received, it takes some time for decoding and processing before it becomes available for playback. With this assumption, the immediate reward of a user is independent of the immediate action of the scheduler, and we can write R 0
Next, we define for every user n and scheduling policy u, the performance measures x a s n (u), where a is either zero or one for the passive and active case, respectively. These performance measures are then defined as follows:
where
1 If in slot k, user n is in state s n and is assigned action a 0 otherwise (7) Essentially, x a s n (u) is the expected discounted amount of time that policy u assigns action a to user n whenever the user is in state s n . To put it in simpler terms, if the streaming process with scheduling policy u continues for a very long time lasting many time slots, then in x a s n (u) of these time slots user n will be in state s n and action a is taken. It is proved in [38] that the set of all Markovian policies for user n following the transition matrix H a n , forms a polytope which can be represented as follows:
where α j n represents the probability of j n being the initial state for user n.
Consequently, the RB can be formulated as the following linear program:
subject to:
The objective function is derived by simply replacing the performance measure from (6) into the original objective function (5). It should be noted that since the quality adaptation is pre-determined, the users are modeled as uncontrolled agents, i.e., the action space only determines if the user is active or passive without specifying what users do in the active mode. This is by definition the classic Restless Bandit (RB) problem including a set of agents (bandits) where a fixed number of them are activated in every time slot. All bandits, whether active or not, change state and receive a reward for the next slot. The quality adaptivity of this formulation is implied in both the reward function R a n,k s n,k as well as the resource constraint (8) . Therefore, changing QA policies will change the optimization problem which, in turn results in a different optimal scheduling policy.
A closer look at the resource constraint (11) reveals that in a RB, the average number of active users in each time slot is fixed to M . However, in the network model that we deployed, the absolute number of active users in each slot is kept at M . According to RB theory [39] , if the size and capacity of the network grow infinitely large ( N , M → ∞) while M N remains fixed, the solution to RB asymptotically converges to the case with a constant number of users per slot. Therefore, for a fixed M N , the larger the network, the closer RB will get to our desired solution.
For the simplified case where all users deploy the same QA and have the same buffer limit (for instance when they all stream from the same server), and have similar video and channel characteristics (for users that are located close to each other), the polytope constraint (8) becomes identical for all users. We refer to these set of users as homogeneous. These conditions occasionally occur when users are clustered together, and provide a way to simplify the heterogeneous case when it is made up of a set of homogeneous groups, which happens often in practice.
Theorem 1: For homogeneous users, if the allocation policy results in equal active and passive service time in each state for every user, that allocation policy is optimal for RB. In other words, x 0 i = x 0 j and (12) subject to:
Hence, we can model a network consisting of multiple homogeneous users using the state space of a single user, and therefore significantly decrease the number of variables and constraints of the RB. We can optimize the scheduling for heterogeneous users by grouping them into multiple groups, each comprising of homogeneous users, and including only one sample user per group in the optimization. In this case, there will be one polytope constraint for each group, and the resource constraint changes to:
where g is the index of the groups, and N g and S g represent the number of users and the state space of user in group g, respectively. The complexity of the problem, therefore, only depends on the number of groups and not the number of users per group.
B. JOINT OPTIMAL QA AND SCHEDULING
In this section, we formulate the joint problem of QA and scheduling. We use the same models for network and video described in Section III. Similar to the RB, every user is modeled as an independent agent that changes state in a Markovian fashion. Unlike the RB, however, a user is either idle or can request a sub-segment from any of the available quality layers. Hence, the action space contains the idle action as well as the index of the layer of the sub-segment to be downloaded if active, and can be represented as a n = {0, 1, · · · , L} for user n. Another difference between the jointly optimal and RB formulation is that for the RB, actions were taken once every time slot within which active users could download multiple sub-segments. Here the assumption is that active users make a decision upon the completion of the previous action. Therefore the duration of actions will vary based on the user state and the problem becomes a MUSMDP. In order to properly formulate the MUSMDP, we define the duration of a time slot to be the duration of the shortest possible action τ slot = min l q l max(C) , where q l is the size of layer l ∈ {1, · · · , L}. Since the actions do not necessarily complete at time slot boundaries, at every time slot we will have partially played back segments and the fraction of the playback needs to be included in the state space representation as well. Hence, the state space of user n is denoted by
, where c n and b n are defined as before and u n is the number of time slots that have passed since the current segment started playing back. For simplicity of notation we assume that τ seg is an integer multiple of τ slot . Figure 3 is a simple illustration the state space under the new setting, where u is initially zero. Once the next sub-segment is fully delivered, the playback header points at u = t.
The next step is to modify the transition probabilities and reward function in order to transform the discounted SMDP into a discounted MDP [40] . We do this by developing policy matrices for every possible action. For the passive action where the user is idle but playback continues, the user plays back the video in the buffer without adding any segment to it for the duration of one time slot. For the active cases, we generate one matrix per layer l represented by H l . Since the evolution of the channel state throughout one action is not known beforehand, we do not know the duration of each action. However, we can determine the probability distribution function of the duration of action l by defining the random variable τ l as the minimum number of time slots required to fully execute action l given that the initial channel state c as follows:
where c k is the available rate in time slot k and it transitions according to the channel matrix C. By considering all possible trajectories of channel state transitions, we can determine the joint probability distribution of τ l and the final channel state, given the initial channel state, as f l c (t, j) = P τ l = t, c τ l +1 = j|c 1 = c .
In order to generate the policy matrix for user n for the active cases, we generate the next state by incrementing b n,l and u n by one and the duration of the action, respectively. Hence, the policy matrices P l (τ, c n ) also turn into a function of the duration of action l. The discount factor is applied for each time slot spent to execute the action, hence, the policy matrix H l n can be written as:
where:
where e −s is the discount factor and l = {0, 1, · · · , L}. For the passive case where l = 0, we have f 0 i,j (k) equal to one for k = 1 and zero for all higher values since we define the passive action duration to be one time slot.
Suppose that user n makes its m th decision at time σ m n . Then, the objective function of the MUSMDP is the following:
where e −s is the discount factor, τ l is the duration of action l under policy u and R k s n is the reward obtained by user n in state s n after k time slots have passed. The above expression can be turned into an equivalent discounted RB using the theorem below:
Theorem 3: The MUSMDP can also be formulated as a linear program as follows: max y n∈N s n ∈S n a∈{0,1,··· ,L}r a n s n y a n s n (20) subject to:
n∈N L a n =1 s n ∈S n y a n s nτ a n s n
where y a n s n
and I a n s n (k) is defined as (7) (t, c) . Furthermore, the equivalent polytope constraint turns into the following:
Finally,τ a n s n is the expected discounted duration of action a n if the user is in state s n when the action is taken and it can be written asτ a n s n = ∞ t=0 c∈C t k=0 e −sk f a n s n (t, c) . Proof: Refer to Appendix B.
C. EVALUATION
In this section, we quantify the performance loss that is observed from moving from the jointly optimal QA and scheduling to the more practical QA-adaptive approach. In order to show this, we solve the above problems with identical system settings described in Table 1 . Figure 4 shows the sum reward per user, which is the value of the objective function for the RB for each user. In these figures, the reward is plotted as a function of the load on the network, which we define as the average number of users that compete for one subchannel, ρ = N M . In order to vary the load on the network, we vary the number of available subchannels from 4 to 18 in increments of 2 while keeping the number of users to be 20. We perform this evaluation for two network settings, with average rates of 4.5 Mbps and 2.5 Mbps, respectively. The QA schemes used are different variations of BPP, CBP, and two DBP schemes. In the BPP-x scheme, base layer segments are requested until the occupancy reaches x% of the buffer limit. After that, full quality segments are requested. For CBP, if the channel is in the two low rate states, the user only requests base layer segments. In the third channel state, two-thirds of the resources are spent on requesting base layers and the rest is reserved for enhancement layers. In the best state, only full quality segments are requested. The DBP-x QA policy represents the diagonal policy with a pre-fetch threshold of x seconds.
In Figures 4a and 4b , the network is assumed to be homogeneous and all users in the network use the same QA. We observe that especially for low load scenarios, choosing a proper QA along with QA-adaptive scheduling results in a performance close to that of the jointly optimal method. If the network load is high, deploying a proper QA becomes more critical and a conservative DBP policy with a large pre-fetch threshold performs best. In this case, the buffer is filled with base layer segments up to the buffer limit, and only then enhancement layers are requested. The intuitive reasoning behind this is that pre-fetching base layers lowers the risk of re-buffering. Based on these results we argue that if an optimal QA-adaptive scheduler is used, a simple QA like DBP can perform relatively close to the global optimum of the system. Figure 4c illustrates the performance of the QA-adaptive scheduling mechanism in a heterogeneous system where one half of the users deploy a DBP policy and the other half use a BPP policy. This figure represents networks in which some content providers use SVC while others use single layered video. This model is useful because once content providers start offering adaptive video with SVC, they have to coexist with services that will still rely on a single layered video. Our proposed QA-adaptive model is capable of devising scheduling policies for these mixed environments. For instance, Figure 4c shows that for ρ = 5, if the SVC users deploy a DBP-20 scheme and the single layer DASH users deploy a BPP-75 scheme, our scheduler performs within 85% of the jointly optimal scheme.
The RB formulation presented in this section demonstrates an asymptotically optimal scheduling policy and its solution can serve as a theoretical upper bound to the performance of any scheduling policy. In the next section, we describe simpler implementable heuristics for the scheduler operation for the QA-adaptive scenario. The purpose of these heuristic algorithms is to obtain an overall performance that is as close as possible to the RB solution.
V. ONLINE ALGORITHM
The solution of the RB gives the long term performance measures, representing the total discounted time each action is applied in each state. However, it does not explicitly state what action is optimal for each time slot. In this section, we propose two heuristic algorithms for the QA adaptive scheme that rank the states of the users according to the scheduling priority.
If the base station has full prior knowledge about (but no control over) the QA mechanism that each user is equipped with, our first algorithm called QA-Aware Scheduling (QAA) is deployed. To further simplify the process, we propose the QA-Blind Scheduling (QAB) in the second algorithm, where the scheduler has no knowledge of the QA of any user.
A. QA-AWARE SCHEDULING ALGORITHM
We start by defining the dual problem of RB as shown below. Without loss of generality, we show the dual of the simplified problem for the case with homogeneous users.
where the set of variables is denoted by λ = {(λ s ) s∈S , λ}. We define reduced cost coefficients γ a s for ∀s ∈ S, a ∈ {0, 1} as follows: sort them in descending order of their respective γ 0 s . Next, using a similar line of reasoning, we sort the states with x * 0 s > 0 in ascending order of their γ 0 s . Thereby, we have a priority list of all states, where in every time slot, the M users that appear highest in the list are scheduled. As a simple example, consider the case where a network has three users. At a particular time slot, the users are in states s 1 , s 2 , and s 3 , respectively. Also, suppose that the value of the reduced cost coefficients and long term performance measures in this time slot are as follows:
By following Algorithm 1 for this sample case, we first prioritize user 1 and 3 over user 2 because their respective x 1 s is non-zero. Among users 1 and 3, we pick user 3 because it has a lower γ 0 s . Therefore, the resulting ranking of users will become 3 − 1 − 2.
In order to implement QAA, the base station needs to know the channel matrix, the QA of each user and the video characteristics such as number of layers and segment size. Since segment sizes are not equal throughout the video, an estimate for average size can be used for the calculation. The RB linear program is solved along with its dual and all variables that are needed for QAA are determined prior to the start of the stream. However, the wireless channel is nonstationary and the channel matrix might change over time. Therefore, in order to have a more accurate estimate for the channel dynamics, the channel matrix should be updated at periodic intervals and the RB is recalculated in order to update the variables in Algorithm 1. Frequently updating the variables will increase the accuracy of the algorithm as well as its computational complexity. It is experimentally shown in [42] that the channel matrix can be assumed to be stationary for a duration of the order of tens of seconds. Updating the RB variables should also be performed whenever a user enters or exits the network.
B. QA-BLIND SCHEDULING ALGORITHM
In this section, we derive a simple QAB heuristic policy for scheduling users without the base station knowing any of FIGURE 5. User buffer level increases with rate λ when video data is delivered and decreases with rate µ due to continuous playback. FIGURE 6. λ avg and µ avg for different QA and network capacities as a function of load. The encircled points refer to the critical load ρ * for which the buffer level is constant on average.
the mentioned system characteristics in the previous section except for the state of each user's buffer and channel at any given time. To that end, we start by studying the outcome of the RB problem for a variety of scenarios in order to find common trends.
In a QA-Blind scheduling policy, the base station does not know what quality layer each user requests at each time slot. Therefore, from the base station's point of view, the user buffer can be modeled as shown in Figure 5 . In this figure, we illustrate a sample buffer of a user regardless of what layer and segment the data belongs to. Whenever a user is scheduled, the data is delivered and the buffer level increases at a rate of λ. Due to simultaneous playback, the buffer level decreases at a rate of µ. The average value of λ in a homogeneous network, which we denote as λ avg is the average throughput of each user. We can calculate λ avg as c avg ρ , where ρ is the load on the network as defined in previous sections and c avg is the average capacity of each subchannel. Also, µ avg is defined as the average rate of draining the buffer, which depends on the average rate of the video segments being played back. In Appendix C, we derive an expression for µ avg given the optimal variables derived from the RB problem. Figure 6 illustrates the values for λ avg and µ avg for different QA and c avg as a function of network load with settings similar to Table 1 . We can observe that for each pair of λ avg and µ avg , their values coincide at a specific network load, which we call critical load ρ * . This is the network load for which on average, the buffer level remains stable. For load values larger than ρ * , the buffer level will decrease and vice versa. We will use the concept of critical load to derive conclusions regarding the QAB scheduling policy. We now turn our attention to the QAA algorithm in order to determine its outcome at the critical load. Here, in order to clean out states that have no significance in the scheduling policy, we add a sub-step between step 0 and step 1 of Algorithm 1 in which we remove all states s for which x * 0 s = x * 1 s = 0 based on the following argument. Definition 4: We define a particular state s ∈ S to be reachable from state l under policy u, if either h 0 ls > 0 and x(u) 0 l > 0 or h 1 ls > 0 and x(u) 1 l > 0. In other words, s is reachable from l under a given policy, if there is a path from l to s suggested by the policy.
Theorem 5: A particular state s satisfies x * 0 s = x * 1 s = 0 if, and only if, that state is unreachable from the initial state, and any state on the trajectory determined by the optimal policy u * .
Proof: Refer to Appendix D. To derive the relationship between scheduling priority and state attributes, we apply QAA on a network described in Table 1 . The outcome of QAA is a list of states ordered according to the corresponding scheduling priority, where the first list item has the highest priority. Next, we assign an index to each state denoted by i s = p s |S| , where, p s is the position of state s in the priority list. Based on this representation, we can generate heatmaps illustrating the scheduling priority for each state. Figure 7 illustrates the scheduling priority heatmap with respect to the instantaneous channel state and the buffer occupancy of both layers. Darker colors refer to higher scheduling priority. The QA deployed for all users is DBP10s and c avg = 4.5 Mbps. From Figure 6 , the critical load for this case is equal to ρ * = 2.3. For a load value larger than 2.3, we observe in Figure 7a that the scheduling priority is highly channel dependent, with users with the highest channel capacity getting the highest priority. Figure 7b shows that for load values smaller than ρ * , the policy begins to become buffer dependent prioritizing users that have lower buffer occupancy. A similar trend is observed in Figures 7c and 7d where c avg = 3 Mbps and therefore, ρ * = 1.58. From Figure 8 we can conclude that the above observation is not limited to DBP-10s and applies to a great extent to cases with DBP-20s and CBP, as shown in Figures 8a-8b and 8c-8d , respectively. Therefore, a scheduling mechanism that leverages this insight can be used for a variety of QA policies whose mode of operation the scheduler does not need to know in advance.
Due to the heterogeneity of wireless networks, users will face rising buffer levels at some times and draining buffer levels at others. From the above analysis we can conclude that these fluctuations in buffer level can be exploited to devise a scheduling algorithm without the scheduler knowing the underlying system parameters. This algorithm should track buffer fluctuations for each user, which can be used to perform buffer dependent scheduling and channel dependent scheduling when the user buffer is filling and draining, respectively. To this end, we propose a scheduling method called Buffer Evolution Aware Scheduling (BEAS) that follows the described guidelines and is shown in Algorithm 2.
Algorithm 2 Buffer Evolution Aware Scheduling
Initialization: Let > 0, for i ∈ N , let b k i = b 0 . The number of layer l segments that are delivered to user j in time slot k is denoted by n k j,l . for all time slots k do b k+1 i
Schedule M users from B with the best channel. else Schedule all users in B.
Schedule M − |B| users from N \ B with the lowest base layer occupancy. end if UPDATE: for all scheduled users j:
In Algorithm 2, the fluctuations in the buffer level are quantified using the auxiliary variable b i . Starting from b 0 , this variable is updated at each time slot. If the value of b i decreases, the buffer is draining and vice versa. Throughout the process, the scheduler first considers users with b i less than a threshold set to b thresh . Among these users, those with better channel are prioritized. If any resources are left, the scheduler serves the remaining users prioritizing those with fewer base layer segments in the buffer. The update rule for b i is based on an exponential filter with a smoothing factor . A larger reacts faster to buffer fluctuations while a smaller value results in a smooth representation for the buffer fluctuations. Also, h(·) is a function of the total number of sub-segments delivered in each time slot. In our simulations, we have determined by trial and error that a linear function in the form h(x) = αx + β results in the best performance. Algorithm 2 describes this heuristic. In Section VII, we discuss the practical implications of this algorithm in more detail. It should also be noted that by tracking the fluctuations of the buffer level, there is no need to explicitly know the value of c avg and µ avg .
C. COMPLEXITY ANALYSIS
The described algorithms differ significantly in complexity. In QAA, prior to the streaming process, the RB linear program needs to be solved. The state space size of the users in each homogeneous group g equals |S g | = |C|(b max g + 1) L g , where b max g and L g are the buffer limit and number of video layers for the users in group g, respectively. The number of variables in the linear program is equal to 2 G g=1 |S g | and it FIGURE 9. Reward gained by users for different buffer limit values. The QAs used for the experiment are CBP and DBP. For the DBP cases, the pre-fetch threshold is always set to the buffer limit.
has G g=1 |S g |+1 constraints. After solving the RB, the states must be ordered according to Algorithm 1. It is well known that the complexity of such an ordering is O (K log K ) , where
The complexity of the BEAS algorithm is much simpler since it does not require solving a linear program. Also, after updating the buffer auxiliary variable for every user, it is easily verified that the complexity of the algorithm is O (N log N ) , similar to proportional fairness [43] .
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the aforementioned algorithms through an extensive simulation study. In the simulations, we compare our proposed scheduling algorithms to several popular baseline schemes. Unless mentioned otherwise, the simulation parameters are the same as Table 1 , and the video length is 10 minutes. The high discount factor is chosen to provide a foresighted scheduling scheme in which future dynamics of the system are accounted for in current decision making. Also, there is no assumption regarding the video specifications. Any type of scalability can be used as long as the sub-segment rates match the given values in the table. The QA schemes used in the simulations are designed the same way as explained in Section IV. For the BEAS algorithm we use b thresh = 0.
We start by studying the effect of buffer limit on the system performance in Figure 9 . It can be seen that increasing the buffer limit beyond 20s will not significantly improve the delivered video quality. Therefore, for the remainder of the simulations, we set the buffer limit to 20s in order to gain a suitable trade-off between computational complexity and average video quality.
Next, we move on to comparing the QAA and BEAS algorithms with three baseline algorithms, namely Proportional Fairness (PF), Best Channel First (BCF), and Lowest Buffer First (LBF) algorithms. PF is a standard scheduling mechanism for wireless networks [43] . BCF is a purely channel dependent scheduling method that only takes the current link conditions of each user and schedules users with the best channel. LBF is a purely buffer dependent scheme in which users that have fewer base layers in the buffer are prioritized [44] . An important measure for comparison is to determine how each of these algorithms implement the quality-delay tradeoff explained in Section III. Therefore, for each scenario under consideration, we show the average fraction of time that each user spends re-buffering, the average fraction of segments that are delivered with only the base layer, and the value of the sum reward per user, which combines both QoE measures into one. It should be noted that while for the rebuffering and reward plots, the x-axis represents the load on the network, the same axis for the video layer plots shows the number of subchannels.
A. HOMOGENEOUS SYSTEM
We first consider the case of homogeneous users in Figures 10  and 11 for channels with c avg = 4.5 Mbps and c avg = 2.55 Mbps, respectively. By looking at Figures 10a and 11a , we observe that in terms of reward, QAA performs very close to the optimum illustrated by the black line, especially for highly loaded networks. Furthermore, we observe that LBF performs better than PF and BCF in high capacity networks with low load.
From Figures 10b and 11b , we see that the BCF and PF have poor re-buffering performance. Also, in the highly loaded network, LBF also has poor re-buffering performance which is due to the fact that by always scheduling the user with the smallest buffer, it might choose users with very poor channel conditions for which the download takes long. In other words, LBF has poor spectrum utilization which is detrimental in low capacity scenarios where the load is high and resources are scarce. These findings suggest that in order to provide satisfactory re-buffering performance, algorithms should take both channel and buffer state into account.
Providing enhanced re-buffering performance comes at the cost of delivering segments with fewer higher layers in order to avoid re-buffering. Figures 10c and 11c show the average fraction of segments that were delivered with only the base layer. We can see from these figures that PF and BCF provide on average more segments with maximum quality than the other schemes. This result, together with the re-buffering performance, shows that these two schemes tend to provide far too many resources to some users, which enables delivering more segments with full quality. The rest of the users will be under-served, which in turn causes frequent re-buffering. The QAA scheme adjusts the base layer only fraction with the load on the network, hence, when the load is high, fewer full quality segments are delivered and vice versa. LBF has a poor performance in these figures which is due to the fact that by preferring small buffer users without taking into account the channel conditions, barely any user can get beyond the initial base layer build up phase of DBP-20s. We can also see that by decreasing the average capacity of the network in Figure 11c , all scheduling schemes are more prone to delivering base layer only segments.
In all cases discussed above, BEAS performs closest to QAA in terms of average reward per user, mainly because of its efficient re-buffering avoidance. However, it is sometimes not able to effectively mimic QAA in terms of video quality. This is the penalty of not knowing the users' QA.
As described in previous sections, the RB solution gets closer to the optimal solution for large M and N , otherwise, it represents an upper bound. Figure 10a shows that for 20 users, the QAA algorithm performs very close to the upper bound. Figures 12 and 13 show the performance of the scheduling schemes in non-homogeneous networks based on the discussion in Corollary 2. Figure 12 shows the QoE metrics In Figure 12 , similar to 11, due to the presence of users in poor conditions, LBF degrades in performance as the load on the network increases. Also, in Figure 13c , we observe that more users are able to deliver full quality segments, which is due to the fact that unlike DBP which starts with downloading only base layers regardless of the channel conditions, CBP is very aggressive in requesting enhancement layers when the channel is in good condition.
B. HETEROGENEOUS SYSTEM
The theoretical framework discussed in this paper allows for far more than two homogenous groups in the network. If sufficient computational power is available, the framework can be applied to the extreme case, where every single user is distinct from all other users.
C. DISCUSSION
From the results in Sections VI-A and VI-B, we can draw several conclusions.
Since our QoE model rewards users based on their immediate playback output, it is desirable to always have nonzero segments in the buffer, preferably with as many layers as possible. Purely buffer based schemes (LBF) have an advantage in re-buffering due to the strict priority of users that are in higher risk of draining the buffer. However, for heavily loaded networks, the overall video quality drops because of poor spectrum usage. Therefore, the buffer level alone cannot be used as a reliable scheduling measure. On the other hand, purely channel dependent schemes (PF and BCF) do not need the buffer level as a scheduling measure since their goal is to increase network throughput. However, since the delay sensitivity of video is not taken into account in these scheduling schemes, they have poor re-buffering performance and hence, provide lower QoE.
On the other hand, since purely buffer based schemes conservatively try to only avoid re-buffering, they fail at delivering high video quality, especially when the load is high. We can therefore conclude that by using buffer state or channel state alone, no scheduling policy can deliver satisfactory QoE. BEAS combines the desirable features of channel dependent and buffer dependent scheduling policies into a simple algorithm. By keeping track of the evolution of the buffer state, we can implicitly infer both the capacity and the load of the network. Whenever the buffer level for a user starts to diminish or if the user cannot build up an adequate buffer occupancy, users are scheduled based on the channel state to quickly fill the buffer and prevent re-buffering. If the buffer level grows, since there is no urgency for utilizing the channel efficiently, the scheduler prioritizes users with the lowest number of segments in the buffer. This also explains why in low capacity networks, where the buffer level is generally low, the gap between BEAS and channel dependent policies narrows.
Another important conclusion from these results is that, especially in wireless networks, even well designed end-toend QA schemes cannot guarantee QoE if the underlying scheduling at the base station is not designed properly. Also, for a fixed QoE objective, BEAS can acommodate up to 36% more users on the same channel as compared to PF (see Figure 10 ).
VII. TESTBED IMPLEMENTATION
In this section, we describe some practical implications of BEAS followed by a testbed implementation. For BEAS to run in a practical network, the scheduler needs to know the channel quality of each user as well as the state of its buffer. If HTTP is used as application layer protocol, the base station is able to extract data related to the next subsegment to be transmitted from each HTTP request packet that the user sends to the content provider. Thereby, it can accurately estimate the buffer level of each user. However, since more content providers are using HTTPS, this information is encrypted and cannot be retrieved by any intermediate node in the network including the base station. Recently, efforts are being made to estimate the buffer level on the users by measuring TCP/IP metrics. For instance, in [45] , a machine learning-based traffic classification method is presented that aims at solving this problem. However, in the absence of these estimation techniques, the buffer state has to be fed back to the base station, in a manner similar to the CQI, as suggested in [26] , [37] , [46] .
We have implemented the scheduling algorithms on the sandbox 4 network located in the orbit [47] testbed. This experimental network consists of 9 nodes equipped with WiFi transceivers. The attenuation of the link between any two nodes can be manually altered from 0 to 63 dB. We use one of the nodes as a base station that contains all video segments and the other nodes act as streaming users. We divide the 60 second long video into 1s long segments and encode them into a base layer and two enhancement layers using the JSVM implementation of the H264/SVC encoder [48] . We use temporal scalability where the frame rate of the temporal layers is 6, 12, and 24 frames per second. The video is at full HD resolution. The QA deployed on all users is set to DBP-5s.
For our experiment, in order to generate a heterogeneous wireless channel with fluctuating link capacities, we randomly change the value of the attenuation for each node every five seconds. For half of the nodes, the attenuation value is chosen randomly from 6dB, 9dB and 12dB. For the other half, the possible values for attenuation are 9dB, 12dB, and 15dB. Whenever a segment is fully retrieved by a user, the base station polls all users for their channel state; users respond by sending their instantaneous channel state. For the buffer, we simplify the implementation by assuming knowledge of the duration of the segments and the layer index of the transmitted segment at the base station. Therefore, the base station can calculate all users' buffer state at any instant without the need of an explicit feedback. Figure 14 shows the performance comparison between the studied algorithms. It can be seen that similar to the simulation results, LBF has better re-buffering performance than BCF and PF, while delivering fewer enhancement layer segments. PF and BCF suffer from higher re-buffering but are able to deliver more enhancement layer segments. The benefits of both schemes are combined in BEAS which has the lowest re-buffering, and while it is not always able to deliver more enhancement layers, it outperforms the other schemes in terms of total reward.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we developed a framework for QA-adaptive SVC scheduling in wireless networks. Our main argument is that by separating QA from the scheduler, and instead adapt the scheduling algorithm to the deployed QA on each user, overly complex and practically infeasible jointly optimal systems can be avoided. Using the concept of RB, we formulate the problem as a linear program and solve it in order to obtain long term performance measures. We also formulate the jointly optimal problem as a MUSMDP in order to quantify the cost incurred by not employing the jointly optimal solution. We then develop a primal dual algorithm that performs scheduling in a QA-Aware setting. By analyzing the outcome of this algorithm, we propose a heuristic scheduling algorithm that performs QA-Blind scheduling with minimal complexity and signaling.
We also perform an extensive simulation study comparing the proposed scheduling algorithms with baseline schemes. Our results indicate that the optimal scheduler should have a joint buffer dependent and channel dependent behavior. We further conclude that the most determining factor for scheduling is whether the buffer is draining or filling up, depending on which the scheduling mode will switch between channel dependency and buffer dependency, respectively. By tracking the evolution of the buffer occupancy for each user, the scheduler should prioritize users that are draining their buffers and schedule among them based on prioritizing the user that has a better channel quality. We also conclude that while QA schemes are designed to offer a good quality-delay trade-off, if the scheduler is not well designed, the end-to-end QA scheme cannot deliver high QoE in wireless networks. We finally evaluate the performance of the scheduling algorithm with a testbed implementation.
APPENDIX A
We first assume that there is an optimal allocation vector x * = (x * 1 , · · · , x * n ) T (where x * k = (x 0 * k , x 1 * k ) T ), in which the above proposition does not hold. Our goal is to show that if we replace the allocation vector x * by the average allocation vectorx = 1 N i∈N x * i , the new allocation is feasible and does not decrease the value of the objective function. First, we definex 1 = 1 N i∈N x 1 * i as the average allocation vector for the active cases. Since x 1 * i (∀i ∈ N ) is feasible and therefore non-negative, their average also satisfies the non-negativity constraint. Based on the definition ofx 1 = 1 N i∈N x 1 * i , satisfying the resource constraint (11) becomes trivial. In order to check the feasibility of the new allocation for the polytope constraint (10), we rewrite (8) Therefore, for the optimal point, the set of constraints in (10) can be represented as:
where A 0 = (I − βH 0T ) and A 1 = (I − βH 1T ) (Note that the user index is omitted for all matrices since they are identical for all users). In order to prove the feasibility ofx, we need to show that the following holds:
If we plug in the values forx 0 andx 1 , we have:
and feasibility ofx is concluded. Finally, we check if the value of the objective function changes if we replace x * withx. Since the immediate rewards in each state is equal across the users, the optimal value of (25) can be written as R · i∈N (x 0 * i + x 1 * i ), where R = (R s ) 1:|S| . By replacing x * i (∀i ∈ N ) withx, it is easily verified that the objective value remains constant and the proof is complete.
APPENDIX B
The SMDP described by the objective function (19) can be turned into an equivalent MDP which an be solved using the Bellman equation described below for each user n [40] :
= max a n  r a n s n + j n ∈S M (j n |s n , a n )V * j n   ,
where j n is the state of user n after action a n is fully executed, and the values forr a n s n and M (j n |s n , a n ) are derived as follows: 
M (j n |s n , a n ) = ∞ k=0 e −sk P(k, j n |s n , a n ) = H a n n,s n ,j n .
From (36) we can see that the transition probabilities of the equivalent MDP are obtained by the H l n matrices derived in (17) and (18) . Therefore, similar to the polytope constraint derived in (8), we can derive the equivalent polytope constraint (24) .
For the resource constraint (23), we need to show that both sides of the equation represent the expected discounted number of occupied subchannels. The right hand side is defined similar to the resource constraint (15) and for the left hand side, we have: 
Similar to the derivation of (34), we conclude the following: 
By substituting (38) into (37) and calling itτ l s n , we will get the resource constraint
APPENDIX C
Without loss of generality, we perform the derivation for the homogeneous case. We can write µ avg as:
where q i are defined as in Section III-B, with q 0 = 0 to represent a playback rate of zero for re-buffering. Also, τ l is the fraction of total streaming time that segments with up to l layers are played back according to the RB solution, which can be calculated as follows:
where x 0 s and x 1 s are the optimal solutions of the RB for state s, and S l is the set of all states for which up to l layers are being played back S l = {s ∈ S|b i > 0 ∀i = (1, · · · , l) and b i = 0 ∀i = (l + 1, · · · , L)}.
APPENDIX D
We denote the set of states for which x * 0 s = x * 1 s = 0, as S ⊂ S. First, we prove that all states in S are unreachable under u * . If for these states, we rewrite the constraints of RBOPT using (31) , for the optimal points, we will have: Let us first assume that s is not an initial state (α s = 0, ∀s ∈ S ). Since all variables on the left hand side are non-negative, (41) can only hold if h 0 ls x * 0 l = 0 and h 1 ls x * 1 l = 0, ∀l ∈ S\S , which, according to the above definition, means that state s cannot be reached from any state in S\S . On the other hand, if s is an initial state (α s > 0), then s / ∈ S , otherwise the two sides of (41) cannot be equal. We conclude that the trajectory will start from an initial state that is a member of S\S and that from any state belonging to this set, the optimal policy does not allow a transition from S\S to S . Now, if state s is unreachable, we have h 0 ls x * 0 = h 1 ls x * 1 = 0, ∀l ∈ S and also α s = 0. Therefore, it is easily verified that in order to have feasibility, x 0 s = x 1 s = 0 and the proof is complete.
