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The purpose o f this study was to analyze the content validity o f the first 
semester midterm tests in the Foreign Languages Department (FLD) at Anadolu 
University.
Content validation involves the systematic analysis o f test content to 
determine whether it covers a representative sample o f what has been taught in a 
specific course. This analysis can be done through using multiple sources.
Teachers’ opinions about the validity o f the tests can be elicited, the syllabus content 
can be compared to the test content and the course objectives can be compared to the 
test content. Use o f these multiple sources ensures the soundness o f the analysis and 
strengthens any arguments to be made about validity.
To investigate the content validity o f the midterm tests in the FLD, teachers’ 
perceptions o f  the tests’ representation o f the classroom material content were 
elicited by using questionnaires. All o f the course materials at the intermediate level 
and the two midterm tests from each course were analysed for their content and task
frequencies and the correlations o f these were computed using Pearson Product 
Moment Correlation. To learn the objectives o f the courses, the coordinators 
responsible for each course were interviewed. The data from each of these three 
sources were then compared in order to assess the content validity o f the tests.
The results were conflicting. The instructors o f the listening, core course and 
grammar courses thought their representation o f the course content on the test was 
moderate to high on the whole. Though they were able to justify their exclusion of 
some items on the tests, which indicated that they actually had some objectives, these 
were not clearly stated in a written form, a very important point for establishing test 
validity. The material-test frequency results for these courses indicated that; except 
for the first grammar midterm test and the strategy areas o f the second listening 
midterm test, the material and tests had low correlations, especially in terms of 
exercise types. The analysis o f the course objectives also showed that they were not 
specific enough and their overall agreement with the tests’ content was low.
If the relevant literature is taken into account, the conflict among the results 
can be said to have resulted from teachers’ not having clear objectives and test 
specifications in their test design.
Finally, the following suggestions were made to improve the testing 
procedures in the FLD at Anadolu University: First, course objectives should be 
clarified and refined. Second, explicit test specifications should be prepared. For 
further improvement of the validity o f the tests, establishing a testing office, which 
would focus only on testing issues, can also be considered by the FLD 
administration. Implications for further study were discussed.
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CHAPTER ONE: INTRODUCTION 
Introduction to the Study
Testing is an essential part o f every educational program and inescapable for 
language teachers to be involved at one time or another. It is important in every 
teaching and learning experience, since it is used as a major tool to shape and 
reshape teaching/learning contexts (Brown, 1996; Hughes, 1989; Weir, 1990). 
Bachman (1991a) defines a test as, “one type of measurement designed to obtain a 
specific sample o f behavior” (p. 20). So, for example, if you want to measure a 
student’s ability in speaking in a second or foreign language, you must first decide on 
the specific areas o f speaking (e.g. complaining about a problem, making 
explanations, giving directions, etc), then design your test to measure those specific 
areas.
The general purpose of language tests is to get information about the learners’ 
language abilities in order to make sound educational decisions (Bachman, 1991; 
Brown, 1996). Those decisions may be from very formal and crucial ones at the 
institutional level, like accepting or not accepting a student to a program to not so 
formal, classroom-level decisions such as making changes on a specific course 
syllabus. Thus, it is very important to have good tests to be able to make good 
decisions. “Good language tests help students learn the language by requiring them 
to study hard, emphasizing course objectives and showing them where they need to 
improve” (Madsen, 1983, p. 5).
But, testing is a problematic area, because what and how to test requires 
experience in both teaching and testing, and not many teachers have a firm 
background in testing. Testing can also be as frustrating for the teachers as it is for
the students, because testing reflects the effectiveness of their teaching (Basanta, 
1995). While many teachers may not be comfortable with the idea o f testing, testing 
is central to language teaching (Brown, 1996; Davies, 1990). Teaching and testing 
are two inseparable parts of a language teacher’s task. Properly used, tests can help 
students improve their learning, and teachers improve their teaching. “[Testing] 
provides goals for language teaching, and it monitors, for both teachers and learners, 
success in reaching those goals” (Davies, 1990, p. 1). But what makes a good test so 
that language teachers can depend on the information it provides for making 
decisions about their classes? First of all, a good test has to be valid and reliable.
Validity and reliability are the two essential qualities that a test must have to 
serve the purposes it is intended for. “A test is said to be valid if it measures 
accurately what it is intended to measure” (Hughes, 1989, p. 22). According to 
Murphy & Davidshofer (1991), a reliable test is “...one which yields consistent 
scores when a person takes two alternate forms of the test, or when he or she takes 
the same test on two or more different occasions” (p. 39). Although to be valid, a 
test has to be reliable, the reliability o f a test does not necessarily indicate that a test 
is also valid; a test can give the same results time after time, but may not be 
measuring what it was intended to measure (Brown, 1996; Hughes, 1989). This 
indicates that validity is central to test construction. If test designers try to increase 
the reliability o f their tests, and have a very reliable but invalid test, then the test can 
be said to be a reliable measure of something other than what they wish to measure.
In order to have more valid test results, some degree o f reliability can be sacrificed. 
Having meaningful test results with some degree of inconsistency is much better than 
having consistent but meaningless results (Brown, 1996; Davies, 1990; Hughes,
1989; Weir 1990). Testers might, for instance, wish to measure students’ ability to 
use the target language conjunctions in writing, and prepare a test o f writing by 
asking ten multiple-choice questions, including conjunctions and get reliable results, 
but then the results would not give them any idea of the test-takers’ actual writing 
ability. They might just be testing grammar knowledge of the students, not the actual 
use o f the items in writing. That writing subskill would be more appropriately 
measured by actually having the students write something requiring to use the 
specified conjunctions.
To have content validity, the content o f a test needs to be a representative 
sample o f the course content. To see how much this is achieved, the test content 
must be compared against the course content (Davies, 1990; Hughes, 1989). 
However, just analyzing the course and the test content is not enough. The test must 
also be closely related to the objectives o f the course (Brown, 1996; Heaton, 1988; 
Hughes, 1989). So, in order to specify the objectives, the course syllabus should be 
analyzed. Then, upon determining the specific objectives and the content of a 
particular course, and thus clarifying the target domain, tests can be evaluated for 
their content validity (Bachman, 1991; Brown, 1996). For achievement tests, the 
domain is the content of the course and the methodology that has been used in the 
classroom (Weir, 1995).
Clarifying the target domain and using that domain to prepare questions 
requires teachers to produce their own test specifications first. That means that they 
need to have clear statements about “ who the test is aimed at, what methods are to 
be used, how many papers or sections there are, how long the test takes and so on” 
(Alderson, Clapham & Wall, 1995, p. 10). Having test specifications is also
beneficial for the learners. “If test specifications make clear what students have to be 
able to do, and with what degree o f success, then students will have a clear picture of 
what they have to achieve” (Hughes, 1989, p. 45). One other purpose for designing 
specifications is to avoid “hit-or-miss testing” that is usually practised by the 
teachers who go through the course material to write test items (Hills, 1976, p. 9).
The other two vital qualities a good test must have are authenticity and 
interactiveness. They are very important and enhancing factors for validity, which 
provide justification for the use of language tests (Bachman & Palmer, 1996). If a 
test has been shown to have a high degree o f content validity, we can say that it is 
authentic, or at least has more authenticity than a less valid test. Authenticity is 
realized when a test requires “...performance...[which] corresponds to language use 
in specific domains other than the language itself’ (Bachman & Palmer, 1996, p. 23). 
So, if our tests are authentic, we can claim that our students will actually be able to 
use the language they have learned in real-life situations. It has a positive effect on 
students too; if they think that the test is authentic, they will try their best. But the 
fact that tasks should be based on real-life contexts may present difficulties. As 
Picket (1984, p. 7) puts it; “ By being a test, it is a special and formalised event 
distanced from real life and structured for a particular purpose. By definition, it 
cannot be real life that it is probing.” But even if we admit that real life situations are 
not fully attainable, we should aim to test our students’ ability to perform in specified 
situations with specified degrees of success (Spolsky, 1968).
Another important quality for a test to have is interactiveness. Bachman and 
Palmer (1996) define it as; “ the extent and type of involvement o f the test taker’s 
individual characteristics in accomplishing a test task” (p. 25). When testers try to
design their tests to have content validity, they have much better chance that “they 
will involve the test takers’ linguistic, topical, affective and metacognitive 
characteristics in the test tasks” (Bachman and Palmer, 1996, p. 29). If the students 
are familiar with the test tasks from previous instruction, and if their expectations o f 
the test about the weighting of the areas are met, they will not be hindered by trying 
to handle totally unfamiliar tasks, but they are more likely to focus on the content of 
the task and its requirements. As Brown (1994) says: “A classroom test is not the 
time to introduce brand new tasks because you will not know if student difficulty is a 
factor o f the task itself or of the language you are testing” (p. 271). For example, if a 
student knows how to order food on the phone from previous instruction, he or she 
can activate that knowledge on the test to perform on a similar test task. So, as 
teachers and testers our aim should be trying to mirror our teaching in our testing in 
such a way that our students can make the most o f their knowledge and skills while 
dealing with the tasks on the test.
Background of the Study
In Turkey, special emphasis is given to the teaching o f English at the 
university level. Since English is the lingua franca in today’s world, an ever- 
increasing number o f universities in Turkey are adopting it as their language o f 
instruction. But the majority of the entrants are not proficient enough in English to 
be able to follow the undergraduate courses, and need English instruction. To that 
end, most o f the universities in Turkey have one or two-year English preparatory 
programs for their students. Anadolu University is one o f these English-medium 
universities where students have to meet the required degree o f proficiency in 
English to be able to go on to study their undergraduate courses. For the students
who have not been able to pass the initial English proficiency test, Anadolu 
University requires that those students study English for academic purposes in the 
Foreign Languages Department (FLD). The FED is a one-year preparatory program 
at Anadolu University’s Yunusemre Campus. It has an academic staff o f about 60 
and an annual intake o f about 1200 students. The students are from the faculties of 
Civil Aviation, Humanities and Letters, Communication Sciences, Tourism, Fine 
Arts, Education, Natural Sciences, and Architecture & Engineering. According to 
the scores that they receive on the placement test, the students at FLD are grouped 
into six levels o f proficiency: beginner, elementary, low-intermediate, intermediate, 
upper-intermediate and advanced.
Currently, there is no single, standard syllabus in FLD at the program level, 
comprehensive of all the courses. Instead, instructors o f each separate course (i.e. 
grammar, core-course, listening, reading and writing), are relatively free to design 
their own syllabi and the achievement of the students is tested separately for each 
course (The core-course is an integrated-skills course). The goal o f the English 
preparatory program is “ to have students attain a high degree o f English proficiency 
so that they will be able to follow their English-medium undergraduate courses” 
(Personal Communication, Director of the FLD).
All students in the FLD are given 4 midterm tests in each course (two each 
semester), an end-of-term oral test, and one final proficiency test over an academic 
year. The midterm tests, which are administered every 8 weeks, are supposed to be 
constructed according to the objectives o f the course and the items covered up to the 
tests. Midterm tests are not single tests. Actually each skill is separately tested 
through its own midterm test. There are a total of five midterm tests; for writing.
reading, listening, grammar and core-course classes. They are not administered on 
the same day; midterm testing lasts a week. Although speaking has a part in the 
core-course objectives, it is not tested until the end of the term, as an additional 
component o f the final proficiency test.
To be fair, the students are not asked any questions from the extra materials if 
those materials are not shared by all the instructors o f the same level. The 
instructors’ individual teaching differences in class are not supposed to make a 
difference because they have to teach the same content and the midterm test is 
prepared according to that shared content by negotiation among the same course 
instructors.
At the end o f the first semester, if a student has managed to get a mean score 
of 70 out of 100 on all the midterm tests, s/he is allowed to continue to the next level. 
So, if the student was at the intermediate level, he or she goes on to the upper- 
intermediate level. But a student may also skip the next level to go on to the second 
higher level than his or her level in the first semester, if all six teachers from the first 
semester agree that the student has the capacity to handle the requirements of a 
higher level.
At the end of the second semester, whatever the the total mean scores of the 
students from the midterm tests are, they can take the final proficiency test. They 
have to get 70 out of 100 from the final proficiency test; otherwise they fail. They 
also have to score a minimum of 70 out of 100 as the mean score o f their total 
midterm test scores and the final proficiency test score.
Statement of the Problem
Last year, when I was teaching at the FLD, my colleagues and I had problems 
in designing good test items. We tended to view testing mainly as a tool to give 
grades to our students. We prepared our tests in a hurry, and usually we included 
some items just because they were easily available and/or easy to score. Although 
we had emphasized some items in our teaching, sometimes we had to exclude these 
items from the test, because we were not able to find suitable testing materials. And 
occasionally, we introduced some new (and usually difficult) items or task types on 
the test because we believed that these kinds o f items would give us a better idea of 
our students’ achievement (e.g. Teaching all the tenses separately, but requiring the 
use o f all o f them together in a given paragraph.) My colleagues I and were 
dissatisfied with the tests we had prepared, mainly because we felt that there was a 
loose link between what we taught and tested. Also some students complained that 
on the midterm tests some areas were emphasized too much, while some other areas 
were not asked at all despite the attention they were paid in the classroom. Thus, 
these above mentioned problems have led me to make an analysis o f the content 
validity o f the midterm tests in the FLD, with the hope that this would be the first 
step towards improving our testing.
Purpose o f the Study
The purpose of this study is to investigate the extent o f the content validity of 
the first semester midterm tests at the FLD. For better teaching, it is important to 
learn about a test’s content validity because tests which have content validity give 
better information about the particular study items in which students have difficulty 
(Davies, 1990; Hughes, 1989; Weir, 1995).
This study might help show ways towards designing more valid tests in terms 
of content in the FLD. Since the FLD does not have any testing professionals to 
prepare and/or validate tests, it is necessary for the FLD instructors to look at the 
validity o f the midterm tests they are administering. So, as one o f the instructors in 
the FLD myself, I want to see whether there is a positive relationship between the 
instructional content and the content of the midterm tests or not. Previously there has 
been no attempts to investigate the validity o f our tests, or any kind o f testing-related 
research in my department. This study will be the first one to probe into testing in 
the FLD. The instructors’ perceptions o f their tests representativeness o f the course 
content will be collected. The syllabuses and the material content o f each course will 
be analysed to see to what degree they are represented on the midterm tests. If there 
is any, additional materials will also be analysed and correlated with the areas 
covered on the tests, to see how and to what degree they are sampled. The course 
objectives will be elicited and their match to the tests will be assessed. Through 
using all these three different sources of data, problems with content validity will be 
specified and some solutions will be offered.
Significance o f the Study
This study is intended to be beneficial for the test designers at Anadolu 
University Foreign Languages Department (FLD) and for the testers of other 
university preparatory schools. The results o f the study could help the teachers in 
becoming aware of the issues involved in preparing achievement tests in the FLD. It 
is also hoped that this study will urge testers to keep the requirements o f validity in 
mind while designing their tests, so that the tests will have better content validity.
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Research Questions
This study will address the following research questions:
a) What are the instructors’ opinions about the midterm tests’ representativeness of 
the courses’ content?
b) To what extent do the sampled areas on the midterm tests and the course content 
areas correlate?
c) To what degree do the midterm tests’ content and the course objectives correlate?
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CHAPTER TWO; REVIEW OF LITERATURE 
According to Brown’s (1995) model of analyzing the elements o f language 
curriculum, testing is central in any language program, because from the placement 
of the students in the program through their graduation, all kinds o f program-related 
decisions are made using the tests as basis. Testing directly affects teaching, because 
teachers use the test results to refine their course objectives, use of the materials and 
the activities used in the class, and if they are the testers, to prepare better tests 
(Brown, 1995; Davies, 1990). But, though it is so important, most teachers do not 
know what makes a good test, or the important qualities a test must have (Basanta, 
1995; Hughes, 1989).
In this chapter, first I will introduce the basic approaches to testing in the 
history of language testing, by outlining how the concept of validity developed and 
gained more importance over reliability. Second, I will try to explain the types and 
purposes o f tests and the essential qualities a language test should have, paying a 
close attention to validity, and content validity in particular. Third, I will discuss the 
relationship between validity and reliability. Fourth, I will talk about the difficulties 
involved in achievement test validation. Finally, I will explain what the test 
specifications are and why they are important for having valid tests.
Movements in Language Testing
An overall analysis o f the history of language testing provided by Spolsky 
(1995) shows us that there were four main approaches up the present with regards to 
language testing. First, until the 1950s, there was aprescientific movement having its 
roots in the grammar-translation approach to language teaching. This movement 
aimed to test the language abilities through translation and free composition tests.
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But there were no testing specialists yet, and these tests were far from being 
objectively scored (Spolsky, 1978). Brown (1996) counts the deficiencies in this 
early movement as follows:
There was little concern with the application o f statistical 
techniques such as descriptive statistics, reliability coefficients, 
validity studies, and so forth...But along with the lack o f concern 
with statistics, came an attendant lack of concern with making 
fair, consistent, and correct decisions about the lives o f the 
students involved (p. 24).
Language teachers were mostly intuitive about testing. They weighted 
knowing facts about language as heavily as skill in using the language (Madsen, 
1983). For example, students’ knowledge about the differences between 
grammatical structures like “some/any” was emphasized, rather than their actual 
ability to use them appropriately. The tests were also quite subjective in their task 
types. Translation, essay, dictation, summary and open-ended answers based on 
reading comprehension were the main test tasks required from the learners (Madsen, 
1983; Spolsky, 1978).
The prescientific movement was replaced by the psychometric-stmciuralist 
movement in language testing from the early 1950s through the late 1960s (Brown, 
1994; Spolsky, 1978). This new movement went from rather subjective to highly 
objective testing, and it was oriented towards behavioral psychology (Spolsky,
1995). Language was seen as a combination of many separate patterns learned by 
stimulus-response habit formation, and tests were trying to measure the discrete 
points taught in the Audio-lingual method (Brown, 1996; Heaton, 1988). Mastery of
13
the language was thought to be assessed in small pieces o f language. Separate 
phonological, grammatical and lexical elements were tested through objective tests 
(Heaton, 1988; Madsen, 1983). These tests used long lists of unrelated sentences 
that were incomplete or that contained errors in grammar or usage. Students 
completed or corrected those sentences by selecting appropriate multiple-choice 
items (Madsen, 1983). There were new improvements on the testing techniques of 
prescientific movement; statistical analyses began being used. “Largely because of 
an interaction between linguists and specialists in psychological and educational 
measurement, language tests became increasingly scientific, reliable, and precise” 
(Brown, 1996, p. 24). But there were still problems and improvements to come with 
respect to validity, for example, authenticity of the test tasks was not a consideration 
of this movement at all (Spolsky, 1985).
The following movement was integralive-socioUngiiislic, which was 
emphasized in the 1970s (Spolsky, 1978). Seeing language as creative, and 
something more than the sum o f its parts, testers started to devise cloze and dictation 
tests to try to assess students’ language ability with extended, multi-skill tests, rather 
than discrete-point tests (Heaton, 1988). But, while questioning the focus put on the 
part-by-part grammatical analysis and testing of language by the structuralist 
movement, its psychometric tools continued to be used by this movement (Brown, 
1996; Spolsky, 1978). The testers of this movement tried to respond to the complex 
and redundant nature o f language by trying to test language proficiency through 
designing questions which involved students’ use o f different skills like listening and 
reading together (Ingram, 1985). In real life, for example, we never hear somebody 
talking in a way that if we don’t understand some of the words that are being said.
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we cannot understand his or her overall meaning. We simply complete the rest of the 
speaker’s message by using the clues in the immediate context. There are lots of 
repetitions and synonyms in the usage. With this movement, actual language use 
outside o f the classroom was begun to be considered.
There was a great deal o f progress and improvement in the language testing 
field with these three different movements up to the 1980s. But still a crucial 
element was missing from the tests of those movements; “the communicative nature 
of the language” (Brown, 1994, p. 265). So, the next and the last movement to the 
present is called the communicative movement (Spolsky, 1995). This movement is in 
line with functional-notional and communicative approaches to language learning 
(Brown, 1994). It emphasizes the total outcome of language learning and learners’ 
total communicative skills. It focuses on what learners can do with the language, the 
tasks they can carry out, and their productive capacity. “It is an authentic approach 
to testing in the sense that it focuses directly on total language behavior rather than 
on its component parts; it assesses that behavior by observing it in real or, at least, 
realistic language use situations which are as “authentic” as possible” (Ingram, 1985, 
p, 217).
Quite different from the tests in the past, “such a test might be oriented 
toward unpredictable data in the same way that real-life interactions between 
speakers are unpredictable” (Brown, 1996, p. 25). For example, in multiple choice 
tests, the answers are predetermined, and what the test takers will do is totally 
predictable. But, in a communicative test, there may be a lot o f appropriate answers. 
On a speaking test consisting of a simulation of a repair problem context, the test- 
takers can give different responses to the same question asked by a repair shop
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assistant, but all o f them can be right so long as their answers fulfill the necessary 
communicative function.
Bachman (1991b) considers the characteristics of the communicative tests: 
Communicative tests can be characterized by their integration of 
test tasks and content within a given domain o f discourse.
Finally, communicative tests attempt to measure a much broader 
range of language abilities -  including knowledge of cohesion, 
functions, and sociolinguistic appropriateness -  than did earlier 
tests, which tended to focus on the formal aspects o f language 
(p. 678).
Thus, communicative tests are contextualized and geared to the needs of the 
test takers. Here, notice that what a student is required to do in a test situation covers 
the specified content area that he or she will have to use for his or her language needs 
in real life situations. For example, if the student is expected to take notes in an 
academic situation from an English-speaking instructor, this type o f task is taught 
and then asked to be performed on the test.
The sampling o f communicative language ability in our tests should be as 
representative as possible. These samplings should emphasize the skills necessary for 
successful participation in the specified communicative situations. A test may be 
claimed to test communicative skills by employing real life tasks, or simulations of 
those tasks like role-plays, but if those tasks are not what the students will use 
outside o f the classroom, that test may lack validity (Bachman & Palmer, 1996;
Weir, 1990).
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The recent approaches in language testing value validity more than reliability 
(Brown, 1996; Ingram, 1985; Madsen, 1983). The former type of tests from the 
psychometric-structuralist movement emphasized reliability by using discrete-type 
items like asking the meaning of single words. The greater number of smaller and 
more refined test items meant more reliability. But, while those tests were more 
reliable they were not necessarily valid in the communicative sense, because they 
were structure-based (Brown, 1996; Heaton, 1988).
Today, testers are almost solely concerned with measuring the language skills 
required to cope with communicative tasks. The evaluation of language use, rather 
than its form, is emphasized (Madsen, 1983). Translation tests are not often used 
these days. Objective tests have been used to measure all o f the language skills, but 
now, they are mainly used to evaluate progress only in vocabulary and grammar 
areas (Brown, 1996; Madsen, 1983).
The traditional testing approach was only interested in the learner’s output, 
but now the testing experts are also interested in the learning process to ensure 
validity o f the tests (Brown, 1996; Madsen, 1983). “Validity is increased by making 
the test truer to life, in this case more like language in use.” (Davies, 1990, p. 34). 
Also, the content of a communicative test should be totally relevant for a particular 
group o f test-takers, and the test tasks should relate to real-life situations (Bachman 
& Palmer, 1996; Heaton, 1988). Language testing has shifted its focus from the 
quantitative tests to qualitative ones to include evalution (e.g. self-assessment, 
observation, evaluation o f courses, materials, projects) (Heaton, 1988). This was due 
to the developing understanding of the need to value validity more than reliability 
(Bachman, 1991b; Davies, 1990; Hughes, 1989).
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Heaton (1988) suggests a criterion which is in fact very important for a test to 
have validity: “Perhaps the most important criterion for communicative tests is that 
they should be based on precise and detailed specifications of the needs of the 
learners for whom they are constructed” (p. 20). That implies that if testers have 
well-defined student needs in mind while preparing their tests, they can address those 
needs by adjusting their test items according to the needs; for example testers can try 
to weigh a test item like note-taking the most heavily, if  note-taking is the greatest 
need o f the students.
A test’s validity can only be questioned on the basis o f its purpose (Bachman, 
1991a; Brown, 1996). There are many purposes tests can be used for in a language 
program, but all these purposes can be classified under two main test types; norm- 
referenced or criterion-referenced. It would be beneficial to clarify these two basic 
test types here before elaborating on validity.
Types and Purposes o f Tests 
Norm-Referenced vs. Criterion-Referenced Tests
Tests can be categorized into two major groups: norm-referenced tests 
(NRTs) and criterion-referenced tests (CRTs). These two tests differ in their 
purposes, their content selection, and the interpretation we make o f their results 
(Bachman, 1991a; Bond, 1996; Brown, 1996; Douglas, 2000; Hughes, 1989).
The main reason for using an NRT is to classify students. “The purpose of a 
NRT is to spread students out along a continuum of scores so that those with “low” 
abilities are at one end o f the normal distribution, whereas those with “high” abilities 
are found at the other” (Brown, 1989, p. 68). While NRTs put the students into rank 
orders, CRTs determine “what test takers can do and what they know, not how they
18
compare to others” (Anastasi, 1988, p. 102). CRTs tell the testers how well students 
are doing in terms of the predetermined, specific course objectives (Bond, 1996; 
Brown, 1989; Henning, 1987).
Test content is an important factor for the testers and administrators o f a 
program in choosing between an NRT test and a CRT test. The CRT content is 
selected according to its importance in the curriculum, while an NRT content is 
chosen by how well it discriminates among students (Bond, 1996; Brown, 1996). In 
the process o f developing an NRT, easy items are usually excluded, because more 
difficult items discriminate between high and low proficiency groups better. Thus, 
NRTs tend to eliminate those items whose content is very important for a content -  
valid evaluation of students’ learning (Bachman, 1989; Brown, 1996). Students 
should know beforehand about the content and format of a CRT. However, an 
NRT’s specific content is not known by the students until they take it. They can only 
learn about its general question design (e.g. multiple-choice, true-false, etc.) and 
some technical aspects like time duration (Brown, 1996).
While NRTs measure general language proficiency, CRTs aim to measure the 
degree to which students have developed skills on specific instructional objectives 
(Hudson & Lynch, 1984). “Often these objectives are unique to a particular program 
and serve as the basis for the curriculum. Hence, it is important that teachers and 
students know exactly what those objectives are so that appropriate time and 
attention can be focused on teaching and learning them” (Brown, 1989, p. 68). 
Bachman (1989) advises trying to have information about learners’ achievement of 
instructional objectives as “precise” as possible, so that the necessary revision and 
improvement o f the language program can be carried out (p. 247).
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While NRT scores give little specific information about what a student 
actually knows or can do, CRTs give detailed information about how well a student 
has performed on each of the objectives included on the test (Bond, 1996; Carey, 
1988; Henning, 1987). The CRT gives both the student and the teacher much more 
information about the accomplishment of goals than a NRT “as long as the content of 
the test matches the content that is considered important to learn” (Bond, 1996, p. 2).
In discussing the use of both criterion- and norm-referenced language 
measurement techniques. Brown (1989), and Lynch and Davidson (1994) advise 
strengthening the relationship between testing and the curriculum. When teachers 
use and develop their own CRTs, they get twofold benefits, because they can develop 
not only more informative tests, but also clearer course objectives (Henning, 1987). 
Having clear objectives is very important. “The usefulness of CRT for teaching rests 
in the degree to which the behavior or ability being tested is clearly defined” (Lynch 
& Davidson, 1994, p. 729). Basing the content o f the test on specific objectives also 
avoids the mismatch between teaching and test content that is often found with norm- 
referenced tests (Bachman, 1989).
However, specifying clear objectives on one occasion is not enough.
Henning (1987) calls also for constantly revising the objectives if language teachers 
want their tests to be useful. When teachers continuously revise their curricular 
objectives and test objectives, and keep the relationship between the two as close as 
possible, they ensure the content validity o f their tests to a great extent (Bachman, 
1991a; Hughes, 1989).
Since the validity o f a test hinges on its purpose as well as its type and 
nothing can be said about a test’s validity before knowing them, it might be useful to
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expand on these essential features o f tests here. Language tests are used for the 
purposes o f determining proficiency, placement, diagnosis, aptitude, and 
achievement (Bachman, 199la; Brown, 1996; Davies, 1990; Henning, 1987; Hughes
1989).
The content of a proficiency test is not related to the content or objectives of a 
language program (Brown, 1996). Thus, these tests are usually designed as NRTs. 
Hughes (1989) explains proficiency tests as; “... designed to measure people’s ability 
in a language regardless o f any training they may have had in that language... it is 
based on a specification of what candidates have to be able to do in language in order 
to be considered proficient” (p. 9).
Placement tests are administered to place students in a program or at a certain 
level. Placement tests must be constructed according to the particular language skills 
at different levels in a program (Brown, 1996; Heaton, 1990; Hughes, 1989). 
Sometimes a test called a proficiency test is applied for both determining the 
proficiency o f students and placing them into proper level o f the course. A general 
proficiency test may be used as a placement instrument to place learners at 
appropriate proficiency levels, that is, from beginners through advanced (Brown, 
1996).
A diagnostic test is administered to determine students’ strengths and 
weaknesses in the specific target domains. They are developed to find out what kind 
of further teaching is necessary, and also can be used for syllabus or curriculum 
revision (Bachman, 1991a, Brown, 1996, Heaton, 1988, Hughes, 1989). Any 
language test has some potential for providing diagnostic data. A placement test can 
be regarded as a general diagnostic test in that it distinguishes relatively weak from
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relatively strong learners (Brown, 1996). Achievement and proficiency tests are also 
often used for diagnostic purposes (Bachman, 1991a; Heaton, 1988).
Aptitude tests are given to a person before he or she starts to be taught a 
second language. A foreign language aptitude test measures a person’s capacity or 
general ability in learning a foreign language. “Aptitude tests are independent of a 
particular language, they aim to predict success in the acquisition o f any foreign 
language.” (Brown, 1994, p. 259). Since there is no syllabus for teaching aptitude, 
aptitude tests have no specific content to draw on (Davies, 1990).
Achievement tests “will typically be administered at the end of a course, to 
determine how effectively students have mastered the instructional objectives.” 
(Brown, 1996, p. 14). Achievement tests are criterion-referenced; they are used to 
measure specific language points based on course objectives, and their purpose is to 
assess the amount o f material learned by each student (Brown, 1995; Jordan, 1997). 
So, an achievement test’s purpose and content is very different from that o f a 
proficiency test. While a proficiency test is very general about what it expects from 
the test-takers, an achievement test has very specific content and specified 
expectations from students according to that content. A proficiency test will focus 
on the global performance, but an achievement test is employed by teachers to see 
how successful students are on specific skills, say, writing an argumentative essay.
According to Hughes (1989), there are two types o f achievement tests: final 
and progress. “Final achievement tests are administered at the end o f a course of 
study and their content must represent the content of the courses which they are 
based upon. Progress achievement tests are administered to measure the progress 
learners are making” (p. 10-11). Progress achievement tests can also be used as
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diagnostic tests to pinpoint students’ weak and strong points in learning. 
Achievement tests are a very important part of a language program. “If we assume 
that a well-planned course should measure the extent to which students have fulfilled 
course objectives, then achievement tests are a central part of the learning process” 
(Basanta, 1995, p. 56).
Midterm tests in the FLD can be regarded as progress achievement tests, 
since their aim is to find out and assign marks to how well the students have learned 
up to the point at the test. To be able to follow the progress in the learners’ language 
clearly, Hughes (1989) suggests determining clear and detailed short-term objectives 
and administering tests based on those short-term objectives. He recommends testers 
to base their test content on the objectives of the course rather than on the detailed 
course syllabus, since the objectives provide much more accurate information on 
achievement. If a test is based on the content of a poor or inappropriate course, the 
students taking it may be misled about their achievement. But if the test is based on 
objectives, the information it gives will be more useful, and the course will not stay 
in its unsatisfactory form. The long-term interests of the students are best served by 
achievement tests whose content is based on course objectives (Heaton, 1988;
Hughes, 1989). Basing the test content directly on the objectives of the course 
requires course designers to be “explicit about objectives” (Hughes, 1989, p.l 1).
Thus, having specific objectives available as their criteria, evaluators are able to find 
out how well students have achieved those objectives (Hughes, 1989). In addition to 
following clearly defined course objectives, achivement tests should also closely 
follow the teaching that occurred up to the point o f their administration (Heaton,
1990).
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Heaton (1990) claims that achievement tests need to reflect the classroom 
teaching that takes place before they are administered; “Achievement tests should 
attempt to cover as much of the syllabus as possible” (p. 14). Alderson and Clapham 
(1995) also argue that unlike exercises, since the student works alone in the test, the 
test items on achievement tests should provide all the necessary information that the 
student needs to answer the question:
For course-related, short-term achievement tests, as with 
exercises, teachers need to write items that correspond with their 
teaching methods, reflect their teaching objectives, and mirror in 
some way their teaching materials. They also need to make sure 
that such items are not ambiguous and that they produce the 
expected type of response (p. 185).
Achievement tests are useful in that they provide accurate information about 
students’ learning and help teachers make decisions about the necessary changes to 
their syllabi (Childs, 1989). But doing that requires the specification and 
clarification o f the instructional objectives first. Then, teachers can learn about their 
students’ abilities, needs, and achievement of the course objectives, using the test 
results (Brown, 1996; Weir, 1995). Achievement tests help determine which 
objectives have been met and where changes might have to be made, “an important 
contribution to curriculum improvement” (Heaton, 1988, p. 172).
Whatever the type o f the test is, it must have two vital qualities for its results 
to be usable by its designers: reliability and validity. These test features will be 
explained below.
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Reliability
A test is said to be reliable if its results are “consistent across different times, 
test forms, raters, and other characteristics o f the measurement context” (Bachman, 
1991a, p. 24). This consistency may be in terms of multiple test administrations over 
time (stability), between two or more forms of the same test (equivalence), or within 
one test (internal consistency) (Hudson & Lynch, 1984; Murphy & Davidshofer,
1991). For example, if a student scores 60% on a reading test, and one week later 
different raters grade the same student’s reading proficiency as 62% on a similar 
reading test, these reading tests can be said to be highly reliable. Language testing 
experts agree that the longer a test is, the more likely that it is reliable (Bachman, 
1991a; Brown, 1996; Henning, 1987).
Providing reliability in language tests is difficult because language learning is 
not a static process, and learning and proficiency involves many ever-changing 
variables, it is not as simple as measuring the heights or weights of people (Brown, 
1996). Some possible sources causing a lower test reliability are measurement errors 
like fatigue, nervousness, inadequate content sampling, answering mistakes, 
misinterpreting instructions, unclear or ambiguous questions and guessing (Hughes, 
1989; Rudner, 1994). A test must be reliable to be valid, but being reliable in itself 
does not mean that the test is also valid (Bachman, 1991; Brown, 1996; Hughes,
1989). “There is nothing more important to be demanded of a test than validity; if a 
test is not valid, it is worthless” (Hills, 1976, p. 11). But what is validity?
Validity
In The Encyclopedic Dictionary o f Applied Linguistics (Johnson & Johnson, 
1998), the validity o f language tests is defined as: “ the extent to which the results
25
truly represent the quality being measured” (p. 363). Questions related to a test’s 
validity are not to be answered simply hy yes  or no. Rather, validity is a matter of 
degree (Stevenson, 1981). Douglas (2000) likens the validation process to a
‘mosaic”:
Validation is not a once-for-all event but rather a dynamic 
process in which many different types of evidence are gathered 
and presented in much the same way as a mosaic is 
constructed...[it] is a mosaic never to be completed, as more and 
more evidence is brought to bear in helping us interpret 
performances on our tests, and as changes occur in the process of 
testing, the abilities to be assessed, the contexts o f testing, and 
generalizations test developers want to make (p. 258).
Validity is central to language test construction and there are five types o f  
validity: face, concurrent, predictive, construct, and content. The most important 
types of validity are considered to be construct and content (Bachman, 1991; Davies, 
1990; Hills, 1976). The combination of construct and content validity gives very 
strong evidence for the validity o f the test (Murphy & Davidshofer, 1991). Davies 
(1990) says: “ In the end no empirical study can improve the test’s validity -  that is a 
matter for the content and construct validities” (p. 36). He asserts that valid language 
tests depend on testers’ criteria of the language proficiency and their language 
knowledge.
The most superficial type o f validity is face validity. “A test is said to have 
face validity if it looks as if it measures what it is supposed to measure” (Hughes, 
1989, p. 27). For example, a test which was intended to measure pronunciation
26
ability but which did not require the test-taker to speak might be thought to lack face 
validity by the test-takers. If a test is not viewed as having validity by the students 
taking the test, the biggest disadvantage is that the students’ negative reaction 
towards the test might mean that they may not perform in a way which would truly 
represent their ability (Hughes, 1989; Weir, 1990).
Davies (1990) suggests that if possible, a test should contain face validity, 
but, “construct and content validities should not be sacrificed for the sake of an 
increased lay acceptance of the test” (p. 23). Instead, he advises testers to sacrifice 
face validity, it being the least important type of validity.
Concurrent validity is established when the scores o f a given test are found to 
be consistent with those o f some other test, which have the same criteria, 
administered at about the same time (Alderson et al, 1995; Hughes, 1989).
Predictive validity concerns the degree to which a test can predict candidates’ 
future performance (Bachman, 1991a; Hughes, 1989). Both concurrent and 
predictive validities are criterion-related (Brown, 1996). For predictive validity, 
criteria are the objectives of a course, and if a placement test is successful in 
predicting a student’s success on the final test at the end of term with the same 
objectives, it can be said to have predictive validity (Brown, 1996; Hughes, 1989). If 
a test is successful in predicting learners’ future language performance, that does not 
mean that it is also valid in measuring the learners’ language abilities, because, like 
concurrent validity, it only deals with the relationships among test scores (Hamp- 
Lyons, 1996). The scores alone do not provide enough information to decide about 
students’ competence to perform in given language use situations. It requires another 
type o f validation, that is, construct validation (Bachman, 1991a).
27
Construct validity, which is considered to be the most important type o f  
validity by researchers like Bachman and Palmer (1996), and McNamara (1996), 
“concerns the extent to which performance on tests is consistent with predictions that 
we make on the basis o f a theory of abilities, or constructs” (Bachman, 1991a, p. 
225). The term construct refers to “the particular kind of knowledge or ability that a 
test is designed to measure” (Read, 2000, p. 95). If we are trying to measure a 
particular ability through a particular test, then the test will have construct validity 
only if we are able to show that we are actually measuringy/«/ that ability 
(Bachman, 1991a; Hughes, 1989). For example, a reading test may be claimed to test 
only the reading ability or construct, but in fact, it is very hard to justify that; that 
type o f test would also involve other abilities like recognizing vocabulary or 
inferencing.
When teachers define their objectives and thus their theoretical standpoints 
and justifications for choosing a particular type of teaching, in a way, they define 
their language “constructs”, so they know what to expect from their students’ 
performance (Bachman, 1991a). And when they teach and measure those constructs, 
sticking to their objectives, their tests have a good degree of construct validity. “The 
closer the relationship between the test and the teaching that precedes it, the more the 
test is likely to have construct validity” (Weir, 1990, p. 27). But it is not so easy to 
clearly define and apply construct validity in classroom based evaluation.
Since language teachers need specific data to interpret their students’ 
progress, and accordingly to refine their teaching, it is not practical for them to rely 
on such an elusive concept as construct. So, what language teachers come down to is 
what they have as concrete classroom materials they use in their teaching, on the
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basis of which they try to measure and observe student behaviors. Having concrete 
answers from the students taking an achievement test may be the only way available 
for the teachers to evaluate student ability.
Teachers use their teaching content as the source o f their tests and basis o f the 
reflection o f learning, to measure the observable language development of their 
students, instead of attempting to measure the unobservable constructs in their 
students’ brains. In fact, the distinction between construct and content validity in 
language testing is not very clear, and many researchers agree that most content 
categories are constructs (Tandy, 1987; Messick, 1988; Teasdale, 1996; Weir, 1990). 
Weir (1990) explains why these two concepts are hard to distinguish and how they 
overlap:
Because we lack an adequate theory of language in use, apriori 
attempts to determine the construct validity o f tests involve us in 
matters which relate more evidently to content validity...We can 
often only talk about the communicative construct in descriptive 
terms and, as a result, we become involved in questions o f  
content relevance and content coverage (p. 24).
Every test has a particular content, a reflection of what has been taught or 
what is supposed to have been learned. To determine the content validity of a 
language test, the test’s content should be examined to see if it covers a 
representative and proportional sample of what has been taught in a particular course 
and if the test content is in line with the predetermined course objectives and test 
specifications (Anastasi, 1988; Bachman, 1991a; Brown, 1996; Heaton, 1990;
Hughes, 1989).
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Bachman (1991a) identifies two aspects of content validity: content relevance 
and content coverage. Content relevance involves the specification o f both the 
ability domain (defining constructs) and test method facets (measurement 
procedure). Content coverage is the extent to which the tasks required in the test 
adequately represent the behavioral domain, or language use tasks, in question. The 
specifications should be clear and detailed about what it is the test measures, what 
will be presented to the test taker, and the answers expected from the test-takers. 
Content coverage of a test is harder to establish than the content relevance, because it 
requires an “adequate analysis” o f students’ language needs and a “descriptive 
framework” of language use (Bachman, 1991a, p. 311). For example, in order to 
cover the content area for, say, listening skill, the listening teacher should know 
about all the listening content areas used in language situations in real life, and 
sample those areas in her teaching accordingly. But, in its ideal form, this is an 
almost impossible task to accomplish.
The problem o f not having a domain definition that clearly identifies the 
language use tasks from which possible test tasks can be sampled is addressed by 
Bachman (1991a). He states that “if this is the case, demonstrating either content 
relevance or content coverage becomes difficult” (p. 245). Suppose, for example, 
that a language teacher is teaching a specific skill like reading. If the teacher does 
not have a clearly defined set o f reading tasks for the students to be able to perform 
as an outcome of his or her course, teaching becomes haphazard, and there is no 
specified domain o f reading to talk about. Obviously, he or she will not have any 
predetermined tasks to sample on the reading test, so having students only to answer 
true-false questions would do. If the course requires the students only to read, the
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content would just be “reading.” There would be no content to relate or cover on the 
test. So, anything related to reading would be possible to use as a measurement of 
the reading ability o f the students. Of course this would be an extreme example, and 
the least desired type of teaching and testing (Bachman, 1991a; Bachman & Palmer, 
1996).
Hughes (1989) stresses that content validity is important because the greater a 
test’s content validity, the more likely it is to be an accurate measure of what it is 
supposed to measure. In classroom achievement testing the starting point must be to 
make our tests reflect as closely as possible what and how our students have been 
taught (Basanta, 1995, Bejar, 1983; Weir, 1995).
In order to investigate the content validity o f language tests, “the 
specification o f the skills and structures that is meant to cover should be examined” 
(Weir, 1990, p. 25). Alderson (1988) asserts that the validity o f an achievement test 
depends on the extent to which it is an adequate sample o f the syllabus, and if it 
covers the syllabus “adequately and accurately”, it is likely to be a valid test (p. 16).
Alderson et al (1995) suggest some ways to investigate content validity:
- Comparing test content with specifications/syllabus
- Questionnaires to, and interviews with ‘experts’ such as teachers, subject 
specialists, applied linguists (p. 193).
In this study, I will use these methods mentioned above to analyze the 
validity o f the midterm tests in the FLD. First, I will compare the test content with 
the syllabus content for each course, which is also suggested by Hughes (1989), then 
I will use questionnaires to elicit the teachers’ opinions o f validity, and interview the 
coordinators about the course objectives.
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Reliability vs. Validity
Though the ideal situation for a test is to have both reliability and validity, it 
may not be an easy task for language teachers to achieve this, especially when they 
want to emphasize communicative abilities o f their students. Underhill (1982) points 
out the inevitable conflict between reliability and validity in language tests: “The 
main problem...may be stated simply: high reliability and high validity are seemingly 
incompatible...If you believe that real language occurs in creative communication 
between two or more parties with genuine reasons for communicating, then you may 
accept that the trade-off between reliability and validity is unavoidable” (p. 17).
Along a similar line, Davies (1988) brings up the same problem in terms of 
sampling o f the skills: “ If we accept the more common sense position, that sampling 
can increase (or decrease) reliability, then we must recognize that reliability and 
validity are often at odds with one another” (p. 30). For example, essay writing, 
which is a direct testing o f the writing skill, can be said to measure what it is 
intended to, so it is a valid way of testing writing ability, but it may be very difficult 
to establish its reliability because it is difficult to score objectively. Some testing 
experts assert that reliability may not be as important as validity for achievement 
tests: “Because an end-of-unit or end-of-week test is usually much less important for 
students than is an admissions test, its consequences being less dire, test reliability is 
less important” (Alderson & Clapham, 1995, p. 185). Teachers are more interested 
in having rich information from their tests about their students’ progress than having 
consistent results.
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Difficulties in Achievement Test Content Validation 
Validating classroom tests is not an easy task. It presents many problems for 
validators that may be difficult to overcome. Major problems include absence of test 
specifications, practical constraints in covering and tracking all o f the course content, 
unavailability o f clear course objectives, and some affective factors like 
unwillingness to cooperate with the validator (Alderson & Clapham, 1995; Alderson 
et al, 1995; Bachman & Palmer, 1996; Hughes, 1989).
The biggest problem for classroom tests is that it is usually not possible to 
find carefully prepared test specifications and well-defined course objectives to 
compare the tests against (Brown, 1996). If specifications are not available to the 
test validator, he or she cannot know about the criteria o f the testers in sampling what 
has been taught in the class, their testing objectives and expectations of performance 
from the students (Alderson et al, 1995; Hughes, 1989). Of course it may not be 
possible to include everything taught in class on the test, but the validator needs to 
know the criteria for the selection of a specific content area to test over another area. 
These criteria must be made explicit through preparing test specifications (Alderson 
et al, 1995; Hudson & Lynch, 1984).
Having clearly stated objectives behind the test is also very important, 
because the same test content can be used for a variety o f different purposes 
(Bachman, 1991a; Brown, 1996). If the objectives are not available in a written 
form, as an outsider, the validator may not exactly understand the class teacher’s 
rationale for preferring to ask one thing on the test over another. Unfortunately, most 
teachers lack such clearly specified objectives to refer to, and they show a tendency 
to test what is easiest to test (Davies, 1990; Hills, 1976; Hughes, 1989). Validation
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requires comparison, and if the validator is not able to see both sides of the coin, that 
is, the specifications and the test, comparison is of course not possible.
A classroom context consists o f very dynamic processes and its testing does 
not easily lend itself to an assessment of validity. To do a content validation o f a 
classroom test, the validator has to take into account everything that has happened in 
that particular class as input to the students (Hughes, 1989). Students may learn 
some additional language items out of school and this is very hard to include in the 
analysis of the course content.
And sometimes -  as in my case -  several classrooms take the same 
achievement test. That brings up another problem: “How can the validator be sure 
that different teachers closely followed the same syllabus in their teaching, when 
comparing the classroom content with the test content?” If they did not, there would 
also be the problem o f fairness, in addition to a lack of validity (Brown, 1996; 
Hudson & Lynch, 1984; Hughes, 1989). It is also difficult to be sure if there were 
some extra points that were taught as they came up during class period, like 
unfamiliar vocabulary, and how frequent they were. Perhaps some might suggest 
video-recording classes for later analysis, but it would just be impractical. In 
addition, teachers may feel like their testing or teaching abilities are being questioned 
by the validation process, and they may not be so willing to cooperate with the 
validator (Basanta, 1995).
Test Specifications
Previously I mentioned the importance of linking our testing to what we 
teach in the classroom. A classroom test should be closely related to the content 
covered in the class teaching (Davies, 1990; Hughes, 1989). Heaton (1988) suggests
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that this relationship can be built by relating the different areas covered in the test to 
the length o f time spent on teaching those areas in class. Students need to have been 
taught the necessary skills or knowledge up to the test to be able to answer all the 
items on it. “The insistence that every item be answerable as a result o f instruction 
has naturally led to the notion of a “universe” of items. To define such a universe, it 
is necessary first to identify all its constituent elements” (Bejar, 1983, p. 9). 
Identifying these elements obliges teachers to define their teaching content and 
objectives. In some course books, there are guidelines or even some specifications 
for testing. But, “Even if the specifications were done by the textbook writer, the 
teacher will have to select what s/he considers most important, and not what is 
easiest to test, in order to draw up a set of specifications which reflects the emphasis 
of the teaching” (Basanta, 1995, p. 56). Though designing specifications is very 
important, in practice teachers seem not to weigh this part o f teaching heavily 
enough. And when they do, they need to be careful about the danger of  
“concentrating too much on testing those areas and skills which most easily lend 
themselves to being tested” (Heaton, 1988, p. 13). Basanta (1995) points out the 
current situation in that respect, which seems to be the case also in my institution:
In most classrooms today, English is taught through 
communicative textbooks that provide neither accompanying 
tests nor any guidance for test construction. Teachers are on their 
own in constructing tests to measure student progress and 
performance. The result is they write traditional grammar-based 
items in a discrete-point format that does not fit the
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communicative orientation o f the textbook or the underlying 
teaching principles (p. 56).
Alderson et al (1995) provide a list of guideline questions to ask when 
designing test specifications :
1. What is the purpose of the test?
2. What sort o f learner will be taking the test?
3. How many sections/papers should the test have, how long should they be 
and how will they be differentiated?
4. What target language situation is envisaged for the test, and is this to be 
simulated in some way in the test content and method?
5. What text types should be chosen-writen and/or spoken? What should be 
the sources o f these, the supposed audience, the topics, the degree o f 
authenticity? How difficult or long should they be? What functions 
should be embodied in the texts-persuasion, definition, summarising, etc? 
How complex should the language be?
6. What language skills should be tested? Are enabling/micro skills 
specified, and should items be designed to test these individually or some 
integrated fashion? Are distinctions made between items testing main 
idea, specific detail, inference?
7. What language elements should be tested? Is there a list o f grammatical 
structures/features to be included? Is the lexis specified in some way- 
frequency lists etc.? Are notions and functions, speech acts or pragmatic 
features specified?
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8. What sort of tasks are required -  discrete point, integrative, simulated 
‘authentic’, objectively assessable?
9. How many items are required for each section? What is the relative 
weight for each item -  equal weighting, extra weighting for more difficult 
items?
10. What test methods are to be used -  multiple choice, gap filling, matching, 
transformation, short answer question, picture description, role play with 
cue cards, essay, structured writing?
11. What rubrics are to be used as instructions for the candidates? Will 
examples be required to help candidates know what is expected? Should 
the criteria by which candidates will be assessed be included in the 
rubric?
12. Which criteria will be used for assessment by markers? How important 
is accuracy, appropriacy, spelling, length o f utterance/script, etc.?
(p. 11-13).
These questions above are just guidelines and teachers, who make their own 
tests, can adapt them according to their needs. They can add more details or skip 
some details which they may find unnecessary to address in their own 
teaching/testing contexts. It is not to be expected that everything in the specification 
will always appear in the test, there may be too many things to be included on a 
single test. But having these specifications will “provide the test constructor with the 
basis for making a principled selection of elements for inclusion in the test” (Hughes, 
1989, p. 22). As can be easily noted, test specifications need to be as clear and 
precise as possible, like the questions above require.
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In this chapter, the history o f language testing was briefly outlined, by 
presenting how it came to emphasize qualitative measurements, and thus validity 
more than objectivity and reliability. Then, types and purposes o f tests were 
introduced and explained to clarify the place o f criterion-referenced achievement 
testing in the overall picture o f language testing. After that, two vital qualities o f any 
language test, i.e. reliability and validity were explained with special focus on 
content validity. Other types o f validity were also introduced in order to clarify the 
reason for only focusing on content validity in this study. The problems involved in 
achievement test content validation were discussed, where the major problems seem 
to lie in the absence o f clear course objectives and test specifications. Finally, test 
specifications have been elaborated and some guidelines on preparing them were 
given.
The next chapter will give information about how the data were collected and 
analyzed for this study.
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CHAPTER THREE: METHODOLOGY
Introduction
The concern o f this study is to examine the degree o f content validity o f the 
first semester midterm achievement tests administered at Anadolu University Foreign 
Languages Department (AUFLD). In this study, the main research questions were:
1) What are the instructors’ opinions about the midterm tests’ 
representativeness o f the courses’ content?
2) To what extent do the sampled areas on the midterm tests and the course 
content areas correlate?
3) To what degree do the midterm tests’ content and the course objectives 
correlate?
To answer the first question, a questionnaire related to the content validity o f  
first and second midterm tests was given to the intermediate level English language 
instructors o f the FLD. There are four classes each having about 25 students at the 
intermediate level. The intermediate level was chosen for the study because the 
material content was thought to reflect an average representation o f all other levels.
To answer the second question, the frequency o f the items in the content of 
the materials was compared with the frequency o f the test content items in the 
midterm tests. An item is the smallest unit in the content o f a test, requiring a 
specific task to be performed (Brown, 1996). For the grammar course, for instance, 
items refer to the appropriate use o f grammar components such as pronouns, articles 
and passive structures. For the purposes o f this study, content is based on the course 
books and materials used in each class. In the following sections, participants are
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introduced, then the materials are explained, followed by procedures and data 
analysis.
To answer the third question, three course coordinators were interviewed to 
learn about the objectives o f each course and these specified objectives were then 
related to other data and evaluated by taking the test contents o f the respective 
courses into account.
Participants
10 intermediate level instructors participated in the study. 3 o f these 
instructors were also course coordinators whom I interviewed for their perceptions of 
the first semester course objectives. Four o f the instructors taught core-course (an 
integrated-skills course), three of them were grammar instructors, and three taught 
listening. The core-course, grammar and listening instructors’ experience in teaching 
varies between 1 to 15 years.
There were 2 more instructors at this level, one for the reading course and the 
other for the writing, and they were also given questionnaires, but their questionnaire 
results had to be discarded when I realized that the data to analyze their courses were 
too scarce to justify an analysis.
Materials
For this study, questionnaires, the syllabuses for the core-course, grammar 
and listening courses, the course books for the core-course and listening, handouts 
for the grammar course, and six midterm tests were used. The course book for the 
grammar was not analyzed, because it was optional for the students to work on and 
not used in the classroom. I checked with the instructors to ensure that there was no 
extra material used in addition to the material analyzed in this study. Tests were
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obtained from the Materials Development Office at the university, and the course 
materials were obtained from the instructors and the course-coordinators. 
Additionally, tape recordings o f the interviews with the coordinators about the course 
objectives were transcribed.
Questionnaires
There were a total of five different questionnaires for five courses. The 
questionnaires were developed for the intermediate-level English course 
instructors at the FED at Anadolu University. The questionnaires for the reading 
and writing courses had to be eliminated from the study because o f the 
inadequacy o f the available data. Thus, only the questionnaires for the core­
course, grammar, and listening courses were analyzed in the study (see 
Appendices A, B, C).
The purpose o f the questionnaires was to seek information about what the 
instructors thought about the representation o f their teaching on their tests. To that 
end, the instructors were asked questions about the inclusion and weighting of the 
specific content o f their teaching on their midterm tests. The basic outline of the 
questionnaires was the same; They contained mixed question types. There were 
three sections; In the first section, there were two questions about the instructors’ 
teaching experience. The second section included questions about the first 
midterm test content, and the questions of the third section were about the second 
midterm test content. These questions were intended to elicit opinions of the 
instructors about the test representation of the given list of detailed course areas.
The questions about the specific content areas were designed by reading 
through the material and syllabus o f each course. Also, the content areas
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pinpointed from the materials were checked with the respective coordinators to 
see if those areas had actually been covered in class. Some o f the areas were 
found not to have been covered because o f time limitations, and were not included 
in the questionnaires.
In addition, there were three questions for each midterm test asking the 
instructors’ assessments of their tests’ overall representation o f the course 
objectives, content, and exercise types they used in their classes. To get richer 
data, the participants were also encouraged to write their additional comments or 
opinions about the subject, if they had any.
Course Books
Two course books were analysed in terms of their specific content units: 
Spectnim 4 - Student's Book (Warshawsky & Byrd, 1994) was the course book for 
the core-course and was analysed for the language functions and forms covered 
during the first semester. Spectrum 4 - Student's Book is an integrated skills course 
book addressing six levels from beginners to upper-intermediate. It is accompanied 
by a teacher’s book, a workbook, and audio cassettes. The intermediate level core­
course book. Spectrum 4, was taken as the basis for determining the intermediate 
level core-course content items and item frequencies.
Listening 2 (Doff & Becket, 1991), which was used as the course book after 
the first listening midterm test was administered, was analysed for the listening 
course. It has 20 units, all aiming towards developing students’ speaking abilities as 
well as listening. It addresses intermediate-level learners, and has a variety of 
listening topics based on a notional-functional approach. Focus on Grammar (Fuchs 
& Westheimer & Bonner, 1994) was originally intended to be analyzed for the
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content coverage, but upon personal communication with the grammar course 
instructors, it was found that this book was not used in teaching at all. It was only 
used for home study as a supplementary tool, and since I was not sure about the 
content o f those homework assignments, I did not include this book in my study. 
Instead, the material which consisted o f the handouts used in the classroom to teach 
grammar was obtained from the grammar coordinator, and it was used to pinpoint the 
grammar topics covered during the first semester grammar course instruction. The 
items under each grammar category were listed and their frequencies were 
calculated.
Syllabi
Syllabi o f the three courses; the core-course, grammar and listening were 
obtained from the coordinators. They included an outline o f what teaching content 
was to be covered when. In all o f the syllabi, the time allotted for the different units 
covered in each course was found out to be equally distributed.
Tests
There were a total o f three first midterm tests and three second midterm tests, 
two total midterm tests for each course. The frequency o f the item content on these 
tests were compared with the frequency o f the teaching items o f the courses’ 
contents. The frequencies o f the specified exercise types in the course material was 
also compared with the frequencies o f the task formats of the test items. 
Tape-recordings
To triangulate what I had found by analysing the contents o f the course 
materials to be the course content that was aimed to be taught, I consulted the 
opinions o f the course coordinators about the objectives o f the courses that they were
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responsible for (Coordinators preside over the weekly course meetings and try to 
control and balance the quality and quantity o f instruction among the different 
classes at the same level). Since the objectives were not documented or specified in 
any written form, they asked for some time to first think about it. They said ten or 
fifleeen minutes would be enough to make up their list o f objectives, so I allowed for 
fifteen minutes for them to think (During that period, they all were observed to refer 
to their course books and syllabuses in order to organize their thoughts). Then, when 
they said they were ready, I started the recording o f their accounts o f the objectives. 
All o f the five coordinators were recorded. The recordings o f these coordinators’ 
talks were then transcribed and analysed to specify objectives (see Appendices D, E, 
and F). Objectives expressed for each course were then commented on by taking the 
course material content and the test content into account.
The reading and writing transcriptions were not included in the study, 
because for these courses, there was no enough course content information to 
legitimately compare the transcribed objectives with.
Procedures
In the last week of March 2000, after getting permission from the 
administrators o f the FED, and contacting the core-course, grammar, listening, 
reading and writing coordinators, their syllabi, course books and classroom handouts 
(for the grammar), and the supplementary materials (like listening cassettes) were 
obtained. The first semester midterm tests, which had already been administered, 
were collected through contacting the Materials Development Office.
The English instructors’ opinions and suggestions related to the content 
validity o f achievement tests were sampled through questionnaires. The questions of
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the questionnaires were formed by taking the previously obtained course materials as 
the basis for each specified subskill area.
After the questionnaires were developed, they were piloted at the FLD, a 
week before the actual administration. The core-course and grammar questionnaires 
were piloted with two instructors teaching core-course and grammar during the 
second semester. They were chosen from among the instructors for whom the 
questionnaires were not actually intended, in order not to skew the questionnaire 
results. Then, the necessary changes were made, which consisted mostly o f the 
clarification and simplification o f the instructions. The actual administration took 
place in the following week, the second week of April.
On April 15“’, the revised final versions of the questionnaires were 
administered. The participants were informed about the nature of the study by the 
researcher before distribution o f the questionnaires. For this purpose, they were 
briefed about the aim o f the research and the questionnaires individually, since the 
participants were small in number. Also, each participant was provided with the 
copies o f the two midterm tests so that they could refresh their memory o f them, 
because ten weeks had passed since the second midterm tests were administered.
On April 16*'’, coordinator-instructors, who are the people directly 
responsible for separate courses like grammar, were interviewed to determine the 
objectives for the particular courses.
The contents of the tests were then correlated with the contents o f the course 
materials. To pinpoint the numbers of item frequencies, the items in each unit of the 
book and on the test were counted. Besides the course books, additional class 
material like listening cassettes (for the listening course) was searched for item
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frequency. The course objectives were evaluated in terms o f their consistency with 
the tests’ contents. Following this analysis, an evaluation o f the content validity o f  
the tests was made.
Data Analysis
Since there were not many teachers, and also to present the data clearly, the 
multiple-choice questions o f the questionnaires were analyzed by putting each 
teacher’s answer in tables. The answers to the open-ended questions were analyzed 
by grouping the responses into categories. Tables were used to show the results. To 
measure content validity, the course content items were specified and counted by 
analyzing the material of each course. Tests were analyzed to find these items’ 
frequencies on them. The materials were then analyzed to find the exercise types in 
which the content items were presented, and they were correlated with the task types 
on the tests. The Pearson Product Moment Correlation analysis was used to correlate 
the item percentages and to show the significance values o f the correlations between 
the course and test contents.
In the tables, taking their frequency in the material as basis, the items were 
rank-ordered from the most frequent to the least. The matching between the test and 
material frequencies o f language items studied during the first semester were then 
evaluated. The relationship between the course objectives and test /material content 
was evaluated. Questionnaire results were related to the findings o f the analyses.
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CHAPTER FOUR: DATA ANALYSIS 
Data Analysis Procedure
The following procedure was used to analyze the data: First, the responses of 
the instructors to the questionnaires were analyzed. The number o f the subjects who 
responded was 10, with a response rate o f 100%. There were three different 
questionnaires. A questionnaire was prepared for each course. The core-course 
questionnaire consisted of three sections and 22 items (see Appendix A). The 
grammar questionnaire consisted of three sections and 20 items (see Appendix B). 
The listening questionnaire consisted of three sections and 22 items (see Appendix 
C). Since the number o f the participants was very small, all o f the results are 
grouped and shown in tables, then necessary explanations are made.
Next, the first semester midterm tests’ sampling o f the courses’ content was 
analyzed through counting the frequencies of the specific content items in the 
materials and their frequencies on the tests. Then, since different methods o f testing 
the same content may produce very different results and affect the content validity of 
a test, as suggested by Shohamy (1984) and Brown (1994), the frequencies o f the 
material task types (exercises) versus the test task types were counted and correlated 
for the core-course and grammar. For the listening course, there was no separate 
table for the exercise types, because after an initial analysis, the items both in 
material and on the test were found to be essentially in the same format. The 
significance o f the relationship between the content items and exercise types in the 
materials and the items on the tests were computed by means o f Pearson Product 
Moment Correlation Coefficient, using Excel. The results are shown in tables.
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Finally, the coordinators’ perceptions of the course objectives were elicited 
through interviews. Then, the tape-recordings of these interviews were transcribed 
and analysed in the light of what has been found to be covered in the materials and 
on the tests.
Results o f the Study
Analysis o f the questionnaires
The questionnaires were given to 10 intermediate level English instructors; 
four for core-course, three for grammar, and three for listening. They all responded. 
In all o f the questionnaires, the first and second questions were about their 
experience in teaching. Their responses are reported in chapter three.
Core-Course Midterm Test
Table 1 below shows the answers given to the questions 3, 4, 5, 10, 11, and 
12. Question 3 was: “The following areas are taken from your course material. 
Which “function” area(s) o f core-course content should have been represented more 
on the first midterm test? Choose from below.” The instructors were given the list of 
29 function areas which were covered up to the first midterm test to choose from.
The next question, question 4, asked the same thing about the form areas, giving a 
list o f 14 forms to choose from. Question 5 was; “Were there any content area(s) on 
the first core-course midterm test that you did not include on the test although you 
taught that content in the class?” It required a yes/no answer, and if the answer was 
yes, the participant was asked to specify those areas.
Question 10 was; “To what extent do you think the content o f the core­
course questions on the first midterm test matched the core-course content you taught 
in your class?”. Question 11 asked: “To what extent do you think the questions on
48
the first midterm test matched your course objectives?”. Question 12 was: “To what 
extent do you think the exercise types you used in the classroom matched the 
question types on the first midterm test?” All these three questions were to be 
answered by choosing from very little, a little, some and a lot. No answers are 
reported for Question 4 in the table below since no form areas were selected by the 
teachers as being underrepresented on the test.
Table 1.
Core-course Instructors’ Answers to the Questions 3. 5, 10. 11, 12
C o r e -c o u r se  M id ter m Teacher A Teacher B Teacher C Teacher D
Q.3 (bb) Talking about
imaginary situations
Q.5 Functions, Listening
listening
Q.IO Some Some A lot Some
Q .ll Some Some A lot A lot
Q.12 A little A little A lot Some
All four teachers said that they had not emphasized any o f the given areas in 
their teaching, and also they had not weighted any o f  the areas on the test more than 
others (as answers to questions 7, 8, and 9, see Appendix A). Table 1 shows that 
only teacher C gave an area that should have been represented more; “ Talking about 
imaginary situations.” Teachers A and B agreed that “listening” was not included on 
the test. Teacher A adds that “Functions” were not covered on the test either. 
Question 6 required their reasons for not including items on the test. As reasons for 
not including “ functions” on the test, teacher A said that there weren’t many 
exercises related to the “functions”, and they were not tested in the course book
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either. For not including “listening” area on the test, teacher A said that listening 
was not tested because it was difficult to find suitable material. Teacher B said 
listening had not been tested because of some technical problems and thinking it was 
covered in the listening course.
The results shown in Table 1 above indicate that teacher C appears to diverge 
from all the other teachers, responding a lot to all the matching questions, not only 
for this test, but also for the second midterm test (see Table 2), and was the only 
teacher to rank the match so highly. While claiming that the second midterm test 
matched teaching content well, she also provided the longest list of areas that should 
have been represented on the test (see Table 2). This pattern o f answer suggests that 
teacher C either did not understand the questionnaire or she was not being objective 
in her evaluation for unknown reasons. Therefore, her views will not be included in 
further evaluation. Concerning the match o f teaching content and course objectives 
to the test, the remaining teachers generally felt that there was some correspondence. 
However, they were less positive about the match between instructional exercises 
and test exercises, with two o f the three saying there was only a Utile match. This 
may be an accurate reflection because the range o f exercises that can be done in class 
will always be greater than what is possible to include on a test, since a test is only 
meant to sample. Thus, this question is less important to determining validity.
Overall, the results suggest the teachers felt that this test was moderately valid.
Core-course 2"^* Midterm Test
Table 2 below shows the answers given to the questions 13, 14, 15, 20, 21, 
and 22. Question 13 was; “The following areas are taken from your course material. 
Which “function” area(s) o f core-course content should have been represented more
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on the second midterm test? Choose from below.” The instructors were provided 
with the list of 37 function areas which were covered between the administration of 
the first midterm test and the second midterm test to choose from. Question 14 asked 
the same question about the form areas with a list o f 18 forms to choose from. 
Question 15 was: “Were there any content area(s) on the second core-course midterm 
test that you did not include on the test although you taught that content in the 
class?” It required a yes/no answer, and if the answer was yes, the participant was 
asked to specify those areas.
Questions 20, 21 and 22 were asking about the match between the course and 
test content. Question 20 was: “To what extent do you think the content o f the core­
course questions on the second midterm test matched the core-course content you 
taught in your class?”. Question 21 inquired: “To what extent do you think the 
questions on the second midterm test matched your course objectives?” Question 22 
was: “To what extent do you think the exercise types you used in the classroom 
matched the question types on the second midterm test?” All these three questions 
were to be answered by choosing from four options: very little, a little, some and a 
lot. No results are reported in the table for question 14, as no form areas were 
selected by the teachers as being underrepresented on the test.
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Table 2.
Core-course Instructors’ Answers to the Questions 13. 15. 20, 21. 22
2"** Core-course 
Midterm
Teacher A Teacher B Teacher C Teacher D
Q.13 (p) saying thank you, (ff) 
asking for travel information, 
(gg) correcting a mistaken 
information, (hh) talking about 
food, (e) infinitives after direct 
objects, (p) sequence o f tenses
(ff) asking 
for travel 
information, 
(p) sequence 
of tenses
Q.15 Functions,
listening
Listening — —
Q.20 Some Some A lot Some
Q.21 Some Some A lot A lot
Q.22 A little A little A lot Some
As is seen in Table 2, two of the instructors agreed that one of the function 
areas “Asking for travel information”, and one form area “ Sequence of tenses” 
should have been represented more on the second midterm test. The instructors gave 
the same answers as they did for the first midterm to the questions related to the 
emphasizing o f areas in teaching and weighting on the test. They said no area was 
emphasized or weighted more. Instructors’ reasons for not including “functions” and 
“listening” areas on the second core-course test were the same with the reasons given 
for the first one.
The answers given to questions 20, 21, and 22 about the second midterm test 
are exactly the same answers as the ones given for the equivalent questions about the 
first midterm test. The instructors thought the matching o f the course objectives with 
the items on the test was the highest among the three categories. The matching of the
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teaching content with the test content was lower, and the matching o f the exercise 
types with the question types on the test was the lowest, in their opinion. These 
results suggest that they also felt this test was o f moderate validity.
Grammar Midterm Test
Table 3 below shows the answers given to questions 3, 4, 6, 8, 9, 10, and 11 
on the questionnaire given to grammar teachers. Question 5 was a follow-up for 
question 4, requiring the reasons for not including the items the instructors had said 
they had not. Question 7 was a follow-up for the 6“’ question and was aimed to 
elicit additional information about 6. The answers to these two questions are not 
included in the table, but will be presented at relevant places below. Question 3 was: 
“The following areas are taken from your course material. Which area(s) o f  
grammar course content should have been represented more on the first midterm 
test? Choose from below.” The instructors were given the list o f 17 structure areas 
to choose from which were covered up to the first midterm test. Question 4 was: “ 
Were there any content area(s) on the first grammar midterm test that you did not 
include on the test although you taught that content in the class?” It required a 
yes/no answer, and if the answer was>"(?5, the participant was asked to specify those 
areas. Question 6 was: “Before the first midterm test, did you emphasize some 
area(s) o f the grammar course content in teaching over other areas?” If affirmative, 
the participant was required to supply the areas that she thought she had emphasized. 
Question 8 was: “Did you think some grammar course areas were more important 
than the others when you were designing your test, so you weighted them more on 
the first midterm test?” If yes, she was to specify these areas.
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Question 9 was: “To what extent do you think the content of the grammar 
questions on the first midterm test matched the grammar content you taught in your 
class?”. Question 10 inquired: “To what extent do you think the questions on the 
first midterm test matched your course objectives?”. Question 11 was: “To what 
extent do you think the exercise types you used in the classroom matched the 
question types on the first midterm test?” All these three questions were to be 
answered by choosing from four options: veiy little, a little, some and a lot.
Tables.
Grammar Instructors’ Answers to the Questions 3, 4. 6. 8. 9. 10. 11
G r a m m a r  M id te r m Teacher A Teacher B Teacher C
Q.3 Wh questions Wh questions Wh questions
Q.4 Wh questions Wh questions Wh questions
Q.6 — Tenses —
Q.8 The contrast between tenses — "
Q.9 A lot Some A lot
Q.IO A lot A lot A lot
Q .ll Some Some Some
As the answer to the question on the grammar questionnaire, all three 
teachers agreed that the “Wh- questions” topic area should have been represented 
more on the first midterm test. “Wh- questions” was also given as the only area that 
was not included on the test by all o f the teachers, as response to the 4*'’ question. As 
reasons for not including “Wh- questions” on the first midterm test, teacher A said 
they had supposed students knew it, for that level it was too simple. Teacher B 
reasoned that it was given as homework, so was not emphasized in the teaching as 
important. Teacher C said in a similar vein that the syllabus had not included this
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area, so it was just given as homework. Only teacher A said that she had emphasized 
“The contrast between tenses” in her teaching and, only teacher B said that she had 
weighted “Tenses” more on the test, as answers to questions 6 and 8 respectively. 
Answering question 7, teacher A said that she was able to emphasize “the contrast 
between tenses” on the test too.
Overall, the answers given to these questions show that the teachers agreed 
about the test and felt that it did adequately represent what they had taught. Those 
areas they did not cover were justified. The answers to the remaining matching 
questions in Table 3 confirm this analysis. All the teachers agreed that the test 
matched course objectives a lot, and two of three felt that it matched teaching content 
at the same level. They felt less strongly about the match o f test tasks to classroom 
tasks, which may be explained by the issue of sampling discussed earlier. In all, the 
evidence suggests the teachers felt this test was very valid.
2"^* Grammar Midterm Test
Table 4 below shows the answers given to the questions 12, 13, 15, 17, 18,
19, and 20. Question 14 asked the reasons for not including some o f the items on the 
test, and question 16 was a follow-up to 15, inquiring about whether the teachers 
who said they had emphasized some items in their teaching had also done so on the 
test. Bothoftheteachersresponded>-e5 to question 16. Question 12 was: “The 
following areas are taken from your course material. Which area(s) o f grammar 
course content should have been represented more on the second midterm test?
Choose from below.” The instructors were given the list o f 15 structure areas to 
choose from which were covered after the first midterm up to the second midterm 
test. Question 13 was ; “Were there any content area(s) on the second grammar
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midterm test that you did not include on the test although you taught that content in 
the class?” It required a yes/no answer, and if the answer was yes, the participant 
was asked to specify those areas. Question 15 was ; “Before the second midterm 
test, did you emphasize some area(s) o f the grammar course content in teaching over 
other areas?” If affirmative, the participant was required to specify the areas that she 
thought she had emphasized. Question 17 asked: “Did you think some grammar 
course areas were more important than the others when you were designing your test, 
so you weighted them more on the second midterm test?” If yes, she was to specify 
these areas.
Questions 18, 19 and 20 were related to the teachers’ opinions about the 
course and test content match. Question 18 was: “To what extent do you think the 
content o f the grammar questions on the second midterm test matched the grammar 
content you taught in your class?”. Question 19 required: “To what extent do you 
think the questions on the second midterm test matched your course objectives?”. 
Question 20 was: “To what extent do you think the exercise types you used in the 
classroom matched the question types on the second midterm test?” All these three 
questions were to be answered by choosing from four options: very little, a little, 
some and a lot.
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Table 4.
Grammar Instaictors’ Answers to the Questions 12, 13. 15. 17. 18. 19. 20
2"** Grammar Midterm Teacher A Teacher B Teacher C
Q.12 (a) Adjectives 
(b) adverbs 
(m) reported speech
(m) reported 
speech
Q.13 — Reported speech Reported speech
Q.15 Modals, Differences 
between modals
Perfect modals —
Q.17 — Tenses Active-Passive,
Modals
Q.18 A lot Some A lot
Q.19 A lot A little A lot
Q.20 Some Some Some
Once more, the relatively few selections made by teachers for any o f the first 
four questions suggests that in general they felt the test matched their teaching well, 
but perhaps not as well as the first midterm. Some areas they did commented on are 
worth further discussion. Teachers B and C both indicated that “reported speech” 
was not included on the test and should have been. However, teacher A did not 
mention this at all. Likewise, while teachers A and B reported that aspects o f modal 
verbs were more emphasized in teaching, teacher C said they were given more 
weight on the test. These results suggest more differences among the teachers than 
on the first midterm and, specifically, that they differ on how modals should be 
treated in instruction and testing. In addition, options “o) Compound sentences” and 
“ p) Either-or...” later had to be dismissed from analysis o f the content, because the
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teachers reported that although these areas were included in the syllabus, they did not 
have enough time to teach them (see Appendix B).
As reasons for not asking the “Reported speech” on the second midterm test, 
instructors B and C’s answers were similar. While instructor B said it was easy and 
doing the exercises was enough, teacher C said they had assumed that students 
already knew about it. (So it was not necessary to test it.) From the way the 
instructors put it, it can be easily inferred that if an item is perceived to be easy by 
the instructors, it stands much less chance o f being asked on the test.
Table 4 above shows that as answers to the questions 18, 19, and 20, while 
teacher A and C were positive that their teaching and objectives matched the test 
very much, teacher B was less positive, and for the matching o f the objectives with 
the test, she was negative. But they all agreed that the test representation of the task 
formats was to a moderate degree. They stated that it was mainly because of their 
not frequently practicing multiple-choice tasks in their classrooms, but asking such 
tasks on the test to a great extent (which turned out to be true after the content 
analysis). Overall, these results support the analysis above, suggesting more 
differences in the teachers’ views of the validity o f the test, but a belief in a moderate 
level o f test representativeness o f the course content.
F* Listening Midterm Test
According to the answers given to the questions 3, 4, 6 and 8 (see Appendix 
C), all o f the listening teachers were of the same opinion that there were no areas that 
should have been represented more on the test. They claimed that all o f the listening 
areas specified in the questionnaire were included on the test, and none o f them were
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weighted more on the test. They also said that they had not emphasized any o f the 
listening areas in their teaching.
The table below presents the answers given to the questions 9, 10, and 11. 
Question 9 was; “To what extent do you think the content o f the listening questions 
on the first midterm test matched the listening content you taught in your class?”. 
Question 10 required: “To what extent do you think the questions on the first 
midterm test matched your course objectives?”. Question 11 was: “To what extent 
do you think the exercise types you used in the classroom matched the question types 
on the first midterm test?” All these three questions were to be answered by 
choosing from four options: very little, a little, some and a lot
Table 5.
Listening Instructors’ Answers to the Questions 9. 10. 11
Listening Midterm Teacher A Teacher B Teacher C
Q.9 A lot A lot A lot
Q.IO A lot A lot A lot
Q .ll A lot A lot A lot
As shown in the table above, for the questions 9, 10, and 11, they all agreed 
that their teaching, objectives and exercises all matched well with the test. This 
result is in accord with the answers given to the preceding questions and suggest that 
the teachers all felt the test was very good at representing the course content.
Listening 2"^  Midterm Test
Table 6 below shows the answers given to the questions 12, 13, 14,15, 20, 21, 
and 22. Question 12 was; “The following areas are taken from your course material.
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Which listening strategy area(s) o f the course content should have been represented 
more on the second midterm test? Choose from below.” The instructors were given 
the list o f 8 structure areas to choose from which were covered after the first midterm 
up to the second midterm test. Question 13 was: “Which vocabulary area(s) of the 
listening course content should have been represented more on the second midterm 
test?,” with 11 vocabulary areas to choose from. Question 14 asked: “Which 
functional area(s) o f the listening course content should have been represented more 
on the second midterm test?,” with a list of 10 functional areas. Question 15 was: 
“Were there any content area(s) on the second listening midterm test that you did not 
include on the test although you taught that content in the class?” It required a 
yes/no answer, and if the answer was yes, the participant was asked to specify those 
areas.
Question 20 was: “To what extent do you think the content of the listening 
questions on the second midterm test matched the grammar content you taught in 
your class?”. Question 21 was: “To what extent do you think the questions on the 
second midterm test matched your course objectives?”. Question 22 was: “To what 
extent do you think the exercise types you used in the classroom matched the 
question types on the second midterm test?” Each of these three questions were to 
be answered by choosing from four options: very little, a little, some and a lot.
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Table 6.
Listening Instructors’ Answers to the Questions 12. 13. 14, 15. 20. 21, 22
2"** L is te n in g  M id ter m Teacher A Teacher B Teacher C
Q.12 Listening strategy Listening strategy Listening strategy
areas: a, c, e, g, h areas: a, c, e, g, h areas: b, c, e, g, h
Q.13 Vocabulary areas; Vocabulary areas: Vocabulary areas:
a, c, g, h, j, k a, b, c, g, h, i, j, k a, c, g,j, k
Q.14 Functional areas: Functional areas: Functional areas:
b, d, e, g, h, i a, d, f, g, h, i, j a, d, f, g, h, i
Q.L5 Listening strategy Listening strategy Vocabulary areas:
areas; a, c, e, g, h areas: a, c, e, g, h a, c, g, h, j, k
Vocabulary areas: Vocabulary areas;
a, c, g, h, j, k a, b, c, g, h, i, j, k
Functional areas; Functional areas:
b, d, e, g, h, i a, d, f, g, h, i, j
Q.20 A little Some Some
Q.21 Some A lot A lot
Q.22 A lot A lot Some
Note: See Appendix C to see what tlie letters refer to
The results shown in Table 6 indicate that teachers A and B agree that a large 
number o f listening strategy, vocabulary, and functional areas were not included on 
the test and should have been represented more. Teacher C generally agreed with 
them about the need to represent these areas more, but felt that listening strategy and 
functional areas had all been included on the test. The common listening strategy 
areas that were chosen by all three teachers which they think were not represented on 
the test adequately are “c, e, g, h”. That is, c) Following a stoiy; predicting and 
guessing, e) Listening against background noise, g) Matching with your own
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interpretation, and h) Following a story; matching with your own expectations. The 
vocabulary areas common in all o f their answers include “a, c, g, j, k”. That is, a) 
Music, c) Visitors; dogs; shops; embarrasment, g) Fears and phobias; crime, j) 
Buying and selling; household objects, and k) Superstitions; fortune telling. Their 
common answers for the functional areas include “d, g, h, i”. That is, d) Making 
enquiries; giving directions; small talk, g) Describing a process, h) Describing 
objects, and i) Describing the past; interpreting a picture. The responses to 
questions 17 and 19 (see Appendix C) showed that the instructors had not 
emphasized any o f the given listening areas in their teaching and there were no areas 
that had been weighted more on the test.
The table above demonstrates the instructors were not so positive about the 
match of the teaching with the test as they were for the first midterm test, but their 
answers indicated that they thought that the match between the course objectives and 
the test and also the exercises and the test tasks were good. This result raises the 
interesting question of why the test matched course objectives well, but not their 
teaching. While Hughes (1989) says that it is better to match tests to objectives 
rather than teaching, the ideal is to have all three -  objectives, teaching, and the test -  
coordinated. Still, the overall results suggest that they found the test moderately 
representative o f the course content.
The teachers answers to the question 16, which was inquiring about their 
reasons for not including some areas on the test, are displayed in Table 7 below.
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Table 7.
Listening Instructors’ Answers to the Question 16
Reasons for not including areas on the test
2 L is te n in g  M id ter m
Forming a mental picture
Following a story; 
predicting & guessing
Listening against 
background noise
Matching with your own 
interpretation
Following an explanation 
& matching with your 
own beliefs
Teacher A
It was very difficult to 
test
Unable to find suitable 
material for test 
Because o f technical 
shortcomings & not 
suitable for our 
purposes
Was not one of the 
primary goals to teach 
& supplementary
Students’ level was not 
high enough
Teacher B Teacher C
Music
Technical facility 
shortcomings
Students had not 
reached at that 
level yet 
It was
supplementary, 
used as pre- & 
post- listening 
activity 
Because o f its 
incorrect 
structures and 
sometimes slang
Not suitable for 
test
Even teaching was 
difficult & it 
would ensure 
failure o f students 
Risky area & 
difficult to 
evaluate
Risky & difficult 
to evaluate
While there is variation among the teachers as to why certain areas were not 
included on the test, certain themes, such as concern for the students’ ability level 
and lack of technical facilities, do emerge. Perhaps it was because the teachers could 
provide justifications for the exclusion of some items that they still felt the test was
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moderately valid. This may also explain why they felt the match o f the test to their 
teaching was lower than to the course objectives. The excluded areas were ones they 
could cover in class, but were not able to do on the test.
Analysis o f the Course Material Content vs. Test Content
To analyze how the content of a particular course that had been taught up to 
the midterm tests was represented on the midterm test o f that course, item 
frequencies were counted. For the Listening first midterm test, the occurrence of 
each phoneme was counted both at sentence and individual word level. That was 
because these were the two main exercise types in the material in which the 
phonemes were presented. For the second midterm test, a course book {Listening 2) 
was used, and in it there were three main areas of listening subskills: Listening 
strategy, vocabulary, and function. Item frequencies for each o f these three areas 
were counted separately. Listening strategy areas were also types o f exercises, so the 
results for the exercise types were explained on the table for listening strategy areas 
(Table 17a). All results are displayed in tables.
Next, the item frequencies o f the grammar course were counted and 
compared. To do that, first the material which consisted o f the handouts that were 
used in the classroom was analyzed. The material consisted o f structural exercises 
like writing the correct simple past forms of the verbs provided in the parentheses 
beside given sentences. The items that were required to complete an exercise were 
counted for each topic. For example, occurrence of the past simple items was 
determined by counting the blanks that were to be completed only by a past simple 
item. Usually, the required forms to complete an exercise were given in the
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instruction, but when that was not available, the answers (and thus the items) were 
singled out from the key sheet, and added to the list o f items under their relative topic 
categories. In some of the exercises, introductory examples were given to help the 
students do the exercise appropriately, but these examples were not counted. Only 
the items that the students were required to supply or to correct were included. So, 
the size o f the chunks o f items that were counted in the material and on the test was 
the same. For example, if it was a completing-the-sentence type exercise, the size of 
the item (e.g. a verb) to complete a sentence in an exercise in the course material was 
the same with the item required on the test. That made the item frequencies in the 
material and on the test directly comparable. The course book was used only for 
self-study, and since the given assignments did not cover all the book related to the 
topics taught in class, and the exact nature of the assignments was unclear, it was not 
included in the item analysis. I only analyzed the material that was shared by all the 
instructors and was obligatory for the students to learn. Exercise types were counted 
again item by item, as single tasks, not as groups of similar exercises. Each counted 
item that was testing a certain grammar topic was then classified under a certain 
exercise type.
For the core-course, there were two skill areas specified in the course book; 
function and form. Subskills under these areas were specifically labeled in the 
course book {Spectrum 4) for each unit. Up to the first midterm test 5 units were 
covered, and then 8 more units were covered until the administration of the second 
midterm test. The units were divided into small sections, and thus, for example one 
section covered only the “complaining” function plus the “sows, such” form. To 
find out the frequencies, the number of exercises requiring a certain function use or
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form use was counted. Forms and functions were mostly together in the same 
exercise, so it was possible for an item to be mentioned twice: once under the 
function category, then the form. Unlike grammar, for the core-course form areas, 
instead o f the smaller chunks like verbs, the number of exercises (as grouped in the 
course book) was counted. So, the size of the form chunks mentioned for the 
material frequencies was bigger than the chunks o f the test items (unlike the case for 
the grammar course). But the methods selected for counting the frequencies were 
consistently used all through the material and the test, and the size o f the items in the 
material and on the test were proportional, so the figures for both were comparable.
Finally, the objectives which were provided by the coordinators in the 
interviews were presented and discussed in terms of the results o f this study.
For all three courses, in counting the frequencies, the recurring items (very 
few in number) from the first midterm were not included as part of the second 
midterm content, because for the second midterm tests, the students were only 
responsible for the items that were covered after the first midterm test was 
administered. The results for each course are presented in tables separately, then the 
necessary explanations are made.
For the core-course, the material content had been divided into two: function 
areas and form areas. These areas are presented in separate tables. First, the 
function and form frequency correlations o f the first midterm test, then o f the second 
midterm test will be presented below.
6 6
Table 8.(a)
The Correlation Between Midterm Core-course Material Content with Test 
Content: Function Areas
f  ‘ Core-course Midterm Frequency in material ]Frequency on test
Asking for and giving an opinion 8 (8%) 0 (0%)
Asking a friend for information 8 (8%) 0 (0%)
Talking about where products are produced 8 (8%) 0 (0%)
Expressing surprise 5 (5%) 0 (0%)
Complaining 5 (5%) 0 (0%)
Making plans 5 (5%) 0 (0%)
Talking about imaginary situations 5 (5%) 0 (0%)
Talking about likes and dislikes 4 (4%) 0 (0%)
Asking about and confirming facts 4 (4%) 0 (0%)
Confirming information 3 (3%) 0 (0%)
Talking about exceptions 3 (3%) 0 (0%)
Talking about habits 3 (3%) 0 (0%)
Expressing anticipation 3 (3%) 0 (0%)
Talking about strenghts and weaknesses 3 (3%) 0 (0%)
Talking about famous landmarks and works 3 (3%) 0 (0%)
Telling about a past experience 3 (3%) 0 (0%)
Expressing duration 3 (3%) 0 (0%)
Talking about your life 3 (3%) 0 (0%)
Expressing a wish 3 (3%) 0 (0%)
Agreeing and disagreeing with an opinion 2 (2%) 0 (0%)
Talking about needs 2 (2%) 0 (0%)
Talking about the content o f something 2 (2%) 0 (0%)
Making a decision with someone 2 (2%) 0 (0%)
Reporting a conversation 2 (2%) 0 (0%)
Stating a preference 1 (1%) 0 (0%)
Reacting to news 1 (1%) 0 (0%)
Talking about your class or group 1 (1%) 0 (0%)
Discussing plans 1 (1%) 0 (0%)
Resuming a conversation 1 (1%) 0 (0%)
Reading for overall comprehension 0 (0%) 1 (50%)
Reading for specific information 0 (0%) 1 (50%)
Total 97 (100%) 2 (100%)
(/7 = 31),r = -0,393, /7 <05
It is clear from Table 8 (a) that there is no matching between the function 
areas covered in the material and the functions on the test at all. The correlation 
coefficient (r = -0.393) of their frequencies is significantly negative at .05 level. Two 
functions, “Reading for overall comprehension” and “Reading for specific
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information” were tested, and both were missing in the course book. The reason for 
not asking the functions in the course material previously presented to the students 
might be that they are much harder to test and score than “reading comprehension.” 
Table 8.(b)
The Correlation Between Midterm Core-course Material Content with Test 
Content: Form areas
1** Core-course Midterm Frequency in Frequency on 
material test
The superlative o f adjectives with the present perfect 9 (11%) 0 (0%)
"so" vs. "such" 8 (10%) 0 (0%)
Indefinite compounds with "except" and "but" 8 (10%) 0 (0%)
"while" vs. "during" 7 (9%) 1 (2.5%)
Gerunds 7 (9%) 1 (2.5%)
Tag questions 6 (7%) 0 (0%)
The passive without an agent 6 (7%) 0 (0%)
Relative clauses with "who" and "whose" 6 (7%) 2 (5%)
The passive in the present and past 5 (6%) 6 (15%)
Rejoinders showing interest or surprise 4 (5%) 0 (0%)
The passive in the past tense 4 (5%) 0 (0%)
"the whole", "all", and "every" with time expressions 4 (5%) 0 (0%)
Contrary-to-fact conditionals 4 (5%) 3 ( 7.5%)
"be used to" 3 (4%) 1 (2.5%)
"would rather" 1 (1%) 1 (2.5%)
Vocabulary 0 (0%) 25 (62.5%)
Total 82 (100%) 40 (100%)
(/7 = 16), r  = -0.567, p  < .05
A significant negative correlation was found between the form areas in the 
course book and on the test of the first midterm. The striking point here is that
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although vocabulary was not among the form areas in the book, it was the most 
frequently tested item on the test.
Table 9. The Correlation Between the Material and the Test Task Formats
Core-course Midterm
Frequency Frequency
in material on test
Task Format (Exercise) Types
Acting out a similar conversation to the one that has just been listened to 26 (16%) 0 (0%)
Listening and practising conversations 25 (16%) 0 (0%)
Listening to and reading a passage and identifying statements as “tme”. 12 (8%) 0 (0%)
“false” or “it doesn’t say”
Answering questions and comparing the answers with classmates 10 (6%) 0 (0%)
Discussing questions about books, sports and crafts in groups 10 (6%) 0 (0%)
Listening for specific information 8 (5%) 0 (0%)
Listening to conversations and choosing answers from two alternatives 6 (4%) 0 (0%)
Completing sentences in an appropriate way 5 (3%) 0 (0%)
Matching expressions with the pictures they describe 5 (3%) 0 (0%)
Reading a text and answering the personal questions related to its topic 5 (3%) 0 (0%)
Negotiating answers to the questions related to a text 5 (3%) 0 (0%)
Rephrasing the given expressions 4 (3%) 0 (0%)
Asking/answering questions with a partner by looking at pictures 4 (3%) 0 (0%)
Talking about an experience by using the given expressions 4 (3%) 0 (0%)
Reading two sentences and identifying if they mean the same or different 3 (2%) 0 (0%)
Completing a text by using "so" or "such" 2 (1%) 0 (0%)
Completing sentences by choosing answers from a box 2 (1%) 0 (0%)
Asking questions by doing the neeessary changes to given sentences 2 (1%) 0 (0%)
Matching expressions by choosing from two lists 2 (1%) 0 (0%)
Listening and taking notes 1 (0.6%) 0 (0%)
Listening to a conversation and looking at pictures to describe statements 1 (0.6%) 0 (0%)
Completing a text by using the superlatives of the adjectives in 1 (0.6%) 0 (0%)
parentheses
Answering questions by using the superlative form of an adjective with 1 (0.6%) 0 (0%)
the present perfect
Reacting to the given statements appropriately 1 (0.6%) 0 (0%)
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Expressing original statements to get reactions 
Looking at pictures and discussing what you know about them 
Making up sentences about the given places and works by using the 
passive
Combining sentences with "who" or "whose" to describe novels 
Determining the positiveness or negativeness of the given adjectives 
Writing a short description of a book 
Rewriting sentences by using "except" or "but"
Completing a conversation by choosing sentences from a box 
Telling jokes in groups
Changing the given sentences from active to passive 
Finding out what somebody likes/dislikes most 
Retelling a story in one's own words after hearing it twice 
Completing and making sentences with "while" or "during"
Matching words and phrases with their definitions 
Completing sentences by using an appropriate word from the given list 
Completing sentences grammatically and meaningfully by using 
connectors
Completing sentences by using the correct forms of the verbs in 
parentheses
Combining two sentences by using contrary-to-fact conditionals 
Reading a text and stating its main purpose 
Completing a chart by using the information from a text 
Total 
(/7 = 44), r  = -0.191
Though found to be not significant at .05 level, the correlation coefficient of 
the first midterm task formats indicates a high negative relationship between the 
course book and the test. According to the results in Table 9, almost all o f the task 
types on the test were new to the students.
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 0 (0%)
1 (0.6%) 15 (36%)
0 (0%) 10 (24%)
0 (0%) 6(14%)
0 (0%) 6(14%)
0 (0%) 3 (8%)
0 (0%) 1 (2%)
0 (0%) 1 (2%)
9 (100%) 42 ( 100%)
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Table 10,(a) The Correlation Between 2"*^  Midterm Core-course Material Content 
with Test Content: Function Areas
2'“* Core-course Midterm Frequency in material Frequency on test
Giving warnings and advice 14 (8%) 0 (0%)
Showing concern 10 (6%) 0 (0%)
Asking a favor of someone 9 (5%) 1 (5.6%)
Giving an excuse 8 (5%) 0 (0%)
Stating a condition 8 (5%) 0 (0%)
Talking about problems 7 (4%) 1 (5.6%)
Stating a prohibition 7 (4%) 0 (0%)
Discussing arrangements and obligations 6 (3%) 0 (0%)
Cancelling phms 6 (3%) 1 (5.6%)
Making a request 6 (3%) 0 (0%)
Offering to do someone a favor 5 (3%) 0 (0%)
Having sometliing done 5 (3%) 0 (0%)
Telling about a past experience 5 (3%) 0 (0%)
Asking for a reason 5 (3%) 0 (0%)
Catching up on what someone's been doing 5 (3%) 0 (0%)
Imagining sometliing 5 (3%) 0 (0%)
Expressing regret 5 (3%) 1 (5.6%)
Making a judgement 5 (3%) 1 (5.6%)
Starting a conversation 4 (2%) 1 (5.6%)
Describing mi injury 4 (2%) 0 (0%)
Reporting requests and instmetions 4 (2%) 0 (0%)
Talking about moods and feelings 4 (2%) 0 (0%)
Asking for information 4 (2%) 1 (5.6%)
Going shopping 3 (2%) 0 (0%)
Telling a frightening story 3 (2%) 0 (0%)
Agreeing or refusing to do a favor 3 (2%) 0 (0%)
Greeting someone after a long time 3 (2%) 0 (0%)
Asking for travel information 3 (2%) 0 (0%)
Correcting a mistaken impression 3 (2%) 0 (0%)
Apologizing 2 (1%) 0 (0%)
Refreshing your memory 2 (1%) 0 (0%)
Asking permission 2 (1%) 1 (5.6%)
Saying tliank you 2 (1%) 0 (0%)
Discussing possible plans 2 (1%) 0 (0%)
Talking about food 2 (1%) 0 (0%)
Making an objection 2 (1%) 0 (0%)
Giving unwanted advice 1 (1%) 0 (0%)
Asking for an opinion 0 (0%) 1 (5.6%)
Reacting to news 0 (0%) 1 (5.6%)
Listening to a conversation to get specific information 0 (0%) 8 (44%)
Total 174 (100%) 18 (100%)
(/7 =40), r =-0.251
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Though not significant at .05 level, the correlation between the function areas 
in the course book and on the test for the second midterm was found to be highly 
negative. More than half o f the functions required from students to perform on the 
test were new to the students.
Table lO.(b)
The Correlation Between 2"*^  Midterm Core-course Material Content with Test 
Content: Form Areas
2"** Core-course Midterm Frequency in 
material
Frequency 
on test
Embedded yes-no questions 10 (10%) 0 (0%)
Negative questions 8 (8%) 0 (0%)
The present perfect continuous 8 (8%) 0 (0%)
The present perfect continuous vs. the present perfect 7 (7%) 0 (0%)
Conditional sentences 7 (7%) 0 (0%)
Noun compounds 6 (6%) 0 (0%)
The simple past vs. past continuous with "when" and "while" 6 (6%) 5 (16%)
"be supposed to" vs. "have to" in negative statements 6 (6%) 0 (0%)
"be supposed to" 5 (5%) 0 (0%)
"should have" 5 (5%) 0 (0%)
The causative "have" 4 (4%) 0 (0%)
Infinitives after direct objects 4 (4%) 0 (0%)
"had better" and "had better not" 4 (4%) 0 (0%)
"if vs. "unless" 4 (4%) 0 (0%)
Reported speech with imperatives 4 (4%) 0 (0%)
Reflexive pronouns 3 (3%) 0 (0%)
Sequence o f tenses 3 (3%) 0 (0%)
"too...to" and "not...enough...to" 2 (2%) 0 (0%)
Vocabulary 0 (0%) 27 (84%)
Total 96(100%) 32 (100%)
( 7 7  = 19) 7- = -0.494,/ 7  <.05
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Table 10 (b) above shows a significant negative correlation between the form 
areas o f the second midterm material and test at .05 level. The most frequently tested 
item “Vocabulary”, was not among the form areas in the material.
Table 11.
The Correlation Between the Material and the Test Task Formats
2"‘ C o r e -c o u r se  M id ter m Frequency in Frequency 
material on test
Task Format (Exercise) types 
Listening iuid practising conversations
Acting out a similiu· conversation to tlie one tliat has just been listened to 
Listening for specific information to complete a chart 
Listening to conversations and choosing answers from two alternatives 
Listening to and reading a passage tmd identifying statements as "true", 
"false" or “it doesn’t say”
Rephrasing tlie given expressions 
Playing roles
Completing a conversation by using tlie correct forms of the verbs in 
parentlieses
Discussing questions about presented topics in groups 
Reading a text and answering questions related to its topic 
Negotiating answers to the questions related to a text 
Matching pictures with the listened information 
Asking about and reporting classmates' personal lives 
Listening to conversations to check implied statements 
Matching expressions witli pictures 
Telling about a personal experience 
Completing conversations with "be supposed to" or "have to"
Completing conversations by choosing sentences from a box 
Completing conversations by using negative questions 
Matching words with tlieir definitions
Finding words from a text which mean tlie same as tlie given words 
Writing what a pronoun in a text refer to
Looking at given pictures and using tlie key words to make up a story 
Answering questions by using compound nouns 
Asking/ answering questions by using tlie given information 
Identifying if the given two words mean tlie stune or not
49 (20%) 0 (0%)
37 (15%) 0 (0%)
21 (9%) 8 (16%)
12 (5%) 0 (0%)
11 (5%) 0 (0%)
11 (5%) 0 (0%)
11 (5%) 0 (0%)
10 (4%) 0 (0%)
7 (3%) 0 (0%)
6 (3%) 0 (0%)
5 (2%) 0 (0%)
4 (2%) 0 (0%)
4 (2%) 0 (0%)
4 (2%) 0 (0%)
3 (1%) 0 (0%)
3 (1%) 0 (0%)
2 (0.8%) 0 (0%)
2 (0.8%) 0 (0%)
2 (0.8%) 0 (0%)
1 (0.4%) 14 (28%)
1 (0.4%) 7 (14%)
1 (0.4%) 6 (12%)
1 (0.4%) 5 (10%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
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Matching expresions by choosing from two lists 
Looking at pictures and discussing what you know about them 
Answering questions by using the information from a table 
Talking about abilities using "if.."
Writing a letter by using tlie given information 
Clumging sentences to questions using "What if..?"
Rewriting questions by using tlie expressions from a box 
Combining pairs of sentences into one sentence 
Guessing tlie end of a story 
Talking about imaginary situations 
Rewriting sentences begimiing witli "if.."
Responding to a friend's problems by using conditional sentences 
Completing a text with reflexive pronouns 
Making a list of tilings that you are not supposed to mid have to do 
Making judgements about situations using "should/should not have"
Categorizing tlie listed shopping items properly 
Describing a person to tlie classmates 
Listening to conversations and putting the events in order 
Completing iu\ open-ended story 
Completing conversations witli " if  or "unless"
Chmiging expressions into compound nouns 
Changing sentences into passive 
Listening/retelling a story by using tlie given pictures 
Responding to tlie given situations appropriately 
Asking pemiission for given situations by using "Would you mind if..?"
Asking a classmate for help 
Reading mid writing a thank-you note
Finding sentences tliat mean the opposite of the given sentences 
Completing a dialogue according to tlie function given in parentheses 
Total
(/7 = 55), r = -0.012
The correlation between the task formats in the material and on the test of the 
second midterm was found to be negative, though not significant at .05 level. Only 
one of the higher frequency items, “Listening for specific information”, was tested, 
and the testing frequency o f this item was almost twice the amount it occurred in the
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
I (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
1 (0.4%) 0 (0%)
0 (0%) 10 (20%)
239 50
(100%) (100%)
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book. The most frequent format types, namely “Listening and practising 
conversations”, and “Acting out a similar conversation...,” were not asked on the test 
at all.
Table 12.
The Correlation Between Midterm Grammar Material Content with Test Content
G r a m m a r  M id ter m F r e q u e n c y  in  
m a ter ia l
F r e q u e n c y  on  
te s t
Topics
The past simple 272 (19%) 29
The past perfect 229 (16%) 6
The present simple 181 (13%) 16
The present perfect 163 (H%) H
The present continuous 145 (10%) 3
The past continuous 122 (9%) 5
The future simple ("will" and "going to") 66 (5%) 6
"used to" 38 (3%) 0
The present perfect continuous 36 (3%) 4
The past perfect continuous 33 (2%) 5
Wh- questions 28 (2%) 0
The future continuous 26 (2%) 3
Present continuous for the future 25 (2%) 0
Present simple for the future 23 (2%) 0
The future perfect 7 (0.4%) 5
The future perfect continuous 7 (0.4%) 0
"be to + infinitive" 6 (0.3%) 0
Total 1407 (100%) 93
(31%)
(6% )
(17%)
( 12% )
(3%)
(5%)
(6%)
(0%)
(4%)
(5%)
(0% )
(3%)
(0% )
(0%)
(5%)
(0%)
( 100% )
(/?= 17), r = 0.794, p = <05
The correlation between the frequencies o f topics covered in the material up 
to the first midterm test and their frequencies on the test was found to be significantly 
positive at .05 level. The most frequent topic both in the material and on the test was
75
“The past simple.” But the second most frequent topic, “The past perfect,” and the 
fifth frequent, “The present continuous” were almost three times less frequent on the 
test than they were in the material. Other than these two areas, the test was 
successful at sampling the areas covered in the course material.
Table 13.
The Correlations Between the Material and Test Task Formats
r ‘ G r a m m a r  M id term F r e q u e n c y  F re q u en cy  
in  m a ter ia l on te s t
T a sk  F o r m a t (E x e r c ise ) ty p e s
Completing sentences by using the correct forms of the verbs given in 
parentheses
Completing sentences by selecting and using the correct forms of verbs 
in a box
Completing sentences by choosing from two alternatives 
Fill-in-the-blanks
Making sentences by using the given keywords
Correcting the underlined verbs if necessary
Correcting the tense in a sentence
Matching sentences with their interpretations
Completing half-sentences appropriately
Asking and answering questions according to a given context
Answering questions about a text
Combining two sentences into one sentence
Reading introductory sentences and completing the following ones
Filling out the time lines of the events of a text
Matching questions with their answers
Identifying tense mistakes
Writing sentences about the given situations
Numbering actions according to their occurrrences in time
Matching the beginnings of sentences with their endings
Rewriting sentences by using the given connectors in correct tense
Completing sentences by using the information given in a chart
Making sentences by using the information given in a chart
667 (47%) 3CI (32%)
98 (7%) 0 (0%)
96 (7%) 0 (0%)
77 (5%) 0 (0%)
47 (3%) 0 (0%)
41 (3%) 0 (0%)
39 (3%) 0 (0%)
35 (2%) 0 (0%)
34 (2%) 0 (0%)
26 (2%) 0 (0%)
24 (2%) 0 (0%)
19 (1%) 0 (0%)
19 (1%) 0 (0%)
17 (1%) 0 (0%)
16 (1%) 0 (0%)
16 (1%) 0 (0%)
12 (0.8%) 0 (0%)
11 (0.8%) 0 (0%)
11 (0.8%) 0 (0%)
10 (0.7%) 0 (0%)
10 (0.7%) 0 (0%)
9 (0.6%) 0 (0%)
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Discussing the meanings of verb forms in sentence pairs 
Finding and correcting the mistakes in sentences 
Writing questions for the answers by using the given keywords 
Reading the answer and writing questions about the underlined words 
Reading sentences and stating which event happened first 
Using "when" or "after" to make sentences about situations 
Using sentences on the left to complete paragraphs on the right 
Fil 1-in-the-blanks (mu Itiple-choice)
Looking at drawings and writing appropriate dialogues 
Matching tenses with their correct description
Looking at diagrams and matching them with the tenses they describe 
Making sentences about future definite plans
Getting/comparing information in charts by asking questions to a partner
Completing an open-ended conversation
Writing as many interview questions as possible in 5 minutes
Completing sentences with correct tense choosing from multiple choices
Total
9
9
9
9
6
5
4
4
4
4
3
3
2
1
1
(0.6%) 0 
(0,6%) 0 
(0.6%) 0 
(0.6%) 0 
(0.4%) 0 
(0.3%) 0
(0.3%) 0
(0.3%) 0 
(0.3%) 0 
(0.3%) 0
(0.2%) 0 
(0.2%) 
(0.1%) 0 
(0.07) 0
(0,07) 0
/ 0 )  
(0%) 
(0%)
/ 0)
(0%)
0
0 (0%) 63
1407(100%) 93
(0%)
(0%)
(0%)
(0%)
(0%)
(0%)
(0%)
(68%)
(100%)
(/7 = 38), r = 0.368,//<.05
Although the most frequent task format on the first midterm test was multiple 
choice, with 68%, it was absent in the material. And as presented in Table 13, from 
among the many task types frequent in the material, only the most frequent one 
“Completing sentences by using the correct forms of the verbs given in parentheses” 
was sampled. Despite these shortcomings in the sampling, the correlation between 
the frequencies of the exercise types in the material and their frequencies on the test 
was found to be significantly positive at .05 level. Though it would not represent the 
diversity o f formats in the material again, if all the questions on the test were from 
the most frequent area, instead of 68% multiple choice, the correlation result would 
have been much higher.
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The Correlation Between 2"*^  Midterm Grammar Material Content with Test Condent
■ —1      ....... —    ........... ............ ..... ..... ........................... ...... .....................■■INI—1
2 Grammar Midterm Frequency in material Frequency on test 
Topics
The Passive
Articles
Reported speech 
Present modals 
Perfect modals 
Comparative forms 
Adjectives 
Adverbs
Active vs. Passive 
Superlative forms 
Equative forms (as...as)
"Some", "Any", "No"
Quantifiers 
"There" and "It"
Mixed tense types 
Total 
(/7 = 15), r = -0.141
The correlation between the frequencies o f topics covered in the grammar 
material up to the second midterm test and their frequencies on the test was found to 
be negative, though not significant at .05 level. The major difference between this 
test and the first one, which made the correlation lower, was the inclusion o f the 
“Mixed type tense” questions, which was a topic absent in the material. While less 
frequent topics like “Quantifiers” and “Passive vs. Active” were heavily tested, a 
much more frequent topic, “Reported speech” was not tested at all.
Table 14.
354 (22%) 9 (10%)
276 (17%) 5 (5%)
178 (11%) 0 (0%)
165 (10%) 1 (2%)
126 (8%) 9 (10%)
119 (7%) 3 (3%)
75 (5%) 0 (0%)
70 (4%) 0 (0%)
66 (4%) 21 (23%)
50 (3%) 2 (2%)
49 (3%) 1 (2%)
44 (3%) 0 (0%)
38 (2%) 22 (24%)
15 (1%) 0 (0%)
0 (0%) 20 (22%)
1625 (100%) 93 (100%)
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Table 15.
The Correlation Between the Material and the Test Task Formats
2"^* Grammar Midterm Frequency in Frequency on 
m aterial test
Task Form at (Exercise) types
Completing sentences by using tlie correct forms of tlie words in parentlieses 
Completing sentences by choosing from two alternatives 
Completing sentences by using tlie correct forms of the verbs in a list 
Turning reported sentences into direct, and tlie direct into tlie reported speech 
Completing sentences by putting "a/an", "tlie", "some",or "any" where 
necessary
Completing sentences by putting in "tlie" where necessary
Finding and correcting mistakes in a text
Changing tlie active to passive and tlie passive to active sentences
Completing sentences by using tlie correct forms of tlie quantifiers in a list
Completing sentences by using tlie information from a table
Writing a sentence to report tlie previous sentence
Completing sentences by choosing adjectives from a box
Choosing tlie item tliat best completes tlie sentence (multiple-choice)
Writing Uie plural of words
Identifying tlie word wliich should not be in a sentence 
Rewriting sentences by putting tlie adverbs in tlieir correct places 
Completing sentences according to tlie given situations 
Identifying tlie incorrect form in a sentence 
Rewriting sentences by putting tlie adverbs in tlieir correct places
a cluirt
Rewriting sentences by using tlie given keywords
Underlining tlie quantifiers tliat can be used witli tlie accompanying nouns
Matching adjectives with tlie appropriate nouns
Writing sentences according to a given table
Writing tlie opposites of the given adjectives
Writing passive sentences beginning with "tliere" using given keywords
Completing sentences appropriately
Making compound adjectives to describe sentences
Making sentences about the given situations
Turning sentences into indirect questions
Choosing tlie correct statement about a sentence from two alternatives 
Describing activities in pictures by using tlie given keywords 
Describing differences in two pictures by using tlie given keywords 
Matching requests witli tlie correct responses 
Completing statements about signs 
Writing agreements witli tlie given statements
Making sentences using tlie keywords and information from a poster/map 
Changing sentences into two new sentences by using tlie words in parentlieses 
Writing a card for a special day by using as many superlatives as possible
Total
339 (21%) 41 (44%)
174 (11%) 0 (0%)
167 (10%) 0 (0%)
124 (8%) 0 (0%)
95 (6%) 0 (0%)
94 (6%) 0 (0%)
69 (4%) 0 (0%)
69 (4%) 0 (0%)
55 (3%) 0 (0%)
45 (3%) 0 (0%)
35 (2%) 0 (0%)
33 (2%) 0 (0%)
31 (2%) 52 (56%)
30 (2%) 0 (0%)
29 (2%) 0 (0%)
25 (1%) 0 (0%)
21 (1%) 0 (0%)
17 (1%) 0 (0%)
16 (1%) 0 (0%)
1 15 (0.9%) 0 (0%)
14 (0.9%) 0 (0%)
10 (0.6%) 0 (0%)
9 (0.6%) 0 (0%)
9 (0.6%) 0 (0%)
9 (0.6%) 0 (0%)
9 (0.6%) 0 (0%)
9 (0.6%) 0 (0%)
8 (0.5%) 0 (0%)
8 (0.5%) 0 (0%)
8 (0.5%) 0 (0%)
8 (0.5%) 0 (0%)
7 (0.4%) 0 (0%)
7 (0.4%) 0 (0%)
7 (0.4%) 0 (0%)
5 (0.3%) 0 (0%)
5 (0.3%) 0 (0%)
5 (0.3%) 0 (0%)
4 (0.2%) 0 (0%)
1 (0.1%) 0 (0%)
1625 (100%) 93 (100%)
(«  = 39), r = 0.451, p<.05
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As shown in the table above, the frequencies o f the grammar task types in the 
material which was covered between the first midterm and second midterm test and 
these task types’ frequencies on the 2"‘* midterm test were found to be positively 
significant at .05 level. So, the task types for the second midterm can be said to 
correlate well. But the same problem with the first midterm persisted here, that is, 
the sampling o f “multiple choice” task types on the test, which was one of the less 
frequent areas in the material.
Table 16.(a)
Correlation of the Midterm Listening Material Content with Test Content 
Listening Midterm
frequency in total frequency on total
material frequency test frequency
(in (in
words) sentences)
( in (in 
words) sentenees)
Consonants
Distinguishing between /s/ and /z/ 12 35 47 (12%) 2 2 4 (13%)
Distinguishing between /p/, /v/ and /f/ 23 11 34 (9%) 0 1 I (3%)
Distinguishing between /t) /, /dz^  and luj 8 21 29 (7%) 1 2 3 (10%)
Distinguishing between /li/ and no /li/ 24 4 28 (7%) 0 1 1 (3%)
Distinguishing between /b/, /v/ and /w/ 16 10 26 (7%) 0 1 1 (3%)
Distinguishing between /s/ and / / 16 6 22 (6%) 0 0 0 (0%)
Distinguishing between /j/ and /dz/ 16 4 20 (5%) 0 0 0 (0%)
Distinguishing between /1/,/r/ and Ini 15 5 20 (5%) 0 0 0 (0%)
Distinguishing between /p/ and /b/ 10 8 18 (5%) 0 0 0 (0%)
Distinguishing between Itl and /d/ 10 7 17 (4%) 2 3 5 (16%)
Distinguishing between /k/ and /g/ 10 7 17 (4%) 2 0 2 (6%)
Distinguishing between /J / and AJ/ 12 4 16 (4%) 0 0 0 (0%)
Distinguishing between /1/ and /r/ 10 6 16 (4%) 1 0 1 (3%)
Distinguishing between /0/ and /s/ 10 5 15 (4%) 2 1 3 (10%)
Distinguishing between /0/ and /t/ 10 5 15 (4%) 1 2 3 (10%)
Distinguishing between /0/ and /f/ 8 4 12 (3%) 0 0 0 (0%)
Distinguishing between Ini and /ij/ 8 4 12 (3%) 1 0 I (3%)
Saying Iml 12 0 12 (3%) 0 0 0 (0%)
Distinguishing between! d ! and /z/ 8 0 8 (2%) 2 0 2 (6%)
Distinguishing between! d ! and /d/ 7 0 7 (2%) 1 2 2 (6%)
Distinguishing between /0/ and /d/ 0 0 0 (0%) 0 2 2 (6%)
Total 253 138 391 (100%) 15 16 31 (100%)
(/7 = 21), /- = 0.223
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The correlation between the consonant item frequencies in the material and on the 
test found to be positive, but not significant at the level o f .05. When the table is 
analyzed, it can be seen that the most frequently taught item, “Distinguishing 
between /s/ and /z/” made 13% of the total frequencies and was successfully 
represented on the test by a 13%. But the sampling o f other items was not so 
successful; for example the most frequently tested items /t/ and /d/ (16%) were 
found in the material at a quarter of that number (4%). But perhaps the most striking 
difference between the test and the teaching material is that although the distinction 
between /6/ and /d/ was absent in the material, it was asked more than five of the 
other test items, at 6% of the whole test.
Table 16(b).
Correlation of the T* Midterm Material Listening Content with Test Content
8 1
Listening Midterm
Frequency in Total 
materiiU frequency
in ill
words sentences
Frequency  
on test
in in
words sentences
Total
frequency
Vowels
Distinguishing between /au/ and /o:/ 
Distinguishing between /ae/ and 1^ 1 
Distinguishing between /1/ and Id  
Distinguishing between /0/ and /0:/ 
Distinguishing between /3;/ and /a;/ 
Saying /at/
Distinguishing between /i:/and /1/ 
Distinguishing between /ae/ and Id  
Saying /01/
Distinguishing between /u:/ and /u/ 
Distinguishing between /ei/ and Id  
Distinguishing between /ea/ and /la/ 
Saying /au/
Distinguishing between Id  and /0:/ 
Distinguishing between /0/ and /0:/ 
Distinguishing between Id  and /0:/ 
Distinguishing between /3;/and /0:/ 
Distinguishing between /3:/ and /i:/
Total
12 28 40 (10%) 0 0 0 (0%)
12 24 36 (9%) 0 1 1 (9%)
10 24 34 (9%) 0 1 1 (9%)
8 23 31 (8%) 1 0 1 (9%)
8 23 31 (8%) 1 0 1 (9%)
9 19 28 (7%) 0 0 0 (0%)
8 16 24 (6%) 1 1 2 (19%)
10 14 24 (6%) 1 0 1 (9%)
0 22 22 (6%) 0 0 0 (0%)
6 13 19 (5%) 0 0 0 (0%)
12 5 17 (4%) 1 0 1 (9%)
12 5 17 (4%) 2 1 3 (27%)
0 10 10 (3%) 0 0 0 (0%)
0 10 10 (3%) 0 0 0 (0%)
0 10 10 ( 3%) 0 0 0 (0%)
0 10 10 ( 3%) 0 0 0 (0%)
0 10 10 ( 3%) 0 0 0 (0%)
0 10 10 ( 3%) 0 0 0 (0%)
107 276 383 (100%) 7 4 11(100%)
(« = 18), /' = 0.193
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Vowels demostrate a lower correlation. The most frequent item in the 
material (10%) was not tested at all, and the item which was the most frequent on the 
test, at 27%, had only 4% frequency in the material. All listening teachers had 
claimed that there was no area in their course content that was not included on the 
test. However, I found four vowel areas in the course content which were not 
included on the test, another factor causing a poorer test representation of the vowels 
than the consonants.
Table 17. (a)
The Correlation Between 2"‘' Midterm Listening Material Content with Test Content
L iste n in g  S tr a te g y  A r ea s F r e q u e n c y  in  F r e q u e n c y  on  
m a te r ia l te st
Listening for specific information 24 (47%) 25 (100%)
Matching with your own interpretation 7 (13%) 0 (0%)
Following an explanation;matching with your own beliefs 5 (10%) 0 (0%)
Following a story; predicting and guessing 5 (10%) 0 (0%)
Forming a mental picture 4 (8%) 0 (0%)
Preparing an appropriate response 3 (6%) 0 (0%)
Following a story; following an explanation 3 (6%) 0 (0%)
Listening against background noise 1 (2%) 0 (0%)
Total 52 (100%) 25 (100%)
(/7 = 8), r  = 0.973, p  < .05
Table 17 (a) shows that there is a significant positive correlation between the 
listening strategy item frequencies in the material and their frequencies on the 2"‘‘ 
midterm test. Although only one o f the areas, that is, “Listening for specific 
information” was sampled on the test, it was the most frequent item in the course 
book, and this led this part of the listening test to have the highest positive 
correlation.
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Table 17. (b)
The Correlation Between 2"^* Midterm Listening Material Content with Test Content
Vocabulary areas Frequency in material Frequency on test
The past;homes;art 8 ( 14%) 0 ( 0%)
Superstitions; fortunetelling 8 ( 14%) 0 ( 0%)
Music 6 ( 11%) 0 ( 0%)
Childhood; accidents; games 6 (11%) 0 ( 0%)
Buying and selling; food and drink 5 ( 9%) 10 ( 40%)
Visitors; dogs; shops; embarrasment 5 ( 9%) 0 ( 0%)
Travel; public places; parties 5 ( 9%) 0 ( 0%)
Buying and selling; household objects 5 ( 9%) 0 ( 0%)
Cities; landscapes 4 ( 7%) 0 (0%)
Fears and phobias; crime 3 (5%) 0 (0%)
Answerphones
Total
1
56
( 2%) 
( 100% )
15
25
( 60%)
( 100%)
(/7=11), /' = -0.581
The correlation between the vocabulary item frequencies in the course book 
and on the test is negative but not significant at .05 level. That means the test shows 
a very low validity in terms of sampling the vocabulary areas. The least frequent 
vocabulary item in the material, “Answerphones,” was tested as the most frequently.
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Table 17. (c)
The Correlation Between 2"^  ^Midterm Listening Material Content and Test Content
Functional areas Frequency in 
material
Frequency 
on test
Interpreting a picture;matching information with pictures 19 (36%) 0 (0%)
Imagining & remembering scenes 11 (21%) 0 (0%)
Giving explanations;making deductions 6 (10%) 0 (0%)
Describing scenes 4 (7%) 0 (0%)
Describing a process 3 (6%) 0 (0%)
Describing objects 3 (6%) 0 (0%)
Narration 3 (6%) 10 (40%)
Making arrangements 2 (4%) 15 (60%)
Requests;agreeing and refusing;asking personal information 1 (2%) 0 (0%)
Making enquiries;giving directions;small talk 1 (2%) 0 (0%)
Total 53 (100%) 25 (100%)
(/7 = 10), 7· = -0.251
The correlation between the material frequencies o f the functional areas with 
their test frequencies was found to be negative, though not significantly at .05 level. 
Similar to the vocabulary areas, one o f the least frequent functional area in the 
material, “Making arrangements” was tested the most. The other o f the two areas 
tested was “Narration,” which was again not so frequent in the material. The most 
frequent functional areas, “Interpreting a picture; matching information with 
pictures,” and “Imagining & remembering scenes” were not tested at all.
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Analysis o f the Course Objectives
Objectives for the Core - course Course
The coordinator o f the first semester intermediate level core-course provided 
the objectives for the course as:
1. Success in the exchange o f information
2. Creating real-life situations with the help o f the course book
3. Proceeding from comprehension through listening or reading to production 
through speaking or writing
These objectives seem in line with the activities presented in the book, but the 
testing o f these “information exchanging” activities was ignored. The tests were 
dense with grammar items and vocabulary, and few tasks requiring listening or 
reading. Also, the second objective, “creating real-life situations” is obscure and 
needs clarification. Though it was stated as an objective, use o f the production skills,
i.e. speaking and writing, was not tested at all. In fact, these objectives are not 
specific enough to be useful for testing.
Objectives for the Grammar Course
The coordinator of the first semester intermediate level grammar course 
supplied the objectives for the course as;
1. Having students give grammatically, situationally and semantically correct 
responses
2. To help students to understand and use English
3. Having students repeat structures that were taught in class
4. Having students use the grammatical structures in everyday English
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5. Improving students’ proficiency level so that they will be able to follow the 
courses in their majors
6. Training students for the TOEFL
The objectives given above for the grammar were too general to have been 
tested with the grammar tests administered during the first semester. Also, these 
objectives are not in agreement with what was found to be the grammar material 
content. The material totally consists of structural exercises, and has nothing to do 
with the “communicative use” o f English. The exercises do not prepare students for 
the TOEFL, or any TOEFL-like proficiency test as the one the students have to pass 
et the end of the academic year, because a very small amount o f the exercises was in 
multiple-choice format, as shown in Table 13 and 15.
Objectives for the Listening Course
The coordinator o f the first semester intermediate level listening course gave 
the objectives for the course as:
1. Having students discriminate phonemes
2. Having students learn the functions stated in the book
The results of the analysis o f the first midterm material and test show that the 
first objective of the listening course mentioned above was in line with the content 
the students were presented in the first midterm material and its test. For the second 
objective, out o f ten functions, two of the less frequent function areas were found to 
be tested. The most emphasized functions in the book were not tested at all. So, the 
students ability to use all o f the functions stated in the book was not measured, and 
the amount covered on the test is disproportional to the content o f the book.
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In this chapter, the quantitative and qualitative analysis of the data collected were 
presented. The next chapter discusses and explains the results, describes limitations 
of the study and suggests some implications for curriculum development and points 
for further study.
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CHAPTER FIVE : CONCLUSIONS 
Overview of the Study
The aim of this study was to investigate the content validity of the midterm 
tests administered in the first semester at Anadolu University Foreign Languages 
Department (AUFLD). The content validity o f the midterm tests o f the core-course, 
grammar and listening courses was examined by collecting and analyzing data from 
multiple sources of information. The course instructors’ views about the midterm 
tests’ representativeness o f the courses’ content were elicited through questionnaires. 
The course materials’ content and the tests’ content were analyzed in terms of 
consistency between them. Also, the objectives for each o f the three courses were 
analyzed for their consistency with the content areas the tests were used to measure. 
This study aimed to find answers to the questions below;
a) What are the instructors’ opinions about the midterm tests’ representativeness of 
the courses’ content?
b) To what extent do the sampled areas on the midterm tests and the course content 
areas correlate?
c) To what degree do the midterm tests’ content and the course objectives correlate?
Results
The first research question was: What are the instructors’ opinions about the 
midterm tests’ representativeness of the courses’ content?
The instructors in general thought the midterm tests’ representativeness of the 
courses’ content was moderate to high.
The questionnaire results showed that all o f the four core-course instructors 
thought in general they had represented what they had taught to a high degree on
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both of the midterm tests. The only difference between the two tests was that two of 
the instructors counted more function areas that should have been represented on the 
second midterm test. In their teaching, none of them had emphasized any of the 
areas specified in the course book over any other area. They all agreed that their 
tests had not included “function” and “listening” areas, although these areas were 
part of the material they were teaching during the first semester. But they had 
different answers about the matching o f the exercise types to the task formats on the 
test. Two o f the instructors said the matching was between “some” to “a lot”, and 
the other two said there was little matching in terms o f task types. The instructors 
who said “a little” added that this was because their test had focused on vocabulary 
and structural knowledge, while the book emphasized the language functions.
Overall, their view of the matching between the course material content and the tests’ 
content was positive.
For the grammar course, all o f the three instructors agreed that the “Wh 
questions” topic was not included on the first midterm test and should have been 
represented more. For the second midterm test, two of the teachers agreed that 
“reported speech” was not included on the test and should have been. The other 
teacher said everything was included and fairly represented on the test. Although 
grammar instructors were not in 100% agreement over the representation of the 
given areas, they were in total agreement that the test content matched the teaching 
content and their course objectives well. But they also agreed that the exercises in 
their classrooms matched with the tests only to “some” degree. They all agreed that 
it was because o f not using “multiple-choice” task types in their classes, though they 
heavily used that type on the midterm tests. This might be because the final
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proficiency test in the FLD is a TOEFL-like, multiple-choice test, and the grammar 
course-coordinator stated one of their objectives was to prepare the students for 
TOEFL. So, they wanted to prepare the students for such multiple-choice test tasks. 
One other reason for their emphasizing the multiple-choice task format might be that 
besides its ease in scoring, this was the test material most readily available to them to 
use on the tests. Overall, their answers showed that they thought the match between 
their teaching and testing was positive.
The listening instructors were in total agreement on every question related to 
the first midterm test. They claimed that all o f the listening areas were equally 
weighted and included on the test, and the match between the test and their teaching 
content and their objectives was very high. In the first listening midterm, there were 
two types o f exercises: distinguishing phonemes at sentence level and individual 
word level. They also agreed that the test matched the exercises done in the 
classroom very well, which was found to be true, because the instructors had 
followed the same pattern o f task types both in the material they used and the test 
they administered. But they had some reservations about the validity o f the second 
midterm test. They pointed out many areas from the three sections (strategy, 
vocabulary, function) of the teaching content as missing on the test. Their answers 
for the “matching o f teaching, objectives, and exercises” showed that they thought 
the second midterm test’s validity was lower than the first one, but still fairly high.
The lowest matching they reported was between the teaching content and the second 
midterm test content. Overall, the listening instructors thought that their midterm 
tests reflected the course content well enough.
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The second research question was: To what extent do the sampled areas on 
the midterm tests and the course content areas correlate?
The analysis of the course content and the midterm tests’ content showed that, 
other than the first grammar midterm test and the listening strategy areas o f the 
second listening midterm test, the tests’ sampling of the courses’ content was 
disproportional and inadequate.
The analysis o f the first core-course midterm test and material frequencies 
showed that for the first midterm, the function areas in the course book and the tested 
areas did not match at all, as reported by the instructors. What they tested as 
functions, that is, “Reading for overall comprehension” and “Reading for specific 
information” were not mentioned in the book. As for the other half o f the course 
content, that is, “Forms,” the most frequently tested area was “Vocabulary 
knowledge,” which had zero frequency in the material. As a result, the correlation 
between the first midterm course material content and the test content was found to 
be significantly low. Also, the relationship between the formats students were 
required to be engaged in by the course book and the formats on the test were found 
to be unrelated. Almost none o f the task formats on the test had been introduced to 
the students previously.
Though at first glance it looks positive, and more valid than the first core­
course midterm test, the second one was found to be have no better validity than the 
first one. There were some o f the functional areas sampled, but again the most 
frequent function that was tested was not from the couse book. The results of the 
second midterm “Form areas” showed that this area was even less representative of 
the material, because again the most frequently tested area was vocabulary, which
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has zero frequency in the material. An analysis o f the task format types revealed that 
the two most frequent task types in the material were not tested at all, and out o f 55 
different task types previously presented to students, only five were tested, and three 
of these were not highly frequent in the material. The sixth task type represented on 
the test, “Completing a dialogue according to the function given in parentheses,” was 
not among the exercises in the material, and was newly introduced on the test. But, 
though the instructors were more hesitant about the exercises’ matching o f the test 
task types in their answers to the questionnaire, this area turned out to correlate the 
most positively. The most negatively significant correlations came from the “forms” 
area, which was peculiar, because it is usually easier to gear the distribution of form 
areas to the test than it is for the function areas.
The first grammar midterm test and material structure areas yielded a high 
positive correlation. This was mostly due to the testing o f just one item: the past 
simple. This item was the most frequent both in the material and on the test. An 
analysis o f the first grammar midterm test tasks showed a significant positive 
correlation with the exercises in the material, despite the fact that the most frequent 
task type on the test was absent from the material. High positive correlation of the 
tasks was a result o f only one item (there were just two total on the test) that is, 
“Completing sentences by using the correct forms of the verbs given in parenthesis.” 
The remaining 37 task types found in the material were not used on the test.
The second grammar midterm test and material structure areas’ correlation 
was negative though not significant. That was because the less frequent areas in the 
material were asked much more frequently, and also one frequently tested area,
“Mixed tenses,” was not in the materials. For example, the material frequency o f
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“Quantifiers” is 2%, but it was 12 times more frequently tested on the test, with 24%. 
The task format types’ correlation for the second midterm grammar test revealed a 
high positive correlation. But although positive, most o f the task types in the 
materials were absent on the test. There were only two task types on the test, and 
only one o f them matches well with the material. Overall, the second midterm test 
was found to have a lower representation of the course content than the first one.
The first listening midterm test was analyzed on two levels: consonants and 
vowels. Though not significant, a positive correlation was found between the 
consonant frequencies on the test and in the material. Vowels correlated slightly less 
positively than the consonants did. Here, though not stated in the syllabus, I found 
five extra vowel discrimination items in the materials, all o f which are Turkish 
phonemes. They are missing on the test. The testing o f most o f the items was found 
to be not proportional to their frequencies in the material. The most striking 
material-test disproportions are; “Distinguishing between /t/ and /d/”, with 4% 
frequency in the material and 16% frequency on the test, and “Distinguishing 
between /ea/ and /la/” with a frequency o f 4% in the material and 27% on the test.
The second listening midterm test was analyzed in three parts; Listening 
strategy areas, vocabulary areas and functional areas. The first o f these, the 
“listening strategy areas” correlation gave the highest positive results in the study. It 
does not mean that strategy items in the material were proportionally represented on 
the test. The main reson for the high positive match seem to be that “Listening for 
specific information” area was found to match both in the material and on the test as 
the most frequent item. As for the vocabulary items, the test represented the less 
frequent items in the material more. For example, “Answerphones” was the least
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frequent item in the material, but the most frequent on the test. So, the vocabulary 
items correlated highly negatively. As for the functional areas, their representation 
on the test was very similar to that of the vocabulary items. Less frequent items were 
asked more on the test. For example, while “Making arrangements” had a frequency 
percentage of 4% in the materials, it made up 60% on the test. So, based on this 
analysis, the overall validity o f the second listening midterm test can be said to be 
low, in spite o f the fact that the listening strategy areas correlated well.
The third research question was; To what degree do the midterm tests’ 
content and the course objectives correlate?
The course objectives stated by the course coordinators matched the tests’ 
content to a very limited extent. Only one o f the objectives for the first listening 
midterm test was specific enough and matched the test well. In fact, a comparison of 
the objectives to the tests’ content was very difficult, because the given objectives 
were too general and obscure.
The core-course class was stated to have: success in the exchange of 
information, creating real-life situations with the help of the course book, and 
proceeding from comprehension through listening or reading to production through 
speaking or writing, as the objectives. When the content o f the course book is 
analyzed, the activities in the book seem to be in line with the statements above, but 
the test content represents the same to a very limited extent. The tests from the core­
course are mostly reading-, vocabulary-, and partly listening-centered. But, in the 
course book, listening and speaking skills were much more frequent than the others. 
Thus, the tests can be said to not adequately reflect the course objectives stated 
above. The tests do not test any ability o f the students to cope with real-life
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situations or successfully exchanging information. They can only be said to have 
tested the “the receptive skills o f the students,” and thus stayed at the stage of 
“comprehension,” without “proceeding to production”.
Objectives for the first semester grammar course were provided by the 
coordinator as: to have students give grammatically, situationally and semantically 
correct responses, to help students to understand and use English, to have students 
repeat structures that were taught in class, to have students use the grammatical 
structures in everyday English, to improve students’ proficiency level so that they 
will be able to follow the courses in their majors, and to train students for the 
TOEFL. The course material analyzed does not reflect any o f the objectives stated 
above, especially the “use” of the structures, because students were only required to 
provide the correct structures; they did not have to be meaningful, or use everyday 
English. Except for the multiple-choice question format on the tests, the material for 
the grammar course does not present any specific o f preparation for a standard test.
Listening objectives were presented by the coordinator as; having students 
discriminate phonemes, and having students learn the functions in the book. The 
first objective can be said to have been well-represented by the first midterm material 
and test content, but the second objective, related to the functions in the book, seems 
to have not been followed much in the testing. Only two o f the less frequent function 
areas, “making arrangements” and “narration” were tested on the second listening 
midterm test, and no reason was provided in the questionnaire for these items having 
been selected to be asked. In particular, the “narration” function may not be so 
important for the students preparing for academic studies in their respective fields.
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Discussion
This section discusses the findings o f the study and draws conclusions about 
the research questions outlined in Chapters 1- 4. References to other research 
findings in the literature are made at relevant points.
Some responses to the questionnaires seemed to conflict with what was found 
in the materials, and sometimes even among themselves. The core-course instructors 
were most positive about the match between their objectives and the test, but this is 
surprising because they do not seem to have set, agreed upon objectives. For 
example, their reasons for not including an area on the test rather than another varied 
to a great extent. One of the grammar instructors said she had emphasized “the 
contrast between tenses” in teaching and weighted it more on the test, but analysis of 
the tests shows that it was not tested until the second midterm test. One grammar 
instructor identified “tenses” as the area to have been weighted more on the test, but, 
what another instructor had responded, “active vs. passive,” was weighted more.
The reasons listening instructors gave for not including the areas they mentioned 
were also not consistent. Instructors either did not give a reason, or they gave 
different reasons for the exclusion o f the same item. Some instructors gave the 
“difficulty in evaluation” as one o f the reasons for not having asked a particular item. 
Putting in the test what is the easiest to assess, or simply by choosing the items for 
the test which are most readily available is not a good way of testing, and the 
validation for this type o f tests is usually not possible, because they become arbitrary 
(Bachman & Palmer, 1996; Hughes, 1989).
Another interesting finding that came up during the analysis o f the 
questionnaires was about the difficuly o f the test items. The instructors reported not
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asking the items they defined as easy, and tried to include the items that they 
expected the students to have more difficulty in dealing with, even if they had not 
emphasized these difficult areas in their teaching. For example, the grammar 
instructors had not tested their students’ knowledge o f the “Wh questions” and 
“Reported speech,” because they said they thought they were too simple for the 
intermediate level. This problem o f tending not to test the learning areas where 
students should be possible to do well can not be justified. In fact, inclusion of these 
supposedly simple items can improve the overall validity o f an achievement test and 
might give teachers a better ground for making judgements about their students’ 
learning (Brown, 1996; Hughes, 1989).
On both the grammar and listening tests, there were areas emphasized that 
were not especially problematic for learners. For example, on the first grammar 
midterm test, the emphasis on “the past simple” is hardly justifiable. The research on 
both Turkish (Aycan, 1990; Mergen, 1999; Şahin, 1993) and on other (Hinkle, 1992; 
Richards, 1979) LI background students show that “the past simple tense” is not a 
great problem for the learners of English as a foreign language, but “the present 
perfect” is much bigger problem. While there is no tense in Turkish that corresponds 
to the English “present perfect,” there is not much difference between Turkish simple 
past tense and English simple past (Aycan, 1990; Şahin, 1993). On the other hand, 
though so problematic for the Turkish learners of English, “the present perfect” was 
tested only one-third of what “the simple past” was. On the second grammar 
midterm test, as did the core-course teachers about theirs, grammar teachers had 
checked the match between task types on the test and in the materials as a bit lower
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than the objectives-test match and material-test match, but it turns out that there is 
not much problem with the task types o f either midterm test.
For the first listening midterm consonants area, justifying the more frequent 
test items could be difficult, because they all exist in Turkish. For example, for the 
consonants, the most frequently tested item was “the distinguishing between /s/ and 
/z/,” but this area was not among the problematic phonemic areas for Turkish EFL 
learners, as reported by research findings (Bada, 1997; Kaçmaz, 1993). It is not the 
inclusion of these easy areas on the tests that is a problem, but their overemphasis.
Also, the correlation results for both of the listening tests do not affirm the 
listening instructors that the correlation between the course content and test content 
would match well. Even if they represented some of the areas on the test, as with the 
other courses, this representation seems to be disproportional. Listening strategy 
areas yielded the most positive results, and that was not because the listening 
instructors had included everything they covered in the classroom on their second 
listening midterm test. But there was a better proportion o f the items than the other 
areas. Perhaps this might be a clue for the teachers who prepare their own tests to 
decide which points to highlight both in their teaching and testing, since it may not 
be practical and necessary to include every item covered in class on the test. But 
first, the most important items need to be decided on in the light of the course 
objectives, then covered on the test accordingly. Without having any clear 
objectives, the instructors participating in this study were also found (through the 
responses to the questionnaires) to be too dependent on their course books in their 
teaching and testing. For example, though they did not see the point in teaching it.
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the listening instructors said they had taught “Listening against background noise” 
because it was in the book.
Even the course coordinators consulted the course books to vocalize their 
course objectives during the interviews. The apparent gap between the stated 
objectives and the tests’ and materials’ content might be accounted for by their 
being retrospectively produced and too general to match with the specific course 
contents.
Overall, the results collected from the three sources; questionnaires, material 
and tests, and interviews were conflicting. Only the results from the questionnaires 
were positive about the tests’ validity. The other two sources indicated a much lower 
validity o f the midterm tests. Lack of clearly defined testing criteria and course 
objectives seems to be the main factor causing such a conflict among the results
Implications
The results suggest that even teachers at the same level, teaching the same 
course usually had different justifications for sampling one item over another.
Making the tests together did not solve the problem. But perhaps if the teachers had 
negotiated and decided about the items to be included on their tests earlier by looking 
at their course materials, this problem could be overcome. Determining the test 
items would inevitably require them to be clear about what they want from their 
students to perform as a result o f their teaching. That means, to have tests which 
have higher validity, testers need to define their objectives first. Then the items on 
the test should be directly related to these objectives (Hughes, 1989). Actually, 
teachers seemed to have some objectives in mind during the test design, but they had 
not recorded them in any way. But as (Brown, 1995, 1996) suggests, it is very
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important that the objectives be written, so that they can be referred to and revised 
continuously.
The results o f this study also showed that there is a big gap between the 
weighting o f the items in the material and on the test. Well-defined objectives would 
act like a bridge, and the gap between the teaching and testing would be much 
smaller. Having clear, well-defined objectives helps teachers to teach and test their 
students better (Brown, 1995, 1996; Hughes, 1989). Actually it is a cycling process; 
testing helps teachers to refine their objectives through enabling them to see which 
points their students have difficulty with and need to be emphasized more in 
students’ learning, and having clearer, more focused objectives helps testers to 
design better tests, for example, by weighting the items in parallel with the primary 
objectives o f the program (Brown, 1995; Graves, 2000). Clear objectives provide the 
criteria for teachers in deciding which language content areas to weight on the test 
over the others.
More valid testing also requires having test specifications agreed upon by all 
the teachers involved in the testing o f a particular course (Alderson, Clapham, &
Wall, 1995). By having test specifications, teachers are able to know and be 
confident about what they are testing and why they are testing it. Having this 
starting point, then they can constantly revise these specifications by taking the needs 
of the students into account. A test specifications document, giving the details o f  
how and on what to test learners, is the primary source o f data for any content 
validation. Eventually, what a validator needs is written data. Even if a test’s validity 
is high, testers still may want to better it; then, they need to have specifications for
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their test in a written form. So, training the instructors about defining their course 
objectives and designing their own test specifications seems necessary.
One further implication might be that since the instructors in the FLD do not 
seem to have enough time to spend on testing, and they devote most o f their time to 
teaching, a testing office focusing just on test preparation could work towards more 
validity by bringing a conformity among the tests at different proficiency levels, and 
help produce a better representation of the teaching content on the tests in the FLD. 
Since testing requires a certain degree o f specialization, the testing office workers 
could develop that kind of specialization by specifying the content domain and 
improving tests over and over by taking the particular testing needs in their particular 
teaching context into account (which, in this case, is the FLD context). Although 
some might feel that a testing office will be too distant from the classroom, with 
good coordination among teachers and testers this problem can be overcome (Brown, 
1995).
In short, in order to have more valid achievement tests, objectives, teaching, 
and testing should all be closely related (Bachman, 1991; Brown, 1995; Davies, 1990; 
Hughes, 1989). It follows that valid language testing starts at the program level and 
requires the improvement of curriculum design (Brown, 1995).
Limitations o f the Study
The biggest difficulty I had in doing this study was the unavailability o f  
any test specifications for the courses. Especially for the reading and writing 
courses, there were no written data o f the course content available other than the 
tests, so they had to be discarded. Since the available objectives were too convoluted 
and not refined enough, they were not suitable for a content validation either. That
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left me with only the option o f getting my hands on any kind of data about the 
content of the courses available otherwise. In addition, I was only able to cover the 
first semester o f the courses in my department, and perhaps a study covering a longer 
period would have produced different results.
Further Research
Further research can be done on an in-depth analysis o f the achievement test 
validity o f a particular course. Testers may be given forms containing the course 
content areas to put them into rank order, then those rankings can be compared with 
the rank-order o f the frequencies o f the same items on the test. Content validity o f  
speaking and writing achievement tests can be investigated, which was not able to be 
done in this study. The relationship between the patterns in teachers’ test preparation 
and validity can be investigated. Another correlational study may investigate the 
relationship between students’ academic English needs and weighting of the 
language test items in terms of those needs. Finally, students’ perceptions of certain 
achievement tests’ face validity can be triangulated with the testers’ perceptions of 
the same tests’ validity and the statistical analysis results of their content validity.
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APPENDIX A
TEST CONTENT VALIDITY RESEARCH QUESTIONNAIRE
Dear Colleagues,
I am an MA TEFL graduate student at Bilkent University. I am doing a 
research on the content validity o f the first semester midterm tests administered at 
Anadolu University Foreign Languages Department, I am interested in your opinions 
about the tests. Your responses will help me a great deal with my research. Your 
responses will be kept confidential. You do not have to give your name and no one 
will know your specific answers to these questions. I would be grateful if you would 
take a few moments to complete the questions.
Thank you, 
Harun Serpil
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QUESTIONNAIRE FOR THE CORE-COURSE TEACHERS
1. How long have you been teaching?
a) 1-5 years c) 11-15 years
b) 6-10 years d) 16-20 years
2. How long have you been teaching at Anadolu University?
a) 1-5 years c) 11-15 years
b) 6-10 years d) 15-20 years
Questions about the first midterm;
The following areas are taken from your course material. Which “function” 
area(s) o f core-course content should have been represented more on the first 
midterm test? Choose from below.
Asking for and giving an opinion 
Expressing surprise
Agreeing and disagreeing with an opinion 
Confirming information 
Talking about likes and dislikes 
Stating a preference 
Talking about habits 
Complaining 
Expressing anticipation 
Talking about strengths and weaknesses 
Asking about and confirming facts 
Talking about famous landmarks and famous works
m) Reacting to news
n) Talking about needs 
Asking a friend for information 
Talking about the content o f something 
Talking about your class or group 
Making a decision with someone 
Talking about exceptions 
Reporting a conversation 
Making plans 
Discussing plans
w) Telling about a past experience
x) Expressing duration
y) Resuming a conversation
z) Talking about your life 
aa) Expressing a wish
bb) Talking about imaginary situations
cc) Talking about where products are made or produced
a)
b)
c)
d)
e)
f)
g)
h)
i)
j)
k)
l)
o)
P)
q)
r)
s)
t)
U)
V)
I l l
4. Which “form” area(s) o f core-course content should have been represented more
on the first midterm test? Choose from below.
a) The superlative of adjectives with the present perfect
b) Rejoinders showing interest or surprise
c) Tag questions
d) Be used to
e) So vs. such
f) Gerunds
g) The passive in the past tense
h) The passive without an agent
i) Relative clauses with who and whose
j) Indefinite compounds with except and but
k) The whole, all, and every with time expressions
l) While vs. during
m) Contrary-to-fact conditionals
n) The passive in the present and past
5. Were there any content area(s) on the first core-course midterm test that you did 
not include on the test although you taught that content in the class?
a) If no, skip to question 7.
b) If yes, please state those area(s) below.
6. What were your reason(s) for not including that core-course content on the first 
midterm test? (e.g. you may have asked it on the quiz)
7. Before the first midterm test, did you emphasize some area(s) of the core-course 
content in teaching over other areas?
a) If no, skip to question 9.
b) If yes, what were those area(s)?
8. Were you able to emphasize those area(s) on the first midterm test too?
a) Yes b) No
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9. Did you think some core-course areas were more important than the others when 
you were designing your test, so you weighted them more on the first 
midterm test?
a) If no, skip to question 10.
b) If yes, please state those areas.
10. To what extent do you think the content of the core-course questions on the first 
midterm test matched the core-course content you taught in your class?
a) very little b) a little c) some d) a lot
11. To what extent do you think the questions on the first midterm test matched your 
course objectives?
a) very little b) a little c) some d) a lot
12. To what extent do you think the exercise types you used in the classroom 
matched the question types on the first midterm test?
a) very little b) a little c) some d) a lot
Questions about the second midterm:
13. The following areas are taken from your course material. Which “function” 
area(s) of core-course content should have been represented more on the 
second midterm test? Choose from below.
Offering to do someone a favor 
Asking a favor of someone 
Having something done 
Making a request 
Going shopping 
Telling about a past experience 
Telling a frightening story 
Apologizing 
Starting a conversation 
Asking for a reason 
Refreshing your memory 
Cancelling plans
m) Giving an excuse
n) Asking permission 
Agreeing or refusing to do a favor 
Saying thank you
Discussing arrangements and obligations 
Stating a condition 
Stating a prohibition
a)
b)
c)
d)
e)
f)
g)
h)
i)
j)
k) 
0
o)
P)
q)
r)
s)
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t) Describing an injury
u) Reporting requests and instructions
v) Talking about problems
w) Showing concern
x) Talking about moods and feelings
y) Giving warnings and advice
z) Greeting someone after a long time
aa) Catching up on what someone’s been doing
bb) Discussing possible plans
cc) Imagining something
dd) Giving unwanted advice
ee) Asking for information
ft) Asking for travel information
gg) Correcting a mistaken impression
hh) Talking about food
ii) Making an objection
jj) Expressing regret
kk) Making a judgement
14. Which "form" area(s) of core-course content should have been represented more 
on the second midterm test? Choose from below.
a) The causative “have”
b) Noun compounds
c) The simple past vs. past continuous with when and while
d) Negative questions
e) Infinitives after direct objects
f) Had better and had better not
g) Be supposed to
h) If vs. unless
i) Be supposed to vs. have to in negative statements
j) Reported speech with imperatives
k) The present perfect continuous
l) Reflexive pronouns
m) The present perfect continuous vs. the present perfect
n) Conditional sentences
o) Embedded yes-no questions
p) Sequence o f tenses
cj) Too...to and not...enough...to 
r) Should have
15. Were there any content area(s) on the second core-course midterm test that you 
did not include on the test although you taught that content in the class?
a) If no, skip to question 17.
b) If yes, please state those area(s) below.
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16. What were your reason(s) for not including that core-course content on the 
second midterm test? (e.g. you may have asked it on the quiz)
17. Before the second midterm test, did you emphasize some area(s) o f the core­
course content in teaching over other areas?
a) If no, skip to question 19.
b) If yes, what were those area(s)?
18. Were you able to emphasize those area(s) on the second midterm test too?
a) Yes b) No
19. Did you think some core-course areas were more important than the others when 
you were designing your test, so you weighted them more on the second 
midterm test?
a) If no, skip to question 20.
b) If yes, please state those areas.
20. To what extent do you think the content of the core-course questions on the 
second midterm test matched the core-course content you taught in your 
class?
a) very little b) a little c) some d) a lot
21. To what extent do you think the questions on the second midterm test matched 
your course objectives?
a) very little b) a little c) some d) a lot
22. To what extent do you think the exercise types you used in the classroom 
matched the question types on the second midterm test?
a) very little b) a little c) some d) a lot
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QUESTIONNAIRE FOR THE GRAMMAR TEACHERS
1. How long have you been teaching?
c) 1-5 years c) 11-15 years
d) 6-10 years d) 16-20 years
2. How long have you been teaching at Anadolu University?
c) 1-5 years c) 11-15 years
d) 6-10 years d) 15-20 years
Questions about the first midterm;
3. The following areas are taken from your course material. Which area(s) of 
grammar course content should have been represented more on the first midterm 
test? Choose from below.
APPENDIX B
a)
b)
c)
d)
e)
f)
g)
h)
i)
j)
k)
l)
o)
P)
q)
Simple present tense 
Present continuous tense
Simple Present tense vs. Present continuous tense 
Simple past tense 
Used to
Past continuous tense 
Wh- questions
Present continuous tense and Simple present tense with future meaning 
Present perfect tense 
For, since, yet, already 
Present perfect tense vs. Simple past tense 
Present perfect continuous tense
m) Present perfect continuous tense vs. Present perfect tense
n) Future perfect tense 
Future continuous tense 
Past perfect tense 
Past perfect continuous tense
4. Were there any content area(s) on the first grammar midterm test that you did not 
include on the test although you taught that content in the class?
a) If no, skip to question 6.
b) If yes, please state those area(s) below.
5. What were your reason(s) for not including that grammar course content on the 
first midterm test? (e.g. you may have asked it on the quiz)
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6. Before the first midterm test, did you emphasize some area(s) o f the grammar 
course content in teaching over other areas?
a) If no, skip to question 8.
b) If yes, what were those area(s)?
7. Were you able to emphasize those area(s) on the first midterm test too?
a) Yes b) No
8. Did you think some grammar course areas were more important than the others 
when you were designing your test, so you weighted them more on the first 
midterm test?
c) If no, skip to question 9.
d) If yes, please state those areas.
9. To what extent do you think the content of the grammar questions on the first 
midterm test matched the grammar content you taught in your class?
a) very little b) a little c) some d) a lot
10. To what extent do you think the questions on the first midterm test matched your 
course objectives?
a) very little b) a little c) some d) a lot
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11. To what extent do you think the exercise types you used in the classroom 
matched the question types on the first midterm test?
a) very little b) a little c) some d) a lot
Questions about the second midterm:
12. The following areas are taken from your course material. Which area(s) of
grammar course content should have been represented more on the second 
midterm test? Choose from below.
a) Adjectives
b) Adverbs
c) Equatives (as... as)
d) Comparatives
e) Superlatives
f) Some-Any-No
g) Quantifiers
h) Articles/ Definite-Indefinite
i) Modals (I) (Present Modals)
j) Modals (II) (Perfect Modals)
k) The Passive
l) It is said that.../He is said to.../...is supposed to...
m) Reported speech
n) Compound sentences
o) Either-or/ Neither-nor/Both-and/Not only-but also
13. Were there any content area(s) on the second grammar midterm test that you did
not include on the test although you taught that content in the class?
a) If no, skip to question 15.
b) If yes, please state those area(s) below.
14. What were your reason(s) for not including that grammar course content on the 
second midterm test? (e.g. you may have asked it on the quiz)
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15. Before the second midterm test, did you emphasize some area(s) o f the grammar 
course content in teaching over other areas?
a) If no, skip to question 17.
b) If yes, what were those area(s)?
16. Were you able to emphasize those area(s) on the second midterm test too? 
a) Yes b) No
17. Did you think some grammar areas were more important than the others when 
you were designing your test, so you weighted them more on the second 
midterm test?
a) If no, skip to question 18.
b) If yes, please state those areas.
18. To what extent do you think the content of the grammar questions on the second 
midterm test matched the grammar content you taught in your class?
a) very little b) a little c) some d) a lot
19. To what extent do you think the questions on the second midterm test matched 
your course objectives?
a) very little b) a little c) some d) a lot
20. To what extent do you think the exercise types you used in the classroom 
matched the question types on the second midterm test?
a) very little b) a little c) some d) a lot
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QUESTIONNAIRE FOR THE LISTENING TEACHERS
APPENDIX C
1. How long have you been teaching?
e) 1-5 years 
1) 6-10 years
c) 11-15 years
d) 16-20 years
2. How long have you been teaching at Anadolu University?
r) 1 -5 years c) 11-15 years
s) 6-10 years d) 15-20 years
Questions about the first midterm:
3. The following areas are taken from your course material. Which area(s) of 
listening course content should have been represented more on the first midterm 
test? Choose from below.
a) Identifying the correct words in a sentence on the basis o f phoneme 
differentiation
b) Identifying individual consonants in words: 
b. 1 - Distinguishing between / s / and 1^1
b.2- Distinguishing between / _J/ and / i^l
b.3- Distinguishing between / 1^  / ,  / d^ / and / ^ /
b.4- Distinguishing between / j / and! !
b.5- Distinguishing between / s /  and / z /
b.6- Distinguishing between / h / and no / h /
b.7- Distinguishing between / p / and / b /
b.8- Distinguishing between / 1 / and / d /
b.9- Distinguishing between / k / and / g /
b. 10-Distinguishing between /1 / and / r /
b. 11-Distinguishing between /1 /  and / r / and I n i
b. 12-Distinguishing between / p / and / v / and / f  /
b. 13-Distinguishing between / b / and / v / and / w /
b. 14-Distinguishing between / 0 / and / f  /
b. 15-Distinguishing between / 0 /  , /  5 /  , /  s /  and / z /
b. 16-Distinguishing between / 0 /  , /  5 /  , /  t /  and / d /
b. 17-Distinguishing between I n i  and / /
b. 18-Saying / m /
c) Identifying individual vowels in words:
c. 1- Distinguishing between / i: / and / 1 /
C.2- Distinguishing between / 1 /  and / e /
C.3- Distinguishing between / ac / and / e /
C.4- Distinguishing between / ae / and / ^ /
C.5- Distinguishing between / 3 ; /  and/a; /
C .6 -  Distinguishing between and/o; /
C.7- Distinguishing between / u; / and / u  /
C.8 -  Distinguishing between /C/ and /o ; /
C.9- Distinguishing between / ei / a n d / e /
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c. 10- Distinguishing between / e a /  and/ia/  
c . l l -  Saying/ai /  
c. 12- Saying / 01 /
C.13- Saying/a«^/
4. Were there any content area(s) on the first listening midterm test that you did not 
include on the test although you taught that content in the class?
a) If no, skip to question 6.
b) If yes, please state those area(s) below.
5. What were your reason(s) for not including that listening course content on the 
first midterm test? (e.g. you may have asked it on the quiz)
6. Before the first midterm test, did you emphasize some area(s) o f the listening 
course content in teaching over other areas?
a) If no, skip to question 8.
b) If yes, what were those area(s)?
7. Were you able to emphasize those area(s) on the first midterm test too?
a) Yes b) No
8. Did you think some listening course areas were more important than the others
when you were designing your test, so you weighted them more on the first 
midterm test?
e) If no, skip to question 9.
f) If yes, please state those areas.
9. To what extent do you think the content of the listening questions on the first 
midterm test matched the listening content you taught in your class?
a) very little b) a little c) some d) a lot
121
10. To what extent do you think the questions on the first midterm test matched your 
course objectives?
a) very little b) a little c) some d) a lot
11. To what extent do you think the exercise types you used in the classroom 
matched the question types on the first midterm test?
a) very little b) a little c) some d) a lot
Questions about the second midterm:
12. The following areas are taken from your course material. Which listening
strategy area(s) o f the listening course content should have been represented 
more on the second midterm test? Choose from below.
a) Forming a mental picture
b) Preparing an appropriate response
c) Following a story; predicting and guessing
d) Following a story; following an explanation
e) Listening against background noise
f) Listening for specific information
g) Matching with your own interpretation
h) Following an explanation; matching with your own beliefs
13. Which vocabulary area(s) of the listening course content should have been
represented more on the second midterm test? Choose from below.
a) Music
b) Buying and selling; food and drink
c) Visitors; dogs; shops; embarrasment
d) Travel; public places; parties
e) Cities; landscapes
f) Answerphones
g) Fears and phobias; crime
h) Childhood; accidents; games
i) Buying and selling; household objects
j) The past; homes; art
k) Superstitions; fortune telling
14. Which functional area(s) of the listening course content should have been
represented more on the second midterm test? Choose from below.
a) Imagining scenes; remembering scenes
b) Requests; agreeing and refusing; asking personal information
c) Narration
d) Making enquiries; giving directions; ‘small talk’
e) Describing scenes
f) Making arrangements
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g) Describing a process
h) Describing objects
i) Interpreting a picture; matching information with pictures
j) Giving explanations; making deductions
15. Were there any content area(s) on the second listening midterm test that you did 
not include on the test although you taught that content in the class?
a) If no, skip to question 17.
b) If yes, please state those area(s) below.
16. What were your reason(s) for not including that listening course content on the 
second midterm test? (e.g. you may have asked it on the quiz)
17. Before the second midterm test, did you emphasize some area(s) of the listening 
course content in teaching over other areas?
a) If no, skip to question 19.
b) If yes, what were those area(s)?
18. Were you able to emphasize those area(s) on the second midterm test too?
a) Yes b) No
19. Did you think some listening areas were more important than the others when 
you were designing your test, so you weighted them more on the second 
midterm test?
a) If no, skip to question 20.
b) If yes, please state those areas.
20. To what extent do you think the content o f the listening questions on the second 
midterm test matched the listening content you taught in your class?
a) very little b) a little c) some d) a lot
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21. To what extent do you think the questions on the second midterm test matched 
your course objectives?
a) very little b) a little c) some d) a lot
22. To what extent do you think the exercise types you used in the classroom 
matched the question types on the second midterm test?
a) very little b) a little c) some d) a lot
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APPENDIX D
What were your objectives for the first semester’s “core-course” at the
intermediate level?
Core-course Coordinator :
In the first term, Spectrum 4 was used for intermediate level students. And our 
course book provided practice in all poor communication skills. And it had 
special focus on listening and speaking aspects. The success in the exchange of 
information was one of our objectives. Another objective was trying to create a 
real-life situation with the help o f our course book. One of our most important 
objective was... proceeding from comprehending language through listening or 
reading to producing it through speaking or writing. But some o f the functions, 
and structures in the conversations...in the units, were RECEPTIVE and they 
didn’t become productive until later units or levels. Related to this fact, our 
quizzes and midterms were mostly based on testing of the functions taught during 
the classes. Some technical problems also prevented us from using listening 
PARTS in our exams, although our book is mostly based on listening activities. 
Thanks.
CORE-COURSE OBJECTIVES TRANSCRIPT
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APPENDIX E
GRAM M AR COURSE OBJECTIVES TRANSCRIPT
What were your objectives for the first semester’s grammar course at the 
intermediate level?
Grammar Course Coordinator .
OK. Students are generally expected to give grammatically correct responses as 
well as semantically and situationally correct ones. So, in our... in the first 
semester, the aim o f our intermediate grammar course is...uhm to help students to 
understand and use English... through supplementary materials which were 
prepared accordingly, and their grammar book, this is Focus on Grammar, 
intermediate one,...umm that contains speaking, reading and writing activities. 
Some of them were given as homework in order to make the students REPEAT 
those structures that were taught in class. Uhh... we had both controlled and 
communicative exercises, because we wanted the students to use the grammatical 
structures in everyday English, in usage.Uhm... furthermore, we wanted to 
improve their proficiency level to follow the English instructions and materials in 
their majors next year in their faculties. We also aimed to train them for the 
proficiency exam, such as TOEFL, uhm which will be given at the end of the 
Intensive English Program. That’s it, I think.
Thanks.
Not at all.
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APPENDIX F
LISTENING COURSE OBJECTIVES TRANSCRIPT
What were your objectives for the first semester’s listening course at the 
intermediate level, please?
- Listening Course Coordinator.
Our objective was to teach sound discrimination. We taught consonants and 
vowels by describing the sounds themselves first. Then the students heard words 
having similar sounds in a sentence. They tried to distinguish the correct sound, 
to decide which word they have heard. They also heard short dialogues and 
passages having words with similar sounds, and they were to distinguish the 
correct sound. In the first midterm, we prepared the questions the same way we 
we practiced in class, for example, they heard... a sentence saying, uh...’’There 
are dirty chairs in the room.” And they had two alternatives: a) dirty, b) thirty.
So, they were asked to distinguish between Idl and /0/ sounds. After finishing 
teaching and testing sound discrimination, the syllabus included the units, from 
books selected for every level, we covered the functions suggested by the book. 
And in the second midterm, for...levels beginner, elementary, lower-intermediate, 
intermediate, and upper-intermediate, there were three different exams. Uhh... 
one for beginner and elementaries, the other for lower-intermediate levels and the 
third, intermediates and upper-intermediates. While preparing the EXAMS... for 
the three different levels, we took the FUNCTION suggested in the books into 
consideration. But o f course we CHOSE some functions as we asked just two 
parts o f questions in the midterm. And the format o f the questions, was similar to 
the ones we DID in class, I mean the ones in the book. Charts, comprehension 
questions, true-false statements, etc.
Thanks.
