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Abstract
This paper will generalize the main results of Steve Wright [S. Wright, Quadratic residues and the com-
binatorics of sign multiplication, J. Number Theory 128 (4) (2008) 918–925] about criterion for quadratic
residue of integers to that for any dth power residue symbols on polynomial rings over finite fields.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let S be any nonempty finite set of positive integers. Steve Wright [3] found a criterion both
necessary and sufficient for S to have the following property: for any fixed nonnegative integer q ,
there exist infinitely many primes p such that S contains exactly q quadratic residues modulo p.
It should be noted that his criterion used is expressed by means of a purely combinatorial condi-
tion on the prime factors of the elements of S of odd multiplicity.
We here will generalize Steve Wright’s results to d th power residue symbols for polynomial
rings over finite fields. Before introduce our main results, we shall give some notations. If S
is a set, then |S| denotes the cardinality of S. Let q be a power of an odd prime, A = Fq [t]
be the polynomial ring over the finite field Fq with q elements and A+ be the set of monic
polynomials in A. Let F×q be the group of nonzero elements of Fq , g be a generator of F×q
and d be any divisor of q − 1, thus η = g(q−1)/d becomes an element of order d in F×q . For
an irreducible polynomial P ∈ A, (·/P )d denotes an d th power residue symbol on A. It is well
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S be a nonempty finite subset of square-free polynomials in A+, r0, r1, . . . , rd−1 be nonnegative
integers such that r0 + r1 + · · ·+ rd−1 = |S|. For an irreducible monic polynomial P ∈ A, define
Si = {a ∈ S | ( aP )d = ηi}. This paper will characterize such set S which satisfies |Si | = ri (i =
0,1,2, . . . , d − 1) for infinitely many irreducible monic polynomials P by means of a purely
combinatorial condition on the prime factors of the elements of S which are not d th power
multiplicity. In Section 3, we will give a necessary and sufficient condition (Theorem 3.2) and a
necessary condition (Theorem 3.6) (when d = 2, as in [3], this is also a sufficient condition). In
Section 2, as a special case, we will prove every nonempty finite subset of A is a set of d th power
residue for infinitely many irreducible polynomials in A.
2. dth power residues
It should be noted that the arguments verifying the results of this section are straightforward
adaptations to power residues in Fq [t] of ideas in the proofs of [2, Lemma 2.1 and Theorem 2.3].
The d th power residue symbol of Fq [t] for d | q − 1 defined as follows [1].
Definition 2.1. Let P ∈ A be an irreducible polynomial, a ∈ A and P does not divide a, let










If P | a define (a/P )d = 0. The symbol (a/P )d is called the d th power residue symbol.
For f ∈ A, f = 0, define sgnd(f ) to be the leading coefficient of f raised to the q−1d power.
The general reciprocity law [1, Theorem 3.5] is as follows.











= (−1) q−1d deg(a)deg(b) sgnd(a)deg(b) sgnd(b)−deg(a).




P ∈ A ∣∣ P ≡ a (mod m), deg(P ) = N}.
For f ∈ A, Φ(f ) denotes the number of nonzero polynomials of degree less than f and relatively
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the arithmetic progression {a + bn: n ∈ A}. The following proposition is the generalization of
Lemma 2.1 of [2] to d th power residue symbols of A.
Proposition 2.4. If Π is a finite set of irreducible monic polynomials and ε : {g} ∪ Π →
{1, η, η2, . . . , ηd−1} is a choice of signs, then there exist infinitely many irreducible polynomi-







, ∀z ∈ {g} ∪ Π.
Proof. Suppose Π = {P1,P2, . . . ,Pk}. Pi are irreducible monic polynomials. From [1, Propo-






It is easy to show from the solution of linear Diophantine equations there exist polynomials




























and P1P2 · · ·Pk
are relatively prime. Suppose ε(g) = ηs , from Theorem 2.3, we can find infinitely many irre-












,P1P2 · · ·Pk
)
,
degP ≡ s (mod d) and the leading coefficient of P equals to (−1)degP . From [1, Proposi-
tion 3.2], we get ( g
P



























2658 S. Hu / Journal of Number Theory 128 (2008) 2655–2662Corollary 2.5. If Π is a finite set of irreducible monic polynomials and ε :Π → {1, η,








, ∀z ∈ Π.
Proof. We can extend ε to ε˜ : {g} ∪ Π → {1, η, η2, . . . , ηd−1}, such that ε˜|Π = ε and ε˜(g) = 1,
thus in the proof of Proposition 2.4, we can find infinitely many monic irreducible polynomi-
als P , such that P ∈ AP(k1 +∑ki=1 xi(∏ij=1 Pj ),P1P2 · · ·Pk), degP ≡ 0 (mod d), and from


























Theorem 2.6. Every nonempty finite subset of A is a set of d th power residue for infinitely many
irreducible polynomials in A.
Proof. S is a nonempty finite subset of monic polynomials, Π is the set of all factors of S, from













for all h ∈ Π . Thus for any nonzero element a of S, we have ( a
P
)d = 1. 
3. dth power nonresidues
This section will accomplish our main task.
First, we shall give a necessary and sufficient condition. Before this, we must give some
definitions. For two integers s and l, (s, l) denotes their greatest common divisor. If f is a monic
polynomial in A, then π(f ) denotes the set of all prime factors of f whose multiplicity cannot
be divided by d . If f is not a monic polynomial in A, then π(f ) denotes the set which consist of
the leading coefficient of f and all prime factors of f whose multiplicity cannot be divided by d .
We now define an equivalence relation ∼ on A as follows: if (m,n) ∈ A+ × A+, then m ∼ n if
π(m) = π(n) and the corresponding irreducible factors of m and n have the same multiplicity
modulo d . If n ∈ A+, then [n] denotes the equivalence class of ∼ which contains n. We note in
particular that if S is a subset of an equivalence class and P is an irreducible polynomial dividing
no element of S, then the d th power symbol of P is constant on S.
Let S be a nonempty finite subset of A+. If {[r1], . . . , [rk]} is the set of distinct equiva-
lence classes determined by the element of S and if we set Ri = S ∩ [ri], i = 1, . . . , k, then
{R1, . . . ,Rk} is a partition of S. We will call {r1, . . . , rk} a set of residue representatives of S and
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This observation establishes the following Lemma 3.1. And it should be noted that the statement
and proof of this lemma use the same terminology and reasoning as [3, Lemma 2.4].
Lemma 3.1. If S is a nonempty finite subset of A+, R is a set of residue representations of S,R is
a residue partition of S, P is an irreducible monic polynomial which divides no elements of S,
and r0, . . . , rd−1 are nonnegative integers, such that r0 + · · · + rd−1 = |S|. As before, denote




2. Qs ∩Qt = ∅ (s = t).
3.
∑
Q∈Qi |Q| = ri , for i = 0,1, . . . , d − 1.
4. If Wi is the set of residue representatives of S in R corresponding to Qi , then (wP )d = ηi ,∀w ∈ Wi, for i = 0,1, . . . , d − 1.
We are at the position to state a necessary and sufficient condition.
Theorem 3.2. Suppose S is a nonempty finite subset of A+, Sd = S ∩ {f d : f ∈ A}, σ = |Sd |,
T = S \Sd and r0, r1, . . . , rd−1 are nonnegative integers, such that σ +r0 +r1 +· · ·+rd−1 = |S|.
Suppose each element in T is square-free. For any irreducible monic polynomial P in A, define
Si = {a ∈ S | ( aP )d = ηi}. Then there exist infinite many irreducible monic polynomials P in A,
such that
|S0| = σ + r0, |Si | = ri, i = 1,2, . . . , d − 1,
if and only if either T = ∅ and r0 = r1 = · · · = rd−1 = 0, or T = ∅ and T satisfies the following
condition. If R is the set of residue representatives of T and R is the residue partition of T , and
Π denotes the set of all prime factors of the elements of R, then there exist subsetsQ0, . . . ,Qd−1




2. Qs ∩Qt = ∅ (s = t).
3.
∑
Q∈Qi |Q| = ri , for i = 0,1, . . . , d − 1.
4. If Wi is the set of residue representatives of T in R corresponding to Qi , define
Ti =
{
π(w): w ∈ Wi
}
,
then there exist subsets N0,N1, . . . ,Nd−1 of Π , such that:
(1) ⋃d−1j=0 Nj = Π ,
(2) Ns ∩ Nt = ∅ (s = t),
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d−1∑
j=1
ij j ≡ i (mod d),
where |Ti ∩ Nj | = ij for i, j = 0,1,2, . . . , d − 1.
Proof. ⇒ Let P be an irreducible monic polynomial which satisfies our condition, define Ci =
{a ∈ T | ( a
P
)d = ηi}. It is easy to see C0 = S0 ∩T and Si = Ci (1 i  d −1). From Lemma 3.1,
we get a partition ofR,Q0,Q1, . . . ,Qd−1, such that (wP )d = ηi , for w ∈ Wi , i = 0,1, . . . , d − 1,
then
∏





)d = ηi , for each Ti ∈ Ti \ {∅}. Let Nj =
{h ∈ Π | (h/P )d = ηj }, j = 0,1, . . . , d − 1, obviously⋃d−1j=0 Nj = Π and Ns ∩ Nt = ∅ (s = t).
Finally, since |Ti ∩ Nj | = ij , we get
d−1∑
j=1
ij j ≡ i (mod d),
for i, j = 0,1,2, . . . , d − 1.
⇐ If Ti , Nj satisfy our condition, we use Corollary 2.5 to find infinitely many irreducible
monic polynomials P , such that ( h
P
)d = ηj , for h ∈ Nj , j = 0,1,2, . . . , d − 1. Since
Ti =
{
π(w): w ∈ Wi
}
,
|Ti ∩ Nj | = ij , for Ti ∈ Ti \ {∅}, and ∑d−1j=1 ij j ≡ i (mod d), for i, j = 0,1,2, . . . , d − 1, from
the multiplication of d th power residue symbol, we have (w/P )d = ηi , for w ∈ Wi , and infi-
nitely many irreducible monic polynomials P . From Lemma 3.1, we have for infinitely many
irreducible monic polynomials P ,
|S0| = σ + r0, |Si | = ri , i = 1, . . . , d − 1,
as desired. 
Next, we will seek a necessary condition. For convenience, ∅ will be used to denote an empty
set. First, we will give a definition.
Definition 3.3. Let A be a collection of sets, for any positive integer k, Ψ ck (A) defined as the set
consists of elements which exactly belong to k members of A and Ψk(A) =⋃S∈A S \ Ψ ck (A).
Lemma 3.4. Let S be a nonempty finite subset of nonzero square-free polynomials in A and
each f ∈ S has leading coeffcient 1 or g. Define P = {π(z): z ∈ S}. Suppose for each i ∈
{0,1, . . . , d−1}, there exist infinitely many irreducible polynomials P , such that (a/P )d = ηi for
each a ∈ S, then for each subset μ of P , if {∅} /∈ μ and |μ| ≡ i (mod d), we will get Ψk(μ) = ∅,
for any k ∈ {2, . . . , d}, such that (k, d) cannot divide i2.
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ηi
2 = ηkt , for some integer t . Hence we get a solution for kt ≡ i2 (mod d). But (k, d) cannot
divide i2, this linear Diophantine equation cannot have any solutions, a contradiction. 
Lemma 3.5. If Π is a nonempty subset of irreducible monic polynomials, T0, . . . ,Td−1 ⊂ 2Π ,
where 2Π denotes all of the subsets of Π . If there exists a partition of Π : {N0, . . . ,Nd−1}, such
that for any Ti ∈ Ti \ {∅},∑d−1j=1 ij j ≡ i (mod d), where |Ti ∩Nj | = ij and i = 0,1,2, . . . , d −1,
then for any subset μ of (Ti \ {∅}) ∪ {W ∪ {g}, W ∈ Ti−1 \ {∅}}, such that |μ| ≡ i (mod d), we
will get Ψk(μ) = ∅, for any k ∈ {2, . . . , d}, such that (k, d) cannot divide i2.
Proof. Define V − = {g∏f∈Ti−1 f , Ti−1 ∈ Ti−1 \ {∅}}, V + = {∏f∈Ti f , Ti ∈ Ti \ {∅}} and V =
V + ∪ V −. If V− = {π(z) \ {g}, z ∈ V −},V+ = {π(z), z ∈ V +}, then V− = Ti−1 \ {∅}, V+ =
Ti \{∅}. Since {N0,N1, . . . ,Nd−1} form a partition of Π , we use Proposition 2.4 to find infinitely












= ηj , for h ∈ Nj , j ∈ {0,1, . . . , d − 1}.


































= ηi, for Ti−1 ∈ Ti−1 \ {∅}.
But this shows that for any v ∈ V , ( v
P
)d = ηi . Since {π(z), z ∈ V } = V+ ∪ {w ∪ {g}, w ∈ V−},
from Lemma 3.4, for each i = 1, . . . , d − 1 and any subset μ of (Ti \ {∅}) ∪ {W ∪ {g}, W ∈
Ti−1 \ {∅}}, such that |μ| ≡ i (mod d), we will get Ψk(μ) = ∅, for any k ∈ {2, . . . , d}, such that
(k, d) cannot divide i2. 
Combine Lemma 3.5 and Theorem 3.2, we get following necessary condition.
Theorem 3.6. Suppose S is a nonempty finite subset of A+, Sd = S ∩ {f d : f ∈ A}, σ = |Sd |,
T = S \Sd and r0, r1, . . . , rd−1 are nonnegative integers, such that σ +r0 +r1 +· · ·+rd−1 = |S|.
Suppose each element in T is square-free. For any irreducible monic polynomial P in A, define
Si = {a ∈ S | ( aP )d = ηi}. Suppose there exist infinite many irreducible monic polynomials P
in A, such that
|S0| = σ + r0, |Si | = ri , i = 1, . . . , d − 1,
we shall conclude that either T = ∅ and r0 = r1 = · · · = rd−1 = 0, or T = ∅ and T satisfies the
following condition. If R is the set of residue representatives of T and R is the residue partition
of T , then there exist subsets Q0, . . . ,Qd−1 of R, such that:
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⋃d−1
i=0 Qi =R.
2. Qs ∩Qt = ∅ (s = t).
3.
∑
Q∈Qi |Q| = ri , for i = 0,1, . . . , d − 1.
4. If Wi is the set of residue representatives of T in R corresponding to Qi , define
Ti =
{
π(w): w ∈ Wi
}
,
then for each i = 1, . . . , d − 1 and any subset μ of (Ti \ {∅}) ∪ {W ∪ {g}, W ∈ Ti−1 \ {∅}},
such that |μ| ≡ i (mod d), we will get Ψk(μ) = ∅, for any k ∈ {2, . . . , d}, such that (k, d)
cannot divide i2.
Remark. When d = 2, this is also a sufficient condition. The proof is the same as in [3] for
Legendre symbol.
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