Extriangulated category was introduced by Nakaoka and Palu to give a unification of properties in exact categories and triangulated categories. A notion of tilting (or cotilting) subcategories in an extriangulated category is defined in this paper. We give a Bazzoni characterization of tilting (or cotilting) subcategories and obtain an Auslander-Reiten correspondence between tilting (cotilting) subcategories and coresolving covariantly (resolving contravariantly, resp.) finite subcatgories which are closed under direct summands and satisfies some cogenerating (generating, resp.) conditons. Applications of the results are given: we show that tilting (cotilting) subcategories defined here unify many previous works about tilting theory in module categories of Artin algebras and abelian categories admitting a cotorsion triples; we also show that the results work for triangulated categories with a proper class of triangles introduced by Beligiannis.
a ∈ C (A, A ′ ) and c ∈ C (C ′ , C), we have E-extensions E(C, a)(δ) ∈ E(C, A ′ ) and E(c, A)(δ) ∈ E(C ′ , A).
We abbreviate denote them by a * δ and c * δ respectively. For any A, C ∈ C , the zero element 0 ∈ E (C, A) is called the spilt E-extension.
Definition 2.1.
[ [NP] , Definition 2.3] Let (A, δ, C) , (A ′ , δ ′ , C ′ ) be any pair of E-extensions. A morphism (a, c) :
of E-extensions is a pair of morphisms a ∈ C (A, A ′ ) and c ∈ C (C, C ′ ) in C , satisfying the equality
Simply we denote it as (a, c) : δ → δ ′ .
Let A, C ∈ C be any pair of objects. Sequences of morphisms in C • Let δ ∈ E(C, A) and δ ′ ∈ E(C ′ , A ′ ) be any pair of E-extensions, with (i) For any A, C ∈ C , the split E−extension 0 ∈ E(C, A) satisfies s(0) = 0.
(ii) For any pair of E−extensions δ = (A, δ, C) and δ ′ = (A ′ , δ ′ , C ′ ),
holds.
Definition 2.4. [ [NP] , Definition 2.12] We call the pair (E, s) an external triangulation of C if the following conditions are satisfied:
(ET1) E : C op × C → Ab is a biadditive functor.
(ET2) s is an additive realization of E.
(ET3) Let δ ∈ E(C, A) and δ ′ ∈ E(C ′ , A ′ ) be any pair of E-extensions, realized as
For any commutative square respectively. Then there exist an object E ∈ C , a commutative diagram
in C , and an E-extension δ ′′ ∈ E(E, A) realized by A h / / C h ′ / / E , which satisfy the following compatibilities.
(ET4) op Let (D, δ, B) and (F, δ ′ , C) be E-extensions realized by
respectively. Then there exist an object E ∈ C , a commutative diagram
in C , and an E-extension δ ′′ ∈ E (C, E) realized by E h ′ / / A h / / C , which satisfy the following compatibilities.
In this case, we call s an E-triangulation of C , and call the triplet (C , E, s) an externally triangulated category, or for short, extriangulated category.
For an extriangulated category C , we use the following notation:
• A morphism f ∈ C (A, B) is called an inflation if it admits some conflation A f / / B / / C .
• If a conflation A
E-triangle, and write it in the following way.
, we call A the CoCone of y : B → C, and denote it by CoCone(B → C), also denote by CoCone(y); we call C the Cone of x : A → B, and denote it by Cone(A → B), also denote by Cone(x).
•
and call (a, b, c) a morphism of E-triangles.
• A subcategory T of C is called extension-closed if T is closed under extensions, i.e. for any
Remark 2.5. For any objects A, B ∈ C , we have E-triangles in C :
Example 2.6. (1) Exact category and extension-closed subcategories of an triangulated category are extriangulated categories. The extension-closed subcategories of an extriangulated category are extriangulated categories, see [NP] for more detail.
(2) Let C be an extriangulated category, and J a subcategory of C . If J ⊆ P ∩ I, where P is the subcategory of projective objects in C and I is the subcategory of injective objects in C (see Definition 2.10), then C /J is an extriangulated category. This construction gives extriangulated categories which are neither exact nor triangulated in general. For more details, see [ [NP] , Proposition 3.30]. There are also other such examples in [ZZ] .
There are some basic results on extriangulated categories which are needed later on.
Lemma 2.7.
[ [NP] , Corollary 3.12] Let C be an extriangulated category,
an E-triangle. Then we have the following long exact sequence: (1) Let C be any object, and let
(2) Dual of (1).
The following lemma was given in [ [LN] , Proposition 1.20], which is another version of [NP, Corollary 3.16] .
be an E-triangle, f : A → D be any morphism, and let
be any E-triangle realizing f * δ. Then there is a morphism g which gives a morphism of E-triangles
Definition 2.10. [ [NP] , Definition 3.23] Let C , E be as above. An object P ∈ C is called projective if it satisfies the following condition.
• For any E−triangle
and any morphism c ∈ C (P, C), there exists b ∈ C (P, B)
Injective objects are defined dually.
We denote the subcategory consisting of projective objects in C by P roj (C ) . Dually, the subcategory of injective objects in C is denoted by Inj(C ).
Lemma 2.11. [ [NP] , Proposition 3.24] An object P ∈ C is projective if and only if it satisfies E(P, A) = 0 for any A ∈ C . The dual property also holds for injective objects.
Definition 2.12.
[ [NP] , Definition 3.25] Let (C , E, s) be an extriangulated category. We say that it has enough projectives (enough injective, resp.) if it satisfies the following condition:
• For any object C ∈ C (A ∈ C , resp.), there exists an E−triangle
, resp.)
satisfying P ∈ P roj(C ) (I ∈ Inj(C ), resp.).
In this case, A is called the syzygy of C (C is called the cosyzygy of A, resp.) and is denoted by Ω(C)(Σ(A), resp.).
Suppose C is an extriangulated category with enough projectives and injectives. For a subcategory B ⊆ C , put Ω 0 B = B, and for i > 0 we define Ω i B inductively to be the subcategory consisting of syzygies of objects in Ω i−1 B, i.e.
We call Ω i B the i-th syzygy of B. Dually we define the i-th cosyzygy Σ i B by Σ 0 B = B and
In [ [LN] 5.2] the authors defined higher extension groups in an extriangulated category having enough projectives and injectives as
, and they showed the following result:
be an E − triangle. For any object X ∈ B, there are long exact sequences
An E−triangle sequence in C is displayed as a sequence
Let C be an extriangulated category with enough projectives and injectives. Then for any A ∈ C , we
with P 1 ∈ P roj(C ). Inductively, one can see that A admits a projective resolution as follows:
with P i ∈ P roj(C ), and d n = g n−1 f n . We call a projective resolution of A is of length n if A n = P n is projective and d n = g n−1 is an inflation. We define the projective dimension of A, denoted by pd(A), the minimal length n of all projective resolutions of A, if there is a projective resolution of A of finite length; otherewise, we define the projective dimension of A to be ∞. Dually, we define the injective resolution and injective dimension of A ∈ C , and the injective dimension of A is denoted by id(A).
Lemma 2.14. Let C be an extriangulated category with enough projectives and injectives. Then for any A ∈ C , the following statements are equivalent: (1) pdA ≤ n; (2) E n+1 (A, X) = 0, for any X ∈ C ; (3) E n+i (A, X) = 0, for any X ∈ C and i ≥ 1.
Proof. (3) ⇒ (2) is obvious.
(1) ⇒ (2), (3). Let
Applying Lemma 2.11 one can see A n ∈ P roj(C ), then (1) holds.
Remark 2.15. The dual result also holds for idA.
Basic results
In this section we firstly show how to construct covariantly finite or contravariantly finite subcategories from other contravariantly or covariantly finite subcategories, then we outline some basic properties of self-orthonogal subcatgories that are essential for the following sections. From now on, we suppose all extriangulated categories have enough projectives and injectives.
Covariantly and contravariantly finite subcategories
Lemma 3.1. Let X ⊆ C be a covariantly finite subcategory closed under extensions and direct summands, and Y = ⊥1 X . Then Y is a contravariantly finite subcategory closed under extensions and direct summands.
Proof. From the definition, it is obvious that Y is closed under extensions and direct summands.
Now to show Y is contravariantly finite. For any C ∈ C , there is an
with P ∈ P roj(C ) since C has enough projectives. Applying Lemma 2.7 and Lemma 2.11, we have the following exact sequence of functors:
Then restricting to X , we have
Since X is a covariantly finite subcategory, C ′ admits a left X −approximation f :
we have the following exact sequence of functors:
Since C is Krull-Schmit, we can take a projective cover φ :
(for the definition of X −modules see [A] ). This is induced by an
Suppose now we have shown that M ∈ Y , one can see the sequence
with X 1 ∈ X splits. Using (ET4) op we obtain the following commutative diagram:
Therefore, X 2 ∈ X since X, X 1 ∈ X and X is closed under extensions. We have the commutative diagram
of exact sequences of X −modules. As φ is a projective cover, C (n, −)| X is a split monomorphism, hence n is a split monomorphism. Evaluating the upper sequence above at X 1 , one can see the sequence
Self-orthonogal subcategories
The subcategory T is said to be self-orthonogal provided that E i (T 1 , T 2 ) = 0, ∀i ≥ 1, and for any
The symbolT n (orŤ n ) denotes the subcategory of objects A ∈ C such that there exists an
.) with each T i ∈ T . We denote byT (orŤ ) the union of allT n (Ť n , resp.) for some non-negative n. That is to saŷ
Proof. Since X 1 ∈Ť , there is a n, such that X 1 ∈Ť n . We obtain an E−triangle sequence
Given a self-orthonogal subcategory T . Note that T ⊥ ( ⊥ T , resp.) is the largest subcategory of
are generated (cogenerated, resp.) by objects of T in the sense that there is an E−triangle sequence
resp.). It is obvious that T ⊂ T X
(T ⊂ X T ) and T X (X T , resp.) is the largest subcategory of C such that T is projective (injective, resp.) and a generator (cogenerator, resp.) in it. It is clearly that
Now we give a characterization of objects inŤ n . The dual result also holds forT n .
Lemma 3.5. Let T ∈ C be a self-orthonogal subcategory closed under direct summands. For any object X ∈ X T , the following statements are equivalent:
Proof. The proof is the same as that of Lemma 2.14, we left it to the reader.
Lemma 3.6. For a self-orthonogal subcategory T , T X is closed under extensions, direct summands and Cone of inflations.
Proof. We first show that T X is closed under extensions. Let A
with T 0 , T 1 ∈ T and K 0 , K 1 ∈ T X . Using Lemma 2.8, we have the following commutative diagram
we have the following commutative diagram
one can consider V instead of B and repeat this process to show that B ∈ T X .
Secondly, to show T X is closed under Cone of inflations. Let
be an E−triangle with A, B ∈ T X . Then we have the following commutative diagram:
with T 0 ∈ T and K 0 ∈ T X . One has E ∈ T X since A ∈ T X and T X is closed under extensions.
Hence, repeating this process we have C ∈ T X . Now to show T X is closed under summands. Let B = A ⊕ C such that B ∈ T X . Then we have an
with U ⊕C ∈ T X since K 0 , A⊕C ∈ T X and T X is closed under extensions. Hence U is a direct summand of an object in T X . By repeating this process, we can show C ∈ T X , so T X is closed under direct summands.
In general, T X T ⊥ . In what follows we give a characterization of when they are equal. We call a subcategory X ⊂ C a generator (cogenerator, resp.) for a subcategory Y ⊂ C if X ⊂ Y and for
Lemma 3.7. For a self-orthonogal subcategory T . The following statements are equivalent:
(1) T is a generator for T ⊥ ;
(2) T X = T ⊥ .
Proof.
(1) ⇒ (2). We just need to show
Repeating this process by replacing X ′ with X, one can see X ∈ T X .
(2) ⇒ (1). Obvious from the definition.
The following two lemmas are extriangulated category version of [DWZC lemma3.3, corollary3 .4], we give a proof here for the convenience of the reader.
Lemma 3.8. Let X ⊂ Y be subcategories of C such that Y is closed under extensions. Assume that X is a generator of Y . If there is an E−triangle sequence
Then there exist objects U n , V n ∈ C satisfying the following conditions:
Proof. We proceed by induction on n.
the first row and the second column are the desired E−triangles.
Now suppose that the result hold for n − 1. Let
, then by the inductive assumption, there are E−triangles:
n−1 ∈ Y and X i ∈ X . Then using Lemma 2.8, we have the following commutative diagram:
with X ∈ X and U n ∈ Y . Therefore, there is a commutative diagram:
Proof. Since A ′ ∈Y n , we have the following E−triangle sequence:
, then using Lemma 2.8 we have the following commutative diagram:
Hence we have the following E−triangle sequence:
n , Y n−1 ∈ Y and Y is closed under extensions. Hence, using Lemma 3.8, the result holds.
Tilting subcategories
In this section, we begin with the definition of a tilting (cotilting) subcategories in an extriangulated category C with enough projectives and injectives. Then we formulate the Bazzoni characterization for tilting (cotilting) subcategories. Finally, we generalize the Auslander-Reiten correspondence in module categories over Artin algebras in [AR] to extriangulated categories. Now we give the definition of tilting (cotilting) subcategories in an extriangulated category.
Definition 4.1. Let n be a fixed non-negative integer, T be a subcategory of an extriangulated category C closed under direct summands. Then T is called a tilting subcategory of projective dimension n if the following conditions are satisfied:
(1) pd(T ) ≤ n;
(2) T is an generator for T ⊥ .
We also call T a tilting subcategory for short. T ∈ C is called a tilting object if addT is a tilting subcategory.
Dually, we define the cotilting subcategories as follows:
Definition 4.2. Let n be a fixed non-negative integer, T be a subcategory of an extriangulated category C closed under direct summands. Then T is called a cotilting subcategory of injective dimension n if the following conditions are satisfied:
(1) id(T ) ≤ n;
(2) T is an cogenerator for ⊥ T .
We also call T a cotilting subcategory for short. T ∈ C is called a cotilting object if addT is a cotilting subcategory.
Remark 4.3. We don't require the condition that P roj(C ) ⊂Ť n in the definition of tilting subcategories as [DWZC] , we will show it is a consequence of the conditions (1), (2) (1) Let C be an extriangulated category with enough projectives P roj(C ) and injevtives Inj(C ), then P roj(C ) is a tilting subcategory and Inj(C ) is a cotilting subcategory. In particular, for a triangulated category C , the subcategory 0 consisting only of zero object is a tilting subcategory and a cotilting subcategory. It is easy to see there are no other tilting (cotilting) subcategories in C except the zero category 0. We will see for a triangulated category with a proper class of triangles in the sense of Beligiannis [Be] , there are some other tilting (or cotilting)
subcategories (see Section 5).
(2) Let R be an Artin algebra and modR the category of finitely generated left R−modules and T ∈ modR be a tilting (cotilting, resp.) module of finite projective (injective, resp.) dimension.
Then add(T ) is a tilting (cotilting) subcategory in our sense. Actually, we will show that a R−module T is a tilting module of finite projective dimension if and only if T is a tilting object in our sense, see Remark 4.16.
(3) Let E be an exact category with enough projectives and enough injectives. The n-cotilting subcategory in E defined by Haruhisa Enomoto in [E] is an example of our cotilting subcategory. In particular, if R is an Artin algebra and modR the category of finitely generated left R−modules, X ⊂ modR is a subcategory. Then [AS] are all exact categories, hence extriangulated categories. Using Remark 4.16 below, it is easy to see that relative tilting (cotilting, resp.) modules defined in [ [AS] , section 3] is the same as our definition 4.1 and 4.2 in this setting.
(4) Let A be the path algebra of the quiver Q :
i.e. A := kQ, where k is a field. Then modA is an abelian category, hence an extriangulated category. Let P (i), I(i), S(i) be the projective, injective and simple modules associate to the vertex i. It is obvious that P (3) = I(1) is a porjective-injective object in modA, hence by [ [NP] , proposition 3.30], the additive quotient categroy modA/P (3) is an extriangulated category. Since mod A has almost split sequence, by [ [INP] , proposition 5.12], modA/P (3) also has almost split sequence and the Auslander-Reiten quiver is as follows:
It is easy to verify that P (1) ⊕ P (2) and P (2) ⊕ S(2) satisfy Definition 4.1, hence they are tilting objects in modA/P (3); and I(2) ⊕ S(3) and I(2) ⊕ S(2) satisfy Definition 4.2, hence they are cotilting objects in modA/P (3).
For a subcategory T ⊂ C , denote by P res n (T ) (Copres n (T ), resp.) the subcategory of all objects
A ∈ C such that there is an E−triangle sequence:
It is easy to see that T ⊂ P res n (T ) (T ⊂ Copres n (T ), resp.). If the equality holds,
i.e. P res n (T ) = T (Copres n (T ) = T , resp.), we say that T is closed under n-image (closed under n-coimage, resp.).
Lemma 4.5. For a subcategory T of an extriangulated category C , pd(T ) ≤ n iff T ⊥ is closed under n−image, i.e. P res
Proof. The proof for the only if part. T ⊥ ⊂ P res n (T ⊥ ) is obvious from the definition. Now to show
For any A ∈ P res n (T ⊥ ), there is an E−triangle sequence:
The proof for the if part. Since C has enough injectives, for any A ∈ C , there exists an E−triangle sequence:
Lemma 4.6. Assume that T is a self-orthonogal subcategory of an extriangulated category C . Then P res n (T ) = P res n ( T X ).
Proof. It is trivial that P res n (T ) ⊂ P res n ( T X ) since T ⊂ T X . Now to show P res n ( T X ) ⊂ P res n (T ). For any A ∈ P res n ( T X ), there exists an E−triangle sequence:
with each X i ∈ T X . Since T is a generator of T X and T X is closed under extensions by Lemma 3.6, then using Lemma 3.8, there is an E−triangle sequence:
with T i ∈ T . This shows that A ∈ P res n (T ), hence P res n ( T X ) ⊂ P res n (T ).
Now we prove one of our main results: the Bazzoni characterization of tilting (cotilting) categories in an extriangulated category.
Theorem 4.7. (i) Assume that T is a subcategory of C such that T is closed under direct summands and every object in T ⊥ has a right T −approximation. Then T is a tilting subcategory if and only
(ii) Assume that T is a subcategory of C such that T is closed under direct summands and every object in ⊥ T has a left T −approximation. Then T is a cotilting subcategory if and only if Copres
Proof. We prove (i), the proof of (ii) is dually.
The only part: Using Lemma ??, one has T ⊥ = T X ⊂ P res n (T ). We only need to show P res n (T ) ⊂ T ⊥ . For any A ∈ P res n (T ), there is an E−triangle sequence:
The if part: Since T ⊂ P res n (T ) = T ⊥ , one can see that T is a self-orthonogal subcategory of C .
We first show that T is a generator of T ⊥ . For any object A ∈ T ⊥ = P res n (T ), there is an
Since T ⊥ has a right T −approximation, one has a right T −approximation f : T 1 → A of A with T 1 ∈ T . Then we have the following commutative diagram:
Now to show pd(T ) ≤ n. Applying Lemma 3.7, one has T ⊥ = T X . Hence, the following equality holds P res n (T ⊥ ) = P res n ( T X ) = P res n (T ) = T ⊥ by Lemma 4.6. Using Lemma 4.5, one obtains that pd(T ) ≤ n.
Remark 4.8. One can see that in the proof of this theorem, we do not use the fact that C is a KrullSchmit category. Hence the theorem holds for any extriangulated category with enough projectives and injectives. A typical example is the characterization of n-tilting and n-cotilting modules in ModR [Ba] where R is a ring and ModR is the category of left R−modules.
In the rest of this section, we will establish the Auslander-Reiten correspondence between tilting (cotilting, resp.) subcategories and coresolving covariantly finite (resloving contravariantly finite, resp.)
subcategories satisfying some cogenerating (generating, resp.) conditions.
A subcategory X ⊂ C is called coresolving if it contains Inj(C ), closed under extensions and Cone of deflations. Resolving subcategory can be defined dually.
Lemma 4.9. Assume that X is a coresolving subcatefory of
Proof. It is easy to see that ⊥ X ⊂ Y . On the other hand, For any X ∈ X , there is an injective resolution of X:
with each I i ∈ Inj(C ). Since Inj(C ) ⊂ X and X is a coresolving subcategory, we have
Lemma 4.10. Assume that X is an coresolving covariantly finite subcategory of
Then T is a generator of X .
Definition 4.12. Assume that T i , i = 1, 2 are tilting subcategories of C , we write
The following lemma ensure that the relation defined above on tilting subcategories is a partial order.
Lemma 4.13. Assume that T , T i , i = 1, 2 are tilting subcategories of C . We have:
Hence the E−triangle splits, we have A ∈ T as T is closed under direct summands.
(ii) The if part: It is easy to see that
, we have the following E−triangle sequence:
is an E−triangle and
, this finishs the proof.
Corollary 4.14. The relation defined on tilting subcategories is a partial order.
by Lemma 4.13, hence T 1 = T 2 Now we prove the Auslander-Reiten correspondence for tilting subcategories in an extriangulated category.
Theorem 4.15. Let C be an extriangulated category with enough projectives and enough injectives.
Then
(i) The assignments T → T ⊥ and X → ⊥ X ∩X give a one-to-one correspondence between the class of tilting subcategories and coresolving covariantly finite subcategories X , which are closed under summands withX n = C .
(ii) The assignments T → ⊥ T and X → X ⊥ ∩ X give a one-to-one correspondence between the class of cotilting subcategories and resolving contravariantly finite subcategories X , which are closed under summands withX n = C .
Proof. We only prove (i), the proof of (ii) is dually.
(1) Assume that T is a tilting subcategory. Let X = T ⊥ . For any element A ∈ C , there is an E−triangle sequence:
This implies that
It is obvious that X is coresolving, we only need to show that X is covariantly finite. Since T is a generator of X and X is closed under extensions withX n = C , using Lemma 3.9, one can see for any
in C with U ∈ X and V ∈Ť n . Using (ET4), we have the following commutative diagram:
with T ∈ T , A 2 ∈Ť n−1 . One obtain that A 1 ∈ X since U and T are in X and X is coresolving. We state that f : A → A 1 is a left X −approximation of A by Lemma 3.4, hence X is covariantly finite.
Using Lemma 4.13, we also have that
(2) Suppose that X is a coresolving covariantly finite subcategory, which is closed under summands withX n = C . Let T = ⊥ X ∩X . Now to show that pd(T ) ≤ n. For any object A ∈ C =X n , there is an E−triangle sequence:
2.14.
By Lemma 4.10, T is a generator of X . Using the same argument as in (1), it is easy to see that for
with A 1 ∈ X and A 2 ∈Ť n−1 , which splits by Lemma 3.4, hence A ∈ X . So one can see that
It follows that T is a generator of T ⊥ . This completes the proof.
Remark 4.16.
(1) It is easy to see that if T is a tilting subcategory of C , then T is an Extprojective generator of X = T ⊥ . Using Lemma 4.11 and Theorem 4.15, we have P roj(C ) ⊂Ť n since P roj(C ) ⊂ ⊥ X andX n = C . Similarly, one can see that Inj(C ) ⊂T n if T is a cotilting subcategory of C . Hence if C = modR, where R is an Artin algebra and modR is the category of finitely generated left R−modules, then our definition 4.1 and 4.2 coincide with the usual definition of (co)tilting objects of finite projective (injective) dimension in modR.
(2) Let R be a Artin algebra and modR denote the category of finitely generated left R−modules. 
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In this section, we give some applications of our results. We first show that the relative tilting subcategories in an abelian category A with a complete cotorsion triple (X , Z, Y ) (for more detail, see [DWZC] ) are tilting subcategories in our sense. Therefore the results in [DWZC] follow from our main results above. We also show that for a triangulated category C with a proper class of triangles E introduced by Beligiannis [Be] form an extriangulated category. If in addition E has enough projectives and injectives, we obtain the corresponding results about tilting (cotilting) subcategories in this setting.
Abelian categories with a complete cotorsion triple
In this subsection, A is a Krull-Schmit abelian category with enough projectives P and injectives I. Given a complete hereditary cotorsion triple (X , Z, Y ) of A , one can define an exact structure on A as follows: Let F X be the set of exact sequences of A which are also Hom A (X , −) exact, i.e.
Then by [ [DRSSK] , Proposition 1.7], (A , F X ) is an exact category, hence an extriangulated category.
We denote the exact category (A , F X ) by E, and the subcategories of projective objects or of injective objects in E by P(E) or I(E), respectively.
is a complete cotorsion pair, for any object A ∈ A , there is an proper X −resolution X of A:
The X −projective dimension of A is the least non-negative number n such that there is an exact
The proper X −resolution of A ∈ A is unique up to homotopy. Hence, for any B ∈ A , one can define the relative X cohomology group According to the arguments above, we have the following result.
Lemma 5.2. E is an exact category with enough projectives and injectives. In particular, P(E) = X and I(E) = Y .
Proof. Firstly, to show that E has enough projectives with P(E) = X . For any X −exact sequence 0 → A → B → X → 0 with X ∈ X , the sequence 0 → Hom(X, A) → Hom(X, B) → Hom(X, X) → 0 is exact. Hence the X −exact sequence splits, i.e. Ext X (X, A) = 0, for any X ∈ X , A ∈ A . Then we have X ⊂ P(E).
Since (X , Z) is a complete cotorsion pair, for any A ∈ A , there is an X −exact sequence 0 → Z → X → A → 0 with X ∈ X , Z ∈ Z. Hence E has enough projectives. In particular, if A ∈ P(E), it is obvious that the sequence splits, one has A ∈ X , hence P(E) = X .
Secondly, to show that E has enough injectives with I(E) = Y . Using Lemma 5.1, one can see that
Since (Z, Y ) is a complete cotorsion pair, for any
Using the same method as that in the proof of Lemma 2.5 in [DWZC] , one can see that the sequence is also X −exact. Therefore, E has enough injectives. In particular, if
A ∈ I(E), the sequence splits, hence A ∈ Y . We have that I(E) = Y . This completes the proof.
Given a complete hereditary cotorsion triple (X , Z, Y ) in an abelian category A with enough projectives and injectives, we have shown that the associate category E is an exact category with enough projectives and injectives.
A subcategory M is said to be X −self-orhtonogal if Ext (1) X − pd(M) ≤ n;
(2) M is an X generator for M X ⊥ ;
(3) X ⊂ XMn .
According to Remark 4.16 and Lemma 5.2, one can see that the above definition is the same as Definition 4.1 when consider E as an extriangulated category with enough projectives and injectives.
We can define the E−phantom map for a proper class of triangles in C , which can be used to construct an additive bifunctor. (i) The morphism f : A → B is called an E−proper monic.
(ii) The morphism g : B → C is called an E−proper epic.
(iii) The morphism h : C → ΣA is called an E−phantom map.
Let P h E (A, B) be the set of all E−phantom maps from A to B, the class of E−phantom maps is denoted by P h E (C ).
Let E be a proper class of triangles in C . Given A, C ∈ C and consider the class E * ( 
It is obvious that α is an isomorphism and ∼ is an equivalence relation on the class E * ( closed under base change and cobase change, and we denote it by s (h) . In this way P h E (−, Σ−) can be considered as the additive bifunctor E and every equivalence class of triangles in E can be considered as an E−triangle. Under this circumstance, we have:
Lemma 5.9. (C , P h E , s) is an extriangulated category.
Proof. It is easy to verify that (ET1)-(ET3) are satisfied for the class of E−triangles. 
Now to show (ET4). Let

