This paper studies the global asymptotic stability and dissipativity problem for a class of neutral type stochastic Markovian Jump Static Neural Networks (NTSMJSNNs) with time-varying delays. By constructing an appropriate Lyapunov-Krasovskii Functional (LKF) with some augmented delay-dependent terms and by using integral inequalities to bound the derivative of the integral terms, some new sufficient conditions have been obtained, which ensure that the global asymptotic stability in the mean square. The results obtained in this paper are expressed in terms of Strict Linear Matrix Inequalities (LMIs), whose feasible solutions can be verified by effective MATLAB LMI control toolbox. Finally, examples and simulations are given to show the validity and advantages of the proposed results.
Introduction
Over the past twenty years, stability analysis of Neural Networks (NNs) have been extensively investigated for their widespread applications in many areas such as imaging processing, engineering optimization, pattern recognition, associative memories, computer version and so on [1] [2] [3] [4] . Such an application has strongly dependent on the stability of the stable equilibrium point of NNs, and such an equilibrium point may affect by the existence of time delays and noise disturbance [5] [6] [7] [8] . Consequently, the investigation of the stability of NNs with these two aspects is very imperative. Therefore, a great deal of research consideration is dedicated to studying the stability of NNs with time delays, numerous noteworthy results related to this problem have been obtained recently, see [1-5, 8-13, 16-34] .
As we know, Markovian jumping systems (MJSs) are viewed as a special class of hybrid systems, which provide an efficient way to represent a class of dynamic systems subject to random changes in their structures and found their applications in fault-tolerant systems, manufactory processes [14, 15] . Therefore, the stability of NNs with Markovian jump parameters have received much research consideration, many significant results re--204 10.2478/jaiscr-2019-0003 lated to this problem have been well documented, see [5, 8-10, 12-13, 16, 23, 40] . For example, in [5] , LMI-based sufficient conditions have been obtained for Markovian jump NNs including the relative information on the mode-dependent additive time-varying delays. In [10] , the exponential stability criteria for a class of stochastic NNs with both mixed time delays and Markovian jump parameters has been investigated, novel Lyapunov functional has been considered into the framework. By employing stochastic analysis, the problem of stability of stochastic Markovian switching static NNs with asynchronous mode-dependent delays has been investigated in the work [12] . On the other hand, as pointed out in [17] that the NN could be stabilized or destabilized by certain stochastic inputs, so for, it is of essential significance to consider stochastic disturbance on the stability analysis of NNs. Recently, there are several results regarding the stability of NNs with stochastic effects have been published, see [18] [19] [20] [21] [22] [23] [24] [25] [26] . For example, in [19] , a novel LKF is constructed, which includes the relative information of the derivative of the past state, some LMI-based stability criteria are derived for the uncertain stochastic nonlinear systems. By constructing an augmented LKF, a class of uncertain stochastic NNs with both neutral type and interval timevarying delays has been investigated in the reference [20] . Meanwhile, many application systems can be structured as a differential form of neutral type, which will contain the information about the derivative of the past state. Such phenomenon constantly encountered in the field of heat exchangers, chemical reactors, population dynamics systems [28] . Due to the fact that the neutral type NNs have received much research attention, many interesting results on this topic have been reported recently [29] [30] [31] [32] [33] [34] .
Nowadays, there has been a rapidly growing research attention has been paid to the issue of dissipativity of NNs, which has strong application background in engineering fields such as networks, circuit systems, and control theory [35, 36] . In [35] , dissipative systems were initially developed, after that the concept further extended in [36] . Besides, the dissipativity theory deals with a new computational approach through the appropriate parameters (Q , S,R ) compared with other methods. Thus, the study of dissipativity analysis has received much research consideration from the researchers, many significant results have been published, see [4] , [37] [38] [39] [40] [41] . To the best of authors knowledge, the problem of stability and dissipativity analysis and the design of stochastic disturbance for neutral-type Markovian jump static NNs have not been completely investigated, it remains essential and challenging. This circumstance motivates our present study.
Inspired by the above discussions, in this paper, our research efforts are mainly focused to investigate the global asymptotic stability and dissipativity analysis for a class of NTSMJSNNs with timevarying delays. The contributions of this paper are listed as follows: (i) By constructing an appropriate LKF with some augmented delay-dependent terms, by employing integral inequalities, some new LMIbased sufficient conditions have been established, which ensure that the global asymptotically stability in the mean square. (ii) The results obtained in this paper are further extended to the dissipativity analysis with nonlinear stochastic disturbance. (iii) The calculated maximum allowable upper bounds (MAUBs) η based on various methods are compared in the illustrative section, which is guaranteed less conservative than recently existing works. (iv) Finally, three illustrative examples and simulations are presented to show the effectiveness of the proposed results.
The problem is formally defined in the next Section. The stability and dissipativity criteria are presented in Section 3 and 4, respectively. In Section 5, numerical examples are given. At last, the conclusion is drawn in Section 6.
Notations: Throughout this paper, R n and R m×n denotes the n-dimensional Euclidean space and the set of m × n real matrices, respectively. The superscript X T represents the transpose of X. P > 0 means that P is the symmetric positive definite matrix.
denotes the elements below the main diagonal of a symmetric block matrix. (Ω, F , P) is complete probability space with a natural filtration {F t } t≥0 satisfying the usual conditions. I n represents the identity matrix with appropriate dimensions. diag{.} denote the block diagonal matrix. 
Problem formulation and preliminaries
Let {ρ(t),t ≥ 0} is a right-continuous Markov chain defined on (Ω, F , P) and take discrete values in a finite state space S = {1, 2, ..., N} with transition probability matrix Π = [π i j ] N×N given by
where △t > 0 and lim
Now, we consider the following neutral type Markovian jump static NNs with time varying delays
For the purpose of simplicity, let
where
The delays η(t) and h(t) are time-varying continuous functions that satisfy
where η, h, µ and h d are some constants.
A2:
The neuron activation function f j (·) j = 1, 2, ..., n in (4) is continuous, bounded and satisfies, 
.., n. Now, we consider the following NTSMJSNNs with time-varying delays
where p(t) is the output of the NNs (7), u(t) is the external disturbance input which belongs
The stochastic perturbation σ(t, q(t), q(t − η(t)), i) is locally Lispchitz continuous and satisfies the linear growth condition
where tr(·) stands for tr, F 1i and F 1i (i ∈ S) are real matrices with suitable dimensions. Supposed the term q T (t)P i q(t) is taken into the account of LKF V(t, q(t), i), by Ito's differential rule, there exists a nonlinear stochastic term tr{σ
In order to obtain the less conservative stability criteria for NN (7), the following restrictive condition is required
From (9) and (10), we have
similar to [11, 12] , to reduce the conservatism further, the following restrictive condition (10) can be relaxed according to the next two assumptions made on the form of the (σ(t, q(t), q(t − η(t)), i). A4: σ(t, q(t), q(t − η(t)), i) is nonlinear and can be written as
where H 1i (t) and H 1i (t) are nonlinear diagonal matrix functions. A5: The matrices F 1i and F 1i in (9) are diagonal matrices
.., n are some scalars. From A4 and A5, the condition (10) can be relaxed as
As a result of (18) is less restrictive and conservative than (10) . The detailed proof can be found in [11, 12 .
which can be described by (15) with
Hence, we have
which implies that F 1i and F 2i in (13) are satisfied with
The following definition and lemmas, are needed to obtain the main results.
Definition 2.1. The NTSMJSNNs (7) is said to be mean-square stable, if for any ε > 0 there exists a scalar ϑ(ε) > 0 such that
then the NTSMJSNNs (7) is said to be mean-square asymptotically stable.
Definition 2.2. The NTSMJSNNs (7) is strictly (Q , S,R ) − γ− dissipative for any t r ≥ 0 and scalar γ > 0, if under zero initial state, the following condition is fulfilled: 
where Q , S,R ∈ R m×n with Q , R are symmetric. The connection (26) can be defined by the following dissipativity performance 
For given positive integers m and n, a scalar α ∈ (0, 1), a n × n-matrix O > 0, two matrices Z 1 , Z 2 ∈ R n×m , and any vector ξ ∈ R m , define the function Θ(α, O) described by
If there exists a matrix
G ∈ R n×n satisfying O G O > 0, then min α∈(0,1) Θ(α, O) ≥ Z 1 ξ Z 2 ξ T O G O Z 1 ξ Z 2 ξ .
Main results
In this Section, the main result is given in the following Theorem (3.1), which shows that NTSMJSNNs (7) with u(t) = 0 is globally asymptotically stable in the mean square. Firstly, if the condition (10) does not be relaxed as (18) . Before giving the main results, we present the following notations for the simplicity of presentation, such as
Theorem 3.1. Consider the NN (7) with nonlinear stochastic noise σ(t, q(t), q(t − η(t)), i) satisfying the condition (9).
For given scalars η, h and µ, the NN (7) with u(t) = 0 is globally asymptotically stable in the mean square, if there exists matrices
., 9) and positive scalar λ i (i ∈ S) such that the following LMIs holds for all (i ∈ S)
where Proof: Choose the Lyapunov function candidate for the considered system model (7) as follows
LV(t,q(t),i)
It follows from Ito's differential rule, we have
Now we calculate LV(t,q(t),i) along the trajecto-
ries of the system (7), one has
,
which implies
Then, we can get from (37) and (40) that
.
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From the assumption A3 and (29), we can get tr(σ T (t, q(t), q(t − η(t)), i)P i (σ(t, q(t),
Moreover, it follows from A2, we have
for all i ∈ S, j = 1, 2, ..., n. Then, the following inequality holds 
Let, for any positive diagonal matrices 
where e j denote the unit column vector having 1 on its jth row and zero elsewhere For j = 1, ..., n, the condition is equivalent to
Similar to the above, for any positive diagonal matrices M j = diag{m 
Hence, according to (3)-(3), one has

LV(t,q(t),i)
Then, we have
q(t), q(t − η(t)), i)]dω(t).
(59) From Θ 1 < 0 in (30), there exist a scalar β > 0 such that
Taking mathematical expectation we have
Hence, the NTSMJSNNs (7) with u(t) = 0 is globally asymptotically stable in the mean square. This ends the proof.
Secondly, if the condition (10) can be relaxed as (18) , then the following Theorem (3.2) can be obtained.
Theorem 3.2. Consider the NN (7) with nonlinear stochastic noise σ(t, q(t), q(t − η(t)), i) satisfying the condition (9) . Assume that σ(t, q(t), q(t − η(t)), i), the matrices F 1i and F 2i satisfy (15) and (17), respectively. For given scalars η, h and µ, the NN (7) with u(t) = 0 is globally asymptotically stable in the mean square, if there exists matrices
.., 9), such that the following LMIs holds for all (i ∈ S)
where 
Based on the Theorem (3.1), the following Corollary (3.3) can be obtained.
Corollary 3.4. For given scalars η, h and µ, the NN (66) is globally asymptotically stable in the mean square, if there exists matrices
, such that the following LMIs holds for all (i ∈ S);
where 4 ) (e 3 + e 4 − 2e 8 ) (e 3 − e 4 + 6e 8 − 12e 10 ) (e 1 − e 3 ) (e 1 + e 3 − 2e 9 ) (e 1 − e 3 + 6e 9 − 12e 11 )].
Remark 3.5. Assume that the stochastic effects, neutral delay and external disturbance are not ap-pear in (7), then the system (7), becomes
The following Corollary (3.4) can be derived by setting S = 0 in the similar proof of Corollary (3.3).
Corollary 3.6. For given scalars η and µ, the NN (69) is globally asymptotically stable in the mean square, if there exists matrices 1, 2, . .., 9), such that the following LMIs holds for all (i ∈ S)
3 ) (e 2 + e 3 − 2e 7 ) (e 2 − e 3 + 6e 7 − 12e 9 ) (e 1 − e 2 ) (e 1 + e 2 − 2e 8 ) (e 1 − e 2 + 6e 8 − 12e 10 )].
Dissipativity analysis
Based on the Theorem (3.1), this Section investigate the dissipativity analysis for NTSMJSNNs (7) in the following Theorem (4.1).
Theorem 4.1. Consider the NN (7) with nonlinear stochastic noise σ(t, q(t), q(t − η(t)), i) satisfying the condition (9) . Assume that σ(t, q(t), q(t − η(t)), i), the matrices F 1i and F 2i satisfy (15) and (17), respectively. For given scalars η, h and
, and scalar γ > 0 such that the following LMIs holds for all (i ∈ S)
where Proof: To derive the dissipativity investigation, we take the comparable LKFs (33) and define the fol-lowing dissipativity condition
Following the proof of Theorem (3.1), we get
Under zero initial condition, we conclude that the condition (24) holds, which implies that the NTSMJSNNs (7) is strictly (Q , S,R ) − γ−dissipative. This completes the proof.
Remark 4.2. The objective of the delay-dependent stability criteria is to reduce the conservatism as much as possible. In order to handle this issue easily, the LKF approach is well considered to derive essential criteria, which plays a leading role in the less conservatism. Thus, there has been different kinds of LKFs have been introduced to derive the effective stability criteria [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . Nevertheless, when calculating the upper bound of the derivative of LKF, some helpful terms are neglected. For illustrate, the term η [20, 36, 24, 25] . However, in the previous works [3, 16, 28, 30, 39] such term is taken into the account of LKF and the derivative of such LKF η In order to further reduce the conservatism, some useful delay-dependent integral term V 5 (t, q(t), i) is considered into the account of LKF. Moreover, the integral terms in derivative of LV 5 By applying tighter bound integral inequality, a new set of sufficient conditions have derived in Theorem (3.1), which may reduce the conservatism of stability criteria further. In addition, the stochastic perturbations terms are well taken into the account of Theorem (3.1).
Remark 4.4. The cited Lemma (2.1) and Lemma (2.2) are the great approach to reducing conservatism when studying the stability of delayed NNs, so it has been utilized widely in the stability of time delay systems (see in [29, 41, 47, 48] and the references therein).
Remark 4.5. The dissipativity analysis includes some previously known results, which contain the H ∞ , passivity performance in a unified framework.
For instance, when we choose Q = −I, S = 0, R − γI = γ 2 I, in (73) yields globally asymptotic stability with disturbance attenuation γ. Suppose we choose Q = 0, S = I, R − γI = γI, in (73) yields globally asymptotic stability with passivity criterion.
Illustrative examples
Here, three numerical examples and simulations are given to show the effectiveness of the proposed results. Example 1.
Consider the system (7) with u(t) = 0 and the nonlinear stochastic disturbance σ(t, q(t), q(t − η(t)), i) satisfying (15) and the following two modes: Mode:1
Mode:2
can be described by (20) , then tr{σ (9) Table 1 . From Table 1 , it is clear that Theorem (3.2) is less conservative than Theorem (3.1) due to the relaxation of the condition (10) (7) without u(t) and the Markovian jumping modes is plotted in Figure 2 . First, we show that the advantages of the proposed results. In order to handle this issue easily, we consider the same system parameters discussed in [42, 43, 44, 45, 4 ] to the system model (69) with one mode, by using MATLAB LMI control toolbox and solving LMIs in Corollary (3.4) are feasible. The detailed comparison of MAUBs with those results discussed by various methods are given in Table 2 . From Table 2 , it is clear that Corollary (3.4) is less conservative than those results discussed in [42, 43, 44, 45, 4] . Figure 1 . The state responses of system (7) with u(t) = 0 in Example 1. Example 3. Consider the system (7) and the nonlinear stochastic disturbance σ(t, q(t), q(t − η(t)), i) satisfying (15) The purpose of this example is to show that the underlying NTSMJSNNs (7) is strictly (Q , S,R ) − γ−dissipative. Let Π = −2 2 3 −3 . If 2D σ(t, q(t), q(t − η(t)), i) can be described by (20) , then tr{σ T (t, q(t), q(t − η(t)), i)σ(t, q(t), q(t − η(t)), i)} in (9) is bounded with F 1i = F 2i = 0.4I. Also, we choose η = 0.4 and h = 0.3, under various µ, the optimal dissipativity performance γ values is specified by Table 3 , it can be obtained by Theorem (4.1).
Conclusion
In this paper, the problem of global asymptotic stability and dissipativity analysis for a class of NTSMJSNNs with time-varying delays has been investigated. In order to handle this issue, we construct an appropriate LKF with some new terms and employing integral inequality techniques, some new sufficient conditions have been obtained, which ensure that the global asymptotically stability in the mean square. Besides, the main results of this paper are further extended to the dissipativity analysis. The conditions obtained in this paper have been established in terms of strict LMIs, whose feasible solution can be verified by effective MATLAB LMI toolbox. Finally, three illustrative examples with simulation are presented to demonstrate the effectiveness of the proposed results. 
