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MINUSCULE REVERSE PLANE PARTITIONS VIA QUIVER
REPRESENTATIONS
ALEXANDER GARVER, REBECCA PATRIAS, AND HUGH THOMAS
Abstract. A nilpotent endomorphism of a quiver representation induces a linear transformation
on the vector space at each vertex. Generically among all nilpotent endomorphisms, there is a
well-defined Jordan form for these linear transformations, which is an interesting new invariant
of a quiver representation. If Q is a Dynkin quiver and m is a minuscule vertex, we show that
representations consisting of direct sums of indecomposable representations all including m in
their support, the category of which we denote by CQ,m, are determined up to isomorphism by this
invariant. We use this invariant to define a bijection from isomorphism classes of representations
in CQ,m to reverse plane partitions whose shape is the minuscule poset corresponding to Q and
m. By relating the piecewise-linear promotion action on reverse plane partitions to Auslander–
Reiten translation in the derived category, we give a uniform proof that the order of promotion
equals the Coxeter number. In type An, we show that special cases of our bijection include the
Robinson–Schensted–Knuth and Hillman–Grassl correspondences.
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1. Introduction
1.1. Recovering a representation from information about its generic nilpotent endo-
morphisms. Let Q be a quiver with n vertices numbered 1 to n. Let d = (d1, . . . , dn) be an
n-tuple of non-negative integers. Let X be a representation of Q with dimension vector d, over
an algebraically closed ground field k. Let φ be a nilpotent endomorphism of X. At each vertex i
of Q, the endomorphism φ induces an endomorphism φi of Xi. We can consider the Jordan form
of each of these vector space endomorphisms, which gives us a sequence of partitions λi ` di. We
show that for a generic choice of φ, the n-tuple λ = (λ1, . . . , λn) is well-defined. We refer to this
as the Jordan form data of X, and we write it GenJF(X).
Note that GenJF(X) is generally not enough information to recover X. Consider, for example,
Q the quiver of type A2, with d = (1, 1). There are two non-isomorphic representations of Q
with dimension vector d, and each representation has Jordan form data equal to ((1), (1)).
Question 1.1. For which subcategories C of repQ is it the case that if we know that X ∈ C,
then we can recover X from GenJF(X)?
We say that such a subcategory is Jordan recoverable. (When we refer to subcategories, we
always mean full subcategories closed under direct sums and direct summands.) Clearly, any
subcategory with the property that the dimension vectors of its indecomposable representations
are linearly independent is Jordan recoverable, since for such a subcategory C, if we know X ∈ C,
then X can be recovered from its dimension vector dim(X). However, there are more interesting
examples.
Example 1.2. The following is a non-trivial example of Jordan recoverability that we will use as
a running example throughout this section. Let CQ,2 denote the subcategory of representations
X of Q = 1 → 2 ← 3 such that each indecomposable summand of X has support over vertex
2 of Q. By identifying indecomposable representations of Q with their dimension vectors, each
X ∈ CQ,2 is isomorphic to 010a⊕011b⊕110c⊕111d for some a, b, c, d ∈ N. (Here, and throughout
the paper, we write N for the non-negative integers.) Either by direct calculation, or by using
results from Section 4.2, we see that
GenJF(X) = ((c+ d), (max(b, c) + a+ d,min(b, c)), (b+ d)).
Given this Jordan form data, we can recover X up to isomorphism. Concretely, this amounts to
saying that if we know c+ d, max(b, c) + a+ d, min(b, c), and b+ d, then we can recover a, b, c,
and d, which is easily verified.
One strategy for reconstructing X from GenJF(X) is the following. Suppose we are given an
n-tuple of partitions λ = (λi). Given this information, define the n-tuple d = (di) by di = |λi|.
Let Wi be a vector space of dimension di, and fix φi a nilpotent linear operator on Wi with
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Jordan block sizes given by λi. We write repλ(Q) for the representations whose vector spaces
are Wi and such that φ = (φi) defines an endomorphism of the representation. We show that
repλ(Q) is an irreducible variety. It turns out that there is a dense open set U ⊂ repλ(Q) such
that for any representation in U , the dimension vectors of the indecomposable summands are
well-defined. As we explain, this is a generalization of Kac’s well-known canonical decomposition
of dimension vectors. Under good circumstances (for example, if Q is Dynkin), this implies that
all the representations in U are actually isomorphic.
We say that a subcategory C of repQ is canonically Jordan recoverable if, for any X ∈ C,
there is a dense open set U ⊂ repGenJF(X)(Q) such that the representations at all points in U are
isomorphic to X.
Our first main result is a non-trivial example of canonical Jordan recoverability. For i a
vertex of Q, let CQ,i be the subcategory of repQ consisting of direct sums of indecomposable
representations all of which have i in their support.
Theorem 1.3. If Q is a Dynkin quiver and m is a minuscule vertex of Q, then CQ,m is canonically
Jordan recoverable.
For a conceptual definition of what it means for a vertex to be minuscule, see Section 4.1. In
type An, all vertices are minuscule; in type Dn, the minuscule vertices are the vertices of degree
1; in types E6 and E7, a subset of the vertices of degree 1 are minuscule, while in type E8 no
vertices are minuscule.
Example 1.4. Example 1.2 is an instance of Theorem 1.3. Using the quiver from that example,
suppose we start with the representation X = 010⊕011⊕110. In terms of that example, we have
a = b = c = 1 and d = 0. According to that example, or by direct computation, we determine
that the Jordan form data for this representation is ((1), (2, 1), (1)). Now suppose we want to
recover X from its Jordan form data.
We carry out the above procedure: we start with 1-dimensional W1, 3-dimensional W2, and
1-dimensional W3, and on Wi we have a linear transformation φi, with φ1 = 0 = φ3, and with φ2
having two Jordan blocks of sizes 1 and 2. Let f1,2 be a generic linear map from W1 to W2 that
is compatible with φ1 and φ2, i.e., such that f1,2φ1 = φ2f1,2. This holds if and only if the image
of f1,2 lies in the kernel of φ2. The same analysis applies to f3,2, a generic linear map from W3
to W2. Let w1 6= 0 ∈ W1 and w3 6= 0 ∈ W3. For generic choices of f1,2 and f3,2, we have that
f1,2(w1) and f3,2(w3) are linearly independent in the kernel of φ2, and we may thus extend the
pair to a basis of W2, {f1,2(w1), f3,2(w3), w2}. One then checks that a representation of Q with
vector spaces W1,W2,W3 and such linear maps f1,2 and f3,2 is isomorphic to 010⊕ 011⊕ 110, so
we have canonically recovered the isomorphism class of X from its Jordan form data.
Alternatively, suppose that our starting representation had been X ′ = 0102⊕ 111. Its Jordan
form data is λ′ = ((1), (3), (1)). So, to recover X ′, we start with vector spaces W ′1,W
′
2, and W
′
3.
On W ′i we have nilpotent maps φ
′
i with φ
′
1 = φ
′
3 = 0 and φ
′
2 having one Jordan block of size 3.
This time, for w′1 6= 0 ∈ W ′1, w′3 6= 0 ∈ W ′3, and generic maps f ′1,2, f ′3,2, we see that f ′1,2(w′1) and
f ′3,2(w
′
3) are not linearly independent as they must both lie in the 1-dimensional kernel of φ
′
2.
Such a representation of Q is isomorphic to 0102 ⊕ 111, so we have recovered X ′.
Example 1.5. Let us consider instead the case of CQ,m for m a non-minuscule vertex. Let Q
be the quiver of type D4 shown in Figure 1. The representations 1100⊕ 1011, 1010⊕ 1101, and
1001⊕ 1110 in CQ,1 all have Jordan data ((1, 1), (1), (1), (1)), so CQ,1 is not Jordan recoverable.
1.2. Structure of Jordan form data in the minuscule case. In light of Theorem 1.3, which
says that the Jordan form data of a representation in CQ,m characterizes the representation up
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Figure 1. A type D4 quiver.
010a ⊕ 011b ⊕ 110c ⊕ 111d ←→
b+ d
min(b, c)max(b, c) + a+ d
c+ d
Figure 2. The correspondence between isomorphism classes of representations of
Q = 1→ 2← 3 belonging to CQ,2 and order-reversing maps from PQ,2 to N.
to isomorphism, it is particularly natural to ask what can be said about the Jordan form data.
It turns out to have a very particular form. In order to describe it, we need to introduce some
further notation. Associated to Q and the minuscule vertex m, there is a minuscule poset PQ,m,
whose definition we defer to Section 4.1. The minuscule poset PQ,m is equipped with a map pi
to the vertices of Q. This map has, in particular, the property that each fibre pi−1(j) is totally
ordered.
Theorem 1.6. (1) Let X ∈ CQ,m. The number of parts in the partition GenJF(X)j is less
than or equal to the size of the fibre pi−1(j).
(2) For X ∈ CQ,m, define a map ρQ,m(X) : PQ,m → N as follows: The values of ρQ,m(X)
restricted to pi−1(j) are the entries of GenJF(X)j, padded with extra zeros if necessary,
and ordered so that, restricted to pi−1(j), the function is order-reversing. Then ρQ,m(X)
is order-reversing as a map from PQ,m to N.
(3) The map from isomorphism classes in CQ,m to order-reversing maps from PQ,m to N,
sending X to ρQ,m(X), is a bijection.
The bijection described in part (3) of Theorem 1.6 corresponding to our running example is
shown in Figure 2. The arrows of the Hasse quiver of this poset are pointing left-to-right to
indicate that larger elements of the poset appear further to the right. We will consistently use
this unusual convention for compatibility with the conventional way to draw Auslander–Reiten
quivers.
We call the order-reversing maps ρQ,m(X) appearing in Theorem 1.6 reverse plane partitions
of the corresponding poset PQ,m. We denote the collection of all reverse plane partitions of PQ,m
by RPP(PQ ,m). From our proof of Theorem 1.6, we also obtain a combinatorial algorithm for
calculating ρQ,m(X) from the multiplicities of the indecomposable summands of X; see Theo-
rem 4.11 for the precise statement. The proof of Theorem 1.6 depends on the combinatorics of
minuscule posets. See [12] for a thorough introduction.
1.3. Reverse plane partitions for objects in the root category. If we like, we can think
of CQ,m ⊂ rep(Q) as being contained in the bounded derived category Db(Q). It turns out that it
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is possible to define a more general reverse plane partition which records, not only the structure
of X ∈ CQ,m, but also some information about the choice of an abelian subcategory of Db(Q)
derived equivalent to repQ.
Define the orbit category RQ = Db(Q)/[2]. This category was originally studied by Happel
[15]. It is called the root category since its indecomposable objects are in bijection with the roots
of the root system associated with Q. The root category is a triangulated category whenever Q
is acyclic [23]. Every object in RQ can be written as X ' Xeven ⊕Xodd[1], with Xeven, Xodd ∈
rep(Q).
Let Ξ be another quiver with the same underlying graph as Q. The root categories of Q and
Ξ are equivalent. Fix an equivalence (subject to some natural technical conditions which we
defer). Suppose that we have an object X ∈ CQ,m ⊂ RQ. Using the equivalence of RQ with RΞ,
we write X ' XevenΞ ⊕XoddΞ [1], with XevenΞ , XoddΞ ∈ rep(Ξ).
A generic nilpotent endomorphism of X induces a generic nilpotent endomorphism of XevenΞ
and XoddΞ , so it is natural to consider their Jordan form data. Let GenJF(X
even
Ξ ) = λ, and
GenJF(XoddΞ ) = µ. We want to fit the entries of λ and µ into PQ,m to form a reverse plane
partition, putting the entries of λ into an order filter in PQ,m, and putting the entries of µ into the
complementary order ideal. In order for this to have a hope of defining a reverse plane partition,
the entries of µ would have to be all larger than the entries of λ. To ensure that this is the case,
we consider reverse plane partitions with entries in the set N N= {0, 1, 2, . . . ,∞− 2,∞− 1,∞}
(with the obvious total order). Each part j in µ is entered into the reverse plane partition as
∞− j.
Proposition 1.7. For any X ∈ CQ,m and any Ξ, it is possible to carry out the above procedure,
defining a reverse plane partition on PQ,m with entries in N N, which we denote ρΞQ,m(X).
(See Proposition 5.5 for a more precise statement.) We also have the following converse.
Proposition 1.8. Given any reverse plane partition ρ on PQ,m with entries in N N, there exists
Ξ derived equivalent to Q and an X ∈ CQ,m such that ρ = ρΞQ,m(X).
1.4. Periodicity of toggling. Let P be a poset and ρ : P→ [0, N ] be a reverse plane partition.
For x an element of P, we define the toggle of ρ at x ∈ P by
txρ(y) =
{
max
yly1
ρ(y1) + min
y2ly
ρ(y2)− ρ(y) : if y = x
ρ(y) : if y 6= x,
where y is any element of P. If y is maximal, we interpret maxyly1 ρ(y1) as 0, and if y is minimal,
we interpret miny2ly ρ(y2) as N . Since ρ is a reverse plane partition, so is txρ. Additionally,
observe that tx ◦ tx(ρ) = ρ. This is the piecewise-linear toggle operation considered by Einstein
and Propp (up to rescaling, and restricted to lattice points) [7].
Note that tx and ty commute unless x and y are related by a cover. For PQ,m, and i a vertex
of Q, the elements of pi−1(i) are never related by a cover, so we can define ti as the composition
of all tx where x ∈ pi−1(i), without worrying about the order in which the composition is taken.
Number the vertices of Q in such a way that if there is an arrow from j to i then j < i. Define
proQ = tn ◦ · · · ◦ t1. Define h to be the Coxeter number of Q: by definition, this is the order of
the product of the simple reflections in the Coxeter group, or, equivalently, the largest degree of
the root system. We will prove the following theorem.
Theorem 1.9. For Q a Dynkin quiver and m a minuscule vertex, prohQ is the identity transfor-
mation on reverse plane partitions on PQ,m with entries in [0, N ].
Theorem 1.9 has already been established in type A. We refer the reader to Remark 5.7 for
a more detailed explanation of its overlap with existing results.
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∞∞− 1
∞− 2
3
∞− 3
1
t17−→ ∞− 1
∞− 1
∞− 2
3
2
1
Figure 3. We apply t1 to a reverse plane of shape PQ,1, where Q = 2 → 1 ←
3← 4. The values corresponding to the elements of pi−1(1) are shown in red.
1.5. Toggling and the root category. Suppose Ξ is a reorientation of Q, and as above, choose
an identification of rep Ξ as a subcategory of RQ. Let i be a source of Ξ. Let Ξ′ be obtained
from Ξ by reversing all arrows incident to vertex Ξ. (We write Ξ′ = σi(Ξ).)) It is possible to
choose an identification of rep Ξ′ as a subcategory of RQ such that the indecomposable objects
of rep Ξ and of rep Ξ′ coincide except for the simple projective representation at vertex i of rep Ξ′
and the simple injective representation at vertex i of rep Ξ.
Given an objectX ∈ CQ,m, we want to describe the relationship between ρΞQ,m(X) and ρΞ′Q,m(X).
The relationship turns out to be very simple:
Theorem 1.10. Let X ∈ CQ,m ⊂ RQ. Let Ξ be a quiver with the same underlying graph as Q,
let i be a source of Ξ, and let Ξ′ = σi(Ξ), and let rep Ξ and rep Ξ′ be identified with subcategories
of RQ as above. Then ρΞ′Q,m(X) = tiρΞQ,m(X).
Now suppose that we label the vertices of Ξ in such a way that if there is an arrow from j to
i then j < i. It follows that the first vertex is a source. After reversing all arrows incident with
1, the second vertex will be a source, and so forth. The effect is that we can consider applying
the above theorem successively at vertex 1, vertex 2, and so on, up to vertex n. The quiver that
results from reversing the arrows at each vertex is isomorphic to the original quiver, but the final
term in the sequence of subcategories rep Ξ, rep Ξ′, . . . is not rep Ξ again, though it is equivalent
to rep Ξ: in fact, it is τ rep Ξ. Abusing notation, we write ρτΞQ,m(X) for the reverse plane partition
associated to the splitting of RQ into τ rep Ξ and τ rep Ξ[1]. Applying the previous theorem
successively at vertex 1, 2, . . . , n yields the corollary below.
Corollary 1.11. Let X ∈ CQ,m ⊂ RQ. Let Ξ be a quiver with the same underlying graph as Q.
Then ρτΞQ,m(X) = proQ ρ
Ξ
Q,m(X).
This is useful because the order of τ , as it acts on isomorphism classes of objects in RQ,
is known to be h. Applying promotion h times therefore corresponds to applying τ to rep Ξ
that many times, which has the effect of doing nothing. The theorem below follows almost
immediately:
Theorem 1.12. Considering proQ as a permutation of reverse plane partitions on PQ,m with
entries in N N, its order is h.
Finally, from this, we deduce the more conventional periodicity result, Theorem 1.9 stated
above.
1.6. Combinatorial applications. As an enumerative corollary of Theorem 1.6, reverse plane
partitions for minuscule posets have the following beautiful generating function, originally estab-
lished by Proctor in [24].
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Corollary 1.13. For Q a Dynkin quiver and m a minuscule vertex, we have∑
ρ∈RPP(PQ,m )
n∏
i=1
q
|ρi|
i =
∑
X∈CQ,m
n∏
i=1
q
dim(X)i
i =
∏
u∈PQ,m
1
1−∏ni=1 qdim(Mu)ii ,
where we write |ρi| for the sum of the values ρ(x) over all x ∈ pi−1(i). The second sum is over iso-
morphism classes of representations in CQ,m. In the third sum, Mu ∈ CQ,m is the indecomposable
representation of Q corresponding to u ∈ PQ,m.
Proof. The first equality is from Theorem 1.6, while the second comes from the fact that any
representation in CQ,m can be decomposed in a unique way as a sum of some number of copies
of the representations Mu for u ∈ PQ,m. 
In fact, our techniques allow us to prove a similar statement where reverse plane partitions
on the minuscule poset PQ,m are replaced by reverse plane partitions on any order filter of PQ,m.
Except in type An, this result seems to be new. The type An result can be deduced from [10,
Corollary 5.2] or [17, Corollary 15]. See Corollary 4.9 for our precise statement.
Another combinatorial application is that we can consider the map ρQ,m : CQ,m → RPP(PQ ,m)
from part (2) of Theorem 1.6 to be a generalization of the classical Robinson–Schensted–Knuth
(RSK) correspondence. Indeed, we will see in Proposition 6.1 that in type A, this map has the
same Greene–Kleitman invariants [13] as RSK. See, for example, [22], [11], and [17] for specific
instances of the type A map described explicitly in terms of RSK.
1.7. Connections to previous work.
1.7.1. Generalizing Robinson–Schensted–Knuth. Another generalization of the RSK correspon-
dence in the literature is due to Berenstein–Zelevinsky [3]. The map in [3, Theorem 3.7] is a
bijection converting Lusztig data for a canonical basis element into string cone data for the corre-
sponding element. It would be interesting to understand the relationship between this map and
our bijection from arbitrary fillings of PQ,m to reverse plane partitions on PQ,m. See in particular
[3, Remark 2.13], which asserts that in the type An minuscule case, their bijection amounts to
the Robinson–Schensted–Knuth correspondence.
1.7.2. Invariant subspaces of nilpotent linear operators. Ringel and Schmidmeier [25] considered
a problem which is similar in spirit to the setting in which we work. They focused on the problem
of classifying all triples (U, V, T ) where V is a finite-dimensional k-vector space, T : V → V is
a linear operator with T n = 0, and U is a T -invariant subspace of V . This is equivalent to
representations of the A2 quiver for which the linear map corresponding to the arrow is an
injection, together with an endomorphism T of the representation satisfying T n = 0. For n < 6,
they show that this category has only finitely many indecomposable representations. For n = 6,
there are infinitely many, and they present a complete classification of these indecomposables. For
n > 6, they show that this category is of wild representation type and thus no such classification
is feasible. Because we only focus on the Jordan form of the nilpotent endomorphism rather
than remembering the specific choice of endomorphism, the wildness which they observe does
not pose a problem for our approach.
2. Quiver representations
In this section, we recall the definition of a quiver and of quiver representations. We show that
the nilpotent endomorphisms of a quiver representation X form an irreducible algebraic variety,
which allows us to define the notion of a generic property of a nilpotent endomorphism (namely,
a property that holds on a dense open set of this variety).
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We also prove a strengthening of Kac’s canonical decomposition theorem. Let Q be a quiver
without loops, and suppose we have a vector space at each vertex. Kac’s theorem says that if we
choose the representation generically, the dimension vectors of the indecomposable summands
are well-defined. We choose, in addition, a nilpotent linear transformation acting on the vector
space at each vertex, and we demand that the linear maps be compatible with the nilpotent linear
transformations (in the sense that the nilpotent linear transformations define an endomorphism
of the resulting representation). It turns out that if a representation is chosen generically among
those compatible with the given maps, the dimension vectors of its indecomposable summands
do not depend on the choice.
2.1. Quivers. A quiver Q is a directed graph. In other words, Q is a 4-tuple (Q0, Q1, s, t), where
Q0 is a set of vertices, Q1 is a set of arrows, and s, t : Q1 → Q0 are two functions defined so that
for every a ∈ Q1, we have s(a) a−→ t(a).
A representation V = ((Vi)i∈Q0 , (fa)a∈Q1) of a quiver Q is an assignment of a finite-dimensional
k-vector space Vi to each vertex i and a k-linear map fa : Vs(a) → Vt(a) to each arrow a where k
is a field. The dimension vector of V is the vector dim(V ) := (dimVi)i∈Q0 . The dimension of V
is the defined as dimV :=
∑
i∈Q0 dimVi.
Let V = ((Vi)i∈Q0 , (fa)a∈Q1) and W = ((Wi)i∈Q0 , (ga)a∈Q1) be two representations of a quiver
Q. A morphism θ : V → W consists of a collection of linear maps θi : Vi → Wi that are
compatible with each of the linear maps in V and W . That is, for each arrow a ∈ Q1, we have
θt(a) ◦ fa = ga ◦ θs(a). We say that a collection of linear maps {θi}i∈Q0 is compatible with the
representation V when they define a morphism. An isomorphism of quiver representations is a
morphism θ : V → W where θi is a k-vector space isomorphism for all i ∈ Q0.
The representations of a quiver Q along with morphisms between them form an abelian
category, denoted by repQ. The category repQ is equivalent to the category of finitely-generated
left modules over the path algebra of Q.
Fix d ∈ Nn, and consider the representations of Q with dimension vector d. Choosing a basis
for each of the vector spaces, we can identify the representations of Q with the points of the
affine space
rep(Q,d) =
∏
a∈Q1
Homk(kdimVs(a) ,kdimVt(a)) =
∏
a∈Q1
MatdimVs(a)×dimVt(a)(k).
We refer to rep(Q,d) as the representation space of representations with dimension vector d.
The algebraic group GL(d) =
∏
i∈Q0 GL(di) acts on rep(Q,d) by change of basis at each
vertex. The orbits of this group action are exactly the isomorphism classes of representations of
Q with dimension vector d.
2.2. Nilpotent endomorphisms of quiver representations. Throughout this subsection, we
let A denote a finite dimensional basic k-algebra. There exists a quiver Q and a set of relations
I such that the category of finite-dimensional left A-modules is equivalent to the category of
representations of Q satisfying the relations in I; we freely pass back and forth between these
two perspectives. (See [1, Chapter II] for further details.)
Lemma 2.1. Let A be a finite-dimensional k-algebra, for k an algebraically closed field, and let
X be a finite-dimensional left module over A. Let
NEnd(X) := {N ∈ End(X) : Nk = 0 for some k ≥ 0}.
Then NEnd(X) is an irreducible algebraic variety.
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Proof. First, note that rad End(X) is a nilpotent ideal. Thus, f ∈ End(X) is nilpotent if and
only if its image in End(X)/ rad End(X) is nilpotent. On the other hand, End(X)/ rad End(X)
is semisimple, so it is isomorphic to a product of matrix rings over k. The nilpotent elements in
a matrix ring form an irreducible variety, as we now explain. Any nilpotent matrix is conjugate
to a strictly upper triangular matrix, and conversely any matrix conjugate to a strictly upper
triangular matrix is nilpotent. Therefore, let U(r) denote the strictly upper triangular matrices
over k, and consider the map from GL(r) × U(r) to GL(r) sending (G,U) to GUG−1. Now
GL(r)×U(r) is clearly irreducible, and the image of this map is exactly the nilpotent matrices.
It follows that the variety of nilpotent matrices is also irreducible. 
Now, let X be a finite-dimensional left module over A and ((Xi)i∈Q0 , (fa)a∈Q1) the correspond-
ing representation under the equivalence mentioned above. For N ∈ NEnd(X), we write Ni for
the induced linear transformation on Xi. We write JF(Ni) for the Jordan form of Ni, understood
as a partition whose parts are the sizes of the Jordan blocks. So JF(Ni) ` di, where di is the
dimension of Xi. We write JF(N) for the Jordan form of N , i.e., the n-tuple (JF(Ni))i∈Q0 . If
µ = (µ1, . . . µn) is an n-tuple of partitions with µi ` di for each i ∈ Q0, we write µ ` d. So we
write JF(N) ` d.
Let γ and κ be partitions of m. We say that γ ≤ κ in dominance order if γ1 + · · · + γk ≤
κ1 + · · · + κk for each k ≥ 1, where we add zero parts to γ and κ as necessary. We extend this
definition to n-tuples of partitions as follows. Given µ = (µ1, µ2, . . . , µn) and λ = (λ1, λ2, . . . , λn)
with µi and λi partitions of mi, we say that λ ≤ µ if λi ≤ µi in dominance order for each i.
Given a partition γ = (γ1, . . . , γs), we define the length of γ to be the number of parts of γ.
It is denoted `(γ) = s. Recall that the conjugate partition is γt = (γ′1, . . . , γ
′
s′), where γ
′
k is the
number of parts γj with γj ≥ k. It is well known that transposition reverses dominance order:
γ ≤ κ if and only if κt ≤ γt. Therefore, by defining the conjugate of an n-tuple of partitions by
µt := ((µ1)t, . . . , (µn)t), we see that λ ≤ µ if and only if µt ≤ λt.
Lemma 2.2. Let µ ` d. Let NEnd≤µ(X) be the subset of NEnd(X) consisting of those nilpotent
endomorphisms N such that JF(N) ≤ µ. Then NEnd≤µ(X) is closed in NEnd(X).
Proof. Instead of considering the conditions that JF(Ni) ≤ µi in dominance order for all i, we
consider the equivalent condition of having JF(Ni)
t ≥ (µi)t in dominance order for all i.
The condition that JF(Ni)
t
1 ≥ (µi)t1 is precisely the condition that the rank of Ni be less
than or equal to dimVi − (µi)t1. Similarly, the condition that (JF(Ni)t2 ≥ (µi)t2 is precisely the
condition that the rank of N2i be less than or equal to dimVi− (µi)t1− (µi)t2, and similarly for the
other conditions which need to be checked. These rank conditions are closed conditions, which
proves the result. 
Theorem 2.3. Let A be a finite-dimensional k-algebra, for k an algebraically closed field, and
let X be a finite-dimensional left module over A. There is a maximum value of JF on NEnd(X),
and it is attained on a dense open set of NEnd(X).
Proof. Since there are only a finite number of possible Jordan forms JF(N) for N ∈ NEnd(X),
there must be (at least) one that is attained at a dense set of points, i.e., at a set of points whose
closure is all of NEnd(X). Let one such be µ. By Lemma 2.2, NEnd≤µ(X), is a closed set. Since
it includes the dense set where JF(N) = µ, it must be all of NEnd(X). Thus the value of JF(N)
is at most µ for any N ∈ NEnd(X). Further, by applying Lemma 2.2 to each tuple of partitions
that is covered by µ, we find that the set of all N ′ ∈ NEnd(X) such that JF(N ′) is strictly less
than µ is a closed set. Thus the set of nilpotent endomorphisms with Jordan form exactly µ is
a dense open set. 
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The maximum value of JF(N) for N ∈ NEnd(X) will be referred to as the generic value of
JF on NEnd(X), and written GenJF(X).
2.3. Canonical decompositions. Let Q be a quiver without loops and d be a dimension vector.
Kac shows [18, p. 85] that there is a decomposition
d = d1 + . . .+ dr
and a dense open set in rep(Q,d) such that all the representations in this dense open set can be
written as
M = M1 ⊕ · · · ⊕Mr
where each Mi is indecomposable and dim(Mi) = di for all i ∈ {1, . . . , r}. Note that different
choices of M may lead to non-isomorphic representations Mi; all that is determined is their
dimension vectors. (If Q is of finite representation type, an indecomposable representation is
determined up to isomorphism by its dimension vector, so in fact, all the representations in the
dense open set are isomorphic, but this is not the general behaviour.) We will prove that there
is a similar decomposition once one demands compatibility with a nilpotent endomorphism of
specified Jordan form.
Theorem 2.4. Let Q be a quiver and d = (d1, . . . , dn) a dimension vector. Let λ ` d, and let
N be an n-tuple of linear transformations whose Jordan form is λ. Consider the representations
of Q that are compatible with the action of N . Then there is a dense open subset of the variety
of such representations and a decomposition d = d1 + · · ·+ dr, such that all the representations
in this dense open set can be written as
M = M1 ⊕ · · · ⊕Mr,
where each Mi is indecomposable and dim(Mi) = di for all i ∈ {1, . . . , r}.
Proof. Let Vi be a vector space of dimension |λi| for each i ∈ Q0. Choose Ni a linear transfor-
mation of Vi with Jordan form λ
i. For each part λij, choose vij ∈ Vi in an Ni-invariant subspace
corresponding to that Jordan block such that the nonzero elements of the form Nki vij span the
Ni-invariant subspace. A representation of Q compatible with (Ni) is determined by specifying
the image of vij under the map corresponding to each arrow a : i→ k, and the image of vij can
be freely chosen in the subspace of Vk annihilated by N
λij
k . This shows that the representations
compatible with N form an affine space X inside rep(Q,d).
Now, we can use exactly the same argument as given by Kraft and Riedtmann [21] in their
proof of Kac’s canonical decomposition theorem. Namely, for any decomposition
d = d1 + · · ·+ dr
the locus within rep(Q,d) such that the corresponding representation admits a direct sum de-
composition with those dimension vectors forms a constructible set; it therefore follows that
the locus admitting such a direct sum decomposition where the summands are indecomposable,
is also constructible. These constructible sets are obviously disjoint and cover rep(Q,d). The
intersection of each of these sets with the affine space constructed above are also constructible;
it follows that exactly one of them contains a dense open subset of the affine space.
This establishes that the representations compatible with N form an irreducible variety. The
representations compatible with some collection of nilpotent endomorphisms of the specified
Jordan form are then found by closing under the base change action of GL(d), which, as in the
proof of Lemma 2.1, preserves irreducibility. 
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We have the following immediate corollary, since if Q is Dynkin, then knowing the dimension
vectors of the indecomposable summands of a representation determines the representations up
to isomorphism.
Corollary 2.5. Let Q be a Dynkin quiver, let d ∈ Nn, and let ν ` d. Let N be a collection of
nilpotent linear transformations with JF(N) = ν. Then there is a dense open set in the variety
of representations compatible with N within which the representations are all isomorphic.
In the setting of Corollary 2.5, we define GenRep(ν) to be a representation that is isomorphic
to the representations corresponding to points in the dense open set.
3. Reflection functors
For the remainder of the paper, we assume that Q is an acyclic quiver. This section proceeds
as follows. In Section 3.1, we recall the definition of reflection functors, which are functors from
repQ to repQ′, where Q′ is obtained by reversing all the arrows at a source or sink of Q. In Sec-
tion 3.2, we present a geometric interpretation of the reflection functors: we show that they give
a canonical identification between certain quotients of open subsets of the representation spaces
rep(Q,d) and rep(Q′,d′). Here d′ is determined by d. In Section 3.3 and Section 3.4, we prove
the main results of this section: Theorems 3.5 and 3.7. Informally, these theorems say that (under
some conditions) reflection functors map generic representations to generic representations.
3.1. Definition of reflection functors. Following [1], we now review the definitions of reflec-
tion functors in the sense of Bernstein–Gelfand–Ponomarev, which were introduced in [4]. We
only recall how reflection functors act on objects.
Given a vertex k ∈ Q0, let σk(Q) be the quiver obtained from Q by reversing the direction of
all arrows of Q that are incident to k. Now fix some k ∈ Q0 that is a sink, and let Q′ = σk(Q).
We define the reflection functor
R+k : repQ −→ repQ′
as follows. Given V = ((Vi)i∈Q0 , (fa)a∈Q1) ∈ repQ, we set R+k (V ) := ((V ′i )i∈Q′0 , (f ′a)a∈Q′1) ∈ repQ′
where
• V ′i = Vi for i 6= k and V ′k is the kernel of the map (fa)a:s(a)→k :
(⊕
a:s(a)→k Vs(a)
)
−→ Vk,
• f ′a = fa for all arrows a : i → j ∈ Q1 with j 6= k, and for any arrows a : i → k ∈ Q1 the
map f ′a : V
′
k → V ′i = Vi is the composition of the inclusion of V ′k into
⊕
a:s(a)→k Vs(a) with
the projection onto the direct summand Vi.
It is convenient to introduce the notation Vadj(k) for
⊕
a:s(a)→k Vs(a).
Now suppose we fix a source k ∈ Q0, and let Q′ = σk(Q). We define the reflection functor
R−k : repQ −→ repQ′
as follows. Given V = ((Vi)i∈Q0 , (fa)a∈Q1) ∈ repQ, we set R−k (V ) := ((V ′i )i∈Q′0 , (f ′a)a∈Q′1) ∈ repQ′
where
• V ′i = Vi for i 6= k and V ′k is the cokernel of the map (fa)a:k→t(a) : Vk −→
(⊕
a:k→t(a) Vt(a)
)
,
• f ′a = fa for all arrows a : i → j ∈ Q1 with i 6= k, and for any arrows a : k → j ∈ Q1 the
map f ′a : V
′
j = Vj → V ′k is the composition of the inclusion of Vj into
⊕
a:k→t(a) Vt(a) with
the cokernel projection onto V ′k .
Similarly, in this setting, we write Vadj(k) for
⊕
a:k→t(a) Vt(a).
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For d ∈ Zn and k a source, define σk(d) to be the vector that coincides with d except that
σk(d)k = −dk +
∑
a:k→t(a)
dt(a).
If V is a representation of Q that has no Sk summand, then dim(R
−
k (V )) = σk(dim(V )). We
similarly define σk(d) when k is a sink.
3.2. Geometry of reflection functors. It will be useful to interpret reflection functors in
terms of the geometry of representation spaces. Suppose Q is a quiver, k is a source of Q, and
d is a dimension vector.
For V a representation of Q, the collection of all the maps leaving Vk in V can be viewed as
a single map from Vk into Vadj(k). The kernel of the map from Vk to Vadj(k) is exactly the sum of
all the copies of the simple Sk in V . In particular, V has no Sk summand if and only if the map
from Vk to Vadj(k) is injective.
Inside rep(Q,d), we can consider the subset repinj(Q,d) where the map from Vk to Vadj(k) is
injective. (Note that the definition of repinj(Q,d) also depends on the choice of k, but k will be
fixed throughout, so we suppress it.) This is an open subset, since its complement is defined by
the fact that the matrix defining the map from Vk to Vadj(k) is not of full rank, and that is a
closed condition.
Similarly, let Q′ = σk(Q), and d
′ ∈ Nn. Consider rep(Q′,d′), and let W be the representation
corresponding to a point in it. Define Wadj(k) to be the direct sum over all arrows into k of the
vector space at the source of the arrow. Inside rep(Q′,d′), there is an open subset repsurj(Q
′,d′)
where the map from Wadj(k) to Wk is surjective. This is exactly the region where W has no
summand isomorphic to the simple representation of Q′ at k, which we denote S ′k.
The most naive thing one might hope for would be to guess that if d′ = σk(d), then reflection
functors would establish an isomorphism of varieties between repinj(Q,d) and repsurj(Q
′,d′).
But this is obviously the wrong thing to hope for because these spaces admit natural actions
by different groups: repinj(Q,d) has an action of GL(d), while repsurj(Q,d
′) has an action of
GL(d′).
Define r˜epinj(Q,d) to be the quotient of repinj(Q,d) by the action of GL(dk) at Vk. Concretely,
r˜epinj(Q,d) consists of the matrices assigned to the arrows of V which do not involve k, times
the Grassmannian of dk-dimensional subspaces of Vadj(k), which defines the image of Vk.
Similarly, we can define r˜epsurj(Q
′,d′). It consists of the matrices assigned to the arrows of V
which do not involve k, times the Grassmannian of d′k-dimensional quotient spaces of Vadj(k).
Now observe that dk + d
′
k = dimVadj(k), and we see that there is a canonical identifica-
tion between r˜epinj(Q,d) and r˜epsurj(Q
′,d′), identifying the dk-dimensional subspace L with the
(dimVadj(k) − dk)-dimensional quotient Vadj(k)/L. This identification is, of course, exactly what
is effected by the reflection functors.
3.3. Reflection functors and canonical representations. In this section, we suppose that
V is a generic representation compatible with an n-tuple of nilpotent linear transformations (Ni)
with Jordan forms given by ν. Under some assumptions on ν, and assumingQ is Dynkin, we show
that the result of applying a reflection functor to V is isomorphic to the generic representation
compatible with an n-tuple of nilpotent linear transformations of Jordan form ν ′, where ν ′ is
determined by ν.
We say that two partitions λ and µ are t-interlaced, for t ≥ 0, if
µ1 ≥ · · · ≥ µt+1 ≥ λ1 ≥ µt+2 ≥ µt+3 ≥ λ2 ≥ µt+4 ≥ µt+5 ≥ λ3 . . . .
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We think of λ and µ as being padded with an infinite string of zeros, and we insist that the
above inequalities hold there too. (In other words, after the last non-zero part of λ, there can be
at most two non-zero values of µ, and before the last non-zero part of λ, all the parts of µ must
be non-zero.)
We say that λ and µ are t-interlaced for t ≤ 0 if λ1 = µ1, λ2 = µ2,. . . , λ−t = µ−t, and
µ−t+1 ≥ λ−t+1 ≥ µ−t+2 ≥ µ−t+3 ≥ λ−t+2 ≥ µ−t+4 ≥ µ−t+5 ≥ λ−t+3 . . . .
If λ and µ are t-interlaced for t ≥ 0, define
diff(µ, λ) = (µ1, µ2, . . . , µt, µt+1 + µt+2 − λ1, µt+3 + µt+4 − λ2, . . . ).
If λ and µ are t-interlaced for t ≤ 0, define
diff(µ, λ) = (µ−t+1 + µ−t+2 − λ−t+1, µ−t+3 + µ−t+4 − λ−t+2, . . . ).
We state some elementary properties of interlacing.
Lemma 3.1. (1) Partitions λ and µ can be t-interlaced for at most three different values of
t.
(2) If λ and µ are t-interlaced for more than one value of t, the partition diff(µ, λ) does not
depend on the value of t used in the definition.
(3) If λ and µ are t-interlaced, then diff(µ, λ) and µ are (−t)-interlaced.
Let k be a source of Q. Fix d ∈ Nn, and ν ` d. We let νadj(k) be the partition whose
parts are
⊔
a:k→t(a) ν
t(a) (i.e., we take the multiset of all the parts of all the neighbours of k, with
multiplicity given by the number of arrows to each neighbour). Suppose that νk and νadj(k) are
t-interlaced for some t. Define σk(ν) to be the n-tuple of partitions that coincides with ν except
that νk has been replaced by diff(νadj(k), νk).
Lemma 3.2. Let k be a source of Q and let ν ` d. Let λ = νk, and µ = νadj(k), and suppose
that λ and µ are t-interlaced for some t ∈ Z. Let N be a nilpotent linear operator of Jordan form
ν. Let V be a representation of Q chosen generically among representations compatible with N .
Then the Jordan blocks of N as it acts on the representation R−k (V ) are given by σk(ν), and V
does not have any indecomposable summands of the form Sk.
The dual version of the lemma, where k is a sink, also holds. This follows by applying the
lemma to the representation of the opposite quiver using the dual vector spaces.
Proof. Fix t such that λ and µ are t-interlaced. Suppose first that t ≥ 0.
Let V1, . . . , Vn be a collection of vector spaces with dimensions given by d = (d1, . . . , dn). Fix
N an n-tuple of nilpotent linear transformations, with JF(N) = ν.
Let U be a vector space on which a nilpotent linear transformation T acts, and let λ be the
Jordan form of T . We say that {u1, . . . , u`(λ)} is a good set of generators for U if dimk[T ]ui = λi
for all i ∈ {1, . . . , `(λ)} and U = k[T ]u1 ⊕ · · · ⊕ k[T ]u`(λ).
Fix a good set of generators for Vk with respect to the action of Nk. There is a natural action
of N on Vadj(k). In Vadj(k), fix N -invariant subspaces Wi such that for each i, dimWi = µi, each
Wi is generated by a single vector, and Vadj(k) =
⊕
jWj.
A map f ∈ Homk[N ](Vk, Vadj(k)) can be specified by giving the image of each vi. We can take
f(vi) and split it up according to the subspaces Wj.
f(vi) =
∑
j
w˜ij
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with w˜ij ∈ Wj. However, we would like to record the fact that typically w˜ij cannot be arbitrary
in Wj because f must respect the k[N ]-module structure. So let us write instead:
f(vi) =
∑
j≤2i+t−1
Nµj−λiwij +
∑
j>2i+t−1
wij,
where the elements wij can be chosen arbitrarily in Wj, and they automatically define such a
map f .
There is a dense open subset among the representations V compatible with N such that if we
take f to be the corresponding map from Vk to Vadj(k), then wij generates Wj as a module over
k[N ].
Next, we want to rewrite f . This will lead to a different direct sum decomposition of Vadj(k).
As a result of the new direct sum decomposition, the problem reduces to the situation where
k[N ]/N b is mapped generically into k[N ]/Na ⊕ k[N ]/N c with a ≥ b ≥ c.
Define
xi =
∑
j≤2i+t−1
Nµj−µ2i+t−1wij
yi =
∑
j>2i+t−1
wij.
Then we have the following:
(1) f(vi) = N
µ2i+t−1−λixi + yi
For 1 ≤ i ≤ t, define wi to be a generator for Wi. The following lemma shows that the vectors
which we have found above form a good set of generators for Vadj(k).
Lemma 3.3. There is a direct sum decomposition of Vadj(k) into cyclic subspaces generated by
the elements xi and yi as above, and for wi for 1 ≤ i ≤ t, where
(i) wi generates a subspace of dimension µi (for 1 ≤ i ≤ t),
(ii) xi generates a subspace of dimension µ2i+t−1,
(iii) yi generates a subspace of dimension µ2i+t, and
(iv) these subspaces are complementary.
Proof. It is clear that xi, yi, and wi generate subspaces of the claimed dimensions. It is therefore
enough to show that the given vectors and suitable powers of N applied to the given vectors
suffice to span Vadj(k). This is a condition that a certain determinant (which we can think of as a
function of the coefficients defining f) is non-zero. For a particular choice of f , this is certainly
true, namely the case that xi generates Wµ2i+t−1 and yi generates Wµ2i+t . Since the condition
that a determinant vanishes is a closed condition and it does not hold for all choices of f , it does
not hold for a generic choice of f . 
Thus we obtained the alternative direct sum decomposition of Vadj(k) given by⊕
i
k[N ]wi ⊕
⊕
i
k[N ]xi ⊕
⊕
i
k[N ]yi,
and (1) provides a very simple description of f . Specifically, each vi is mapped into exactly two
summands of this decomposition, and no two vi are mapped into the same summand. Thus the
problem reduces to the situation where k[N ]/N b is mapped generically into k[N ]/Na⊕ k[N ]/N c
with a ≥ b ≥ c as claimed. The following lemma is easily verified.
Lemma 3.4. The cokernel of a generic k[N ]-homomorphism from k[N ]/N b into k[N ]/Na ⊕
k[N ]/N c with a ≥ b ≥ c is isomorphic to k[N ]/Na+c−b.
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For t ≥ 0, this establishes the claim that for V chosen in a dense open subset of the repre-
sentations compatible with N , the natural action of N on R−k (V ) has Jordan form σk(ν). The
argument for t ≤ 0 is similar.
This also shows that generically V does not have any indecomposable summands isomorphic
to Sk, since if it did, the map from Vk to Vadj(k) would not be injective. 
For convenience, we state the following theorem in the Dynkin setting, which allows us to use
Corollary 2.5 and thus to refer to GenRep(ν).
Theorem 3.5. Let k be a source of a Dynkin quiver Q and let ν ` d. Let λ = νk, and µ = νadj(k),
and suppose that λ and µ are t-interlaced for some t ≥ 0. Let V ' GenRep(ν). Then R−k (V ) is
isomorphic to GenRep(σk(ν)).
Proof. Let N be an n-tuple of nilpotent linear transformations such that JF(N) = ν. As in
Section 3.2, we consider r˜epinj(Q,d). The locus of representations compatible with N inside
rep(Q,d) is irreducible, and it follows that the same is true of the locus of representations
compatible with N up to change of basis at k inside r˜epinj(Q,d). Call this locus X. More
concretely, the points of X correspond to representations compatible with Ni for i 6= k and
some nilpotent transformation with Jordan form νk at k. Under the identification from Section
3.2, X also corresponds to representations compatible with N up to change of basis at k inside
r˜epsurj(Q
′,d′). On a dense open set inside X, by Lemma 3.2, the action of N has Jordan form
σk(ν). Thus, on this open set inside X, we find representations compatible with a nilpotent
endomorphism of Jordan form σk(ν).
We would like to conclude that the generic representation compatible with a nilpotent endo-
morphism of Jordan form σk(ν) is isomorphic of R
−
k (V ). This does not yet follow, because we
could imagine that there is some larger region U inside r˜epsurj(Q
′,d′) consisting of representa-
tions compatible with a nilpotent endomorphism of Jordan form σk(ν), with X closed inside U .
Choose a point from U \ X. This determines a nilpotent endomorphism N ′ and a representa-
tion V ′ compatible with it. Considering all the representations compatible with N ′, we know
that not all of them correspond to points in X (since V ′ does not); thus, an open set of the
representations compatible with N ′ lie outside X. Call this open set Z. We can now apply the
dual version of Lemma 3.2 to conclude that for W a generic representation in Z, the nilpotent
endomorphism induced on R+k (W ) by N
′ has Jordan form ν. But by assumption R+k (W ) does
not correspond to a point of r˜epinj(Q,d) lying in X, which is a contradiction. It follows that the
region of r˜epsurj(Q
′,d′) compatible with some nilpotent endomorphism with Jordan form σk(ν)
is contained in X. Since the generic isomorphism class inside X as a subset of r˜epsurj(Q
′,d′) is
R−k (V ), we are done. 
3.4. Reflection functors and nilpotent endomorphisms. In this section, we assume that
Q is Dynkin and that we have both V ' GenRep(ν) and ν = GenJF(V ), and we deduce
that GenJF(R−k (V )) = σk(ν), under some assumptions on ν. This complements the result of
Theorem 3.5, which tells us that under weaker hypotheses, R−k (V ) ' GenRep(σk(ν)). Combining
the two results, under some assumptions on ν, we go from the assumption that the isomorphism
class of V and the Jordan form data ν each determine the other, and we deduce that the same
is true for R−k (V ) and σk(ν).
We first need the following lemma.
Lemma 3.6. Let 0→ P → Q→ R→ 0 be a short exact sequence of finite-length k[N ]-modules.
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(1) Let the Jordan forms of N acting on P , Q, and R be λ, µ, and ν, respectively. Then
µ ≥ λ+ ν, where we write λ+ ν for the partition whose multiset of parts is composed of
the parts of λ and ν.
(2) Suppose further that λ and µ are t-interlaced for some t ∈ Z. Then ν 6> diff(µ, λ).
Proof. (1) For k any positive integer, there is an exact sequence
0→ kerP Nk → kerQNk → kerRNk,
where we write kerP N
k for the kernel of Nk as it acts on P , and similarly for the other two
expressions.
Note that the dimension of kerP N
k is the sum of the first k parts of λt, and similarly for Q
and R. From the short exact sequence, it follows that the sum of the first k parts of λt plus
the first k parts of νt is at least as great as the sum of the first k parts of µt. This implies that
µt ≤ (λ+ ν)t. Thus µ ≥ λ+ ν.
(2) Suppose t ≤ 0. Suppose that ν1 + · · ·+ νk > diff(µ, λ)1 + · · ·+ diff(µ, λ)k for some k ≥ 1.
It follows that
ν1 + · · ·+ νk + λ−t+1 + · · ·+ λ−t+k > µ−t+1 + · · ·µ−t+2k.
By adding λ1 + · · ·+ λ−t = µ1 + · · ·+ µ−t to both sides, we obtain
ν1 + · · ·+ νk + λ1 + · · ·+ λ−t+k > µ1 + · · ·+ µ−t+2k.
By the definition of λ+ ν, we see that
(λ+ ν)1 + · · ·+ (λ+ ν)−t+2k ≥ ν1 + · · ·+ νk + λ1 + · · ·+ λ−t+k,
which, together with the previous equation, contradicts µ ≥ λ + ν. The argument for t ≥ 0 is
analogous. 
The following theorem adds to the hypotheses of Theorem 3.5: we pick a Jordan form ν, and
not only do we assume that V ' GenRep(ν), but also ν = GenJF(V ). In this case, we can also
describe GenJF(R−k (V )).
Theorem 3.7. Let k be a source of a Dynkin quiver Q and let ν ` d. Let λ = νk, and µ = νadj(k),
and suppose that λ and µ are t-interlaced for some t ≥ 0. Suppose that V ' GenRep(ν) and
also ν = GenJF(V ). Then GenJF(R−k (V )) = σk(ν).
Proof. Choose an n-tuple of nilpotent transformations Ni with JF(Ni) = ν
i, and then choose a
generic representation W among those compatible with N . By assumption, W ' V . Lemma 3.2
applies to W , and we conclude that the action of N on R−k (W ) has Jordan form σk(ν).
Thus, R−k (V ) (which is isomorphic to R
−
k (W )) has some nilpotent endomorphism acting on it
with Jordan form σk(ν). Since the Jordan form of a generic nilpotent endormorphism is maximal
among nilpotent endomorphisms acting on R−k (V ), we know that GenJF(R
−
k (V )) ≥ σk(ν).
Now consider the short exact sequence of vector spaces
0→ Vk → Vadj(k) → R−k (V )k → 0
Let N ′ be a generic nilpotent endomorphism of V , which induces nilpotent transformations of
these three vector spaces. Lemma 3.6(2) therefore applies to say that the Jordan form of N ′
acting on R−k (V )k is not greater than diff(ν
adj(k), νk).
Therefore the inequality which we already proved must be an equality: GenJF(R−k (V )) =
σk(ν). 
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4. Minuscule posets
4.1. Definitions. Let Q be a Dynkin quiver. A heap over Q is a poset P equipped with a
surjective map pi from P to the vertices of the underlying graph of Q, with the properties that
(H1) the inverse image of i is totally ordered,
(H2) for i and j adjacent, the union of the inverse images of i and j is totally ordered,
(H3) the poset structure on P is the transitive closure of the relations corresponding to the two
previous points.
We further say that a heap is two-neighbourly if in the interval between any two consecutive
elements of pi−1(i), there are exactly two occurrences of elements of the form pi−1(j) for some j
adjacent to i. Note that the two elements may correspond to different neighbours j and j′ or
the same neighbour repeated twice. We say a heap has the weaker property of being neighbourly
if such an interval contains at least two occurrences of elements of the form pi−1(j) for some j
adjacent to i.
We call a neighbourly heap (P, pi) over Q a maximal neighbourly heap if one cannot add a new
element to P while maintaining the relative order of elements of P and obtain a larger neighbourly
heap over Q. In [33], Wildberger proves that the set of maximal neighbourly heaps that are also
two-neighbourly is exactly the set of minuscule posets. The reader unfamiliar with minuscule
posets may take this as the definition of a minuscule poset. We give explicit descriptions of the
isomorphism types of minuscule posets below.
A vertex m of Q is called minuscule if every indecomposable representation of Q supported
over m has dimension 1 at m. (Properly speaking, this is the definition of a cominuscule vertex
of Q, but since we are working with simply-laced types only, a vertex of Q is minuscule if and
only if it is cominuscule.)
We give explicit descriptions of the minuscule posets, which appear in the context of minuscule
representations of complex semisimple Lie algebras and were classified up to isomorphism by
Proctor in [24]. Recall that for a poset P, an order ideal is a subset O ⊂ P where if x ∈ O and
y ≤P x, one has that y ∈ O. Similarly, an order filter of P is a subset of O ⊂ P where if x ∈ O
and y ≥P x, one has that y ∈ O. We let J(P) denote the poset of order ideals of P, ordered by
inclusion. By [12, Theorem 8.3.10], there is a minuscule poset for each choice of a minuscule
vertex of a simply-laced Dynkin diagram. Their isomorphism types appear in Table 1. There,
we write [n] for the poset that is a chain whose elements are 1, . . . , n in increasing order.
Type m minuscule poset
An k [k]× [n+ 1− k]
Dn 1 J
n−3([2]× [2])
Dn n− 1, n J([2]× [n− 2])
E6 1, 5 J
2([2]× [3])
E7 6 J
3([2]× [3])
Table 1. The isomorphism types of the minuscule posets. Here we are referring
to the vertex labeling of the Dynkin diagrams appearing in Figure 4.
Example 4.1. In Figure 5, we show some examples of minuscule posets. In these examples, we
have labelled each element of the poset with its corresponding value of pi.
Our next result shows how the minuscule posets are related to the representation theory of
quivers. Given a minuscule vertex m ∈ Q0, let PQ,m denote the poset that is the transitive
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An 1 2 · · · n
n
Dn 1 2 · · · n− 2
6 n− 1
E6 1 2 3 4 5
7
E7 1 2 3 4 5 6
Figure 4. The Dynkin diagrams.
3
3
42
2
1
1
2
3
45
3
2
1
4
4
5
5
3
3
3
2
2
1
(a) (b) (c)
Figure 5. The minuscule poset of type A4 with m = 3, of type D5 with m = 1,
and type D5 with m = 4, respectively, are shown in (a), (b), and (c).
closure of the arrows in the full subquiver of the AR quiver of Q whose vertex set is the set of
isomorphism classes of representations supported at m. Now define pi : PQ,m → Q0 to be the
map where pi(x) is defined as the vertex corresponding to the indecomposable projective in the
same τ -orbit as a representation corresponding to x.
Lemma 4.2. The poset PQ,m is isomorphic to the minuscule poset determined by the underlying
graph of Q and minuscule vertex m, and the pair (PQ,m, pi) is a two-neighbourly heap.
Proof. First, suppose that Q′ is the quiver whose arrows are all oriented toward m. The elements
of PQ′,m are exactly those corresponding to the indecomposable representations whose socle is
Sm. One checks that PQ′,m is isomorphic to the desired poset.
With regards to the two-neighbourly heap assertion, one checks that the map pi′ : PQ′,m → Q0
produces the same labeling of the elements of PQ′,m appearing in the X-heap of the same type
in the sense of [33]. Here X is the underlying graph of Q′. Therefore, the pair (PQ′,m, pi′) is
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equivalent to the data of the corresponding X-heap, which was shown to be a two-neighbourly
heap in [33].
Next, we show that the desired result holds for quiver Q whose arrows are oriented in any
direction. Note that there exists i1, . . . , ik ∈ Q0\{m} such that Q = σik · · ·σi1(Q′). The com-
position of the corresponding sequence of reflection functors defines an equivalence of cate-
gories R±ik · · ·R±i1 : CQ′,m → CQ,m, since for any j ∈ {1, . . . , k} none of the representations inCσij−1 ···σi1 (Q′),m have any summands isomorphic to one of the simple representations Sij , . . . , Si1 .
We know this by induction: at each step, all the indecomposable of Cσij−1 ···σi1 (Q′),m have non-zero
support at vertex m, and reflecting at a vertex other than m does not change this fact. By the
notation R±i , we mean that we reflect at vertex i and i may be a source or a sink. In particular,
for any M,N ∈ CQ′,m we have the following isomorphism of spaces of irreducible morphisms
Irr(R±ik · · ·R±i1(M), R±ik · · ·R±i1(N)) ' Irr(M,N).
The poset PQ,m is therefore isomorphic to PQ′,m, and the isomorphism respects the labelling by
τ -orbits. 
The property in the next lemma can be thought of as a converse of the property of being
2-neighbourly.
Lemma 4.3. The pair (PQ,m, pi) has the following property: if there exist elements x, y1, y2 ∈ PQ,m
such that x < y1, x < y2, and pi(y1) and pi(y2) are neighbours of pi(x), then there is another element
x′ ∈ PQ,m with x′ ≥ y1, x′ ≥ y2, and pi(x′) = pi(x).
Proof. If the described property does not hold, we may add a new maximal element x′ to PQ,m
with pi(x′) = pi(x), and the resulting heap would be neighbourly. This contradicts Wildberger’s
result that minuscule posets are maximal neighbourly heaps. 
The dual version of this lemma also holds.
Remark 4.4. Let (P, pi) be a heap. It will be useful to note that for any interval [x, y] ⊂ P, the
pair ([x, y], pi|[x,y]) is also a two-neighbourly heap.
4.2. Generic Jordan forms and reverse plane partitions. Let Q be a fixed Dynkin quiver
with a minuscule vertex m. In this section, we conceptually describe a bijection between isomor-
phism classes of representations M ∈ CQ,m and reverse plane partitions of PQ,m. In Section 4.3,
we describe the bijection combinatorially. A reader seeking to understand the bijection combi-
natorially may safely skip to Section 4.3.
Let Db(Q) be the bounded derived category of Q. Now, let Ξ be a quiver derived equivalent to
Q, together with an identification of Db(Q) with Db(Ξ). We can therefore talk about rep Ξ∩CQ,m,
which is an additive subcategory of both repQ and of rep Ξ. We write CΞQ,m for rep Ξ∩CQ,m. We
write PΞQ,m for the poset whose vertices are the indecomposable objects of CΞQ,m, with the order
given by the transitive closure of the arrows. We write piΞ for the restriction to P
Ξ
Q,m of the map
pi.
Recall that the indecomposable objects ofDb(Q) are of the formM [i] forM an indecomposable
representation of Q and i ∈ Z. We say that rep Ξ is to the right of repQ if all the indecomposable
objects in rep Ξ are non-negative shifts of indecomposable representations of Q.
For M ∈ CΞQ,m, write GenJFΞ(M) for the Jordan form data of M , thought of as a Ξ-
representation. We write GenJFΞ(M)
i for the Jordan form data at vertex i of Ξ, where we
number the vertices of Ξ so that the indecomposable projective at vertex i of Ξ and the inde-
composable projective at vertex i of Q are in the same τ -orbit.
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· · ·
001[−1] 111 100[1] 010[1]
110 011 110[1]
100 010 001 111[1]
· · ·
(a)
· · ·
001[−1] 011 100 110[1]
010 111 010[1]
100[−1] 110 001 011[1]
· · ·
(b)
· · ·
011[−1] 001 110 100[1]
010[−1] 111 010
110[−1] 100 011 001[1]
· · ·
(c)
Figure 6. In (a), (b), and (c), we show the AR quiver of Db(Q1), Db(Q2), and
Db(Q3), respectively, where Q1 = 1 ← 2 ← 3, Q2 = 1 → 2 ← 3, and Q3 = 1 ←
2→ 3. The representations in CQ1,2, CQ
2
Q1,2, and CQ
3
Q1,2 are in bold.
Example 4.5. Let Q1 = 1 ← 2 ← 3 and let Q3 = 1 ← 2 → 3 where Db(Q3) is identified
with Db(Q1) by identifying objects in the corresponding positions in Figures 6 (a) and (c). We
see that repQ3 is therefore to the right of repQ1. (More formally, the identification of the two
derived categories is done by a composition of reflection functors acting on the derived category:
R˜−1 R˜
−
2 : D
b(Q3) → Db(Q1). See Section 5.1 for the definition of the reflection functors being
used here.)
Choosing vertex 2 of Q1 to be our minuscule vertex, we see that the indecomposable objects
of CQ1,2 are 110, 111, 010, 011 ∈ repQ1. In addition, the indecomposable objects of CQ
3
Q1,2 are
111, 010, 011 ∈ repQ1. By the identification of Db(Q3) with Db(Q1), these indecomposable
objects are identified with 001, 100, and 111, respectively.
We need the following combinatorial lemma.
Lemma 4.6. Let i be a source in Ξ, and let Ξ′ = σi(Ξ). Identify rep Ξ′ with the full subcategory
of Db(Q) which has the same indecomposable objects as rep Ξ except for the indecomposable
projective S ′i of rep Ξ
′ and the indecomposable injective Si of rep Ξ. Let ρ be a reverse plane
partition on PΞQ,m. Let λ be the partition whose parts are the entries of ρ from pi
−1(i), and let µ
be the partition whose parts are the entries of ρ from pi−1(j) for all j adjacent to i.
Then we have the following two statements:
(1) If S ′i ∈ CQ,m, then λ and µ are 1-interlaced.
(2) If S ′i 6∈ CQ,m, then λ and µ are 0-interlaced.
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Proof. The condition that between two consecutive parts of λ there are two parts of µ follows
from the fact that PQ,m is two-neighbourly: the parts of µ between two parts of λ are taken to
be those corresponding to the two elements of PQ,m in fibres adjacent to i and in the interval
between the corresponding elements in the fibre of i. By Lemma 4.3, there is at most one part
of µ corresponding to an element of PQ,m above the maximum element in pi
−1(i). It remains to
verify the interlacing condition involving the elements of µ that are required to be greater than
the largest part of λ.
Proof of (1): S ′i ∈ CQ,m. Let x be the corresponding element of PQ,m. Note that x is a minimal
element of PΞ
′
Q,m.
If x is not the maximal element of pi−1(i), then the two-neighbourly condition again implies
that there are two entries in µ greater than the largest part of λ. This establishes that λ and µ
are 1-interlaced in this case.
If x is the maximal element of pi−1(i), then λ is the empty partition of 0. There can only be
at most one element of pi−1(j) in PΞ
′
Q,m with j adjacent to i by Lemma 4.3. Since there is at most
one element of pi−1(j) with j adjacent to i, we know that µ has at most one non-zero element,
and therefore λ and µ 1-interlace in this case as well.
Proof of (2): S ′i 6∈ CQ,m. We now split into three cases, depending on whether pi−1(i) ∩ PΞQ,m
is:
(i) empty,
(ii) equal to all of pi−1(i), or
(iii) neither empty nor equal to all of pi−1(i).
Consider first case (i). In this case λ is the empty partition. Let x′ be the maximal element
of PQ,m ∩ pi−1(i). If x′ is the maximum element of PQ,m, µ is the empty partition and the
desired result holds, so assume otherwise. By Lemma 4.2, the indecomposable object Mx′ has an
immediate successor Mz with z ∈ PQ,m. On the other hand, by Lemma 4.3, there is at most one
element in an adjacent fibre to x′ and above it in PQ,m. Therefore z is this unique element. But
z is not in PΞQ,m, since S
′
i, which is a successor of z, is not in P
Ξ
Q,m. Thus µ is again the empty
partition.
In cases (ii) and (iii), let y be the minimum element of PΞQ,m ∩ pi−1(i). By Lemma 4.2, y is
immediately preceded in the AR quiver by some z′ in an adjacent fibre to i. Note that z′ is
contained in PΞQ,m since z
′ is a successor of S ′i. This therefore provides the remaining needed
element of µ. We must check that there is no other element of µ.
In case (ii), let x′ be the maximum element of pi−1(i) which is not in PΞQ,m. Again by Lemma
4.2, Mx′ is directly followed in the AR quiver by some Mz with z ∈ PQ,m. But z 6∈ PΞQ,m, and z′
and z are the only two elements of adjacent fibres to i between x and x′ by the two-neighbourly
property. We have therefore accounted for all the elements of µ.
In case (iii), there cannot be another element in a fibre adjacent to i and below y, by the dual
of Lemma 4.3. We are done in this case as well. 
We say that the Jordan form data for a representation of Ξ fits in the poset PΞQ,m if:
• The number of entries of GenJFΞ(M)i is at most |pi−1Ξ (i)|.
• If we define a filling of PΞQ,m by putting the entries of GenJFΞ(M)i into pi−1Ξ (i) in decreasing
order going up PΞQ,m, padding with zeros if necessary, then the filling defines a reverse
plane partition.
If GenJFΞ(M) fits in the poset P
Ξ
Q,m, then we denote the above reverse plane partition by
ρΞQ,m(M). When repQ = rep Ξ (as subcategories of D
b(Q)), we denote the reverse plane partition
by ρQ,m(M).
21
Theorem 4.7. Suppose that rep Ξ is to the right of repQ.
(1) Let M ∈ CΞQ,m. Then GenJFΞ(M) fits in PΞQ,m.
(2) The map M 7→ ρΞQ,m(M) from isomorphism classes of objects in CΞQ,m to reverse plane
partitions is a bijection.
(3) The inverse map is given by taking the generic representation compatible with nilpotent
transformations having the given Jordan form.
Proof. The proof is by induction on the position of rep Ξ in Db(Q). If rep Ξ is far enough to the
right, then CΞQ,m is zero and the poset PΞQ,m is empty, and the claims are vacuously true.
Now, suppose that the statements are true for Ξ, and let i be a source of Ξ. Let Ξ′ be the
result of reflecting Ξ at i, and consider rep Ξ′ as embedded naturally in Db(Q): that is to say,
the indecomposable objects in the representation categories of Ξ′ and of Ξ coincide, except for
S ′i, the simple projective at i of rep Ξ
′ and Si, the simple injective at i of rep Ξ. Suppose further
that rep Ξ′ is still to the right of repQ. This means in particular that Si is not in CQ,m.
Let λ = GenJFΞ(M)
i, and let µ be the partition whose parts are the collection of all the parts
of GenJFΞ(M)
j for vertices j adjacent to i.
Let M ′ ∈ CΞ′Q,m. There are now two different possibilities, depending on whether S ′i is in CQ,m.
Case I: S ′i is not in CQ,m. Let M = R+i (M ′). By the induction hypothesis, GenJFΞ(M) fits
in PΞQ,m = P
Ξ′
Q,m. Also by the induction hypothesis, M is the generic representation compatible
with nilpotent linear transformations with Jordan form data given by GenJFΞ(M).
Since S ′i is not in CQ,m, by Lemma 4.6, λ and µ are 0-interlaced, so the hypotheses of Theorem
3.7 hold with t = 0. Thus M ′ = R−i (M) has Jordan form data given by toggling at i the
filling of PΞQ,m determined by GenJFΞ(M). Toggling can potentially change a part equal to
zero of GenJFΞ(M) into a non-zero part, but this only happens if the smallest non-zero part
of GenJFΞ(M) has two neighbouring non-zero parts above it in P
Ξ
Q,m. In this case, Lemma 4.3
applies to show that there was an actual 0 entry in pi−1(i) in ρΞQ,m(M), which gives us space to
fill in the new non-zero entry. Thus GenJFΞ(M
′) fits in PΞQ,m, but P
Ξ′
Q,m = P
Ξ
Q,m. This establishes
(1).
(2) This follows from the induction hypothesis together with the fact that toggling is itself a
bijection.
(3) This follows from Theorem 3.5.
Case II: S ′i is in CQ,m. Let Mˆ ′ be M ′ with any summands of S ′i removed. Let Mˆ = R+i (Mˆ ′).
By the induction hypothesis, GenJFΞ(Mˆ) fits in P
Ξ
Q,m. Also by the induction hypothesis, Mˆ is
the generic representation compatible with nilpotent linear transformations with Jordan forms
given by GenJFΞ(Mˆ). Since S
′
i is in CQ,m, by Lemma 4.6, λ and µ are 1-interlaced, and the
hypotheses of Theorem 3.7 hold with t = 1. This theorem then implies that GenJF(Mˆ)i has
as its largest part the largest of the parts of the Jordan blocks of the neighbours, and that the
remaining parts agree with the results of toggling at i.
We now consider the difference between GenJF(Mˆ ′) and GenJF(M ′). The difference is con-
fined to the partition corresponding to vertex i, since S ′i is only supported over vertex i. Since S
′
i
is simple projective, it admits a non-zero morphism to any other indecomposable with support
over i. Therefore, GenJF(M ′) is obtained from GenJF(Mˆ ′) by adding the number of summands
of S ′i in M
′ to the largest part of GenJF(Mˆ ′)i. We note that, compared to PΞQ,m, P
Ξ′
Q,m contains an
extra box, which accommodates the largest part of GenJF(M ′). The result of toggling the entries
of ρΞQ,m(M) in pi
−1(i) still fits in the boxes that were present in PΞQ,m, by the same argument as
in Case I, using Lemma 4.3. The Jordan data for M ′ therefore forms a reverse plane partition
for PΞQ,m, which establishes (1).
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For (2), we see that we can clearly recover the multiplicity of S ′i from ρ
Ξ′
Q,m(M
′), and from
ρΞQ,m(Mˆ) we can determine Mˆ by induction. Further, it is clear that any reverse plane partition
corresponds to some representation.
(3) follows again from Theorem 3.5. 
Example 4.8. Let Q1 = 1 ← 2 ← 3 with m = 2, Q2 = 1 → 2 ← 3, and Q3 = 1 ← 2 → 3 as
in Figure 6. We first walk through an example of the inductive argument we use in Case II of
the proof of Theorem 4.7. Here the role of Ξ′ and Ξ in the proof of Theorem 4.7 are played by
Q2 and Q3 from Figure 6, respectively. We see that Q3 is to the right of Q2 and S ′2 ∈ repQ3
is in CQ1,2. Let M ′ ∈ CQ
2
Q1,2 be M
′ = 0103 ⊕ 0112 ⊕ 110 ⊕ 1113. Then Mˆ ′ = 0112 ⊕ 110 ⊕ 1113,
and Mˆ = R+2 (Mˆ
′) ∈ CQ3Q1,2 is Mˆ = 0012 ⊕ 100⊕ 1113. By induction, Mˆ corresponds to a reverse
plane partition on PQ
3
Q1,2 determined by its Jordan form data GenJF(Mˆ) = ((4), (3), (5)). Then
by Theorem 3.7, GenJF(Mˆ ′) = ((4), (5, 1), (5)). Following the proof, we add the multiplicity of
S ′2 in M
′ to the largest part of GenJF(Mˆ ′)2 to obtain GenJF(M ′) = ((4), (8, 1), (5)).
We now compute an example of Case I of the proof. Here the role of Ξ′ and Ξ in the proof of
Theorem 4.7 are played by Q1 and Q2 from Figure 6, respectively, where we see that Q2 is to the
right of Q1 and S ′1 ∈ repQ2 is not in CQ1,2. Let M ′2 ∈ CQ1,2 be M ′2 = 110 ⊕ 1113 ⊕ 0102 ⊕ 0113.
Then M2 = R
+
1 (M
′
2) = 010⊕ 0113 ⊕ 1102 ⊕ 1113 and GenJF(M2) = ((5), (7, 2), (6)). We obtain
GenJF(M ′2) = ((4), (7, 2), (6)) by toggling GenJF(M2) at vertex 1.
Proof of Theorems 1.3 and 1.6. The theorems follow from Theorem 4.7, with rep(Ξ) equal to
rep(Q). 
Observe that any order filter of PQ,m is of the form P
Ξ
Q,m for some Ξ. Therefore, the following
corollary is a generalization of Corollary 1.13 for any order filter of PQ,m.
Corollary 4.9. For Q a Dynkin quiver and m a minuscule vertex, we have∑
ρ∈RPP(PΞQ,m )
n∏
i=1
q
|ρi|
i =
∑
X∈CΞQ,m
n∏
i=1
q
dim(X)i
i =
∏
u∈PΞQ,m
1
1−∏ni=1 qdim(Mu)ii ,
where we write |ρi| for the sum of the values ρ(x) over all x ∈ pi−1(i). The second sum is over iso-
morphism classes of representations in CΞQ,m. In the third sum, Mu ∈ CΞQ,m is the indecomposable
representation of Ξ corresponding to u ∈ PΞQ,m.
Proof. The first equality is from Theorem 4.7, while the second comes from the fact that any
representation in CΞQ,m can be decomposed in a unique way as a sum of some number of copies
of the representations Mu for u ∈ PΞQ,m. 
Remark 4.10. If ∆ is a Dynkin diagram that is not simply-laced, there is a distinction between
minuscule and cominuscule vertices of ∆. If a vertex m is minuscule, then there is an associated
minuscule poset. This poset appears in the list previously discussed, but is equipped with a
different heap structure. If m is cominuscule, there is a simply-laced Dynkin diagram ∆ with an
automorphism φ of ∆, the orbits of whose vertices correspond to vertices of ∆, with the orbit
corresponding to m being a single vertex m, with m minuscule (and cominuscule) for ∆. We say
that (∆,m) unfolds to (∆,m).
The Dynkin diagram automorphism of ∆ extends to an action on reverse plane partitions of
(∆,m). Reverse plane partitions on P∆,m which are fixed under φ can be identified with reverse
plane partitions on P∆,m. In this way, reverse plane partitions associated to the cominuscule
node of type Cn correspond to reverse plane partitions of type A2n−1 symmetric about the
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main diagonal. Gansner has studied these and obtained the analogue of our generating function
identity in Corollary 4.9 in that setting [10, Corollary 6.2].
4.3. Piecewise-linear description of Theorem 4.7(2). We now give a more explicit descrip-
tion of ρQ,m(−). We must first establish a linear order on the indecomposable representations of
Q. Indeed, choose a linear order on the indecomposable representations of Q compatible with
the opposite of the AR quiver order. In other words, we number indecomposables M1, . . . ,MN
from right to left starting with a simple injective. For 1 ≤ j ≤ N , let ij ∈ Q0 be the index
of the indecomposable projective representation in the same τ -orbit as Mj. It follows that R
+
iN
can be applied to repQ, that R+iN−1 can be applied to repσiNQ, and so on. The composition of
reflection functors R+i1 · · ·R+iN has the property that it takes every representation to 0.
Conversely, every representation can be built up by adding simple projectives and applying
reflection functors in the following way. Let M =
⊕N
j=1M
cj
j . Define X0 to be the zero represen-
tation of Q′ = σi1 . . . σiN (Q). Now, assuming Xj is defined, define Yj+1 = R
−
ij+1
(Xj), and define
Xj+1 = Yj+1 ⊕ Scj+1ij+1 . Then XN is isomorphic to M .
We can calculate ρQ,m(M) by using this procedure, i.e., by understanding how ρQ,m(M)
changes under reflection and adding simple projectives, as follows. Let M =
⊕N
j=1M
cj
j ∈ CQ,m.
The proof of Theorem 4.7 shows that ρQ,m(M) is obtained by constructing a sequence of fillings
of the minuscule poset PQ,m, starting with the zero filling ρ0. These fillings are defined by
ρk(x) :=

max
xly
ρk−1(y) + ck : if x is the element of PQ,m corresponding to Mk,
(txρk−1)(x) : if x corresponds to τ `(Mk) for some ` < 0, and
ρk−1(x) : otherwise,
where x is any element of PQ,m. We obtain the following theorem.
Theorem 4.11. For any M ∈ CQ,m, we have that ρQ,m(M) = ρN .
Note that using this description of the algorithm, the intermediate fillings ρk for k < N are not
reverse plane partitions of PQ,m. However, by restricting ρk to the elements of PQ,m corresponding
to M1, . . . ,Mk, we do obtain a reverse plane partition on the induced subposet of PQ,m whose
elements correspond to M1, . . . ,Mk.
Observe that in the process of constructing ρN , we never toggle at a minimal element of one
of these induced posets. Therefore, the result of the procedure does not depend on whether we
think of the entries as being in [0, N ] for any N sufficiently large, or as being in N N. In either
case, the entries will always consist of non-negative integers. See Figures 8 and 9 for examples
in type A worked out step-by-step using this explicit description.
5. Periodicity
In this section, we study reverse plane partitions on minuscule posets filled with elements of
N Nand show that these encode the Jordan form data of certain objects in a quotient of the
derived category called the root category. We then use these results to prove that promotion on
minuscule posets is periodic with period given by the Coxeter number of the associated Weyl
group.
Throughout Section 5, we assume that Q is a Dynkin quiver with a chosen minuscule vertex
m and with the vertices of Q numbered in such a way that arrows go from lower-numbered to
higher-numbered vertices.
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5.1. Reflection functors in the derived category. Let Q be a quiver, and let k be a source
or sink of Q. There are reflection functors that provide an equivalence between the derived
categories of repQ and repσk(Q). They are closely related to the reflection functors defined
previously on categories of representations. We recall the definition of these reflection functors
now.
Let k be a sink of Q and M an indecomposable representation, define R˜+k : D
b(Q) →
Db(σk(Q)) by
R˜+k (M [i]) :=
{
(R+kM)[i] if M 6' Sk
Sk[i− 1] if M ' Sk.
Similarly, let k be a source of Q and M an indecomposable representation, define R˜−k : D
b(Q)→
Db(σk(Q)) by
R˜−k (M [i]) :=
{
(R−kM)[i] if M 6' Sk,
Sk[i+ 1] if M ' Sk.
We will study the behaviour of the Coxeter functor, which is defined as cox := R˜−n · · · R˜−1 . We
recall the following well-known lemma.
Lemma 5.1. For Q Dynkin and M ∈ Db(Q), the inverse Auslander–Reiten translation of M is
isomorphic to cox(M).
Proof. It is well known that for Dynkin quivers the Auslander–Reiten translation τ may be
written τ = R+1 · · ·R+n (See, for instance, [8, Proposition 5.4]. In general, as explained by
Gabriel, there is an issue of signs in the maps defining the representation, but since Q is Dynkin,
this does not affect the representations up to isomorphism.)
We assume that M is indecomposable and that Q is not the quiver with a single vertex.
Then there is a category of representations of a quiver derived equivalent to repQ in which M
is not projective, so the Auslander-Reiten translation of M agrees with the Auslander-Reiten
translation in the derived category. 
5.2. The root category. Let D = Db(Q) where Q is an acyclic quiver, and let F : D → D be
a triangle functor. We assume that F also satisfies the following:
1) For each indecomposable representation V of Q, only a finite number of the objects F nV ,
with n ∈ Z, are indecomposable representations of Q, and
2) there is some N ∈ N such that the set
{V [n] | V an indecomposable representation of Q, n ∈ [−N,N ]}
contains a set of representatives of the orbits of F on the indecomposable objects of D.
We define the orbit category D/F to be the category whose objects are the objects of D and
whose morphisms from X to Y are given by⊕
n∈Z
HomD(X,F nY ).
Keller proved that the categoryD/F is triangulated and that the projection functor p : D → D/F
is triangulated [19, Theorem 1]. Furthermore, the shift functor in D/F is induced by the shift
functor in D. We therefore denote both by [1].
Now, we return to the case when Q is a Dynkin quiver and m is a minuscule vertex of Q. We
define the orbit category RQ = Db(Q)/[2]. Observe that the triangle functor [2] satisfies the two
properties stated in the previous paragraph, and the category RQ is therefore triangulated by
Keller’s theorem.
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The definition of morphisms in RQ and the fact that repQ is hereditary imply that any
indecomposable object X ∈ Db(Q) is isomorphic to X[2n] for any n ∈ Z.
The Grothendieck group K0(RQ) is isomorphic to Zn; the classes of the simple objects in repQ
form a basis for it. The map sending objects in RQ to their classes in the Grothendieck group
defines a bijection from the indecomposable objects to the roots in the root system corresponding
to Q. For this reason, RQ is referred to as the root category. The positive roots correspond to
the indecomposables in repQ, and the negative roots to the indecomposables in repQ[1].
Next, the reflection functors defined on Db(Q) are well-defined on objects of RQ. This follows
from the fact that R˜+i (X[2]) ' (R˜+i (X))[2] in Db(Q) for any X ∈ Db(Q), which is easily verified.
On the level of the Grothendieck group, reflection functors act like simple reflections in the Weyl
group corresponding to the root system.
We now consider the action of cox on RQ. Let h denote the Coxeter number of Q: the order
of the product of all of the simple reflections in the corresponding Coxeter group, taken in any
order.
Lemma 5.2. For any object M ∈ RQ, we have that coxh(M) ' M . Conversely, if M is
indecomposable, and 0 < i < h, then coxi(M) 6'M .
Proof. The functor cox acts on the Grothendieck group of RQ by sn . . . s1. Since the order of
sn . . . s1 as an element of W is h, it follows that cox
h sends an indecomposable object M to an
indecomposable object with the same class in the Grothendieck group as M , but such an object
is necessarily isomorphic to M . This establishes the first claim for indecomposable objects, and
thus for all objects.
The second claim follows from the fact that orbits in the set of roots under the action of a
Coxeter element are all of size h, see [5, Exercise V.6.1]. 
5.3. Reverse plane partitions for objects in the root category. There is an automorphism
of the Dynkin diagram induced by the action of the longest element of the Weyl group. We denote
it ψ. Concretely, it is the obvious symmetry of the Dynkin diagram in types An, Dn with n odd,
and E6. Otherwise it is the identity. This symmetry plays an important roˆle both in minuscule
posets and in representation theory.
Lemma 5.3. There is a unique antiautomorphism of Ant : PQ,m → PQ,m such that pi(Ant(x)) =
ψ(pi(x)). (It is easy to see how Ant is defined on the minuscule posets appearing in Figure 5.)
Proof. Clearly there is at most one such map, since it must send pi−1(i) to pi−1(ψ(i)) while
reversing the order.
Write PopQ,m for the dual poset of PQ,m, and define pi
op(x) = ψ(pi(x)). Now (PopQ,m, pi
op) is again
a maximal neighbourly heap that is also two neighbourly, so by the classification, it is the two-
neighbourly heap corresponding to some minuscule vertex of a Dynkin diagram, and it clearly
must be (PQ,m, pi). The isomorphism between (PQ,m, pi) and (P
op
Q,m, pi
op) defines Ant. 
Lemma 5.4. The modules Pi and Iψ(i) are in the same τ -orbit in repQ.
Proof. There is a sequence of reflection functors corresponding to a factorization of the longest
element w0 in the Weyl group and with the property that they send repQ to repQ[1]. This sends
Pi to some projective object X of repQ[1] in the same τ -orbit as Pi. Since reflection functors
act on the Grothendieck group by simple reflections, [X] = w0([Pi]), implying that X ' Pψ(i)[1].
Since τPψ(i)[1] ' Iψ(i), the desired result follows. 
Let Ξ be a reorientation of Q. Then RΞ is equivalent to RQ. We fix an equivalence. The
indecomposable objects of RQ are thereby divided into two: those in RevenΞ and those in RoddΞ .
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Let X ∈ CQ,m. It is thereby divided as XevenΞ ⊕XoddΞ . As we discussed in the introduction, if
we start from a nilpotent endomorphism of X, it induces a nilpotent endomorphism of H i(X)
with respect to the t-structure induced by Ξ, i.e., of XevenΞ and X
odd
Ξ . We then consider the
Jordan data associated to GenJF(XevenΞ ) and GenJF(X
odd
Ξ ). We will insert GenJF(X
even
Ξ ) into
an order filter in PQ,m, which we denote P
even
Ξ , exactly as we did in Section 4.2. We will insert
GenJF(XoddΞ ) into the complementary order ideal, denoted P
odd
Ξ , after replacing each Jordan
block size i by ∞− i.
We have to define PevenΞ and P
odd
Ξ . There is something slightly confusing which happens.
CQ,m is divided in two, into CevenΞ and CoddΞ . The AR quiver of the bounded derived category,
restricted to CQ,m, is acyclic. As usual, we think of the arrows as going from left to right. There
are two possibilities: the elements of CevenΞ are to the right of the elements of CoddΞ , or vice versa.
In the former case, the elements of CevenΞ form an order ideal in P (thought of as the AR quiver
of RQ restricted to CQ,m), and we simply define PevenΞ to be that order ideal. In this case, we
similarly define PoddΞ to be the complementary order filter, which consists of the elements of P
which correspond to objects from CoddΞ .
However, in the case that the elements of CevenΞ are to the left of the elements of CoddΞ , something
slightly unexpected happens. CevenΞ defines an order ideal of P, while we want PevenΞ to be an order
filter. We therefore define PevenΞ = Ant(CevenΞ ) and PoddΞ = Ant(CoddΞ ).
The following proposition follows quite directly from Theorem 4.7.
Proposition 5.5. GenJF(XevenΞ ) fits into P
even
Ξ and GenJF(X
odd
Ξ ) fits into P
odd
Ξ after replacing
each i by ∞− i.
Proof. We consider first the case that CevenΞ is to the right of CoddΞ . The fact that GenJF(XevenΞ )
fits into PevenΞ is a direct application of Theorem 4.7. The claim for the odd part follows by
considering the dual algebra.
Now consider the case that CoddΞ is to the right of CevenΞ . To analyze this, we consider the setup
of Theorem 4.7 and imagine that Ξ started to the right of Q instead of to the left of Q. A very
similar argument applies. The important difference is that when we reflect Ξ at i, adding a new
simple module, that module is injective rather than projective. By Lemma 5.3, it is therefore the
module Sψ(i). This is accounted for by the fact that Ant swaps the fibres pi
−1(i) and pi−1(ψ(i)).
Again, the odd part follows in the same way as the even part by considering the dual algebra.

By Proposition 5.5, given Ξ and given X ∈ CQ,m, we can fit the Jordan form data for XoddΞ
and XevenΞ into PQ,m. If we interpret ∞− i as greater than j for any natural numbers i and j,
the result is a reverse plane partition with entries in N N. We denote this reverse plane partition
by ρΞQ,m(X).
We now establish the converse mentioned in the introduction, Proposition 1.8, which says that
for any reverse plane partition ρ with entries in N N, there exists a choice of Ξ and X such that
ρ = ρΞQ,m(X).
Proof of Proposition 1.8. Define Peven to be the order filter in PQ,m where the value of ρ is in N,
and define Podd to be the complementary order ideal. Choose rep Ξ ⊂ RQ so that rep Ξ ∩ CQ,m
corresponds to the elements of Peven. Theorem 4.7 now says that there is a bijection between
isomorphism classes of objects in rep Ξ∩CQ,m and reverse plane partitions on Peven. Choose Xeven
to be an object in rep Ξ ∩ CQ,m corresponding to the reverse plane partition ρ|Peven . Similarly,
choose Xodd[1] ∈ rep Ξ[1]∩CQ,m so that GenJF(Xodd), when inserted into Podd as in Proposition
5.5, yields ρ|Podd . Let X = Xeven ⊕Xodd[1]. It follows that ρ = ρΞQ,m(X). 
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5.4. Reflection functors and toggling in the derived category. We continue the same
setup as in the previous section: we are considering RQ, and CQ,m as a subcategory of it, with
X an object in CQ,m. We have also fixed Ξ a reorientation of Q and an identification of rep Ξ as
a subcategory of RQ.
Suppose that i is a source of Ξ, and let Ξ′ = σi(Ξ). We identify rep(Ξ′) as the subcategory
of RQ which coincides with rep(Ξ) except for the simple injective Si in rep(Ξ) and the simple
projective S ′i in rep(Ξ
′).
We now prove Theorem 1.10, which asserts that ρΞ
′
Q,m(X) = tiρ
Ξ
Q,m(X).
Proof of Theorem 1.10. We divide into three cases, depending on whether Si is in CQ,m, S ′i is in
CQ,m, or neither. (Note that since Si = S ′i[1], it is not possible for both Si and S ′i to be in CQ,m.)
Case I: Neither Si nor S
′
i is in CQ,m. In this case, PevenΞ and PevenΞ′ agree. Since neither Si
nor S ′i is in CQ,m, we have that XevenΞ′ ' R−i (XevenΞ ). As shown in the proof of Theorem 4.7,
ρΞ
′
Q,m(X
even
Ξ′ ) = tiρ
Ξ
Q,m(X
even
Ξ ). The same statements also apply to the odd parts.
The further observation that is needed is that in this case the action of ti on ρ
Ξ
Q,m(X) agrees
with the action of ti on each of the two parts. This follows from Case II in the proof of Lemma
4.6.
Case II: S ′i is in CQ,m. This hypothesis implies that CevenΞ is to the right of CoddΞ , and similarly
for Ξ′. Let p be the multiplicity of S ′i in X.
Observe that the poset PevenΞ′ contains exactly one more element than P
even
Ξ . Let this element
be x.
We have thatXevenΞ′ ' R−i (XevenΞ )⊕(S ′i)p. As shown in the proof of Theorem 4.7, ρΞ′Q,m(XevenΞ′ )(z) =
(tiρ
Ξ
Q,m(X
even
Ξ ))(z) for all z ∈ PevenΞ′ with z 6= x. The same argument shows that ρΞ′Q,m(XoddΞ′ )(z) =
(tiρ
Ξ
Q,m(X
odd
Ξ ))(z) for all z ∈ PoddΞ′ , and it is clear that the action of ti on ρΞQ,m(X) agrees with its
action on the two parts separately except perhaps at x. It therefore only remains to establish
the result at x.
Consider the inductive procedure which calculates ρΞQ,m(X
odd
Ξ ) (as in the proof of Theorem
4.7). From that perspective, the element x corresponds to the entry of the reverse plane partition
which has been added last. We conclude that
ρΞQ,m(X)(x) = p+ max
ylx
ρΞQ,m(X)(y).
It follows that
(tiρ
Ξ
Q,m(X))(x) = p+ min
zmx
ρΞQ,m(X)(z).
This agrees with the results of the inductive procedure which calculates
ρΞ
′
Q,m(X)(x) = ρ
Ξ′
Q,m(X
even
Ξ′ )(x).
The result is established.
Case III: Si is in CQ,m. The result in this case follows by the same argument as Case II. 
As explained in the introduction, we can successively apply the previous theorem at vertex 1,
vertex 2, . . . , vertex n. The effect of the successive toggles is just, by definition, promotion, i.e.,
tn . . . t1ρ
Ξ
Q,m(X) = proQ ρ
Ξ
Q,m(X).
On the representation-theoretic side, the successive changes to the quiver amount to replacing
rep Ξ by R˜n . . . R˜1 rep Ξ, and by Lemma 5.1, R˜n . . . R˜1 rep Ξ = τ rep Ξ. We conclude (Corol-
lary 1.11) that ρτΞQ,m(X) = proQ ρ
Ξ
Q,m(X), where we write ρ
τΞ
Q,m for the reverse plane partitions
associated to the decomposition of RQ as τ rep Ξ⊕ τ rep Ξ[1].
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We now prove Theorem 1.12 from the introduction, which asserts that the order of proQ on
reverse plane partitions for PQ,m is h.
Proof of Theorem 1.12. By Theorem 1.10, for X ∈ CQ,m, we have pro ρΞQ,m(X) = ρτΞQ,m(X).
Lemma 5.2 tells us that for M in RQ, we have τ−h(M) ' M . It follows that prohQ ρQ,m(X) =
ρQ,m(X). In order to see that the order cannot be less than h, consider for example X = Sm. In
order for prokQ ρQ,m(X) = ρQ,m(X), we see that X must be the simple at vertex m in τ
−k repQ,
or in other words that τ kSm must be isomorphic to Sm. Again invoking Lemma 5.2, we see that
k must be a multiple of h. This proves the theorem. 
5.5. Proof of Theorem 1.9. In this section, we establish Theorem 1.9, which shows that
promotion also has period dividing h on reverse plane partitions with entries in [0, N ].
Let ρ be a reverse plane partition of PQ,m with entries in N N. We say that N ∈ N is close
enough to infinity for ρ if replacing all instances of∞ with N in ρ yields a reverse plane partition
of PQ,m with entries in [0, N ]. In this case, denote the resulting reverse plane partition by ρ|∞→N .
Lemma 5.6. If N is close enough to infinity for ρ, then N is also close enough to infinity for
txρ, and (txρ)|∞→N = tx(ρ|∞→N).
Proof. To prove the first claim, note that
ρ(x),min
ylx
ρ(y),max
xly
ρ(y) ∈ {∞−m | m ∈ N,m ≤ N} ∪ {m | m ∈ N,m ≤ N}.
Since minylx ρ(y) ≥ ρ(x) ≥ maxxly ρ(y), it follows that (txρ)(x) ∈ {∞ − m | m ∈ N,m ≤
N} ∪ {m | m ∈ N,m ≤ N} and N is close enough to infinity for txρ.
One can easily prove the second claim by examining three cases that are determined by
whether or not each term in (txρ)(x) contains ∞. For example, suppose
ρ(x),min
ylx
ρ(y),max
xly
ρ(y) ∈ {∞−m | m ≤ N}.
Let minylx ρ(y) = ∞−m1 ρ(x) = ∞−m2, and maxxly ρ(y) = ∞−m3, with m1 ≤ m2 ≤ m3.
Then (txρ)|∞→N(x) = (N −m1) + (N −m3)− (N −m2) = N − (m1 +m2 −m3), which clearly
is the same as (tx(ρ|∞→N))(x). 
Proof of Theorem 1.9. Now suppose ρ is a reverse plane partition with entries in [0, N ]. We can
then view it as a reverse plane partition with entries in N N, for which N is close enough to infinity.
By Theorem 1.12, we know that prohQ is the identity for ρ as a reverse plane partition with entries
in N N. By Lemma 5.6, the toggles carried out in computing prohQ(ρ) as a reverse plane partition
with entries in N Ncan all be replaced with toggles for reverse plane partitions with entries in
[0, N ]. We conclude that promotion has order dividing h on reverse plane partitions with entries
in [0, N ], as desired. 
Remark 5.7. There is a different approach to proving Theorem 1.9, based on existing results
in the literature, which we now sketch. In [14], Grinberg and Roby study an operation called
birational rowmotion on maps from a poset to rational functions. They show that, if P is a
minuscule poset of type An, then birational rowmotion has order n+1 (which equals the Coxeter
number in this case). It is well understood that one can pass via tropicalization from a periodicity
statement about birational rowmotion to the corresponding statement about piecewise-linear
rowmotion.
Piecewise-linear rowmotion is an operation very similar to the (piecewise-linear) promotion
that we have been studying. In particular, piecewise-linear rowmotion is also defined as a com-
position of toggles in which each element of the poset is toggled once; the difference is in the
order in which the toggles are carried out.
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Figure 7. In constructing P˜
i
Q,m(M), we replace elements by a chain whose length
is the multiplicity of the corresponding representation in M .
It follows from work of Striker and Williams that piecewise-linear rowmotion and promotion
correspond to conjugate elements in the toggle group [30, Lemmas 5.1 and 5.2]; the statements
of these results are in more restrictive generality, but the proofs apply in our setting. The
Striker–Williams result implies that the order of piecewise-linear promotion and piecewise-linear
rowmotion are the same. This implies Theorem 1.9 for minuscule posets of type An. It is
possible to deduce the result for the minuscule poset of type Dn and the choice of one of the two
antennae as minuscule vertex via an unfolding argument to type A2n−3. The remaining cases can
presumably be dealt with by directly analyzing the behaviour of birational promotion, though
we have not carried this out.
We also remark that in type An with minuscule node m, the periodicity of proQ follows from
the tropical version of Am−1 × An−m Zamolodchikov periodicity. See [27, Section 4.4] for more
on this. Periodicity of proQ acting on reverse plane partitions for other minuscule posets does
not seem to be related to Zamolodchikov periodicity.
6. Type A
For this section, we fix a type An quiver Q and a vertex m (which is necessarily minuscule).
6.1. Posets. In type A, for M ∈ CQ,m, we can give an explicit combinatorial description of the
entries of ρQ,m(M) in pi
−1(i) in terms of certain combinatorial invariants of a poset P˜
i
Q,m(M).
To construct P˜
i
Q,m(M) from PQ,m, first form the full subposet of PQ,m whose elements are in-
decomposable summands of M that are supported at vertex i. Then, replace each element in
this subposet with a chain whose length is the multiplicity of the corresponding indecomposable
summand of M as shown in Figure 7. We define P˜
i
Q,m(M) to be the resulting poset.
For any poset P, let ∆k(P) denote the largest cardinality of a subset of the elements of P that
may be partitioned into k disjoint chains. By convention, ∆0(P) = 0.
Proposition 6.1. Let M be a representation belonging to CQ,m. Let λi = (λi1, . . . , λik) denote
the partition on τ -orbit i of ρQ,m(M). Then
(2) λij = ∆j(P˜
i
Q,m(M))−∆j−1(P˜
i
Q,m(M)).
Proof. Let I(P˜
i
Q,m(M)) denote the incidence algebra of P˜
i
Q,m(M): the set of |P˜
i
Q,m(M)|×|P˜
i
Q,m(M)|
complex matrices E such that Eij 6= 0 implies i ≤ j in P˜iQ,m(M). Define a strongly generic nilpo-
tent element of I(P˜
i
Q,m(M)) to be a matrix in I(P˜
i
Q,m(M)) with the property that the entries
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Eij for i < j are independent transcendentals over Q and the entries Eii are zero. A result of
Gansner [9, Theorem 2.1], which is also explained in [6], shows that if X is a strongly generic
nilpotent matrix in I(P˜
i
Q,m(M)), then the sizes of the Jordan blocks of X satisfy (2).
By choosing a basis for each Hom(V,W ) for V and W indecomposable representations in CQ,m,
we can interpret Gansner’s matrix X as defining a nilpotent endomorphism of M . The image of
the totally generic matrices under change of basis is dense in the endomorphisms of M . Thus,
given Gansner’s result that they all have the same Jordan form given by (2), this must be the
Jordan form of a generic nilpotent endomorphism in our sense as well. 
Remark 6.2. There is no obvious analogue of Theorem 6.1 in other types. This stems from the
fact that some of the indecomposable representations have vector spaces of rank greater than
one at one or more vertices of the quiver.
6.2. Type A examples. Suppose we start with the type A quiver Q shown in Figure 8, where
3 is the chosen minuscule vertex. The corresponding AR quiver is also shown in the figure. The
type A minuscule poset PQ,m associated with vertex 3 is shown in black in the figure.
We denote a representation M as a labeling of the poset PQ,m, where the label at a vertex
denotes how many copies of the corresponding indecomposable are in M . The representation M
in Figure 8 contains 4 copies of the indecomposable with dimension vector 11100 and 3 copies of
the indecomposable with dimension vector 01100.
The order we use to compute ρQ,m(M) is indicated in the subscripts on the AR quiver. The
procedure is shown step by step in the 12 fillings in Figure 8. In future sections, it will be useful
to realize the resulting reverse plane partition as a reverse plane partition for the Young diagram
of shape (3, 3, 3), as shown.
Figure 9 shows another example using a different orientation Q and a representation that
assigns the same multiplicities to the representations with the same dimension vectors as above.
In this figure, we show how to carry out the algorithm by identifying the intermediate fillings
with fillings of a Young diagram.
A reader who is familiar with the known bijections between multisets of rim hooks of a
Young diagram and reverse plane partitions of the same Young diagram can check that the
example in Figure 8 agrees with the well-known Hillman–Grassl correspondence and the example
in Figure 9 agrees with a generalization of the RSK correspondence first described by Pak [22]
and Berenstein–Kirillov [2] and later by Sulzgruber [32] and Hopkins [17]. In fact, this is not a
coincidence, and we make the correspondence precise in Sections 6.3 and 6.4.
6.3. The Hillman–Grassl Correspondence. A rim hook of the Young diagram λ is a con-
nected strip of border boxes in λ such that the result of removing these boxes is again a Young
diagram. The Hillman–Grassl correspondence [16] is a bijection between multisets of rim hooks
of λ and the set of reverse plane partitions of λ. For detailed explanation, we recommend [29].
Let M be a representation in CQ,m. Then as shown in Figure 8, ρQ,m(M) can be viewed
as a reverse plane partition of the Young diagram of shape m(n+1−m). We may identify the
indecomposable summands of M as rim hooks of m(n+1−m) by reading through the southeast
border of m(n+1−m) from southwest to northeast and including a box in the rim hook exactly
when the corresponding entry in the dimension vector of the indecomposable is 1. See Figure 10.
In this way, we may identify M with a multiset of rim hooks of m(n+1−m). Given a multiset M
of rim hooks of m(n+1−m) (i.e., an M in CQ,m), let HG(M) denote the reverse plane partition of
shape m(n+1−m) obtained using the Hillman–Grassl correspondence.
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001006 000103 000011
011009 001105 000112
011108 001114
011117
1110013
1111012
1111111
1000015 0100010
1100014
M =
0
3 1
1 1
0
4
0
2
0
0 0
0 1
0
0
0
0
0
0 2
0 1
0
0
0
0
2
0 2
0 1
0
0
0
0
2
0 2
0 1
1
0
0
0
2
0 2
3 0
1
0
0
0
2
6 0
3 0
1
0
0
0
4
6 0
3 0
1
0
0
0
4
6 0
3 0
1
0
0
3
4
6 0
3 0
2
0
3
3
4
6 0
2 0
2
10
3
3
4
8 2
2 0
2
10
3
3
6
8 2
2 0
2
10
3
3
= ρQ,m(M)
0 2 3
2 2 3
6 8 10
Figure 8. The top left image is the AR quiver associated with the quiver Q =
1 ← 2 ← 3 ← 4 ← 5 with chosen minuscule vertex 3. The dimension vectors
with support on vertex 3 are black, while the others are gray. The top right image
represents a representation M whose indecomposable summands all have support
on vertex 3. The images below show the steps in computing ρQ,m(M), and the
bottom right shows the corresponding reverse plane partition of a Young diagram.
Theorem 6.3. Let Q be a type An quiver with chosen minuscule vertex m and the following
orientation.
Q = 1← 2← · · · ← n− 1← n
Then for any M ∈ CQ,m, ρQ,m(M) = HG(M).
Proof. We consider the vertices of PQ,m to be a grid and index the vertices by letting its minimal
element be (n + 1 −m, 1), its maximal element be (1,m). See Figure 11. The indecomposable
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1110013 000108 000013
0110014 111109 000114
0111010 111115
011117 110002
010006
0010015
0011012
0011111 100001
M =
4
3 0
1 1
0
0
1
2
1 0 0
0 0 0
0 0 0
1 1 0
0 0 0
0 0 0
1 1 0
1 0 0
0 0 0
0 1 0
1 2 0
0 0 0
0 1 3
1 2 4
0 0 0
0 1 3
1 2 4
5 0 0
0 1 3
1 2 4
5 8 0
1 1 3
1 3 4
5 8 8
= ρQ,m(M)
Figure 9. The top left image is the AR quiver associated with the quiver Q =
1 → 2 → 3 ← 4 ← 5 with chosen minuscule vertex 3. The dimension vectors
with support on vertex 3 are black, while the others are gray. The top right image
represents a representation M whose indecomposable summands all have support
on vertex 3. The lower images show the steps in computing ρQ,m(M), shown on
the corresponding Young diagram.
←→ 00110
Figure 10. A rim hook and the corresponding dimension vector.
representation in position (i, j) has dimension vector
0 · · · 0︸ ︷︷ ︸
j−1
1 · · · 1 1©1 · · · 1 0 · · · 0︸ ︷︷ ︸
i−1
,
where the mth entry is circled. See Figure 8 for an example.
Fix representation M in CQ,m. Then if k ≤ m, the indecomposables in P˜kQ,m(M) are exactly
those of PQ,m that are in positions (i, j) with j ≤ k and also are summands of M . If k > m, the
indecomposables in P˜
k
Q,m(M) are exactly those of PQ,m in positions (i, j) with i ≤ n+ 1− k and
also are summands of M .
It is straightforward to see that the cardinalities of disjoint unions of chains in these P˜
k
Q,m(M)
correspond to the sizes of the A-chains that determine HG(M) as described in [10]. 
Remark 6.4. The Hillman–Grassl correspondence for any partition λ can be constructed using
subrectangles of λ that contain the top left corner of λ. There will be one subrectangle for
each diagonal of λ, where the box corresponding to diagonal i has as its bottom right corner the
southeasternmost box on diagonal i and has as its top left corner the top left box of λ. To perform
the Hillman–Grassl algorithm on shape λ, it suffices to perform it on each of these rectangles.
This follows easily from the Greene–Kleitman invariants for Hillman–Grassl (see for example [10,
Theorem 3.3]). We can thus recover the Hillman–Grassl correspondence from ρQ,m(−)—one map
for each subrectangle—for any shape λ.
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(n+ 1−m,n)
(1, n)
(n+ 1−m, 1)
(1, 1)
Figure 11. Indexing of elements of PQ,m.
6.4. The RSK correspondence. One can consider the classical Robinson–Schensted–Knuth
correspondence [20, 26, 28] to be a bijection between the set of n× n matrices with entries in N
and the set of reverse plane partitions of an n × n square. We recommend [17, Section 1] for a
detailed explanation of this. We can consider an n× n matrix with entries in N to be a multiset
of rim hooks of the n × n square by equating an entry k in position (i, j) with k copies of the
rim hook whose northeasternmost box is in row i and whose southwesternmost box is in column
j. We can thus view Robinson–Schensted–Knuth as a bijection between multisets of rim hooks
of a square and reverse plane partitions of that square.
In [22] and [2], the authors generalize this bijection to obtain a correspondence between
multisets of rim hooks of any partition shape λ and reverse plane partitions of λ that involves
toggles. We denote this correspondence by RSK and recommend [17, Section 2] for further details
about this bijection.
We argue that our bijection ρQ,m recovers RSK for rectangles. We again use the identification
between rim hooks of a rectangle and dimension vectors of indecomposable representations in
CQ,m from Section 6.3. Let RSK(M) denote the reverse plane partition obtained using the
multiset of rim hooks determined by M . The following result is illustrated in Figure 9.
Theorem 6.5. Let Q be a type An quiver with chosen minuscule vertex m and the following
orientation.
Q = 1→ · · · → m← · · · ← n
Then for any M ∈ CQ,m, ρQ,m(M) = RSK(M).
Proof. One checks that PQ,m is an order ideal inside of the AR quiver of Q, where we think of
the AR quiver as a poset. It follows that, using the piecewise-linear description of GenJF(−)
given in Section 4.3, any nontrivial τ -orbit toggle performed when constructing an intermediate
filling ρk corresponds to adding a box to the Young diagram. (This is in contrast to our toggling
description of Hillman–Grassl in Figure 8, where steps 10, 14, and 15 of the algorithm involve
non-trivial toggles with no additional boxes being added to the Young diagram.)
Indexing PQ,m as in the proof of Theorem 6.3, we have that the dimension vector in position
(i, j) is shown below, where the mth entry is circled.
0 · · · 0 1 · · · 1︸ ︷︷ ︸
j−1
1©1 · · · 1 0 · · · 0︸ ︷︷ ︸
i−1
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See Figure 9 for an example. Comparing the algorithm from Section 4.3 to the description of
RSK in [17, Section 2], it is immediately clear that they coincide. This proves the result. 
Remark 6.6. We could alternatively prove Theorem 6.5 in a way similar to the proof of Theo-
rem 6.3. See, for example, [11, Section 6] for the corresponding description of RSK.
Remark 6.7. Similarly to Remark 6.4, we can recover the RSK correspondence for any shape λ
using our map M 7→ ρQ,m(M) as the RSK correspondence can be constructed using subrectangles
of λ (see for example [11, Theorem 6.1]).
Remark 6.8. Fix n and m ∈ {1, . . . , n}. For each type An Dynkin quiver, we obtain a bijection
ρQ,m(−) that we can think of as a map between multisets of rim hooks of m(n+1−m) and reverse
plane partitions of m(n+1−m). We have shown that for two particular orientations, we recover the
Hillman-Grassl and RSK correspondences. For other orientations, we obtain different bijections.
We demonstrate this with an example.
We begin with the quiver
Q = 1← 2→ 3← 4→ 5
with minuscule vertex 3 and use the following multiset of rim hooks of the 3-by-3 rectangle.
01100, 01110, 11111, 11111, 00110, 00110
This multiset of rim hooks determines the representation M of the quiver Q shown below. We
then obtain ρQ,m(M) as shown. We leave it to the reader to check that both Hillman–Grassl and
the RSK correspondences with this same multiset of rim hooks yield a reverse plane partition
where the maximal element is labeled with 0.
001109 110004
0011111 111106 010001
111118 011103
011117 000102
000115
0010013
1110012
0110010
0000114
1000015
M =
2
0 0
2 1
0
0
0
1
ρQ,m(M) =
2
3 2
2 1
1
3
3
2
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