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iii1 April 3—Inversion Theorem
Besides the “text” [10], we shall refer to (for example) the books [8] and [2].
The class will meet as follows
MW 11:00-11:50 ET204
Th 11:00-12:30 MSTB 256 (or 254)
1.1 Fourier Integrals
For f ∈ L1 = L1(R), the Fourier transform is deﬁned by
ˆ f(ω) =
Z
f(t)e
−iωt dt =
Z ∞
−∞
f(t)e
−iωt dt (ω ∈ R).
The map f 7→ ˆ f is a bounded operator from L1 to L∞.
Exercise 1 If g ∈ L1 and is positive with integral 1, then for all continuous
functions on R with compact support,
lim
s→0
Z
gs(t)φ(t)dt = φ(0),
where gs(t) = s−1g(s−1t).
In the proof of Theorem 1.1, we shall use the fact that if f(t) = e−t2, then
ˆ f(ω) = π1/2e−ω2/4.
Theorem 1.1 (Theorem 2.1,p.23) If f ∈ L1 and if ˆ f ∈ L1, then
f(t) =
1
2π
Z
ˆ f(ω)e
iωt dω (t ∈ R).
Proof: Deﬁne
I(t) =
1
2π
Z
ω
Z
u
f(u)e
−2ω2/4e
iω(t−u) dudω.
By Lebesgue Dominated Convergence,
I(t) =
1
2π
Z
ω
ˆ f(ω)e
−2ω2/4e
iωt dω →
1
2π
Z
ˆ f(ω)e
iωt dω.
By Fubini’s Theorem
I(t) =
1
2π
Z
u
Z
ω
f(u)e
−2ω2/4e
iω(t−u) dω du.
Therefore
I(t) =
Z
u
 1
2π
Z
ω
e
−2ω2/4+iω(t−u) dω

f(u)du =
Z
u
g(t − u)f(u)du,
where g(x) = −1g1(−1x) and g1(x) = π−1/2e−x2.
Exercise 2 Complete (if possible) the proof of Theorem 1.1 by showing that
I(t) → f(t).
12 Wednesday April 5—Plancherel Theorem
and Uncertainty Principle
2.1 Elementary Properties of the Fourier Transform
The space L1 = L1(R) is a Banach *-algebra with convolution as product
and f∗(t) = f(−t) as involution. The convolution of two functions f,g ∈ L1
is deﬁned by
f ∗ g(x) =
Z
f(y)g(x − y)dy.
Theorem 2.1 (Theorem 2.2,p.24) If f,h ∈ L1, then g := h ∗ f ∈ L1 and
ˆ g(ω) = ˆ h(ω) ˆ f(ω).
Proof:
ˆ g(ω) =
Z
e
−itωh ∗ f(t)dt =
Z
t
(
Z
u
f(t − u)h(u)du)e
−iωt dt
=
Z
u
(
Z
t
f(t − u)e
−iωt dt)h(u)du =
Z
u
(
Z
t
f(t)e
−iω(t+u) dt)h(u)du
=
Z
ˆ f(ω)h(u)e
−iωu du = ˆ f(ω)ˆ h(ω).
2
Elementary properties of the Fourier transform (see [10, p. 25])
2.2 Plancherel Theorem
Theorem 2.2 (Theorem 2.3,p.26) If f,h ∈ L1 ∩ L2, then
Z
f(t)h(t)dt =
1
2π
Z
ˆ f(ω)ˆ h(ω)dω.
Proof: With h∗ deﬁned by h∗(t) = h(−t), we have
ˆ h∗(ω) =
Z
h(−t)e
−iωt dt =
Z
h(t)e
iωt dt =
Z
h(t)e−iωt dt = ˆ h(ω).
So with g := f ∗ h∗, ˆ g(ω) = ˆ f(ω) ˆ h∗(ω) = ˆ f(ω)ˆ h(ω). Hence, by Theorem 1.1,
Z
f(u)h(u)du = g(0) =
1
2π
Z
ˆ g(ω)dω =
1
2π
Z
ˆ f(ω)ˆ h(ω)dω.
Exercise 3 Correct the proof of Theorem 2.2 by showing independently (if
possible) that if f ∈ L1 ∩ L2, then ˆ f ∈ L2.
Examples of Fourier transforms (see [10, p. 27])
22.3 Uncertainty Principle
Uncertainty Principle (see [10, p. 30]) The state of a one-dimensional
particle is described by a wave function f ∈ L2.
• The probability density that this particle is located at t is 1
kfk2|f(t)|2
• The probability density that its momentum is equal to ω is 1
2πkfk2| ˆ f(ω)|2
• The average location of this particle is u = 1
kfk2
R
f|f(t)|2 dt
• The average momentum of this particle is ξ = 1
2πkfk2
R
ω| ˆ f(ω)|2 dω
• The temporal variance around the average location is
σ
2
t =
1
kfk2
Z
(t − u)
2|f(t)|
2 dt
• The frequency variance around the average momentum is
σ
2
ω =
1
2πkfk2
Z
(ω − ξ)
2| ˆ f(ω)|
2 dω
Theorem 2.3 (Theorem 2.5,p.31) σ2
tσ2
ω ≥ 1/4, with equality holding if
and only if f(t) = aexp(iξt − b(t − u)2) for a,b ∈ C, u,ξ ∈ R.
Proof:1
Step 1 We may assume that u = ξ = 0. The general case reduces to this
by considering the function g(t) = e−iξtf(t + u).
Step 2 Since iω ˆ f(ω) is the Fourier transform of f0(t), by Plancherel’s theo-
rem and the Schwarz inequality
σ
2
tσ
2
ω =
1
2πkfk4
Z
|tf(t)|
2 dt
Z
|ω ˆ f(ω)|
2 dω
=
1
kfk4
Z
|tf(t)|
2 dt
Z
|f
0(t)|
2 dt
≥
1
kfk4
Z
|tf(t)f
0(t)|dt
2
≥
1
kfk4
 


Z
tf(t)f
0(t)dt
 


2
1The proof of the inequality σ2
tσ2
ω ≥ 1/4 given here assumes that f is diﬀerentiable and
that
p
|t|f(t) → 0 as |t| → ∞. This suﬃces in general since such functions are dense in
L2
3Step 3 (|f0(t)|2)0 = f(t)f0(t) + f0(t)f(t)
Step 4



R
tf(t)f0(t)dt


 =



R
tf0(t)f(t)dt



Step 5 By integrating by parts, and using
q
|t|f(t) → 0,
Z
t(|f(t)|
2)
0 dt =


t|f(t)|
2



∞
−∞ −
Z
|f(t)|
2 dt = −kfk
2
Step 6 |
R
t(|f(t)|2)0 dt| =

 
R
t(f(t)f0(t) + f0(t)f(t))dt

  ≤ 2
R
|tf(t)f0(t)|dt
Step 7 kfk4 = |
R
t(|f(t)|2)0 dt|
2 ≤

2
R
|tf(t)f0(t)|dt
2
≤ 4σ2
tσ2
ωkfk4.
This proves the inequality. The proof of equality will be given later.
Theorem 2.4 (Theorem 2.6,p.32) If f 6= 0 has compact support, then ˆ f
cannot be zero on a whole interval. Similarly, if ˆ f 6= 0 has compact support,
then f cannot be zero on a whole interval.
3 Thursday April 6—Time-frequency proof
of Plancherel’s theorem; the uncertainty
principle revisited
Since we are following [8], we shall use the deﬁnition that is used there,
namely,
ˆ f(ω) =
Z
R
f(x)e
−2πixω dx for f ∈ L
1(R) and ω ∈ R.
3.1 The fundamental operators of time-frequency anal-
ysis
The fundamental operators of time-frequency analysis are
• Translation by x: Txf(t) = f(t − x) (t,x ∈ R)
• Modulation by ω: Mωf(t) = e2πiωtf(t) (t,ω ∈ R)
The products TxMω and MωTx are called “time-frequency shifts.”
Some properties of these operators are
• TxMω = e−2πiωxMωTx
• kTxMωfkp = kfkp for 1 ≤ p ≤ ∞
• (Txf) b= M−x ˆ f
4• (Mωf) b= Tω ˆ f
• (TxMωf) b= e−2πiωxTωM−x ˆ f
We’ll use the following two properties of derivatives and Fourier transforms
for suitably smooth f and k ≥ 1.
• d f(k)(ω) = (2πiω)k ˆ f(ω)
• ((−2πix)kf(x)) b(ω) = ˆ f(k)(ω)
3.2 Plancherel Theorem
Lemma 3.1 ([8, Lemma 1.5.1. p. 17]) If ϕa(x) = e−πx2/a, then ˆ ϕa(ω) =
a1/2ϕ1/a(ω).
Proof: ϕ0
a(x) = (−2πx/a)ϕa(x) which can be written as Xϕa(x) = (−a/2π)ϕ0
a(x)
where X is the operator of multiplication by x: Xg(x) = xg(x). Then
ˆ ϕ
0
a(ω) = (−2πiXϕa)
ˆ(ω) = (−2πi)(−a/2π)ϕ
0
a(ω)
= (iaϕ
0
a)
ˆ(ω) = ia(2πi)ˆ ϕa(ω).
Thus, ˆ ϕa is the solution of the diﬀerential equation y0 = −2aπxy, so
ˆ ϕa(ω) = Ce−πaω2, with C = ˆ ϕa(0) = a1/2. 2
Lemma 3.2 ([8, Lemma 1.5.2. p. 18]) For a > 0 and x,ω,u,η ∈ R,
(TxMωϕa|TuMηϕa) = (a/2)
1/2e
πi(u−x)(η+ω)ϕ2a(u − x)ϕ2/a(η − ω)
Proof:
Step 1 (ϕa|MωTxϕa) = e−πixω(a/2)1/2ϕ2a(x)ϕ2/a(ω)
proof: (ϕa|MωTxϕa) =
Z
e
−πt2/ae
−π(t−x)2/ae
−2πiωt dt
= e
−πx2/2a
Z
e
−2π(t−x/2)2/ae
−2πiωt dt
= ϕ2a(x)(Tx/2ϕa/2)
ˆ(ω) = e
−πixω(a/2)
1/2ϕ2a(x)ϕ2/a(ω)
Step 2 M−ωTu−xMη = e−2πiη(u−x)Mη−ωTu−x
proof: In the left hand side, substitute Tu−xMη = e−2πi(u−x)ηMηTu−x
Step 3
(TxMωϕa|TuMηϕa) = (ϕa|M−ωTu−xMηϕa)
= e
2πiη(u−x)(ϕa|Mη−ωTu−xϕa) (by Step 2)
= e
2πiη(u−x)e
−πi(u−x)(η−ω)(a/2)
1/2ϕ2a(u − x)ϕ2/a(η − ω) by Step 1)
= (a/2)
1/2e
πi(u−x)(η+ω)ϕ2a(u − x)ϕ2/a(η − ω)2
5Lemma 3.3 ([8, Lemma 1.5.3. p. 18]) For any a > 0, the set
{TxMωϕa : x,ω ∈ R}
is total in L2.
Proof: Will be given later.
Theorem 3.4 ([8, Theorem 1.1.2. p. 5]) The Fourier transform extends
from L1 ∩ L2 to a unitary operator on L2.
Proof: By Lemma 3.3, the set X = span{TxMωϕa : x,ω ∈ R} is dense
in L2. Let F denote the restriction of the Fourier transform to X. Since
F(TxMωϕ1) = M−xTω ˆ ϕ1 = e−2πixωTωM−xˆ ϕ1 = e−2πixωTωM−xϕ1, F(X) = X
is also dense in L2.
Claim: (TxMωϕ1|TuMηϕ1) = (F(TxMωϕ1)|F(TuMηϕ1))
Assuming this claim for the moment, if we write f =
Pn
1 ckTxkMωkϕ1 ∈ X,
then ˆ f =
Pn
1 ckFTxkMωkϕ1 and kfk2
2 = (f|f) =
P
k,l ckcl(TxkMωkϕ1|TxlMωlϕ1) =
P
k,l ckcl(FTxkMωkϕ1|FTxlMωlϕ1) = ( ˆ f| ˆ f) = k ˆ fk2
2, completing the proof.
The claim follows by two applications of Lemma 3.2. In the ﬁrst place,
FTxMωϕ1 = M−xFMωϕ1 = M−xTωFϕ1 = M−xTωϕ1, and similarly FTuMη =
M−uTηϕ1, so that
(F(TxMωϕ1)|F(TuMηϕ1)) = (M−xTωϕ1|M−uTηϕ1)
= (e
−2πixωTωM−xϕ1|e
−2πiuηTηM−uϕ1)
= e
−2πi(xω−uη)(TωM−xϕ1|TηM−uϕ1)
= e
−2πi(xω−uη)(1/2)
1/2e
πi(η−ω)(−u−x)ϕ2(η − ω)ϕ2(−u + x)
= (1/2)
1/2e
πi(ηu+ωu−ηx−ωx)ϕ2(η − ω)ϕ2(−u + x)
= (TxMωϕ1|TuMηϕ1)2
3.3 The uncertainty principle of Donoho and Stark
The results in this subsection might be proved later.
Theorem 3.5 ([8, Theorem 2.3.1,page 30]) Suppose that f ∈ L2(Rd) is
T-concentrated on T ⊂ Rd and ˆ f is Ω-concentrated on Ω ⊂ Rd, that is
 Z
Rd\T
|f|
2
!1/2
≤ Tkfk2 and
 Z
Rd\Ω
| ˆ f|
2
!1/2
≤ Ωk ˆ fk2.
Then |T||Ω| ≥ (1 − T − Ω)2.
Corollary 3.6 If f ∈ L2(Rd) is supported on T and ˆ f is supported on Ω,
then |T||Ω| ≥ 1.
One can use the Poisson summation formula to prove the following qual-
itative uncertainty principle.
Theorem 3.7 ([8, Theorem 2.3.3,page 32]) If f ∈ L1(Rd) is supported
on T, ˆ f is supported on Ω, and |T||Ω| < ∞, then f = 0.
64 Monday April 10, 2006
4.1 Completion of the proof of Theorem 2.3
Theorem 2.3 was proved under the assumption that f is diﬀerentiable and
that
q
|t|f(t) → 0 as |t| → ∞. There does not seem to be a simple density
argument to complete the proof. Moreover, the assumption is actually re-
dundant, given that you can assume without loss of generality that tf(t) and
ω ˆ f(ω) both belong to L2. Insight to this is from [7, p. 210], as follows.
If f is a distribution, then (f0) bis the distributional Fourier transform of its
distributional derivative, and it will follow from the assumption ω ˆ f(ω) ∈ L2
that (f0) b∈ L2 and therefore f0 ∈ L2 as well. More precise details follow.
First let’s recall some basic deﬁnitions for distributions. If f is a dis-
tribution, that is, a linear functional satisfying a continuity assumption on
the space of test functions (= C∞-functions with compact support), then its
distributional derivative is the distribution f0 deﬁned by hf0,ϕi = −hf,ϕ0i.
The distributional Fourier transform of f is the distribution ˆ f deﬁned by
h ˆ f,ϕi = hf, ˆ ϕi.
Thus
h(f
0)
ˆ,ϕi = hf
0, ˆ ϕi = −hf,(ˆ ϕ)
0i
= 2πi
Z
f(ω)ωˆ ϕ(ω)dω = 2πi
Z
ωf(ω)ψ(ω)dω
= i
Z
(ωf(ω))
ˆˆ ψ(ω)dω = i
Z
(ωf(ω))
ˆϕ(ω)dω,
where ψ(ω) := ˆ ϕ(ω) from which it follows that ˆ ψ = ϕ. This shows that
(f0) ˆ= i(ωf(ω)) ˆso that (f0) ˆ∈ L2 and therefore f0 ∈ L2.
What about the use of the assumption
q
|t|f(t) → 0 in the integration
by parts in Step 5? Not to worry. Since tf(t) ∈ L2 and f0 ∈ L2, we have
t|f(t)|2)0 = 2t(Ref(t))f0(t) ∈ L1 and since f is absolutely continuous (see
Exercise 4), by [14, p. 239], for each c < d,
Z d
c
t(|f(t)|
2)
0 dt =
h
t|f(t)|
2
id
c −
Z d
c
|f(t)|
2 dt.
Both limits limd→∞ d|f(d)|2 and limc→−∞ c|f(c)|2 exist, and they must both
be zero, otherwise |f|2 would be asymptotic to 1/|x|, which is not integrable.
2
Exercise 4 Prove that f in the proof of Theorem 2.3 is absolutely continu-
ous.
4.2 Absolute Convergence of Fourier series and the
proof of Lemma 3.3
The proof of the following lemma was distilled from the proof in several
variables in [12, Cor. 1.9,p. 249].
7Lemma 4.1 A periodic function on [0,2π] with a continuous ﬁrst derivative
is the uniform limit of its Fourier series.
Proof: Since f0 is in L2[0,2π] and (f0) ˆ(m) = 2πim ˆ f(m), we have
P
m∈Z(2πm)2| ˆ f(m)|2 <
∞. Then by Schwarz’s inequality,
X
m6=0
| ˆ f(m)| ≤
X
| ˆ f(m)|
2|2πm|
2
1/2 X
|2πm|
−2
1/2
< ∞,
so the Fourier series for f, namely,
P ˆ f(m)e2πimx converges uniformly. Since
this series converges to f in L2[0,2π], it converges to f uniformly. 2
Proof of Lemma 3.3: We leave it as a simple exercise, using translation
operators, that it suﬃces to prove the lemma in the case that a = 1. So
let X := span{TxMωϕ1 : x,ω ∈ R}. Let k be a C∞ function with compact
support on R, let K := maxx∈R |k(x)|eπx2 and let  > 0. Choose c > 0 such
that the support of k lies in [−c,c] and such that
R
|x|≥c e−2πx2 dx < 1
2( 
K+1)2.
Expand k(x)eπx2 as a Fourier series
P∞
−∞ bneπinx/c in L2[−c,c]. By Lemma 4.1,
the series converges uniformly to k(x)eπx2. Pick a partial sum s(x) =
P
|n|≤M bneπinx/c
so that supx∈[−c,c] |k(x)eπx2 − s(x)| < /
√
2 and ksk∞ ≤ K + 1.
Consider h(x) := s(x)ϕ1(x) =
P
|n|≤M bnMn/2ce−2πx2 which belongs to X.
Then
|k(x) − h(x)|
2 = |(k(x)e
πx2
− h(x)e
πx2
)e
−πx2
|
2 = |k(x)e
πx2
− s(x)|
2e
−2πx2
,
so that
kk − hk
2
2 =
Z
|x|≤c
|k(x)e
πx2
− s(x)|
2e
−2πx2
dx +
Z
|x|≥c
|s(x)|
2e
−2πx2
dx
≤
2
2
Z
|x|≤c
e
−2πx2
dx + (K + 1)
2
Z
|x|≥c
e
−2πx2
dx
≤
2
2
+
2
2
= 
2.
Since the C∞-functions with compact support are dense in L2, this shows
that X is dense in L2. 2
4.3 Does the Plancherel Theorem imply the L1-Inversion
Theorem?
Exercise 5 Show (if possible) by using integral operators, that Theorem 1.1
follows from Theorem 3.4
4.4 Unﬁnished business for chapter 2
• A proof of Theorem 2.3 based on commutators of self-adjoint operators
8• The proof of Theorem 3.7
• Proof for the case of equality in the uncertainty principle
• Proof of Theorem 2.4
• Problems, chapter 2
5 Wednesday April 19, 2006—Sampling ana-
log signals I
5.1 Poisson summation formula
We shall prove the following theorem in the case T = 1 following [13, pp.
117-119]. Let us ﬁrst recall that if δ = δ(t) denotes the Dirac distribution:
hδ,ϕi = ϕ(0), then hˆ δ,ϕi = hδ, ˆ ϕi = ˆ ϕ(0) =
R
ϕ(t)dt = h1,ϕi so that
ˆ δ = 1, or ˆ δ(ξ) = 1 for all ξ ∈ R. Next, letting Fx denote the Fourier
transform in the variable x, we have2 hFx(δ(x − y)),ϕi = hδ(x − y), ˆ ϕi =
ˆ ϕ(y) =
R
ϕ(ξ)eiyξ dξ = heiy ·,ϕi so that Fx(δ(x − y))(ξ) = eiyξ.
Theorem 5.1 (Poisson Formula [10, Theorem 2.4, p. 28]) In the sense
of distributions,
P∞
−∞ e−inTω = 2π
T
P∞
−∞ δ(ω − 2πk
T ).
Proof: Given a function ϕ : R → C, let Pϕ(x) =
P
k∈Z ϕ(x − 2kπ). Pϕ
exists as a 2π-periodic function if ϕ has compact support or decays rapidly
enough at inﬁnity. Expand Pϕ in a Fourier series Pϕ(x) ∼
P
ckeikx where3
ck = 1
2π
R 2π
0 Pϕ(x)e−ikx dx. We note that
ck =
1
2π
X
j∈Z
Z 2π
0
ϕ(x − 2πj)e
−ikx dx =
1
2π
X
j∈Z
Z −2π(j−1)
−2πj
ϕ(y)e
−iky dy
=
1
2π
Z ∞
−∞
ϕ(y)e
−iky dy =
1
2π
ˆ ϕ(−k).
Now compute Pϕ(0) in two ways. First, from the deﬁnition of Pϕ,
Pϕ(0) =
P
k∈Z ϕ(2πk) = h
P
k∈Z δ(x − 2πk),ϕi. Second, from inversion of
Fourier series,
Pϕ(0) =
X
k∈Z
d Pϕ(k) =
X
k∈Z
ck =
1
2π
X
k∈Z
ˆ ϕ(k)
=
1
2π
h
X
k∈Z
δ(x − k), ˆ ϕi =
1
2π
hF(
X
k∈Z
δ(x − k)),ϕi.
Equating these two values proves the theorem. 2
2The Fourier transform in [13] uses a plus sign
3Inconsistent with the previous footnote, the Fourier coeﬃcient in [13] uses a minus
sign
95.2 Sampling analog signals I
A uniform sampling of an analog signal f (f is in L2 but will usually be
continuous so that f(nT) makes sense) corresponds to a weighted Dirac
sum fd(t) =
P∞
−∞ f(nT)δ(t − nT), a distribution, with Fourier transform
(fd) ˆ(ω) =
P∞
−∞ f(nT)e−inTω.
In the following proposition we use the following two deﬁnitions. If f
is a distribution and ψ is a function of an appropriate regularity, then the
distribution ψf is deﬁned by hψf,ϕi = hf,ψϕi, and the distribution ψ ∗f is
deﬁned by hψ ∗ f,ϕi = hf, ˜ ψ ∗ ϕi, where ˜ ψ(t) := ψ(−t).
Proposition 5.2 ([10, Prop. 3.1, p. 43]) (fd) ˆ(ω) = 1
T
P∞
−∞ ˆ f(ω − 2kπ
T ).
Proof: Since f(nT)δ(· − nT) = fδ(· − nT), we havefd(t) =
P
n∈Z f(t)δ(t −
nT) = f(t)c(t), where c(t) =
P
n∈Z δ(t − nT) is a “Dirac comb.” From
fd = fc we shall show that ˆ fd = 1
2π
ˆ f ∗ ˆ c. We shall also show that ˆ f ∗ δ = ˆ f.
Assuming these two facts for the moment, we have from Proposition 5.1,
ˆ fd(ω) = 1
2π
ˆ f∗ˆ c(ω) = 1
2π
ˆ f∗
h
2π
T
P
k∈Z δ(ω − 2πk
T )
i
= 1
T
hP
k∈Z ˆ f ∗ δ(ω − 2πk
T )
i
=
1
T
hP
k∈Z ˆ f(ω − 2πk
T )
i
, as required.
It remains to show that if ψ is a function and f is a distribution, then
(ψf) ˆ = 1
2π
ˆ ψ ∗ ˆ f and ψ ∗ δ = ψ. In the ﬁrst place, h(ψf) ˆ,ϕi = hψf, ˆ ϕi =
hf, ˆ ˇ ψˆ ϕi = hf,( ˇ ψ ∗ ϕ) ˆi = h ˆ f, ˇ ψ ∗ ϕi. On the other hand, 1
2πh ˆ ψ ∗ ˆ f,ϕi =
1
2πh ˆ f, ˜ ˆ ψ ∗ ϕi = 1
2πh ˆ f, ˆ ˜ ψ ∗ ϕi. But, ˇ ψ = 1
2π
ˆ ˜ ψ so (ψf) ˆ = 1
2π
ˆ ψ ∗ ˆ f is proved.
As to ψ ∗ δ = ψ, hψ ∗ δ,ϕi = hδ, ˜ ψ ∗ ϕi = ˜ ψ ∗ ϕ(0) =
R ˜ ψ(y)ϕ(−y)dy = R
ψ(−y)ϕ(−y)dy = hψ,ϕi. 2
6 Thursday April 20, 2006—Sampling analog
signals II; Proof of Theorem 3.7
6.1 Sampling analog signals II
Theorem 6.1 ([10, Theorem 3.1, p. 44]) If the support of ˆ f lies in
[−π/T,π/T], then f(t) =
P∞
−∞ f(nT)hT(t − nT), where hT(t) =
sin(πt/T)
πt/T .
Proof: We start by noting that ˆ hT(ω) = T1[π/T,π/T](ω), which is the ﬁrst ex-
ample on [10, p. 27]. Next, by Proposition 5.2 and the assumption about the
support of ˆ f, ˆ fd(ω) = 1
T
P
n∈Z ˆ f(ω − 2πn
T ) = ˆ f(ω)/T for |ω| ≤ π/T. Putting
these two facts together results in ˆ f = ˆ hT ˆ fd = d hT ∗ fd so that f = hT ∗ fd =
hT∗[
P
n f(nT)δ(t−nT)] =
P
n f(nT)hT(t−nT), since hhT ∗ [δ(t − nT)],ϕi =
hδ(t − nT),˜ hT ∗ ϕi = ˜ hT∗ϕ(nT) =
R ˜ hT(nT−y)ϕ(y)dy =
R
hT(y−nT)ϕ(y)dy =
hhT(· − nT),ϕi. 2
10Exercise 6 Show that f(t) =
P∞
−∞ f(nT)hT(t − nT) converges in L2.
An example where the support of ˆ f is not included in [−π/T,π/T] :
f(t) = cosω0t. This is referred to as a high-frequency oscillation. The Fourier
transform ˆ f(ω) = π[δ(ω − ω0) + δ(ω + ω0)] has support equal to {ω0,−ω0}.
Now take ω0 ∈ (π/T,2π/T). Then
ˆ hT(ω) ˆ fd(ω) = [
1
T
X
k
ˆ f(ω −
2πk
T
)][T1[−π/T,π/T](ω)]
= π1[−π/T,π/T](ω)
X
k
[δ(ω − ω0 −
2πk
T
) + δ(ω + ω0 −
2πk
T
)]
= π[δ(ω + ω0 −
2π
T
) + δ(ω − ω0 −
2π
T
)].
Thus fd∗hT(t) = cos(2π
T −ω0) which is an oscillation with a lower frequency.
Note that, of course, fd∗hT 6= f. In such a case, one looks for ˜ f such that
the support of ˆ ˜ f lies in [−π/T,π/T] and kf − ˜ fk2 ≤ kf − gk2 for all g with
the support of ˆ g in [−π/T,π/T]. Since
kf − ˜ fk
2 =
1
2π
Z
| ˆ f − ˆ ˜ f|
2 dω =
1
2π
Z
|ω|>π/T
| ˆ f|
2 dω +
1
2π
Z
|ω|≤π/T
| ˆ f − ˆ ˜ f|
2 dω,
we choose ˜ f such that the second integral is zero, that is, such that ˆ ˜ f =
ˆ f1[−π/T,π/T] = 1
T
ˆ hT ˆ f, corresponding to ˜ f = 1
Tf ∗ hT.
Conclusion: The function ˜ f is called the ﬁltering of f and ˜ f can be
recovered from the samples ˜ f(nT) since the support of ˆ ˜ f lies in [−π/T,π/T].4
Proposition 6.2 ([10, Prop. 3.2, p. 47]) With hT(t) =
sin(πt/T)
πt/T , {hT(t −
nT)}n∈Z is an orthogonal basis of the subspace UT ⊂ L2 of functions f with
Fourier transform ˆ f supported in [−π/T,π/T]. If f ∈ UT, then f(nT) =
(1/T)(f(·)|hT(· − nT)).
Proof: Since FhT = ˆ hT = T1[−π/T,π/T], hT ∈ UT and we can calculate the
inner product by means of Parseval’s formula:
(hT(· − nT)|hT(· − pT)) =
1
2π
(FhT(· − nT)|FhT(· − pT))
=
1
2π
Z
T
21[−π/T,π/T](ω)e
−i(n−p)Tω dω = Tδp,n.
Thus {hT(· − nT)/
√
T}n∈Z is an orthonormal set in UT. It is a basis by
Exercise 6. Since f =
P√
Tf(nT)hT(· − nT)/
√
T, by properties of a basis √
Tf(nT) = (f|HT(· − nT)/
√
T). 2
4I’ll explain the meaing of the term “aliasing” in this context later
11The following well-known result is included here for completeness. Since
we already proved that a continuously diﬀerentiable function has an abso-
lutely and uniformly convergent Fourier series, and such functions are dense
in L2, it follows that the trigonometric polynomials are dense in L2, proving
the completeness of the orthonormal system {eikω}k∈Z.
Theorem 6.3 ([10, Theorem 3.2, p. 51]) {eikω}k∈Z is an orthonormal
basis of L2[−π,π].
6.2 Poisson formula revisited; proof of Theorem 3.7
Lemma 6.4 ([8, Lemma 1.4.1, p. 14]) If f ∈ L1 and α > 0, then
Z
R
f(x)dx =
Z α
0


X
k∈Z
f(x + αk)

 dx.
Proof: Let F(k,x) = f(x+αk), for (k,x) ∈ Z×[0,α]. Then
P
Z
R α
0 |F(k,x)|dx =
P
Z
R α
0 |f(x+kα)|dx =
P
Z
R α(k+1)
αk |f(x)|dx =
R
R |f(x)|dx < ∞ so by Tonelli’s
theorem the function F is integrable over the product space Z×[0,α]. Then,
by Fubini’s theorem,
Z
R
f(x)dx =
X
Z
Z α(k+1
αk
f(x)dx =
X
Z
Z α
0
f(x+kα)dx =
Z α
0
X
Z
f(x+αk)dx.2
Proposition 6.5 ([8, Proposition 1.4.2, p. 15]—Poisson summation)
If |f(x)| ≤ C(1 + |x|)−1− and | ˆ f(ω)| ≤ C(1 + |ω|)−1−, then
X
n∈Z
f(x + n) =
X
n∈Z
ˆ f(n)e
2πinx (1)
with both sums converging absolutely for every x ∈ R.
Proof: By the decay assumptions, both series converge absolutely. Let ϕ(x)
denote the left side of (1). The ϕ is one-periodic and integrable on [0,1] since R 1
0 |ϕ(x)|dx ≤
P
Z
R 1
0 |f(x + n)|dx =
R
R |f(y)|dy < ∞.
Compute the Fourier coeﬃcients of ϕ|[0,1] as follows, using Lemma 6.4
at one point: ˆ ϕ(n) =
R 1
0 ϕ(x)e−2πinx dx =
R 1
0
P
Z f(x + k)e−2πin(x+k) dx =
R
R f(x)e−2πinx dx = ˆ f(n). Since
P
Z | ˆ f(n)| < ∞, ϕ is the absolutely conver-
gent limit of its Fourier series, proving (1). 2
Remark 6.6 If f is as in Proposition 6.5, then for every x,ω ∈ R,
X
n∈Z
f(n − x)e
2πiω(n−x) =
X
n∈Z
ˆ f(n − ω)e
−2πinx.
12Proof: In (1), rewritten with the variable changed to t, that is,
X
n∈Z
f(t + n) =
X
n∈Z
ˆ f(n)e
2πint
replace f by TxMωf and set t = 0. You will get
X
Z
f(n−x)e
2πiω(n−x) =
X
Z
TxMωf(n) =
X
Z
(TxMωf)
ˆ(n) =
X
Z
ˆ f(n−ω)e
−2πixn,
as required. 2
Proof of Theorem 3.7: We may assume without loss of generality that
|T| < 1; otherwise, you can replace f(x) by f(ax) for a suitable a > 0. From
Lemma 6.4,
Z 1
0
X
Z
1T(x + n)dx =
Z
R
1T(x)dx = |T| < 1 (2)
and Z 1
0
X
Z
1Ω(ω + n)dω = |Ω| < ∞. (3)
From (3) it follows that
P
Z 1Ω(ω + n) is ﬁnite for almost every ω ∈ [0,1]
so that
The cardinality of {n ∈ Z : ˆ f(ω+n) 6= 0} is ﬁnite for almost every ω ∈ [0,1].
(4)
From (2) it follows that
There is a set ˜ T ⊂ [0,1] such that |˜ T| > 0, f(x + n) = 0, ∀n ∈ Z, ∀x ∈ ˜ T.
(5)
(Otherwise, the integral would be equal to 1.)
For each b ∈ [0,1], let ϕb(x) be the “periodization” of Mbf, that is, ϕb(x) =
P
Z f(x + n)e2πib(x+n). By Remark 6.6, ϕb(x) =
P
Z ˆ f(n − b)e2πinx. Then by
(4), ϕb is a trigonometric polynomial for a. e. b ∈ [0,1] and by (5), ϕb(x) = 0
for all x ∈ ˜ T and a. e. b ∈ [0,1].
However, a trigonometric polynomial cannot vanish on a set of positive
measure unless it vanishes identically. Thus ϕb(x) = 0 for a. e. x ∈ R and
for a. e. b ∈ [0,1], so that ˆ f(n − b) = 0 for a. e. b ∈ [0,1] and all n ∈ Z.
Hence, ˆ f = 0, and f = 0. 2
7 Monday April 24, 2006—Discrete and Fast
Fourier transform
7.1 Discrete Fourier Transform
All proofs in this subsection are straightforward. However, I am including
them for the convenience of the lazy reader.
13For a function g on R of period P, the Fourier coeﬃcients are given
by ck = 1
P
R P
0 g(x)ei2πkx/P dx. Let’s approximate ck by a Riemann sum:
ck ∼ 1
P
PN−1
0 g(xj)e−i2πkxj/P(P/N), where xj = jP/N, j = 0,...,N − 1.
We can thus write
ck ∼
1
N
N−1 X
0
g(jP/N)e
−2πijk/N.
This motivates the following deﬁnition. Give {hj}
N−1
j=0 ⊂ C, the discrete
Fourier transform of {hj}
N−1
j=0 is the sequence {Hk}k∈Z deﬁned by
Hk =
N−1 X
0
hje
−i2πkj/N.
The discrete Fourier transform satisﬁes the following three properties: Let
Hk be the DFT of hj and Gk the DFT of gj.
linearity For scalars a,b, aHk + bGk is the DFT of ahj + bgj.
Proof: Let kj = ahj+bgj. Then Kk =
PN−1
0 kje−i2πkj/N =
PN−1
0 (ahj+
bgj)e−i2πkj/N = aHk + bGk.
periodicity Hk+N = Hk for k ∈ Z
Proof: Let W = e−i2πjk/N. Then Hk+N =
PN−1
0 hjW j(k+N) =
PN−1
0 hjW jk(W N)j =
PN−1
0 hjW jk = Hk.
inversion hj = 1
N
PN−1
0 Hkei2πjk/N
Proof: With W = e−i2πjk/N, we have
1
N
N−1 X
0
Hke
i2πjk/N =
1
N
N−1 X
0
HkW
−jk =
1
N
N−1 X
0
[
N−1 X
m=0
hmW
mk]W
−jk =
1
N
N−1 X
m=0
hm[
N−1 X
k=0
W
(m−j)k] = hj.
Given a ﬁnite sequence {Gk}
N−1
0 ⊂ C, the inverse DFT is deﬁned by
gj =
PN−1
0 Gkei2πjk/N, for j ∈ Z. Linearity, periodicity, and inversion also
hold for the inverse DFT. The inversion formula is Gk = 1
N
PN−1
0 gje−i2πkj/N.
Two other properties of the DFT are
periodicity HN−k = H−k for k ∈ Z
Proof: This is trivial.
Parseval equality
PN−1
0 |hj|2 = 1
N
PN−1
o |Hk|2
Proof:
N−1 X
j=0
|hj|
2 =
N−1 X
j=0


 

1
N
N−1 X
k=0
Hke
i2πjk/N


 

2
=
1
N2


N−1 X
j=0
Hke
i2πjk/N


 N−1 X
l=0
Hle
−i2πjl/N
!
14=
1
N2
N−1 X
j=0
N−1 X
k,l=0
HkHle
i2πj(k−l)/N =
1
N2
N−1 X
k,l=0


N−1 X
j=0
e
i2πj(k−l)/N

HkHl
=
1
N2
N−1 X
k=0
N|Hk|
2 =
1
N
N−1 X
k=0
|Hk|
2.
7.2 Fast Fourier Transform
Let {Xk} be the DFT of {xm} so that
Xk =
N−1 X
0
xmW
mk (6)
where W = e−i2π/N.
We now suppose that N = N1N2 and note that 0 ≤ m ≤ N − 1 if and
only if m = N1m2 + m1 where 0 ≤ m1 ≤ N1 − 1 and 0 ≤ m2 ≤ N2 − 1.
Similarly, 0 ≤ k ≤ N −1 if and only if k = N2k1 +k2 where 0 ≤ k1 ≤ N1 −1
and 0 ≤ k2 ≤ N2 − 1.
Now we can rewrite (6) as
XN2k1+k2 =
N−1 X
m1=0
N−1 X
m2=0
xN1m2+m1W
(N1m2+m1)(N2k1+k2)
=
N−1 X
m1=0
W
N2m1k1W
m1k2
N−1 X
m2=0
xN1m2+m1W
N1m2k2 (since W
N1N2m2k1 = 1)
=
N−1 X
m1=0
W
m1k1
1 W
m1k2
N−1 X
m2=0
xN1m2+m1W
m2k2
2 ,
where W1 = e−i2π/N1 = W N2 and W2 = e−i2π/N2 = W N1.
Thus, the computation of Xk, where k = N2k1 + k2, is accomplished in
three steps.
Step 1 For ﬁxed m1 and k2, let Ym1,k2 =
PN−1
m2=0 xN1m2+m1W
m2k2
2 . Then
{Ym1,k2}
N2−1
k2=0 is the DFT of {xN1m2+m1}
N2−1
m2=0.
Step 2 Multiply Ym1,k2 by the “twiddle factors” W m1,k2.
Step 3 Compute the DFT {Zk1}
N1−1
k1=0 of {zm1 := W m1k2Ym1,k2}
N1−1
m1=0; of course,
Zk1 = XN2k1+k2.
We shall now discuss the “complexity issues” associated with the direct
DFT and the “3 step”-DFT. The direct computation using (6) involves
(N − 1)2 multiplications and N2 additions. In what follows, we shall not
15bother with the additions5. Also, for simplicity, let’s call this (at most) N2
multiplications.
Compare this with the complexity of the “3-step”-DFT. Step 1 consists
of taking N1 DFTs of N2 terms, hence there are N1N2
2 multiplications to
perform. Step 2 consists of taking N1N2 multiplications. Step 3 consists of
N2 DFTs of N1 terms, hence requires N2N2
1 multiplications. Thus the direct
DFT method requires N2
1N2
2 = (N1N2)(N1N2) multiplications and the “3-
step”-DFT requires (only) N1N2(N1 +N2 +1) multiplications. For example,
for N1 = N2 = 100, the direct method requires about 50 times the number
of multiplications.
Let us now look at the so-called Radix-2 FFT-algorithm. Consider a DFT
Xk of an N-point sequence xm with N = 2t and let N1 = 2 and N2 = 2t−1.
Then, since W N/2 = −1,
Xk =
N/2−1 X
m=0
x2mW
2mk + W
k
N/2−1 X
m=0
x2m+1W
2mk for 0 ≤ k ≤ N/2 − 1,
and
Xk+N/2 =
N/2−1 X
m=0
x2mW
2mk − W
k
N/2−1 X
m=0
x2m+1W
2mk for 0 ≤ k ≤ N/2 − 1.
Here, the computation of an N-point DFT is computed by two DFTs of
length N/2, namely
PN/2−1
m=0 x2m(W 2)mk and
PN/2−1
m=0 x2m+1(W 2)mk, plus N/2
multiplications by W k. (Again, we are ignoring the additions.)
Now each of these DFTs can be split into two DFTs of length N/4 together
with N/4 multiplications by W 2k. Thus, at this stage the N2 multiplications
required by the direct DFT have been replaced by 2(N/2)2 + 2(N/4) multi-
plications. Repeating this bisection procedure for t steps, and observing that
computing a 1-point DFT involves no multiplications at all, you will have in
the end replaced N2 multiplications by tN/2 = (N/2)log2 N multiplications.
This is the well-known reduction in complexity for the FFT.
The discussion of the fast Fourier transform given here is from [11, chap.
4] (which is reference [51] in [10]). The original paper that introduced the
fast Fourier transform (FFT) technique is [3], which is reference 4.6 in [11].
A more recent paper that surveys FFT algorithms is [6] (which is reference
[177] in [10]). The papers [3] and [6] can be downloaded from my website:
https://math.uci.edu/∼brusso/211as06.html.
5Addition is easier than multiplication, even for a computer.
168 Wednesday April 26, 2006—Time-frequency
atoms I: Windowed Fourier Transform
8.1 Uncertainty revisited in the context of time-frequency
Let us revisit the uncertainty principle and compare the “Fourier Kingdom”
(FK) terminology with a “Time meets Frequency” (TF) version.
(1)
FK: the state of a 1-dimensional particle is a wave function f ∈ L2
TF: a signal f ∈ L2 is correlated with a family of waveforms {φγ} ⊂ L2 with
kφγk = 1 called time-frequency atoms. The linear time-frequency transform
of f ∈ L2 is
Tf(γ) =
Z
R
f(t)φγ(t)dt
We shall study two instances of this. The windowed Fourier trans-
form is the case γ = (ξ,u) ∈ R2 and φγ(t) = gξ,u(t) = eiξtg(t−u)
for a ﬁxed “window” g ∈ L2. The wavelet transform uses γ =
(s,u) ∈ (0,∞) × R and φγ(t) = ψs,u(t) = ψ((t − u)/s)/
√
s for a
ﬁxed “wavelet” ψ ∈ L2. The corresponding transforms are then6
Sf(u,ξ) = (f|g)u,ξ) =
Z
f(t)g(t − u)e
−iξt dt
and
Wf(u,s) = (f|ψu,s) =
Z
f(t)
1
√
s
ψ
t − u
s

dt.
(2)
FK: the probability density that the particle is located at t is kfk−2|f(t)|2
and the average location is u = kfk−2 R
t|f(t)|2 dt
TF: |φγ(t)|2 is a probability density centered at uγ =
R
t|φγ(t)|2 dt
(3)
FK: the probability density that the particle’s momentum is equal to ω is
1
2πkfk2| ˆ f(ω)|2 with average momentum ξ = 1
2πkfk2|
R
ω| ˆ f(ω)|2 dω
TF: 1
2π|ˆ φγ(ω)|2 is a probability density and the center frequency of ˆ φγ is
ξγ =
1
2π
Z
ω|ˆ φγ(ω)|
2 dω
(4)
FK: the temporal variance around the average location is σ2
t = 1
kfk2
R
(t −
u)2|f(t)|2 dt and the frequency variance around the average momentum is
σ
2
ω =
1
2πkfk2
Z
(ω − ξ)
2| ˆ f(ω)|
2 dω
6S is for “short-time Fourier transform
17TF: the (time-) spread around uγ is measured by the variance σ2
t(γ) = R
(t − uγ)2|φγ(t)|2 dt and the (frequency-) spread around ξγ is σ2
ω = 1
2π
R
(ω −
ξγ)2|ˆ φγ(ω)|2 dω
(5)
FK: uncertainty principle is σtσω ≥ 1/2
TF: uncertainty principle is σt(γ)σω(γ) ≥ 1/2
The time-frequency resolution of φγ is represented by rectangular
Heisenberg boxes of area at least 1/2:
[uγ −
σt(γ)
2
,uγ +
σt(γ)
2
] × [ξγ −
σω(γ)
2
,ξγ +
σω(γ)
2
]
8.2 Windowed Fourier transform
We shall assume that the window g ∈ L2 is real valued and “symmetric”
(=even) and is normalized to have norm 1. We observe the following
• The center of the probability density |φγ(t)|2 is independent of ξ: uγ =
u
proof: uγ =
R
t|gu,ξ(t)|2 dt =
R
f|g(t−u|2 dt =
R
t|g(t)|2 dt+
ukgk = 0 + u = u
• The time spread around u is independent of u and ξ (that is, of γ)
proof: σ2
t(γ) =
R
(t − u)2|gu,ξ(t)|2 dt =
R
(t − u)2|g(t −
u)|2 dt =
R
t2|g(t)|2 dt.
• The center frequency ξγ is independent of u: ξγ = ξ
proof: ξγ = 1
2π
R
ω|ˆ gu,ξ(ω)|2 dω = 1
2π
R
ω|ˆ g(ω − ξ)|2 dω =
1
2π
R
(ω + ξ)|ˆ g(ω)|2 dω = 0 + ξ since ˆ g is also real valued and
symmetric.
• The frequency spread around ξ is independent of u and ξ
proof: σ2
ω(γ) = 1
2π
R
(ω−ξ)2|ˆ gu,ξ(ω)|2 dω = 1
2π
R
(ω−ξ)2|ˆ g(ω−
ξ)|2 dω = 1
2π
R
ω2|ˆ g(ω)|2 dω
Two examples:
• f(t) = eiξ0t.
Although f 6∈ L2 we still have Sf(u,ξ) = e−i(ξ−ξ0)uˆ g(ξ −
ξ0), since
Sf(u,ξ) =
R
f(t)g(t−u)e−iξt dt =
R
g(t−u)e−i(ξ−ξ0)t dt = R
g(t)e−i(ξ−ξ0)(t+u) dt.
18• f(t) = δ(t − u0).
Although f is not a function, we have Sf(u,ξ) = g(u0 −
u)e−iξu0, since
Sf(u,ξ) = hf,g(· − u)e−iξ·i = hδ(t − u0),g(t − u)e−iξti =
g(u0 − u)e−iξu0.
Theorem 8.1 ([10, Theorem 4.1, p. 73]) For f ∈ L2,
f(t) = 1
2π
Z Z
Sf(u,ξ)g(t − u)e
iξt dξ du (inversion)
and
Z
|f(t)|
2 dt = 1
2π
Z Z
|Sf(u,ξ)|
2 dξ du (conservation of energy).
Proof: We ﬁrst note that
Sf(u,ξ) = e
−iuξ
Z
f(t)g(t − u)e
iξ(u−t) = e
−iuξ f ∗ gξ(u)
where gξ(t) := g(t)eiξt (recall that g(−t) = g(t)). Since ˆ gξ(ω0 =
R
g(t)eiξt−it(ω+ξ) dt =
ˆ g(ω), we have Sf(·,ξ) ˆ(ω) = ˆ f(ω+ξ)ˆ gξ(ω+ξ) = ˆ f(ω+ξ)ˆ g(ω), which together
with g(t − ·) ˆ(ω) = ˆ g(ω)e−itω and Parseval gives
1
2π
Z Z
Sf(u,ξ)g(t − u)e
iξt dξ du = 1
2π
Z Z
Sf(u,ξ)g(t − u)du

e
iξt dξ
= 1
2π
Z 
1
2π
Z
ˆ f(ω + ξ)ˆ g(ω)ˆ g(ω)e
itω+itξ dω

dξ
= 1
2π
Z
|ˆ g(ω)
2

1
2π
Z
ˆ f(ω + ξ)e
i(ξ+ω)t dξ

dω = f(t)
where we have made the assumption that ˆ f ∈ L1 to use Fubini and Fourier
inversion.
Exercise 7 Complete the proof of the inversion formula by showing that the
set of functions in L2 for which the inversion formula holds almost everywhere
is a closed set.
The proof of energy conservation is straightforward: 1
2π
R R
|Sf(u,ξ)|2 dξ du =
1
2π
R 1
2π
R
| ˆ f(ω+ξ)ˆ g(ω)|2 dω dξ = 1
2π
R 1
2π
R
| ˆ f(ω+ξ)|2 dξ)|ˆ g(ω)|2 dω = kfk2kgk2 =
kfk2. 2
Proposition 8.2 ([10, Proposition 4.1, p. 74]) Let Φ ∈ L2(R2). There
exists f ∈ L2 such that Sf = Φ if and only if for a. e. (u0,ξ0) ∈ R2,
Φ(u0,ξ0) = 1
2π
Z Z
Φ(u,ξ)(gu,ξ|gu0,ξ0)dudξ.
19Proof: Suppose ﬁrst that such f exists. Then
Φ(u0,ξ0) = Sf(u0,ξ0) =
Z
f(t)g(t − u0)e
−iξ0t dt
= 1
2π
Z Z Z
Sf(u,ξ)gu,ξ(t)dudξ

gu0,ξ0(t)dt
= 1
2π
Z Z
Φ(u,ξ)
Z
gu,ξ(t)gu0,ξ0(t)dt

dudξ.
Conversely, suppose the condition on Φ holds. Then deﬁne f by
f(t) = 1
2π
Z Z
Φ(u,ξ)g(t − u)e
iξt dξ
Exercise 8 Show that f is well deﬁned and belongs to L2.
Assuming the result of Exercise 8, we have Sf(u0,ξ0) =
R
f(t)gu0,ξ0(t)dt =
R 
1
2π
R R
Φ(u,ξ)gu,ξ(t)dξ du

gu0,ξ0(t)dt = Φ(u0,ξ0). 2
9 Thursday April 27, 2006—Time-frequency
atoms II: Real and Analytic Wavelets
9.1 Real Wavelets
A wavelet is deﬁned to be a function ψ ∈ L2 with kψk = 1 and
R
ψ(t)dt = 0.
It is also supposed to be “centered in a neighborhood of zero” but I haven’t
yet ﬁgured out what exactly that means.7 The wavelet transform of a signal
f ∈ L2 is deﬁned to be
Wf(u,s) = (f|ψu,s) =
Z
f(t)ψu,s(t)dt =
Z
f(t)
1
√
s
ψ
t − u
s

dt,
where ψu,s(t) = ψ((t − u)/s)/
√
s for s > 0 so that kψu,sk = 1.
We ﬁrst note these two facts.
• Wf(u,s) = f ∗ ψ∗
s(u), where ψs denotes ψ0,s, since
f ∗ ψ
∗
s(u) =
Z
f(t)ψ
∗
s(u − t)dt =
Z
f(t)
1
√
s
ψ((−u + t)/s)dt.
• c ψ∗
s(ω) =
√
s
c ψs(sω), since
c ψ∗
s(ω) =
Z
ψ
∗
s(t)e
−itω dt =
Z 1
√
s
ψ(−t/s)e
−itω dt =
√
s
Z
ψ(t)e
−itω dt.
7Stay tuned!
20Theorem 9.1 ([10, Theorem 4.3, p. 81]) Let ψ be a real-valued wavelet
and suppose that Cψ :=
R ∞
0
| ˆ ψ(ω)|2
ω dω < ∞. Then for all f ∈ L2
f(t) =
1
Cψ
Z ∞
0
Z
Wf(u,s)
1
√
s
ψ
t − u
s

du
ds
s2 (7)
and Z
|f(t)|
2 dt =
1
Cψ
Z ∞
0
Z
|Wf(u,s)|
2 du
ds
s2.
Proof: We ﬁrst prove that energy is conserved.
Z ∞
0
Z
|Wf(u,s)|
2 du
ds
s2 =
Z ∞
0
Z
|f ∗ ψ
∗
s(u)|
2 du
ds
s2
=
Z ∞
0
1
2π
Z
|(f ∗ ψ
∗
s)
ˆ(ω)|
2 dω
ds
s2
=
Z ∞
0
1
2π
Z
| ˆ f(ω)c ψ∗
s(ω)|
2 dω
ds
s2
=
Z ∞
0
1
2π
Z
| ˆ f(ω)
√
s ˆ ψ(sω)|
2 dω
ds
s2
= 1
2π
Z
| ˆ f(ω)|
2 dω
Z ∞
0
| ˆ ψ(sω)|2
s
ds = kfk
2Cψ.
Let b(t) denote the right side of (7), so that b(t) = C
−1
ψ
R ∞
0 f ∗ψ∗
s ∗ψs(t) ds
s2
Exercise 9 Show (rigorously) that b exists and that ˆ b(ω) = C
−1
ψ
R ∞
0 ˆ f(ω)c ψ∗
s(ω)c ψs(ω) ds
s2.
Assuming Exercise 9, we now have
ˆ b(ω) = C
−1
ψ
Z ∞
0
ˆ f(ω)
√
s ˆ ψ(sω)
√
s ˆ ψ(ω)
ds
s2 = C
−1
ψ ˆ f(ω)
Z ∞
0
| ˆ ψ(sω)|
2 ds
s
= ˆ f(ω).
In the last step we have used the assumption that ψ is real so that ˆ ψ is even.
2
9.2 Analytic Wavelets
A signal f ∈ L2 is said to be analytic if its Fourier transform vanishes at
negative frequencies: ˆ f(ω) = 0 for ω < 0.
To motivate the following deﬁnition of analytic part of an arbitrary signal,
note that for any signal f,
d Ref(ω) =

  
  
ˆ f(ω)/2 ω ≥ 0
ˆ f(−ω)/2 ω < 0.
(8)
21Hence if f is analytic, then ˆ f(ω) = 2(Ref) ˆ if ω ≥ 0 (and ˆ f(ω) = 0, by
deﬁnition, if ω < 0).
We thus deﬁne the analytic part fa of an arbitrary signal f ∈ L2 to be the
inverse Fourier transform of 2 ˆ f1[0,∞), that is, ˆ fa = 2 ˆ f1[0,∞).
Example: if f(t) = acos(ω0t + φ), with ω0 > 0, then fa(t) = aei(ω0t+φ).
Proof: (In this example, the signal is not in L2 so we treat it as a dis-
tribution.) We know that ˆ f(ω) = πa[eiφδ(ω − ω0) + e−iφδ(ω + ω0)]. We
calculate
h ˆ fa,ϕi = h2 ˆ f1[0,∞),ϕi = h ˆ f,21[0,∞)ϕi
= hπa[e
iφδ(ω − ω0) + e
−iφδ(ω + ω0)],21[0,∞)ϕi
= 2πae
iφ 1[0,∞)(ω0)ϕ(ω0) + 2πae
−iφ 1[0,∞)(−ω0)ϕ(−ω0)
= 2πae
iφϕ(ω0) = 2πae
iφhδ(ω − ω0),ϕi
so that ˆ fa(ω) = 2πaeiφδ(ω − ω0) and fa(t) = aei(ω0t+φ). 2
Theorem 9.2 ([10, Theorem 4.4, p. 86]) If ψ is an analytic wavelet,
then for all f ∈ L2,
(a) Wf(u,s) = 1
2Wfa(u,s)
(b) If f is real-valued, then
f(t) =
2
Cψ
Re
Z ∞
0
Z
Wf(u,s)ψs(t − u)du
ds
s2
and
kfk
2 =
2
Cψ
Re
Z ∞
0
Z
|Wf(u,s)|
2 du
ds
s2.
Proof: We have Wf(·,s) ˆ(ω) = (f ∗ψ∗
s) ˆ(ω) = ˆ f(ω)c ψ∗
s(ω) = ˆ f(ω)
√
s ˆ ψ(ω) and
Wfa(·,s) ˆ(ω) = (fa ∗ ψ∗
s) ˆ(ω) = 2 ˆ f(ω)1[0,∞)(ω)
√
s ˆ ψ(ω). Since ψ is analytic,
Wf(·,s) ˆ(ω) = Wfa(·,s) ˆ(ω)/2 and (a) follows.
As in the proof of Theorem 9.1, the inverse wavelet formula reconstructs8
the analytic part of f. Thus
fa(t) =
1
Cψ
Z ∞
0
Z
Wfa(u,s)ψs(t − u)du
ds
s2,
and since f = Refa the reconstruction formula is proved. To see that f =
Refa, note that by (8),
d Refa(ω) =

  
  
ˆ fa(ω)/2 ω ≥ 0
ˆ fa(−ω)/2 ω < 0
=

  
  
ˆ f(ω) ω ≥ 0
ˆ f(−ω) ω < 0.
8We don’t need to have a real wavelet here since ˆ fa vanishes on negative frequencies.
(See the last remark in the proof of Theorem 9.1)
22However, since f is real-valued ˆ f(−ω) = ˆ f(ω) for all ω and so indeed we do
have d Refa = ˆ f.
We can now prove the conservation of energy. We note ﬁrst that energy
conservation holds9 for fa, that is,
kfak
2 =
Z
|fa(t)|
2 dt =
1
Cψ
Z ∞
0
Z
|Wfa(u,s)|
2 du
ds
s2 =
4
Cψ
Z ∞
0
Z
|Wf(u,s)|
2 du
ds
s2
It remains to show that kfak2 = 2kfk2. For this, we use again the fact that
f is real so that ˆ f(−ω) = ˆ f(ω) for all ω and therefore k ˆ f1[0,∞)k = k ˆ fk/2 to
get kfak2 = 1
2πk ˆ fak2 = 1
2πk2 ˆ f1[0,∞)k2 = 1
πk ˆ fk2 = 2kfk2. 2
10 Monday May 1, 2006—Frames
The discrete windowed Fourier transform and the discrete wavelet transform
are best studied through the frame formalism. Recall from Proposition 6.2
that if the support of ˆ f is contained in the interval [−π/T,π/T], then the
signal f can be recovered at regularly sampled points by taking inner product
with a family of vectors, in this case {hT(t−nT)}n∈Z, where hT(t) =
sin(πt/T)
πt/T .
This motivated the discovery of conditions under which one can recover a
vector f in Hilbert space from its inner products with a family of vectors
{φn}n∈Γ.
A sequence {φn}n∈Γ of vectors in a Hilbert space H is a frame if there
exist positive constants A and B such that for all f ∈ H,
Akfk
2 ≤
X
n∈Γ
|(f|φn)|
2 ≤ Bkfk
2. (9)
The frame is tight if A = B, and the frame operator U is the linear map from
H to `2(Γ) deﬁned by Uf = {(f|φn)}n∈Γ.
Examples (elementary)
• If e1,e2 is an orthonormal basis of a two-dimensional Hilbert space,
then {φ1,φ2,φ3} is a tight frame with A = B = 3/2, where
φ1 = e1, φ2 = (−1/2)e1 + (
√
3/2)e2, φ3 = (−1/2)e1 − (
√
3/2)e2.
Proof: Let w = (f|e1) and z = (f|e2). Then
P3
1 |(f|φn)|2 = |w|2 +
|−(1/2)w +(
√
3/2)z|2 +|−(1/2)w −(
√
3/2)z|2 = |w|2 +2|(1/2)w|2 +
2|(
√
3/2)z|2 (parallelogram law) = |(f|e1)|2+(1/2)|(f|e1)|2+(3/2)|(f|e2)|2 =
(3/2)kfk2.
9Again, instead of ψ being real-valued, which it isn’t, we rely on fa being analytic—see
the previous footnote
23• For each k = 0,1,...K − 1, let {ek,n}n∈Z be an orthonormal basis of a
Hilbert space H. Then ∪
K−1
k=0 {ek,n}n∈Z is a tight frame with A = B =
K.
Proof: For each k and f ∈ H, kfk2 =
P
n∈Z |(f|ek,n)|2. Hence Kkfk2 =
PK−1
k=0
P
n∈Z |(f|ek,n)|2.
• Any ﬁnite set of vectors φ,...,φn in a Hilbert space H is a frame for
the subspace V they generate.
Proof: Let us just note that you can take B =
P
m
P
j |(φm|ψj)|2 where
ψ1,...,ψk is an orthonormal basis for V and A−1 =
P
j
P
m |ajm|2 where
the numbers ajm are deﬁned by ψj =
P
m ajmφm. (See [10, Problem
5.8] which claims that there is no control on the constants A and B.)
We shall use the notion of pseudo-inverse to reconstruct f from its frame
coeﬃcients. We shall use the following (unusual) deﬁnition of linear inde-
pendence. A sequence of vectors in a Hilbert space is linearly independent if
whenever
P
αnen = 0 and
P
|αn|2 < ∞, then αn = 0 for every n.
Proposition 10.1 ([10, Prop. 5.1, p. 128]) If {φn}n∈Γ is a frame which
is linearly dependent, then U(H) 6= `2(Γ) and U admits inﬁnitely many left
inverses.
Proof: There is a vector x ∈ `2(Γ), x 6= 0 with
P
x[n]φn = 0. Then for
f ∈ H, (Uf|x) =
P
Uf[n]x[n] =
P
(f|φn)x[n] = (f|
P
x[n]φn) = 0. This
shows that U(H) is not dense in `2(Γ).
By the frame inequality (9), U is one-to-one. Let U1 : U(H) → H be the
inverse of U and let U2 : [U(H)]⊥ → H be any operator. Then U
−1 : `2(Γ)
deﬁned by x = x1+x2 7→ U1x1+U2x2 is a left inverse for U, where x1 ∈ U(H)
and x2 ∈ [U(H)]⊥. 2
The pseudo-inverse of U, denoted by ˜ U−1, is the left inverse in Proposi-
tion 10.1 corresponding to U2 = 0.
Theorem 10.2 ([10, Theorem 5.1, p. 128]) If U is a frame operator with
frame bounds A and B, then U∗U is invertible, and the pseudo-inverse ˜ U−1
of U satisﬁes
(a) ˜ U−1 = (U∗U)−1U∗.
(b) k˜ U−1k ≤ kU
−1k
(c) k˜ U−1k ≤ A−1/2
Proof: If f ∈ H and U∗Uf = 0, then kUfk2 = (U∗Uf|f) = 0 and so f = 0
and U∗U is one-to-one. If g ∈ [(U∗U)H]⊥, then (g|U∗Ug) = 0 and again
g = 0, so U∗U has dense range. Since k(U∗U)fk = supkgk≤1 |(U∗Uf|g)| ≥
(U∗Uf|f/kfk) = kUfk2/kfk ≥ Akfk, U∗U has closed range and is therefore
invertible. We now prove (a)-(c).
24(a) Since U∗U is invertible, it suﬃces to prove that U∗U ˜ U−1 = U∗. So let
x ∈ `2(Γ). If x ∈ [U(H)]⊥, then ˜ U−1x = 0 and for all f ∈ H, 0 =
(Uf|x) = (f|U∗x) so U∗x = 0 and U∗U ˜ U−1x = 0 as well. On the other
hand, if x ∈ U(H), say x = Uf, then U ˜ U−1x = U(˜ U−1Uf) = Uf = x
and so U∗U ˜ U−1x = U∗x, as required.
(b) If x ∈ `2(Γ), with x = x1 + x2 6= 0 and x1 ∈ U(H) and x2 ∈ [U(H)]⊥,
then
k˜ U−1xk
kxk
=
k˜ U−1x1k
kxk
=
kU
−1x1k
kxk
≤
kU
−1x1k
kx1k
≤ kU
−1|U(H)k ≤ kU
−1k.
Thus k˜ U−1k = supx6=0
k˜ U−1xk
kxk ≤ kU
−1k.
(c) For x1 ∈ U(H), pick f ∈ H with Uf = x1. Then for any x ∈ `2(Γ),
with x = x1 + x2, ˜ U−1x = ˜ U−1x1 = ˜ U−1Uf = f, and by the frame
inequality (9), k˜ U−1xk = kfk ≤ A−1/2kUfk = A−1/2kx1k ≤ A−1/2kxk.
2
11 Thursday May 4, 2006—Riesz bases
11.1 Dual frame
Theorem 11.1 ([10, Theorem 5.2, p. 129]) If {φn}n∈Γ is a frame for
H with frame bounds A,B, then {˜ φn} deﬁned by ˜ φn = (U∗U)−1φn is also
a frame, called the dual frame, with frame bounds B−1,A−1. Moreover for
every f ∈ H,
f =
X
n
(f|φn)˜ φn =
X
n
(f|˜ φn)φn.
If A = B, then ˜ φn = A−1φn.
Proof:
• If x ∈ `2(Γ) and f ∈ H, then (U∗x|f) = (x|Uf) =
P
n x[n](f|φn) =
(
P
n x[n]φn|f), so10 that U∗x =
P
n x[n]φn.
• ˜ U−1x = (U∗U)−1U∗x = (U∗U)−1 P
n x[n]φn =
P
n x[n]˜ φn so that for
every f ∈ H, f = ˜ U−1Uf =
P
n Uf[n]˜ φn =
P
n(f|φn)˜ φn which proves
one of the assertions of the theorem.
• For every f,g ∈ H, by the preceding bullet, (f|g) =
P
n(f|φn)(˜ φn|g) =
(f|
P
n(g|˜ φn)φn), so that g =
P
n(g|˜ φn)φn which proves another asser-
tion of the theorem.
10For the last step we need to know that the series
P
n x[n]φn converges. This will
certainly be so if supn kφnk < ∞
25• By the ﬁrst bullet, U∗Uf =
P
n(f|φn)φn so that (U∗Uf|f) =
P
n |(f|φn)|2
and by the frame inequality Akfk2 ≤ (U∗Uf|f) ≤ Bkfk2. This says
that A · I ≤ U∗U ≤ B · I. Let us also note for use in the next bullet
that by the functional calculus for the positive operator U∗U, we have
B−1 · I ≤ (U∗U)−1 ≤ A−1 · I. If A = B, then U∗U = A · I so that
˜ φn = A−1φ, which proves another assertion.
• Finally, (U∗U)−1f = (U∗U)−1 P
n(f|˜ φn)φn =
P
n(f|˜ φn)˜ φn, so that
((U∗U)−1f|f) = (
P
n(f|˜ φn)˜ φn|f) =
P
n |(f|˜ φn)|2. From B−1kfk2 ≤
((U∗U)−1f|f) ≤ A−1kfk2 we see that {˜ φn} is a frame with frame
bounds B−1,A−1. 2
11.2 Riesz bases
A frame {φn}n∈Γ which is linearly independent is a Riesz basis. Linear in-
dependence is interpreted here in the following sense: if {a[n]} ∈ `2(Γ) and
P
n a[n]φn = 0, then a[n] = 0 for every n ∈ Γ.
Some facts about Riesz bases.
• U(H) = `2(Γ) (Proof: If x ∈ [U(H)]⊥, then for all f ∈ H, 0 =
(Uf|x) =
P
n(f|φn)x[n] = (f|
P
n x[n]φn), so by linear indepdence, x =
0.)
• (φp|˜ φn) = δn,p, where {˜ φn} is the dual frame. (Proof: By Theo-
rem 11.1, φp =
P
n(φp|˜ φn); now use the linear independence.)
• The dual frame of a Riesz basis is itself a Riesz basis. (Proof: If
P
n cn˜ φn = 0 with {cn} ∈ `2(Γ), then 0 = (
P
n cn˜ φn|φp) =
P
n cn(˜ φn|φp) =
cp.)
• If kφnk = 1 for every n, then A ≤ 1 ≤ B. (Proof: By Theorem 11.1,
B−1kφpk2 ≤
P
n |(φp|˜ φn)|2 ≤ A−1kφpk2, so by the second bullet, B−1 ≤
1 ≤ A−1.)
Partial Reconstruction: If φn is a frame for a subspace V of the signal
space H, then f ∈ H cannot be recovered from the data {(f|φn)}. However,
its projection PVf can, since if U denotes the frame operator for the frame
φn in V , then PVf = ˜ U−1UPVf =
P
n(PVf|φn) =
P
n(f|φn).
Proposition 11.2 ([10, Prop. 7.1, p. 222]) If θ ∈ L2, then {θ(·−n)}n∈Z
is a Riesz basis of the space V0 that it generates if and only if there exist
positive constants A,B, such that for a. e. ω ∈ [−π,π],
1
B
≤
∞ X
k=−∞
|ˆ θ(ω − 2kπ)|
2 ≤
1
A
(10)
26Proof: By deﬁnition, V0 = {
P
n a[n]θ(· − n) :
P
|a[n]|2 < ∞}. The proof
in both directions is based on the following formula for f ∈ V0. If f =
P
n a[n]θ(· − n) and g ∈ L2[0,2π] is such that ˆ g(n) = a[n], then
kfk
2 =
1
2π
Z 2π
0
|g(ω)|
2


∞ X
k=−∞
ˆ θ(ω + 2kπ)|
2

 dω (11)
Assume ﬁrst that the constants A,B exist such that (10) holds. Then
from (11),
1
2πB
Z 2π
0
|g(ω)|
2 dω ≤ kfk
2 ≤
1
2πA
Z 2π
0
|g(ω)|
2 dω.
Since 1
2π
R 2π
0 |g(ω)|2 dω =
P
n |a[n]|2, this shows that
Akfk
2 ≤
X
n
|a[n]|
2 ≤ Bkfk
2, (12)
so that {θ(·−n)}n∈Z is a frame for V0. The linear independence follows from
(12), since if f = 0 then a[n] = 0 for every n.
Conversely, suppose that {θ(·−n)}n∈Z is a Riesz basis for V0 and suppose
that (10) is false. Let
S = {ω ∈ [0,2π] :
1
B
−  ≥
∞ X
k=−∞
|ˆ θ(ω − 2kπ)|
2}
and
T = {ω ∈ [0,2π] :
1
A
+  ≤
∞ X
k=−∞
|ˆ θ(ω − 2kπ)|
2}
One of these sets has positive measure. Suppose it is S, let g0 = 1S and let
a[n] = ˆ g0(n) so that f0 =
P
n a[n]θ(· − n) ∈ V0. From (11),
kf0k
2 ≤
1
2π
Z
S
|g0(ω)|
2 dω(
1
B
− ) =
X
n
|a[n]|
2(
1
B
− ),
which contradicts the frame inequality.
It remains to prove (11). To be honest, I can only prove the slightly
weaker statement
kfk
2 = lim
|N|→∞
1
2π
Z 2π
0
|
N X
−N
a[n]e
−inω|
2


∞ X
k=−∞
ˆ θ(ω + 2kπ)|
2

 dω. (13)
However, this suﬃces in the above argument. Before continuing, let us put
the proof of (11) as a formal exercise.
Exercise 10 Prove (11) if it is correct.
27We now prove (13), which as noted above, suﬃces to complete the proof
of the proposition.
Let fN =
PN
−N a[n]θ(· − n), so that fN → f in L2-norm and c fN → ˆ f
in L2-norm as |N| → ∞. Since fN ∈ L2 (and not necessarily in L1) we
compute its Fourier transform by approximation, namely, letting f
(M)
N :=
1[−M,M]fN ∈ L1 ∩ L2 so that f
(M)
N converges to fN in L2 as |M| → ∞, and
ˆ f = L2-lim|N|→∞(L2-lim|M|→∞
d
f
(M)
N ). Now
d
f
(M)
N (ω) =
Z M
−M
N X
−N
a[n]θ(t − n)e
−itω dt =
N X
−N
a[n]e
−inω
Z M−n
−M−n
θ(t)e
−itω dt
so that in addition to
ˆ θ(ω) = L
2- lim
|M|→∞
Z M−n
−M−n
θ(t)e
−itω dt (14)
we have
c fN(ω) = L
2- lim
|M|→∞


N X
−N
a[n]e
−inω
Z M−n
−M−n
θ(t)e
−itω dt

. (15)
By considering subsequences that coverge in both (14) and (15) almost ev-
erywhere, we have for a. e. ω,
c fN(ω) =


N X
−N
a[n]e
−inω

 ˆ θ(ω). (16)
Finally,
kfk
2 =
1
2π
k ˆ fk
2 = lim
|N|→∞
1
2π
kc fNk
2 = lim
|N|→∞
1
2π
Z
|
N X
−N
a[n]e
−inω|
2|ˆ θ(ω)|
2 dω
= lim
|N|→∞
∞ X
k=−∞
1
2π
Z 2π
0
|
N X
−N
a[n]e
−inω|
2|ˆ θ(ω + 2kπ)|
2 dω
= lim
|N|→∞
1
2π
Z 2π
0
|
N X
−N
a[n]e
−inω|
2


∞ X
k=−∞
|ˆ θ(ω + 2kπ)|
2

 dω, proving (13).2
12 Monday May 8, 2006—Multiresolutional
Approximation; scaling function
12.1 Multiresolution Approximation
A multiresolution approximation is a sequence {Vj : j ∈ Z} of subspaces
Vj ⊂ L2 with the following six properties.
281. ∀(j,k) ∈ Z2, f(t) ∈ Vj ⇔ f(t − 2jn) ∈ Vj
(“Vj is invariant by any translation proportional to the scale 2j”)
2. ∀j ∈ Z, Vj+1 ⊂ Vj
(“causality property; Vj+1 gives a coarser resolution that Vj”)
3. ∀j ∈ Z, f(t) ∈ Vj ⇔ f(t/2) ∈ Vj+1
(“dilating by 2 enlarges details and deﬁnes an approximation at a
coarser resolution”)
4. ∩∞
j=−∞Vj = {0}
(“we lose all details of f when the resolution 2−j → 0; limj→∞ PVjf =
0”)
5. ∪∞
j=−∞Vj is dense in L2
(“when the resolution 2−j → ∞ the signal approximation converges to
the original signal; limj→−∞ kf − PVjfk = 0”)
6. ∃ θ ∈ L2 such that {θ(t − n) : n ∈ Z} is a Riesz basis of V0.
(“provides a discretization theorem; θ is interpreted as a ‘unit resolution
cell’ ”—By property 3, {2−j/2θ(2−jt − n) : n ∈ Z} is a Riesz basis for
Vj with the same frame bounds)
12.2 Remark on Exercise 10
In (16) we know that there is a subsequence {Nk} such that d fNk → ˆ f almost
everywhere and
PNk
−Nk a[n]e−inω → g almost everywhere. 11 Hence passing to
the limit in (16) results in ˆ f(ω) = g(ω)ˆ θ(ω) almost everywhere. From this,
(11) follows easily.
12.3 Three examples
Example 1 (piecewise constant MRA): Let
Vj = {g ∈ L
2 : g is constant on [n2
j,(n + 1)2
j) ∀n ∈ Z}
Properties 1,2,3,4 follow immediately by inspection; ∩j∈ZVj is the set of
constants, hence equal to {0}; ∪j∈ZVj is the set of “dyadic” step functions,
hence dense; θ = 1[0,1) and the θ(· − n) = 1[n,n+1) constitute an orthonormal
basis in V0.
Example 2 (Shannon MRA): Let
Vj = {g ∈ L
2 : the support of ˆ g ⊂ [−2
−jπ,2
−jπ]}
11By Carleson’s theorem, we don’t really need to use a subsequence for one of these
limits, but we do on the other one; see [10, p. 53]
29Property 1 follows from f(· − 2jk) ˆ(ω) = e2jiπωˆ (ω).
Property 2 follows from [−2−(j+1)π,2−(j+1)π] ⊂ [−2−jπ,2−jπ]
Property 3 follows from f(t/2) ˆ(ω) = 2 ˆ f(2ω)
If f ∈ Vj for all j, then ˆ f is supported on {0}, so ˆ f = 0 and f = 0, which
is property 4.
If f ∈ L2, then ˆ f = L2-limj→−∞ 1[−π/2j,π/2j] ˆ f. Then letting fj ∈ L2 be
deﬁned by ˆ fj = 1[−π/2j,π/2j] ˆ f, we have fj → f in L2 and the support of
ˆ fj ⊂ [−π/2j,π/2j], which is property 5.
By Proposition 6.2, with θ(t) = sinπt/πt, {θ(· − n) : n ∈ Z} is an
orthonormal basis12 of V0.
Example 3 (spline MRA): We won’t discuss this now as there are not
many details in [10]. However, this is an important example which will
illustrate some theorems that follow. So we shall probably return to it later.
12.4 Scaling function
Theorem 12.1 ([10, Theorem 7.1, p. 225]) Let {Vj} be a multiresolution
approximation with associated “unit resolution cell” θ. Let φ be a scaling
function for this MRA, that is13 ,
ˆ φ(ω) = ˆ θ(ω)/(
∞ X
−∞
|ˆ θ(ω + 2kπ)|
2). (17)
Then {φj,n}n∈Z is an orthonormal basis for Vj for j ∈ Z, where φj,n(t) :=
2−j/2φ(2−jt − n).
Proof: We shall prove that φ can be chosen in V0 such that (17) holds and
that {φ0,n}n∈Z is an orthonormal basis for V0. The rest follows from property
3 of the deﬁnition of MRA.
By the structure of V0, we need to ﬁrst determine the coeﬃcients a[n] such
that with φ(t) :=
P
n a[n]θ(t − n), both (17) and
(φ(· − n)|φ(· − p)) = δn,p (18)
hold. This will show the orthonormality of the set {φ0,n}n∈Z ⊂ V0.
Note ﬁrst that for our provisional φ, for any (n,p) ∈ Z2
(φ0,n|φ0,p) =
Z
φ(t − n)φ(t − p)dt = φ ∗ φ
∗(p − n).
12Wait a minute. We still need Exercise 6
13Since the denominator
P∞
−∞ |ˆ θ(ω +2kπ)|2 is bounded below (by Proposition 11.2), φ
exists as an element of L2
30So to prove (18), it suﬃces to ﬁnd φ such that φ ∗ φ∗(n) = δn,0 for every
n ∈ Z. It is equivalent to prove the equality of the two distributions
P
n φ ∗
φ∗(n)δ(t − n) and
P
n δn,0δ(t − n) = δ(t), the Dirac delta function.
By Proposition 5.2, the Fourier transform of
P
n φ ∗ φ∗(n)δ(t − n) is
P∞
−∞
d φ ∗ φ∗(ω + 2kπ) =
P∞
−∞ |ˆ φ(ω + 2kπ)|2. Thus, we need to ﬁnd φ such
that
P∞
−∞ |ˆ φ(ω + 2kπ)|2 = 1. Since ˆ φ(ω) = g(ω)ˆ θ(ω) where g ∈ L2[0,2π]
and ˆ g(n) = a[n], it suﬃces to choose g(ω) = [
P∞
−∞ |ˆ θ(ω + 2kπ)|2]−1/2, which
achieves (17) and (18) with φ ∈ V0.
The completeness of {φ0,n}n∈Z is now proved as follows. Suppose ψ ∈
V0 and ψ ⊥ φ0,m for every m ∈ Z. Write φ =
P
n a[n]θ(· − n) and ψ =
P
n b[n]θ(· − n). We know that ˆ ψ(ω) = h(ω)ˆ θ(ω), where h ∈ L2[0,2π] and
ˆ f(n) = b[n]. Similarly, since φ0,m(t) = φ(t − m), ˆ φ0,m(ω) = g(ω)eimωˆ θ(ω)
where g ∈ L2[0,2π] and ˆ g(n) = a[n]. Then
0 = 2π(ψ|φ0,m) = (ˆ ψ|ˆ φ0,m) =
Z
h(ω)g(ω)|ˆ θ(ω)|
2e
−imω dω
This says that h(ω)g(ω) = 0 a. e. , and since g(ω) = [
P∞
−∞ |ˆ θ(ω+2kπ)|2]−1/2,
it follows that h = 0 a. e. , and hence ψ = 0, as required. 2
13 Thursday May 11, 2006—Characterization
of scaling function
13.1 Properties of scaling function
Theorem 13.1 ([10, Theorem 7.2, p. 229, part I—properties of scal-
ing function]) Let φ ∈ L2 ∩ L1 be a scaling function for a multiresolution
approximation {Vj,θ} and let h be the 2π-periodic function with Fourier co-
eﬃcients ˆ h(n) = (2−1/2φ(t/2)|φ(t − n)). Then 14
|h(ω)|
2 + |h(ω + π)|
2 = 2, ∀ω ∈ R (19)
and
h(0) =
√
2. (20)
Proof: φ = φ0,0 ∈ V0 so that φ(t/2) ∈ V1. Thus, there exist a ∈ `2 such that
2−1/2φ(t/2) =
P
n a[n]φ(t − n), from which it follows that
ˆ φ(ω) = 2
−1/2h(ω/2)ˆ φ(ω/2), (21)
where h ∈ L2[0,2π] with ˆ h(n) = a[n]. Since for any scaling function φ,
P∞
−∞ |ˆ φ(ω + 2kπ)|2 = 1 for a. e. ω, we have
2 =
∞ X
k−∞
|h(ω/2 + kπ)|
2|ˆ φ(ω/2 + kπ)|
2
14h(0) is deﬁned since h is continuous at 0, as shown by (21) and the fact, shown in the
proof, that ˆ φ(0) 6= 0
31=
∞ X
p=−∞
|h(ω/2)|
2|ˆ φ(ω/2 + 2pπ)|
2 +
∞ X
p=−∞
|h(ω/2 + π)|
2|ˆ φ(ω/2 + π + 2pπ)|
2
= |h(ω/2)|
2 + |h(ω/2 + π)|
2 which proves (19) .
To prove (20), all we have to do is prove that ˆ φ(0) 6= 0. Indeed, once this
is done, we appeal to the continuity of ˆ φ together with ˆ φ(0) = 2−1/2h(0)ˆ φ(0).
In fact, we shall show that |ˆ φ(0)| = 1. This will be achieved by computing
ﬁrst a formula for d PVjf for arbitrary f and then applying it to ˆ f = 1[−π,π].
In the ﬁrst place, property 5 of MRA gives
lim
j→−∞k ˆ f − d PVjfk = (2π)
−1 lim
j→−∞kf − PVjfk = 0. (22)
We note next that
f ∗ φj,0(2
jn) =
Z
f(t)φj,0(t − 2jn)dt =
Z
f(t)φj,n(t)dt = (f|φj,n)
It follows that
PVjf =
X
n
(f|φj,n)φj,n =
X
n
f ∗ φj,0(2
jn)φj,n.
which in turn implies that
PVjf = φj,0 ∗
 
X
n
f ∗ φj,0(2
jn)δ(t − 2
jn)
!
. (23)
To verify this last assertion, let F denote the distribution
P
n f∗φj,0(2jn)φj,n,
let G denote the distribution
P
n f ∗ φj,0(2jn)δ(t − 2jn), and let ϕ be a test
function. Then
hφj,0 ∗ G,ϕi = hG,φj,0 ∗ ϕi =
X
n
f∗φj,0(2
jn)(φj,0∗ϕ)(2
jn) =
X
n
(f|φj,n)(φj,n|ϕ)
and
hF,ϕi =
Z
F(t)ϕ(t)dt = (F|ϕ) =
X
n
(f|φj,n)(φj,n|ϕ).
We now take the Fourier transform of (23), noting that d φj,0(ω) = 2−j/22j ˆ φ(2jω)
and
d f ∗ φj,0 = ˆ f(ω)2−j/22j ˆ φ(2jω) and using Proposition 5.2 to get
d PVjf(ω) = ˆ φ(2
jω)
X
k
ˆ f
 
ω −
2kπ
2j
!
ˆ φ
 
2
j
"
ω −
2kπ
2j
#!
. (24)
We now take f = 1[−π,π] in (24) and let j be negative and very large in
absolute value. You get d PVjf(ω) = |ˆ φ(2jω)|2 for |ω| ≤ π and d PVjf(ω) = 0
for |ω| > π. Then from (22),
Z π
−π
|1 − |ˆ φ(2
jω)|
2|
2 dω = k ˆ f − d PVjfk
2 → 0
32as j → −∞. As φ is assumed to be integrable, ˆ φ is continuous and so by
dominated convergence
R π
−π |1 − |ˆ φ(0)|2|2 dω = 0. 2
Examples- For the Shannon MRA, φ = θ = (sinπt)/πt and so ˆ φ =
1[−π,π] and the “conjugate mirror ﬁlter” h can be computed from the equation
ˆ φ(2ω) = 2−1/2h(ω)ˆ φ(ω) to be h(ω) =
√
21[−π/2,π/2]
For the piecewise constant MRA, φ = θ = 1[0,1] and h is computed via
ˆ h(n) = 2−1/2(φ(t/2)|φ(t − n)) = 2−1/2|[0,2] ∩ [n,n + 1]| = 2−1/2 if n = 0 or 1
and 0 otherwise, so that h(ω) = 2−1/2(1 + eiω).
13.2 Characterization of scaling function
Theorem 13.2 ([10, Theorem 7.2, p. 229, part II—characterization
of scaling function]) Let h ∈ L2[0,2π] be continuously diﬀerentiable in a
neighborhood of 0, and suppose h satisﬁes (19), (20), and inf|ω|≤π/2 |h(ω)| >
0. Let φ be deﬁned by ˆ φ(ω) = Π∞
p=1(h(2−pω)/
√
2). Then φ is a scaling
function for some MRA {Vj}j∈Z.
14 Monday May 15, 2006—Proof of Theo-
rem 13.2
Exercise 11 Prove that limk→∞
h(ω/2)h(ω/22)···h(ω/2k)
2k/2 exists. (Going to the
original source [9] for a clue doesn’t help very much. However it does suggest
considering absolute values and proving that if 0 ≤ ak ≤ 1 and ak → 1, then
limk→∞ a1 ···ak exists.)
Assuming the validity of Exercise 11, the function φ exists. We will show
that φ ∈ L2 and that {φ(t−n)}n∈Z is an orthonormal set, hence an orthonor-
mal basis for the space V0 which it generates.
Consider a function ˆ φk deﬁned by
ˆ φk(ω) =
 
Π
k
p=1
h(2−pω)
√
2
!
1[−2kπ,2kπ](ω)
and let Ik[n] :=
R
|ˆ φk(ω)|2einω dω. We shall show that Ik[n] = 2πδn,0 for every
k ≥ 1.
Making the change of variable ω0 = ω + 2kπ and noting that since h is
2π-periodic, |h(2−p[ω0 − 2kπ])|2 = |h(2−pω0)|2 for p < k, and then using
|h(2
−k(ω
0 − 2
kπ))|
2 + |h(2
−kω
0)|
2 = 2,
we have
Z 0
−2kπ
 
Π
k
1
|h(2−pω)|2
2
!
e
inω dω =
33Z 2kπ
0
 
Π
k−1
1
|h(2−pω0)|2
2
!
|h(2−k(ω0 − 2kπ))|2
2
e
inω0
dω
0
=
Z 2kπ
0
 
Π
k−1
1
|h(2−pω0)|2
2
!
e
inω0
dω
0 −
Z 2kπ
0
 
Π
k−1
1
|h(2−pω0)|2
2
!
|h(2−kω0)|2
2
e
inω0
dω
0.
Thus
Ik[n] =
Z 0
−2kπ
 
Π
k
1
|h(2−pω)|2
2
!
e
inω dω +
Z 2kπ
0
 
Π
k
1
|h(2−pω)|2
2
!
e
inω dω
=
Z 2kπ
0
 
Π
k−1
1
|h(2−pω0)|2
2
!
e
inω0
dω
0.
Since Π
k−1
p=1(|h(2−pω)|2/2)einω is 2kπ-periodic and the interval [−2k−1π,2k−1π]
is of length 2k, we can write
Ik−1[n] =
Z 2k−1π
−2k−1π
Π
k−1
p=1(|h(2
−pω)|
2/2)e
inω dω =
Z 2kπ
0
Π
k−1
p=1(|h(2
−pω)|
2/2)e
inω dω = Ik[n],
and so Ik[n] = Ik−1[n] = ··· = I1[n] =
R 2π
0 einω dω = 2πδn,0 is proved.
The fact that ˆ φ ∈ L2 follows from Fatou’s lemma:
Z
|ˆ φ(ω)|
2 dω ≤ lim
k
Z
|ˆ φk(ω)|
2 dω = 2π.
To prove that {φ(t − n)}n∈Z is an orthonormal set, we calculate
(φ|φ(· − n)) =
Z
φ(t)φ(t − n)dt = (2π)
−1
Z
|ˆ φ(ω)|
2e
inω dω
= (2π)
−1 lim
k
Z
|ˆ φk(ω)|
2e
inω dω = δn,0,
where in order to justify the use of the dominated convergence theorem in
this calculation, we need to prove the existence of a constant C such that
|ˆ φk(ω)|
2 ≤ C|ˆ φ(ω)|
2 for a. e. ω. (25)
If |ω| > 2kπ, then ˆ φk(ω) = 0, so in (25) we only need to worry about
|ω| ≤ 2kπ. For any ω, we have from the deﬁnition of ˆ ϕ as an inﬁnite product
|ˆ φ(ω)|
2 = |2
−1/2h(ω/2)ˆ φ(ω/2)|
2 = |2
−1/2h(ω/2)2
−1/2h(ω/4)ˆ φ(ω/4)|
2
= ··· = |ˆ φk(ω)|
2|ˆ φ(2
−kω)|
2. (26)
The inequality (25) for |ω| > 2kπ will follow from
|ˆ φ(ω)|
2 ≥
1
C
for |ω| ≤ π. (27)
Indeed, by (26) and (27), |ˆ φk(ω)|2 = |ˆ φ(ω)|2/|ˆ φ(2−kω)|2 ≤ C|ˆ φ(ω)|2 since
|ω| ≤ 2kπ implies that |2−kω| ≤ π. We proceed to the proof of (27). Since
340 is a critical point for the function log|h(ω)|2, the derivative vanishes at 0.
Hence 

 

|log|h(ω)|2 − log2|
ω


 
 ≤ 1 if |ω| ≤ .
which implies log(|h(ω)|2/2) ≥ −|ω| for |ω| ≤ . Thus for |ω| ≤ ,
|ˆ φ(ω)|
2 = Π
∞
1
|h(2−pω)|2
2
= exp
∞ X
1
log
|h(2−pω)|2
2
≥ e
−|ω| ≥ e
−. (28)
This proves part of (27). Now suppose  < |ω| ≤ π and pick l such that
2−lπ ≤ . With K := inf|ω|≤π/2 |h(ω)|, we have |ˆ φ(2−lω)|2 = Π∞
p=1|h(2−(p+l)ω)|2/2
and so
|ˆ φ(ω)|
2 = |ˆ φ(2
−lω)|
2Π
l
p=1(|h(2
−pω)|
2/2) ≥ e
−K
2l/2
l := 1/C,
completing the proof of (27) and the orthonormality of {φ(t − n)}n∈Z.
We now show that if Vj is deﬁned to be the space generated by the or-
thonormal set {φj,n}n∈Z, where φj,n(t) = 2−j/2φ(2−jt − n), then {Vj}j∈Z is
an MRA.
Since φj,n(t − 2jk) = φj,k+n(t), property 1 holds.
Since φj+1,n =
P∞
−∞ ˆ h(n − 2p)φj,n, which will be proved later, property 2
holds.
Since φj,n(t/2) = 21/2φj+1,n(t), property 3 holds.
Since {f ∈ L∞ : the support of f is compact} is dense, it suﬃces to prove
property 4 for an f with |f(t)| ≤ A and with support in [−2J,2J]. For such
f and for j > J, we have
kPVjfk
2 =
X
|(f|φj,n)|
2 =
X
|
Z
f(t)2
−j/2φ(2
−jt − n)dt|
2
≤ 2
−jA
2 X
 Z 2J
−2J 1 · |φ(2
−jt − n)|dt
!2
≤ A
2 X
 Z 2J
−2J 1dt
!  Z 2J
−2J |φ(2
−jt − n)|
22
−j dt
!
≤ A
22
J+1
Z
Sj
|φ(t)|
2 dt = A
22
J+1
Z
|φ(t)|
21Sj(t)dt
where Sj = ∪n∈Z[n − 2J−j,n + 2J−j]. Since for t 6∈ Z, 1Sj(t) → 0 as j → ∞,
by dominated convergence kPVjfk2 → 0, proving property 4.
Property 5 is equivalent to showing that kf − PVjfk → 0 as j → −∞.
Again by a density argument, it suﬃces to prove this for f with ˆ f supported
in [−2Jπ,2Jπ].
35If j < −J, then the supports of ˆ f(· − 2kπ/2j) are disjoint for diﬀerent
values of k. Thus, from (24), we can write kPVjfk2 = Aj + Bj, where
Aj =
1
2π
Z
| ˆ f(ω)|
2|ˆ φ(2
jω)|
4 dω
and
Bj =
1
2π
Z X
k6=0
| ˆ f
 
ω −
2kπ
2j
!
|
2|ˆ φ(2
jω)|
2|ˆ φ
 
2
j
"
ω −
2kπ
2j
#
|
2
!
dω.
We have already shown that |ˆ φ(ω)| ≤ 1 and that |ˆ φ(ω)| ≥ e−|ω| for |ω| small,
so limω→0 |ˆ φ(ω)| = 1, so that by dominated convergence Aj → kfk2. From
kfk2 ≥ kPVjfk2 = Aj + Bj we have kPVjfk2 → kfk2 and Bj → 0, so that
kf − PVjfk2 = kfk2 − kPVjfk → 0. 2
15 Wednesday May 17, 2006—Orthogonal wavelets
Theorem 15.1 ([10, Theorem 7.3, p. 236]) Let φ be a scaling function
for some MRA {Vj}j∈Z and let h be the associated conjugate mirror ﬁlter. Let
ψ be determined by ˆ ψ(ω) = 2−1/2g(ω/2)ˆ φ(ω/2) where g(ω) := e−iωh(ω + π).
Then {ψj,n}n∈Z is an orthonormal basis for Wj := Vj−1	Vj, where ψj,n(t) =
2−j/2ψ(2−jt − n). Thus {ψj,n}j,n∈Z2 is an orthonormal basis for L2(R).
Proof: Recall that φ and h are related by 2−1/2φ(t/2) =
P
n ˆ h(n)φ(t − n),
which lead to ˆ φ(ω) = 2−1/2h(ω/2)ˆ φ(ω/2). Analogously, we deﬁne ψ by
2−1/2ψ(t/2) =
P
n ˆ g(n)φ(t−n) where g is to be determined15, and this leads
to ˆ ψ(ω) = 2−1/2g(ω/2)ˆ φ(ω/2). Steps 1, 2 and 3 ares concerned with the
space W 0
0 generated by {ψ0,n}n∈Z. Step 4 completes the proof easily from
this.
Step 1 {ψ(t − n)}n∈Z is an orthonormal base for the space W 0
0 it generates
if and only if |g(ω)|2 + |g(ω + π)|2 = 2 a. e.
Proof: We know from the proof of Theorem 12.1 that {ψ(t−n)}n∈Z is
an orthonormal set if and only if I(ω) :=
P∞
−∞ | ˆ ψ(ω + 2kπ)|2 = 1 and
hence
P∞
−∞ |ˆ φ(ω + 2kπ)|2 = 1. We have
I(ω) =
X
k
|2
−1/2g(
ω + 2kπ
2
)ˆ φ(
ω + 2kπ
2
)|
2
=
1
2
|g(ω/2)|
2 X
p
|ˆ φ(ω/2 + 2pπ)|
2 +
1
2
|g(ω/2 + π)|
2 X
p
|ˆ φ(ω/2 + π + 2pπ)|
2
=
1
2
|g(ω/2)|
2 +
1
2
|g(ω/2 + π)|
2, proving Step 1.
15We don’t need the choice g(ω) = e−iωh(ω + π) until near the end of the proof
36Step 2 The space W 0
0 is orthogonal to V0 if and only if g(ω)h(ω) + g(ω +
π)h(ω + π) = 0 a. e.
Proof: φ(t−n) ⊥ ψ(t−m), ∀(m,n) ∈ Z2 ⇔ ψ∗φ∗[n] = (ψ(t)|φ(t − n)) =
0, ∀n ∈ Z. By Proposition 5.2,
P
n∈Z ψ ∗φ∗ δ(t−n) has Fourier trans-
form equal to J(ω) :=
P∞
−∞ ˆ ψ(ω + 2kπ)ˆ φ(ω + 2kπ). Breaking the sum
into even and odd pieces as before, we get
J(ω) =
∞ X
−∞
2
−1/2g(ω/2 + kπ)ˆ φ(ω/2 + kπ)2−1/2h(ω/2 + kπ)ˆ φ(ω/2 + kπ)
=
X
2
−1g(ω/2 + kπ)h(ω/2 + kπ)|ˆ φ(ω/2 + kπ)|
2
= 2
−1[g(ω/2)h(ω/2) + g(ω/2 + π)h(ω/2 + π)], proving Step 2.
Step 3 With the choice g(ω) := e−iωh(ω + π), V−1 = V0 ⊕ W0.
Proof: By Step 2 and the choice of g, V0 ⊥ W 0
0. We now check that
V0 ⊕ W 0
0 ⊂ V−1. Of course V0 ⊂ V−1 because of property 2 of MRA.
By construction, ψ(t/2) ∈ V0 so that ψ ∈ V−1 by property 3, and
ψ(t − 2−1k) ∈ V−1 by property 1. Since this is true for all k ∈ Z,
ψ(t − n) ∈ V−1 for all n ∈ Z and therefore W 0
0 ⊂ V1.
We now prove that V−1 ⊂ V0 ⊕ W 0
0. This will show that W 0
0 = W0 and
prove Step 3. Since {
√
2φ(2t−n)}n∈Z is an orthonormal basis for V−1,
it suﬃces to prove that given a ∈ `2, ∃b,c ∈ `2 such that
X
n
a[n]2
1/2φ(2(t − 2
−1n)) =
X
n
b[n]φ(t − n) +
X
n
c[n]ψ(t − n),
or equivalently, by taking Fourier transforms16,
2
−1/2ˆ a(ω/2)ˆ φ(ω/2) = ˆ b(ω)ˆ φ(ω) + ˆ c(ω) ˆ ψ(ω). (29)
Since ˆ φ(ω) = 2−1/2h(ω/2)ˆ φ(ω/2) and ˆ ψ(ω) = 2−1/2g(ω/2)ˆ φ(ω/2), the
equation (29) will follow from
ˆ a(ω/2) = ˆ b(ω)h(ω/2) + ˆ c(ω)g(ω/2). (30)
If you now deﬁne
ˆ b(2ω) =
1
2
(ˆ a(ω)h(ω) + ˆ a(ω + π)h(ω + π)
and
ˆ c(2ω) =
1
2
(ˆ a(ω)g(ω) + ˆ a(ω + π)g(ω + π)
16It seemed wise to use Mallat’s notation here, namely ˆ a is the 2π-periodic function
with Fourier series
P
n a[n]einω, and similarly for b and c
37and substitute into (30), the right side of (30) becomes
1
2
ˆ a(ω/2)|h(ω/2)|
2 +
1
2
ˆ a(ω/2 + π)h(ω/2 + π)h(ω/2)
+
1
2
ˆ a(ω/2)|g(ω/2)|
2 +
1
2
ˆ a(ω/2 + π)g(ω/2 + π)g(ω/2).
If you now replace |h(ω/2)|2 by 2 − |h(ω/2 + π)|2 and use g(ω) :=
e−iωh(ω + π) in three places, this reduces to ˆ a(ω/2), proving (29) and
Step 3.
Step 4 For all j ∈ Z, {ψj,n}n∈Z is an orthonormal basis for Wj and {ψj,n}j,n∈Z2
is an orthonormal basis of L2(R).
Proof: We know that {ψ0,n}n∈Z is an orthonormal basis of W0, {φ0,n}n∈Z
is an orthonormal basis of V0 and V0 ⊕ W0 = V−1. Since (ψj,n|ψj,p) =
(ψ0,n|ψ0,p) = δn,p and (ψj,n|φj,p) = (ψ0,n|φ0,p) = 0, we just need to show
that Wj ⊂ Vj−1 and Vj−1 ⊂ Vj⊕Wj. Since ψ ∈ V−1, ψ(t/2j) ∈ Vj−1 and
ψ((t−2j−1k)/2j) ∈ Vj−1. Since this is true for all k ∈ Z, ψ(2−jt−n) ∈
Vj−1 for all n ∈ Z, proving Wj ⊂ Vj−1. Finally, if f ∈ Vj−1, then
f(2jt) ∈ V−1 = V0 ⊕ W0 which implies f ∈ Vj ⊕ Wj.
To prove the second statement, it suﬃces to show that L2 = ⊕∞
−∞Wj.
In the ﬁrst place, if j < l, then Wl ⊂ Vl−1 ⊂ Vj and since Wj ⊥ VJ, we
have Wl ⊥ Wj. Next, if L < J, then VL = VJ ⊕ ⊕J
j=L+1Wj, so for all
f ∈ L2,
PVLf = PVJf +
J X
j=L+1
PWjf.
Now let J → ∞ and L → −∞ to get f =
P∞
−∞ PWjf. 2
16 Thursday May 18, 2006
16.1 Classes of Wavelet Bases
The philosophy of what follows is contained in the following quotation.
The design of ψ must be optimized to produce a maximum
number of wavelet coeﬃcients (f|ψj,n) that are close to zero.
Theorem 16.1 ([10, Theorem 7.4, p. 241—vanishing moments]) If ψ
is a wavelet with scaling function φ with respect to an MRA, and if |ψ(t)| =
O((1+t2)−p/2−1) and |φ(t)| = O((1+t2)−p/2−1), then the following are equiv-
alent:
(i) ψ has p vanishing moments:
R
tkψ(t)dt = 0, 0 ≤ k < p
(ii) ˆ ψ(ω) and its ﬁrst p − 1 derivatives are zero at ω = 0
38(iii) ˆ h(ω) and its ﬁrst p − 1 derivatives are zero at ω = π
(iv) For 0 ≤ k < p, qk(t) :=
P∞
−∞ nkphi(t − n) is a polynomial of degree at
most k
Proof: Will be inserted later.
Proposition 16.2 ([10, Prop. 7.2, p. 243]) A scaling function φ has
compact support if and only if for the associated conjugate mirror ﬁlter h,
ˆ h has compact support. The two supports are equal, say [N1,N2], and the
support of ψ is then [N1−N2+1
2 , N2−N1+1
2 ].
Proof: Will be inserted later.
Examples:
Shannon wavelet ˆ φ = 1[−π,π], h =
√
21[−π/2,π/2], ˆ ψ(ω) = e−iω/2 if π ≤
|ω| ≤ 2π, and zero otherwise.
ψ(t) =
sin2π(t − 1/2)
2π(t − 1/2)
−
sinπ(t − 1/2)
π(t − 1/2)
Meyer wavelets Let h ∈ Cn be equal to
√
2 on [−π/3,π/3], zero on π/3 ≤
|ω| ≤ 2π/3 and satisfy |h(ω)|2 + |h(ω + π)|2 = 2. Then
ˆ φ(ω) = Π
∞
1 2
−1/2h(2
−pω) =
(
2−1/2h(ω/2) |ω| ≤ 4π/3
0 |ω| > 4π/3.
and, with g(ω) = e−iωh(ω + π),
ˆ ψ(ω) =

   
   
0 |ω| ≤ 2π/3
2−1/2g(ω/2) 2π/3 ≤ |ω| ≤ 4π/3
2−1/2e−iω/2h(ω/4) 4π/3 ≤ |ω| ≤ 8π/3
0 |ω| > 8π/3
Haar wavelet φ = 1[0,1], ˆ h(n) = 2−1/2 for n = 0 or 1 and zero otherwise, so
1
√
2
ψ(t/2) =
X
(−1)
1−nˆ h((1 − n)φ(t − n) =
1
√
2
[φ(t − 1) − φ(t)]
and
ψ(t) =

 
 
−1 0 ≤ t < 1/2
1 1/2 ≤ t < 1
0 otherwise .
3916.2 Fast orthogonal wavelet transform
The philosophy of what follows is contained in the following quotation.
A fast wavelet transform decomposes successively each ap-
proximation PVjf into a coarser approximation PVj+1f plus the
wavelet coeﬃcients PWj+1f. In the other direction, the recon-
struction from wavelet coeﬃcients recovers each PVjf from PVj+1f
and PWj+1f.
The projections on Vj and Wj are characterized by aj[n] = (f|φj,n) and
dj[n] = (f|ψj,n). More notation: x[n] = x[−n], and ˇ x[n] =
(
x[p] n = 2p
0 otherwise .
Theorem 16.3 ([10, Theorem 7.7, p. 255])
(a) At the decomposition (PVjf → PVj+1f and PWj+1f)
aj+1[p] = aj ∗ h[2p] (31)
dj+1[p] = aj ∗ g[2p] (32)
(b) At the reconstruction (PVj+1f and PWj+1f → PVjf))
aj[p] = ˇ aj+1 ∗ h[p] + ˇ dj+1 ∗ g[p] (33)
Proof: Will be inserted later.
17 Wednesday May 31, 2006—Transition to
Daubechies [5]
17.1 Continuous wavelet transform—inversion revis-
ited
Notation from [5]: ψ ∈ L2, Cψ := 2π
R | ˆ ψ(ξ)|2
|ξ| dξ, ψa,b = |a|−1/2ψ(x−b
a ) for
a,b ∈ R and a 6= 0, kψa,bk = kψk (assumed to be 1),
Twavf(a,b) = (f|ψ
a,b) =
Z
f(x)ψa,b(x)dx.
Proposition 17.1 ([5, Prop. 2.4.1, p. 24]) For f,g ∈ L2,
Z Z
Twavf(a,b)Twavg(a,b)
dadb
a2 = Cψ(f|g).
40Proof: 17
(f|ψ
a,b) =
Z
f(x)ψ
 
x − b
a
!
|a|
−1/2 dx
=
Z
ˆ f(ξ)|a|
1/2e
−ibξ ˆ ψ(aξ)dξ = (2π)
1/2[ ˆ f(·) ˆ ψ(a·)|a|
1/2]b(b).
Thus
Z Z
Twavf(a,b)Twavg(a,b)
dadb
a2 =
Z Z
(f|ψ
a,b)(g|ψa,b)
dadb
a2 =
Z Z
[(2π)
1/2[ ˆ f(·) ˆ ψ(a·)|a|
1/2]b(b)][(2π)
1/2[ˆ g(·) ˆ ψ(a·)|a|1/2]b(b)]
dadb
a2
= 2π
Z Z
ˆ f(ξ)ˆ g(ξ)|ˆ ψ(aξ)|
2 da
|a|
dξ = Cψ( ˆ f|ˆ g) = Cψ(f|g).
17.2 Frames of wavelets—A necessary condition
For ψ ∈ L2, let ψm,n(x) = a
−m/2
0 ψ(a
−m
0 −nb0) where m,n ∈ Z,a0 > 1,b0 > 0.
Theorem 17.2 ([5, Theorem 3.3.1, p. 63—a necessary condition]) If
ψm,n with m,n ∈ Z is a frame for L2(R) with bounds A and B, then
b0 loga0
2π
A ≤
Z ∞
0
| ˆ ψ(ξ)|2
ξ
dξ ≤
b0 loga0
2π
B
and
b0 loga0
2π
A ≤
Z 0
−∞
| ˆ ψ(ξ)|2
|ξ|
dξ ≤
b0 loga0
2π
B
Proof:
Step 1 Every positive trace-class operator C on L2 has the form C =
P
cl(·|ul)ul for some orthonormal set {ul}, where cl ≥ 0 and TrC =
P
l cl, since by deﬁnition, the trace of C is equal to
P
k(Cvk|vk) for
any orthonormal basis {vk}. Applying the frame inequality Akfk2 ≤
P
m,n |(f|ψm,n)|2 ≤ Bkfk2 to each ul and summing on l yields
A
X
l
cl ≤
X
l
X
m,n
|(ul|ψm,n)|
2 ≤ B
X
l
cl.
On the other hand, since Cψm,n =
P
l cl(ψm,n|ul)ul, we have (Cψm,n|ψm,n) =
P
l cl|(ul|ψm,n)|2, so that
A(TrC) ≤
X
m,n
(Cψm,n|ψm,n) ≤ B(TrC). (34)
17In the deﬁnition of the Fourier integral in [5], the factor (2π)−1/2 is used; in particular
kfk = k ˆ fk
41Step 2 Let h ∈ L2 denote any function18 with Fourier transform supported
in [0,∞) and
R ∞
0 ξ−1|ˆ h(ξ)|2 dξ < ∞. Let c = c(a,b) be a bounded pos-
itive function which is integrable:
R ∞
0
R
c(a,b) dadb
a2 < ∞. The bilinear
form
B(f,g) =
Z ∞
0
c(a,b)(f|h
a,b)(h
a,b|g)
dadb
a2
satisﬁes |B(f,g)| ≤ kckL1kfkkgkkhk2 and so by the Riesz represen-
tation theorem deﬁnes a bounded operator C0 with the property that
(C0f|g) = B(f,g). Moreover, C0 is positive and since for any orthonor-
mal basis {vk}, khk2 = kha,bk2 =
P
k |(vk|ha,b)|2, we have
TrC0 =
X
k
(C0vk|vk) =
Z ∞
0
c(a,b)
dadb
a2 khk
2.
Now let w be non-negative19 and in L1(R), and choose c(a,b) = w(|b|/a)
if 1 ≤ a ≤ a0 and b ∈ R, and c(a,b) = 0 otherwise. We may now write
C0 =
Z a0
1
Z
w(|b|/a)(·|h
a,b)h
a,b dadb
a2
and, since
R
w(|b|/a)db = 2a
R ∞
0 w(b)db,
TrC0 =
Z a0
1
Z
w(|b|/a)db
da
a2khk
2 = 2loga0[
Z ∞
0
w(s)ds]khk
2. (35)
18 Monday June 5, 2006
18.1 Completion of the proof of Theorem 17.2
Step 3 We ﬁrst calculate that
(ψm,n|h
a,b) = a
−m/2
0 a
−1/2
Z
ψ(a
−m
0 x − nb0)h
 
x − b
a
!
dx
= a
m/2
0 a
−1/2
Z
ψ(y)h
 
y + nb0 − ba
−m
0
aa
−m
0
!
dy
= (ψ|h
a−m
0 ,a−m
0 b−nb0).
Using this fact and making the changes of variable a0 = a
−m
0 a and
b0 = a
−m
0 b (the latter ﬁrst) we have
(C0ψm,n|ψm,n) =
Z a0
1
da
a2
Z
w(|b|/a)|(ψm,n|h
a,b)|
2 db
18h will disappear at the end of the proof; all we need to know is that such a function
exists
19In Step 3, w will be chosen to be w(s) = λe−λ
2π
2s
2
for some λ > 0 and then λ will
approach 0
42=
Z a0
1
da
a2
Z
w(|b|/a)|(ψ|h
a−m
0 ,a−m
0 b−nb0)|
2 db
=
Z a−m+1
0
a−m
0
da0
a02
Z
w(|b
0|/a
0)|(ψ|h
a0,b0−nb0)|
2 db
0.
Then
X
m,n
(C0ψm,n|ψm,n) =
Z ∞
0
da
a2
Z
|(ψ|h
a,b)|
2 X
n
w
 
|b + nb0|
a
!
. (36)
We now interject a lemma from [4].
Lemma 18.1 ([4, Lemma 2.2, p. 975]) Let f be a positive, contin-
uous, bounded function on R, with f(x) → 0 as |x| → ∞. Assume that
f has a ﬁnite number of local maxima at xj, j = 1,...,N. Deﬁne
∆j = sup
0≤δ≤1
Z xj+δ
xj−δ
f(x)dx.
Then
Z
f(x)dx −
N X
j=1
∆j ≤
X
n∈Z
f(n) ≤
Z
f(x)dx +
N X
j=1
f(xj).
From this lemma, and with the choice w(s) = λe−λ2π2s2 (λ > 0), we
can state that for any α ∈ R and β > 0,
Z
w(x)dx − βwmax ≤ β
X
n∈Z
w(α + nβ) ≤
Z
w(x)dx + βwmax.
Setting α = b/a and β = b0/a, we have
1 −
b0
a
w(0) ≤
X
n
w
 

 

b
a
+
b0
a
n


 

!
≤ 1 +
b0
a
w(0),
or
P
n w
 
 b
a + b0
a n
 


= a
b0 ρ(a,b) with |ρ(a,b)| ≤ w(0) = λ.
We now have from (36),
X
m,n
(C0ψm,n|ψm,n) =
1
b0
Z ∞
0
da
a
Z
|(ψ|h
a,b)|
2 db + R (37)
where R =
R ∞
0
da
a2
R
ρ(a,b)|(ψ|ha,b)|2 db so that |R| ≤ λChkψk2. Since
(ψ|ha,b) =
R ∞
0 ˆ ψ(ξ)a1/2ˆ h(aξ)eibξ dξ = (2π)1/2[ ˆ ψ(·)ˆ h(a·)]b(−b), the inner
integral in the ﬁrst term in (37) is equal to 2π
R
| ˆ ψ(ξ)ˆ h(aξ)|2 dξ so that
the ﬁrst term in (37) is equal to
2π
b0
Z ∞
0
da
Z ∞
0
|ˆ ψ(ξ)|
2|ˆ h(aξ)|
2 dξ =
2π
b0
khk
2
Z ∞
0
ξ
−1| ˆ ψ(ξ)|
2 dξ. (38)
43Step 4 From (35), (37), (38) and
R ∞
0 w(s)ds = 1/2, we now have
Akhk
2 loga0 ≤
2π
b0
khk
2
Z ∞
0
| ˆ ψ(ξ)|2
ξ
dξ + R ≤ Bkhk
2 loga0
from which the ﬁrst inequality in the theorem follows upon letting
λ → 0. The second inequality is proved similarly. 2
19 Friday June 16, 2006—10:00-11:20
Processing a Radar Signal
19.1 The Gabor condition
Let f ∈ L2(R) and let α and β be ﬁxed positive numbers. For integers p and
q, deﬁne fp,q(t) = e2πiqαtf(t − pβ). We say f satisifes the Gabor condition
for scales α and β if {fp,q : p,q ∈ Z} spans a dense subset of L2.
The sole objective of today’s class is to prove the following theorem,
which is a necessary condition in the context of windowed Fourier transform,
analagous to the necessary condition for being a frame. Here, the frame in-
equality is replaced by the Gabor condition. Also, the critical constant is 1
instead of 2π because of the particular normalization used.
Theorem 19.1 ([1, Theorem 1.3, p. 196]) Let γ := αβ > 1. Then f
does not satisfy the Gabor condition for scales α and β.
19.2 Some representations of the discrete Heisenberg
group
The discrete Heisenberg group is the set G of all matrices of the form



1 p r
0 1 q
0 0 1


,
where p,q,r ∈ Z. The center of G is the subgroup Z determined by the equa-
tions p = q = 0 and an abelian subgroup H is determined by the equation
p = 0.
For positive scales α and β, set γ = αβ, and deﬁne operators ρα,β
p,q,r on
L2(R) by
ρ
α,β
p,q,rf(t) = e
−2πirγe
2πiqαtf(t − pβ).
For each real t, deﬁne a character χγ,t of the subgroup H by
χ
γ,t(q,r) = e
2πiqte
−2πirγ
44and let σγ,t denote the representation ind G
Hχγ,t of G “induced” from χγ,t,
that is, σγ,t acts in `2 and is given by
σ
γ,t
p,q,rf(n) = e
−2πrγe
2πiqte
2πiqγnf(n − p).
For each δ > 0, deﬁne Dγ,δ to be the “direct integral” representation
D
γ,δ =
Z ⊕
[0,δ)
σ
γ,t dt.
and write Mγ,δ for the von Neumann algebra generated by the image of Dγ,δ.
Exercise 12 Verify that the induced representation σγ,t is unitarily equiva-
lent to the induced representation σγ,t+γ, and hence that Dγ,nγ is unitarily
equivalent to n · Dγ,γ.
Theorem 19.2 ([1, Theorem 2.1, p. 198])
1. The map (p,q,r) 7→ ρα,β
p,q,r is a unitary representation of G.
2. The unitary representation ρα,β is unitarily equivalent to the represen-
tation Dγ,γ.
3. Dγ,1 is equivalent to the representation ind G
Zφ of G induced from the
character φ of the center Z, where φ(r) = e−2πirγ.
4. Mγ,1 and its commutant (Mγ,1)0 each have a cyclic vector.
5. Mγ,1 and its commutant (Mγ,1)0 are ﬁnite von Neumann algebras.
6. Dγ,δ is unitarily equivalent to Dγ0,δ0 if and only if γ = γ0 and δ = δ0.
7. For any two positive numbers γ < δ, Mγ,γ and Mγ,δ are isomorphic
von Neumann algebras.
Proof:
1. This follows easily from the deﬁnition
2. Check that the map Uα,β,γ : L2(R) → L2([0,γ) × Z) deﬁned by
U
α,β,γf(t,n) = f
 t
α
+ nβ

is an isometry onto and satisﬁes Uα,β,γ ◦ ρα,β
p,q,r = Dγ,γ ◦ Uα,β,γ.
453. Using Exercise 13 below as well as two functorial properties of induced
representations (“inducing commutes with the formation of direct in-
tegrals”, and “inducing in stages”), and letting “=” denote unitary
equivalence,
ind
G
Zφ = ind
G
H(ind
H
Zφ) = ind
G
H(∆Q × φ)
= ind
G
H(
Z ⊕
[0,1)
χ
γ,t dt) =
Z ⊕
[0,1)
ind
G
Hχ
γ,t dt
=
Z ⊕
[0,1)
σ
γ,t dt = D
γ,1
Exercise 13 Let ∆Q denote the left regular representation of the sub-
group Q of G deﬁned by the conditions that p = r = 0. Show that
• ∆Q × φ is unitarily equivalent to
R ⊕
[0,1) χγ,t dt.
• ∆Q × φ is unitarily equivalent to ind H
Zφ.
4. This proof depends on facts about multiplier representations of abelian
groups and is beyond the scope of this course.
5. This proof also depends on facts about multiplier representations of
abelian groups and is beyond the scope of this course.
6. (sketch only) The restriction of Dγ,δ to Z is a scalar multiple of e−2πirγ.
Thus if Dγ,δ is unitarily equivalent to Dγ0,δ0, then γ = γ0. Next, use
the ﬁniteness of the von Neumann algebra (Mγ,1)0 to show that if Dγ,δ
is unitarily equivalent to Dγ,δ0 with δ < δ0 = 1, then δ = 1. Finally,
reduce the case δ0 6= 1 to the case δ0 = 1 just proved.
7. Since Dγ,γ is a sub-representation of Dγ,δ, it follows that the restriction
mapping from Mγ,δ to Mγ,γ is an onto homomorphism. Now choose n so
that nγ ≥ δ and therefore Dγ,δ is a subrepresentation of Dγ,nγ = n·Dγ,γ
and Mγ,nγ is isomorphic to Mγ,γ. As above, the restriction mapping
from Mγ,nγ to Mγ,δ is an onto homomorphism. Since there is now an
onto homomorphism from Mγ,δ onto Mγ,γ and from Mγ,γ onto Mγ,δ,
it follows that Mγ,δ and Mγ,γ are isomorphic. 2
19.3 Proof of Theorem 19.1
Theorem 19.1 follows immediately from the following theorem.
Theorem 19.3 ([1, Theorem 3.3, p. 202]) Let α and β be arbitrary pos-
itive scales and suppose γ = αβ > 1. Then the representation ρα,β is not a
cyclic representation, that is, no vector f ∈ L2(R) is a cyclic vector for ρα,β.
46Proof: Assume, by way of contradiction, that ρα,β has a cyclic vector.
Since ρα,β is unitarily equivalent to Dγ,γ, Mγ,γ has a cyclic vector. It is
easy to check that ρα,β
p,q,r commutes with ρ
1/β,1/α
p0,q0,r0 so that Mγ,γ ⊂ (M1/γ,1/γ)0,
(Mγ,γ)0 ⊃ M1/γ,1/γ, and the cyclic vector for Mγ,γ is also a cyclic vector for
(M1/γ,1/γ)0. Now 1/γ < 1 so that D1/γ,1/γ is a subrepresentation of D1/γ,1,
which is cyclic. A subrepresentation of a cyclic representation is a cyclic
representation; therefore M1/γ,1/γ has a cyclic vector, which is also a cyclic
vector for (Mγ,γ)0.
It is a famous theorem due to Murray and von Neumann that if two ﬁnite
von Neumann algebras are isomorphic, and each of them as well as their
commutants have a cyclic vector, then they are spatially isomorphic, that
is, there is a unitary operator betweeb the underlying Hilbert spaces which
implements the isomorphism. Applying this to the von Neumann algebras
M1/γ,1/γ and M1/γ,1 yields the unitary equivalence of D1/γ,1/γ and D1/γ,1,
which contradicts Theorem 19.2 which says that 1/γ = 1. 2
19.4 Unﬁnished business from [1]
Theorem 19.4 ([1, Theorem 1.2, p. 196]) Let γ := αβ = 1. Then f
satisifes the Gabor condition for scales α and β if and only if
∞ X
n=−∞
f(t + nβ)e
2πins 6= 0
for almost all t and s.
For any γ > 0, consider the representation T γ acting on L2([0,1)×[0,1))
given by
T
γ
p,q,rf(t,s) = e
−2πirγe
2πiqte
2πipsf(ht − pγi,s),
where hxi denotes the fractional part of x.
Theorem 19.4 follows from part 3 of the following theorem.
Theorem 19.5 ([1, Theorem 3.1, p. 200]) Let α and β be arbitrary pos-
itive scales and write γ = αβ.
1. T γ is unitarily equivalent to Dγ,1.
2. A function f(t,s) is a cyclic vector for T γ if and only if for almost all
0 ≤ t < 1, the sequence of functions {fn,t(s)} spans a dense subspace
of L2([0,1)), where
f
n,t(s) = e
2πinsf(ht − nγi,s).
3. If γ = 1, than an f ∈ L2(R) satisﬁes the Gabor condition for scales α
and β if and only if
∞ X
n=−∞
f(t + nβ)e
2πins 6= 0
for almost all t and s.
4720 Unﬁnished business from [5]
20.1 Frames for the wavelet transform—[5, Prop. 3.3.2,
p. 69;a suﬃcient condition]
20.2 Frames for the windowed Fourier transform—[5,
Section 3.4; a necessary condition and a suﬃcient
condition]
20.3 Time Frequency localization—[5, Theorem 3.5.1,
p. 88; wavelet transform]
20.4 Frames for the limiting case ω0t0 = 2π have bad lo-
calization properties—[5, Theorem 4.1.1 (Balian-
Low), p. 108; Zak transform]
20.5 Orthonormal wavelet bases with good time-frequency
localization—[5, Section 4.2]
20.6 Regularity of orthonormal wavelet bases—[5, The-
orem 5.5.1, p. 153]
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