Abstract. In the present paper, we derive several conditions of linear combinations and convolutions of harmonic mappings to be univalent and convex in one direction, one of them gives a partial answer to an open problem proposed by Dorff. The results presented here provide extensions and improvements of those given in some earlier works. Several examples of univalent harmonic mappings convex in one direction are also constructed to demonstrate the main results.
Introduction
In 1984, Clunie and Sheil-Small [9] had pointed out that many of the classical results for conformal mappings have analogues for planar harmonic mappings. Since that time, the theory of planar harmonic mappings from the perspective of conformal mappings has received much attention, but a number of basic problems remain unresolved (see [13] and the references therein).
Let H denote the class of complex-valued harmonic functions f in the open unit disk D = {z ∈ C : |z| < 1} normalized by f (0) = fz(0) = f z (0) − 1 = 0. Such functions can be written in the form f = h +ḡ, where h(z) = z + ∞ n=2 a n z n and g(z) = A domain Ω ⊂ C is said to be convex in the direction γ, if for all a ∈ C, the set Ω ∩ {a + te iγ : t ∈ R} is either connected or empty. Particularly, a domain is convex in the direction of real (resp. imaginary) axis if its intersection with each horizontal (resp. vertical) lines is connected. A function f ∈ H is convex in the direction of real (resp. imaginary) axis if it maps D onto a domain convex in the direction of real (resp. imaginary) axis. Clunie and Sheil-Small [9] introduced the shear construction method to produce a harmonic mapping with a specified dilatation onto a domain convex in one direction by shearing a given conformal mapping along parallel lines.
For two harmonic functions
and
we define the convolution of them by
For some recent investigations on planar harmonic mappings, one can refer to [1-3, 5-8, 10-19, 21, 22, 24, 28] .
Macgregor [20] had shown that the convex combination tf + (1 − t)g (0 t 1) of analytic functions need not to be univalent, even if f and g are convex functions. Results on linear combinations for analytic case, see (for example) [4, 29] . Let f 1 = h 1 + g 1 and f 2 = h 2 + g 2 be two harmonic mappings in D, the linear combination f 3 of f 1 and f 2 is given by
For this case, Dorff [11] provided some sufficient conditions for the linear combination f 3 = tf 1 + (1 − t)f 2 to be univalent and convex in the direction of imaginary axis under the assumption ω 1 = ω 2 , where ω 1 and ω 2 are the dilatation of f 1 and f 2 , respectively. He also posed the following open problem. Problem 1. Does the convex combination f 3 = tf 1 + (1 − t)f 2 (0 t 1) to be univalent and convex in the direction of imaginary axis without the condition ω 1 = ω 2 ?
Furthermore, Wang et al. [30] proved that the linear combination f 3 = tf 1 + (1 − t)f 2 (0 t 1) of two harmonic univalent mappings f j = h j + g j (j = 1, 2) with h j + g j = z/(1 − z) is univalent and convex in the direction of real axis.
Let A be the subclass of H consisting of normalized analytic functions. For φ ∈ A and |λ| = 1, let W λ H (φ) := {h + g ∈ H : h + λg = φ}. We note that the function classes W 1 H (φ) and W −1 H (φ) were introduced by Nagpal and Ravichandran [23] , which are used to discuss convolution properties of planar harmonic mappings with some special choices of φ.
In this paper, we aim at deriving some conditions for linear combinations and convolutions of harmonic mappings to be univalent and convex in one direction, one of them gives a partial answer to Problem 1 proposed by Dorff [11] . Some examples of univalent harmonic mappings are also constructed to demonstrate the main results.
Preliminary results
In order to derive our main results, we require the following lemmas.
for some λ and ϕ. Then
Proof. For f 3 = tf 1 + (1 − t)f 2 (0 t 1), the dilatation of f 3 is given by
Since |λω j | = |ω j | < 1 (j = 1, 2; |λ| = 1) and h j − λg j = ϕ, we have
which implies that |ω 3 | = |λω 3 | < 1, so f 3 is locally univalent. This completes the proof of Lemma 1.
Lemma 2.
(See [9] ) A sense-preserving harmonic function f = h+g in D is a univalent mapping of D convex in the direction of real (resp. imaginary) axis if and only if h − g (resp. h + g) is a conformal univalent mapping of D convex in the direction of real (resp. imaginary) axis. We note that Lemma 3 is a generalization of Lemma 2. 
Lemma 5. If there exists an analytic function p ∈ P and two constants µ, ν ∈ [0, π] such that
then φ is univalent and convex in the direction of imaginary axis.
Proof. By Lemma 4, we only need to show that φ satisfies the condition
By observing that
we obtain the desired conclusion of Lemma 5.
The proof of Lemma 6 is similar to that of Lemma 5, we choose to omit the details.
Lemma 6.
If there exists an analytic function p ∈ P and two constants µ ∈ 0,
then φ is univalent and convex in the direction of real axis.
Lemma 7.
(See [25] ) Let f be an analytic function in D with f (0) = 0 and f (0) = 0. Suppose also that
Then f is convex in the direction of real axis.
Lemma 8.
(See [26] ) Let ξ and ψ be convex and starlike functions, respectively, such that ξ(0) = ψ(0) = 0. Then for each F analytic in D and satisfying (F (z)) > 0, we have
Main results
We begin by deriving the following result.
If φ is convex in the direction of imaginary axis, then f 3 = tf 1 + (1 − t)f 2 (0 t 1) is univalent and convex in the direction of imaginary axis.
Proof. By taking λ = −1 in Lemma 1, we know that f 3 is locally univalent. Since h j + g j = φ (j = 1, 2), we have
which is convex in the direction of imaginary axis by the assumption. Thus, by Lemma 2, we know that f 3 is univalent and convex in the direction of imaginary axis. Remark 1. Theorem 1 gives a partial answer to Problem 1.
In view of Theorem 1 and Lemma 5, we obtain the following result with special choice of φ.
Then
is univalent and convex in the direction of imaginary axis.
Proof. Define the function p(z) by
where 0 γ 1, −1 α 1 and 0 < θ < π. We know that p(z) is analytic in D, p(0) = 1, and
By taking µ = ν = π 2 and p = p(z) in Lemma 5, we find that
1 2i sin θ log 1 + ze iθ 1 + ze −iθ is convex in the direction of imaginary axis. Therefore, by Theorem 1, we know that f 3 is univalent and convex in the direction of imaginary axis.
The next theorem deals with the linear combination of f 1 and f 2 with
If φ is convex in the direction of real axis, then f 3 = tf 1 + (1 − t)f 2 (0 t 1) is univalent and convex in the direction of real axis.
Proof. By setting λ = 1 in Lemma 1, we know that f 3 is locally univalent. Since h j − g j = φ (j = 1, 2), we find that
which is convex in the direction of real axis by the assumption. Thus, by Lemma 2, we know that f 3 is univalent and convex in the direction of real axis.
Combining Theorem 2 and Lemma 6, we obtain the following corollary.
Then f 3 = tf 1 + (1 − t)f 2 (0 t 1) is univalent and convex in the direction of real axis.
Proof. Let
we know that p(z) is analytic in D with p(0) = 1. If we define
Thus,
By taking µ = 0, cos ν = − β 2 and p = p(z) in Lemma 6, we get
is convex in the direction of real axis. Thus, by Theorem 2, we know that f 3 is univalent and convex in the direction of real axis.
By virtue of Theorems 1, 2 and Lemma 3, we get the following generalization of Theorems 1, 2, here we choose to omit the details of proof.
If φ is convex in the direction − For the linear combination f 3 = tf 1 + (1 − t)f 2 with f 1 ∈ W 1 H (φ) and f 2 ∈ W 1 H (ψ), some additional conditions are posed to guarantee the local univalency of f 3 .
Theorem 4. Let f
j = h j + g j ∈ S 0 H (j = 1, 2) with f 1 ∈ W 1 H (φ) and f 2 ∈ W 1 H (ψ).
Suppose also that
(1 − ω 1 ω 2 )h 1 h 2 0 and tφ + (1 − t)ψ is convex in the direction of imaginary axis. Then f 3 = tf 1 + (1 − t)f 2 (0 t 1) is univalent and convex in the direction of imaginary axis.
Proof. Since (1 − ω 1 ω 2 )h 1 h 2 0, from [30, Theorem 2], we know that f 3 is locally univalent. In view of
is convex in the direction of imaginary axis, by Lemma 2, we know that f 3 is univalent and convex in the direction of imaginary axis. 
Suppose that
(1 − ω 1 ω 2 )h 1 h 2 0 and tφ + (1 − t)ψ is convex in the direction of real axis. Then f 3 = tf 1 + (1 − t)f 2 (0 t 1) is univalent and convex in the direction of real axis. Now, we consider the linear combination of f 1 and f 2 with f 1 ∈ W 1 H (φ) and
0 and there are two constants θ 1 , θ 2 ∈ R such that
Proof. By applying the similar method as [30, Theorem 2], we know that f 3 is locally univalent. Next, we prove that f 3 is convex in the direction of real axis. Note that
where
satisfies the condition (p 1 (z)) > 0 (z ∈ D). Thus, from (2.4), we find that
Therefore, by Lemma 7, we know that h 3 − g 3 is convex in the direction of real axis. Moreover, by Lemma 2, we deduce that f 3 is univalent and convex in the direction of real axis.
In what follows, we provide some results involving the convolution f 1 * f 2 to be univalent and convex in one direction.
then f 1 * f 2 is convex in the direction of real axis provided it is locally univalent.
. Similarly, we have
where p 1 (z) is given by (3.1). Thus,
In view of zφ (z) = κ(z), (2.4) and Lemma 8, we deduce that
By Lemma 7, we know that H − G is convex in the direction of real axis. Furthermore, by Lemma 2, we conclude that f 1 * f 2 is univalent and convex in the direction of real axis provided it is locally univalent.
Remark 3. Theorem 6 provides an extension of Theorem 5 in [10] .
From Theorem 6, we easily get the following result.
Finally, we consider the convolution f 1 * f 2 with f 1 ∈ W
is convex in the direction of imaginary axis provided it is locally univalent.
where H = h 1 * h 2 and G = g 1 * g 2 . If we set
where p 2 (z) is given by (3.2) and satisfied the condition (p 2 (z)) > 0 (z ∈ D). Similarly, we have
satisfies the condition (p 3 (z)) > 0 (z ∈ D). Thus, we obtain
By virtue of zΨ (z) = z 1−z 2 and Lemma 8, we have
By setting µ = ν = π 2 in Lemma 4, we know that H + G is convex in the direction of imaginary axis. Furthermore, by Lemma 2, we deduce that f 1 * f 2 is univalent and convex in the direction of imaginary axis provided it is locally univalent.
Several examples
In this section, we give several examples to illustrate our main results. 
Suppose that f 2 = h 2 + g 2 , where h 2 + g 2 = 1 2
1−iz and ω 2 = −z 2 . Then we have
, and
By Corollary 1, we know that f 3 = Then we obtain 
Suppose that f 5 = h 5 + g 5 , where h 5 − g 5 = (1−z) 2 and ω 5 = −z. We know that
By Corollary 2, we know that f 6 = A simple calculation shows that the dilatation of f 9 = f 7 * f 8 is given by ω 9 = −z 2 . Thus, f 9 is locally univalent. By Theorem 6, we know that f 9 = (H + G) + i (H − G) Figure 9 . Image of f 9 = f 7 * f 8
