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APPROXIMATE FUNCTIONAL EQUATION AND UPPER BOUNDS
FOR THE BARNES DOUBLE ZETA-FUNCTION
TAKASHI MIYAGAWA
Abstract. As one of the asymptotic formulas of the zeta-function, Hardy and Lit-
tlewood gave asymptotic formulas called the approximate functional equation. In this
paper, we prove an approximate functional equation of the Barnes double zeta-function
ζ2(s, α; v, w) =
∑
∞
m=0
∑
∞
n=0
(α+vm+wn)−s. Also, applying this approximate functional
equation and the van der Corput method, we obtain upper bounds for ζ2(1/2+it, α; v, w)
and ζ2(3/2 + it, α; v, w) with respect to t as t→∞.
1. Introduction and statement of results
Let s = σ + it be a complex variable, and let α > 0 and v, w > 0 be real parameters.
In this section, we introduce the approximate functional equations of the Riemann
zeta-function
ζ(s) =
∞∑
n=1
1
ns
,
some results of upper bounds for ζ(1/2 + it) with respect to t → ∞, Barnes multiple
zeta-function, and give the main theorems on the approximate functional equation for the
Barnes double zeta-function
ζ2(s, α; v, w) =
∞∑
m=0
∞∑
n=0
1
(α + vm+ wn)s
. (1.1)
As a classical asymptotic formula of the Riemann zeta-function, the following formula
was proved by Hardy and Littlewood;
ζ(s) =
∑
n≤x
1
ns
− x
1−s
1− s +O(x
−σ) (x→∞),
uniformly for σ ≥ σ0 > 0, |t| < 2pix/C, when C > 1 is a constant. This formula gives an
indication in the discussion in the critical strip of ζ(s). Also, Hardy and Littlewood proved
the following asymptotic formula (§4 in [12]); suppose that 0 ≤ σ ≤ 1, x ≥ 1, y ≥ 1 and
2piixy = |t| then
ζ(s) =
∑
n≤x
1
ns
+ χ(s)
∑
n≤y
1
n1−s
+O(x−σ) +O(|t|1/2−σyσ−1), (1.2)
where χ(s) = 2Γ(1 − s) sin (pis/2)(2pi)s−1 and note that the functional equation ζ(s) =
χ(s)ζ(1− s) holes. This formula (1.2) is called the approximate functional equation.
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The order of |ζ(σ + it)| with respect to t is an extremely important problem in the
deeper theory of the Riemann zeta-fucntion ζ(s). In particular, the order of |ζ(1/2 + it)|
is the most important. For example, Hardy-Littlewood improve to
ζ
(
1
2
+ it
)
≪ t1/6+ε (1.3)
by the van der Corput method, applying to (1.2). In 1988, ζ(1/2 + it) ≪ t9/56+ε was
proved by Bombieri and Iwaniec, after which many mathematicians gradually improved,
and now ζ(1/2+ it)≪ t32/205+ε has been proved by Huxley in 2005. Furthermore in 2017,
ζ(1/2 + it)≪ t13/84+ε was proved by Bourgain (in see [4]).
Let r be a positive integer and wj > 0 (j = 1, . . . , r) are complex parameters. The
Barnes multiple zeta-function ζr(s, α;w1, . . . , wr) is defined by
ζr(s, α;w1, . . . , wr) =
∞∑
m1=0
· · ·
∞∑
mr=0
1
(α + w1m1 + · · ·+ wrmr)s (1.4)
where the series on the right hand-side is absolutely convergence for Re(s) > r, and is
continued meromorphically to C and its only singularities are the simple poles located at
s = j (j = 1, . . . , r). This series is a multiple version of the Hurwitz zeta-function
ζH(s, α) =
∞∑
n=0
1
(n+ α)s
(0 < α ≤ 1). (1.5)
Also, as a generalization of this series in another direction, the Lerch zeta-function
ζL(s, α, λ) =
∞∑
n=0
e2piinλ
(n+ α)s
(0 < α ≤ 1, 0 < λ ≤ 1) (1.6)
is also an important research subject. These series are absolutely convergent for σ > 1.
Also, if 0 < λ < 1, then the series (1.6) is convergent even for σ > 0.
Remark 1. The Barnes double zeta-function was introduced by E. W. Barnes [1] in the
theory of double gamma function, and double series of the form (1.1) is introduced in [2].
Furthermore in [3], in connection with the theory of the multiple gamma function, and
multiple series of the form (1.4) was introduced.
Theorem 1 (Theorem 3 in [11]). Let 0 < σ1 < σ2 < 2, x ≥ 1 and C > 1. Suppose
s = σ + it ∈ C with σ1 < σ < σ2 and |t| ≤ 2pix/C. Then
ζ2(s, α; v, w) =
∑∑
0≤m,n≤x
1
(α + vm+ wn)s
+
(α+ vx)2−s + (α+ wx)2−s − (α + vx+ wx)2−s
vw(s− 1)(s− 2) +O(x
1−σ) (1.7)
as x→∞.
We prove an analogue of the approximate functional equation (1.2) for (1.1) (in Theo-
rem 2). In the following theorem, the results when the complex parameter v, w linearly
independent are different from the results when v, w are linearly dependent over Q. Also,
we consider the upper bounds of ζ2(1/2 + it, α; v, w) and ζ2(3/2 + it, α; v, w), and the
following Theorem 3 and Theorem 4 were obtaind. Proof of Theorem 3, can be obtained
by using Theorem 2, and proof of Theorem 4 can be obtained by using Theorem 1.
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Theorem 2. Suppose that 0 ≤ σ ≤ 2, x = x(t) ≥ 1, y = y(t) ≥ x(t) and 2pixy = |t|. Let
L,M,N are non-negative integer as satisfying N = [x/(v + w)] and L = [vy],M = [wy].
(i) If v, w are linearly independent over Q;
ζ2(s, α; v, w)
=
∑∑
0≤m,n≤N
1
(α + vm+ wn)s
+
1
ws
N∑
m=0
ζ∗H(s, αv,m) +
1
vs
N∑
n=0
ζ∗H(s, αw,n)
− Γ(1− s)
(2pii)1−sepiis

 1vs
∑
0<|n|<L
e−2piin(α+wN)/v
(e2piinw/v − 1)n1−s +
1
ws
∑
0<|n|<M
e−2piin(α+vN)/w
(e2piinv/w − 1)n1−s


+O(x−σ) (1.8)
(ii) If v, w are linearly dependent over Q, exist p, q ∈ N such as pv = qw and (p, q) =
1. Then we have
ζ2(s, α; v, w)
=
∑∑
0≤m,n≤N
1
(α+ vm+ wn)s
+
1
ws
N∑
m=0
ζ∗H(s, αv,m) +
1
vs
N∑
n=0
ζ∗H(s, αw,n)
− Γ(1− s)
(2pii)1−sepiis


1
vs
∑
0<|n|<L
q |/n
e−2piin(α+wN)/v
(e2piinw/v − 1)n1−s +
1
ws
∑
0<|n|<M
p |/ n
e−2piin(α+vN)/w
(e2piinv/w − 1)n1−s
+
qs−1
2piipvs
(1− s)
∑
0<|n|<M
e−2qpiinα/v
n2−s
−
(
αq
pv2
+
(p+ q)N
pv
+
vp
2q
+
v
2
)(q
v
)s−1 ∑
0<|n|<M
e−2qpiinα/v
n1−s


+O(x−σ), (1.9)
where
ζ∗H(s, αv,m) := ζH(s, αv,m)−
N+nv,m∑
n=0
1
(n + αv,m)s
,
αv,m :=


{
vm+ α
w
} (vm+ α
w
/∈ N
)
,
1
(vm+ α
w
∈ N
)
,
nv,m :=


[
vm+ α
w
]
− 1
(vm+ α
w
≥ 1
)
,
0
(
0 <
vm+ α
w
< 1
)
.
The definitions of ζ∗H(s, αw,n) and αw,n are similar.
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Theorem 3. If v, w are linearly independent over Q, then we have
ζ2
(
1
2
+ it, α; v, w
)
≪
{
|t|1/6 (α, v, w are lin. indep. over Q),
|t|1/6 log |t| (α, v, w are lin. dep. over Q).
If v, w are linearly dependent over Q, exist p, q ∈ N such as pv = qw and (p, q) = 1. Then
we have
ζ2
(
1
2
+ it, α; v, w
)
= κt+O(|t|1/6 log |t|)
where κ = κ(t) is a constant with
0 < |κ(t)| < 1
2pip
√
qv
∣∣∣∣ζL
(
1
2
+ it, 1, 1− q
v
α
)∣∣∣∣ .
Theorem 4.
ζ2
(
3
2
+ it, α; v, w
)
≪ |t|1/3.
2. Proof of theorem 2
In this section, we give the proof of Theorem 2.
Proof of Theorem 2.
Let N ∈ N be sufficiently large. Then we consider
ζ2(s, α; v, w)
=
∞∑
m=0
∞∑
n=0
1
(α + vm+ wn)s
=
(
N∑
m=0
N∑
n=0
+
N∑
m=0
∞∑
n=N+1
+
∞∑
m=N+1
N∑
n=0
+
∞∑
m=N+1
∞∑
n=N+1
)
1
(α+ vm+ wn)s
.
Also, the second term of the above is
N∑
m=0
∞∑
n=N+1
1
(α + vm+ wn)s
=
N∑
m=0

 ∞∑
n=−nv,α
−
N∑
n=−nv,α

 1
ws{n+ (α+ vm)/w}s
=
1
ws
N∑
m=0

ζH(s, αv,m)−
N∑
n=−nv,α
1
{n+ (α + vm)/w}s


=
1
ws
N∑
m=0
ζ∗H(s, αv,m).
Similarly, the third term of the above, we have
∞∑
m=N+1
N∑
n=0
1
(α + vm+ wn)s
=
1
vs
N∑
n=0
ζ∗H(s, αw,n).
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Transform the fourth term on the right hand-side of the above equation to the contour
integral to obtain
∞∑
m=N+1
∞∑
n=N+1
1
(α+ vm+ wn)s
=
Γ(1− s)
2piiepiis
∫
C
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz (2.1)
where C is the contour integral path that comes from +∞ to ε along the real axis, then
continues along the circle of radius ε counter clockwise, and finally goes from ε to +∞.
Re
O
Let σ ≤ 2, t > 0 and 1 ≤ x < y, so that 1 ≤ x ≤√t/2pi. Let L,M,N be non-negative
integer satisfying
N =
[
x
v + w
]
, L = [vy], M = [wy]
and let η = 2piy. We deform the contour integral path C to the straight lines C1, C2, C3
and C4 joining∞, cη+iη(1+c),−cη+i(1−c)η,−cη−(2L+1)pii,∞ where c is an absolute
constant 0 < c ≤ 1/2.
−cη + i(1− c)η
iη
cη + i(1 + c)η
Re
−cη − i(2L+ 1)
Im
O−cη
Next we consider the residue of the integrand of (2.1)
F (z) =
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1) .
(i) In the case when v, w are linear independent over Q, F (z) has simple poles at
z =
2piin
v
,
2piin
w
(n = ±1, ±2, · · · ).
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Since
lim
z→2piin/v
(
z − 2piin
v
)
F (z) = lim
z→2piin/v
(
z − 2piin
v
)
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)
= lim
z→2piin/v
(
evz − e2piin
z − 2piin/v
)−1
zs−1e−(α+vN+wN)z
ewz − 1
=
1
v
(
2piin
v
)s−1
e−(α+wN)2piin/v
e2piinw/v − 1 ,
then we have
Res
z=2piin/v
F (z) =
1
v
(
2piin
v
)s−1
e−(α+wN)2piin/v
e2piinw/v − 1
=
{
v−se−2piinα/v(2pin)s−1epii(s−1)/2 (n > 0)
v−se2piinα/v(−2pin)s−1e3pii(s−1)/2 (n < 0)
and we obtain
ζ2(s, α; v, w)
=
∑∑
0≤m,n≤N
1
(α+ vm+ wn)s
+
1
ws
N∑
m=0
ζ∗H(s, αv,m) +
1
vs
N∑
n=0
ζ∗H(s, αw,n)
− Γ(1− s)
(2pii)1−sepiis

 1vs
∑
0<|n|≤L
e2piin(α+wN)/v
(e2piinw/v − 1)n1−s +
1
ws
∑
0<|n|≤M
e−2piin(α+vN)/w
(e2piinv/w − 1)n1−s


+
1
Γ(s)(e2piis − 1)
(∫
C1
+
∫
C2
+
∫
C3
+
∫
C4
)
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz. (2.2)
From here, we consider the order of the integral term on the right-hand side of
(2.2). First, we consider it on the integral path C4. Let z = u + iu
′ = reiθ then
|zs−1| = rσ−1e−tθ. Since θ ≥ (5/4)pi, r ≍ u+ cη, |evz − 1| ≫ 1 and |ewz − 1| ≫ 1 we
have ∫
C4
F (z)dz =
∫
C4
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz
≪ e−(5/4)pit
∫ ∞
−cη
(u+ cη)σ−1e−(α+vN+wN)udu
≪ e(α+vN+wN)cη−(5/4)pit
∫ ∞
0
uσ−1e−(α+vN+wN)udu
≪ e(α+vN+wN)cη−(5/4)pit(α+ vN + wN)−σΓ(σ)
≪ x−σecαpiy+(c−(5/4)pi)t (2.3)
Secondly, we consider the order of the integral on C3 of (2.2). Noticing
arctanϕ =
∫ ϕ
0
dµ
1 + µ2
>
∫ ϕ
0
dµ
(1 + µ)2
=
ϕ
1 + ϕ
,
at ϕ > 0, we have
θ = arg z =
pi
2
+ arctan
c
1− c =
pi
2
+ c
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on C3. Then we have
|zs−1e−(α+vN+wN)z| ≪ ησ−1e−(pi/2+c)te(α+vN+wN)cη
≪ ησ−1e−pit/2.
Also, since |evz − 1| ≫ 1, |ewz − 1| ≫ 1 we have∫
C3
F (z)dz =
∫
C3
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz
≪
∫ (1−c)η
−(2L+1)
ησ−1e−pit/2du′ ≪ ησe−pit/2 (2.4)
Thirdly, since |evz − 1| ≫ evu and |ewz − 1| ≫ ewu on C1, we have
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)
≪ ησ−1 exp
(
−t arctan (1 + c)η
u
− (α+ (N + 1)(v + w))u
)
.
Since N +1 ≥ x/(v+w) = t/(v+w)η are included in the fractional part of the right
hand-side of the above −(α + (N + 1)(v + w))u may be replaced with tu/η. Also,
since
d
du
(
arctan
(1 + c)η
u
+
u
η
)
= − (1 + c)η
u2 + (1 + c)2η2
+
1
η
> 0
and
arctanϕ =
∫ ϕ
0
dµ
1 + µ2
<
∫ ϕ
0
dµ = ϕ,
we have
arctan
(1 + c)η
u
+
u
η
≥ arctan 1 + c
c
+ c =
pi
2
− arctan c
1 + c
+ c
>
pi
2
+ A(c)
in cη ≤ u ≤ piη, and let A(c) = c2/(1 + c)2. Then we have
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1) ≪ η
σ−1 exp
(
−
(pi
2
+ A(c)
)
t
)
.
Also, since
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1) ≪ η
σ−1 exp (−(α + vx+ wx)u)
in u ≥ piη, then we obtain∫
C1
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz
≪ ησ−1
{∫ piη
cη
e−(pi/2+A(c))tdu+
∫ ∞
piη
e−(α+vx+wx)udu
}
≪ ησe−(pi/2+A(c))t + ησ−1e−(α+vx+wx)piη
≪ ησe−(pi/2+A(c))t. (2.5)
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Finally, we describe the integral evaluation on C2. Since, it can be rewritten that
z = iη + ξepii/4 (where ξ ∈ R and |ξ| ≤ √2cη ), we have
zs−1 = exp
{
(s− 1)
(
pii
2
+ log (η + ξe−pii/4)
)}
= exp
{
(s− 1)
(
pii
2
+ log η + log
(
1 +
ξ
η
e−pii/4
))}
= exp
{
(s− 1)
(
pii
2
+ log η +
ξ
η
e−pii/4 − ξ
2
2η2
e−pii/2 +O
(
ξ3
η3
))}
≪ ησ−1 exp
{(
−pi
2
+
ξ√
2η
− ξ
2
2η2
+O
(
ξ3
η3
))
t
}
(ξ →∞).
as η →∞. Also, since
e−(α+vN+wN)z
(evz − 1)(ewz − 1) =
e−(α+vN+wN)z+(α+vx+wx)z
(evz − 1)(ewz − 1) · e
−(α+vx+wx)z
=
e(v+w)(x−N)z
(evz − 1)(ewz − 1) · e
−(α+vx+wx)z
and
e(v+w)(x−N)z
(evz − 1)(ewz − 1) ≪


e(v+w)(x−N−1)u
(
u >
pi
2
)
e(v+w)(x−N)u
(
u < −pi
2
)
,
we have
e−(α+vN+wN)z
(evz − 1)(ewz − 1) ≪ |e
−(α+vx+wx)ξ/√2|
(
|u| > pi
2
)
.
Hence ∫
C2∩{z | |u|>pi/2}
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz
≪ ησ−1e−pit/2
∫ √2cη
−√2cη
exp
{(
ξ√
2η
(1− v − w)− ξ
2
2η2
+O
(
ξ3
η3
))
t
}
dξ
≪ ησ−1e−pit/2
∫ ∞
−∞
exp
{
−B(c)ξ
2t
η2
}
dξ
≪ ησt−1/2e−pit/2, (2.6)
where B(c) is a constant depending on c. The argument can also be applied to the
part |u| ≤ pi/2 if |ez−2piiλ| > A. If not, that is the case when the contour goes too near
to the pole at z = 2Lpii/v (or 2Mpii/w), we take an arc of the circle |z−2Lpii/v| = ε
(or |z − 2Mpii/w| = ε) . On this arc we can write
z =
2Lpii
v
+ εeiβ or z =
2Mpii
w
+ εeiβ,
where ε is a positive real number less than the distance between any two poles, that
is,
0 < ε < min
k,l
{∣∣∣∣2kpiiv − 2lpiiw
∣∣∣∣
∣∣∣∣ 0 < 2kpiv , 2lpiw < η
}
.
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Then,
log (zs−1) = (s− 1) log
(
2Lpii
v
+ εeiβ
)
= (s− 1) log epii/2
(
2Lpi
v
+
εeiβ
i
)
= (σ + it− 1)
{
pii
2
+ log
2Lpi
v
+ log
(
1 +
vεeiβ
2Lpii
)}
= −pit
2
+ (s− 1) log 2Lpi
v
+
vεeiβ
2Lpi
t+O(1).
On the last line of the above calculations, we used N2 ≫ t which follows from the
assumption x ≤ y. Then
zs−1e−(α+vN+wN)z
= exp
(
−pit
2
+ (s− 1) log 2Lpi
v
+
vεeiβ
2Lpi
t +O(1)
)
× exp
(
−(α + vN + wN)
(
2Lpii
v
+ εeiβ
))
= exp
(
−pit
2
+ (s− 1) log 2Lpi
v
+
(
vt
2piL
− (α+ vN + wN)
)
εeiβ +O(1)
)
,
and since (
vt
2piL
− (α+ vN + wN)
)
εeiβ
=
vt− (α + vN + wN)2piL
2piL
εeiβ
=
2pixyv − 2αpiL− (v + w)[x/(v + w)]2piL
2piL
εeiβ
= −αεeiβ + 2pixyv − (v + w)[x/(v + w)]2piL
2piL
εeiβ
≍
{
x− (v + w)
[
x
v + w
]
− α
}
εeiβ = O(1)
we have
zs−1e−(α+vN+wN)z = exp
(
−pit
2
+ (s− 1) log 2Lpi
v
+O(1)
)
≪
(
L
v
)σ−1
e−pit/2 = O(ησ−1e−pit/2)
In the case when the path C2 is running around the another poles at z = 2kpii/w +
εeiβ, by using the similar above method to obtain
zs−1e−(α+vN+wN)z = O(ησ−1e−pit/2).
Therefore together with (2.6), we have∫
C2
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz ≪ η
σt−1/2e−pit/2 + ησ−1e−pit/2 (2.7)
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Since, the evaluation of all integrals was obtained, using the evaluation formulas
(2.3),(2.4),(2.5),(2.7) and Γ(1 − s) ≪ t1/2−σepit/2, we find that the evaluation of the
integral term of (2.2) is
≪ t1/2−σepit/2{ησe−(pi/2+A(c))t + ησt−1/2e−pit/2 + ησ−1e−pit/2
+ησe−pit/2 + x−σe(c−5pi/4)t}
≪ t1/2
(η
t
)σ
e−A(c)t +
(η
t
)σ
+ t−1/2
(η
t
)σ−1
+ t1/2−σx−σe(c−5pi/4)t
≪ e−δt + x−σ + t−1/2x1−σ ≪ x−σ,
where δ is a small positive real number. Therefore we obtain (1.8).
(ii) In the case when v, w are linear dependent over Q, that is, there exist p, q ∈ N such
that pv = qw and (p, q) = 1. F (z) has simple poles at
z =
2piin
v
(n ∈ Z \ {0}, q |/n), 2piin
w
(n ∈ Z \ {0}, p |/n).
On the other hand here for w = pv/q,
lim
z→2qpiin/v
d
dz
{(
z − 2qpiin
v
)2
zs−1e−(α+vN+pvN/q)z
(evz − 1)(epvz/q − 1)
}
= lim
z0→0
d
dz0
{
z20
(
z0 +
2qpiin
v
)s−1
e−(α+vN+pvN/q)z0e−2qpiinα/v
(evz0 − 1)(epvz0/q − 1)
}
= lim
z0→0
d
dz0

z20
(
z0 +
2qpiin
v
)s−1
× e
−(α+vN+pvN/q)z0e−2qpiinα/v(
vz0 +
v2
2!
z20 +O(z
3
0)
)(
pv
q
z0 +
1
2!
(
pv
q
)2
z20 +O(z
3
0)
)


=
q
pv2
(s− 1)
(
2qpiin
v
)s−2
e−2qpiinα/v
−
(
αq
pv2
+
(p+ q)N
pv
+
vp
2q
+
v
2
)(
2qpiin
v
)s−1
e−2qpiinα/v
Therefore F (z) has double poles at
z =
2piiqn
v
=
2piipn
w
(n ∈ Z \ {0}).
Then, we calculate the following residue sum;∑
0<|n|≤M
ResF (z) =
∑
0<|n|≤L
q |/n
Res
z=2piin/v
F (z) +
∑
0<|n|≤K
p |/ n
Res
z=2piin/w
F (z)
+
∑
0<|k|≤K
Res
z=2piiqk/v
F (z)
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therefore, we have
Res
z=2piin/v
F (z) =
1
v
(
2piin
v
)s−1
e−(α+wN)2piin/v
e2piinw/v − 1
=
{
e−2piinα(2pin)s−1epi(s−1)/2 (n > 0)
e2piinα(−2pin)s−1e3pi(s−1)/2 (n < 0)
and we obtain
ζ2(s, α; v, w)
=
∑∑
0≤m,n≤N
1
(α + vm+ wn)s
+
1
ws
N∑
m=0
ζ∗H(s, αv,m) +
1
vs
N∑
n=0
ζ∗H(s, αw,n)
− Γ(1− s)
(2pii)1−sepiis


1
vs
∑
0<|n|<L
q |/n
e−2piin(α+wN)/v
(e2piinw/v − 1)n1−s +
1
ws
∑
0<|n|<M
p |/n
e−2piin(α+vN)/w
(e2piinv/w − 1)n1−s
+
qs−1
2piipvs
(1− s)
∑
0<|n|<M
e−2qpiinα/v
n2−s
−
(
αq
pv2
+
(p+ q)N
pv
+
vp
2q
+
v
2
)(q
v
)s−1 ∑
0<|n|<M
e−2qpiinα/v
n1−s


+
1
Γ(s)(e2piis − 1)
(∫
C1
+
∫
C2
+
∫
C3
+
∫
C4
)
zs−1e−(α+vN+wN)z
(evz − 1)(ewz − 1)dz.
Furthermore, four integrals in the last term of the above are evaluated to lead the
same result by the similar method as in (i)
Hence proof of Theorem 2 is complete. 
3. Some Lemmas
In this section, we will first introduce two basic lemmas (Lemma 5 and Lemma 6) on
exponential sum in the van der Corput method. These lemmas are called the second
order differential test and the third order differential test, respectively. Also, the Hurwitz
zeta-function ζH(s, α) has similar results to the Hardy-Littlewood’s results (1.2) and (1.3),
which are described in Lemma 7 and Lemma 8. There are approximate functional equation
for the Lerch zeta-function ζL(s, α, λ) proved by R. Garunksˇtis, A. Laurincˇikas, and J.
Steuding (see [5], [7], [8]), Lemma 7 is an analogue of its special case (see [10]) .
Lemma 5 (Theorem 5.9 in [12]). Let a, b are real number with b ≥ a + 1 and c > 1 is a
constant. Suppose that f(x) be a real two times differentiable function which satisfies
0 < Λ ≤ f ′′(x) ≤ cΛ or 0 < Λ ≤ −f ′′(x) ≤ cΛ
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in [a, b]. Then, ∑
a<n≤b
e2piif(n) ≪ c(b− a)Λ1/2 + Λ−1/2.
Lemma 6 (Theorem 5.11 in [12]). Let a, b are real number with b ≥ a + 1, and c > 1 is
a constant. Suppose that f(x) be a real three times differentiable function which satisfies
0 < Λ ≤ f ′′′(x) ≤ cΛ or 0 < Λ ≤ −f ′′′(x) ≤ cΛ
in [a, b]. Then, ∑
a<n≤b
e2piif(n) ≪ c1/2(b− a)Λ1/6 + (b− a)1/2Λ−1/6.
Lemma 7 (Theorem 1(ii) in [10]). Let 0 < α ≤ 1. Suppose that 0 ≤ σ ≤ 1, x ≥ 1, y ≥ 1
and 2pixy = |t|. Then
ζH(s, α) =
∑
0≤n≤x
1
(n+ α)s
+
Γ(1− s)
(2pi)1−s
{
e
pii
2
(1−s) ∑
1≤n≤y
e2piin(1−α)
n1−s
+ e−
pii
2
(1−s) ∑
1≤n≤y
e2piinα
n1−s
}
+O(x−σ) +O(|t|1/2−σyσ−1). (3.1)
Lemma 8. Let x > 0, t > 0 and 0 < α ≤ 1. Suppose that x≪ t, then∑
0≤n≤x
1
(n+ α)1/2+it
≪ t1/6 log x (t→∞).
Proof. First, we consider the following single series and by using Lemma 6 with f(x) =
−t(2pi)−1 log (x+ α) . Suppose that a+ 1 ≤ b ≤ 2a, then
∑
a<n≤b
(n+ α)−it =
∑
a<n≤b
e2piif(n) ≪ a
{
t
(a+ α)3
}1/6
+ a1/2
{
t
(a+ α)3
}−1/6
≪ a1/2t1/6 + at−1/6. (3.2)
Also by using partial summation formula, and by using (3.2), then∑
a<n≤b
(n + α)−1/2−it
=
{ ∑
a<n≤b
(n + α)−it
}
(b− a)−1/2 + 1
2
∫ b
a
{ ∑
a<n≤ξ
(n+ α)−it
}
ξ−3/2dξ
≪ (a1/2t1/6 + at−1/6)a−1/2 +
∫ b
a
(a1/2t1/6 + at−1/6)ξ−3/2dξ
≪ t1/6 + a1/2t−1/6.
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If a≪ t2/3, the above evaluation formula is∑
a<n≤b
(n + α)−1/2−it ≪ t1/6. (3.3)
Also if t2/3 ≪ a≪ t, by using Lemma 5 with same f(x) as above method, then we have
∑
a<n≤b
(n+ α)−it ≪ a
{
t
(a+ α)2
}1/2
+ a1/2
{
t
(a + α)2
}−1/2
≪ t3/2 + at−1/2.
Similarly, by using partial summation formula to obtain∑
a<n≤b
(n + α)−1/2−it ≪ a−1/2t1/2 + a1/2t−1/2.
Therefore, also in the case of t3/2 ≪ a ≪ t, the evaluation formula (3.3) holds. Further-
more, setting (a, b) = (2−jx, 2−j+1x) and taking the sum for j = 1, 2, 3, . . ., so calculate
the sum of O(logx) terms, then we obtain∑
0≤n≤x
(n+ α)−1/2−it =
∑
j≥1
∑
2−jx<n≤2−j+1x
(n+ α)−1/2−it ≪ t1/6 log x.

4. Proof of Theorem 3 and Theorem 4
Proof of Theorem 3.
(i) In the case when v, w are linear independent over Q. Setting s = 1/2 + it on
Theorem 2 (i), and note that
− Γ(1− s)
(2pii)1−sepiis
∼ 1
so we have following evaluation,
ζ2
(
1
2
+ it, α; v, w
)
≪
∑∑
0≤m,n≤x/(v+w)
1
(α+ vm+ wn)1/2+it
+
1√
w
∑
0≤m≤x/(v+w)
ζ∗H
(
1
2
+ it, αv,m
)
+
1√
v
∑
0≤n≤x/(v+w)
ζ∗H
(
1
2
+ it, αw,n
)
+
2pi√
v
∑
0<|n|≤vy
e−2piin(α+wN)/v
e2piinw/v − 1 ·
1
n1/2−it
+
2pi√
w
∑
0<|n|≤wy
e−2piin(α+vN)/w
e2piinv/w − 1 ·
1
n1/2−it
. (4.1)
We denote the right-hand side by S + T1 + T2 +U1 +U2. To evaluation for double
series S on (4.1), we consider the following single series and by using Lemma 6 with
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g(x) = −t(2pi)−1 log (α + vm+ wx) and (a, b) = (2−jx/(v + w), 2−j+1x/(v + w)),
we have
∑
0≤n≤x/(v+w)
(α+ vm+ wn)−it =
∞∑
j=1
∑
a<n≤b
e2piig(n)
≪
∞∑
j=1
{2−jx(m+ x)−1/2|t|1/6 + 2−j/2x1/2(m+ x)1/2|t|−1/6}
≪ x(m+ x)−1/2|t|1/6 + x1/2(m+ x)1/2|t|−1/6. (4.2)
Also by using partial summation formula, and by using (4.2), then we have
∑
0≤n≤x/(v+w)
(α + vm+ wn)−1/2−it
=


∑
0≤n≤x/(v+w)
(α + vm+ wn)−it


(
x
v + w
)−1/2
−1
2
(v + w)1/2
∫ x/(v+w)
1


∑
0≤n≤ξ/(v+w)
(α + vm+ wn)−it

 ξ−3/2dξ
≪ x1/2(m+ x)−1/2|t|1/6 + (m+ x)1/2|t|−1/6
−
∫ x/(v+w)
1
{
ξ−1/2(m+ ξ)−1/2|t|1/6 + ξ−1(m+ ξ)1/2|t|−1/6} dξ
≪ x1/2(m+ x)−1/2|t|1/6 + |t|−1/6(m+ x)1/2 + |t|1/6 log (√x+√m+ x)
+|t|−1/6√m
{
log
(√
1 +
x
m
− 1
)
− log
(√
1 +
x
m
+ 1
)}
.
Furthermore by calculating the sum on m, so we can evaluated to S as follows,
S ≪ x1/2|t|1/6
∑
0≤m≤x
1√
m+ x
+ |t|−1/6
∑
0≤m≤x
√
m+ x
+|t|1/6
∑
0≤m≤x
log (
√
x+
√
m+ x) + |t|−1/6
∑
0≤m≤x
√
m log
(
1 +
2m
x
)
≪ x|t|1/6 + x3/2|t|−1/6 + |t|1/6x log x+ |t|−1/6x3/2
≪ |t|1/6x log x+ |t|−1/6x3/2. (4.3)
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Next, we consider the order of T1 + T2. By using Lemma 7, we have
ζ∗H (σ + it, αv,m)
= ζH (σ + it, αv,m)−
∑
0≤n≤N+nv,m
1
(n+ αv,m)σ+it
≪ ζH (σ + it, αv,m)−
∑
0≤n≤x
1
(n+ αv,m)σ+it
=
Γ(1− s)
(2pi)1−s
{
epii(1−s)/2
∑
1≤n≤y
e2piin(1−αv,m)
n1−s
+ e−pii(1−s)
∑
1≤n≤y
e2piinαv,m
n1−s
}
+O(x−σ) +O(|t|1/2−σyσ−1)
≪ |t|1/2−σepi(|t|−t)/2
∣∣∣∣∣
∑
1≤n≤y
e2piin(1−αv,m)
n1−s
∣∣∣∣∣ + |t|1/2−σepi(|t|+t)/2
∣∣∣∣∣
∑
1≤n≤y
e2piinαv,m
n1−s
∣∣∣∣∣
+x−σ + |t|1/2−σyσ−1.
Suppose that σ = 1/2 and by using Lemma 8
ζ∗H
(
1
2
+ it, αv,m
)
≪
∣∣∣∣∣
∑
1≤n≤y
e2piinαv,m
n1/2−it
∣∣∣∣∣≪
{
1 (0 < αv,m < 1),
|t|1/6 log y (αv,m = 1).
Here, αv,m = 1 is equivalent to (α + vm)/w ∈ N. We suppose that exists k ∈ N
such as (α + vm)/w = k that is α = kw − mv. Also taking k′, m′ such that
α = k′w − m′v, so (k − k′)w − (m′ − m)v = 0 holds. Since v, w are linearly
independent over Q, so (k′, m′) = (k,m). That is, there are at most one pair
(k,m) that satisfies α = kw −mv. Therefore, we have
T1 + T2 ≪
∑
0<m≤x/(v+w)
ζ∗H
(
1
2
+ it, αv,m
)
≪
{
x (α, v, w are lin. indep. over Q),
x+ |t|1/6 log y (α, v, w are lin. dep. over Q). (4.4)
Finally, we consider the evaluation of U1 and U2. Let d(z, ε) be the closed disk
whose center is z ∈ C with radius ε > 0. We first note that for any ε1 > 0, then
exists δ = δ(ε1) > 0 such that for z ∈
⋃
n∈Z d(2piin, ε1) the inequality∣∣∣∣ 1ez − 1
∣∣∣∣ ≤ δe−max{Re(z), 0}
holes. Also, since v, w are linearly independent over Q thus (α + wN)/v /∈ Z and
(α+ vN)/w /∈ Z for any N ∈ N, then we have∣∣∣∣∣
∑
0<n≤L
e−2piin(α+wN)/v
e2piinw/v − 1 ·
1
n1/2−it
∣∣∣∣∣ ≤ δ
∣∣∣∣∣
∞∑
n=1
e−2piin(α+wN)/v
n1/2−it
∣∣∣∣∣ ,∣∣∣∣∣
∑
0<n≤M
e−2piin(α+vN)/w
e2piinv/w − 1 ·
1
n1/2−it
∣∣∣∣∣ ≤ δ
∣∣∣∣∣
∞∑
n=1
e−2piin(α+vN)/w
n1/2−it
∣∣∣∣∣
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and each right-hand side series is convergent, so we have
U1 + U2 ≪ 1. (4.5)
Since (4.3), (4.4) and (4.5), then we have
ζ2
(
1
2
+ it, α; v, w
)
≪ |t|1/6x log x+ |t|−1/6x3/2
+
{
x (α, v, w are lin. indep. over Q),
x+ |t|1/6 log y (α, v, w are lin. dep. over Q).
We consider in the case α, v, w are linearly independent over Q. Let C is constant
with C > 1, taking x = C, y = |t|/2piC then ζ2 (1/2 + it, α; v, w) ≪ |t|1/6. On
the other hand, in the case when α, v, w are linearly dependent over Q, taking
x = 2pi(log t)1/2, y = t(log t)−1/2 then, ζ2 (1/2 + it, α; v, w) ≪ |t|1/6 log |t| so we
obtain the result of Theorem 3 (i).
(ii) In the case when v, w are linear dependent over Q. Setting s = 1/2+it on Theorem
2 (ii), we have
ζ2
(
1
2
+ it, α; v, w
)
=
∑∑
0≤m,n≤N
1
(α + vm+ wn)1/2+it
+
1
w1/2+it
N∑
m=0
ζ∗H
(
1
2
+ it, αv,m
)
+
1
v1/2+it
N∑
n=0
ζ∗H
(
1
2
+ it, αw,n
)
− Γ(1/2− it)
(2pii)1/2−itepii(1/2+it)


2pi
v1/2+it
∑
0<|n|<L
q |/n
e−2piin(α+wN)/v
(e2piinw/v − 1)n−1/2+it
+
2pi
w1/2+it
∑
0<|n|<M
p |/n
e−2piin(α+vN)/w
(e2piinv/w − 1)n−1/2+it


− Γ(1/2− it)
(2pii)1/2−itepii(1/2+it)
· q
−1/2+it
2pipv1/2+it
(
1
2
− it
) ∑
0<|n|<M
e−2qpiinα/v
n3/2−it
+
Γ(1/2− it)
(2pii)1/2−itepii(1/2+it)
(
αq
pv2
+
(p+ q)N
pv
+
vp
2q
+
v
2
)
×
(q
v
)−1/2+it ∑
0<|n|<M
e−2qpiinα/v
n1/2−it
+O(x−1/2). (4.6)
The sum of the first term to fourth term on the right-hand side is evaluated as
≪ |t|1/6 log |t| by using the same method as in (i). We denote the fifth term and
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the sixth term on the right-hand side by V1 and V2, respectively. By using the
Stirling formula, we obtain
Γ(1/2− it)
(2pii)1/2−itepii(1/2+it)
= 1 +O(t−1)
so
|V1| = 1
2pip
√
qv
∣∣∣∣∣∣
∑
0<|n|<M
e2qpiinα/v
n3/2−it
∣∣∣∣∣∣ t +O(1).
Also, since N ≍ x and∑
0<|n|<M
e−2qpiinα/v
n1/2−it
≪ x|t|1/6 log |t|
is established, then V2 ≪ x|t|1/6 log |t|. Therefore, we have
ζ2
(
1
2
+ it, α; v, w
)
= κt+O(|t|1/6 log |t|)
where κ = κ(t) is constant that depends on t with
0 < |κ| < 1
2pip
√
qv
∣∣∣∣ζL
(
3
2
− it, 1, 1− q
v
α
)∣∣∣∣ .

Remark 2. The order of ζ2(1/2 + it, α; v, w) greatly different between when v, w are
linearly dependent over Q and it is not so. For example, considering the special case of
v = w = 1, since
ζ2(s, α; 1, 1) = (1− α)ζH(s, α) + ζH(s− 1, α)
holes (See in [9], p. 86) and ζH(σ+ it, α) = O(t
1/2−σ) (σ < 0) is well-known, in the above
equation, let s = 1/2+it then the second term on the right-hand side is ζH(−1/2+it, α) =
O(t). From this, we can see that ζ2(1/2 + it, α; 1, 1) is linear expression of t.
Proof of Theorem 4. Setting s = 3/2 + it on Theorem 1, then
ζ2
(
3
2
+ it, α; v, w
)
=
∑∑
0≤m,n≤x
(α + vm+ wn)−3/2−it
+
(α + vx)1/2−it + (α + wx)1/2−it − (α + vx+ wx)1/2−it
−vw(1/2 + it)(1/2− it) +O(x
−1/2).
To evaluation for double series on the right-hand side of the above, we consider the
following single series and by using Lemma 6 with same g(x) and (a, b) in the proof of
Theorem 3(i), then we have
∑
0≤n≤x
(α + vm+ wn)−it =
∞∑
j=1
∑
a<n≤b
e2piig(n)
≪ x(m+ x)−1/2|t|1/6 + x1/2(m+ x)1/2|t|−1/6.
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Similarly, by using partial summation formula and by using (4.7), then∑
0≤n≤x/(v+w)
(α+ vm+ wn)−1/2−it
≪ x−1/2(m+ x)−1/2|t|1/6 + x−1|t|−1/6(m+ x)1/2 + x−1/2|t|1/6(m+ x)1/2m−1
−|t|−1/6
(√
m+ x
x
1√
m
+
{
log
(√
1 +
x
m
− 1
)
− log
(√
1 +
x
m
+ 1
)})
.
Furthermore, by calculating the sum on m, so we can evaluated this series as follows,∑∑
0≤m,n≤x
(α + wm+ wn)−3/2−it ≪ |t|1/6 + x1/2|t|−1/6.
Therefore, we have
ζ2
(
3
2
+ it, α; v, w
)
≪ |t|1/6 + x1/2|t|−1/6 + x1/2|t|−2 + x−1/2.
Taking x ≍ |t| then ζ2 (3/2 + it, α; v, w)≪ |t|1/3, so proof of Theorem 4 is complete. 
Remark 3. In the above proof by used Theorem 1, but if we use Theorem 2, we have
only weak results of ζ2 (3/2 + it, α; v, w)≪ |t|2/3. From this, Theorem 1 is more effective
when s = 3/2 + it.
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