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1. INTRODUCTION 
The numerical solution of homogeneous equations i
of significant interest in structures technology and 
laminar and turbulent stability analyses. The "varia- 
tion-iteration" method using Green's functions to 
£md the eigenvalues and the corresponding eigen- 
functions of a homogeneous Fredholm integral equa- 
tion is well documented in easily accessible literature 
[1]. However, most of the structural problems have a 
£mite domain of application and hence are readily 
solved using such a numerical method. But, examples 
in the stability analysis of fluid mechanics problems, 
especially boundary layers and other thin shear-layers 
have a semi-infinite (infinite) domain of application; 
the flow region extends from y = 0 at the wall to 
y = m. In most analyses m is represented bya par- 
ameter, 8, the boundary layer thickness, for computa- 
tional simplicity. In our study [2] of the flit-plate 
turbulent boundary-layer using the "Lumley [3, 4] 
stability equations" and the OLP method we are faced 
with the solution of simple, linear, fourth order 
homogeneous differential equations with homogeneous 
boundary conditions when certain drastic assumptions 
are made to reduce the coupled pair of fourth order 
equations for 2-D flows. The motivation of this 
investigation is to develop asuitable numerical p- 
proach for the solution of such equations in order 
to better understand the full set of equations for 
"real-world" flow models. 
2. FORMULATION AND METHOD OF SOLUTION 
The governing equations of interest (see [2, 5]) are : 
d4#i _2k 2 d2~i +k4~ i=0, i=1 ,2  (1) 
dy 4 dy 2 
where, k > 0 is the wave number, ~/i are the complex 
spectral functions obtained by Fourier transforma- 
tion of the perturbation velocity components and y 
is a nondimensional parameter, the nondimensionaliza- 
tion being with the boundary layer (thin shear-layer) 
thickness, 8. Equation (1) is subject o the following 
boundary conditions : 
i= l  : ~1(0)=0=@1(~); 
i=  2 : ~2(o)  = 0= ¢J2(~);  
~i" (o) = o = ~i (=)  
(2a) 
¢,:~(o) = o = ~,~(=) 
(2b) 
Equation (1) can be decomposed into a set of four 
fourth-order homogeneous differential equations, the 
eigensolution feach being independent of the other 
three as they are not coupled, and the phase angles of 
each pair of ~1 and ~2 always being Ir/4 uniformly 
in y since Re(~i) is uncoupled from imag(~i), unlike 
the "real-world" case [2-5]. 
The equation : 
d4~i -k  2 2 -k2~ i i=1,2  (3) 
dy 4 dy 2 
can be converted into a Fredholm integral equation 
for the boundary conditions given in equation (2). 
4 
D~ G = 0 it follows that Since 
Gi= A0 i+ Cl1~ + C21~2 + C3i~3 ' YY < ~} (4b)(4a) C0i " " ' i = 1, 2 
G i= + Ali~ + A2i~2 + A3ig3 > 
where C and A are functions of y to be determined. 
Gi(Y,~ ) fory < ~ at ~ = 0; and Gi(Y,~ ) fory > 
at ~ = oo satisfy the same boundary conditions as ~i" 
However, as G i (y, ~) is a third order polynomial, the 
condition Gi(oo , ~) = 0 cannot be satisfied unless the 
value of in£mity is contained to a finite value, say "a", 
which from our calculations will be shown to be al- 
ways less than or equal to unity. Hence the procedure 
adopted is to replace infinity by a Finite value "a" 
which represents a reasonably far-off point in the 
computational domain. This is analogous to the Pohl- 
hansen [7] matching condition at y = ~ but more 
general and, perhaps, like the K-L-C asymptotic 
matching [6] or, the numerical equivalent of the "H- 
delta" method. But the Fredholm integral equation is
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solved in the standard way. The value of "a" is now 
doubled and the same problem solved gain. If both 
the solutions (i.e. for (0, a) and (0, 2a) are not signifi- 
cantly different and if all the boundary conditions 
are satisfied by the solution with domain (0, 2a); the 
eigensolution corresponding to a particular eigen- 
value is assumed to have been obtained. Following 
this argument and replacing the domain (0, oo) by 
(0, a) the GreenYs functions can be obtained using the 
procedure for constructing the Green's function 
given in [ 1] as: 
: [~3(3-2y) +3a~2(y-2) +(3~ -y)], 
G 2 (y, = y (Sa) 
2 2 ~-[y3(3a-2~) + (~-2a)+(3y-~)], 3y 
y ;, ~ (5b) 
Gl(Y,~ ) = 
Y f3~ [2a~ 3+ (1+ ~2)(1-2a~)] 
-a~2(2-3~+~3)},  y,g~ (5c) 
{3(1+ ~2)(y_2ay 2 + ay 3) 
-2a~2(1-3y2+ 2y3)}, Y ~ 
(5d) 
dG 1 dG 2 d2G1 d2G2 
Note thatG 1,G 2, -~y , dy ' dY 2 , dY 2 are con- 
tinuous at ~ = y but d3G1 and d3G2 have a jump 
dy 3 dy 3 
of unity at ~ = y. Also the Green's functions are sym- 
metric when a = 1. However it is not obvious if the 
Green's functions are self-adjoint for a > 1. 
Thus the required integral equations are : 
a 
= k 212 
0 
and assuming that 
~i(~ ) = k 2 f0 2 
where G 
d2Gi 
dy 2 
d2G2 
d2#i -k4~i ]G idy ,  i=1 ,2  
dy 2 (6a) 
d2 ~i is integrabh we obtain :
dy 2 
d2G i
-k2Gil ¢/idY (6b) 
dy 2 
m 
Is given in Eqn. (5) and 
Y (2 -3~+~3)"  y 'g~ (7a) --~-- 
~ [2~2(1-2y) +(1 + ~2)(-2 + 3y)], 
y ~ ~ (7b) 
_ ; ~3(1-2y)+ a~2(3y-2)+ (G-Y), Yg ~ (7c) 
L ~3(1-2y)+ a~2(3y-2), y ~ ~ (7d) dy 2 
RESULTS AND DISCUSSIONS 
Using a ftrst approximation of the eigensolution as : 
~0)- =y(a-y),  i=1,2  (8) 
The Fredholm integral equation (6b) is solved by 
numerical quadrature using the trapezoidal rule. The 
iterative solution of the integral e~uation is similar to 
the one given in [1]. The factor k2, outside the integral in 
equation (6b) may be assumed to be unity without 
loss of generality as k is independent of y. This merely 
scales the eigenvalue X with k-removable. It is obvious, 
that in doing so, the value of the eigenvalue is reduced 
by a factor of k2; the eigensolution however remains 
unaffected as was also found by numerical experimen- 
tation. Table 1 is a list of some of the typical eigen- 
solutions corresponding to the particular eigenvalues 
for different values of the wave number, k. The eigen- 
solutions are normalized by the largest value of @i at 
some y. 
The y-station at which the maximum values of ~ 1 and 
~2 occur does not change significantly with increasing 
wave numbers. The eigensolutions change slowly with 
increasing k for both the cases investigated. 
Table 2 shows a typical variation of the eigensolutions 
and the eigenvalues for different values of the step size, 
h, used in numerical quadrature and different values 
of "a", for ~1" A similar variation for ~2 was also 
observed when the step size and the value of "a" are 
varied. Changing the step size within the ranges com- 
puted does not alter the eigensolution or the eigen- 
value by a large amount for a fixed k. As "a" approaches 
unity, the infinity boundary conditions are satisfied, 
precisely. 
Table 3 illustrates the variation of the eigenvalues 
with the wave number, k; the eigenvalues represent 
some form of a stability parameter of the numerical 
solution. The eigenvalues are real but negative. Though 
no rigorous analysis was carried out, the negative real 
numbers for the eigenvalues illustrate the true eigen- 
values maybe pure imaginary numbers and the matrix 
may in fact be non-Hermitian. 
The effect of a > 1 is illustrated in fgure 1. The cubic 
polynomial nature of the Green's functions results in 
this distinct behavior of the eigensolutions of ~ 1 and 
~2" The boundary conditions at infinity are no longer 
satisfied by the numerical solution. Hence, from the 
results obtained, it appears that y = 1 = a, is the best 
possible approximation of infinity, that this approach 
is capable of handling before the method fails. The 
asymptotic approach of the spectral functions to zero 
as y ~ oo is unfortunately not yet possible using the 
Green's function approach. The analysis is thus limited 
to the domain 0 g y g a, where a g 1. 
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TABLE 1 
h 0.10 0.10 0.10 0.10 0.10 0.10 0.10 (step size) 
k 0.05 0.8 3.2 25.6 0.05 3.2 25.6 wave number 
X 
;igenvalue -0.101349 -0.103951 -0.143598 -2.85603 -0.053038 -0.072904 -1.36048 
Y ~1 ~1 @1 ~1 ~2 ~2 ~2 
0 0 0 0 0 0 0 0 
0.1 0.404128 -0.403 0.392060 0.371204 0.0917942 -0.10039 -0.118039 
0.2 0.716366 -0.715305 0.705310 0.687907 0.321017 -0.341829 -0.387301 
0.3 0.963242 -0.961493 0.944103 0.908653 0.653111 -0.665639 -0.688989 
0.4 1.000 -1.00000 1.0000 1.0000 0.840406 -01862509 -0.913011 
0.5 0.962968 -0.963176 0.964190 0.960432 1.000000 -1.00000 -1.00000 
0.6 0.744779 -0.746715 0.765391 0.800048 0.840406 -0.862508 -0.913008 
0.7 0.515269 -0.517072 0.534011 0.562656 0.653111 -0.665638 -0.688983 
0.8 0.251295 -0.252942 0.269177 0.301240 0.321018 -0.341828 -0.387292 
0.9 0.0698256 -0.070438 0.076492 0.088432 0.0917956 -0.100388 -0.118028 
1.0 0.000000 -0.000000 -0.000002 -0.000007 0.000002 0.000002 0.000012 
CONCLUDING REMARKS 
The "vatiation-iteration" method using Green's func- 
tions is used to f'md the eigensolutions of a decoupled 
system of fourth order homogeneous ordinary differ- 
ential equations ubject o the appropriate boundary 
conditions. The problem involves, in addition to the 
determination of the eigensolution, a search for a suit- 
able value of the length of the domain which is a fair 
fmite approximation to infinity. Of course, in doing 
so, the eigensolution also becomes an approxima- 
tion dependent on the length of the interval chosen. 
In the examples investigated, the value of y -~ .0 can 
be suitably represented by y -~ 1. For y > 1, this 
method for this chss of problems fails to produce 
results which satisfy all the boundary conditions due 
to the polynomial nature of the Green's functions. 
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TABLE 2.  k = 0.05 
h 0.025 0.05 0.025 0.05 0.025 
a 1.0 1.0 0.5 0.5 0.25 
k2X - 0.000248 -0.000249 -0.000216 -0.000215 -0.000085 
y ~b 1 ~bl ~b 1 ~b 1 ~b 1 
0 0 0 
0.025 -0.100219 
0.05 -0.198979 -0.20069 
0.075 -0.296520 
0.10 -0.389755 -0.389756 
0.125 -0.480618 
0.15 -0.564535 -0.569389 
0.175 • -0.645063 
0.20 -0.716332 -0.716333 
0.225 -0.783388 
0.25 -0.839313 -0.846527 
0.275 -0.890443 
0.30 -0.929094 -0.929095 
0.325 -0.962648 
0.35 -0.982960 -0.991403 
0.375 -0.998173 
0.40 -1.00 -1.00 
0.425 -0.977035 
0.45 -0.981154 -0.989573 
0.475 -0.961092 
0.5 -0.929168 -0.929166 
0.525 -0.893950 
0.55 -0.84845 -0.855716 
0.575 -0.800786 
0.6 -0.744856 -0.744853 
0.625 -0.68803 
0.65 -0.625389 -0.630723 
0.675 -0.563307 - 
0.70 -0.497852 -0.497848 
0.725 -0.434532 
0.75 -0.370454 -0.373582 
0.775 -0.310032 
0.8 -0.251395 -0.251390 
0.825 -0.197865 - 
0.85 -0.148457 -0.149665 
0.875 -0.105473 - 
0.9 -0.0686134 -0.0686102 
0.925 -0.0393001 - 
0.95 -0.0176748 -0.177505 
0.975 0.004475 - 
1. 0 0 
0 0 
0.115547 
0.228984 0.23112 
O.34O444 
0.445693 0.445157 
0.547108 
0.638561 0.643685 
0.724551 
0.797392 0.79487 
0.863468 
0.913949 0.918728 
0.956772 
0.982431 0.975653 
1.00 
0.999801 1.00 
0.991573 
0.965967 0.952874 
0.932885 
0.883782 0.875829 
0.82822 
0.75883 0.738730 
0 
-0.191606 
-0.373853 
-0.547042 
-0.693521 
-0.823216 
-0.912752 
-0.980249 
-0.100 
-0.995706 
-0.943045 
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TABLE 3 
k 0.05 0.4 1.6 3.2 12.8 25.6 
for ~b I : X 1 -0.101349 -0.101992 -0.11183 -0.143598 -0.788495 -2.85603 
for ~b 2 : )'2 -0.0530382 -0.0533398 -0.0579567 -0.0729043 -0.378736 -1.36048 
k 51.2 102.4 
)'1 ' -11.1268 -44.2101 
)'2 -5.28797 -20.9981 
I%1 
*I" a=S.O, k ~2' a=2.0, k ~ ~;I' a=4,0, k I~  
/ / ,  / 
I:, /i,,, / / / /  
//./! / * l 0.5  I I 
I I 
t i 
0 1 3 4 5 6 7 
Fig. 1. 
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