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Six months in the lab can save you a
day in the library.
(Albert Migliori)
1 Einleitung
Mit der heute verfügbaren Strömungsmesstechnik, fortgeschrittenen numerischen Me-
thoden und stetig steigender Rechnerleistung bei sinkenden Kosten sieht sich der Strö-
mungsmechaniker kaum noch damit konfrontiert, die Umströmung bestimmter Körper
lediglich vorherzusagen. Vielmehr soll diese Umströmung so gestaltet, beeinflusst werden,
dass sie optimal im Hinblick auf eventuell konkurrierende Zielgrößen ist.
Man kann sicher behaupten, auch ohne dies durch prominente Zitate zu hinterlegen,
dass bei einem Großteil der strömungsmechanischen Forschung und Entwicklung eine
der entscheidenden Zielgrößen zumindest mittelbar „Widerstandsminimierung“ lautet;
hat doch der Strömungswiderstand allein bei praktisch allen modernen Transportmit-
teln den ausschlaggebenden Anteil am Gesamtwiderstand. Im Allgemeinen setzt sich
der strömungsmechanische Widerstand im Unterschallbereich aus einem Reibungs- und
einen Formwiderstandsanteil zusammen. Für schlanke Körper, wie Tragflügel, überwiegt
der Anteil der Reibung, und auch bei anderen Körperformen ist er nur selten völlig
vernachlässigbar.
Der Reibungswiderstand wird in erster Linie durch den Charakter der wandnahen
Strömung, der Grenzschicht, bestimmt; dieser kann laminar oder turbulent sein. Grund-
sätzlich ist jegliche Strömung über festen Wänden im vorderen Bereich laminar, wird
allerdings – mehr oder weniger zeitig – instabil und schlägt dann in turbulente Strömung
um. Mit dem Übergangsprozess, der laminar-turbulenten Transition, steigt die Wandrei-
bung erheblich an: Turbulente Strömung vergrößert den Reibungskoeffizienten durchaus
um den Faktor zehn und mehr. Die nötige Antriebsleistung steigt natürlich ebenso – ge-
nug Motivation für Generationen von Forschern und Ingenieuren, nach Wegen zu suchen,
den turbulenten Reibungsbeiwert zu senken.
Teils Vorbildern aus der Natur folgend ist dies auch nicht erfolglos geblieben. Die Hai-
fischhaut (Bild 1.1) etwa, deren Längsrippen in einer turbulenten Grenzschicht reibungs-
mindernd wirken, flog bereits: Eine Folie mit ähnlichen Längsrippen wurde zunächst
am Leitwerk einer Airbus A320 getestet und schließlich an Rumpf und Tragflügeln ei-
ner A340 im Linienflug erprobt. Der Treibstoffverbrauch ließe sich damit um bis zu
3% senken (Bechert et al. 2000), und die noch zu überwindenden Hindernisse1 eines
Praxiseinsatzes sind nicht aerodynamischer Natur (Vijgen et al. 2008).
Gut angelegte Forschungsgelder also, bedenkt man, dass allein die Lufthansa im Jahr
2009 Treibstoffkosten in Höhe von 3.65 Mrd. EUR2 verbuchte (Deutsche Lufthansa AG
1Problematisch sind vor allem die mangelnde dauerhafte Beständigkeit der Folie gegenüber Umwelt-
einflüssen, die Verschmutzungsanfälligkeit und der damit verbundene Wartungsaufwand.
2Der Leser möge bitte verzeihen, dass in dieser rein numerischen Arbeit konsequent Punkte als Dezi-
maltrenner gesetzt werden.
1
1 Einleitung
Bild 1.1: Schuppen einer Haifischhaut; eine
Schuppe ist etwa 0.5 mm lang (Reif 1985).
Die Längsrippen verringern die turbulente
Wandreibung um bis zu 9%.
Bild 1.2: Weitgehend laminar umströmtes
Tragflügelprofil. In gleicher Anströmung
haben der Kreiszylinder und das Laminar-
profil den gleichen Widerstand (Schlichting
und Gersten 1997).
2010) und so selbst Widerstandsreduktionen im einstelligen Prozentbereich enormen
volkswirtschaftlichen Nutzen bringen. Neben dieser einen, exemplarischen Methode, die
turbulente Wandreibung zu reduzieren, existieren viele andere Ansätze, verfolgt in zahllo-
sen Arbeiten und zusammengefasst unter anderem von Bushnell (2003) und Gad-el-Hak
(2000).
Eine gänzlich andere Möglichkeit, den Reibungswiderstand zu senken, besteht darin,
die nahe der Anströmkante noch laminare Strömung so lange wie möglich zu erhalten,
also die Strömung bereits in diesem Stadium so zu beeinflussen, dass die Transition erst
möglichst weit stromab abgeschlossen ist: „Laminar flows are easier to control and every
effort should be made to control the flow at this stage before it is too late“ (Gad-el-
Hak 2000). Diesem Weg folgt die vorliegende Arbeit am Beispiel einer ebenen Platte,
dem idealisierten Testfall in der Transitionsforschung. Im Wesentlichen müssen dazu die
sogenannten Tollmien-Schlichting-Wellen (TS-Wellen) gedämpft werden. Solche Wellen
treten bei turbulenzarmer Anströmung als anfänglich sehr kleine, zweidimensionale Stö-
rungen in der Grenzschicht auf, wachsen unbeeinflusst allerdings exponentiell und leiten
dann die Transition ein.
Auch hier war die Natur schneller. So gibt es Hinweise, dass Delfine aufgrund des be-
sonderen, flexiblen Aufbaus ihrer Epidermis nicht nur zu einer gewissen Laminarhaltung
fähig sind, sondern diese über eine variable Durchblutung und damit geänderten visko-
elastischen Eigenschaften eventuell sogar aktiv beeinflussen können (Carpenter et al.
2000; Fish 2006).
Eines der frühesten technischen Beispiele erfolgreicher Transitionsverzögerung stellen
die sogenannten Laminarprofile dar, entwickelt ab den späten 1930er Jahren auf beiden
Seiten des Atlantiks (Doetsch 1940; Abbott et al. 1945). Noch bevor man Genaueres
über den Transitionsvorgang an sich wusste, war bekannt, dass ein negativer Druckgra-
2
dient die Strömung länger laminar hält, das Druckminimum eines Tragflügelprofils also
tendenziell nach hinten verschoben werden sollte. Wenn auch nicht 100%ig passend,3 so
veranschaulicht Bild 1.2 dennoch eindrucksvoll das Potenzial einer solchen Laminarhal-
tung. Bei gleicher Anströmung haben beide maßstäblich dargestellten Geometrien den
gleichen Widerstand!
Eine günstige Formgebung mag als die einfachste Art der Strömungsbeeinflussung ge-
sehen werden, jedoch ist sie nicht in allen Fällen möglich, praktikabel oder ausreichend.
Klassifiziert man die zahlreichen Beeinflussungsmethoden wie Gad-el-Hak (2000) nach
ihrem Energieeinsatz, so lassen sich zunächst passive und aktive Verfahren unterschei-
den. Erstere kommen ohne zusätzlichen Energieeinsatz aus. Hier ordnen sich etwa die
gerade erwähnten Laminarprofile ein. An einer ebenen Platte entfällt zwar die Mög-
lichkeit einer vorteilhaften Konturgestaltung, was aber nicht bedeutet, dass eine passive
Transitionsbeeinflussung hier generell unmöglich ist. Cossu und Brandt (2002), beispiels-
weise, fanden zunächst theoretisch optimale, langwellige Störungen der Grundströmung
(low speed streaks), die das Wachstum von TS-Wellen reduzieren können. Anschließend
führten Fransson et al. (2006) diese optimalen Störungen im Experiment durch passive
Bauteile – eine Reihe sehr flacher Zylinder auf der Oberfläche – erfolgreich herbei und
beobachteten in der Tat eine stabilere Grenzschicht.
In aller Regel jedoch beschränkt sich die Effektivität passiver Maßnahmen auf einen
bestimmten Auslegungszustand. Aktive Methoden hingegen beeinflussen die Strömung
durch gezielten Impulsaustausch, etwa durch Oszillation der Wand, wandnormalem Ab-
saugen oder tangentialem Ausblasen von Fluid, Heizen (in Wasser) oder Kühlen (in Luft)
der Grenzschicht oder durch wandnah wirkende Volumenkräfte. Je nach Anwendungsfall
kann dies zudem gesteuert oder geregelt erfolgen und ist damit trotz breiterem Einsatz-
gebiet effektiver. Allerdings erfordern aktive Methoden einen gewissen Kontrollenergie-
aufwand und müssen sich schließlich zur praktischen Anwendbarkeit der Effizienzfrage
stellen: Spart die Laminarhaltung tatsächlich mehr Antriebsleistung als die Aktuation
kostet?
Gad-el-Hak (2000) unterteilt die Klasse der aktiven Methoden nochmals. Die sogenann-
ten „vordefinierten“ Methoden suchen einen bestimmten, angenommenen Strömungszu-
stand zu verbessern; dabei gehen keine Informationen über den tatsächlichen Strömungs-
zustand in das Kontrollsignal ein. Reaktive oder interaktive Methoden berücksichtigen
darüber hinaus den tatsächlich gemessenen, aktuellen Zustand der Strömung, um ein
angepasstes Kontrollsignal festzulegen. In der einfachsten Form, der Steuerung (auch
feed-forward- oder open-loop-control genannt), ist dazu ein Sensor stromauf der Be-
einflussungstelle platziert. Beim geschlossenen Regelkreis (feedback- bzw. closed-loop-
control) informiert ein zusätzlicher Sensor über den Kontrollerfolg, also die Abweichung
zum gewünschten Zustand.
3Der vergleichsweise große Widerstand des Kreiszylinders geht nicht hauptsächlich auf eine – hier sogar
förderliche – turbulente Umströmung, sondern auf Strömungsablösung, und damit einen großen
Formwiderstand, zurück.
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Nach dieser Klassifikation beschränkt sich die vorliegende Arbeit auf die aktive Be-
einflussung mit Volumenkräften und nutzt im Speziellen ein vordefiniertes Signal sowie,
zu einem gewissen Grad, die „open loop“-Methode. Das Bauteil, welches dabei das Kon-
trollsignal an die Strömung „übermittelt“, also die Strömung aktiv verändern soll, wird
Aktuator genannt. Während die meisten Aktuatoren auf die Strömung nur mittelbar –
über geänderte Randbedingungen an der Wand – Einfluss nehmen können, wirken Volu-
menkräfte, wie der Name sagt, direkt im Fluid. Ein Beispiel dafür ist die Lorentzkraft.
Sie entsteht, sobald sich ein stromdurchflossener Leiter in einem Magnetfeld befindet,
und es spricht nichts dagegen, dass dieser Leiter auch ein Fluid sein kann. In bewegten
flüssigen Metallen etwa induziert allein ein angelegtes Magnetfeld aufgrund der hohen
Leitfähigkeit bereits sehr große elektrische Ströme. Die resultierende Lorentzkraft kann
daraufhin eine deutliche Änderung der Geschwindigkeitsverteilung hervorrufen. Solche
und ähnliche Effekte werden seit Jahren in industriellem Maßstab angewandt und be-
gründen das Gebiet der Magnetohydrodynamik (MHD).
Ist das Fluid lediglich schwach elektrisch leitfähig, wie etwa Salzwasser oder andere
Elektrolyte, so sind die induzierten elektrischen Ströme sehr gering. Erst durch ein ex-
tern angelegtes elektrisches Feld wird der Stromfluss groß genug, um eine wirkungsvolle
Lorentzkraft zu generieren; ein Umstand, dem der Name Elektromagnetohydrodynamik
(EMHD) Rechnung trägt.
Die Idee, nach diesem Prinzip die Plattengrenzschicht schwach leitfähiger Fluide zu
beeinflussen, stammt von Gailitis und Lielausis (1961). Dabei könnte das Grenzschicht-
profil, wie Tsinober und Shtern (1967) anmerkten, eine besonders stabile, exponentielle
Form annehmen und damit laminare Strömung begünstigen.
Statt einer Grenzschichtstabilisierung schien jedoch zunächst der MHD-Antrieb für
maritime Anwendungen interessanter (Phillips 1962), würde dieser doch lautlos und oh-
ne bewegliche Teile arbeiten. Als proof-of-concept baute Way (1967) ein gut 3 m langes
Modell eines Unterseebootes, welches, gespeist aus einem Bleiakkumulator, bei einer
magnetischen Induktion von 0.015 T etwa eine Geschwindigkeit von 0.4 m/s erreichte.
Weitere Abschätzungen von Way (1968) waren durchaus ermutigend: Für schnellfah-
rende Fracht-Unterseeboote berechnete er bei 7 T eine Effizienz von ca. 80%. Letztlich
mündete die Forschung über die 1970er und 1980er Jahre hinweg im Bau des ersten
MHD-angetriebenen Schiffes Yamato-1 (Bild 1.3), das allerdings die Erwartungen nicht
erfüllen konnte und vorerst das Kapitel MHD-Antrieb besiegelte.
Die Forschung wandte sich nun wieder der Grenzschichtbeeinflussung zu. Angeführt
von den Pionieren Tsinober (1990) und Lielausis et al. (1991) erschienen ab den 1990er
Jahren zahlreiche Arbeiten, die auf eine Widerstandsreduktion turbulenter Grenzschich-
ten mit elektromagnetischen Kräften abzielten. Nosenchuck und Brown (1993) berichten
von dramatisch reduzierten turbulenten Schwankungsbewegungen in einem Wasserkanal,
wenn sie eine auf die Wand gerichtete Lorentzkraft zuschalten (Tile-Konfiguration in
Bild 1.4). Daraufhin wurden verschiedene Aktuatoranordnungen untersucht, die jeweils
unterschiedliche Kraftverteilungen erzeugen. Mit direkten Kraftmessungen an einer Plat-
te fanden Henoch und Stace (1995), dass eine stromab gerichtete, stationäre Lorentzkraft
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Bild 1.3: „Yamato-1“, das erste Schiff mit
MHD-Antrieb.
Bild 1.4: Tile- und Stripe-Konfiguration des
Lorentzkraftaktuators zum Erzeugen einer
wandnormalen bzw. wandparallelen Kraft.
(Stripe-Konfiguration in Bild 1.4) den turbulenten Reibungswiderstand erhöht; ein Er-
gebnis, dass Crawford und Karniadakis (1997) später durch Direkte Numerische Simula-
tionen (DNS) bestätigten. Spannweitig oszillierende Kräfte (Berger et al. 2000; Lee und
Kim 2002; Breuer et al. 2004; Pang und Choi 2004) sowie spannweitig (Du et al. 2002)
oder stromab (Huang et al. 2010) wandernde Wellen hingegen können den Widerstand
um 10 − 40% senken, wie experimentell und numerisch nachgewiesen wurde.
Neben der Grenzschichtbeeinflussung bieten sich Lorentzkräfte auch zur Unterdrü-
ckung der Strömungsablösung an. Die Strömung um einen Kreiszylinder, beeinflusst
durch stromab gerichtete, stationäre Lorentzkräfte untersuchten Crawford und Karnia-
dakis (1995) und eingehender Posdziech (2008) mittels DNS sowie Weier et al. (1998),
Kim und Lee (2000) und Weier (2005) experimentell. Instationäre, d. h. zeitlich oszil-
lierende Kräfte bei unterschiedlicher Wellenform wurden von Weier und Gerbeth (2004)
und Cierpka (2009) an angestellten Tragflügelprofilen betrachtet.
Ob Widerstandsverminderung oder Ablösekontrolle: Problematisch bleibt bis heute
der nötige Energieeinsatz. Bisher gelang keinem Autor der zweifelsfreie Nachweis ei-
ner energetisch effizienten EMHD-Beeinflussung. Schlimmer noch: Shatrov und Gerbeth
(2007) haben gezeigt, dass die Effizienz der elektromagnetischen Widerstandsreduktio-
nen in turbulenten Grenzschichten indirekt proportional zum Lastfaktor ist. Jener er-
gibt sich aus dem Verhältnis von angelegten zu induzierten elektrischen Strömen, und
ist in der EMHD definitionsgemäß hoch. Daraus lassen sich zwei Schlüsse ziehen: Er-
stens sollte man möglichst große Magnetfeldstärken wählen, um die induzierten Ströme
zu erhöhen und den Lastfaktor zu senken. Zweitens scheint eine effiziente turbulente
Widerstandsreduktion bei den Feldstärken, die Permanentmagnete heute liefern können,
offensichtlich auszuscheiden. Der einzig verbleibende Weg auf diesem Gebiet mag da-
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mit eine Transitionsverzögerung sein. Diese müsste nämlich nicht die starken Geschwin-
digkeitsschwankungen einer turbulenten Grenzschicht reduzieren, sondern lediglich sehr
schwache Fluktuationen in der transitionellen Strömung verhindern.
Folglich konzentriert sich die vorliegende Arbeit auf die Grenzschichtbeeinflussung
schwach leitfähiger Fluide im Transitionsbereich, also bei verhältnismäßig niedrigen
Reynoldszahlen. Am Beispiel der Strömung über einer ebenen Platte soll erstmals de-
tailliert gezeigt werden, wie eine stromab gerichtete Lorentzkraft die laminar-turbulente
Transition verzögern kann. Im Einzelnen werden die folgenden Punkte, jeweils nach einer
eigenen Einleitung, behandelt:
1. wie sich die laminare Grenzschicht unter der Wirkung einer wandparallelen Lor-
entzkraft verändert,
2. wie räumlich konstante, stationäre Kräfte das Wachstum der TS-Wellen dämpfen,
3. wie räumlich konstante, stationäre Kräfte auf das nichtlineare Wellenwachstum
und Wirbelstrukturen in der Spätphase der Transition wirken,
4. wie eine optimierte, stationäre Kraftverteilung die Effizienz der Transitionsverzö-
gerung verbessert,
5. wie sich TS-Wellen mit instationären Kräften direkt auslöschen lassen.
Dabei soll stets eine mögliche Anwendung im Blick bleiben. Also wird die energetische
Effizienz diskutiert und an gegebenen Stellen auf Verbesserungsmöglichkeiten hingewie-
sen.
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Dieses Kapitel gibt eine kurze Einführung in die physikalischen Grundlagen. Nach den
strömungsmechanischen Grundgleichungen wird der Transitionsvorgang an einer ebe-
nen Platte vorgestellt und dabei auf dessen wesentlichen Bestandteil, die Tollmien-
Schlichting-Wellen, besonders eingegangen. Anschließend werden die prinzipiellen Mög-
lichkeiten erläutert, Transition zu verzögern. Als Mittel der Wahl darf hier eine Ein-
führung zur Lorentzkraft nicht fehlen. Nachdem die verwendete Aktuatorgeometrie und
die daraus entstehende Kraftverteilung beschrieben sind, schließt eine Abschätzung der
elektrischen Leistungsaufnahme des Lorentzkraftaktuators das Kapitel ab.
2.1 Strömung eines inkompressiblen Fluides
Die zeitabhängige Strömung eines inkompressiblen, newtonschen Fluides wird durch die
Navier-Stokes-Gleichung in Verbindung mit der Kontinuitätsgleichung beschrieben. In
dimensionsbehafteter Vektornotation lauten diese
∂u
∂t
+ N (u) = −1
ρ
∇p + ν∇2u + 1
ρ
F (2.1)
∇ · u = 0. (2.2)
Darin ist u der Geschwindigkeitsvektor mit den Komponenten u, v und w, ρ ist die Dichte
des Fluides, p der Druck, ν die kinematische Viskosität, und F eine Volumenkraftdichte.
Für den nichtlinearen Term N (u) sind verschiedene Schreibweisen möglich; hierauf geht
der Abschnitt 3.1 genauer ein. Die Entdimensionalisierung der Größen durch
u∗ =
u
U∞
, x∗ =
x
Lref
, t∗ = t
U∞
Lref
, p∗ =
p
ρU2
∞
F ∗ =
Lref
ρU2
∞
F (2.3)
mit der Anströmgeschwindigkeit U∞, einer geeigneten, sogleich noch näher zu bestim-
menden charakteristischen Länge L und dem Staudruck ρU2
∞
führt auf die dimensionslose
Form
∂u∗
∂t∗
+ N (u∗) = −∇p∗ + 1
Re
∇2u∗ + F ∗ (2.4)
∇ · u∗ = 0. (2.5)
Wie für Transitionsszenarien an einer ebenen Platte üblich dient auch hier die Ver-
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drängungsdicke als charakteristische Länge. Mit Lref = δin wird dann die Reynoldszahl
zu
Rein =
U∞δin
ν
. (2.6)
Der Index „in“ soll verdeutlichen, dass diese Reynoldszahl auf der Verdrängungsdicke
am Eintritt des Rechengebietes basiert, wohingegen eine lokale Reynoldszahl mit Re
gekennzeichnet ist. Ebenfalls häufig anzutreffen ist eine mit der Lauflänge x, also dem
Abstand zur Vorderkante der Platte, gebildete Reynoldszahl
Rex =
U∞x
ν
=
(
Re
1.72
)2
. (2.7)
Die Beziehung zu Re lässt sich leicht aus Gl. (2.6) und (4.7) herleiten.
In dieser Arbeit werden überwiegend entdimensionalisierte Größen verwendet. Sofern
nicht anders angegeben, entfällt daher im Folgenden der oben benutzte Stern zur Kenn-
zeichnung solcher dimensionsloser Parameter aus Gründen der Übersichtlichkeit. Im Ge-
genzug wird ein dimensionsbehafteter Wert mit einer Tilde hervorgehoben.
2.2 Transitionsvorgang an der ebenen Platte
Obwohl die ingenieurmäßige Betrachtung häufig von einem Transitionspunkt spricht,
ist der Übergang von laminarer zu turbulenter Strömung an einer ebenen Platte ein
räumlicher ausgedehnter Prozess. Dazu sind mehrere Szenarien bekannt, die auf unter-
schiedlichen physikalischen Vorgängen beruhen und von Morkovin et al. (1994) nach
einem Schema mit fünf Pfaden klassifiziert wurden. Ist die freie Anströmung der Plat-
te selbst eher turbulenzarm, so führt der Weg zu einer turbulenten Grenzschicht über
Externe Störungen
Rezeptivität
Transientes Wachstum
Primäre (TS-) Moden
Sekundäre Mechanismen
Bypass-Transition
Breakdown
Turbulenz
Amplitude
1 2 3 4 5
Bild 2.1: Fünf Pfade von laminarer zu turbulen-
ter Strömung in Grenzschichten, initiiert durch
unterschiedlich starke Anfangsstörungen (nach
Morkovin et al. 1994). Die vorliegende Arbeit
behandelt ausschließlich den ersten Weg.
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die sogenannte Tollmien-Schlichting-Instabilität (Pfad 1 in Bild 2.1). Dieser inzwischen
durchaus als klassisch zu bezeichnende Vorgang ist Grundlage aller in der vorliegenden
Arbeit behandelten Probleme und sei anhand des Bildes 2.2 im Folgenden beschrieben.
Weitere Darstellungen geben Schlichting und Gersten (1997) und White (1991).
0
stabil instabil
kritische Reynoldszahl Rekrit Transitionsreynoldszahl ReTrT r a n s i t i o n s b e r e i c h
Re
lineare nichtlineare
Tollmien-Schlichting-Wellen Λ-Wirbel Ω-Wirbel
laminar turbulent
cf,lam ≪ cf,turb
δ1
U∞
Bild 2.2: Übergang von laminarer zu turbulenter Strömung an einer ebenen Platte.
Von der Vorderkante aus bildet sich eine zunächst laminare Grenzschicht, deren Dicke
mit der Wurzel der Lauflänge wächst. Die reale Strömung ist dabei einer Vielzahl von
Störungen ausgesetzt, so etwa der Rauigkeit der Wand, Freistromturbulenz in der An-
strömung oder aufgeprägten Schallwellen. Solche, typischerweise sehr kleinen, externen
Störungen rufen in der Grenzschicht ebenfalls sehr kleine, interne Störungen hervor;
eine Eigenschaft, die als Rezeptivität bezeichnet wird. In Reinform tragen diese inter-
nen Störungen den Charakter zweidimensionaler, d. h. spannweitig homogener, Wellen
einer Frequenz F+. Sie werden nach ihren „Entdeckern“ Tollmien-Schlichting-Wellen
(TS-Wellen) genannt.1 Anhand des λ2-Wirbelkriteriums nach Jeong und Hussain (1995)
stellt Bild 2.2 die TS-Wellen als spannweitige Röhren dar.
Bis zu einer bestimmten Lauflänge, gekennzeichnet durch die sogenannte kritische2
oder Indifferenzreynoldszahl Rekrit, klingen alle kleinen Störungen unabhängig von ihrer
Frequenz ab, die Strömung ist linear stabil. Oberhalb dieser Schwelle werden zumindest
TS-Wellen bestimmter Frequenz angefacht. Ihre Amplitude wächst dann exponentiell,
während sich die Wellen in Stromabrichtung ausbreiten.
1Genau genommen haben Tollmien (1929) und Schlichting (1933) diese Wellen nicht „entdeckt“, son-
dern ihre Existenz bemerkenswerter Weise theoretisch vorhergesagt. Erst 1940 gelang Schubauer und
Skramstad der experimentelle Nachweis, zunächst unter Verschluss gehalten und nach Kriegsende
veröffentlicht in Schubauer und Skramstad (1947). Diesen Beitrag würdigen unter anderem Bayly
et al. (1988), in dem sie die Abkürzung „TS“ gemeinsam für Tollmien, Schlichting, Schubauer und
Skramstad führen.
2Weder die deutschsprachige noch die internationale Literatur folgt hier einer einheitlichen Termi-
nologie: Die kritische Reynoldszahl kann einerseits die lineare Stabilitätsgrenze bezeichnen, wird
aber andererseits auch für den Ort abgeschlossener Transition benutzt. Erstere ist im Kontext der
vorliegenden Arbeit deutlich wichtiger und erhält somit hier den Vorzug.
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Dieser anfängliche Instabilitätsmechanismus wird auch als primäre oder lineare Insta-
bilität bezeichnet. Er ist, wie schon angedeutet, ausschließlich zweidimensional, also auf
die x-y-Ebene begrenzt. Störungskomponenten in der dritten Richtung werden dabei ge-
dämpft.3 Wachsen die TS-Wellen jedoch bis zu einer Amplitude von etwa einem bis zwei
Prozent der Anströmgeschwindigkeit (Kachanov 1994), so setzt die sekundäre Instabili-
tät ein, bei der nun auch Störungen in Spannrichtung angefacht werden. Die ursprünglich
zweidimensionalen TS-Wellen werden damit deformiert und ergeben Λ-Wirbel, benannt
nach ihrer charakteristischen Form. Als eine Art dritte Instabilität bilden sich darauf-
hin Ω-Wirbel, die allerdings äußerst instabil sind. Sie zerfallen bald und bilden lokal
begrenzte, zusammenhängende Bereiche bereits turbulenter Strömung, die sogenann-
ten Turbulenzflecken, während die umgebende Strömung zunächst noch laminar bleibt.4
Stromab treten die Turbulenzflecken immer häufiger auf, bis sie schließlich miteinander
verschmelzen und bei ReT r eine vollturbulente Grenzschicht ergeben.
Sowohl zur primären als auch zur sekundären Instabilität existieren anerkannte Theori-
en. Auf die primäre Stabilitätstheorie geht Kap. 3.3 genauer ein, die sekundäre Stabilität
beschreibt der Übersichtsartikel von Herbert (1988). Wie hingegen Ω-Wirbel im Zuge
der Transition entstehen, ist noch nicht abschließend geklärt. Einen Erklärungsversuch
liefert das Konzept der Wellenresonanz, basierend auf der Arbeit von Craik (1971) und
später konkretisiert von Kachanov (1987).
Neben dem exponentiellen Wachstum kleiner Störungen im Zuge der primären Insta-
bilität ist auch das algebraische bzw. transiente Wachstum bekannt, wird aber in dieser
Arbeit nicht betrachtet. Ebenfalls vernachlässigt wird die Bypass-Transition, die bei
Anströmung mit hohem Turbulenzgrad auftritt (Reshotko 2001; Morkovin et al. 1994).
2.3 Tollmien-Schlichting-Wellen im Detail
Der größte Teil des Transitionsvorganges entfällt auf das lineare Wachstum der TS-
Wellen. Gleichzeitig bieten sich hier die besten Beeinflussungsmöglichkeiten. Als somit
entscheidender Bestandteil verdienen die TS-Wellen eine genauere Charakterisierung.
Anfang der 1940er Jahre gelang Schubauer und Skramstad erstmals der experimentelle
Nachweis von laminaren Geschwindigkeitsschwankungen in der Grenzschicht, welche der
turbulenten Strömung vorausgehen (Schubauer und Skramstad 1947, 1948). Bis dahin
3Dies folgt aus dem Squire-Theorem: Zu jeder instabilen, dreidimensionalen Störungsbewegung in
inkompressibler, zweidimensionaler Grundströmung korrespondiert eine zweidimensionale bei gerin-
gerer Reynoldszahl (Schmid und Henningson 2001).
4Natürliche Strömung bildet Turbulenzflecken, da die Anfangsstörung nie gleich bleibt, sondern aus
vielen Frequenzen besteht, deren Amplitude und spannweitige Verteilung sich darüber hinaus im
Zeitverlauf ändern kann. Somit entstehen beispielsweise die Ω-Wirbel, je nach “momentaner” Inten-
sität der Anfangsstörung, mal weiter stromauf, mal weiter stromab. Bei kontrollierter Transition
hingegen wird die Anfangsstörung vorgegeben und besteht üblicherweise aus genau einer Frequenz
mit zeitlich unveränderlicher Amplitude. Wegen dieser strikten Periodizität treten Turbulenzflecken
in kontrollierter Umgebung – selbst im Experiment (Kachanov 1994) – nicht auf.
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wurde in Experimenten immer unwissentlich Bypass-Transition gemessen. Hitzdrahtson-
den, platziert in der Grenzschicht, zeigten irreguläre Fluktuationen großer Amplitude,
induziert durch den hohen Turbulenzgrad Tu der Außenströmung, die abrupt zu Grenz-
schichtturbulenz führen. Erst mit der Konstruktion äußerst turbulenzarmer Windkanäle
– Schubauer und Skramstad (1947) geben Tu = 0.3–0.027% an – war es möglich ge-
worden, die sehr kleinen Amplituden natürlich auftretender TS-Wellen zu detektieren.
Darüber hinaus waren sie auch die ersten, die einen quer zur Anströmung gespannten,
oszillierenden Draht zur künstlichen Anregung solcher Störungen nutzten.
-6 -4 -2 0 2 4 6
0
2
4
6
8
10
0.001 U∞
∆x/δ1
y/
δ 1
(a) (b)
x
z
u
Bild 2.3: TS-Wellen in unterschiedlichen Visualisierungen. (a) Stromfläche innerhalb einer
Grenzschicht mit Druckgradient, (b) Stromlinien und Profil der Störung u′ = u − U , al-
so der momentanen abzüglich der zeitlich gemittelten Geschwindigkeit.
In der noch laminaren, quasistationären Plattenströmung erscheinen TS-Wellen al-
so als oszillierende Abweichung der momentanen Geschwindigkeit von ihrem zeitlichen
Mittelwert. Da ihre Amplitude typischerweise kleiner als etwa ein Prozent der Anström-
geschwindigkeit ist, fallen sie allein anhand der Stromlinien kaum auf. Erst bei stark
gestreckter wandnormaler Koordinate erkennt man tatsächlich eine zweidimensionale
Wellenbewegung, wie Bild 2.3a anhand einer Stromfläche verdeutlicht. Zusätzlich wurde
hier der Grenzschicht ein positiver Druckgradient aufgeprägt, der destabilisierend wirkt
und für deutlich sichtbares Wachstum innerhalb weniger Wellenlängen sorgt.
Subtrahiert man von einer Momentanaufnahme der Grenzschicht u die zeitlich ge-
mittelte Geschwindigkeit U so lassen sich TS-Wellen als spannweitige Wirbel deuten
(Bild 2.3b), die der Grundströmung überlagert sind, diese stören. Die Störung u′ =
u − U verschwindet dabei jeweils an der Wand und im Fernfeld. Ihre Komponente in
x−Richtung hat im Zentrum des Wirbels einen Nulldurchgang und folglich zwei lokale
Extrema entgegengesetzten Vorzeichens, ein wandnahes bei y/δ1 ≈ 0.5 und ein wandfer-
nes bei y/δ1 ≈ 3.
Um das räumliche Wachstum der TS-Wellen zu quantifizieren, benötigt man zunächst
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Bild 2.4: (a) TS-Wellenform in einer Blasiusgrenzschicht bei Re = 737 und 1217, dimensionslose
Frequenz F+ = 1 (s. Gl. 3.8). (b) Amplitude und Wachstumsrate der TS-Welle aus (a) über
der Lauflänge, DNS vs. Experiment (Fransson und Alfredsson 2003).
ein Maß der Wellenamplitude an einer Position (x, z). Da die Wellen stromab wandern,
ist die reine Störungskomponente u′ aus dem Teil (b) sowohl räumlich als auch zeitlich
veränderlich. Hier bietet sich ein zeitliches Mittel an, etwa die Standardabweichung der
x-Geschwindigkeit
u′rms =
√
√
√
√
√
1
t1 − t0
t1∫
t=t0
(u(t) − ū)2 dt. (2.8)
Bild 2.4a zeigt solche u′rms-Profile an zwei Stromabpositionen als die gebräuchlichste
Darstellungsweise von TS-Wellen. Zum Vergleich sind Messwerte von Fransson und Al-
fredsson (2003) angegeben. Hieraus lässt sich einfach das Maximum in y-Richtung ex-
trahieren. Die Wellenamplitude wird also im Folgenden definiert als:
A(x, z) =
∞
max
y=0
u′rms(x, y, z). (2.9)
Eine typische Entwicklung dieser Amplitude über x zeigt Bild 2.4b. Unterhalb einer
bestimmten Reynoldszahl wird die Welle gedämpft, wächst dann bis zu einer zweiten
Grenze, ab der sie wiederum abklingt. Gegenüber der beispielhaft betrachteten Wel-
lenfrequenz F+ = 1 wäre diese Strömung also im Bereich 742 < Re < 1251 instabil.
Logarithmiert und abgeleitet nach x ergibt der Amplitudenverlauf eine Wachstumsrate
σ(x, z) =
d
dx
ln A(x, z), (2.10)
deren Nulldurchgänge den instabilen vom stabilen Bereich trennen. Sie ist ebenfalls
in (b) eingetragen. Für unterschiedliche Frequenzen ist auch der instabile Re-Bereich
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verschieden, und im Allgemeinen treten mehr als nur eine Störfrequenz auf. Um für alle
relevanten Störungen eine anschauliche Stabilitätsaussage zu ermöglichen, fasst man die
Informationen schließlich in einem Stabilitätsdiagramm wie in Bild 2.5a zusammen.
(a)
(b)
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Rekrit=519
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Bild 2.5: (a) Neutrale Stabilitätskurve für das Blasius- und das exponentielle Profil, (b) beide
Profile bei gleicher Verdrängungsdicke (zeitlicher Störungsansatz, siehe Text).
Entlang einer sogenannten Störungsindifferenzkurve bzw. neutralen Stabilitätskurve
oder auch einfach Stabilitätskurve ist die Wachstumsrate gerade Null. Innerhalb dieser
Kurve ist die Strömung instabil, d. h., Wellen werden angefacht. Außerhalb klingen die
Störungen folglich ab. Weiterhin findet sich hierin auch die kritische Reynoldszahl wieder,
die die kleinste Reynoldszahl bezeichnet, bei der Instabilität auftritt.
Die dargestellten Kurven gelten für zwei unterschiedliche Geschwindigkeitsprofile: das
Blasiusprofil der laminaren Grenzschicht sowie ein Profil exponentieller Form, auf wel-
ches Kap. 2.6 noch näher eingeht. Bild 2.5b zeigt beide bei gleicher Verdrängungsdicke,
also gleicher lokaler Reynoldszahl. Das exponentielle ist „voller“. Neben den bereits an-
geführten Faktoren lokale Reynoldszahl und Frequenz der Störung entscheidet offenbar
insbesondere die Form des mittleren Geschwindigkeitsprofils über Anfachung oder Dämp-
fung der Störungen. Dass dieser Einfluss sehr drastisch sein kann, zeigt der Vergleich
der kritischen Reynoldszahlen beider Profile – zwischen ihnen liegen fast zwei Größen-
ordnungen! Ein Grund für die Instabilität des Blasiusprofils ist die Tatsache, dass es im
Gegensatz zum exponentiellen einen Wendepunkt besitzt (∂2u/∂y2 = 0 bei y = 0), nach
Rayleigh (1880) eine notwendige Bedingung für reibungsfreie Instabilität. Durch die ge-
änderte Form des Grundströmungsprofils werden TS-Wellen also in einer exponentiellen
Grenzschicht erst viel später angefacht, was den gesamten Transitionsvorgang verzögert.
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Bevor das folgende Kapitel diese und andere Möglichkeiten der Transitionsbeeinflus-
sung ausführlicher erläutert, sei noch auf Folgendes hingewiesen: Dem Leser wird nicht
entgangen sein, dass an der y-Achse in Bild 2.5a keine Frequenz, sondern eine Wellenzahl
steht. Im Gegensatz zum bisher gezeigten räumlichen Wachstum von Wellen bestimmter
Frequenz liegt dem Stabilitätsdiagramm nämlich der sogenannte zeitliche Störungsansatz
zugrunde, der das zeitliche Wachstum von Störungen bestimmter Wellenzahl betrachtet.
Ein solches zeitliches Störungswachstum würde ein Beobachter wahrnehmen, der sich mit
der Wellenfront mitbewegt, wohingegen ein ortsfester Betrachter räumliches Wachstum
der Störungen registriert. Solange man nur an einer Aussage stabil/instabil interessiert
ist, man also lediglich die Lage der neutralen Stabilitätskurve (zu beeinflussen) sucht,
sind beide Ansätze äquivalent.5 Allerdings ist der zeitliche Ansatz mathematisch etwas
einfacher, und wird daher im Folgenden verwendet. Auf die nötige Theorie sowie das
numerische Lösungsverfahren geht der Abschnitt 3.3 ein.
2.4 Fourierzerlegung des Geschwindigkeitsfeldes
Solange die Störungen lediglich zweidimensional sind, lässt sich ihr Wellenwachstum gut
und einfach mit Gl. (2.8) bzw. (2.9) erfassen. In der Spätphase der Transition jedoch
sind die Störungen bereits sehr komplex, wie Bild 2.2 zeigt. Wie extrahiert man hier
quantitative Informationen?
Wegen der kontrollierten Wellenanregung ist der Vorgang zumindest zeitlich und
spannweitig periodisch. Da liegt es nahe, das Geschwindigkeitsfeld in diesen Dimensionen
t und z über einen zweidimensionalen Fourieransatz
u(x, y, z, t) ≈
n∑
h=0
m∑
k=0
Bh,k(x, y) cos(2πhf1t + 2πk
z
λz
+ θh,k) (2.11)
zu zerlegen. Dieser ordnet jedem Ort in der 2-D-Ebene (x, y) einen Satz von Amplituden
Bh,k sowie Phasen θh,k zu. Hier bezeichnet der erste Index h Vielfache der Grundfrequenz
f1 und der zweite Index k Vielfache der spannweitigen Wellenzahl (1/λz). Damit ent-
spricht die Mode (h, k) = (0, 0) der Grundströmung, also dem zeitlichem und spannwei-
tigem Mittel; B0,0(x, y) aufgetragen über y ergibt schlichtweg das Grenzschichtprofil an
der Stelle x. Die drei komplexeren Grundformen zeigt Bild 2.6. Mode (1,0) beschreibt die
zweidimensionale Tollmien-Schlichting-Welle, welche mit der Grundfrequenz f1 schwingt.
Mode (0,1) stellt eine stationäre, spannweitige Störung dar, die im Strömungfeld als
längsgerichteter Wirbel auftritt (longitudinal vortex mode). Mode (1,1) schließlich ist die
fundamentale 3-D-Mode; eine Welle, die spannweitig durchläuft. Analog zum 2-D-Fall
5Für nahezu neutrale Wellen überführt dann Gasters Transformation (Gaster 1962) zeitliche Wachs-
tumsraten in räumliche und umgekehrt.
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Bild 2.6: Grundformen im Fourieransatz in Gl. (2.11): die reine 2-D-TS-Mode (1,0), die soge-
nannte longitudinal vortex mode (0,1) sowie die fundamentale 3-D-Mode (1,1).
(Gl. 2.9) kann man nun als Amplitude einer Mode (h, k) an einer Stelle x ihr Maximum
über y suchen:
B̂h,k(x) = max
y
Bh,k(x, y). (2.12)
2.5 Zwei Methoden der Transitionsverzögerung
Das Hauptziel der Transitionsverzögerung ist, zu verhindern, dass TS-Wellen wachsen
und schließlich Amplituden erreichen, bei der die Strömung sekundär instabil wird. Die
„dramatischen Wachstumsraten“ der sekundären Instabilität (Herbert 1988) wären un-
gleich schwerer zu kontrollieren und führen meist schnell zu vollturbulenter Strömung.
Das TS-Wellenwachstum lässt sich auf zwei prinzipiell verschiedene Arten beeinflussen,
skizziert in Bild 2.7. Zum einen kann man die Grundströmung stabilisieren. Durch Modi-
fikation des mittleren Geschwindigkeitsprofils – eine steilere Wandtangente etwa – wird
versucht, instabile Profile zu vermeiden, so dass Wellen gar nicht erst angefacht werden.
Das bekannteste Beispiel ist hier die Absaugegrenzschicht, bei der man wandnahes Fluid
durch ein poröses Material abgesaugt. Dabei wird die Grenzschicht einerseits dünner, die
lokale Reynoldszahl also kleiner, und eine gegebene kritische Reynoldszahl folglich erst
weiter stromab erreicht. Andererseits ändern sich mit der Form des Geschwindigkeitspro-
fils auch dessen Stabilitätseigenschaften, d. h., die kritische Reynoldszahl ändert sich –
möglichst nach oben. Der technische Nutzen wurde schon recht früh erkannt und in nicht
wenigen Flugversuchen erprobt (Braslow 1999; Joslin 1998b). Insbesondere die Kap. 5.1
und 6 befassen sich mit dieser Form der Transitionsverzögerung. Hier soll eine stationäre
Lorentzkraft für möglichst günstige Stabilitätseigenschaften der Grundströmung sorgen.
Allerdings erfordert diese Beeinflussung einen verhältnismäßig hohen Kontrollenergieein-
satz.
Einen zweiten Weg, dem Anwachsen der TS-Wellenamplitude zu begegnen, beschreibt
Kapitel 7. Solange die Wellen noch sehr klein sind (im linearen Regime), lassen sie sich
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durch Überlagerung mit künstlich angeregten Wellen gleicher Amplitude, aber entge-
gengesetzter Phase, auslöschen. Die Grundströmung mag dabei auch instabil sein. Dies
verspricht deutlich geringeren Kontrollenergieeinsatz, stellt aber gleichzeitig in der Pra-
xis hohe Anforderungen an die Sensoren und Aktuatoren, da Phasenlage und Amplitude
sehr genau detektiert werden müssen.
Modifikation der Grundströmung
δ99 
unbeeinflusst
U∞ Rekrit
mit homogener
Absaugung
mit
Lorentzkraft
Aktive Wellenauslöschung
x
unbeeinflusst
x
Superposition
t
gegenphasige
Welle
Bild 2.7: Zwei Möglichkeiten, das Wellenwachstum zu beeinflussen.
2.6 Exponentielles Profil
Wie schon mehrfach erwähnt, bestimmt insbesondere die Form des mittleren Geschwin-
digkeitsprofils die Stabilität der Grenzschicht. Recht bedeutsam ist dabei das exponen-
tielle Profil, wie im Folgenden dargelegt wird.
Wir betrachten eine zweidimensionale, stationäre Grenzschicht über einer ebenen Plat-
te ohne Druckgradient – und zunächst auch ohne Volumekräfte – mit den Randbedingun-
gen u(y = 0) = 0 und u(y = ∞) = 1. Reibung entzieht der Grenzschicht kontinuierlich
Impuls, was zum Anwachsen der Grenzschichtdicke mit zunehmender Lauflänge führt.
Mit der Grenzschichtdicke steigt die lokale Reynoldszahl; die laminare Grenzschicht wird
unweigerlich instabil und schließlich turbulent. Gelingt es jedoch, diesen Impulsverlust
vollständig auszugleichen, so wird auch das Grenzschichtwachstum verhindert. In einer
solchen Strömung gilt ∂u/∂x = 0 und folglich ∂v/∂y = 0, also entspricht die Normal-
komponente v(x) ihrem Wert an der Wand vw. Ist dieser auch in x konstant, dann
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verschwinden in der y-Impulstransportgleichung alle Geschwindigkeitsableitungen. Da-
mit ist der Druck in y konstant, während der Gradient ∂p/∂x, von der Außenströmung
vorgegeben, definitionsgemäß Null ist. Die x-Impulstransportgleichung nimmt schließlich
eine sehr kompakte Form an:
u



0
∂u
∂x
+ vw
∂u
∂y
= −



0
∂p
∂x
+
1
Re






7
0
∂2u
∂x2
+
∂2u
∂y2





. (2.13)
Einmalige Integration führt auf die lineare inhomogene gewöhnliche Differentialgleichung
du
dy
− Re vwu = c (2.14)
mit der Integrationskonstanten c. Die Gleichung lässt sich über eine Laplace-Transfor-
mation einfach lösen und ergibt ein Geschwindigkeitsprofil exponentieller Form
u = 1 − e−ky, (2.15)
wobei k eine fallabhängige Konstante bezeichnet, die hier den Wert k = −Re vw annimmt.
Um die Fernfeldrandbedingung für u zu erfüllen, muss vw negativ sein – dies ist die seit
langem bekannte Grenzschicht mit homogener Absaugung. Hierbei wird das impulsarme
Fluid durch eine poröse Wand abgesaugt, impulsreiches Fluid der Außenströmung rückt
nach. Im Vergleich zur Blasiusgrenzschicht zeichnet sich das Profil, neben der konstanten
Grenzschichtdicke, vor allem durch seine sehr hohe kritische Reynoldszahl Rekrit,Exp =
47 120 aus (Hocking 1975; Lakin und Reid 1982). Da sich der Gleichgewichtszustand im
Allgemeinen erst nach einer gewissen Lauflänge unter Absaugung einstellt, wird Gl. (2.15)
mit der gegebenen Konstante auch das asymptotische Absaugeprofil genannt.
Eine andere Möglichkeit, die Grundströmung zu verändern, besteht darin, den Impuls-
verlust über eine stromab gerichtete Volumenkraft auszugleichen. Hier kann die Wand
auch undurchlässig sein und somit die übliche Haftbedingung gelten. Erneut wird die
y-Impulstransportgleichung identisch Null, und von der x-Impulstransportgleichung ver-
bleibt lediglich
0 =
1
Re
∂2u
∂y2
+ Fx(y). (2.16)
Strebt man auch hier ein exponentielles Profil an, so muss die erforderliche Kraft gleich-
falls exponentiell abklingen:
Fx(y) =
k2
Re
e−kỹ, (2.17)
wie sich durch Einsetzen von Gl. (2.15) in (2.16) zeigt. Elektrische und magnetische
Felder können einen solchen Kraftverlauf erzeugen; Details wird der nächste Abschnitt
geben. Der Vollständigkeit halber sei hier schon vorweg genommen, dass dann für die
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Konstante k = π/a gilt und das exponentielle Profil also
uexp = 1 − e−
π
a
y, vexp = 0 (2.18)
lautet. Hierin lässt sich a als Eindringtiefe der Kraft interpretieren. Von ihr hängen die
Dicke des exponentiellen Profils und dessen integrale Grenzschichtparameter ab, zusam-
mengefasst in Tab. 2.1.
Absaugung Lorentzkraft
δ99
ν
vw
ln 100 a
π
ln 100
δ1
ν
vw
a
π
δ2
1
2
ν
vw
1
2
a
π
H12 2 2
Material σ [S/m]
Kupfer 6 · 107
Quecksilber ≈ 106
Seewasser ≈ 5
Leitungswasser ≈ 5 · 10−2
Tabelle 2.1: Grenzschichtparameter exponen-
tieller Profile, erzeugt durch Absaugung
bzw. Lorentzkraft.
Tabelle 2.2: Elektrische Leitfähigkeiten aus-
gewählter Stoffe.
2.7 Lorentzkraft
In leitfähigen Flüssigkeiten entsteht die Lorentzkraft als Kreuzprodukt von Stromdichte
j und magnetischem Feld B:
F = j × B. (2.19)
Für die Stromdichte gilt das Ohmsche Gesetz in bewegten Medien
j = σ(E + u × B). (2.20)
Hier bezeichnen u×B das induzierte und E ein extern angelegtes elektrisches Feld. Wel-
cher dieser Terme dominiert, hängt von der elektrischen Leitfähigkeit σ des betrachteten
Mediums ab. In Flüssigmetallen mit Leitfähigkeiten σ = O(106 S/m) (vgl. Tab. 2.2)
reicht bereits der induzierte Anteil allein aus, um eine signifikante Stromdichte und dar-
aus wirksame Kräfte zu erzeugen. Betrachtet man jedoch schwach leitfähige Medien wie
Seewasser, so sind die induzierten Ströme sehr gering. Um dennoch eine ausreichende
Kraft zu erzeugen, ist dann ein externes elektrisches Feld zwingend erforderlich. Dieses
ist typischerweise viel größer als das induzierte; ausgedrückt als Lastfaktor φ gilt
φ =
E0
B0U∞
≫ 1. (2.21)
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Mithin ist der induzierte Term in Gl. (2.20) vernachlässigbar, und die Berechnung der
Lorentzkraft vereinfacht sich zu
F = σ(E × B), (2.22)
wobei nun keine Abhängigkeit vom Geschwindigkeitsfeld mehr besteht. Entkoppelt von
den Navier-Stokes-Gleichungen wird die Lorentzkraft einzig durch die Form und Anord-
nung der Elektroden und Magnete bestimmt.
2.7.1 Kraft eines Aktuators unendlicher Länge
Soll die Kraft in nur einer Richtung – im vorliegendem Fall stromab – wirken, müssen die
Komponenten des elektrischen und magnetischen Feldes in eben dieser Richtung gleich
Null sein. Ein Aktuator, der dieser Anforderung genügt, ist in Bild 2.8 skizziert. In der ein-
U∞
x
y
z
a
H
F
Bild 2.8: Aktuator in einer ebenen Platte. Die senkrecht zueinander stehenden elektrischen und
magnetischen Felder erzeugen eine stromab gerichtete Lorentzkraft.
fachsten Konfiguration besteht er aus einer spannweitig periodischen Anordnung langer,
streifenförmiger Magneten und Elektroden gleicher Breite a und alternierender Orientie-
rung bzw. Polarität. Die im Sinne eines möglichst geringen Energieeinsatzes verwendeten
Permanentmagnete besitzen die Höhe H. Ausgerichtet in Hauptströmungsrichtung ist
die gesamte Anordnung oberflächenbündig in der Platte montiert. Einflüsse der Aktua-
torenden, zunächst vernachlässigt unter der Annahme eines großen Aspektverhältnisses
(Länge zu Streifenbreite), werden im nachfolgenden Kapitel behandelt.
Für diese sogenannte Rigaer Platte konnte Avilov (1998) anhand einer konformen
Abbildung eine analytische, zweidimensionale Lösung der Felder bestimmen. Abhängig
von der komplexen Ortsvariable ξ = 2π
L
(z+iy) mit L = 4a gibt er für das elektrische Feld
Ez − iEy =
2πU0
L
√
2
ib
√
cos(2ξ)
(2.23)
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an, mit der Konstanten b = 1.85407. Für das magnetische Feld gilt
Bz − iBy =
M0
2π
log
tan(ξ/2 − 3π/8)tan(ξ/2 − π/8 + iπH/L)
tan(ξ/2 − π/8)tan(ξ/2 − 3π/8 + iπH/L) . (2.24)
Damit ergibt sich die Kraftdichteverteilung
F = σ(EzBy − EyBz) ex, (2.25)
dargestellt in Bild 2.9a. Weier (2005) hat diese Verteilung mit einer zweidimensionalen,
numerischen Lösung der Maxwell-Gleichungen unter Verwendung des kommerziellen Pro-
gramms Opera verglichen und eine sehr gute Übereinstimmung festgestellt. Auffällig
ist, dass die Lorentzkraftdichte in der Nähe der Wand einen stark inhomogenen Ver-
lauf in Spannweitenrichtung beschreibt. Direkt an der Oberfläche, über den Kanten der
Elektroden und Magnete, tritt in der Lösung eine Singularität auf; die Lorentzkraft
nimmt theoretisch einen unendlich großen Wert an. Mit steigendem Wandabstand wird
die Kraft zunehmend glatter und fällt in guter Näherung exponentiell ab, wenn man
über die Spannweite mittelt (Bild 2.9b). Setzt man nun bei einer solchen exponentiel-
len und der tatsächlichen, inhomogenen Verteilung einen identischen Impulseintrag je
- S + N -
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  1  2  3  4
F
z/a
1.0
0.5
0.2
0.1
y/a=
(a) (b)
 0
 0.5
 1
 1.5
 2
 0  0.2 0.4 0.6 0.8  1  1.2 1.4
y
/a
gemittelt
exponentiell
F/Fmax,exp
Bild 2.9: (a) Spannweitiger Verlauf der realen Lorentzkraft in verschiedenen Wandabständen
nach Gl. (2.25). (b) Spannweitig gemittelte sowie exponentielle Kraft, normiert mit dem
Maximalwert der exponentiellen Kraft an der Wand.
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Aktuatorfläche voraus, ergibt sich für erstere die einfache Beziehung
F (y) =
π
8
j0M0e
−
π
a
y ex, (2.26)
in der die Kraft nur noch mit der wandnormalen Koordinate y variiert. Auch diese ist in
Bild 2.9b eingetragen. Bis auf den wandnahen Bereich stimmen beide sehr gut überein.
Weiterhin liegen der Berechnung nach Gl. (2.26) Magnete mit einer unendlichen Höhe
H in wandnormaler Richtung zugrunde. Für die Lorentzkraft bei endlich hohen Ma-
gneten hat Avilov einen Korrekturfaktor kH angegeben, welcher den Einfluss des dann
abgeschwächten magnetischen Feldes berücksichtigt:
F (y, H) = kH
π
8
j0M0e
−
π
a
y ex mit kH = 1 −
4
√
2
πb
e−
πH
2a . (2.27)
Der Verlauf des Korrekturfaktors in Bild 2.10 zeigt einerseits, dass eine Korrektur nur
bis etwa H = 2a nötig ist. Andererseits lassen noch höhere Magnete keine energetischen
Vorteile erwarten.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.5  1  1.5  2  2.5  3  3.5  4
k
H
H/a
Bild 2.10: Korrekturfaktor kH für endlich ho-
hen Magnete; dieser gleicht das gegenüber
unendlich hohen Magneten abgeschwächte
Magnetfeld aus.
Nun sollen zwei Parameter beschrieben werden, die das Lorentzkraftprofil charakte-
risieren. Zunächst zeigt Gl. (2.26), dass die Kraft mit der Breite der Elektroden und
Magnete a skaliert. Da bei y = a die Amplitude bereits auf 4% ihres an der Wand auf-
tretenden Maximalwertes gesunken ist, gilt der Parameter a direkt als Eindringtiefe oder
Reichweite der Kraft. Weiterhin bestimmen Stromdichte und Magnetisierung offensicht-
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lich die Intensität der Beeinflussung. Ein dimensionsloses Maß hierfür ist beispielsweise
der häufig benutzte Wechselwirkungsparameter
N =
σU0
a
M0Lref
ρU2
∞
= j0M0
Lref
ρU2
∞
, (2.28)
welcher das Verhältnis von Lorentz- und Trägheitskraft beschreibt. Im Rahmen der
Grenzschichtkontrolle an der ebene Platte ist jedoch ein anderer Parameter geeigneter.
Mit einer exponentiell abklingenden Lorentzkraft lässt sich in bestimmter Konfigurati-
on das bereits erwähnte exponentielle Geschwindigkeitsprofil erzeugen. Dessen Quotient
aus Lorentzkraft- und Reibungsterm
Z =
j0M0a
2
8πρνU∞
(2.29)
definiert ein weiteres dimensionsloses Maß für die Stärke der elektromagnetischen Kraft.
Ist Z = 1, dann entwickelt sich ein beliebiges Geschwindigkeitsprofil asymptotisch mit
der Lauflänge zu einem exponentiellen Profil. Z = 1 bedeutet also, dass Lorentzkraft und
Reibungskraft des angestrebten, exponentiellen Profils im Gleichgewicht stehen. Für das
Ausgangsprofil gilt dies in aller Regel noch nicht. Eine darüber hinausgehende Steigerung
der Lorentzkraft erzeugt einen Netto-Impulsgewinn in der Grenzschicht, also einen MHD-
Antrieb. Eingeführt von Tsinober und Shtern (1967) fehlt dem Parameter Z allerdings
bis heute ein gebräuchlicher Name. Er steht mit dem Wechselwirkungsparameter in
folgendem Zusammenhang
Z =
1
8π
(
a
Lref
)2
Re N. (2.30)
In dieser Arbeit wird Z schlicht als Kraftparameter oder Kraftamplitude bezeichnet.
Mit der Definition (2.29) sowie Gl. (2.28) und der üblichen Entdimensionalisierung
einer Volumenkraft erhält man aus Gl. (2.26) einen dimensionslosen Ausdruck für den
Lorentzkraftterm
F =
Z
Re
(
π
a∗
)2
exp(− π
a∗
y∗) ex = N exp(−
π
a∗
y∗) ex, (2.31)
in dem die Eindringtiefe a∗ = a/δin auch außerhalb des Exponenten auftritt. Unterschied-
liche Eindringtiefen führen also auch zu unterschiedlichen Maximalwerten der Kraft –
bei konstantem Kraftparameter! Ein mittleres Kraftniveau in Wandnähe lässt sich damit
durch beliebig viele Kombinationen Z(a∗)−2 erreichen. Beim rechten Ausdruck hingegen
erkennt man, dass die wandnahe Kraft direkt mit N skaliert. Allerdings fehlt nun mit
Z die einfach interpretierbare Beziehung zum exponentiellen Profil (welches für Z = 1
asymptotisch erreicht wird). Somit haben beide Varianten Vor- und Nachteile. Generell
ist in dieser Arbeit der Schwerpunkt auf Z gelegt. Der Wechselwirkungsparameter N
wird an den Stellen miteinbezogen, wo er der besseren Interpretation dienlich scheint.
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2.7.2 Kraft eines Aktuators endlicher Länge
Avilovs zweidimensionale Lösung der Felder gilt nur für einen Aktuator, dessen Länge viel
größer ist als seine Streifenbreite a. Diese Annahme ist jedoch nicht immer erfüllt. Spe-
ziell beim Einsatz der Lorentzkraft zur aktiven Kontrolle von TS-Wellen im Kap. 7 sind
Aktuatorlänge und Streifenbreite zumindest von gleicher Größenordnung und somit End-
effekte nicht mehr vernachlässigbar. In der Umgebung der Aktuatorenden treten dann
zusätzlich Feldkomponenten in x-Richtung auf, aus denen wandnormale und spannweiti-
ge Kraftanteile folgen. Insgesamt ist also eine dreidimensionale Betrachtung erforderlich.
Jedoch lässt sich das Rechengebiet deutlich reduzieren, nutzt man die Symmetrien der
Felder, wie Bild 2.11 zeigt. In x-Richtung ist dann nur über die halbe Aktuatorlän-
ge LA/2 zuzüglich der Fernfeldausdehnungen Lf zu integrieren, während in z lediglich
ein Viertel der Periodizitätslänge tatsächlich berechnet wird. Damit schließt das Gebiet
je ein Viertel einer Elektroden- und Magnetoberfläche ein. Im Folgenden werden die
Lösungsverfahren für das elektromagnetische Feld beschrieben und die Ergebnisse mit
Referenzlösungen verglichen, abschließend die resultierende Kraft betrachtet.
Das magnetische Feld des Aktuators wird als Überlagerung der Wirkung einzelner
Magnete modelliert. Für solche magnetischen Monopole geben Akoun und Yonnet (1984)
die analytische Lösung



Bx
By
Bz


 =
M0
2π
1∑
i=0
1∑
j=0
(−1)i+j



ln(R − Si)
arctanSiTj
Ry
ln(R − Tj)


 (2.32)
mit
Si = z −
a
2
(−1)i (2.33)
Tj = x −
La
2
(−1)j (2.34)
R =
√
S2i + T
2
j + y2 (2.35)
U∞
a
y
x
z
1
2
La
Lf
Lf
Bild 2.11: Rechengebiet für das elektrische
Feld bei endlicher Aktuatorausdehnung.
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an. Ein Gegenpol im Abstand H unterhalb der Wand modelliert erneut Magnete endli-
cher Höhe. Metzkes (2006) zeigte, dass die direkt angrenzenden Magnetpole zur Gesamt-
flussdichte im Rechengebiet bereits weniger als zehn Prozent, die zweitnächsten Pole nur
noch maximal ein Prozent beitragen. Um letztlich eine ausgewogene Anzahl von Magne-
ten gleicher Ausrichtung zu erreichen und damit unphysikalische Vorzeichenwechsel der
Felder in einiger Entfernung der Magnetoberfläche zu verhindern, gehen hier die drei
links (N-S-N) und zwei rechts (N-S) angrenzenden Magnete in die Berechnung mit ein.6
Für das elektrische Feld wurde ein zweiter Ordnung genaues Finite-Differenzen-Ver-
fahren implementiert, welches das elektrische Potential U über
∇2U = 0 (2.36)
mit den Randbedingungen
x = 0 : dU/dx = 0, x = Lf + La/2 : U = 0
y = 0 : U = U0 auf der Elektrode, dU/dy = 0 sonst, y = Lf : U = 0
z = 0 : dU/dz = 0, z = a : U = 0 (2.37)
bestimmt. Dessen Ortsableitung
E = −∇U, (2.38)
wiederum anhand zentraler Differenzenquotienten errechnet, liefern schließlich die Kom-
ponenten des elektrischen Feldes E. Zwar gelten die beiden Fernfeldrandbedingungen
streng genommen nur in unendlichem Abstand zur Elektrodenoberfläche, für eine Ge-
nauigkeit von einem Prozent (maximale Änderung der Lösung bei Verdopplung der Ge-
bietslänge) genügen jedoch Ausdehnungen von Lf = 3a bei einer Gitterauflösung von
101 × 65 × 65 Punkten.
Beide Felder wurden eingehend validiert. Bild 2.12 zeigt links das elektrische Potential
nach der beschriebenen Methode, extrahiert aus der Symmetrieebene x = 0 in verschie-
denen Wandabständen y/a = const. Im Vergleich mit der Finite-Elemente-Lösung des
kommerziellen Programms Maxwell SV7 ist die Übereinstimmung sehr gut. Gleiches
gilt für die magnetische Flussdichte, deren y-Komponente zusammen mit Messwerten
von Weier (2005) rechts in Bild 2.12 dargestellt ist. Kleine Abweichungen zwischen den
beiden analytischen Lösungen und der Messung erklärt Weier durch nicht perfekt recht-
6Eine ungerade Anzahl von Magnetpolen, beispielsweise nur die beiden links und rechts angrenzenden
Nordpole, ändert für große Wandabstände y/a > 2.5 das Vorzeichen der Normalkomponente By über
dem betrachteten Südpol. Dies lässt sich leicht und plausibel erklären: Der (positive) Beitrag eines
einzelnen Nordpols zur gesamten Normalkomponente By ist zwar wegen des seitlichen Versatzes
immer geringer als der des Südpols: |By,N | < |By,S |. Da jedoch mit steigendem Wandabstand der
seitliche Versatz an Bedeutung verliert, überwiegen beide angrenzenden Nordpole zusammen ab einer
gewissen Entfernung zur Wand.
7Maxwell SV ist als eingeschränkte Studentenversion des kommerziellen Programmpaketes Max-
well 2D kostenlos über das Internet beim Hersteller Ansoft verfügbar.
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Bild 2.12: Validierung der elektrischen und magnetischen Felder. Die Daten wurden in ver-
schiedenen Wandabständen aus der Symmetrieebene x = 0 extrahiert. Links: Vergleich
des elektrischen Potentials nach der Finite-Differenzen-Methode mit der Finite-Elemente-
Lösung von Maxwell SV. Rechts: Vergleich der analytischen Lösungen nach Avilov (1998)
bzw. Akoun und Yonnet (1984) mit Messdaten von Weier (2005).
winklige Ausrichtung der Magneten in der Platte, welche aus Einzelmagneten mit 10 mm
Breite, 6 mm Höhe und einer Magnetisierung M0 = 1.24 T besteht.
Die entstehende Lorentzkraft ist nahe der Wand wiederum stark inhomogen. Zusätz-
lich treten nahe der Aktuatorenden signifikante wandnormale Komponenten auf, wie
Bild 2.13 zeigt. Zur Abgrenzung des Randeinflusses sind Linien eingetragen, bei denen
der Kraftbetrag 95 bzw. 99% der Kraft eines unendlich langen Aktuators erreicht.
2.7.3 Elektrische Leistungsaufnahme des Aktuators
Die elektromagnetische Beeinflussung soll den Strömungswiderstand senken und damit
die Antriebsleistung möglichst stark reduzieren. Um dabei die Effizienz zu beziffern, muss
der eingesparten Antriebsleistung die zusätzlich benötigte, elektrische Leistungsaufnah-
me des Aktuators gegenüber gestellt werden. Letzte wird in Anlehnung an Weier (2005)
in diesem Kapitel abgeschätzt. Während Weier allerdings von konstanter Streifenbreite
und Kraftamplitude ausging, sollen hier beide mit der Lauflänge veränderlich sein, um
die angepasste Kraftverteilung in Kap. 6 bewerten zu können.
Zur aufgenommenen elektrischen Leistung trägt neben dem Ohmschen Widerstand
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Bild 2.13: Konturen und Vektoren der spannweitig gemittelten, normierten Kraftdichte für
einen halbunendlichen Aktuator. Die Anfangseffekte – ein abgeschwächter Betrag und wand-
normale Komponenten – beschränken sich auf eine Umgebung von etwa ein bis zwei Strei-
fenbreiten a.
des Fluides auch eine elektrochemisch bedingte zusätzliche Potentialdifferenz UZ bei
einem Strom I bei:
PE = R · I2 + UZ · I. (2.39)
Eine solche Potentialdifferenz UZ muss überwunden werden, bevor überhaupt Stromfluss
einsetzt. Für die Vorgänge am betrachteten Aktuator gibt Weier UZ = 1.88 V an. Mit
dem Ohmschen Widerstand (Avilov 1998)
R =
4a
σbl
, (2.40)
der Stromdichte
j0 =
4I
bl
(2.41)
sowie der Definition des Kraftparameters (2.29) lautet die elektrische Leistungsaufnahme
bezogen auf die Spannweite b schließlich
Pe
b
=
2πρU2
∞
M0Re
xem1∫
xem0
(
8πρU2
∞
σM0Re
Z
a∗
+ UZ
)
Z
a∗2
dx, (2.42)
wenn man annimmt, dass a und Z nur langsam mit der Lauflänge variieren. Dabei erkennt
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man, dass bei konstantem Kraftparameter eine große Eindringtiefe vorteilhaft ist, um
die Leistungsaufnahme zu verringern.
Aus dem elektrischen Strom erzeugt der Aktuator eine Kraft im Fluid, welche selbiges
beschleunigt. Den integralen Krafteintrag bezogen auf die Aktuatorfläche gibt Avilov
mit
FI
bl
=
π
8
j0M0
∞∫
0
exp(−π
a
y) dy =
j0M0a
8
(2.43)
an. Multipliziert mit der Anströmgeschwindigkeit ergibt sich daraus die mechanische Lei-
stung (MHD-Antriebsleistung), hier für veränderliche Streifenbreite bzw. Stromdichte:
Pm
b
=
1
8
M0U∞
xem1∫
xem0
j0a dx. (2.44)
Als Quotient von Gl. (2.44) und (2.42) lässt sich jetzt ein Wirkungsgrad ηME bestimmen,
der die Umwandlung von elektrischer in mechanische Leistung charakterisiert:
ηME =
νM0Re
2
a∗
8πρU2
∞
σM0Re
Z
a∗
+ UZ
. (2.45)
Hieran lassen sich folgende Tendenzen ableiten: Die Effizienz steigt in jedem Fall mit
a∗ sowie M0 und fällt mit U∞. Bildlich mag man sich vorstellen, dass bei größerer Ein-
dringtiefe ein größeres Fluidvolumen vom Magnetfeld (bei konstanter Flussdichte) durch-
drungen wird. Eine gegebene, integrale Kraft lässt sich dann bei geringerer Stromdichte
realisieren. Damit sinkt die erforderliche elektrische Leistung.
Dennoch lässt die schwache Leitfähigkeit σ einen niedrigen elektro-mechanischen Wir-
kungsgrad erwarten. Nimmt man typische Werte von Z = 1, Re = 360, σ = 5 S/m,
ν = 10−6 m2/s, ρ = 1000 kg/m3, M0 = 1 T an, so ergeben sich für ausgewählte Kombi-
nationen von Geschwindigkeit und Eindringtiefe die in Tab. 2.3 aufgelisteten Werte. Sie
liegen bestenfalls bei einem Prozent, teilweise auch deutlich darunter. Ob dies ausreicht,
die Plattenströmung energetisch effizient zu kontrollieren, ist durchaus fragwürdig, und
soll in der vorliegenden Arbeit geklärt werden.
a∗ ηME [%] ηME [%]
bei U∞ = 0.1 m/s bei U∞ = 1 m/s
1 0.001 0.009
10 0.055 0.095
100 0.891 0.957
Tabelle 2.3: Wirkungsgrad der Umwandlung von elektrischer in mechanische Leistung für den
betrachteten Aktuator bei verschiedenen Eindringtiefen und Anströmgeschwindigkeiten.
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What we calculate is more accurate
than what happens in nature.
(Johan Deconinck)
3 Numerische Methoden
Die im vorherigen Kapitel erläuterten physikalischen Modelle sollen nun numerisch ge-
löst werden. Da eine exakte Modellierung des laminar-turbulenten Überganges nur mit
Direkter Numerischer Simulation möglich ist, werden zunächst der verwendete Navier-
Stokes-Löser Prism sowie das Rechengebiet mit Randbedingungen vorgestellt und auf
Besonderheiten bei transitionellen Strömungen hingewiesen. Für die geplanten Optimie-
rungen ist hingegen eine kurze Rechenzeit essentiell. Hier kommt ein Grenzschichtglei-
chungslöser zum Einsatz, beschrieben in Abschnitt 3.2. Daraufhin geht Kap. 3.3 auf
die lineare Stabilitätstheorie ein und behandelt spezielle Probleme bei hohen Reynolds-
zahlen, bevor das Kapitel in 3.4 mit einer Beschreibung des Optimierungsverfahrens
schließt.
3.1 Navier-Stokes-Löser
Die Integration der Navier-Stokes-Gleichung erfolgt mit Hilfe einer ausgereiften Spek-
tral-Elemente-Fourier-Methode (Henderson und Karniadakis 1995), implementiert im
Strömungslöser Prism, welcher bereits zur Lösung einer Reihe von MHD-Problemen
eingesetzt wurde (Posdziech und Grundmann 2001; Posdziech und Grundmann 2001;
Crawford und Karniadakis 1997).
Die Spektral-Elemente-Methode vereint die geometrische Flexibilität der Finite-Ele-
mente-Methoden mit der besonders für Stabilitätsuntersuchungen erforderlichen hohen
Genauigkeit und schnellen Konvergenz einer Spektralmethode. Für zweidimensionale
Probleme in der x-y-Ebene besteht das Rechengebiet aus K viereckigen Spektral-Elemen-
ten, innerhalb derer ein Polynomansatz (Gaus-Lobatto-Legendre-Polynome) vom Grad
N verwendet wird. Dreidimensional ist das Verfahren auf in Spannweitenrichtung peri-
odische Geometrien beschränkt. Geschwindigkeit und Druck in der periodischen Rich-
tung werden als Fourier-Reihen formuliert und alle Gleichungen in den Fourier-Raum
transformiert. Abgesehen vom nichtlinearen Term entkoppeln in dieser Formulierung die
einzelnen Moden der Navier-Stokes-Gleichung vollständig und lassen sich damit sehr ef-
fizient auf getrennten Prozessoren berechnen. Die verwendete Zeitdiskretisierung basiert
auf einem zweiter Ordnung genauen Splitting-Verfahren (bis zu dritter Ordnung imple-
mentiert), welches Druck- und Reibungsterme implizit behandelt. Nur der nichtlineare
Term wird aus Stabilitäts- und Effizienzgründen explizit und im physikalischen Raum
berechnet. Hier wird auch die Lorentzkraft hinzugefügt.
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Für den nichtlinearen Term bietet der Strömungslöser zwei Formulierungen. In dreidi-
mensionalen Rechnungen minimiert die schiefsymmetrische Form
N (u) = 1
2
[u · ∇u + ∇ · (uu)] (3.1)
Aliasing-Fehler, die wegen der Fouriertransformationen in Spannweitenrichtung entste-
hen können (Zang 1991). Bei zweidimensionalen Rechnungen ist dies natürlich hinfällig
und somit die numerisch weniger aufwändige Rotationsform vorteilhaft:
N (u) = 1
2
∇|u|2 + (∇ × u) × u. (3.2)
Zur Lösung der entstehenden Gleichungssysteme für den Druck und die Geschwindig-
keit sind sowohl direkte als auch iterative Löser verfügbar, wobei im Einzelfall getestet
werden muss, welches das jeweils schnellere Verfahren ist.
Da das Spektralgitter auf den Elementen generisch implementiert ist, erlaubt die theo-
retisch beliebige Wahl des Polynomgrades eine sehr bequeme Art der globalen Gitterver-
feinerung. Für die hier betrachteten Geometrien und Problemfälle hat die Praxis gezeigt,
dass bei gegebener Anzahl von Freiheitsgraden ein Polynomgrad zwischen 8 und 12 am
schnellsten rechnet. Ungenutzt bleibt die Fähigkeit von Prism, nichtkonforme Elemente
zu verwenden, da diese zwar den Hauptspeicherbedarf, nicht aber die Rechenzeit redu-
zieren. Alle Vektor- und Matrixoperationen nutzen die standardisierten Schnittstellen
Blas und Lapack (Blackford et al. 2002; Anderson et al. 1999), somit lässt sich der
Code schnell und einfach durch Linken der herstelleroptimierten Bibliotheken an eine
gegebene Architektur anpassen.
3.1.1 Rechengebiet und Randbedingungen
Betrachtet wird die Strömung über einer ebenen Platte ohne Druckgradient. Das in der
Regel rechteckige Integrationsgebiet Ω, skizziert in Bild 3.1, beginnt stromab der Plat-
tenvorderkante, erstreckt sich bei einer Länge Lx von x0 bis x1 und hat eine Höhe und
Breite Ly bzw. Lz. Nur bei sehr langem Rechengebiet wird die Höhe mit dem erwarteten
Grenzschichtwachstum mitgeführt. Wie schon in Kap. 2.1 angedeutet, basieren alle di-
mensionslosen Längenangaben hier und im Folgenden auf der Verdrängungsdicke δin am
Eintritt des Rechengebietes. Das Koordinatensystem ist so gewählt, dass der Ursprung
mit dem Beginn des elektromagnetischen Aktuators bei xem0 = 0 zusammenfällt. Zwi-
schen der dimensionslosen Koordinate x und dem dimensionsbehafteten Abstand zur
Vorderkante besteht dann folgender Zusammenhang:
x̃ = Re
ν
U∞
(
x − x0 +
Re
1.722
)
. (3.3)
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Bild 3.1: Schematische Darstellung des Rechengebietes mit dem Aktuator in der ebenen Platte.
Ist die betrachte Aktuatorlänge endlich, so reicht diese bis xem1. Zur kontrollierten An-
regung von TS-Wellen oszilliert eine Volumenkraft im Bereich xd0 < x < xd1; der nach-
folgende Abschnitt 3.1.2 geht hierauf detaillierter ein. Um schließlich Reflexionen der
erzeugten Wellen bzw. der gegebenenfalls kleinskaligen, turbulenten Schwankungen am
Ausströmrand zu verhindern, passiert die Strömung vor dem Ende des Rechengebietes
eine Relaminarisierungszone der Länge LS. Auch dieser Technik widmet sich ein eigenes
Kapitel 3.1.3.
Am Eintrittsrand wird ein stationäres Geschwindigkeitsprofil vorgegeben:
u(x = x0, y, z) = (u0(y), v0(y), 0)
T (3.4)
Dieses ist einer DNS mit geringerer Eintrittsreynoldszahl entnommen und erfüllt somit
die Navier-Stokes-Gleichung.1 An der Wand y = 0 gilt naturgemäß die Haftbedingung
u = 0. Um Versperrungseffekte aufgrund der wachsenden Grenzschicht bei möglichst
geringem numerischen Aufwand zu vermeiden, wird für zweidimensionale Rechnungen
die übliche Neumannsche Randbedingung
(n · ∇)u = 0 (3.5)
nicht nur für den Ausströmrand, sondern auch im Fernfeld verwendet. Details, die zu
dieser Entscheidung führten, enthält Kap. 4.1. Diese Kombination verursacht jedoch bei
dreidimensionalen Rechnungen ein instabiles Geschwindigkeitsfeld; ausgehend vom Fern-
feldrand dehnen sich dann Schwingungen ins Rechengebiet aus und führen schließlich zu
1Am Eintrittsrand schlicht ein tabelliertes Blasiusprofil anzunehmen wäre einfacher, hätte aber den
Nachteil, dort lediglich die Grenzschichtgleichungen zu erfüllen.
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Divergenz. Erst eine Dirichlet-Randbedingung im Fernfeld
u(x, y = Ly, z) = (uF (y), vF (y), 0)
T (3.6)
stabilisiert dann die Lösung, wobei auch dieses Geschwindigkeitsprofil, analog zum Ein-
trittsrand, aus einer größeren zweidimensionalen DNS extrahiert wird. Der Druck wird
wie üblich am Austrittsrand auf Null gesetzt. An allen übrigen Rändern kommt eine
nicht-triviale Randbedingung höherer Ordnung zum Einsatz (Karniadakis et al. 1991).
3.1.2 Kontrollierte Anregung von Tollmien-Schlichting-Wellen
Bei der Untersuchung kontrollierter Transition werden Störungen festgelegter Amplitude
und Frequenz in das Beobachtungsgebiet eingebracht. Klebanoff et al. (1962) verwende-
ten in ihren klassischen Experimenten hierzu ein quer über die Platte gespanntes, vertikal
schwingendes Band. Um dreidimensionale Störungen zur Anregung der sekundären In-
stabilität zu erzeugen, brachten sie unter dem Band simple Klebestreifen im Abstand der
jeweiligen spannweitigen Wellenlänge auf der Plattenoberfläche an. Dies in einer Strö-
mungssimulation nachzuempfinden wäre durchaus anspruchsvoll. Autoren numerischer
Arbeiten nutzen daher in der Regel die einfacher zu implementierende Methode des
oszillierenden Absaugens/Ausblasens an der Wand innerhalb sogenannter Störstreifen
(u. a. Rist und Fasel 1995; Gmelin und Rist 2001) oder verwenden bereits instationäre
Einströmrandbedingungen (Cossu und Brandt 2002).
Der eingesetzte Strömungslöser erlaubt jedoch keine instationären Randbedingungen.
Stattdessen und mit vergleichbarem Effekt erzeugt eine zeitlich oszillierende Volumen-
kraft
F D(x, y, z, t) =
(
A2D va(x) + A3D vs(x) cos 2π
z
Lz/nZ
)
vr(y)ey cos 2πft (3.7)
die gewünschten Störungen, aus denen sich nach einer kurzen Einschwinglänge monofre-
quente TS-Wellen entwickeln. Wie in der Literatur üblich wird die Frequenz der Störung
f̃ durch den dimensionslosen Frequenzparameter
F+ =
2πν̃f̃
Ũ2
· 104 (3.8)
ausgedrückt, aus welchem sich wiederum die in Gl. (3.7) eingehende dimensionslosen
Frequenz f über
f = F+
Re
2π
· 10−4 (3.9)
berechnet. Die Krafteinleitung erfolgt unweit des Einströmrandes innerhalb eines Berei-
ches xd0 < x < xd1 (skizziert in Bild 3.1), dessen Länge der Wellenlänge anzuregender
TS-Wellen entspricht. Seine Ausdehnung in wandnormaler Richtung beträgt 2rmax, die
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Mitte ist yd Längeneinheiten von der Wand entfernt. Die Parameter A2D und A3D kon-
trollieren indirekt die Amplitude der zwei- und dreidimensionalen Schwingungsanteile.
Rein zweidimensionale TS-Wellen zur Untersuchung der linearen Transitionsphase wer-
den mit A3D = 0 erzeugt. Ist A3D > 0, so entstehen Wellen mit dreidimensionalem Anteil.
Diese sind nötig, um die sekundäre Instabilität anzuregen und schließlich Λ−Wirbel zu
erzeugen (vgl. Kap. 2.2).2 Hier steht nz ∈ N, nz ≥ 1 für die Periodenanzahl in Spann-
weitenrichtung, somit ergibt (Lz/nz) die spannweitige Wellenlänge.
Schließlich werden noch Formfunktionen va(x), vs(x) und vr(y) verwendet, zusammen-
gefasst in Tab. 3.1. Sie sind Null außerhalb der angegebenen Bereiche und produzieren
nach Fasel et al. (1990) Wellen ohne nennenswerte akustische Anteile; gleichzeitig wür-
den sie beim Ausblasen/Absaugen an der Wand sicherstellen, dass der Nettomassenstrom
über dem Störstreifen zu jeder Zeit verschwindet. Ihren Verlauf zeigt der linke Teil von
Bild 3.2; rechts ist die entstehende Störamplitude qualitativ dargestellt.
Definitionsbereich Formfunktion Transformationen
xd0 < x < 0 va =
1
48
(729 ξ5 − 1701 ξ4 + 972 ξ3) ξ = x−xd0
xc−xd0
,
xc =
1
2
(xd0 + xd1)
0 < x < xd1 va = − 148(729 ξ5 − 1701 ξ4 + 972 ξ3) ξ = xd1−xxd1−xc
xd0 < x < xd1 vs =
1
2
+ 1
2
cos
(
2π x−xd0
xd1−xd0
− π
)
yd − rmax < y < yd + rmax vr = 12 + 12cos π
y − yd
rmax
Tabelle 3.1: Formfunktionen zur TS-Wellenanregung.
2-D, linear 3-D, nichtlinear
yd 0.2
rmax 0.19
xd0 50
xd1 70 – 150
A2D 0.01 0.15 – 0.2
A3D 0 0.01
Tabelle 3.2: Typische Parameter der Anregung zwei-
bzw. dreidimensionaler TS-Wellen.
Typische Parameter der Wellenanregung listet Tab. 3.2 auf. Wie Testrechnungen ge-
zeigt haben, sind Lage und Ausdehnung der Störungsanregung recht unkritisch, da diese
lediglich die Anfangsamplitude der TS-Wellen verändern, nicht aber deren Form oder
Wachstumsraten. Gleichzeitig macht dies einen Nachteil deutlich: A priori hat man hier
keine direkte Kontrolle der TS-Wellenamplitude. Während bei der Wellenanregung durch
Ausblasen/Absaugen an der Wand die Ausblasamplitude recht direkt die entstehende
2Aufgrund der hohen Genauigkeit des numerischen Verfahrens bliebe auch eine sekundär instabile
Strömung zweidimensional, wenn die Anregung rein zweidimensional ist.
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Bild 3.2: Volumenkraft zur Anregung dreidimensionaler Störungen. Links: Verlauf der Form-
funktionen in Gl. (3.7). Rechts: qualitativer Verlauf der Amplitude F D der Kraft in der
Ebene y = yd. Die Schwingung in Spannweitenrichtung z ist stark überhöht dargestellt.
Wellenamplitude vorgibt, sind bei Anregung mit einer Volumenkraft Kalibrierungsrech-
nungen nötig. Aus diesen lässt sich die Beziehung
A(xd1 = 112) = 0.134138A2D (3.10)
für die Wellenamplitude am Ende des Anregungsgebietes ableiten. Mit einer Genauigkeit
von einem Prozent gilt sie für A2D< 0.1, darüber setzt die Nichtlinearität der TS-Wellen
ein und lässt den Fehler stark ansteigen.
Nach Hofmann und Herbert (1997) lässt sich das TS-Wellenwachstum mit 20 Gitter-
punkten je Wellenlänge ausreichend genau erfassen. Diese Auflösung wird in den vor-
liegenden Simulationen selbst für die kleinsten Wellenlängen noch deutlich übertroffen,
zudem ist die räumliche Genauigkeit des verwendeten Spektralelementeverfahrens we-
sentlich besser.
3.1.3 Ausströmrandbedingung
Bei räumlichen Transitionssimulationen erfordert die Ausströmrandbedingung besondere
Aufmerksamkeit. Nach eventuellem Wachstum primärer/sekundärer Instabilitäten und
ggf. Umschlag zur Turbulenz konvektieren kleinskalige Störungen stromab. Erreichen
diese die übliche Randbedingung (3.5), so entstehen Reflexionen zurück ins Rechengebiet,
die stromauf unphysikalische Effekte hervorrufen. Bestenfalls divergiert die Rechnung.
Fataler ist aber eine Superposition mit den ursprünglichen TS-Wellen, welche die zu
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bestimmenden Wachstumsraten verfälscht. Dies zu vermeiden finden sich in der Literatur
verschiedene Techniken.
Eine naheliegende Lösung besteht darin, das Rechengebiet schlichtweg so lang zu wäh-
len, dass die Störungen während der Integrationszeit noch nicht den Ausströmrand errei-
chen. Um CPU-Zeit zu sparen, verlängern Rist und Fasel (1995) das Gebiet stückweise
mit fortschreitender Integrationszeit. Vollständig eingeschwungene und lange gemittelte
Ergebnisse setzen dann allerdings ein extrem ausgedehntes Rechengebiet voraus. Bha-
ganagar et al. (2002) lösen am Ausströmrand parabolisierte Navier-Stokes-Gleichungen
(durch Vernachlässigen der Ableitungen in x-Richtung) und verhindern damit das Aus-
breiten von Störungen stromauf. Besonders für Transitionssimulationen berechnen viele
Autoren ungestörte Grundströmung und Störströmung separat (base flow/ disturbance
flow formulation); somit kann letztere direkt gedämpft werden (Kloker et al. 1993).
Am häufigsten eingesetzt werden jedoch sogenannte Buffer-Domain-Techniken, die dar-
auf abzielen, jegliche Störungen vor Erreichen der Ausströmrandbedingung abklingen zu
lassen (Streett und Macaraeg 1989). Dazu wird am Ende des Rechengebietes die Visko-
sität künstlich erhöht oder ein Strafterm eingeführt und eventuell zusätzlich das Gitter
in x-Richtung stark vergröbert, um numerische Diffusion ausnutzen.3 Die unphysikali-
sche Lösung innerhalb der Buffer Domain erhöht zwar geringfügig den Rechenaufwand,
jedoch ist ein solches Gebiet sehr effektiv, ebenfalls einfach zu implementieren und bei
richtiger Parameterwahl praktisch ohne Stromaufwirkung.
In diese Klasse fällt auch die letztlich verwendete Sponge-Layer-Methode nach Guo
et al. (1996). Auf einer Länge LS (siehe Bild 3.1) vor dem Ausströmrand werden Abwei-
chungen von einer Referenzlösungen U bestraft. Dazu wird die Navier-Stokes-Gleichung
um einen Quellterm
fmaxf(LS, x)(u − U ) (3.11)
erweitert, wobei der Faktor fmax den Grad der Dämpfung bestimmt und die Formfunkti-
on f(LS, x) einen stetigen Übergang in das Dämpfungsgebiet sicherstellt. Als Referenzlö-
sung U dienen die ohnehin berechneten zeitlichen Mittelwerte. Adams (2003) betrachtet
etwa drei Grenzschichtdicken als ausreichend für die Länge des Dämpfungsgebietes LS.
3.2 Grenzschichtgleichungslöser
Die numerische Lösung der Navier-Stokes-Gleichungen ist aufgrund ihres elliptischen
Charakters verhältnismäßig aufwendig. Sind Einschränkungen in der Genauigkeit vertret-
bar, so ist eine Lösung der parabolischen Grenzschichtgleichungen nach Prandtl um Grö-
ßenordnungen schneller berechnet. Insbesondere die Optimierungmethode in Kap. 3.4
verlangt eine schnelle Lösung für einen gegebenen Satz von Parametern. Daher wurde
3 In Testrechnungen mit Prism erhöhte ein nahe des Ausströmrandes sukzessive vergröbertes Gitter
vor allem den Divergenzfehler, statt Störungen zu dämpfen. Daher wurde diese Technik nicht weiter
verfolgt.
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die Methode von Fletcher (1991) implementiert, welche die dimensionslose, zweidimen-
sionale, stationäre Grenzschichtgleichung für eine Strömung ohne Druckgradient mit
Lorentzkraftterm
u
du
dx
+ v
du
dy
=
1
Re
d2u
dy2
+ Fx (3.12)
in Verbindung mit der Kontinuitätsgleichung
du
dx
+
dv
dy
= 0, (3.13)
und den Randbedingungen u = v = 0 an der Wand sowie u = 1, dv/dy = 0 am Fern-
feldrand löst. Am Eintritt wird ein Blasiusprofil vorgegeben. Diskretisiert durch Finite
Differenzen zweiter Ordnung führt das Verfahren auf ein tridiagonales Gleichungssystem,
welches effizient durch den Thomas-Algorithmus gelöst wird.
Unbeeinflusst wächst die Grenzschicht proportional zur Wurzel der Lauflänge; mit
Lorentzkraft ändern sich charakteristische Längenmaße asymptotisch. Folglich kann das
Rechengitter stromab vergröbert werden. Die Koordinatentransformation ξ = x1/κ (mit
κ ≈ 2–3) verringert so die notwendige Rechenzeit nochmals deutlich.
3.3 Lineare Stabilitätstheorie
Das Wachstum sehr kleiner Störungen wird durch die Orr-Sommerfeld-Gleichung (OSG)
beschrieben. In ihrer üblichen Form geht sie aus der Navier-Stokes-Gleichung hervor,
indem für die Störung ein Wellenansatz eingesetzt und anschließend linearisiert wird.
Doch gilt sie auch für elektromagnetisch beeinflusste Strömungen?
Zunächst ist also die Frage zu klären, ob der Lorentzkraftterm die Orr-Sommerfeld-
Gleichung verändert und folglich bei der Stabilitätsanalyse berücksichtigt werden müsste.
Dazu wird die Herleitung der Orr-Sommerfeld-Gleichung in den relevanten Grundzügen
angeführt; ausführliche Darstellungen geben beispielsweise Drazin und Reid (2004) oder
Schlichting und Gersten (1997). Im Anschluss wird auf die numerische Lösung der Glei-
chung eingegangen.
3.3.1 Orr-Sommerfeld-Gleichung
Der zweidimensionalen, inkompressiblen, stationären und parallelen (∂U/∂x = 0) Grund-
strömung
U(y), V = W = 0, P (x, y) (3.14)
sei eine kleine, zweidimensionale Störströmung überlagert:
u = U + u′, v = v′, w = 0, p = P + p′ . (3.15)
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Diese wird in die Navier-Stokes-Gleichung eingesetzt. Vernachlässigt man dabei jene
Terme, bei denen die Störgrößen im Quadrat auftreten, so verbleibt
∂u′
∂t
+ U
∂u′
∂x
+ v′
∂U
∂y
= −
(
∂P
∂x
+
∂p′
∂x
)
+
1
Re
(
∂2U
∂y2
+
∂2u′
∂x2
+
∂2u′
∂y2
)
+ Fx . (3.16)
Auch die Grundströmung U(y) muss natürlich die Navier-Stokes-Gleichung erfüllen. Un-
ter den oben gegebenen Voraussetzungen vereinfacht sich die x-Impulstransportgleichung
dann zu
0 = −∂P
∂x
+
1
Re
∂2U
∂y2
+ Fx . (3.17)
Im nächsten Schritt werden diese beiden Gleichungen (3.16) und (3.17) voneinander
subtrahiert. Dabei verschwinden alle Terme, die vom Störungsansatz (3.15) unverän-
dert bleiben – so auch die Lorentzkraft. Sie entfällt für die weitere Herleitung, da sie
weder vom Druck noch von der Geschwindigkeit abhängt. Die bekannte Orr-Sommerfeld-
Gleichung gilt folglich auch für die hier betrachteten Strömungen.
Für die Störungsbewegung einer Frequenz – eine sogenannte Mode – wird nun folgen-
der Wellenansatz als Stromfunktion gemacht:
Ψ(x, y, t) = φ(y)ei(αx−βt). (3.18)
Beliebige Störungen lassen sich durch Überlagerung solcher Partialwellen darstellen.
Beim hier verfolgten zeitlichen Ansatz bezeichnet α die reellwertige Wellenzahl der Stö-
rung; β hingegen ist eine komplexe Größe.4 Ihr Realteil βr gibt die Kreisfrequenz an,
während der Imaginärteil über zeitliche Anfachung (βi > 0) oder Dämpfung (βi < 0)
entscheidet. Aus diesen Größen lässt sich noch
c =
β
α
= cr + ici (3.19)
ableiten. Nun stellt cr die Phasengeschwindigkeit dar, der Imaginärteil ci bestimmt wei-
terhin die Anfachung oder Dämpfung.
Berechnet man aus der Stromfunktion (3.18) schließlich die Komponenten u′, v′ der
Störung, setzt diese in die linearisierte Navier-Stokes-Gleichung ein und eliminiert den
Druck, so entsteht die Orr-Sommerfeld-Gleichung
(U − c)(φ′′ − α2φ) − U ′′φ = − i
α Re
(φ′′′′ − 2α2φ′′ + α4φ). (3.20)
Zur Berechnung der Stabilität eines Geschwindigkeitsprofils U(y) gibt man nun ein
Wertepaar (Re, α) vor. Damit stellt Gl. (3.20) ein generalisiertes Eigenwertproblem dar,
4Im Gegensatz dazu ist beim räumlichen Störungsansatz α komplex und β reell. Dabei wird die Lösung
der Orr-Sommerfeld-Gleichung deutlich anspruchsvoller.
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dessen Lösung im Idealfall alle Eigenwerte c und die dazugehörigen Eigenvektoren φ
liefert. Jeder Eigenwert beschreibt dabei eine mögliche Schwingungsform mit einem Am-
plitudenverlauf φ (entspricht dem Verlauf von u′rms(y) in Bild 2.4a), wobei derjenige mit
dem größten Imaginärteil ci die instabilste, kritische Mode angibt. Ist dieses ci größer
als Null, wachsen kleine Störungen mit der Zeit an, und das Geschwindigkeitsprofil ist
instabil. Schließlich wird dies für alle plausiblen Re und α wiederholt, so dass ein Stabi-
litätsdiagramm analog zu den Bildern 2.5a oder 3.3 entsteht, anhand dessen der stabile
vom instabilen Bereich anschaulich zu unterscheiden ist.
3.3.2 Numerisches Lösungsverfahren
Zur Berechnung eindimensionaler Probleme wie der Orr-Sommerfeld-Gleichung, bei de-
nen keine Diskontinuitäten zu erwarten sind, bieten sich Spektralmethoden an. Speziell
bei großen Reynoldszahlen ist eine akkurate Lösung dennoch alles andere als trivial, wo-
bei in der Literatur bereits Re = O(5000) als groß bezeichnet wird (Malik 1990). Für
die Optimierung in Kap. 6 benötigt man aber eine Methode, die auch noch eine Grö-
ßenordnung darüber verlässlich arbeitet. Dieser Abschnitt beschreibt die aufgetretenen
Probleme sowie den letztlich eingeschlagenen Lösungsweg.
Zu den potentiellen Schwierigkeiten zählen die sogenannten „spurious eigenvalues“, Ei-
genwerte des diskretisierten, aber nicht des realen Problems. Deren Imaginärteil ci, für
die Interpretation von entscheidender Bedeutung, wird unter Umständen sehr groß. Be-
reits Kneisel (2004b) betrachtete die lineare Stabilität von Grenzschichtgleichungslösun-
gen unter Lorentzkrafteinfluss, und berichtet für faktisch alle relevanten Reynoldszahlen
Re ≥ 100 und Wellenzahlen von falschen Eigenwerten, bei denen der Imaginärteil teil-
weise um Größenordnungen über den zu erwartenden Werten liegt. Eine automatisierte
Suche nach der Stabilitätsgrenze wird damit erheblich erschwert.
Daher fiel die Wahl auf die Chebyshev-tau-Methode nach Gardner et al. (1989). Sie
ist zwar deutlich aufwändiger zu implementieren als die häufig eingesetzten Chebyshev-
Kollokationsmethoden (Schmid und Henningson 2001), soll aber falsche Eigenwerte durch
geschickte Aufteilung der Matrizen vermeiden helfen. Das resultierende Eigenwertpro-
blem löst der Standardalgorithmus ZGGEV aus Lapack (Anderson et al. 1999). Wei-
terhin wurde ein Suchalgorithmus für die neutrale Stabilitätskurve implementiert.
Die gewählte Spektralmethode approximiert die gesuchte Funktion durch ein Cheby-
shev-Polynom vom Grad N . Dazu muss das physikalische Problem vom halbunendlichen
Intervall x ∈ [0, ∞] auf den Definitionsbereich der Chebyshev-Polynome ξ ∈ [−1, 1]
transformiert werden. Von den getesteten Koordinatentransformationen (Boyd 2001)
algebraisch : x = κ
1 + ξ
1 − ξ
exponentiell : x = −1
κ
log
ξ + 1
2
(3.21)
linear : x =
κ
2
(ξ + 1)
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liefert das exponentielle Mapping nach Variation des Mapping-Parameters κ bei gegebe-
nen Polynomgrad die besten Ergebnisse.
Für Reynoldszahlen bis etwa 104 funktioniert die Methode im Prinzip auch sehr ro-
bust. Leider werden darüber hinaus wieder zunehmend Eigenwerte berechnet, die nicht
plausibel sind. Ist die Wellenzahl klein, so treten vereinzelt sogar schon bei Re = O(100)
falsche Eigenwerte auf, wie die ungefilterten Ergebnisse für das Blasiusprofil in Bild 3.3
belegen. Auch ein zweites Problem wird hier deutlich: Mit zunehmender Reynoldszahl
sollte das Band instabiler Wellenzahlen immer schmaler werden. Ohne Korrektur je-
doch berechnet die Methode für Re > 105 einen zweiten – und offensichtlich falschen
– instabilen Bereich, dessen Ausdehnung sowohl vom Mapping-Parameter als auch vom
Polynomgrad abhängt. Dieser Bereich verkleinert sich mit steigendem N , während ein
Mapping-Parameter 0.02 ≤ κ ≤ 0.4 die günstigsten Ergebnisse erzielt.
α
Re
Schlichting und Gersten (1997)
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 100  1000  10000  100000
ci < 0
ci > 0
Bild 3.3: Ergebnisse der linearen Stabilitäts-
analyse für das Blasiusprofil. • gefilter-
te instabile Profile, ◦ ungefilterte, falsche
Treffer, —— neutrale Stabilitätsgrenze
nach Schlichting und Gersten (1997),
N = 95, κ = 0.2.
Eine genauere Erklärung gibt das Spektrum, in welchem die Eigenwerte mit Real- und
Imaginärteil aufgetragen sind. Bild 3.4 zeigt das Spektrum der Blasiusgrenzschicht bei
einer Wellenzahl α = 0.2 für zwei Reynoldszahlen 500 und 50 000 sowie zwei Mapping-
Parameter. Spektren für andere Grenzschichtprofile unterscheiden sich davon nicht prin-
zipiell. Unterschiedliche Farben stehen für unterschiedliche Polynomgrade N = 50, 130,
210. Neben diesen großen Schritten im Polynomgrad (∆N = 80) wurde selbiger auch
jeweils nur geringfügig variiert (∆N = 2). So steht das rote Plus für N = 50, das rote
Quadrat für N = 52. Die schwarzen Kreuze kennzeichnen eine (a. a. O. nicht näher erläu-
terte) numerische Lösung von Schmid und Henningson (2001) als Referenz, die sehr gut
mit der vorliegenden Ergebnissen übereinstimmt. Warum manche Eigenwerte eingekreist
sind, wird alsbald erklärt.
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Bild 3.4: Mit verschiedenen Polynomgraden N = 50, 130, 210 berechnete Eigenwertspektren für
zwei Reynoldszahlen Re = 500, 50 000 und zwei Mapping-Parameter κ = 0.2, 0.05 sowie die
jeweiligen transformierten Blasiusprofile u(ξ) im Chebyshev-Intervall ξ = [−1, 1]. α = 0.2.
Für Re = 500 (Bild 3.4a) hat die exakte, analytische Lösung ein sogenanntes kontinu-
ierliches Spektrum bei cr = 1, dargestellt durch die senkrechte schwarze Linie (Schmid
und Henningson 2001), sowie vier diskrete Eigenwerte. In der numerischen Lösung wird
das kontinuierliche Spektrum durch die vielen, tendenziell senkrecht angeordneten Eigen-
werte repräsentiert. Da dieses aber an der Stabilitätsgrenze ci = 0 beginnt, kann bereits
eine absolute Aussage „stabil oder instabil“ kritisch sein: Es gibt Parameterkombinatio-
nen, bei denen alle diskreten Eigenwerte zwar stabil sind, der Anfang des kontinuierlichen
Spektrums jedoch wegen unvermeidbarer numerischer Ungenauigkeit – wenn auch nur
leicht – oberhalb von ci = 0 liegen kann, und damit Instabilität andeuten würde. Da-
bei entstehen die vereinzelten, falschen instabilen Punkte bei kleinen Wellenzahlen in
Bild 3.3.
Alleiniges Filtern anhand des Realteils (ignoriere alle Eigenwerte mit cr > 0.9) hilft
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gesichert auch nur bei kleinen Reynoldszahlen. Bei größeren Re (Bild 3.4b und e) ist das
kontinuierliche Spektrum nicht klar von den diskreten Eigenwerten getrennt, verläuft
tendenziell waagerecht und teilweise oberhalb von ci = 0 (Teil e, N = 50, rote Symbole).
Dadurch kommt der oben erwähnte, falsche instabile Bereich in Bild 3.3 zustande.
Die für die Stabilitätsaussage einzig entscheidenden diskreten Eigenwerte hingegen
werden prinzipiell korrekt berechnet. Das Problem lautet somit: Wie lassen sich die
diskreten Eigenwerte sicher vom kontinuierlichen Spektrum unterscheiden?
Boyd (2001) hat zur Lösung von Eigenwertproblemen mit Spektralmethoden folgendes
Vorgehen vorgeschlagen. Jede Rechnung wird bei zwei leicht verschiedenen Polynomgra-
den durchgeführt, so etwa bei N = 130 und N ′ = 132. Vergleicht man die Ergebnisse
beider Rechnungen, stellt man fest, dass die wahren Eigenwerte so gut wie konstant
bleiben, die falschen hingegen stärker oszillieren. So liegen die Symbole für N und N ’
bei diskreten Eigenwerten in Bild 3.4 praktisch übereinander, während die des konti-
nuierlichen Spektrums deutlich streuen. Wenn nun die relative Änderung zwischen zwei
korrespondierenden Eigenwerten kleiner als ein Schwellenwert ǫ ist, gilt dieser als gültiger
Eigenwert.
Recht elegant lassen sich auch die Kosten des Vergleichs reduzieren: Nach Realteil
sortiert liegen korrespondierende Eigenwerte meist an gleicher Stelle in der Reihenfolge,
d. h., der dritte Eigenwert von N sollte dem dritten Eigenwert von N ′ entsprechen.
Um die Ausnahmefälle abzudecken, werden beim Vergleich auch jeweils die direkten
Nachbarn mit einbezogen.
In Bild 3.4 sind alle gültigen Eigenwerte eingekreist und weiterhin mit dem Polynom-
grad der entsprechenden Rechnung farbig kodiert. Die wenigen falschen Treffer lassen
sich anhand ihres Realteils cr ≈ 1 filtern. Allerdings erkennt man, dass die Ergebnisse
immer noch von N und κ abhängen. Prinzipiell sollte ein höherer Polynomgrad bessere
Resultate liefern. Jedoch findet der Algorithmus bei kleiner Reynoldszahl (Bild 3.4a)
den entscheidenden, größten Eigenwert nur beim kleinsten Polynomgrad.5 Ein kleinerer
Mapping-Parameter ist hier offensichtlich besser (Teil d), während bei Re=50 000 eher
ein größeres κ gewählt werden sollte (Teil b). Weiterhin ist der günstigste Mapping-
Parameter von der Wellenzahl α abhängig.
Letztlich scheint es kaum möglich, ein Optimum aus Polynomgrad und Mapping-
Parameter zu finden, das bei allen relevanten Reynoldszahlen, Wellenzahlen und für
verschiedene Geschwindigkeitsprofile gilt. Nach manueller Auswertung von insgesamt
640 Kombinationen von N, κ, α, Re für das Blasius- und das exponentielle Profil wurden
schließlich die in Tab. 3.3 zusammengefassten Werte benutzt. Polynomgrad und Map-
pingparameter variieren mit der lokalen Reynoldszahl, lediglich die Abhängigkeit von
der Wellenzahl musste in den Produktionsrechnungen vernachlässigt werden, da jede
Änderung dann eine zusätzliche Matrixassemblierung als teuersten Teil der Berechnung
erfordert hätte.
5Für N = 130 bzw. 210 hätte dazu der Schwellenwert ǫ vergrößert werden müssen.
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Re N κ
< 5 000 90 0.05
< 12 000 110 0.05
< 30 000 120 0.10
< 110 000 130 0.20
> 110 000 170 0.20
Tabelle 3.3: Polynomgrad und Mappingpa-
rameter in Abhängigkeit von der lokalen
Reynoldszahl.
3.4 Optimierung mit evolutionären Algorithmen
In Kapitel 6 soll der Verlauf der Eindringtiefe und der Kraftamplitude optimiert werden.
Im mathematischen Sinne bedeutet Optimieren die Suche nach dem globalen Extremum
einer Zielfunktion. Da schon bei wenigen freien Parametern der Zielfunktionsraum sehr
schnell sehr groß wird, ist schlichtes Ausprobieren aller zulässigen Varianten in der Regel
aussichtslos.
Besteht wenig Vorwissen über den Verlauf der Zielfunktion, so bieten sich die soge-
nannten evolutionären Algorithmen an (Rechenberg 1994). Sie greifen Prinzipien der
biologischen Evolution wie Selektion und Vererbung auf, nehmen an, dass sich eine Po-
pulation über mehrere Generationen immer besser an die Umgebung anpasst und so
letztlich zu einer global optimalen Lösung gelangt. Neben dem offensichtlichen Vorteil,
lediglich die Vorwärtslösung zu benötigen, zeichnen sie sich durch verhältnismäßig ein-
fache Implementierung und exzellente Parallelisierbarkeit aus. Gleichzeitig kommen sie
ohne Ableitungsinformationen aus. Der verwendeten Methode – nur eine unter vielen
vorgeschlagenen – ist der folgende Abschnitt gewidmet.
Ein Optimierungsproblem sei formuliert als
Q = f(τ1, τ2, . . . , τN) → min, (3.22)
wobei die zu minimierende Zielfunktion Q im Kontext der evolutionären Algorithmen
üblicherweise als Qualitäts- oder Fitnessfunktion bezeichnet wird. Ein konkreter Satz von
Parametern τ , auch Eigenschaften genannt, bildet ein Individuum. Mehrere Individuen
stellen die Population; als Richtwert wird häufig eine Populationsgröße von 30 Individuen
genannt.
Eingangs wird die Population zufällig, aber sinnvoll initialisiert und für jedes Indivi-
duum die Qualitätsfunktion berechnet; der schlechteste Wert der aktuellen Population
sei Qworst. Ein Optimierungsschritt läuft nun wie folgt ab. Aus einem oder zwei zufällig
gewählten Individuen IM , IV – der „Elterngeneration“ – wird über ein Auswahlverfahren
ein neues Individuum IK , die „Kindergeneration“ erzeugt. Mögliche Auswahlverfahren
sind die sogenannte Rekombination, die Kreuzung und die Mutation:
• Bei der Rekombination erhält das „Kind“ jeden Parameter τKi zufällig entweder
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von der „Mutter“ (τMi ) oder dem „Vater“ (τ
V
i ):
τKi =
{
τMi : U < 12
τVi : sonst
∀i, (3.23)
wobei U eine gleichverteilte Zufallszahl im Intervall [0, 1] ist.
• Kreuzung hingegen bedeutet, dass die Elterngeneration ihre gemittelten Eigen-
schaften vererbt:
τKi =
1
2
(τMi + τ
V
i ) ∀i. (3.24)
• Bei der Mutation schließlich hat das „Kind“ nur einen Vorfahren, von dem es alle
Eigenschaften bis auf eine zufällig gewählte Ausnahme j direkt übernimmt; jene
weicht einer normalverteilten Zufallszahl N :
τKi =
{
N (τMi , σ) : i = j
τMi : sonst
∀i, (3.25)
wobei σ die in der ganzen Population vorhandene Spannweite – die Differenz zwi-
schen größter und kleinster Ausprägung – des Parameters τj bezeichnet.
Nachdem nun die Eigenschaften des „Kindes“ gewählt sind, wird dessen Qualitätsfunk-
tionswert QK bestimmt, also das Vorwärtsproblem einmal gelöst. Ist QK ≤ 1.3 Qworst,
ersetzt das „Kind“ einen seiner Vorfahren, anderenfalls wird es verworfen. Es muss also
nicht notwendigerweise besser als die bisherige Population abschneiden, es darf nur nicht
sehr viel schlechter sein. Dies soll sicherstellen, dass lokale Minima bei der Suche nach
dem globalen wieder verlassen werden können.
Der Vorgang wird solange wiederholt, bis ein Konvergenzkriterium erreicht ist, etwa,
bis sich die Spannweite σ für alle Parameter an Null nähert. Da die Individuen unab-
hängig voneinander ausgewertet werden können, lässt sich die Optimierung schließlich
sehr effizient parallelisieren.
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4 Beeinflussung der Grundströmung
Bevor Lorentzkräfte tatsächlich zur Transitionsverzögerung beitragen können, muss klar
sein, wie derartige Kräfte auf die stationäre Grundströmung der Grenzschicht wirken.
Dazu widmet sich dieses Kapitel nach einer Gitterstudie zunächst dem Geschwindig-
keitsprofil, welches weit stromab bei spannweitig inhomogener Kraft entsteht. Anschlie-
ßend wird der Übergang dorthin untersucht und mit experimentellen Daten verglichen.
Die beiden wesentlichen Parameter Eindringtiefe und Kraftamplitude werden daraufhin
variiert und ihr Einfluss auf die Entwicklung der Grenzschicht aufgezeigt. Der letzte
Abschnitt beinhaltet eine Minimierung der Übergangslänge bis zum Erreichen des expo-
nentiellen Profils.
4.1 Gitterstudie
Per definitionem kommen Direkte Numerische Simulationen ohne wesentliche Vereinfa-
chungen gegenüber der Realität aus. Eine korrekte Implementierung vorausgesetzt be-
stimmen damit in erster Linie Ausdehnung und Auflösung des Rechengebietes sowie die
eingesetzten Randbedingungen die Qualität der erzielbaren Ergebnisse. Vor den eigent-
lichen Simulationen zur Grenzschichtbeeinflussung wird deshalb zunächst eine Gitter-
studie in Verbindung mit verschiedenen Fernfeldrandbedingungen durchgeführt, um ein
verlässliches und effizientes Rechengitter auszuwählen.
Die Gebietslänge Lx muss selbstverständlich groß genug gewählt werden, um das re-
levante räumliche Wachstum der TS-Wellen zu erfassen. So erfordert beispielsweise die
Berechnung des kompletten instabilen Amplitudenverlaufs der Welle F+ = 1, gezeigt
in Bild 2.4b, eine nicht unerhebliche Gebietslänge von Lx = 2100, wenn der Eintritt
bei Rein = 280 gesetzt wird. Die üblicherweise in unbeeinflusster Strömung angenom-
mene Transitionsreynoldszahl Rex,T ≈ 5 · 105 (Schlichting und Gersten 1997) entspricht
Re = 1216 und wird in diesem Fall bei x = 1691 erreicht. Die wandnormale Ausdehnung
Ly hingegen kann deutlich geringer sein, da die Transition ausschließlich innerhalb der
Grenzschicht abläuft, also für ỹ/δ̃1 < 3. Dennoch muss auch ein gewisser Teil der freien
Strömung simuliert werden, um zunächst die Grundströmung an sich korrekt zu berech-
nen. Für die spannweitige Ausdehnung schließlich wird üblicherweise ein ganzzahliges
Vielfaches der Wellenlänge der instabilsten 3-D Störung gewählt. Einen Überblick über
Gebietsausdehnungen und Gitterauflösungen anderer Autoren gibt Tab. 4.1.
Um nun bei verschiedenen Gittern zu beurteilen, wie gut eine Simulation ist, wird
noch ein – möglichst integrales – Qualitätskriterium benötigt. Hier bietet sich der Wider-
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Autoren Ausdehnung Auflösung Methode
Lx × Ly × Lz (Freiheitsgrade)
Joslin et al. (1993) 442 × 75 × 12.661 1021 × 81 × 5 Fin. Diff./Fourier
Rist und Fasel (1995) 890 × 8 × 26 2498 × 65 × 34 Fin. Diff./Fourier
Berlin et al. (1999) 934 × 76 × 14 1200 × 65 × 96 voll spektral
Jacobs und Durbin (2001) 1860 × 120 × 90 2048 × 180 × 192 Fin. Diff.
Bhaganagar et al. (2002) 584 × 10 × k.A. 513 × 513 × 64 Fin. Diff./Fourier
vorliegende Arbeit 2-D 2250 × 65 1500 × 90 SEM
vorliegende Arbeit 3-D 500 × 50 × 26 1512 × 80 × 128 SEM/Fourier
1 spannweitige Symmetrie angenommen und halbe Wellenlänge berechnet
Tabelle 4.1: Typische Werte für Gebietsausdehnungen und Gitterauflösungen von Transitions-
rechnungen anderer Autoren sowie der vorliegenden Arbeit.
standsbeiwert für den betrachteten Ausschnitt der Platte an, berechnet aus der bereits
dimensionslosen Wandschubspannung nach
cw = 2
x1∫
x0
τw dx =
2
Rein
x1∫
x0
∂u
∂y
∣
∣
∣
∣
∣
y=0
dx. (4.1)
Dieser lässt sich mit der Theorie vergleichen, indem aus der bekannten dimensionsbehaf-
teten Wandschubspannung der Blasiuslösung
τw(x) = 0.332 νρU∞
√
U∞
νx
, (4.2)
integriert in den Grenzen des Rechengebietes und entdimensionalisiert mit den in Kap. 2.1
gewählten Referenzgrößen ρ̃∞, Ũ∞ und δ̃in, der entsprechende theoretische Widerstands-
beiwert
cw,T heorie =
1.328
Rein
(√
Rex1 −
√
Rex0
)
(4.3)
berechnet wird. Für eine Gebietslänge Lx = 210 und Rein = 360 ist cw,T heorie = 0.506.
In Bild 4.1a wurden nun Gebietshöhe und Polynomgrad variiert sowie gleichzeitig
der Einfluss verschiedener Fernfeldrandbedingungen untersucht; der angegebene Wider-
standsbeiwert ist dabei mit seinem theoretischen Wert normiert. Als Randbedingungen
kommen neben der Geschwindigkeitsverteilung aus der Blasiuslösung (gekennzeichnet
mit „B“) eine mitbewegte Wand u = (1, 0, 0)T (velocity, „V“) sowie auch die üblicher-
weise für Ausströmränder vorgesehene Bedingung ∇(u · n) = 0 (outflow, „O“) in Frage.
Selbst für kleine Gebietshöhen unter 50 liefern die Randbedingungen O und B ak-
zeptable Ergebnisse mit weniger als 3% Fehler. Im Gegensatz dazu leidet der Fall V
darunter, dass die freie Strömung zwischen Grenzschicht und der mitbewegten Wand
quasi in einem konvergentem Kanal beschleunigt, die Geschwindigkeit am Grenzschicht-
46
4.1 Gitterstudie
c
w
/c
w
,T
h
e
o
ri
e
Ly
O 
V
B
 0.96
 0.98
 1
 1.02
 1.04
 1.06
 1.08
 1.1
 50  100  150  200  250  300  350
NP= 4
NP≥ 5
τ w
/τ
w
,T
h
e
o
ri
e
x
 0.98
 0.985
 0.99
 0.995
 1
 0  200  400  600  800  1000 1200 1400
Lx=210, O und B
Lx=210, V
Lx=1500, O 
Bild 4.1: Links: Widerstandsbeiwert, normiert mit seinem theoretischen Wert, für verschiedene
Gebietshöhen und Fernfeldrandbedingungen. Rechts: Verlauf der ebenso normierten Wand-
schubspannung bei kurzem und langem Rechengebiet; die Kurven für die Randbedingungen
O und B liegen praktisch übereinander.
rand also über Eins liegt und folglich die Wandschubspannung vergrößert. Erst bei einer
Gebietshöhe Ly = 100 fällt der Fehler auch hier unter 3%.
Mit steigender Ausdehnung konvergiert cw für alle Randbedingungen, jedoch nicht
exakt gegen den theoretischen Wert. Die Abweichung kann aber mit etwa 0.8% wohl ver-
nachlässigt werden und lässt sich zumindest teilweise mit der recht kurzen Gebietslänge
erklären, wie Bild 4.1b zeigt. Im kurzen Rechengebiet der Länge Lx = 200 weicht die
(ebenfalls normierte) Wandschubspannung stärker vom theoretischen Verlauf ab als bei
größerer Gebietslänge Lx = 1500. Schuld ist die Ausströmrandbedingung; sie zwingt alle
Normalenableitungen auf Null, was die – bei kleiner Reynoldszahl noch zunehmend nicht-
parallele – Strömung auch deutlich stromauf beeinflusst. Die tatsächlichen Produktions-
rechnungen werden aber, wie oben angedeutet, ohnehin mit einer Länge Lx = O(1000)
durchgeführt, so dass dieser negative Einfluss vernachlässigbar sein sollte. Ein weiterer
Grund für die Abweichung gegenüber der Theorie in Bild 4.1 mag darin liegen, dass
jene aus der Blasiuslösung hervorgeht, welche lediglich die Grenzschichtgleichungen er-
füllt und damit streng genommen nur für große Reynoldszahlen gilt. Im Gebiet werden
aber die Navier-Stokes-Gleichungen integriert, zumal bei eher niedrigerer Reynoldszahl.
Kleine Unterschiede wären somit nicht verwunderlich.
Ebenfalls getestet wurde der Einfluss der Gitterauflösung, die sich über den Grad NP
des Ansatzpolynomes der Elemente (global) sehr leicht ändern lässt. Allerdings scheint
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das Spektralelementegitter bereits so fein zu sein, dass sich die berechnete Strömung bei
unterschiedlichen Polynomgraden kaum ändert. So liegen die Kurven aller Polynomgrade
NP ≥ 5 (getestet bis NP = 17) quasi übereinander, lediglich die kleinste untersuchte Auf-
lösung mit NP = 4 (graue Linien) weicht etwas ab. Welcher Polynomgrad bei gegebener
Anzahl von Freiheitsgraden am schnellsten rechnet, lässt sich nicht generell bestimmen.
Dies hängt unter anderem von den verwendeten mathematischen Bibliotheken und der
Rechnerarchitektur ab. Ein günstiger Bereich scheint etwa zwischen 5 und 15 zu liegen,
noch höhere NP haben in Tests die Rechenzeit überproportional verlängert.
Auch die Größe der Spektralelemente wurde variiert. Jedoch hatte weder die Ele-
mentgröße in Stromrichtung ∆x (getestet im Intervall 2 ≤ ∆x ≤ 30) einen merklichen
Einfluss, noch war es von Relevanz, ob die Elementhöhe ∆y konstant = 3 gehalten oder
geometrisch mit einem Faktor 1.5 vergrößert wurde, ausgehend von einer Höhe ∆y = 1
des wandnähesten Elementes.
Zusammenfassend lässt sich aus den Beobachtungen Folgendes ableiten. Der Fall O,
also die Ausströmrandbedingung auch im Fernfeld, liefert hier die besten Ergebnisse
und wird, soweit nicht anders angegeben, in allen Rechnungen eingesetzt. Er hat den
Vorteil, Versperrungseffekte zu minimieren und sollte gleichzeitig am flexibelsten bei
unterschiedlichen Grenzschichtverläufen reagieren, zumal diese a priori nicht bekannt
sind. Für Fälle mit Lorentzkraft ist das essentiell, denn analog zur Absaugung wird die
Geschwindigkeitsverteilung auch im Fernfeld stark von der Blasiuslösung abweichen.
In dreidimensionalen Rechnungen führt diese Neumann-Randbedingung jedoch zu In-
stabilität an der gemeinsamen Kante von Ausströmrand und Fernfeld, die sich nur mit
Dirichlet-Randbedingungen für die Geschwindigkeit verhindern lassen. Letztere werden
vorher in zweidimensionalen Rechnungen mit größerer Gebietshöhe bestimmt.
Im Interesse einer handhabbaren Rechenzeit wird die Gebietshöhe auf Ly = 65 in
zweidimensionalen und Ly = 50 in dreidimensionalen Rechnungen gesetzt, der Fehler
liegt dabei unter 1%. Das wandnäheste Element hat eine Höhe ∆y von 0.5. In 2-D
bleibt die Elementlänge im gesamten Rechengebiet konstant bei ∆x = 15, während sie
sich in 3-D-Simulationen ab dem Aktuatoranfang sukzessive auf ∆x = 2 reduziert. Ein
beispielhaftes Gitter für dreidimensionale Rechnungen zeigt Bild 4.2.
4.2 Asymptotisches Geschwindigkeitsprofil bei inhomogener
Lorentzkraft
In Kap. 2.7 wurde die Lorentzkraftdichte im Allgemeinen als inhomogen in Spannwei-
tenrichtung beschrieben. Folglich wird schon das laminare Geschwindigkeitsfeld – ohne
jegliche Wellenanregung – ebenso ungleichförmig und nur dreidimensional berechenbar.
Dieses Kapitel soll den asymptotischen Zustand beschreiben, der sich unter der Wirkung
einer realen, inhomogenen Lorentzkraft einstellt.
Bereits 200 Längeneinheiten nach dem Aktuatoranfang ist quantitativ nur noch we-
nig und qualitativ keine Änderung in Stromabrichtung mehr feststellbar, daher kann
48
4.2 Asymptotisches Geschwindigkeitsprofil bei inhomogener Lorentzkraft
y
x
 0
 10
 20
 30
 40
 50
 0  50  100  150  200  250  300
Bild 4.2: Ausschnitt des Spektral-Elemente-Rechengitters für 3-D-Rechnungen. Die
x−Richtung setzt sich mit konstanter Auflösung bis 500 fort. Die y-Koordinate ist 4fach
gestreckt. Für das linke obere Element ist zusätzlich das GLL-Gitter gezeigt.
das in Bild 4.3 links dargestellte Geschwindigkeitsprofil bei x = 700 als repräsentativ
für den asymptotischen Zustand gelten. Die Maxima der Lorentzkraft über den Kan-
ten der Elektroden und Magnete (bei z/a = 0.5, 1.5, 2.5, 3.5) erzeugen für den Bereich
y < a Geschwindigkeitsspitzen an eben diesen Spannweitenpositionen. In unmittelbarer
Umgebung der Wand ist die maximale Abweichung für u vom Mittelwert in z-Richtung
naturgemäß am größten und beträgt bei y = 0.003a immerhin 49%, während sie bei
y = 0.3a bereits auf 6% gesunken ist. Es bilden sich schwache, längsgerichtete Wirbel,
deren größte Tangentialgeschwindigkeiten
√
v2 + w2 etwa 0.01% von U∞ betragen.
Für den rechten Teil von Bild 4.3 wurden die Extrema des welligen Geschwindig-
keitsprofils, lokalisiert über der Mitte (z/a = 0) und den Kanten (z/a = 0.5) der
Elektroden und Magnete, extrahiert. Sie vermitteln einen Eindruck über die absolu-
ten Abweichungen. Das maximale Profil gleicht fast einem exponentiellen, und auch das
minimale liegt nicht weit daneben. Ohne Lorentzkraft würde am betrachteten Ort das
eingetragene Blasiusprofil auftreten. Augenscheinlich wirken inhomogene und exponen-
tielle Kraftverteilung nahezu gleich.
Derartige 3-D-DNS sind ausgesprochen aufwändig. Der inhomogene Verlauf der Kraft
lässt sich erst mit 32 Fouriermoden auch in Wandnähe hinreichend glatt beschreiben.
Für das Geschwindigkeitsfeld sind sogar mindestens 64 Moden nötig, um sogenannte
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Bild 4.3: Geschwindigkeitsprofile der beeinflussten Strömung bei x=700. Links: dreidimensiona-
le Darstellung. Rechts: Profile der schnellsten und langsamsten lokalen Geschwindigkeit, ex-
trahiert über den Kanten (max) bzw. der Mitte (min) der Elektroden/Magneten im Vergleich
mit dem Blasius- und dem exponentiellen Profil. Rein = 360, Z = 1, a = 3.34, x0 = −200.
Wiggles, Schwingungen der approximierenden Funktionen, zu vermeiden. Umfangreiche,
simultane Variationen mehrerer Parameter erfordern hier Vereinfachungen, um die Re-
chenzeiten in handhabbaren Grenzen zu halten. Naheliegend ist es, eine in Spannweiten-
richtung homogene Kraft anzunehmen, womit sich das Problem auf ein zweidimensiona-
les reduziert. Verglichen mit der realen Verteilung muss der Kraftverlauf in 2-D dann
einen äquivalenten Impulseintrag liefern. Dieser Forderung genügen sowohl ein über z
gemitteltes Lorentzkraftprofil als auch die exponentielle Kraft nach Gl. (2.26). Wäh-
rend man bei erstgenannter Methode sicher eine etwas bessere Übereinstimmung mit
der mittleren dreidimensionalen Strömung erwartet, bietet die zweite Variante doch den
Vorteil, tatsächlich auf das exponentielle Profil als a priori bekannte Lösung zu führen
und ermöglicht mithin Vergleiche zur Strömungskontrolle durch Absaugung. Im Folgen-
den soll daher anhand zweidimensionaler Simulation die Wirkung der exponentiellen
Lorentzkraft detailliert untersucht werden.
4.3 Übergang zum exponentiellen Profil
Für die Kraftamplitude Z = 1 entsteht asymptotisch ein exponentielles Geschwindig-
keitsprofil, welches nun, ausgehend von der Blasius-Lösung, numerisch erzeugt werden
soll. Dabei wird zunächst der prinzipielle Charakter des Übergangs anhand von DNS
sowie einer numerischen Lösung der Grenzschichtgleichungen exemplarisch beschrieben
und mit experimentellen Daten verglichen. Gleichzeitig validiert dies die Lorentzkraftim-
plementierung, da Fehler ein exponentielles Profil verhindern würden.
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Wie der Übergang konkret verläuft, bestimmt in erster Linie die Eindringtiefe a (siehe
Gl. 2.18). Im Anschluss werden also die Lorentzkraftparameter variiert und schließlich
günstige Werte gesucht, die die Übergangslänge minimieren.
4.3.1 Vergleich mit einem Experiment und der Absaugung
Zum betrachteten Fall des elektromagnetisch hervorgerufenen Übergangs bietet die Li-
teratur leider nur wenig zufriedenstellende experimentellen Daten. Der erste Nachweis
eines exponentiellen Profils gelang Weier (2005), allerdings lag die erforderliche Lorentz-
kraftamplitude mit Z = 1.2 über ihrem theoretischen Wert. Darüber hinaus unterschei-
den sich DNS-Ergebnisse und Experiment an verschiedenen Stromabpositionen deutlich.
Weier erklärt dies mit der verhältnismäßig schlechten Strömungsqualität im verwendeten
Kanal: Einflüsse der Kanalseitenwand sowie vermutlich im Einlauf entstehende, größere
Längswirbel lassen die Strömung zu stark vom gewünschten Blasiuscharakter abweichen.
Stattdessen dienen die Experimente von Fransson und Alfredsson (2003) einer Platten-
strömung unter homogener Absaugung als Referenz. Anströmbedingungen waren Luft
mit U∞ = 5 m/s bei einem Turbulenzgrad von Tu = 0.02−0.03%. Die Absaugung durch
ein poröses Plattenmaterial beginnt 360 mm nach der Plattenvorderkante und führt bei
einer Absaugegeschwindigkeit von vw = 1.44 cm/s auf eine asymptotische Grenzschicht-
dicke von 5 mm bzw. eine Reynoldszahl von 347, gebildet mit der asymptotischen Ver-
drängungsdicke. Mit Hitzdrahtsonden haben die Autoren Geschwindigkeitsprofile sowie
mittlere Schwankungen für 300 mm ≤ x ≤ 2500 mm gemessen.
Wie in Kap. 2.6 erwähnt sollten Lorentzkraft und Absaugung bei geeigneter Para-
meterwahl auf das gleiche Profil führen. Zu obiger Konfiguration wurden daher sowohl
elektromagnetische Beeinflussung als auch Absaugung mit DNS berechnet. Die Parame-
ter dieser Simulationen, zusammengefasst in Tab. 4.2, sind so gewählt, dass sowohl die
Eintrittsrandbedingungen als auch das angestrebte exponentielle Profil den experimen-
tellen Vorgaben entsprechen.
für EM-Kraft für Absaugung
Rein x0 Lx Ly ∆x NP Z a vw
370 -200 2010 65 15 7 1 2.946 −2.88 ∗ 10−3
Tabelle 4.2: Simulationsparameter zum Vergleich von Lorentzkraft und Absaugung.
Bild 4.4 beschreibt den Übergang in Form von Geschwindigkeitsprofilen, extrahiert
an verschiedenen, durch das Experiment vorgegebenen Positionen x. Sowohl Blasius- als
auch das angestrebte exponentielle Profil sind zum Vergleich mit angegeben. Die wand-
normale Koordinate ist hier durch η = y
√
U∞/(νx) ausgedrückt, was einer Normierung
mit einer charakteristischen Dicke der Blasiusgrenzschicht gleichkommt. Die Entwicklung
integraler Grenzschichtparameter zeigt der untere Teil k der Abbildung.
Mit Beginn der Aktuation wird die wandnahe Strömung beschleunigt (Teil a-e), eben-
falls verschwindet sukzessive der Gradient dv/dy (Teil f-j). Bereits bei x = 171 erahnt
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Bild 4.4: Vergleich von unbeeinflusster und durch Absaugung bzw. Lorentzkraft kontrollier-
ter Strömung. Geschwindigkeitsprofile an verschiedenen Stromabpositionen x, (a)-(e) u-
Komponente, (f)-(j) v-Komponente. (k) Verlauf von Verdrängungsdicke, Impulsverlustdicke
und Formparameter.
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man die exponentielle Form; an der letzten Messstelle des Experimentes bei x = 487 liegt
qualitativ ein exponentielles Profil vor. Quantifiziert und detaillierter untersucht wird
dies im nachfolgenden Kapitel 4.3.4. Die Verdrängungs- und Impulsverlustdicke sowie
der Formparameter fallen zunächst knapp unter die theoretischen Werte 1, 0.5 und 2 des
exponentiellen Profils, konvergieren aber stromab gegen die genannten Werte, was durch
(nicht gezeigte) Rechnungen in einem zehnfach längeren Gebiet nochmals überprüft wur-
de. Lorentzkraft bzw. Absaugung unterbinden erwartungsgemäß das Grenzschichtwachs-
tum der beeinflussten Strömung, wobei der asymptotische Charakter des Vorgangs hier
deutlich zu Tage tritt.
DNS und Grenzschichtgleichungen liefern für den Fall Z = 1 praktisch identische Er-
gebnisse. Minimalen Abweichungen in der näheren Umgebung des Aktuatoranfangs für
u (x = 36), sowie etwas offensichtlicher auch für v (x = −54, 36, 81), erklärt der un-
terschiedliche Gleichungscharakter. Die verhältnismäßig hohe Beschleunigung zu Beginn
der Beeinflussung verändert das Geschwindigkeitsfeld auch stromauf von x = 0. Folg-
lich ist die Verdrängungsdicke dort bereits etwas geringer als im unbeeinflussten Fall.
Gleiches gilt für die Absaugegrenzschicht, deren δ1-Kurve bei x ≈ 0 mit der für Z = 1
zusammenfällt. Mit den parabolischen Grenzschichtgleichungen lässt sich eine derartige
Stromaufwirkung jedoch nicht wiedergeben.
Im Vergleich zum Experiment zeigen sowohl die dazugehörige DNS der homogenen
Absaugung als auch die Simulation einer elektromagnetisch kontrollierten Grenzschicht
Z = 1 generell eine gute Übereinstimmung. In beiden Fällen wird das exponentielle Pro-
fil erreicht. Bei genauerer Betrachtung fällt jedoch auf, dass die Lorentzkraft zunächst
etwas höhere Geschwindigkeiten nahe der Wand erzeugt (x = 36, x = 81, Bild 4.4b, c).
Weiter stromab (x ≥ 171, Bild 4.4d, e) kehrt sich dieses Verhalten um, dort ist u für
Z = 1 im äußeren Drittel der Grenzschicht geringer. Dies lässt unterschiedliche Stabili-
tätseigenschaften erwarten.
In den nächsten Abschnitten werden nun Eindringtiefe und Amplitude variiert.
4.3.2 Einfluss der Eindringtiefe
Bei konstanter Amplitude Z = 1 soll hier der Einfluss der Eindringtiefe beschrieben
werden. Mit ihr steigt die Dicke des angestrebten exponentiellen Profils, und sie hat
entscheidenden Einfluss auf die Form und letztlich die Stabilität der Übergangsprofile.
Zur besseren Anschaulichkeit bietet es sich an, zusätzlich eine relative Eindringtiefe
D =
a
δ99,Blas|x=0
=
(π/ ln 100) δ99exp
δ99,Blas|x=0
(4.4)
einzuführen, die beschreibt, wo die Kraft relativ zur ankommenden Grenzschicht platziert
ist. Man beachte, dass hier die unbeeinflusste Blasiusgrenzschichtdicke am Aktuatoran-
fang als Bezugsgröße dient, da sich die ankommende Grenzschicht unter Lorentzkraftein-
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fluss bei x = 0 bereits geändert hätte. Die unbeeinflusste, dimensionslose Grenzschicht-
dicke
δ99,Blas|x=0 =
4.99
k
√
1 − k
2
Re
x0 mit k = 1.72078, (4.5)
lässt sich leicht aus den dimensionsbehafteten Gleichungen (z. B. Schlichting und Ger-
sten 1997) für Grenzschichtdicke
δ99 = 4.99
√
νx
U∞
(4.6)
und Verdrängungsdicke
δ1 = 1.72
√
νx
U∞
(4.7)
sowie der Definition der Reynoldszahl (2.6) ableiten. Für die Eintrittsreynoldszahl Re =
360 und x0 = −200 ist δ99Blas|x=0 = 4.716.
Bild 4.5 zeigt Geschwindigkeitsprofile an einigen Stromabpositionen, nachdem die Ein-
dringtiefe variiert wurde. Die gestrichelten Linien verdeutlichen die angestrebten expo-
nentiellen Profile. Exemplarisch wurden hier a = 1, a = 3.34 und a = 10 gewählt, bzw.,
nach obiger Definition, D = 0.21, D = 0.74 und D = 2.12. Die Eindringtiefe ist also
kleiner, ungefähr gleich bzw. größer als die lokale Grenzschichtdicke am Aktuatoranfang.
Im unteren Teil ist der Verlauf der Verdrängungsdicke dargestellt.
Nach Gl. (2.31) ist bei kleiner Eindringtiefe die wandnahe Kraft groß, fällt aber in y
schnell ab, und umgekehrt. Deswegen wird ausschließlich der untere Bereich der Grenz-
schicht stark beschleunigt, sobald die Eindringtiefe viel kleiner als die Dicke der ankom-
menden Grenzschicht ist (D = 0.21). In der Folge entstehen Profile mit Wendepunkt –
deutlich sichtbar bei x = 5 bzw. x = 100 – die sich aber recht schnell der exponentiellen
Form nähern.
Im umgekehrten Fall großer Eindringtiefe (D = 2.12) hingegen reicht die Lorentzkraft
zwar deutlich über die Grenzschicht hinaus, ist aber gleichzeitig viel kleiner als die loka-
le Reibungskraft, und die Grenzschicht wächst zunächst nahezu unverändert. Besonders
gut ist dies bei x = 100 zu erkennen. Das Profil für D = 2.12 unterscheidet sich hier erst
sehr wenig vom Blasiusprofil, während sich die Fälle kleiner und mittlerer relativer Ein-
dringtiefe schon deutlich abheben. Erst weit stromab, wenn die lokalen Reibungskräfte
gesunken sind, gewinnt der Lorentzkraftanteil an Einfluss und es bildet sich auch hier
ein exponentielles Profil. Wendepunktprofile treten nicht auf.
Mittlere Eindringtiefen wie D = 0.74 führen am ehesten zum exponentiellen Profil,
was in Kap. 4.3.4 noch genauer untersucht wird. Auch hier entstehen keine Wendepunkt-
profile.
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Bild 4.5: Oben: Geschwindigkeitsprofile der beeinflussten Strömung an verschiedenen Stromab-
positionen x. Unten: Verlauf der Verdrängungsdicke.
4.3.3 Einfluss der Amplitude
Nach der Eindringtiefe wird nun in Bild 4.6 die Kraftamplitude Z variiert. Folgende Fälle
lassen sich unterscheiden:
• Z < 0, verstärktes Grenzschichtwachstum durch stromauf wirkende Kraft, dies
induziert erwartungsgemäß Wendepunktprofile,
• Z = 0, unbeeinflusster Fall (Blasiuslösung),
• 0 < Z < 1, gedämpftes Grenzschichtwachstum, der Wendepunkt verschwindet,
• Z = 1, asymptotisch gleichbleibende Grenzschichtdicke beim exponentiellem Profil,
• Z > 1, Ausbildung eines Wandstrahls.
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Bild 4.6: Effekt unterschiedlicher Kraftamplituden bei konstanter Eindringtiefe a = 3.38 (D =
0.72). Links: Verlauf der Verdrängungsdicke. Rechts: Geschwindigkeitsprofile bei x = 700.
Zusätzlich zu den Varianten mit stationären Kräften ist ein Fall mit zeitlich gepulster
Lorentzkraft (50% Tastgrad) bei einer Amplitude von Z = 2 eingetragen, was effektiv
einer stationären Kraft bei Z = 1 entspricht. Da die beiden Kurven erwartungsgemäß
übereinander liegen, entscheidet also ausschließlich der integrale Impulseintrag, ob und
wie stark die Grenzschicht wächst.
Betrachtet man die Bilder 4.5 und 4.6, wird einerseits die Flexibilität der Lorentzkraft
deutlich: Während die Absaugung (unter der Voraussetzung einer konstanten Absauge-
menge und erfolgreicher Laminarhaltung) immer auf ein exponentielles Profil führt und
der Übergang einzig durch die Absaugemenge bestimmt wird, erlauben die zwei Parame-
ter der Lorentzkraft zahllose Profile und sehr unterschiedliche Formen des Überganges.
Andererseits bedeutet dies für eine Anwendung, dass die günstigste Wahl der Parameter
in der Regel nicht trivial ist, und folglich eine Optimierung erfordert.
4.3.4 Kürzeste Übergangslänge
Ausgehend von der unbeeinflussten Strömung entsteht das exponentielle Profil erst nach
einer gewissen Einlauflänge. Strebt man nach einer raschen und starken Erhöhung der
kritischen Reynoldszahl, so mag es sinnvoll sein, diese Einlauflänge zu minimieren. Unter
der Annahme einer in x konstanten Kraft steht natürlich Z = 1 fest, und es muss lediglich
eine optimale Eindringtiefe gefunden werden.
Ähnlichen Fragestellungen widmeten sich nach Kenntnis des Autors zwei Arbeiten;
beide basieren allerdings ausschließlich auf den Grenzschichtgleichungen. Anhand des
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Kriteriums „mittlerer Absolutwert der relativen Abweichung zum exponentiellen Profil“
stellt Kneisel (2004a) die kürzeste Übergangslänge zum exponentiellen Profil in einen
Bereich 0.75 ≤ D ≤ 0.81 fest. Mutschke (2000) betrachtet verschiedene Strategien, die
Kraftverteilung räumlich anzupassen. Werden vorübergehend auch nicht-exponentielle
Kraftverläufe in y zugelassen, so verkürzt sich die Einlauflänge deutlich.
In gewisser Weise wird hier also der Ansatz – nun mit DNS – wiederholt, jedoch
ist dieses Rechnungssetup ohnehin Grundlage der Simulation von TS-Wellen in der be-
einflussten Grenzschicht (Kap. 5.1.2), und die berechneten Profile gehen in die lineare
Stabilitätsanalyse im Kap. 5.1.4 ein. Die Parameter am Eintrittsrand Rein = 280 und
x0 = −230 sind nun so gewählt, dass am Aktuatoranfang das Blasiusprofil gerade insta-
bil wird (Rekrit,Blas = 519 bei x = 0). Die Referenzlänge für die relative Eindringtiefe
beträgt dabei δ99,Blas|x=0 = 5.372.
Wegen des asymptotischen Übergangscharakters benötigt man ein Maß für die Güte
der Übereinstimmung, welches, ebenso wie die daraus abgeleitete Definition der Einlauf-
länge, einer gewissen Willkür unterliegt. Denkbar ist beispielsweise eine mittlere quadra-
tische Abweichung σ(x) zwischen lokalem und exponentiellem Geschwindigkeitsprofil,
definiert als
σ(x) =
√
√
√
√
√
1
Ly
Ly∫
0
(
u(x, y)
uexp(y)
− 1
)2
dy, (4.8)
anhand derer der asymptotische Zustand als erreicht gilt, wenn σ(x) einen festgelegten
Schwellenwert erstmals unterschreitet.
Der oben genannten Literatur ist als günstiges und plausibles Verhältnis D ≈ 1 zu
entnehmen. Für Werte in dieser Umgebung zeigt Bild 4.7a die Entwicklung der mittleren
Abweichung über die Lauflänge; sie wird ab x = 0 erwartungsgemäß kleiner. Definiert
man das asymptotische Profil als erreicht, sobald die mittlere Abweichung unter 10−2
liegt, ist D = 0.84 das optimale Verhältnis. Die Einlauflänge wäre dann xExp = 317. Jene
Kurve wird allerdings im weiteren Verlauf flacher, sodass beispielsweise das Kriterium
σ(x) < 10−3 zuerst für ein Verhältnis von D = 0.78 bei xExp = 1444 erfüllt wird. An
dieser Stelle wird die eingangs erwähnte Willkür deutlich: Die Wahl des Schwellenwertes
hat Einfluss darauf, welches Verhältnis als optimal anzusehen ist.
Ein alternatives Kriterium bietet der Formparameter H12, dargestellt in Bild 4.7b. Mit
dem Eintritt in das beeinflusste Gebiet sinken alle Kurven gleichmäßig innerhalb kurzer
Distanz auf ein für die jeweilige Eindringtiefe charakteristisches Niveau und konvergieren
von dort nur noch äußerst langsam gegen den theoretischen Wert von 2. Gilt nun das
exponentielle Profil als erreicht, wenn H12 erstmals in ein Intervall von 2± ǫ eintritt und
dieses anschließend nicht mehr verlässt,
|H12(x) − 2| ≤ ǫ ∀x ≥ xExp, (4.9)
so beträgt für ǫ = 0.01 die kürzeste Einlauflänge xExp = 290 bei D = 0.74. Zwar ist
die mittlere Abweichung vom exponentiellen Profil an dieser Stelle mit σ(x) = 1.7 ·
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Bild 4.7: Verlauf von mittlerer Abweichung zum exponentiellen Profil (links) und Formpara-
meter (rechts) über x für verschiedene Eindringtiefen.
10−2 fast um einen Faktor 2 größer als die kleinste Abweichung, erreichbar bei einem
Verhältnis von D = 0.84. Dennoch wird im Folgenden D = 0.74 als optimales Verhältnis
der Verdrängungsdicken angesehen, denn im Gegensatz zum vorgenannten Kriterium
„kleinste mittlere Abweichung“ konvergiert das Kriterium H12 mit sinkendem ǫ gegen
ein optimales Verhältnis.
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An understanding of transition is
therefore close.
(Schubauer und Skramstad, 1948)
5 Transitionsverzögerung mit konstanten Lorentzkräften
Vermutlich waren Schubauer und Skramstad etwas optimistisch mit dieser Einschätzung.
Denn während der lineare Anfang der Transition zwar gut verstanden und theoretisch
hinterlegt ist, bleibt der nichtlineare Abschluss aufgrund seiner überwältigenden Kom-
plexität bis heute zumindest in Teilen rätselhaft. Konsequenter Weise erfolgt auch in
diesem Kapitel eine Unterteilung in zwei- und dreidimensionale Effekte, wenn nun der
Einfluss der Lorentzkraft auf den Transitionsprozess untersucht werden soll. Die Kraft
sei weiterhin zeitlich und in Strömungsrichtung konstant.
Der erste Teil baut dabei auf den Ergebnissen des vorhergehenden Kapitels auf; dort
wurden Geschwindigkeitsprofile bei verschiedenen Kraftparametern berechnet. Entspricht
die Eindringtiefe ungefähr der Grenzschichtdicke, so bildet sich sehr schnell ein expo-
nentielles Profil, während bei anderen Kombinationen zunächst kaum Änderungen im
Vergleich mit der Blasiuslösung auftreten. Nun wird untersucht, wie die Lorentzkraft
die Stabilität der Grenzschicht in der ersten Phase der Transition verändert. Die Wen-
depunktprofile für kleine Eindringtiefen deuten auf Instabilität hin. Mittlere und große
Eindringtiefen (a ≈ δ99 bzw. a > δ99) erlauben lediglich die pauschale Aussage, dass
zusätzlicher Impuls in der Grenzschicht im Bereich 0 < Z ≤ 1 wohl stabilisierend wirkt.
Im Wesentlichen ist die Frage der Stabilität also noch offen, und soll im Folgenden mit
DNS und LSA geklärt werden.
Der zweite Teil des Kapitels umfasst dreidimensionale Simulationen zur Spätphase
der Transition unter Lorentzkrafteinfluss. Ob des enormen Aufwands solcher Simula-
tionen sind Parametervariation hier nur eingeschränkt möglich. Weiterhin können in
Ermangelung einer universellen Theorie auch lediglich Beobachtungen beschrieben und
Erklärungsversuche gegeben werden.
5.1 Beeinflussung der primären Instabilität
Die folgenden Abschnitte betrachten mit DNS und LSA, wie die Lorentzkraft das Wachs-
tum zweidimensionaler TS-Wellen in der linearen Transitionsphase verändert. Die simu-
lierten Wachstumsraten wurden an zwei Experimenten validiert. Bild 2.3c und d belegen
bereits die sehr gute Übereinstimmung von berechneten Wellenformen und Amplituden-
verläufen mit den Messungen von Fransson und Alfredsson (2003). Ebenso lassen sich die
von Knörnschild (2001) gemessenen TS-Wellenformen mit DNS hervorragend nachvoll-
ziehen (nicht gezeigt). Auch der Vergleich mit den Ergebnissen linearer, nicht-paralleler
Analyse anhand der parabolisierten Stabilitätsgleichungen (Herbert und Bertolotti 1987)
in Bild 5.5 fällt sehr zufriedenstellend aus.
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5.1.1 Einfluss einer inhomogenen Kraft
Eingangs des vorherigen Kapitels untersuchte der Abschnitt 4.2, ob und wie stark sich
die stationäre Grundströmung zwischen gemittelter und inhomogener Kraft unterschei-
det. Gleiches soll nun für die instationäre, transitionelle Strömung exemplarisch getestet
werden. Führen die unterschiedlichen Kraftformulierungen zu signifikant unterschiedli-
chen Wachstumsraten, bei zunächst rein zweidimensional angeregten Störungen? Dazu
werden eine 2-D-Rechnung mit gemittelter Kraft sowie eine 3-D-DNS mit inhomogener
Kraft verglichen. Wellenanregung und Reynoldszahl sind in beiden Fällen gleich und dar-
über hinaus ausreichend groß gewählt, damit dreidimensionale Effekte bedeutsam sein
können (siehe Tab. 5.1). Die Eindringtiefe wurde als Kompromiss auf a = 13 gesetzt. So
ragt einerseits die Inhomogenität der Kraft zum gewissen Teil in die Grenzschicht hinein,
andererseits bleibt die spannweitige Ausdehnung Lz = 4a noch handhabbar. Weiterhin
wird mit dieser Streifenbreite eine Höherharmonische besonders instabiler spannweiti-
ger Wellenlängen angeregt; nach Herbert (1988) wachsen sekundäre Störungen bei einer
spannweitigen Wellenlänge λz ≈ 25 am stärksten.
Rein a Z x0 Lx Ly Lz LS ∆x NP NZ A2D F+
585 13 1 -100 500 50 52 15 8 7 256 0.2 0.01
Tabelle 5.1: Simulationsparameter zum Einfluss der inhomogenen Kraft auf das zweidimensio-
nale TS-Wellenwachstum.
Einen qualitativen Vergleich erlaubt das Bild 5.1, in dem Isoflächen des Q-Kriteriums
Wirbelkerne identifizieren (Hunt et al. 1988). Man erkennt die zweidimensionale Anre-
gung vor dem Aktuator sowie die leichte Dämpfung der Wellen stromab. Die inhomogene
Kraft erzeugt zwar leichte spannweitige Störungen der sonst zweidimensionalen TS-Welle,
die stromab anwachsen und im Ansatz zwei Λ-Wirbeln bilden. Jedoch dominiert auch
350 Einheiten nach dem Aktuatoranfang der zweidimensionale Charakter.
gemittelte Kraft
-100 0 100 200 300
inhomogene Kraft
-100 0 100 200 300
Bild 5.1: Wirbelvisualisierung (Q = 0.14) rein zweidimensional angeregter TS-Wellen. Ab x = 0
wirkt eine spannweitig gemittelte (oben) bzw. inhomogene Kraftverteilung (unten) mit Z = 1
und a = 13.
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Quantifizieren lässt sich dies, wenn man das Geschwindigkeitsfeld nach Gl. (2.11) in
stromab gerichtete sowie spannweitige Moden zerlegt. Der Verlauf ihrer Amplituden über
x ist in Bild 5.2 gezeigt. In der 2-D-Rechnung existiert lediglich der TS-Mode (1,0) (– – –).
Dieser wird nach dem Aktuatoranfang gedämpft. Mit inhomogener Kraft ergibt sich ein
nahezu gleicher Verlauf für Mode (1,0) (——). Erst ab x ≈ 150 ist dessen Amplitude
etwas geringer als die Referenz, konsistent mit dem Anwachsen instationärer spannwei-
tiger Moden – hier dargestellt sind (1,2) und (1,4)1 – zu relevanter Größe. Wesentlich
größer als die spannweitigen Fluktuationen bleibt jedoch die stationäre (!) Welligkeit der
Grundströmung (Moden (0,2) und (0,4)), hervorgerufen durch die inhomogene Kraft. Hö-
here Moden, aus Übersichtsgründen hier nicht dargestellt, liegen geschlossen unter den
gezeigten Kurven und ändern die Gesamtaussage nicht. Zusammenfassend erscheint ei-
ne zweidimensionale Betrachtung mit gemittelter Kraft also legitim. Sie überschätzt das
TS-Wellenwachstum, wie es bei inhomogener Kraft auftreten würde, nur minimal.
B̂
h
,k
x
(1,0), TS-Welle
(0,2) (0,4)
(1,2)
(1,4)
2-D, gemittelte Kraft
3-D, inhomogene Kraft
10
-4
10
-3
10
-2
10
-1
-50  0  50  100  150  200  250  300  350
Bild 5.2: Amplitudenverlauf
stromab gerichteter sowie
spannweitiger Moden bei
gemittelter (2-D-DNS) bzw.
inhomogener Kraft (3-D-
DNS). Die ursprüngliche
TS-Wellenanregung ist rein
zweidimensional.
5.1.2 Einfluss der Eindringtiefe bei Z=1
Als erstes wurde das TS-Wellenwachstum für Z=1 und drei repräsentative Eindringtiefen
untersucht. Dazu erweist sich das Gitter mit ∆x = 15, zuvor für die stationären Rech-
nungen genutzt, weiterhin als geeignet. Tests ergaben, dass sich die berechneten Wachs-
tumsraten in der linearen Phase der Transition selbst bei Elementgrößen von ∆x = 30
kaum ändern. Die vollständigen Gitterparameter der sogleich vorgestellten Simulationen
enthält Tab. 5.2. Ein Teil der Ergebnisse ist in Albrecht et al. (2006) veröffentlicht.
1Wegen der spannweitigen Symmetrie von Kraft und Strömung verschwinden alle ungeraden Moden,
vgl. Bild 2.9a und 4.3.
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Rein x0 Lx Ly LS ∆x NP A2D
280 -230 2250 65 130 15 9 0.01
Tabelle 5.2: Parameter der Simulationen zum zweidimensionalen TS-Wellenwachstum.
Ausgehend von einer konvergierten, unbeeinflussten DNS wurde bei t = 0 die Lor-
entzkraft eingeschaltet. Nach 3 000 bis 5 000 Zeiteinheiten (ZE) war die beeinflusste
Grundströmung wieder stationär. Dieser Zustand diente als Referenzlösung für das
Dämpfungsgebiet. Für jede Störfrequenz wurde nun in einer eigenen Rechnung die TS-
Wellenanregung aktiviert und weitere 4 000 ZE gerechnet, bis sich ein vollständig einge-
schwungener Zustand einstellte. Erst ab hier wurden Mittelwerte über rund 10 000 ZE
aufgezeichnet. Für die niedrigste Frequenz entspricht dies 23 Zyklen, für die höchste sind
es 179. Aus den Mittelwerten gingen schließen die endgültigen TS-Wellenamplituden und
-Wachstumsraten hervor (Gl. 2.9 und 2.10). Sie sind in Bild 5.3 dargestellt; die dazuge-
hörigen Geschwindigkeitsprofile wurden schon in Bild 4.5 gezeigt.
(a) (b) (c)
σ
x
F
+
-3
-2.5
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-1.5
-1
-0.5
 0
 0.5
-100  0  100 200 300 400
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D=0.217
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F
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D=0.74
x
F
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D=2.17
Bild 5.3: Wachstumsraten von TS-Wellen unterschiedlicher Frequenz für kleine, mittlere und
große Eindringtiefe, Z = 1. Die farbigen Linien zeigen 8 Frequenzen im Bereich 0.5 ≤ F+ ≤ 4.
Die Referenz (Blasius) ist gestrichelt dargestellt.
Wie üblich ist der Koordinatenursprung auf den Aktuatoranfang verschoben und
dieser wiederum so gewählt, dass er mit der Instabilität der Blasiusgrenzschicht bei
Re = 519 zusammenfällt. Für den unbeeinflussten Fall (gestrichelte Linien) treten also
hier die ersten positiven Wachstumsraten auf. Im Vergleich zu den Rechnungen des letz-
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ten Kapitels wurde der Eintritt noch weiter stromauf gesetzt, um ausreichend Platz für
die Wellenanregung zu schaffen.
Betrachtet man zunächst die Effekte für x < 0, so fällt auf, dass die Wellen teil-
weise schon 100 LE stromauf des Aktuators gedämpft werden. Dies lässt sich auf die
starke Beschleunigung der Strömung über dem Aktuator bei den gewählten Parametern
zurückführen. Aus Kontinuitätsgründen werden dann auch die Profile für x < 0 vol-
ler, der Wendepunkt des Blasiusprofils verschwindet und die Grenzschicht wird stabiler.
Die größte Dämpfung findet bei D = 0.21 statt, also bei der kleinsten relativen Ein-
dringtiefe (definiert in Gl. 4.4). Hier wirkt die Kraft zwar nur im unteren Bereich der
Grenzschicht, ist aber, verglichen mit den anderen Fällen, betragsmäßig am größten. Bei
größerer Eindringtiefe fällt diese „Stromaufstabilisierung“ dann etwas schwächer aus, da
die Maximalkraft sinkt.
Wendet man sich nun dem Bereich nach dem Aktuatoranfang zu, so stellt man deut-
lichere Unterschiede fest. Für die kleine Eindringtiefe (D = 0.21, Bild 5.3a) werden zu-
nächst alle Frequenzen stark gedämpft. Jedoch ist die wandnahe Beschleunigung2 bereits
kurz nach dem Aktuatoranfang so groß, dass nun ein Wendepunkt in der Grenzschicht
entsteht (vgl. blaue Kurve in Bild 4.5) bei x = 5). Im Gegensatz zur Referenz (Blasius)
liegen die Wachstumsraten im gesamten Rechengebiet (kleines Diagramm in Bild 5.3a)
viel dichter beieinander und näher an der Null, obgleich nur wenige tatsächlich positiv
sind. Die Strömung ist lediglich zwischen x = 75 und 300 instabil, und selbst die größ-
ten Wachstumsraten sind immer noch kleiner als beim Blasiusfall. Insgesamt führt also
diese Eindringtiefe – trotz der Wendepunktprofile – zu einer stabileren Grenzschicht.
Ungewöhnlich ist, dass die hohen Frequenzen am instabilsten sind. Bei mittlerer und
großer Eindringtiefe sowie der Blasiuslösung hingegen sind die tiefen Frequenzen die
instabilsten.
Eine große Eindringtiefe (D = 2.12, Teil c), kann die Grenzschicht im gesamten Re-
chengebiet stabil halten. Mit Beginn der Beeinflussung sinken die Wachstumsraten aller
betrachteten Frequenzen zunächst deutlich und verbleiben dann auf einem negativen
Niveau bzw. sinken weiter. Dabei dämpft die Lorentzkraft wesentlich schneller, als die
Störungen in unbeeinflusster Strömung wachsen (der Betrag der geringsten Dämpfung
mit Kraft ist mit σ ≈ −1 deutlich größer als der Betrag der größten Anfachung oh-
ne Kraft, σ ≈ 0.2). Folglich könnte die Wellenamplitude unter Lorentzkrafteinfluss auf
verhältnismäßig kurzer Strecke reduziert werden. Die Kurven enden, wenn die Wellen-
amplitude bis unterhalb der Detektierungsschwelle3 abgeklungen ist.
Auch die mittlere Eindringtiefe (D = 0.74, Teil b) stabilisiert die Grenzschicht voll-
ständig. Die Wachstumsraten fallen anfangs sehr stark, steigen nach Durchschreiten eines
Minimums bei x ≈ 120 allerdings wieder. Offensichtlich ist das exponentielle Profil – nach
dem Kriterium (4.9) erst weiter stromab bei xExp = 290 erreicht – hier nicht der stabilste
2Der Begriff „Beschleunigung“ wird hier und im Folgenden häufig etwas großzügig benutzt, um mög-
lichst einfach auszudrücken, dass die Geschwindigkeit an einer Stelle unter Krafteinfluss größer als
im unbeeinflussten Fall ist.
3Mit doppelter Genauigkeit gerechnet ist dies bei u′rms = 10
−7 der Fall.
63
5 Transitionsverzögerung mit konstanten Lorentzkräften
σ
H12
F
+
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
22.12.22.32.42.52.6
Bild 5.4: Wachstumsraten für Z = 1 und D =
0.74, wie in Bild 5.3c, hier dargestellt über
dem Formparameter H12.
Zustand. Besonders deutlich wird dies, wenn man die Wachstumsraten in Abhängigkeit
vom Formparameter H12 darstellt, so geschehen in Bild 5.4. Ein Formparameter von 2.59
entspricht dabei dem Blasiusprofil, und um den Übergang hin zum exponentiellen Profil,
also auf H12 = 2 zu, nicht zu verschleiern, läuft die x-Achse in umgekehrter Richtung.
Für fast alle Frequenzen liegen die Minima etwa im Bereich 2.1 ≥ H12 ≥ 2.05. Nähert
man sich dann weiter dem exponentiellen Profil, so steigen die Wachstumsraten wieder.
Auch wenn man von den Wachstumsraten nicht direkt auf die kritische Reynoldszahl
schließen kann, scheinen im Übergang also noch stabilere Geschwindigkeitsprofile zu
existieren. Darauf wird Kap. 5.1.5 weiter eingehen.
Zunächst kann man jedoch festhalten, dass der Übergang zum exponentiellen Profil
bei Z = 1 für die untersuchten mittleren und großen Eindringtiefen linear stabil erfolgt.
Für diese Fälle liegen die Wachstumsraten deutlich unter Null. Vermutlich genügt dann
auch eine geringere Kraft als Z = 1, um die Grenzschicht im betrachteten Rechengebiet
zu stabilisieren. Dies betrachtet der folgende Abschnitt.
5.1.3 Einfluss der Kraftamplitude bei mittlerer Eindringtiefe
Für die mittlere Eindringtiefe D = 0.74 wird nun der Kraftparameter variiert und dabei
weiterhin mit DNS das Wachstum von TS-Wellen verfolgt. Anhand eines Stabilitätsdia-
grammes veranschaulicht Bild 5.5 die Ergebnisse. Ohne Lorentzkraft stimmt die berech-
nete Indifferenzkurve sehr gut mit den Vorhersagen von Herbert und Bertolotti (1987)
überein. Bei Z = 0.01 bleibt der erste Zweig fast unverändert, während sich der zweite
etwas zu kleineren Reynoldszahlen verschiebt. Dieser Trend setzt sich für Z = 0.02 fort,
wobei nun auch der erste Zweig später auftritt. Schon Z = 0.05 genügt, um alle Wellen
im Rechengebiet zu dämpfen.
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Bild 5.5: Stabilitätsdiagramm für kleine
Kraftparameter bei mittlerer Eindring-
tiefe D = 0.74. Ab Z = 0.05 ist die
Strömung im gesamten Rechengebiet li-
near stabil. Vergleich für Z = 0 mit
nicht-paralleler Theorie nach Herbert
und Bertolotti (1987).
Detaillierter zeigt Bild 5.6a, dass eine kleine Kraft Z = 0.01 die größten Wachstums-
raten um etwa ein Drittel reduziert. Dabei ändern sich die instabilen, tiefen Frequenzen
am ehesten, während die ohnehin stabilen, hohen Frequenzen tendenziell wenig reagieren.
Mit steigender Kraft sinken die Anfachungsraten erwartungsgemäß weiter. Entsprechend
dem Stabilitätsdiagramm sind für Z = 0.05 alle Anfachungsraten kleiner als Null; auch
hier ändern sich am ehesten die tiefen Frequenzen.
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Bild 5.6: Wachstumsraten bei mittlerer Eindringtiefe D = 0.74 und kleinen Kraftparametern
Z. Gleiche Frequenzen wie in Bild 5.3.
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5.1.4 Lineare Stabilität der Übergangsprofile
Sowohl die mittlere als auch die große Eindringtiefe in Kap. 5.1.2 konnten die Grenz-
schicht vollständig stabilisieren. Da jedoch die wandnahe Wirkung der Lorentzkraft mit
steigender Eindringtiefe abnimmt, muss eine größte Eindringtiefe existieren, ab der –
bei konstanter Kraftamplitude – wieder instabile Profile zu erwarten sind. Ebenso soll-
te eine untere Grenze existieren, ab der Wendepunktprofile auftreten. Beide Grenzen
werden nun durch Variation von a und Z gesucht. Wegen der Vielzahl möglicher Kombi-
nationen scheiden allerdings DNS hier aus. Stattdessen werden Grenzschicht- und Orr-
Sommerfeld-Gleichung mit den Parametern aus Tab. 5.3 gelöst.
Rein x0 Lx Ly δ99,Blas|x=0 α
373 -100 106 2000 4.133 0.02 . . . 0.5
Tabelle 5.3: Parameter für Grenzschicht- und Orr-Sommerfeld-Rechnungen
Bild 5.7 zeigt den Ort x und die dazugehörige lauflängenbasierte Reynoldszahl4 Rex,krit,
bei der die Grenzschicht erstmals instabil wird, abhängig von a und Z. Es handelt sich
also um eine Art Stabilitätsdiagramm, welches instabile und stabile Kombinationen von
a und Z verdeutlicht. Man kann verschiedene Bereiche erkennen. So ist beispielsweise
die Kombination „große Eindringtiefe/kleine Kraftamplitude“ (rechts unten) zu schwach,
um die Grenzschichtprofile spürbar zu ändern. Die kritische Reynoldszahl bleibt dann
im Wesentlichen beim Wert der unbeeinflussten Blasiusgrenzschicht (Rekrit = 519 bzw.
Rex,krit = 0.9 ·105). Auf der anderen Seite führen sehr kleine Eindringtiefen (links) schon
bei kleinen Kraftamplituden – und erst recht bei großen – zu instabilen Wendepunktpro-
filen; die Kraft wäre hier zu stark. Zwischen diesen Extrema liegt nun der Bereich, in
dem Beeinflussung sinnvoll erscheint. So bliebe beispielsweise die Grenzschicht für Z = 1
im gesamten Rechengebiet stabil, wenn a zwischen 3.9 und 24 liegt. Auffällig ist, dass
sowohl die obere als auch die untere Grenze von a sehr scharf ausfallen. Beim Beispiel
Z = 1 bleibend würde bereits eine kleine Änderung der Eindringtiefe von a = 24 auf 26
dazu führen, dass die kritische Reynoldszahl Rex,krit von mehr als 93.7 · 105 bis unter
1.4 · 105 fällt, also um fast zwei Größenordnungen. Lediglich der linke, untere Bereich
a ≈ 1, Z ≈ 0.1 bildet eine Ausnahme; hier steigt die kritische Reynoldszahl graduell an.
Berücksichtigt man, dass der Energieeinsatz ∝ Z a−2 mit zunehmender Eindringtiefe
sinkt (s. Gl. 2.42), so bewegt man sich besser am rechten Rand. Für Eindringtiefen
a ≥ 10 lässt sich diese Stabilitätsgrenze durch
Z ≥ 1.654
1000
· a1.975 (5.1)
4Die sonst verwendete Reynoldszahl basierend auf der Verdrängungsdicke δ1 ist hier ungeeignet, da
sich die Profile und damit δ1 unter Lorentzkrafteinfluss ändern und verschiedene Kombinationen
(a,Z) somit kaum vergleichbar wären.
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Z
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Bild 5.7: Konturen der kritischen Reynoldszahl bei räumlich konstanter Kraft in Abhängigkeit
von Eindringtiefe und Kraftamplitude.
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Bild 5.8: Indifferenzkurve bei räumlich konstanter Kraft, abhängig von Eindringtiefe und
Kraftamplitude. Aufgetragen über a und Z entsteht eine Fläche (rechts), während eine Pro-
jektion Za−1.975 in guter Näherung Linien ergibt (links).
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gut wiedergeben. Der Exponent dieser Anpassung liegt sehr nahe an Zwei. Setzt man
Gl. (5.1) in (2.31) ein, so entsteht mit
N ≥ 4.376 · 10−5. (5.2)
ein sehr einfacher Ausdruck für die Kraft, die nötig wäre, um die Grenzschicht bis zum
Ende des Rechengebietes stabil zu halten. Ist die Kraft geringer, so ist die Strömung im
Rechengebiet streckenweise instabil.
Für solche Fälle kann man Anfang und Ende des instabilen Bereiches dreidimensional
über a und Z darstellen. Bild 5.8 zeigt die entstehende Indifferenzfläche im Raum, welche,
in Richtung der Geraden (5.1) und für a ≥ 9, Z ≥ 0.1 betrachtet, wieder recht gut
zu einer Linie zusammenfällt.5 Das Bild zeigt somit eine allgemeingültige, angenäherte
Indifferenzkurve für a ≥ 9, Z ≥ 0.1.
Allerdings blieb bis dato gänzlich unberücksichtigt, welche Stabilisierung lokal über-
haupt nötig wäre. Dies lässt sich durch einen Vergleich von kritischer und lokaler Rey-
noldszahl ausdrücken, wie Bild 5.9 veranschaulicht. Für Z = 1 und drei Eindringtiefen
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Bild 5.9: Lokale und kritische Reynoldszahl für drei Eindringtiefen bei Z = 1. Im mittleren
Bild sind die x−Positionen aus Bild 5.10 markiert.
sind hier beide Kennzahlen über der Lauflänge aufgetragen. Die Strömung wurde mit
DNS in einem sehr langen Rechengebiet Lx = 7500 berechnet und extrahierte Geschwin-
digkeitsprofile einer LSA unterzogen (Rein = 360, x0 = −200).
5Dies ist nicht unbedingt selbstverständlich, da die Kraftprofile für Za−2 = const zwar vom selben
Punkt an der Wand ausgehen, danach aber tatsächlich sehr unterschiedlich verlaufen.
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Bei kleinem a sinkt die lokale Reynoldszahl ab dem Aktuatoranfang, da das ange-
strebte exponentielle Profil deutlich dünner ist als die ankommende Grenzschicht. Die
kritische Reynoldszahl hingegen steigt kurzzeitig, fällt aber mit Entstehen von Wende-
punktprofilen auf 120 ab. Schließlich, mit Annährung an das exponentielle Profil, steigt
sie bis auf O(105) und konvergiert dann – interessanter Weise von oben – gegen den Wert
des exponentiellen Profils von Rekrit,Exp = 47120.
Eine mittlere Eindringtiefe führt am schnellsten auf das exponentielle Profil. Hier sinkt
die lokale Reynoldszahl nur leicht und bleibt danach konstant. Die kritische steigt am
Aktuatoranfang allerdings schlagartig um fast drei Größenordnungen (!), klingt danach
aber ebenfalls auf 47120 ab.
Nur bei der größten Eindringtiefe wächst die Grenzschicht abgemindert weiter. Die
kritische Reynoldszahl steigt anfänglich um eine Größenordnung und danach graduell
bis auf 64000, also etwas oberhalb von Rekrit,Exp.
Somit zeigen alle drei Fälle im Bezug auf die nötige Stabilisierung prinzipiell das gleiche
Bild: Idealerweise läge die kritische Reynoldszahl nur knapp über der lokalen, so dass
immer gerade genug stabilisiert wird – tatsächlich unterscheiden sich beide aber meist um
Größenordnungen! In allen Fällen ist also die Kraft zu stark, wobei der Fall D = 2.12
am besten abschneidet. Auch dort verbleibt aber offensichtlich noch etwas Raum für
weitere Erhöhung der Eindringtiefe – zumindest bis zur Stabilitätsgrenze a = 25.6 nach
Gl. (5.1), wenn a und Z räumlich konstant sein sollen. Jene Annahme ist allerdings nicht
zwingend nötig; von ihr wird in Kapitel 6 abgerückt werden.
5.1.5 Sehr stabile Geschwindigkeitsprofile
Schon in Kapitel 5.1 wiesen die Wachstumsraten aus der DNS auf potentiell sehr sta-
bile Geschwindigkeitsprofile hin. Auch die eben gezeigten kritischen Reynoldszahlen im
Übergang zum exponentiellen Profil bei Z = 1 und D = 0.74 liegen deutlich über 47 120.
Jetzt werden die dazugehörigen Profile genauer betrachtet.
Bild 5.10 zeigt die u-Komponente, extrahiert an den Stellen x = 0, 5, 15, 40 und 100.
Korrespondierende Indifferenzkurven sind in Bild 5.11 dargestellt. Da die sehr stabilen
Profile kurz nach dem Aktuatoranfang auftreten, ähneln sie viel mehr dem Blasiusprofil
als dem exponentiellen, wobei schon sehr kleine Unterschiede im Geschwindigkeitsverlauf
einen enormen Einfluss haben. Während sich die Profile bei x = 0 und x = 5 optisch
kaum unterscheiden, ist die kritische Reynoldszahl bei letzterem fast 400 Mal größer.
Dennoch ist dieses stabilste Profil (Bild 5.10b) lediglich im wandnahen Bereich y/δ1 <
1.4 um maximal 4.5% der Anströmgeschwindigkeit schneller als die Blasiusgrenzschicht;
darüber hinaus sind beide Profile praktisch identisch.
Auch das Band instabiler Frequenzen verkleinert sich merklich. Bei x = 5 sind nur
Wellenzahlen zwischen 0.01 und 0.05 instabil. Gleichzeitig wird die Phasengeschwindig-
keit cr kleiner. Je weiter sich die Profile stromab der exponentiellen Form nähern, desto
mehr Wellenzahlen werden wieder instabil, während die kritische Reynoldszahl sinkt.
Abschließend sei noch auf die folgende Besonderheit hingewiesen: Bei einer Reihe von
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Bild 5.10: Sehr stabile Geschwindigkeitsprofile stromab des Aktuatoranfanges für Z = 1 und
D = 0.74. Bei u = 0 ist zusätzlich die Abweichung zum Blasius- (– – –) und zum expo-
nentiellen Profil (·········) dargestellt. Die Positionen auf der Rekrit−Kurve sind in Bild 5.9
markiert.
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Bild 5.11: Indifferenzkurven über der Reynoldszahl für drei Profile: x = −100 (nahe am Blasi-
usprofil), x = 100 (während des Überganges) und x = 700 (fast exponentiell). a) Wellenzahl
α, b) Phasengeschwindigkeit cr. Kurven für cr im Bereich 15 ≤ x ≤ 100 liegen innerhalb der
Kurve für x = 700 und sind der besseren Übersicht halber nicht dargestellt.
Grenzschichtströmungen korreliert die kritische Reynoldszahl erstaunlich gut mit dem
Formparameter, woraus Stuart (1988) schlussfolgert: „to a reasonable approximation,
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therefore, the critical Reynolds number for any velocity profile is a function of H12 on-
ly“. Diesen Zusammenhang zeigt Bild 5.12, zusammen mit Daten der elektromagnetisch
beeinflussten Grenzschicht. Letztere weichen dabei deutlich vom allgemeinen Trend ab.
Dies lässt sich mit der lokal begrenzten, starken Beschleunigung aufgrund der immer
noch verhältnismäßig kleinen Eindringtiefe begründen, und unterstreicht die Flexibilität
der Grenzschichtbeeinflussung mit im Volumen wirkenden Kräften.
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Bild 5.12: Kritische Reynoldszahl über
dem Formparameter für die elektroma-
gnetisch beeinflusste Grenzschicht im Ver-
gleich mit anderen Grenzschichtströmun-
gen (Wazzan et al. 1981).
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5.2 Dreidimensionale Simulationen zur Spätphase der Transition
Die erste Studie zu dreidimensionalen Effekten bei der Transition führten Klebanoff
et al. (1962) durch. Wie Schubauer und Skramstad (1948) nutzten sie einen oszillieren-
den Draht, brachten allerdings in regelmäßigen Abständen kleine Streifen Klebeband
auf der darunterliegenden Wand an und erzeugten so direkt dreidimensionale Störun-
gen. Deren Wachstum verfolgten sie mit Hitzdrahtsonden und entdeckten dabei längs-
gerichtete Wirbel, die Λ-Strukturen, denen sie eine besondere Rolle in der nichtlinearen,
dreidimensionalen Wirbelbewegung zusprachen. Bezug nehmend auf diese Experimen-
te stellte Craik (1971) fest, dass bei Interaktion einer geraden (2-D) Welle und zwei
schrägen Wellen (bei gleicher Phasengeschwindigkeit) besonders gut Energie aus der zu-
grundeliegenden Scherschicht in die Störungen transportiert wird, welche folglich sehr
stark wachsen. Da (mindestens) drei Moden beteiligt sind, wird diese Wechselwirkung
als „resonante Triade“ bezeichnet.
Die bisher umfangreichste Serie von Experimenten zur späten, nichtlinearen Phase
der Transition an der ebenen Platte wurde von Kachanov et al. seit Mitte der 1980er
Jahre durchgeführt (Kachanov und Levchenko 1984; Kachanov et al. 1984; Kachanov
1987, 1994; Borodulin und Kachanov 1995; Borodulin et al. 2002). Sie erklären die kohä-
renten Strukturen Λ- und insbesondere die Ω-Wirbel in dieser letzten Übergangsphase
zur Turbulenz in erster Linie als Resonanz einer Vielzahl von instabilen Frequenzen,
aufbauend auf der resonanten Triade.
Numerisch ließ sich der Transitionsvorgang aufgrund des enormen Rechenaufwands
zunächst nur als „temporal DNS“ untersuchen (Wray und Hussaini 1984; Spalart und
Yang 1987; Laurien und Kleiser 1989). Dabei wurden auch in Hauptströmungsrichtung
periodische Randbedingungen angenommen, die kein räumliches Grenzschichtwachstum
zulassen, dafür aber mit recht begrenzten Ressourcen das zeitliche Wachstum von Wel-
lenpaketen wiedergeben konnten. Seit den 1990er Jahre markieren die numerisch aufwän-
digeren räumlichen Simulationen („spatial DNS“) den Stand der Wissenschaft (Kloker
et al. 1993; Joslin et al. 1993; Rist und Fasel 1995; Ducros et al. 1996; Fasel 2002;
Bake et al. 2002; Liu et al. 2008). Hier findet zwischen Ein- und Ausströmrand reali-
stisches Grenzschichtwachstum statt. Auch werden Wechselwirkungen mit vorausgehen-
den/nachlaufenden Wellen besser erfasst.
Im Folgenden werden räumliche Simulationen zum Einfluss einer stationären Lorentz-
kraft auf die letzte Phase der Transition vorgestellt. Anders als bei den bisherigen, linea-
ren Untersuchungen erzeugt die Anregung nun TS-Wellen mit sehr großer Anfangsampli-
tude und dreidimensionalem Anteil. Weitere Parameter, gegeben in Tab. 5.4, orientieren
Rein a Z x0 Lx Ly Lz LS ∆x NP NZ A2D A3D F+
585 2.63 0–1 -100 500 50 26 10 2–10 7 128, 256 0.2 0.1 0.01
Tabelle 5.4: Parameter der 3-D-Simulationen zur Spätphase der Transition.
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sich an der DNS von Rist und Fasel (1995). Jene wiederum waren auf die oben angeführ-
ten Experimente von Kachanov et al. abgestimmt. Ein Vergleich der hier berechneten
Wirbelstrukturen mit erstgenannter Quelle ist in Albrecht und Grundmann (2004) ent-
halten und fällt sehr zufriedenstellend aus.
5.2.1 Beeinflussung mit gemittelter Kraft
Den besten Eindruck, wie die Lorentzkraft die Spätphase der Transition beeinflusst, ver-
mitteln die Wirbelbilder 5.13-5.16, während sich quantitative Aussagen aus den Ampli-
tudenverläufen der Fouriermodenzerlegung nach Gl. (2.11) ableiten lassen. Letztere sind
hier bereits mit identischer x-Achse aufgetragen, um sie besser den Strukturen zuordnen
zu können; diskutiert werden sie erst am Ende dieses Abschnittes.
Im unbeeinflussten Fall erkennt man in Bild 5.13, wie sich die eingangs weitgehend
ebene TS-Welle zu einen Λ-Wirbel verformt. Dieser wird stromab gestreckt. Etwa bei
x = 100 entsteht zunächst ein einzelner Ω-Wirbel. Stromab kommen mehrere hinzu,
rasch gefolgt von vollturbulenter Strömung, die sich zudem schnell über die gesamte
Spannweite erstreckt.
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Bild 5.13: Wirbelbild und Fourieramplituden in der späten Transitionsphase für Z = 0.
Unter dem Einfluss der stromab gerichteten Kraft mit Z = 0.1 (Bild 5.14) läuft der
Prozess prinzipiell in gleicher Folge ab. Die Lorentzkraft beschleunigt die wandnahe Strö-
mung, vergrößert also die Scherung innerhalb der Grenzschicht. Die Λ-Wirbel, stromauf
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in der noch unbeeinflussten Strömung erzeugt, treten weiterhin im gleichen Wandab-
stand in das Gebiet erhöhter Scherung ab x = 0 ein. Dadurch werden sie noch weiter
gestreckt, ihre Phasengeschwindigkeit steigt. Erst bei x = 160 treten erste Ω-Wirbel auf.
Die „Beine“ der späten Λ-Wirbel sind nun, anders als bei Z = 0, fast parallel. Dadurch
bleibt die Wirbelbewegung, trotz komplexer werdenden Strukturen, bis zum Ausström-
rand auf einen eher schmalen Bereich in der Mitte der Spannweite beschränkt. Dennoch
ist anzunehmen, dass auch dieser Fall in vollturbulenter Strömung mündet.
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Bild 5.14: Wie oben, Z = 0.1.
Besonders interessant ist der Vergleich mit der nächstgrößeren Kraft Z = 0.2 in
Bild 5.15. Während sich nämlich hier die TS-Wellen noch in praktisch gleicher Wei-
se zu Λ-Wirbeln entwickeln wie für Z = 0.1, sind jedoch keine Anzeichen mehr von
Ω-Wirbeln ersichtlich. Die Λ-Wirbel bleiben stabil und dissipieren stromab. Bei ande-
rem λ2-Schwellenwert (nicht gezeigt) werden zwar ebenfalls nahe des Ausströmrandes
komplexer werdende Strukturen deutlich. Auch die Amplituden der höheren Moden stei-
gen ab x = 300 recht sprunghaft an; ein typisches Anzeichen für einsetzende Turbulenz.
Teilweise klingen sie gegen Ende des Rechengebietes aber wieder ab, und ihr Verlauf
bleibt glatter als bei den Fällen mit kleinerer Kraft. Ob die Transition hier bald abge-
schlossen wird oder nicht, lässt sich allerdings aus den durchgeführten Rechnungen nicht
ableiten. Dazu müsste das Rechengebiet weiter verlängert werden.
Für Z = 0.5 schließlich verschwinden die Wirbel bereits kurz nach Eintritt in das
beeinflusste Gebiet (Bild 5.16). Die Strömung bleibt laminar.
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Bild 5.15: Wie oben, Z = 0.2.
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Bild 5.16: Wie oben, Z = 0.5.
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Betrachten wir nun, wie die Kraft den Verlauf einzelner Moden beeinflusst. Zur bes-
seren Vergleichbarkeit untereinander sind die Moden in Bild 5.17 neu sortiert.Höhere,
nicht dargestellte Moden verlaufen prinzipiell gleich. Angeregt werden die fundamen-
tale 2-D Mode (1,0) sowie die dazugehörige 3-D Mode (1,1). Der Amplitudenverlauf
in Bild 5.17 zeigt, dass praktisch sofort mit der Anregung zeitliche und spannweitige
Höherharmonische auftreten.
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Bild 5.17: Vergleich der Fourieramplituden in der Spätphase der Transition, farbkodiert nach
dem Kraftparameter.
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Alle zweidimensionalen TS-Moden (∗,0), gezeigt in Teil (a), werden mit zunehmender
Lorentzkraft deutlich gedämpft, konform mit den Ergebnissen der zweidimensionalen
Rechnungen im vorausgegangenen Kapitel. Ebenso zeigt die statische Mode (0,1) (Teil b)
eine klare Staffelung nach dem Kraftparameter. Bei diesen Moden liegt zwischen unbe-
einflusster Strömung und stärkster Kraft Z = 0.5 etwa eine Größenordnung.
Höhere statische Moden hingegen, wie (0,2) (Teil c) und besonders (0,3) (Teil d),
liegen deutlich näher beieinander, werden also weniger stark durch die steigende Kraft
gedämpft. So ist Mode (0,2) für Z=0.5 nicht um eine Größenordnung, sondern nur um
den Faktor 2 kleiner als in unbeeinflusster Strömung (z. B. bei x = 200: A = 4 · 10−2
für Z = 0.5 vs. 8 · 10−2 für Z = 0). Weiterhin wachsen diese Moden selbst für Z = 0.5
noch monoton. Solche zeitlich mittleren Störungen des Geschwindigkeitsprofils werden
offensichtlich von der ebenfalls zeitlich und räumlich konstanten Kraft kaum verändert.
Auch die instationären, dreidimensionalen Moden (1,1), (1,2) und besonders (1,3) blei-
ben nah beieinander, zumindest für Z ≤ 0.2. Diese Moden entsprechen den sich ebenfalls
tendenziell ungestört entwickelnden Lambda-Wirbeln. Zum Auftreten der Omega-Wirbel
jedoch lässt sich aus den Amplitudenverläufen kein offensichtlicher Zusammenhang ab-
leiten.
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5.2.2 Beeinflussung mit inhomogener Kraft
Bei den soeben vorgestellten Simulationen der späten Transitionsphase ist die angeregte
TS-Welle spannweitig moduliert; eine Voraussetzung für nichtlineare Welleninteraktion.
Die Lorentzkraft, eingesetzt um diese Interaktion zu dämpfen, ist spannweitig gemit-
telt. Wäre eine inhomogene ebenso wirksam, erzeugt sie doch zwangsweise selbst eine
spannweitige Modulation des mittleren Geschwindigkeitsprofils?
Dazu wurden dreidimensionale Simulationen mit beiden Kraftformulierungen bei Z =
1 durchgeführt. Aus den schon in Kap. 5.1.1 genannten Gründen beträgt nun die Ein-
dringtiefe a = 13 bei einer spannweitige Länge von Lz = 52, während die restlichen
Parameter aus Tab. 5.4 beibehalten wurden. Ergebnisse zeigen die Bilder 5.18 und 5.19.
gemittelte Kraft
inhomogene Kraft
0 100 200 300x
Bild 5.18: Wirbelstrukturen in der späten Transitionsphase bei gemittelter bzw. inhomogener
Lorentzkraft. Z = 1, a = 13.
Die fundamentale TS-Mode wird bis x = 200 praktisch nicht verändert, konform mit
den Ergebnissen aus Kap. 5.1.1. Ebenso verwundert es nicht, dass die statische, spann-
weitige Mode (0,2) in Bild 5.19c direkt ab x = 0 deutlich größer ist, da die wellige Kraft
ein welliges mittleres Geschwindigkeitsprofil erzeugt. Dies scheint anfänglich die Moden
(1,2) und (2,2) anzufachen, sichtbar im Wirbelbild 5.18 als leichte, zusätzliche Modu-
lation des frühen Λ-Wirbels (x = 60) über der Spannweite. Ab x = 100 jedoch liegen
fast alle höheren Moden bei inhomogener Kraft unterhalb der Referenz. Auch das Wir-
belbild zeigt, dass einerseits die Ω-Strukturen etwas später entstehen und andererseits
die Λ-Wirbel selbst etwas schwächer sind. Hier überlagert sich offenbar das entgegen-
gesetzt drehende, statische Wirbelpaar, induziert von der inhomogenen Kraftverteilung
(vgl. Bild 4.3), und verzögert damit den Abschluss der Transition geringfügig. In die-
sem Fall wurde eine sehr günstige spannweitige Position getroffen. Andere spannweitige
Anordnungen von Kraft und TS-Wellenanregung könnten wahrscheinlich die Transition
auch beschleunigen. Insgesamt scheint aber auch hier die inhomogene Kraft gegenüber
der gemittelten nur geringe Unterschiede hervorzurufen, selbst wenn die Eindringtiefe
so gewählt ist, dass die Welligkeit genau im relevanten Bereich der Strömung liegt.
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Bild 5.19: Vergleich der Fourieramplituden in der späten Transitionsphase bei gemittelter
bzw. inhomogener Lorentzkraft. Z = 1, a = 13.
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6 Optimierung der räumlichen Kraftverteilung zur
Laminarhaltung
Zur stationären Beeinflussung wurden bis dato ausschließlich räumlich konstante elek-
tromagnetische Kräfte betrachtet; diese können die Grenzschicht erheblich stabilisieren.
Allerdings traten dabei intermediär sehr hohe kritische Reynoldszahlen auf. Aus Effizi-
enzgründen ist dies unerwünscht, idealerweise stabilisiert man die Grenzschicht nur so
weit wie nötig. Die kritische Reynoldszahl läge dann nur knapp über der lokalen. Ebenso
würde das Grenzschichtwachstum nur moderat gedämpft werden, was einerseits einem
geringen Impulseintrag entspräche, andererseits senkt eine (stabile) dicke Grenzschicht
die Wandschubspannung und damit den Widerstand. Die naheliegende Konsequenz ist
also, die Kraft räumlich genau so anzupassen, dass zum einen die Grenzschicht „gerade
so“ stabil ist, und gleichzeitig die elektrische Leistungsaufnahme minimiert wird.
Die Literatur bietet einige Arbeiten zur optimalen Transitionsbeeinflussung, die jedoch
überwiegend die Absaugung betrachten. Für die ebene Platte führen Pralits et al. (2002)
eine gradientenbasierte Optimierung anhand der Grenzschichtgleichungen, der paraboli-
sierten Stabilitätsgleichungen sowie deren Adjungierten durch. Dabei minimieren sie die
Summe der kinetischen Energie einer Störfrequenz (F+ = 1) und der abstrakten Kosten
der Absaugung ∝ v2w, beobachten aber auch gleichzeitig eine Dämpfung anderer Fre-
quenzen. Das Absaugegebiet ist auf den instabilen Bereich der betrachteten TS-Welle
beschränkt, wobei die optimale Verteilung einen Peak von vw = O(10−3 . . . 10−4) am
Anfang des Absaugegebietes liefert. Wird der abstrakte Preis der Absaugung deutlich
erhöht, die Gesamtabsaugmenge also stark reduziert, so verteilt sich diese relativ gleich-
mäßig über das gesamte Gebiet.
Airiau et al. (2003) verwenden die gleichen Werkzeuge und kommen zu sehr ähnlichen
Ergebnissen. Sie verteilen die Absaugegeschwindigkeit so, dass bei gegebener Kontroll-
energie der Betrag der Störungsenergie am Ende des Rechengebietes oder eine räumlich
gemittelte Störungsenergie minimiert wird. Auch sie konzentrieren sich im Wesentlichen
auf die Frequenz F+ = 1, merken aber an: „An empirical observation is that the best
control over a wide range of frequencies is the optimal distribution that corresponds to
the monochromatic wave displaying the widest unstable range.“ Darüber hinaus zeigen
sie, dass „minimiere den mittleren Formparameter H12 im Rechengebiet bei gegebener
Kontrollenergie“ als Optimierungsziel vergleichbare Ergebnisse liefert.
Einen etwas anderen Ansatz wählen Balakumar und Hall (1999), indem sie die Ge-
samtabsaugemenge vorgeben und deren Verteilung so optimieren, dass der Ort abge-
schlossener Transition möglichst weit stromab liegt. Auch sie berechnen die Grundströ-
mung anhand der Grenzschichtgleichungen, nutzen aber die Orr-Sommerfeld-Gleichung
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mit einer eN -Methode zur Transitionsvorhersage und die Lagrange-Multiplikator-Tech-
nik zur Optimierung. In ihren Diagrammen findet sich ebenfalls ein anfänglicher Peak
vw = −3.2 · 10−2 in der optimierten Absaugeverteilung, der jedoch im Widerspruch zu
Zahlenwerten vw = O(10−5) im Text steht.
Experimentell untersuchen Hackenberg et al. (1994) und Tutty et al. (2000) eine Kon-
figuration aus zunächst zwei, später auch mehreren Panels mit jeweils konstanter Absau-
gerate. Gemessen mit Mikrofonen an der Wand halten sie den Transitionspunkt konstant
und minimieren eine Kostenfunktion, die, basierend auf der Summe der quadrierten Ab-
saugeraten, eine grobe Abschätzung des Leistungsbedarfs der Pumpen bietet. Wright
und Nelson (2001) dehnen das Konzept auf die Umströmung eines Tragflügelprofils bei
variablen Anstellwinkel aus, und gelangen mit neuronalen Netzen zu einer echtzeitfähi-
gen Optimierung. Zur gleichen Konfiguration fügen schließlich Veres et al. (2004) eine
numerische Betrachtung hinzu (Grenzschichtgleichungen, LSA, eN -Methode), in der sie
zusätzlich zur Absaugerate auch die Position der Absaugepanels optimieren.
Die meisten der vorgenannten Autoren optimieren mit gradientenbasierten Methoden.
MacCormack et al. (2002) bemerken dazu, dass solche „in somewhat more complica-
ted cases“ versagen können, etwa in einer Grenzschicht mit Druckgradient. Sie unter-
suchen daher stochastische Optimierungsverfahren wie einen Genetischen Algorithmus
und die Simulierte Abkühlung, wobei ersterer besser abschneidet. Berechnet mit Grenz-
schichtgleichungen, LSA und eN -Methode sollen hier die Kosten bei gegebenem Transi-
tionspunkt minimiert werden. Die optimale Verteilung liefert neben dem üblichen Peak
stromauf auch einen Peak am Ende des Absaugegebietes, da der angestrebte Transiti-
onspunkt noch weiter stromab liegt.
Deutlich übersichtlicher wird die Literatur zur elektromagnetischen Laminarhaltung.
Lediglich Weier (2005) hat für die ebene Plattengrenzschicht eine Analogie zur Absau-
gung vorgelegt. Im Sinne einer möglichst hohen Stabilisierung nimmt er Z=1 an und
analysiert unter anderem die Effizienz für verschiedene Eindringtiefen. Dabei berück-
sichtigt er auch die Übergangsprofile; deren kritische Reynoldszahl schätzt er anhand
des Zusammenhanges in Bild 5.12 ab. Jedoch stand eine tatsächliche Stabilitätsanaly-
se der Übergangsprofile bis dato noch aus, ebenso wie die dedizierte Optimierung der
Kraftverteilung.
Im Gegensatz zu praktisch allen anderen Methoden aktiver Strömungsbeeinflussung er-
lauben elektromagnetische Kräfte nicht nur, den (integralen) Impulseintrag vorzugeben,
sondern auch diesen innerhalb der Grenzschicht in gewisser Weise günstig zu platzieren –
zumal, gesteuert über die Streifenbreite der Elektroden und Magnete, mit vertretbarem
technologischen Aufwand. Damit existieren zwei Parameter, deren optimale Verteilung
über der Lauflänge der Platte im Folgenden gesucht wird.
Zur Strömungsberechnung werden auch hier die Grenzschichtgleichungen herangezo-
gen. Sie ermöglichen bei guter Genauigkeit eine sehr kurze Rechenzeit – insbesondere
für eine Optimierung ist dies unverzichtbar. Die Stabilitätsanalyse erfolgt weiterhin mit
dem vorhandenen LSA-Code, während die Wahl des Optimierungsalgorithmus auf eine
Evolutionsstrategie fiel.
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Besonders die ersten beiden Komponenten Grenzschichtgleichungen und (zeitliche)
LSA beinhalten jedoch auch eine gewisse Unsicherheit. Große wandnormale Geschwin-
digkeitskomponenten, wie sie etwa bei starker Beschleunigung der Grenzschicht durch ei-
ne große Kraft auftreten könnten, verletzen die Annahmen der Grenzschichtgleichungen.
Gleichzeitig wäre eine solche Strömung stark nicht-parallel, was der Parallelströmungs-
annahme der LSA entgegensteht. Um diese Fehler abzuschätzen, soll die beste Lösung
im Anschluss an die Optimierung mit DNS künstlich angeregter, räumlich wachsender
TS-Wellen nachgerechnet werden.
6.1 Problemformulierung und Lösungsalgorithmus
Gesucht ist die stationäre, räumliche Kraftverteilung a(x), Z(x), welche die aufgenom-
mene elektrische Leistung Pe des Aktuators minimiert:
finde Zopt(x), aopt(x) so dass Pe → min, (6.1)
unter der Nebenbedingung
ci (α, Re(x)) ≤ 0 ∀ α ∈ [α0, α1, ..., αn], x ∈ [x0, x1], (6.2)
d. h., alle Geschwindigkeitsprofile im Rechengebiet sollen linear stabil sein.
Die elektrische Leistungsaufnahme wurde in Kap. 2.7.3 hergeleitet. Da der elektro-
mechanische Wirkungsgrad von der Anströmgeschwindigkeit abhängt, müsste man prin-
zipiell für jede Geschwindigkeit gesondert optimieren. Allerdings ist dies im Rahmen
der vorliegenden Arbeit nicht praktikabel. Stattdessen setzt die folgende Optimierung
langsame Strömung U∞ < 1 m/s voraus, bei der die beste Effizienz zu erwarten ist. In
der elektrischen Leistungsaufnahme nach Gl. (2.42) ist dann der erste Klammerterm
vernachlässigbar, und es gilt näherungsweise
Pe ∝
∫
Z(x) a(x)−2 dx. (6.3)
Zur Lösung das Optimierungsproblems werden Optimierer (Kap. 3.4), Grenzschicht-
gleichungslöser (Kap. 3.2) und LSA-Löser (Kap. 3.3) gekoppelt. Dreidimensionale Effekte
werden vernachlässigt. Der Optimierer gibt an NaZ Stützstellen die Parameter ai, Zi vor
(s. Tab. 6.4), Zwischenwerte werden von kubischen Splines interpoliert oder in einigen
Fällen als stückweise linear angenommen. In Stromabrichtung fortschreitend berechnet
der Grenzschichtgleichungslöser damit Geschwindigkeitsprofile u(x), v(x). Deren Stabili-
tätseigenschaften σ(α, Re), α ∈ [α0..α1] werden immer dann untersucht, wenn sich lokale
Reynoldszahl oder Formparameter um mehr als fünf Prozent geändert haben. Sobald ein
instabiles Geschwindigkeitsprofil auftritt, bricht die Grenzschichtberechnung ab. Die ak-
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tuelle Ortskoordinate xuns geht dann gemeinsam mit der Verteilung von Eindringtiefe
und Kraftparameter in die Berechnung der Zielfunktion ein:
Q =
1∫
x∗=0
Z(x∗)
a(x∗)2
dx∗ + (1 − x∗uns)
︸ ︷︷ ︸
Strafterm
mit x∗ =
x
x1 − x0
. (6.4)
Der Strafterm dient dazu, letztlich die Nebenbedingung „keine instabilen Geschwindig-
keitsprofile“ zu berücksichtigen. Unzulässige (instabile) Lösungen werden also nicht ver-
worfen, sondern erhöhen lediglich den Zielfunktionswert. Damit schreitet die Evolution
auch anfangs voran, obwohl eigentlich noch keine zulässige Lösung vorliegt. Der Straf-
term muss natürlich ausreichend groß sein, was bei Abschätzung von a = O(10..100)
und Z ≈ 1 durch die Skalierung mit der Gebietslänge gesichert ist.
6.2 Ergebnisse der Optimierung
Zunächst wurde die Kraftverteilung lediglich für je NaZ = 3 Parameter optimiert; Ka-
pitel 6.4 betrachtet anschließend noch mehr Freiheitsgrade. Am Anfang des Aktuators
beträgt die lokale Reynoldszahl Re = 500. Die Beeinflussung beginnt also im gerade noch
stabilen Bereich. Als Gebietslänge wurde Lx = 104 gewählt, was einer Reynoldszahl am
Austrittsrand (im unbeeinflussten Fall) von 3340 entspricht. Damit ist das Gebiet aus-
reichend lang, um ein sehr breites Band an instabilen Frequenzen zu erfassen, aber noch
kurz genug, um die Ergebnisse anschließend mit DNS überprüfen zu können. Die Stabi-
litätseigenschaften der Profile wurden für elf Wellenzahlen im Intervall 0.02 ≤ α ≤ 0.5
bestimmt. Weitere Details der Eingabeparameter finden sich in Tab. 6.1.
Re x0 Lx Koord. Transf. ∆ξ Ly ∆y
373 -100 104 x = ξ3 0.1 2000 0.02
Tabelle 6.1: Parameter der Grenzschichtrechnungen zur optimalen Kraftverteilung.
Numerische Ergebnisse der Optimierung fasst Tab. 6.2 zusammen. Dem stochastischen
Charakter der Evolutionsstrategie folgend können unterschiedliche Initialisierungen des
Zufallszahlengenerators durchaus unterschiedliche Ergebnisse liefern. So führt die Tabelle
sieben Varianten auf, deren Zielfunktionswerte jedoch allesamt recht nahe beieinander
liegen. Die beste Variante A wird im Folgenden beschrieben.
Bild 6.1 zeigt die Entwicklung der Zielfunktion sowie der sechs Parameter während
der Optimierung. Werte oberhalb von Q = 10−2 deuten auf Lösungen hin, die die Ne-
benbedingung verletzen. Bereits nach 220 Schritten ist eine Lösung gefunden, deren
Zielfunktionswert nah am letztendlichen Optimum liegt. Die Schwankungsbreite inner-
halb der Population (30 Individuen) bleibt dennoch bis etwa zum 2 000. Schritt erhalten.
Rund 500 Schritte später liegt die Zielfunktion in der gesamten Population bei Q < 10−4.
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Fall Q/10−4 a1 a2 a3 Z1 Z2 Z3
A 7.63 75.68 91.79 92.61 10.87 8.11 2.94
B 7.92 99.93 84.16 86.30 17.11 6.80 3.15
C 7.96 99.99 83.77 93.26 16.83 6.79 3.55
D 8.26 57.30 88.35 75.77 9.88 7.92 2.17
E 8.37 56.70 66.41 100.00 4.03 4.20 5.42
F 8.48 75.26 68.72 83.42 10.88 4.36 3.94
G 8.54 48.36 58.22 51.00 8.27 3.22 1.29
Tabelle 6.2: Optimale Eindringtiefen und Kraftparameter verschiedener, konvergierter Varian-
ten.
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Bild 6.1: Entwicklung von Zielfunktionswert, Eindringtiefe und Kraftamplitude während der
Optimierung.
Die einzelnen Optimierungsparameter ai, Zi entwickeln sich prinzipiell ebenso. Aufgrund
der Achsenskalierung zeigt sich die Streuung innerhalb der Population auch noch nach
dem 2 500. Schritt, obwohl der Zielfunktionswert dort bereits konvergiert scheint. Nach
6 000 Schritten wurde die Optimierung angehalten. Die Rechenzeit betrug 48 Stunden
auf einem 8-Prozessor-Knoten (AMD Opteron 248).
6.2.1 Eindringtiefe und Kraftamplitude
Grafisch veranschaulicht Bild 6.2 das Resultat der Optimierung. Hellgraue Linien kenn-
zeichnen alle während der Suche ausgewerteten Varianten, die beste Lösung ist rot dar-
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gestellt. Überraschender Weise ist die optimale Eindringtiefe (Teil a) am Anfang des
Aktuators mit a = 75.68 fast 30mal größer als die dortige Grenzschichtdicke! Dadurch
nimmt die Kraft über der Grenzschicht nur wenig ab und beschleunigt auch die Au-
ßenströmung. Bis zum Rechengebietsende steigt die Eindringtiefe noch auf a = 92.61
an. Diese vergleichsweise große Eindringtiefe erklärt auch die recht hohen Werte der
Kraftamplitude (Teil b); von eingangs Z = 10.87 fällt sie auf immer noch Z = 2.94.
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Bild 6.2: Verlauf von Eindringtiefe, Kraftamplitude und dimensionsloser Stromdichte an der
Wand. Rote Linien: beste Lösung; hellgraue Linien: alle während dieser Optimierung aus-
gewertete Varianten; dunkelgraue Linien: Optima bei anderer (zufälliger) Initialisierung der
Population.
Die dunkelgrauen Linien kennzeichnen die Ergebnisse der sechs weiteren Optimierungs-
läufe B bis G. Interessant ist, dass die beste Lösung A im Schnitt über den Kurven der
restlichen Fälle verläuft. Mit Blick auf die Zielfunktion wäre das zwar für die Eindring-
tiefe zu erwarten, für die Kraftamplitude jedoch überrascht dieses Ergebnis. Tendenziell
scheint also eine große Eindringtiefe vorteilhafter zu sein als eine geringe Kraftamplitude.
Obwohl, wie bereits erwähnt, alle Varianten einen sehr ähnlichen Zielfunktionswert
haben, streuen die einzelnen Parameter ai, Zi teilweise erheblich. So liegt die Eindring-
tiefe zwischen 48 und 100, die Kraftamplitude am Ende des Rechengebietes zwischen 1.3
und 5.4. Die große Streuung der Ergebnisse könnte einerseits auf viele lokale Minima der
Zielfunktion hindeuten. Andererseits legt sie nahe, dass eine weitere, abgeleitete Größe
existiert, die den Zusammenhang zwischen den Optimierungsparametern und der Ziel-
funktion besser beschreiben mag. Betrachtet man etwa das Produkt Za−2 in Bild 6.2,
so fallen die Kurven recht gut zusammen. Diesen Term kann man als lokalen Wechsel-
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wirkungsparameter (Gl. 2.31) oder dimensionslose Stromdichte (Gl. 2.29) interpretieren;
er bestimmt das Niveau der wandnahen Kraft und ist hier offensichtlich entscheidend.
Der tatsächliche Kraftverlauf über y hingegen – charakterisiert durch eine bestimmte
Kombination aus a und Z – scheint weniger bedeutsam, zumal er bei großer Eindring-
tiefe relativ zur noch dünnen Grenzschicht vorrangig die Außenströmung betrifft. Das
Bild zeigt weiterhin, dass der größte Impulseintrag am Anfang des Aktuators auftritt, in
Übereinstimmung mit den Beobachtungen anderer Autoren (Pralits et al. 2002; Airiau
et al. 2003; Balakumar und Hall 1999). Hier sind folglich die größten Veränderungen der
Geschwindigkeitsprofile zu erwarten bzw. zur Stabilisierung nötig.
6.2.2 Integrale Grenzschichtparameter und Widerstand
Nun möge Bild 6.3 anhand der integralen Grenzschichtparameter einen Überblick über
die optimierte Strömung verschaffen. Neben dem besten Fall A in rot sind auch die restli-
chen Fälle aus Tab. 6.2 in grau dargestellt. Das Grenzschichtwachstum wird in etwa hal-
biert; hier liegen alle Fälle dicht beieinander. Die Verdrängungsdicke der besten Variante
bleibt bis zur Hälfte des Rechengebietes ungefähr konstant bei δ1 ≈ 1.8. Damit bleibt
auch die lokale Reynoldszahl, basierend auf der Verdrängungsdicke, in etwa gleich. Die
Impulsverlustdicke schließlich sinkt mit Beginn der Beeinflussung und wird ab x = 1600
sogar negativ! Dies ist zwar eher ungewöhnlich, aber durchaus bereits in anderen, auch
experimentellen, Arbeiten beobachtet worden (Cheng und Lee 2005; Lee et al. 2003;
δ 9
9
x
Blasius
aZ3
 5
 10
 15
 20
 25
 0  5000 10000
δ 1
x
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  5000 10000
δ 2
x
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0  5000 10000
Bild 6.3: Verlauf von Grenzschicht-, Verdrängungs- und Impulsverlustdicke für die unbeeinflus-
ste Strömung sowie die optimierten Fälle A (rot) und B–G (grau).
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Sturtevant 1965). Der Formfaktor H12 schließlich, normalerweise an dieser Stelle erwäh-
nenswert, ist hier nicht dargestellt, da er beim Nulldurchgang der Impulsverlustdicke
singulär und damit aussagelos wird. Vergleicht man die Ergebnisse der unterschiedli-
chen Optimierungsläufe miteinander, so zeigt sich ein differenziertes Bild. Während der
Verlauf der Grenzschichtdicke für alle Fälle fast identisch ist, sind Verdrängungs- und
Impulsverlustdicke deutlich gestreut, wobei die beste Lösung tendenziell die geringsten
Werte aufweist.
Da aus der Impulsverlustdicke einer ebenen Platte direkt deren Widerstand folgt,
W
b
= ρU2
∞
δ2 = ρU
2
∞
∞∫
0
u
U∞
(
1 − u
U∞
)
dy = ρ
∞∫
0
u (U∞ − u) dy, (6.5)
ist auch dieser insgesamt negativ. Hier führt die optimierte Kraftverteilung gleichzeitig
zu einen MHD-Antrieb und minimiert so nicht nur die Leistungsaufnahme des Aktuators,
sondern reduziert ebenso die zur Umströmung nötige Antriebsleistung.
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Bild 6.4: Geschwindigkeits-
profile bei optimierter
Kraftverteilung (rot) im Ver-
gleich mit der Blasiuslösung
(schwarz).
Anhand der Geschwindigkeitsprofile in Bild 6.4 wird dies noch deutlicher. Die Profi-
le wurden in Schritten von ∆x = 1500 entlang der Lauflänge extrahiert. Sie sind der
im nachfolgenden Kapitel beschriebenen 2-D DNS entnommen, und unterscheiden sich
praktisch nicht von der Grenzschichtgleichungslösung. Auffällig ist die recht starke Be-
schleunigung der Außenströmung über einen großen Bereich von etwa y = 10 bis y = 50,
die größte Geschwindigkeit der optimierten Strömung liegt 8% über der Anströmge-
schwindigkeit. Genau dies, u > U∞ über eine möglichst große Fläche, entspricht nach
Gl. (6.5) einem Impulsgewinn und begünstigt so den Antrieb.
Nun soll diese optimierte Verteilung mit einer geeigneten Referenz verglichen werden.
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räumlich optimierte
konstante Kraft Verteilung
a = 10, Z = 1 a ≈ 80, Z ≈ 10
Grenzschichtparameter
am Ende des Rechengebietes
δ99 12.6 14.2
δ1 2.73 2.72
δ2 1.37 -1.12
Kraftbilanz
Reibungswid. vor dem Rechengebiet [N] 0.144 0.144
+ Reibungswid. im Rechengebiet [N] 3.560 1.578
+ integrale Lorentzkraft [N] -3.110 -2.124
= Gesamtwiderstand [N] 0.594 -0.402
= Widerstand aus δ2 [N] 0.594 -0.417
elektrische Parameter des Aktuators bei M0 = 1 T
Ohmscher Widerstand [mΩ] 0.808 8.31
Stromdichte [Am−2] 1 806 142
elektrische Leistungsaufnahme [W] 5 383 378
elektromechanischer Wirkungsgrad [%] 0.0578 0.562
Tabelle 6.3: Vergleich von Grenzschichtparametern, Kraftbilanz und elektrischen Parametern
des Aktuators für eine räumlich konstante Kraft und die optimierte Verteilung. Die dimen-
sionsbehafteten Werte basieren auf einer Anströmung mit U∞ = 0.1 m/s.
Hierzu wird der Fall der großen Eindringtiefe aus Kap. 4.3.2 herangezogen (Z = 1 und
a = 10 bzw. D = 2.12). Interessanterweise zeigt sich, dass die optimierte Kraft trotz
geringerer Leistungsaufnahme insgesamt eine größere Antriebsleistung in der Strömung
vollbringt. Wie ist das möglich?
Ein Zahlenbeispiel mag die Effekte am besten veranschaulichen. Dazu stellt Tab. 6.3
die Kraftbilanz des Referenzfalles sowie der optimierten Kraftverteilung auf. Der Ge-
samtwiderstand ist hier die Summe aus Reibungswiderstand (jeweils zusammengesetzt
aus Anteilen vor und im Rechengebiet) und integral eingetragener Lorentzkraft. Da die
Lösungen monoton sind, lassen sich daraus gleichzeitig allgemeine Trends ableiten.
Die Referenz erreicht mit räumlich konstanter Kraft das exponentielle Profil inner-
halb des Rechengebietes. Da jenes aber nicht von Beginn an im Rechengebiet vorliegt,
gleicht die integrale Lorentzkraft nicht exakt das Integral der Wandschubspannung aus.
Wegen der geringen Eindringtiefe bleibt die Grenzschicht dünn und damit der Gesamt-
widerstand niedrig (aber positiv). Gleichzeitig sind jedoch die Wandschubspannung und
folglich der Reibungswiderstand groß, was eine starke Lorentzkraft mit großem Leistungs-
bedarf erfordert.
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Der optimierte Fall hingegen ergibt kein exponentielles Profil. Insgesamt wird weniger
Lorentzkraft benötigt, die Grenzschicht wächst stärker und verursacht weniger Reibungs-
widerstand. Der integrale Krafteintrag übersteigt dabei die Reibungskraft, so dass der
Gesamtwiderstand schließlich negativ wird. Der Ohmsche Widerstand des Aktuators ist
größer, was mit geringerer Stromdichte und etwa zehn Mal weniger Leistungsaufnahme
einhergeht. Schließlich führt die größere Eindringtiefe laut Gl. (2.45) zu einem günsti-
gerem elektromechanischen Wirkungsgrad ηME, in diesem Fall verbessert sich ηME um
den Faktor zehn. Auf die Effizienz wird Kap. 6.7 noch weiter eingehen.
Die wichtigste Eigenschaft der optimierten Kraftverteilung ist natürlich, die Grenz-
schicht immer stabil zu halten. Dass dies erfolgreich ist, zeigt der nächste Abschnitt.
6.3 Validierung mit Direkter Numerischer Simulation
Um die Unsicherheit der Optimierungsmethode aufgrund der genutzten Approxima-
tionen (Grenzschichtgleichungen, Parallelströmungsannahme, zeitlicher Störungsansatz)
auszuräumen, wurde der beste Kraftverlauf (Fall A) mit 2-D DNS nachgerechnet.
Für eine DNS ist die Gebietsausdehnung mit x1 = 104 bereits sehr groß. Angeregt
am Anfang des Rechengebietes werden die meisten Wellen noch deutlich vor dem Aus-
trittsrand bis unterhalb der Detektierungsschwelle abgeklungen sein. Um trotzdem eine
Aussage zu den Anfachungsraten über weite Teile des Gebietes zu erhalten, wurden die
Wellen an mehreren Stellen (xd0=50, 2050, 4050, 6050, 8050) in jeweils einzelnen Rech-
nungen angeregt. Bild 6.5 zeigt daher aus verschiedenen Rechnungen zusammengesetzte
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Bild 6.5: Räumliche Wachstumsraten, berech-
net mit DNS, für die Blasiusgrenzschicht so-
wie die optimal beeinflusste Strömung.
räumliche Wachstumsraten verschiedener Partialwellen über der Lauflänge. Von insge-
samt 14 berechneten Frequenzen im Intervall 0.1 ≤ F+ ≤ 4 ist jede zweite dargestellt.
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Wellen unterhalb von F+ = 3 sind unbeeinflusst erwartungsgemäß instabil. Ihre Wachs-
tumsraten σ sind demnach streckenweise positiv, wobei die Maxima unterschiedlicher
Frequenzen bekanntermaßen an unterschiedlichen Orten im Rechengebiet auftreten. Für
die beeinflusste Strömung erreichen alle diese Maxima jeweils gerade Null. Es wird also
weder zu wenig noch zu viel stabilisiert. Somit bestätigt die DNS, dass die getroffenen
Annahmen auch einer genaueren Modellierung standhalten. Effekte nichtparalleler Strö-
mung scheinen global ebensowenig zu stören wie die plötzliche Spitze im Kraftverlauf am
Anfang des Aktuators, die den parabolischen Charakter des Strömungsproblems hätte
gefährden können (Airiau et al. 2003).
6.4 Variation der Stützstellenanzahl
Nachdem die Methode nun erfolgreich getestet ist, mag eine Variation der Stützstellen-
anzahl NaZ das Ergebnis eventuell noch verbessern. Statt der bisher nur drei Stützstellen
werden jetzt fünf bzw. neun verwendet. Die Knoten werden weiterhin so verteilt, dass
sie sich am Anfang der Platte konzentrieren, um den beobachten Peak der Stromdichte
zu Beginn des beeinflussten Gebietes besser auflösen zu können.
Zunächst ausgewertete Testrechnungen konvergierten besser, wenn die Zwischenwer-
te a(x), Z(x) statt mit kubischen Splines nur linear interpoliert wurden. Der Einfluss
eines Parameters bleibt damit auf das Intervall zwischen seinen direkten Nachbarn be-
schränkt. Da zur vollständigen Optimierung ohnehin sehr viele Zielfunktionsauswertun-
gen nötig sind – besonders, wenn die Anzahl der Parameter erhöht wird – wurde also
hier im Interesse einer handhabbaren Rechenzeit auf eine Spline-Interpolation verzich-
tet. Abgesehen von nun nicht mehr „glatten“ Kurven dürfte die Unstetigkeit an den
Stützstellen keinen negativen Einfluss haben, da die Gradienten sehr klein sind.
Bild 6.6 veranschaulicht die Ergebnisse, während Zahlenwerte in Tab. 6.4 zusammen-
gefasst sind. Die bisherige beste Lösung wurde aus Bild 6.2 übernommen und in grau
dargestellt. Darüber hinaus repräsentieren die grünen Linien einen Fall konstanter Ein-
dringtiefe, der zwar erst im anschließenden Kapitel 6.5 diskutiert wird, aber bereits hier
aus Platz- und Übersichtsgründen mit eingetragen ist.
Vergleicht man zunächst die beiden Fälle für NaZ = 3, die sich prinzipiell also nur
in der Interpolationsart unterscheiden, so liegen Eindringtiefe und Kraftamplitude bei
linearer Interpolation etwas über den bisherigen Werten der Spline-Interpolation. Die
dimensionslosen Stromdichten in Teil (c) wiederum verlaufen nahezu identisch. Folglich
liegt der Zielfunktionswert mit Q = 7.95 · 10−4 auch nahe am bisherigen Optimum und
gut innerhalb der Schwankungsbreite der anderen konvergierten Fälle (s. Tab. 6.2).
Erhöht man die Anzahl der Freiheitsgrade auf NaZ = 5 bzw. 9, so verbessert sich erwar-
tungsgemäß das Ergebnis: Der Zielfunktionswert fällt auf Q = 6.62 ·10−4 bzw. 6.35 ·10−4.
Geschuldet ist dies in erster Linie dem schnelleren Abklingen der dimensionslosen Strom-
dichte im hinteren Bereich x > 3000, ermöglicht durch eine deutlich größere Eindringtiefe
a = O(200) bei etwa verdoppelter Kraftamplitude Z = O(10).
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Bild 6.6: Eindringtiefe, Kraftamplitude und dimensionslose Stromdichte verschiedener opti-
mierter Fälle. 3, 5, 9: Variation der Stützstellenanzahl bei linearer Interpolation; 3s: beste
Lösung aus Bild 6.2, drei Stützstellen bei Spline-Interpolation; 5c: konstante Eindringtiefe
mit fünf Stützstellen.
NaZ = 9 NaZ = 5 NaZ = 3, linear NaZ = 3, spline
Q/10−4 6.35 6.62 7.95 7.63
x a Z a Z a Z a Z
0 187.89 49.86 109.87 20.28 104.09 17.44 75.68 10.87
375 121.72 24.21
1 000 118.84 19.83 108.56 16.72
1 875 110.23 13.55
3 000 102.46 10.51 123.21 14.85 100.18 10.39 91.79 8.11
4 375 139.03 9.81
6 000 220.17 14.02 182.92 9.69
7 875 215.04 9.79
10 000 193.5 7.66 188.9 8.06 143.54 5.29 92.61 2.94
Tabelle 6.4: Verlauf der optimalen Eindringtiefen und Kraftparameter bei unterschiedlichen
Freiheitsgraden.
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Bild 6.7: Verlauf von Grenzschicht-, Verdrängungs- und Impulsverlustdicke für die unbeeinflus-
ste Strömung sowie die optimierten Fälle. Linienfarben wie in Bild 6.6.
Für NaZ = 9 fällt eine ausgeprägte Spitze in a und Z am Anfang des Rechnengebietes
auf, die dazu führt, dass die Stromdichte eingangs etwas geringer ist. Ihr Maximum
erreicht sie nun erst an der zweiten Stützstelle (x = 375). Damit reagiert der Optimierer
– völlig korrekt – auf den Umstand, dass der Aktuator bereits bei Re = 500 beginnt,
also noch im stabilen Bereich. Hier ist offenbar kaum Krafteintrag erforderlich. Mit
genügend Ortsauflösung ist der Optimierer nun in der Lage, den Anfang des tatsächlich
instabilen Bereiches zu erfassen. Auf die Zielfunktion Q ∝ ∫ Za−2 dx hat das freilich
wenig Einfluss, wie man anhand der Fläche in Bild 6.6c abschätzen kann. Ansonsten
verlaufen die Kurven in (c) bis x = 3000 fast identisch; die Stützstellen im vorderen
Bereich besonders zu konzentrieren scheint also unnötig. Da sich beim Übergang von
fünf zu neun Stützstellen prinzipiell nur noch wenig ändert, wurde auf eine weitere
Erhöhung von NaZ verzichtet.
Betrachtet man die Grenzschichtparameter in Bild 6.7, so fallen im Vergleich zur
bisherigen besten Lösung (erneut in grau) die nochmals verringerten Verdrängungs- und
Impulsverlustdicken auf. Erklären lässt sich dies anhand der größeren Eindringtiefe der
drei neuen Fälle. Mit ihr klingt die Kraft langsamer ab, siehe Bild 6.8c, und es wird mehr
Außenströmung beschleunigt, was sich in erster Linie in den integralen Maßen δ1 und δ2
widerspiegelt. Die Grenzschichtdicke als nicht-integrales Kriterium hingegen entwickelt
sich in etwa gleich, da sich die Geschwindigkeitsprofile für u < 1 kaum unterscheiden
(Bild 6.8a und b).
Die Tendenz scheint also zu sein, dass eine größere Eindringtiefe, begleitet von hö-
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Bild 6.8: Geschwindigkeitsprofile und Kraftverläufe am Ende des Rechengebietes (x = 9 800)
bei unterschiedlicher Anzahl von Freiheitsgraden.
herer Kraftamplitude, die Effizienz verbessert. Ginge die Eindringtiefe gegen unendlich,
so verliefen die Kurven senkrecht. Allerdings bewegt sich der Geschwindigkeitszuwachs
beim Übergang von a ≈ 100 zu a ≈ 200 im Bereich von 1–2%, wie man anhand der Ge-
schwindigkeitsprofile in Bild 6.8a erkennt. Man kann daher vermuten, dass sich die Güte
der Lösung bei noch größerer Eindringtiefe weiter verbessern ließe, aber sicher schon in
der richtigen Größenordnung liegt.
6.5 Optimierung bei konstanter Eindringtiefe
Auf der Suche nach einer optimalen Verteilung der Lorentzkraft konnte der Optimierer
bisher Kraftamplitude und Eindringtiefe in beliebigen räumlichen Verläufen auswählen.
In der Numerik ist dies natürlich problemlos umsetzbar, und zumindest die räumlich va-
riable Kraftamplitude ließe sich auch im Experiment recht unkompliziert realisieren. Die
Elektroden würden dann stromab segmentiert, und die Stromdichte für jedes Segment
einzeln geregelt. Technisch aufwändiger hingegen wäre die veränderliche Eindringtiefe,
bedingt sie doch Elektroden und Magnete von nichtkonstanter Breite.
Für die optimierten Verläufe der Eindringtiefe in Bild 6.6 fällt auf, dass der größte
Gradient immer noch moderat ist. Auf den ersten 375 Längeneinheiten fällt die Strei-
fenbreite für NaZ = 9 um ∆a = 66.2 (∆a/∆x = −0.176). Dies ließe sich wahrscheinlich
durch eine stückweise konstante Streifenbreite approximieren. Noch einfacher zu fertigen
wäre jedoch ein Aktuator mit komplett konstanter Streifenbreite.
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Also gibt der Optimierer nun für die Eindringtiefe nur noch einen Wert vor. Die
Kraftamplitude wird, als Kompromiss zwischen Auflösung und erforderlicher Rechnen-
zeit, an 5 Stützstellen variiert und die Zwischenwerte weiterhin mit linearer Interpolation
ermittelt.
Das überraschende Ergebnis war bereits in den Bildern 6.6 und 6.7 eingetragen; Zah-
lenwerte dazu finden sich in Tab. 6.5. Die Kombination ist nicht nur stabil, sondern auch
die beste der bisher gefundenen: Optimal scheint nun eine Eindringtiefe von a = 110.64
bei einer Kraftamplitude von anfänglich Z = 19.3, die bis auf 3.3 fällt. Der Zielfunk-
tionswert verbessert sich damit geringfügig um etwa 3%. Intuitiv hätte man vermuten
können, dass dieser bei weniger Freiheitsgraden signifikant sinkt. Wie Bild 6.6c zeigt,
gibt es aber scheinbar einen optimalen Verlauf der dimensionslosen Stromdichte. Durch
einen angepassten Verlauf des Kraftparameters kann die optimale Stromdichteverteilung
auch dann erreicht werden, wenn die Eindringtiefe räumlich konstant ist.
Passend zum bisher kleinstem Impulseintrag (unter den beeinflussten Fällen) wächst
die Grenzschicht hier am schnellsten (s. Bild 6.7). Die Impulsverlustdicke und damit der
Gesamtwiderstand sind erneut negativ, allerdings weniger stark als bei den Fällen mit
variabler Eindringtiefe. In Anbetracht der geringeren Eindringtiefe erscheint dies auch
plausibel, die Lorentzkraft erfasst hier weniger Außenströmung. Abgesehen davon zeigen
die Geschwindigkeitsprofile keine prinzipiellen Unterschiede.
Zum Schluss bleibt die Frage, warum diese Lösung nicht auch für NaZ = 5 oder 9
gefunden wurde. Wahrscheinlich lässt sich dies auf den stochastischen Charakter der
Optimierungsmethode zurückführen.
Q/10−4 a Z(x=0) Z(1 000) Z(3 000) Z(6 000) Z(10 000)
6.18 110.64 19.3 17.64 7.47 4.06 3.33
Tabelle 6.5: Ergebnisse der Optimierung bei konstanter Eindringtiefe.
6.6 Gradientenverfahren und Genetischer Optimierungsalgorithmus
Das gleiche Problem wurde außerdem mit einem gradientenbasierten Optimierungsver-
fahren, der Methode des steilsten Abstiegs, angegangen. Trotz zufälliger Variation der
Startpunkte fand das Verfahren jedoch keine Lösung, die der Nebenbedingung (6.2) ge-
nügt, die Strömung wurde immer noch vor dem Ausströmrand instabil. Folglich liegen
die konvergierten Zielfunktionswerte um Größenordnungen über den Ergebnissen der
evolutionären Optimierung. Vermutlich hat die Zielfunktion sehr viele lokale Minima,
die vom einfachen Algorithmus nicht verlassen werden können. Wurde der Startpunkt
hingegen manuell in die Nähe der bekannten Ergebnisse gesetzt, so konvergierte auch
das Gradientenverfahren und bestätigte die Resultate der evolutionären Optimierung.
Weiterhin wurde ein genetischer Algorithmus aus dem eigentlich gut geeignet erschei-
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nenden Optimierungstool Dakota (Eldred et al. 2008) ausprobiert, der aber ebenfalls
keine zulässige Lösung fand (Dietze 2008).
6.7 Energetische Effizienz
Dieser Abschnitt betrachtet die energetische Effizienz der elektromagnetischen Beeinflus-
sung. Auf der einen Seite steht die dissipierte Leistung einer unbeeinflussten, letztlich
turbulenten Strömung PT urb. Bei erfolgreicher Laminarhaltung wäre die dissipierte Lei-
stung geringer, PLam < PT urb, allerding käme nun die elektrische Leistungsaufnahme
des Aktuators Pe hinzu. Für eine effiziente Beeinflussung muss die Summe aus beiden
geringer sein:
PLam + Pe < PT urb. (6.6)
Entdimensionalisiert lässt sich die dissipierte Leistung auch über den Widerstandsko-
effizienten darstellen:
cf =
P (x)
1
2
ρU3
∞
x
, (6.7)
dessen Verlauf für eine unbeeinflusste, ebene Plattenströmung in Bild 6.9 eingetragen
ist. Man erkennt den laminaren und turbulenten Zweig (Schlichting und Gersten 1997):
cf,Lam =
1.328√
Rex
, cf,T urb =
0.455
(lgRex)2.58
− 1700
Rex
(6.8)
in Abhängigkeit von der lauflängenbasierten Reynoldszahl. Für den optimierten Fall aus
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Kap. 6.4 kann man die elektrische Leistung des Aktuators nach Gl. (2.42) in gleicher
Weise als Koeffizient hinzufügen:
cEM =
Pe(x)
1
2
ρU3
∞
x
. (6.9)
Unberücksichtigt blieb der tatsächliche Gesamtwiderstand der beeinflussten Strömung,
also die Summe aus Reibungswiderstand und Impulseintrag der Lorentzkraft (entspricht
PLam in Gl. 6.6), da dieser gegenüber der elektrischen Leistung nach Tab. 6.3 nur eine
untergeordnete Rolle spielt. Es sind Kurven für zwei unterschiedliche Geschwindigkeiten
U∞ = 0.1 und 1 m/s und drei Werte der Magnetisierung M0 = 1, 3 und 10 T dargestellt.
Unterhalb der Indifferenzreynoldszahl Rex ≈ 91 000 ist keine Beeinflussung nötig oder
sinnvoll. Ab hier steigt der Koeffizient schlagartig an, weil die Stabilisierung gerade am
Anfang eine starke Kraft erfordert und der integrale Leistungsbedarf sich nur auf wenig
Fläche verteilt. Mit steigender Reynoldszahl nimmt einerseits die zusätzlich erforderte
elektrische Leistung ab, andererseits vergrößert sich die Bezugsfläche. Die Kurven nähern
sich dann dem turbulenten Zweig.
Nach dieser Darstellung scheint eine Laminarhaltung mit zeitlich konstanten elektro-
magnetischen Kräften bei derzeit realistischen Magnetfeldstärken wohl kaum effizient.
Für Re = 107, U∞ = 0.1 m/s und 1 T wäre die zur vollständigen Wellendämpfung ein-
zusetzende elektrische Leistung 20-mal größer als erforderliche Antriebsleistung in un-
beeinflusster, turbulenter Strömung; die Effizienz liegt also in der Größenordnung von
η = 5%. Extrapoliert man die 1 T-Kurve, so schneidet sie den turbulenten Zweig erst
bei einem sehr großen Wert von Rex = 1010. Die 3 T-Kurve gelangt etwa bei Rex = 109
in die Region der unbeeinflussten, turbulenten Strömung, und selbst bei 10 T liegt der
Schnittpunkt noch bei etwa Rex = 108. Bei Anströmung mit 1 m/s entspräche dies einer
Plattenlänge von 100 m. Größere Geschwindigkeiten verschlechtern die Effizienz, wobei
der Effekt mit zunehmender Magnetisierung und Lauflänge geringer wird.
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7 Aktive Kontrolle von Tollmien-Schlichting-Wellen
Bisher wurde eine stationäre Lorentzkraft angewendet, um das mittlere Geschwindig-
keitsprofil und damit die Stabilitätseigenschaften der Grenzschicht zu beeinflussen. Klei-
ne Störungen wachsen daraufhin weniger stark bzw. werden gedämpft. Allerdings lässt
sich das mittlere Geschwindigkeitsprofil erst bei vergleichsweise großem Impulseintrag
genügend modifizieren. Wären jedoch die kleinen, viel energieärmeren Störungen selbst
direktes Ziel der Beeinflussung, ließe sich der Kontrollaufwand eventuell reduzieren.
Störungen kleiner Amplitude lassen sich mit den linearisierten Bewegungsgleichungen
beschreiben. Damit gilt das Superpositionsprinzip, bereits vorgestellt in Kap. 3.3.1: Eine
beliebige Störung lässt sich als Summe von harmonischen Einzelstörungen (Partialwel-
len) dargestellen, die jeweils der Orr-Sommerfeld-Gleichung folgen. Diese Eigenschaft
nützt auch im Sinne einer Transitionsverzögerung. Ist eine Störung detektiert, erzeugt
man eine genau gegenphasige Welle und hofft, dass die Überlagerung beider im Idealfall
verschwindet bzw. die verbleibende Wellenamplitude zumindest signifikant sinkt.
In der Literatur wird dieses Prinzip als „aktive Kontrolle“, „opposition control“, „wave
superposition“ oder „wave cancelation“ bezeichnet. Aufbauend auf den theoretischen Ar-
beiten von Brooke-Benjamin (1960) und Landahl (1962) nutzte dies erstmals Wehrmann
(1965) experimentell zur Dämpfung von TS-Wellen. Mittels einer flexiblen, “aktiven”
Wand, bestehend aus einer Anzahl phasenversetzt schwingender Segmente, konnte er
die Geschwindigkeitsschwankungen einer stromauf angeregten Welle reduzieren, signifi-
kant allerdings nur im unteren Bereich der Grenzschicht y/δ99 < 0.15. Integriert über die
gesamte Grenzschicht gibt er im sehr kurzen Bericht einen Wert von 10% Schwankungs-
verringerung an. Detaillierter beschreibt Milling (1981) seine Arbeiten. Bei laminarer
Anströmung regte er in einem Wasserkanal ebenfalls künstlich TS-Wellen an, die ohne
Aktuation schließlich zu vollturbulenter Strömung führten. Mit einem spannweitig an-
gebrachtem, wandnormal oszillierendem Draht konnte er die TS-Wellenamplitude um
81% dämpfen und beobachtete daraufhin innerhalb der Messstrecke keine abgeschlosse-
ne Transition mehr. Die Transitionsreynoldszahl stieg damit um mindestens 28%. Für
einen ähnlichen Aufbau, allerdings in Luft, bestimmte Thomas (1983) eine Dämpfung
von 86% und eine um 65% vergrößerte Transitionsreynoldszahl. Liepmann et al. (1982)
und Liepmann und Nosenchuck (1982) kontrollierten in einem Wasserkanal mit sehr
geringem Turbulenzgrad sowohl künstlich angeregte als auch erstmals natürliche TS-
Wellen erfolgreich mit periodisch angesteuerten Heizelementen in der Wand. Die Tran-
sitionsreynoldszahl vergrößerte sich dabei um etwa 38%; Zahlenwerte zur Dämpfung
der Wellenamplitude geben sie nicht an. Seitdem erschienen viele numerische und expe-
rimentelle Arbeiten, bei denen eine TS-Wellendämpfung um 70–90% regelmäßig auch
mit anderen Aktuatoren erreicht wurde, so etwa mit bewegten Wänden (Metcalfe et al.
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1986), periodischem Ausblasen und Absaugen (Biringen 1984; Gaster 2000), oder Plas-
maaktuatoren (Grundmann und Tropea 2008). Einen ausführlichen Überblick über die
Arbeiten der 80er und 90er Jahre geben Joslin et al. (1994) und Joslin et al. (1997).
Zunächst erzeugten die meisten Autoren mit einem ersten Aktuator kontrolliert mono-
frequente Störungen und untersuchten deren Dämpfung durch einen zweiten. Deutlich
schwieriger sind natürlich entstehende TS-Wellen zu beeinflussen. Unregelmäßig in Pake-
ten auftretend sind sie durch eine Vielzahl enthaltener Frequenzen bei unterschiedlicher
Phasenlage gekennzeichnet und effektiv nur in einem geschlossenen Regelkreis (Closed-
Loop) zu beherrschen: Ein erster Sensor erfasst die ankommenden Störungen, aufbauend
darauf sagt ein Modell den Strömungszustand am Aktuator vorher und generiert eine Ge-
genstörung. Stromab misst ein zweiter Sensor die verbleibenden Störungen, diese gehen
ebenfalls in das Modell ein („Feedback“) und sollen durch Adaption der Aktuatorparame-
ter minimiert werden. Bereits Liepmann und Nosenchuck (1982) nutzen einen „Feedback
Loop“ im Experiment, beschreiben diesen aber nicht näher. Thomas (1983) platzierte
einen Hitzdrahtsensor eine halbe TS-Wellenlänge stromauf des zweiten Aktuators und
konnte daher dessen Signal quasi direkt nutzen, um Wellen des ersten Aktuators bei
vorgegebener Frequenz zu dämpfen. Die experimentelle Kontrolle breitbandiger Störun-
gen gelang erstmals Pupator und Saric (1989). Ebenfalls durch Closed-Loop-Kontrolle
natürlicher TS-Wellen erreichte Baumann et al. (2000) in einer Tragflügelgrenzschicht
bei 17 m/s Anströmgeschwindigkeit eine Transitionsverzögerung von 10% bezogen auf
die Flügeltiefe.
Die vollständige Auslöschung der Wellen gelang bis dato jedoch weder experimentell
noch numerisch. Aufgrund (schwacher) nichtlinearer Interaktion der ursprünglichen und
der auslöschenden Welle verbleiben nach der Überlagerung Reststörungen, die erneut
exponentiell wachsen und laut Joslin et al. (1994) letztlich die Transition abschließen
würden: „wave cancelation is not possible in the true 3D nonlinear transition case“.
Dessen ungeachtet gibt es Ansätze, die Störungen auch außerhalb des linearen Regimes
zu kontrollieren. So setzte Evert (2000) Filter mit nichtlinearem Übertragungsverhalten
zur Dämpfung von TS-Wellen großer Amplitude O(1%) ein und reduzierte die Störun-
gen damit um 75%. Einen konzeptuell anderen Weg verfolgte die numerische Arbeit von
Gmelin und Rist (2001). Statt lokal begrenzter Einwirkung, wie es etwa bei oszillieren-
den Drähten oder Schlitzaktuatoren der Fall ist, nutzten die Autoren in einem stromab
ausgedehnten Bereich der Länge L ≈ 10λT S die an der Wand gemessene spannweitige
Komponente der Wirbelstärke (skaliert und leicht zeitversetzt) direkt als Randbedin-
gung. Damit erzielen sie erstaunliche Kontrollerfolge selbst in der stark nichtlinearen
späten Transitionsphase bei sehr guter energetischer Effizienz.
Für Aktuation durch periodisches Ausblasen/Absaugen stellen Closed-Loop-Kontrolle
und Optimalsteuerungsmethoden den Stand der Wissenschaft dar (Chevalier et al. 2007;
Högberg und Henningson 2002). Elektromagnetische Kräfte hingegen wurden nach Kennt-
nis des Autors bisher weder numerisch noch experimentell im Hinblick auf eine aktive
Kontrolle von TS-Wellen untersucht, obwohl die nahezu verzögerungsfreie Wirkung, li-
neares Kraftverhalten und beliebige darstellbare Kraft-Zeitverläufe den Lorentzkraftak-
100
7.1 Rechnungssetup und Parameter
y
xz
4a
50
-250 550-194 -138 510-La/2 La/2
U∞
δ1
0
a
a)
Wellenanregung
Sponge layer
Lorentzkraft
F
+
Re
Ein-
trittsrand
Wellenanregung
Aktuator
Austritts-
rand
(b)
 0
 50
 100
 150
 200
 250
 300
 500  700  900  1100  1300
Bild 7.1: (a) Skizze des Rechengebietes. Der Verlauf der Lorentzkraft ist für den Anfang und
die Symmetrieebene des Aktuators x = 0 skizziert. (b) Position von Wellenanregung und
Aktuator relativ zur Störungsindifferenzkurve.
tuator als sehr geeignet erscheinen lassen. Das folgende Kapitel, in Teilen bereits in
Albrecht et al. (2008) veröffentlicht, soll dazu grundlegende Fragen beantworten.
Neben der Eindringtiefe a und der Kraftamplitude Z sind für eine aktive Kontrolle mit
oszillierender Lorentzkraft noch der Phasenwinkel ϕ zwischen ankommender Welle und
Aktuatorsignal sowie die Länge des Aktuators LA relevant. Abgestimmt auf den Charak-
ter der Anströmung, gegeben durch Re, A2D, F+, beschreiben die nächsten Abschnitte
die optimalen Parameter, die zu größtmöglicher Dämpfung der TS-Welle führen. Neben
vielen zweidimensionalen Parameterstudien wird erneut die reale, inhomogene Kraftver-
teilung betrachtet. Sie führt zwangsweise zu dreidimensionalen Störungen – zumal die
Kraft nun auch zeitlich oszilliert – deren Einfluss auf die Dämpfung zweidimensionaler
TS-Wellen zu klären ist. Schließlich wird die energetische Effizienz abgeschätzt, wobei
dies einiger Annahmen bedarf.
7.1 Rechnungssetup und Parameter
Bild 7.1 gibt einen Überblick über das Rechengebiet. Zahlenwerte der verwendeten Para-
meter sind in Tab. 7.1 zusammengefasst. Für die gewählte TS-Welle der Frequenz F+ =
108 beginnt der instabile Bereich bei Re = 714; hier wurde auch die TS-Wellenanregung
platziert (siehe Bild 7.1b). Abgestimmt auf die TS-Wellenlänge λT S = 36 lässt eine Ak-
tuatorlänge LA = λT S/2 = 18 die beste Dämpfung erwarten. Nimmt man die lokale
Grenzschichtdicke δ99 = 4.36 in der Mitte des Aktuators (bei x = 0) als erste Schätzung
der benötigten Eindringtiefe, so ergibt sich ein Seitenverhältnis von LA/a ≈ 3. Im Gegen-
satz zu den bisherigen Ausführungen ist der Aktuator nun also viel kürzer und Endeffekte
könnten relevant sein. Daher wird die Kraftverteilung wie in Kap. 2.7.2 angegeben mo-
delliert. Am Anfang und am Ende des Aktuators treten dann signifikante wandnormale
Komponenten auf, wie die Skizze des Kraftverlaufs zeigt. Um dem Kraftverlauf nahe
des Aktuators besser aufzulösen, wurde die Elementgröße dort auf ∆x = 5 verringert,
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während sie im übrigen Rechengebiet weiterhin ∆x = 10 beträgt. Für zweidimensionale
Rechnungen wird die Kraft über der Spannweite gemittelt.
Gitter TS-Wellenanregung Aktuator
Rein x0 Lx Ly ∆x NP F+ A2D xd0 xd1 xem0 LA a
585 -250 800 50 5/10 7 108 0.01 -194 -138 -9 18 5.5
Tabelle 7.1: Parameter der Simulationen zur aktiven Kontrolle.
Da diese Art der Transitionskontrolle lineare Superposition voraussetzt und ausnutzt,
ist es hilfreich, einzelne Fälle zu betrachten, bei denen entweder TS-Wellenanregung oder
Aktuator ausgeschaltet sind. Dazu wird folgende Notation eingeführt:
• „Typ-10“ bezeichnet die unbeeinflusste Strömung (Wellenanregung an, Aktuator
aus),
• „Typ-01“ untersucht allein die vom Aktuator erzeugte Welle (Anregung aus, Ak-
tuator an),
• „Typ-11“ schließlich beschreibt die Überlagerung (beide an).
7.2 Wellenüberlagerung und Einfluss der Kraftamplitude
Als Erstes soll nur der Typ-01, also die allein vom Aktuator erzeugte „Gegenwelle“, be-
trachtet werden. Bild 7.2 zeigt ihre voll entwickelte Amplitude A stromab des Aktuators
bei x = 170 in Abhängigkeit von der effektiven Kraftamplitude Zrms = Z/
√
2. Sie sind
über weite Bereiche direkt proportional, ähnlich der in dieser Arbeit regelmäßig verwen-
deten TS-Wellenanregung mit einer wandnormal oszillierenden Volumenkraft. Erst für
große Zrms > 2 weicht die Wellenamplitude leicht von der Ausgleichsgeraden ab, bewegt
sich dann mit A = 3.9% allerdings auch jenseits der üblichen „Linearitätsgrenze“ von
A ≈ 1%. Damit wird es – abhängig von der Eindringtiefe – jeweils ein optimales Zrms
geben, bei welchem die vom Aktuator erzeugte Welle gleich groß der ankommenden,
auszulöschenden TS-Welle ist.
Nun wird die TS-Wellenanregung zugeschaltet und die Überlagerung beider Wellen
betrachtet. Ergebnisse für diesen Typ-11 zeigt Bild 7.3. Hier wurden Geschwindigkeits-
schwankungen u′ bei t = 25 000 entlang einer Linie y = 1 extrahiert und für unterschied-
liche Zrms dargestellt. Für den unbeeinflussten Referenzfall beträgt die Amplitude der
ankommende TS-Welle u′rms = 2.5 · 10−3 bei x = 0. Die Position y = 1 wurde gewählt,
da dort die größten Geschwindigkeitsschwankungen bei TS-Wellen auftreten.
Erwartungsgemäß wachsen die Schwankungen für den unbeeinflussten Fall stromab
an. Die oszillierende Lorentzkraft verringert die Gesamtstörungen deutlich. Für die hier
gewählte Eindringtiefe a = 5.5 (die optimale Eindringtiefe, wie in Kap. 7.3 gezeigt wird)
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Bild 7.2: Amplitude der vom Aktuator allein
generierten Welle (Typ-01) bei a = 5.5 und
verschiedenen Zrms.
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Bild 7.3: Instantane Geschwindigkeitsschwan-
kungen u′ bei t = 25 000 entlang y = 1 für
a = 5.5 und unterschiedliche Zrms. Für den
unbeeinflussten Fall ist zusätzlich das zeit-
liche Mittel u′rms gezeigt.
dämpft eine Kraftamplitude von Zrms = 0.40 die verbleibenden Störungen nach der Über-
lagerung am besten. Ein niedrigeres Zrms = 0.35 (– – –) reicht nicht aus, um die ursprüng-
liche Welle bestmöglich auszulöschen, während Werte jenseits des Optimums wie erwar-
tet eine um 180◦ phasenverschobene Welle erzeugen (Zrms = 0.46, ·········). Hier sei ange-
merkt, dass sich die Auslöschung nicht weiter verbessert, selbst wenn die Kraftamplitude
in der Nähe des optimalen Wertes Zrms = 0.40 feiner variiert wird. Für 0.39 < Zrms < 0.41
kehrt lediglich die Phase allmählich um, bei gleichbleibender Wellenamplitude.
Bild 7.4 zeigt die Entwicklung der Wellenamplitude über x, wiederum für die Referenz
und den Fall der optimalen Dämpfung mit Zrms = 0.40. Zusätzlich stellen die durchge-
zogenen Linien einen 3-D-Fall dar, der in Kap. 7.5 diskutiert wird. Die unbeeinflusste
Welle, angeregt im für diese Frequenz bereits instabilen Bereich (s. Bild 7.1b), wächst
bis zum zweiten Zweig bei x = 372 (Re = 1193), klingt danach ab und wird schließ-
lich im Sponge Layer stark gedämpft. Bei eingeschalteter Wellendämpfung verringert
sich die Amplitude nach dem Aktuator graduell um mehr als eine Größenordnung und
schwingt ab x > 100 bei A ≈ 10−4. Nach linearer Theorie sollte die Welle hier wieder
wachsen, dennoch scheinen die Peaks auch noch weit stromab schwächer zu werden. Die
Befürchtung, ungenügende Dämpfung der sehr kleinen Wellenamplitude nach der Über-
lagerung im Sponge Layer und folglich Reflexionen am Ausströmrand seien die Ursache,
hat sich nicht bestätigt, da wiederholte DNS bei unterschiedlicher Gebietslänge exakt
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Bild 7.4: Verlauf der TS-
Wellenamplitude und höherer
Moden über x bei gemittelter und
inhomogener Kraft.
gleiche Ergebnisse lieferten.
Stattdessen lassen sich diese Schwingungen mit der Postprocessing-Methode „globales
rms-Maximum ergibt die Wellenamplitude“ erklären. Normalerweise ist das wandnahe
lokale Maximum einer TS-Welle etwa viermal größer als das wandferne. Nach der Super-
position zweier nahezu gleicher Wellen (vgl. Bild 7.5c) sind beide lokale Maxima auch
in etwa gleich groß, so dass das wandnahe nicht mehr a priori die TS-Wellenamplitude
bestimmt. Während also im vorliegenden Fall das wandnahe Maximum nach dem Ak-
tuator wieder der LST entsprechend wächst (auch in Bild 7.4 eingetragen), schwingt der
Wert des wandfernen mit der Lauflänge und ist abwechselnd größer bzw. kleiner als das
wandnahe Maximum. Ein oszillierendes wandfernes Maximum tritt auch bei Rechnun-
gen mit suboptimalen Parametern auf, bei denen das wandnahe aber immer das größere
ist und somit glatte A-Kurven entstehen, während der unbeeinflusste 2-D-Fall völlig frei
von Oszillationen bleibt. Eine mögliche Erklärung liefert ein einfaches Modell der Über-
lagerung zweier Wellen exp[i(αx − ωt)], α = iαi + αr. Sind die räumlichen Wellenzahlen
αr verschieden, so entsteht räumlich variierende Auslöschung. Unterschiedliche räumli-
che Wellenzahlen könnten aus schwach nichtlinearer Interaktion zwischen ankommender
und auslöschender Welle resultieren und begrenzen offensichtlich den Dämpfungserfolg.
Ähnliche Schwingungen sind auch bei Joslin et al. (1994) zu beobachten, dort allerdings
auch für den unbeeinflussten Fall.
Da sich die Amplitude nach dem Aktuator nur allmählich verringert, muss es eine
räumliche Entwicklung der auslöschenden Welle geben. Dazu vergleicht Bild 7.5 die
ankommende TS-Welle (Typ-10) mit zwei Wellen, die nur durch den Aktuator bei un-
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Bild 7.5: Vergleich der TS-Wellenformen der ankommenden Welle mit der vom Aktuator gene-
rierten bei verschiedenen x.
terschiedlicher Eindringtiefe erzeugt wurden (Typ-01), an drei Positionen x = 10, 25, 45.
Direkt nach der Anregung bei x = 10 erkennt man, dass die dämpfende Welle durch die
oszillierende Kraft vor allem im wandnahen Bereich y ≤ 1.5 initiiert wird. Das Maximum,
für beide a mit y = 0.5 deutlich wandnäher als bei der „normalen“ TS-Welle gelegen, ist
für a = 5.5 hier noch merklich größer. Stromab nähern sich die Wellen der verschiedenen
a sowohl aneinander als auch an die ursprüngliche TS-Wellenform an, ohne dass aktiv
weiterer Impuls eingebracht wird. Erst ca. eine Wellenlänge stromab des Aktuatorendes
bei x = 45 ist mit weitestgehend gleicher Wellenform die beste Auslöschung zu erwarten,
was etwa bei der Closed-Loop-Kontrolle wichtig für die Position des Feedback-Sensors
wäre.
7.3 Einfluss der Eindringtiefe
In zahlreichen zweidimensionalen Simulationen wurden Eindringtiefe, Kraftamplitude
und Phase des Aktuators variiert, um die nach der Überlagerung verbleibende Wellen-
amplitude zu minimieren. An dieser Stelle bietet es sich an, mit
G = 1 − A
AZ=0
∣
∣
∣
∣
x=170
(7.1)
ein skalares Maß des Kontrollerfolges zu definieren. Verglichen werden also die Wellen-
amplituden zwischen beeinflusster und unbeeinflusster Strömung; wie oben beschrieben
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ist dies erst deutlich stromab des Aktuators sinnvoll.
Bild 7.6 zeigt die bei unterschiedlichen Eindringtiefen erreichte Dämpfung und die
dazugehörige Kraftamplitude. Der beste Wert von G = 97% tritt bei Zrms = 0.40 ± 0.01
und a = 5.5 ± 1 auf, wobei diese optimale Eindringtiefe dem 1.26-fachen der lokalen
Grenzschichtdicke entspricht. Auch der Phasenwinkel wurde optimiert: Idealerweise ist
die Lorentzkraft der ankommenden Welle ∆ϕ = 180.7 ± 0.1◦ voraus.
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Bild 7.6: Beste erreichte
Dämpfung in Abhängig-
keit von der Eindring-
tiefe mit dazugehöriger
Kraftamplitude.
Andere Eindringtiefen erlauben ähnliche Resultate, sofern Zrms entsprechend ange-
passt wird: eine Dämpfung um mehr als 90% ist für 4.5 ≤ a ≤ 7.5 möglich. Da die
dimensionsbehaftete Eindringtiefe a · δ1 bei einer Anwendung normalerweise konstruktiv
festgelegt wäre, erlaubt dies z. B. in gewissem Maße veränderliche Anströmgeschwindig-
keiten, bei denen der Aktuator wegen δ1 ∝ U∞ bei unterschiedlichen dimensionslosen a
arbeiten würde. Abweichung vom jeweils optimalen Zrms lassen die verbleibende Wellen-
amplitude linear ansteigen.
7.4 Einfluss der Aktuatorlänge
Bisher wurde die Aktuatorlänge auf die halbe Wellenlänge der ankommenden TS-Welle
gesetzt. Bild 7.7 zeigt nun den Zusammenhang zwischen Aktuatorlänge LA und der
Amplitude der entstehenden Welle. Hierzu wird der Typ-01 betrachtet: die TS-Wellen-
anregung ist inaktiv, und der Aktuator wird mit konstantem Zrms = 0.4 bei einer Ein-
dringtiefe von a = 5.5 betrieben.
Die entstehende Wellenamplitude hängt offensichtlich quadratisch von der Aktuator-
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Bild 7.7: Variation der Aktuatorlänge LA bei a =
5.5 und Zrms = 0.4
länge ab. Bei LA = λT S/2 = 18 ist die entstehende Welle erwartungsgemäß am größten.
Ist der Aktuator länger, wirkt ein Teil der Kraft bereits der Welle entgegen.
Der quadratische Zusammenhang erlaubt es nun, durch günstige Wahl der Aktuator-
länge die Effizienz zu verbessern. Ausgehend vom Maximum (Punkt 1) führt ein beispiels-
weise um 50% kürzerer Aktuator zur Halbierung der eingesetzten Leistung (Pe ∝ LA),
jedoch keinesfalls auch zu einer Halbierung der Wellenamplitude – diese sinkt hier ledig-
lich auf 73% (Punkt 2). Um die Wellenamplitude anschließend wieder auf das ursprüng-
liche Niveau anzuheben, muss die Kraftamplitude erhöht werden (Punkt 3). Da dieser
Zusammenhang jedoch in guter Näherung linear ist (A ∝ Zrms, siehe Bild 7.2), genügt es,
Zrms auf das (1/0.73)-fache zu vergrößern. Dies kostet zwar wiederum Leistung, für kleine
Anströmgeschwindigkeiten jedoch nur in linearem Maße.1 Somit lässt sich die Effizienz
verbessern: Ein kürzerer Aktuator spart proportional Leistung, demgegenüber steht der
nur unterproportional wachsende Mehraufwand aufgrund der höheren Kraftamplitude.
Mit der quadratischen Anpassung
A(LA, Zrms) ∝ Zrms(−0.16 L2A + 5.77 LA − 4.55)/104, (7.2)
hier erweitert um den als linear angenommenen Zusammenhang zwischen Wellenamplitu-
de und Lorentzkraft, lässt sich ein einfaches Optimierungsproblem formulieren. Gesucht
ist die Aktuatorlänge, welche bei gegebener Wellenamplitude A0 die aufgenommene Lei-
stung minimiert:
min
LA
P = cLAZrms NB : A(LA, Zrms) = A0, (7.3)
1Siehe Gl. 2.42: Wenn der Klammerausdruck von UZ dominiert wird, ist Pe ∝ Zrms.
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wobei c eine Proportionalitätskonstante ist. Einsetzen von Gl. (7.2) in (7.3), ableiten
nach LA und Null setzen ergibt eine optimale Aktuatorlänge von LA = 5.33. Dadurch
reduziert sich die Wellenamplitude auf 46% verglichen mit LA = 18. Nun erhöht man die
Kraftamplitude um den entsprechenden Faktor 1/46% auf Zrms = 0.88, wobei allerdings
das eigentliche Ausgangsniveau aufgrund schwach nichtlinearer Effekte knapp verpasst
wird. Die Abweichung ist mit 3% jedoch sehr gering, wie Bild 7.7 zeigt. In der Summe
reduziert dies die benötigte Leistung auf (5.33/18) · (0.88/0.4) = 65%.
7.5 Aktive Kontrolle mit inhomogener Kraft
Erzeugt der Aktuator eine inhomogene Kraftverteilung, kann keine rein zweidimensio-
nale Welle mehr entstehen. Die Überlagerung mit einer ankommenden Welle ist folg-
lich spannweitig moduliert. Einen visuellen Eindruck ermöglicht die Wirbeldarstellung
in Bild 7.8, quantitative Ergebnisse für diesen Fall – bei sonst gleichen Bedingungen
a = 5.5, Zrms = 0.4 – sind in Bild 7.4 eingetragen.
Ein Wellenberg tritt in den Ebenen z = 0, 2a, 4a auf, diese werden in Anlehnung an
die Terminologie sekundärer Stabilität im folgenden Peak-Ebene genannt (z = 2a ist
in Bild 7.8 gekennzeichnet). Weiterhin wurde das Geschwindigkeitsfeld in Fouriermoden
nach Gl. 2.11 zerlegt. Wie schon in Kap. 5.1.1 angemerkt, sind wegen der symmetrischen
Kraftverteilung alle ungeraden Moden Null. Zur besseren Übersicht zeigt Bild 7.4 auch
nur die ersten drei der nicht verschwindenden Moden. Ähnlich dem 2-D-Fall verringert
sich die mittlere Wellenamplitude (Mode 1,0) im Bereich des Aktuators. Gleichzeitig
werden dort aber höhere Moden fast bis zur Größe von Mode (1,0) angeregt, so dass die
peak-Amplitude zunächst sogar leicht steigt. Da die Grundströmung jedoch sekundär
stabil ist – die TS-Wellenamplitude ist immer kleiner als 1% – nehmen ab x = 30 alle
Moden wieder ab, die höheren sinken geschlossen bis auf 10−7. Mit dem Zusammengehen
von mittlerer und peak-Amplitude bei x ≈ 180 kann die TS-Welle wieder als zweidimen-
sional angesehen werden. Danach entwickelt sie sich wieder entsprechend der linearen
Theorie. Genügende Dämpfung der primären Instabilität vorausgesetzt, sind eine inho-
mogene Lorentzkraft und folglich Anregung spannweitiger Moden kein grundsätzliches
Hindernis bei der Transitionsverzögerung.
Peak-EbeneAktuation
Bild 7.8: λ2-Wirbelvisualisierung der Wellendämpfung mit inhomogener Lorentzkraft. Sie os-
zilliert innerhalb der angedeuteten Box bei x = 0.
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7.6 Energetische Effizienz
Die folgende Betrachtung soll die energetische Effizienz aktiven Kontrolle mit Lorentz-
kräften abschätzen. Dazu ist die benötigte elektrische Leistung mit der eingesparten
Antriebsleistung durch Widerstandsreduktion bei Laminarhaltung der Strömung zu ver-
gleichen. Da hier jedoch nur die Auslöschung einzelner Wellen betrachtet wurde, ist
der gesamte Verzögerungseffekt bei natürlicher Transition kaum exakt zu beziffern. Um
dennoch zumindest größenordnungsmäßige Aussagen zu treffen, sind einige Vereinfachun-
gen nötig. Zunächst sei angenommen, dass die Aktuation die laminare Laufstrecke von
Rex,T um einen Faktor fT r auf Re
∗
x,T vergrößere. Weiterhin betrage die Länge der Platte
l = Re∗x,T ν/U∞, d. h. die beeinflusste Strömung sei an der Hinterkante gerade noch lami-
nar. Verglichen werden also eine unbeeinflusste, letztlich turbulente und die kontrollierte,
vollständig laminare Grenzschicht.
Die dissipierte Leistung der unkontrollierten Grenzschichtströmung entspricht dem
Produkt aus turbulentem Reibungswiderstand W und Anströmgeschwindigkeit U∞:
P = W · U∞ =
ρ
2
U3
∞
l cf,turb(Re
∗
x,T ). (7.4)
Bei erfolgreicher Laminarhaltung verringert sie sich je Einheitsspannweite um
Psaved
b
=
ρ
2
U3
∞
l
[
cf,turb(Re
∗
x,T ) − cf,lam(Re∗x,T )
]
. (7.5)
Der Impulseintrag der oszillierenden Kraft ist im Mittel Null und geht daher nicht mit
in die Betrachtung ein.
Dem gegenüber steht die elektrische Leistung nach Gl. (2.42), integriert über der Länge
des Aktuators bei konstanten Parametern. Der Quotient von gesparter zu eingesetzter
Leistung ergibt dann die Effizienz der Beeinflussung
η =
νM0(a∗)2ReARe
∗
x,T
[
cf,turb(Re
∗
x,T ) − cf,lam(Re∗x,T )
]
(
UZ +
8πρU2
∞
Zrms
M0a∗σReA
)
4πZrmsL∗A
. (7.6)
Hierbei tritt die Lage ReA des Aktuators auf, da dessen dimensionslose Länge L∗A und
Streifenbreite a∗ auf der Verdrängungsdicke an diesem Ort basieren. Weiterhin sol-
len die Stoffwerte von Seewasser ν = 10−6 m2/s, ρ = 1000 kg/m3, σ = 5 S/m und
UZ = 1.88 V gelten. Die ankommende TS-Welle hat eine Amplitude von u′rms = 2.5 ·10−3
(vgl. Bild 7.3). Damit erreicht man bei einer Magnetisierung M0 = 1.25 T sowie L∗A = 18,
a∗ = 5.5 und Zrms = 0.4 selbst mit der optimistischen Annahme fT r = 2, also verdop-
pelter laminarer Laufstrecke, keine effiziente Beeinflussung. Bei U∞ = 1 m/s beträgt
die Effizienz gerade 10%. Ausgehend von diesen Werten wurden in Bild 7.9 Anström-
geschwindigkeit, angenommener Kontrollerfolg fT r und Magnetisierung variiert. Tabelle
7.2 fasst dazu einige Szenarien zusammen.
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Bild 7.9: Abhängigkeit der energetischen Effizienz von der Anströmgeschwindigkeit, der ange-
nommenen Transitionsverzögerung und der Magnetisierung der Permanentmagnete.
Mit steigender Anströmgeschwindigkeit fällt die Effizienz schnell auf Null. Der Grund
ist, dass dann die Grenzschicht sehr dünn wird und somit eine geringe Eindringtiefe
erfordert. Abgesehen von fragwürdiger technologischer Realisierbarkeit – bei 10 m/s wäre
eine Streifenbreite von 0.3 mm optimal – steigt dabei die Stromdichte j0 ∼ a−2 stark
an, und mit ihr die Ohmschen Verluste, wie in Kap. 2.7.3 erläutert wurde. Kleinere
Geschwindigkeiten erhöhen die Effizienz η zunächst noch, bei sonst gleichen Bedingungen
übersteigt sie jedoch nie 21%, da die Leistungsaufnahme Pe dann von der konstanten
Zersetzungsspannung UZ dominiert wird.
Bei kleinerer dimensionsloser Eindringtiefe und entsprechend geringerem Zrms verbes-
sert sich η etwas, ersichtlich aus den unteren beiden Zeilen der Tabelle 7.2. Viel kleiner
als 4.5 kann a∗ jedoch nicht gewählt werden, wenn noch eine ausreichende Dämpfungs-
wirkung der TS-Wellen erhalten bleiben soll. Zur Magnetisierung M0 und der angenom-
menen Transitionsverzögerung fT r ist η weitgehend direkt proportional.
U∞ a
∗ a Zrms Psaved/b Pe/b η
m/s mm W/m W/m
0.1 5.5 32.1 0.40 0.008 0.038 0.206
1 5.5 3.21 0.40 0.802 4.912 0.163
10 5.5 0.321 0.40 80.2 10770 0.007
1 4.5 2.63 0.27 0.802 4.700 0.170
1 3.5 2.04 0.16 0.802 4.404 0.182
Tabelle 7.2: Leistungsdaten und energetische Effizienz der aktiven Kontrolle bei verschiedenen
Anströmgeschwindigkeiten und dimensionslosen Eindringtiefen.
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8 Zusammenfassung
Research is the process of going up
alleys to see if they are blind.
(Marston Bates)
Die vorliegende Arbeit sollte erstmals im Detail untersuchen, wie elektromagnetische
Kräfte in den verschiedenen Phasen der laminar-turbulenten Transition schwach leitfä-
higer Fluide an einer ebenen Platte wirken und wie sich damit der Transitionsprozess
verzögern lässt.
Dazu wurde ein numerisches Modell implementiert, welches Tollmien-Schlichting-Wel-
len (TS-Wellen) anregt und ihre Entwicklung bis in die Anfangsphase turbulenter Strö-
mung anhand Direkter Numerischer Simulationen (DNS) verfolgt. Die betrachtete Kraft
ist prinzipiell stromab gerichtet, spannweitig inhomogen, und lässt sich durch eine Ein-
dringtiefe sowie eine Kraftamplitude charakterisieren. Sie wurde sowohl stationär als
auch zeitlich bzw. räumlich veränderlich angewandt. Zu allen betrachteten Konfiguratio-
nen wurde überprüft, ob die Vereinfachung einer spannweitig gemittelten Kraft zulässig
ist. Dabei unterscheiden sich die Ergebnisse in allen Fällen nur um wenige Prozent von
denen einer realistischen, inhomogenen Kraftverteilung.
Simulationen zur primären Instabilität und Lineare Stabilitätsanalyse Zunächst
wurde das Wachstum von TS-Wellen während der linearen Transitionsphase mit DNS
untersucht. Wellenform und Wachstumsraten in unbeeinflusster Strömung stimmen sehr
gut mit Literaturangaben überein. Um die Wellenamplitude mit einer Lorentzkraft best-
möglich zu dämpfen, sollte die Eindringtiefe in etwa der lokalen Grenzschichtdicke ent-
sprechen. Damit wird gleichzeitig der schnellste Übergang zum exponentiellen Profil
erreicht. Jedoch entwickeln sich die berechneten Wachstumsraten nicht wie erwartet mo-
noton, sondern durchlaufen ein Minimum kurz nach Beginn der Beeinflussung.
Daraufhin wurde die beeinflusste Grundströmung einer Linearen Stabilitätsanalyse
unterzogen. Herkömmliche Methoden versagen bei den zu untersuchenden sehr großen
Reynoldszahlen; daher wurde eine Chebyshev-tau-Methode in Verbindung mit einem Fil-
teralgorithmus implementiert. Dieses Verfahren konnte sehr stabile Geschwindigkeitspro-
file aufdecken, deren kritische Reynoldszahlen nochmals wesentlich größer als die des ex-
ponentiellen Profils sind. Das Profil mit der höchsten kritischen Reynoldszahl ≈ 500 000
tritt direkt nach Beginn des Aktuators auf und weicht nur sehr wenig vom Blasiusprofil
ab. Gleichzeitig bedeutet dies, dass für Eindringtiefen im Bereich der Grenzschichtdicke
die kritische Reynoldszahl regelmäßig und deutlich über der lokalen liegt. Es wird folglich
zu stark stabilisiert.
Basierend auf der linearen Analyse konnte außerdem ein einfacher Ausdruck für die
Stabilitätsgrenze in Abhängigkeit von der Eindringtiefe und der Kraftamplitude ange-
geben werden. Schließlich zeigten dreidimensionale Simulationen der späten Transitions-
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phase, dass bereits eine recht kleine Kraft ausreicht, um das Auftreten der Ω-Wirbel
zu verzögern. Wird die Kraft weiter erhöht, verschwinden diese Strukturen komplett.
Da sich die Λ-Wirbel dabei nur wenig verändern, kann man schlussfolgern, dass eine
stromab gerichtete Kraft die sekundäre Instabilität kaum beeinflusst.
Optimierung der Lorentzkraftverteilung Die räumliche Verteilung der Lorentzkraft
wurde so optimiert, dass sie die Strömung über einer gegebenen Lauflänge gerade linear
stabil hält und gleichzeitig die elektrische Leistungsaufnahme des Aktuators minimiert.
Die verwendete Optimierungsmethode – eine Kombination aus Grenzschichtgleichungs-
löser und evolutionärem Algorithmus – konvergiert, findet zulässige Lösungen verhält-
nismäßig effizient und liefert plausible Ergebnisse. Jedoch besteht keine Garantie, dass
es sich um globale Optima handelt.
Die optimale Eindringtiefe ist etwa 30 bis 60 mal größer als die Grenzschichtdicke, die
Kraftamplitude liegt zwischen 20 und 5. Bei vergleichbarer Effizienz, aber konstruktiv
einfacher lässt sich die Grenzschicht durch einen Aktuator mit konstanter Streifenbrei-
te stabilisieren. Trotz verschiedener Rand- und variierter Anfangsbedingungen fallen
die Kurven für die dimensionslose Stromdichte Z/a2 recht gut zusammen. Analog zur
Absaugung tritt auch hier zu Beginn der Beeinflussung, also in der Umgebung der In-
differenzreynoldszahl, ein Maximum auf. Bei allen optimierten Fällen entstehen leichte
Wandstrahlprofile.
Bei derart großer Eindringtiefe wirkt die Kraft weit über die Grenzschicht hinaus und
beschleunigt auch Teile der Außenströmung. Dadurch sinkt die Impulsverlustdicke am
Rechengebietsende, und der Gesamtwiderstand, also die Summe aus Wandreibung und
Impulseintrag, wird negativ. Die optimale Lorentzkraft verhindert damit nicht nur Tran-
sition, sondern treibt sogar die Strömung an. Statt den Impulseintrag ausschließlich so
zu platzieren, dass er die Stabilitätseigenschaften der Grenzschicht günstig beeinflusst,
erscheint es daher für zukünftige Studien sinnvoll, die globale Antriebsleistung als Opti-
mierungsziel aufzunehmen.
Im Bezug auf eine energetisch effiziente Laminarhaltung mit elektromagnetischen
Kräften wurde die Stabilität der Grenzschicht bisher lediglich durch Analogien abge-
schätzt (Weier 2005). Erst mit der nun vorliegenden Stabilitätsanalyse lässt sich die
erzielbare Effizienz realistisch bestimmen. Für die stationäre Beeinflussung, obwohl op-
timiert, liegt sie immer noch weit unter Eins. Allerdings stellt die hier zugrunde ge-
legte Forderung „keine instabilen Geschwindigkeitsprofile“ auch eine recht starke Ein-
schränkung dar: Wachsen Störungen nur kurzzeitig bzw. räumlich begrenzt, so ruft dies
typischerweise noch keine vollturbulente Strömung hervor; ein Umstand, den die weit
verbreitete eN -Methode zur Transitionsvorhersage nutzt. Räumlich begrenzte Instabili-
tät könnte also vom Algorithmus toleriert werden und somit die erforderliche Leistung
eventuell noch deutlich verringern. Andererseits kann in der Praxis die tatsächlich be-
nötigte Absaugegeschwindigkeit für eine gegebene Transitionsverzögerung durchaus um
eine Größenordnung über der theoretischen liegen (Schlichting und Gersten 1997; Joslin
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1998a). Für eine erste experimentelle Realisierung könnte dann die geforderte Stabili-
sierung verschärft werden, indem die größte zulässige Wachstumsrate von Null weiter
abgesenkt wird. Der hier entwickelte Algorithmus wäre dazu in der Lage.
Aktive Kontrolle von Tollmien-Schlichting-Wellen Erstmals wurden zeitlich oszil-
lierende Lorentzkräfte eingesetzt, um ankommende, zweidimensionale TS-Wellen durch
gegenphasige Überlagerung auszulöschen. Mit der hier vorgenommenen genauen Abstim-
mung von Phase, Eindringtiefe und Kraftamplitude konnte im besten Fall eine Wellen-
dämpfung von 97% erreicht werden. Eine Auslöschung von mehr als 90% ist für Eindring-
tiefen im Bereich von 4.5 bis 7.5 möglich; darüber hinaus lässt der Erfolg der Wellen-
auslöschung schnell nach. Die aus energetischer Sicht optimale Aktuatorlänge entspricht
überraschenderweise nicht der halben Länge der auszulöschenden Welle, sondern nur et-
wa einem Siebentel. Auch hier wurde die energetische Effizienz untersucht. Sie beträgt
selbst unter optimistischen Annahmen nicht mehr als 10 bis 20%.
Ausblick Auch wenn eine energetisch effiziente Laminarhaltung mit elektromagneti-
schen Kräften derzeit nicht erreichbar scheint, gestalten in der Strömung wirkende Vo-
lumenkräfte die Beeinflussung wesentlich flexibler und erlauben Grenzschichtprofile, die
mit Absaugung nicht möglich wären. Überdies lässt sich der Kraftverlauf in y durch eine
andere Form und Anordnung der Elektroden und Magnete verändern, was die Freiheit
weiter erhöht und eventuell die Effizienz verbessern könnte (Spong et al. 2005).
Vor diesem Hintergrund könnte man zunächst auch gänzlich von einer vorgegebe-
nen, technischen Methode wie der Absaugung oder hier Lorentzkräften absehen und
das Grenzschichtprofil grundlegend optimieren: Wie sähe beispielsweise ein maximal sta-
biles Profil aus, und welche Kraft wäre dafür nötig? Oder, noch einen Schritt weiter
gehend: Wo sollte man prinzipiell Impuls in einer sich räumlich entwickelnden Grenz-
schicht einbringen, um diese gerade ausreichend zu stabilisieren? Immer direkt an der
Wand? Darauf deuten die beobachteten sehr stabilen Geschwindigkeitsprofile hin. Oder
verteilt über die Grenzschicht, wie die Ergebnisse der Optimierung von Eindringtiefe
und Kraftamplitude nahelegen?
Mit der vorgestellten Methodik, insbesondere dem Algorithmus zur Linearen Stabi-
litätsanalyse bei sehr großen Reynoldszahlen, könnte man zumindest der ersten Frage
nachgehen. Die zweite Frage hingegen zielt ausdrücklich auf eine weitere Dimension von
Freiheitsgraden. Bei der Vielzahl an Parametern wäre dann eine Optimierung wie bis-
her durch Kopplung von Linearer Stabilitätsanalyse und Evolutionsstrategie sicher nicht
mehr praktikabel. Stattdessen könnte das Vorwärtsproblem anhand der parabolisierten
Stabilitätsgleichungen gelöst werden. Die Optimierung könnte mit gradientenbasierten
Verfahren erfolgen, wobei die Ableitungsinformationen zweckmäßigerweise über einen
adjungierten Ansatz bereitzustellen wären.
113
8 Zusammenfassung
114
Symbolverzeichnis
Symbol Erläuterung
a Eindringtiefe und Elektrodenabstand
A TS-Wellenamplitude
A2D, A3D Amplitude der Wellenanregung, 2-D/3-D-Anteil
α zeitliche Wellenzahl
β spannweitige Wellenzahl
B Magnetische Flussdichte
Bh,k Fourieramplitude der Mode (h,k)
c Eigenwert
ci zeitliche Anfachungsrate
cr Phasengeschwindigkeit
b Einheitsbreite
cEM Koeffizient der elektrischen Leistungsaufnahme
cf Reibungsbeiwert
cw Widerstandsbeiwert
cw,T heorie theoretischer Widerstandsbeiwert
D relative Eindringtiefe
δin Verdrängungsdicke am Eintrittsrand
δ1 lokale Verdrängungsdicke
δ99 Grenzschichtdicke
δ2 Impulsverlustdicke
∆x, ∆y Elementgröße in x- und y-Richtung
ex, ey, ez Einheitsvektoren
E Elektrisches Feld
ǫ Schwellenwert
f Frequenz
f1 fundamentale Frequenz
F Kraftdichte
F D Kraft zur Wellenanregung
FI integral eingetragene Kraft
F+ Frequenzparameter
G erreichte Dämpfung bei aktiver Kontrolle
H Höhe der Permanentmagnete
H12 Formparameter
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i imaginäre Einheit
I elektrischer Strom
IM , IV , IK Mutter-, Vater-, Kindindividuum
j Stromdichte
κ Mapping-Parameter
LA Länge des Aktuators
Lf Abstand zum Fernfeldrand
Lref Referenzlänge
LS Länge des Dämpfungsgebietes
Lx, Ly, Lz Ausdehnungen des Rechengebietes
λT S TS-Wellenlänge
λz fundamentale spannweitige Wellenlänge
M0 Magnetisierung
n Normalenvektor
N Wechselwirkungsparameter
NaZ Stützstellenanzahl von Eindringtiefe und Kraftparameter
NP Polynomgrad
N normalverteilte Zufallszahl
ηME elektro-mechanischer Wirkungsgrad
ν kinematische Viskosität
p Druck
P zeitlich gemittelter Druck
Pe elektrische Leistungsaufnahme des Aktuators
Pm mechanische Leistung
Psaved eingesparte Leistung
φ Phasenwinkel
φ Amplitudenverlauf
Φ Lastfaktor
Ψ Stromfunktion
Q Zielfunktion
QK Zielfunktionswert des Kindindividuums
Qworst schlechtester Zielfunktionswert der Population
rmax Radius der TS-Wellenanregung
Re lokale Reynoldszahl
ReA Reynoldszahl am Aktuator
Rekrit kritische Reynoldszahl
Rein Reynoldszahl am Eintrittsrand
ReT r Transitionsreynoldzahl
σ Spannweite innerhalb der Population
σ elektrische Leitfähigkeit
σ Wachstumsrate
τw Wandschubspannung
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Tu Turbulenzgrad
u Geschwindigkeitsvektor
u, v, w Komponenten des Geschwindigkeitsvektors
U, V, W zeitlich gemittelte Geschwindigkeitskomponenten
U∞ Anströmgeschwindigkeit
U Spannung
U , N gleichverteilte Zufallszahl
vw Absaugegeschwindigkeit
x Ortsvektor
x, y, z kartesische Koordinaten
xd0, xd1 Anfangs- und Endkoordinate der TS-Wellenanregung
xExp Einlauflänge bis zum Erreichen des exponentiellen Profils
xem0, xem1 Anfangs- und Endkoordinate des Aktuators
x0, x1 Anfangs- und Endkoordinate des Rechengebietes
xs Anfangskoordinate des Dämpfungsgebietes
xuns Ort, an dem Instabilität auftritt
yd Wandabstand der TS-Wellenanregung
Z Kraftamplitude
Abkürzungen
DNS Direkte numerische Simulation
OSG Orr-Sommerfeld-Gleichung
TS Tollmien-Schlichting
Indizes
0 Startwert
abs Absaugung
Blas Blasius
exp exponentiell
ind Indifferenz
lam laminar
turb turbulent
w an der Wand
x̂ Maximum
x basierend auf der Lauflänge
x′ Abweichung zum Mittelwert
xrms Effektivwert
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