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ANOVA analysis of variance
BFA Binominalfunktionsanpassung
BKA Bundeskriminalamt
CMS Consecutive Matching Striations - Übereinstimmende nebenein-
ander liegende Linien
PC Principal Component - Hauptkomponente
PCA Principal Component Ananlysis - Hauptkomponentenanalyse
SWEK Schusswaffenerkennungsdienst
ZTMS Zentrale Tatmunitionssammlung des BKA
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1 Einleitung
In der Bundesrepublik Deutschland wurden im Jahr 2012 bei 5132 Straftaten
Schusswaffen verwendet [10]. An den Tatorten bleiben oft abgefeuerte Geschosse
oder benutzte Hülsen zurück, welche wichtige Spurenträger sind. Zur Aufklärung
einer Straftat ist es essenziell, alle Spuren auszuwerten. Dabei fließen Erkenntnis-
se aus nahezu allen Wissenschaftsbereichen in die Arbeit der kriminaltechnischen
Experten ein. Gerade vor Gericht müssen die aus den Spuren am Tatort ent-
nommenen Erkenntnisse wissenschaftlich untermauert werden. Diese Arbeit ist im
kriminaltechnischen Bereich der Schusswaffenspuren angesiedelt. Sie soll helfen die
Erkenntnisse der Experten bei Spurenauswertungen statistisch zu stützen.
In Deutschland werden die Spuren auf Munitionsteilen zentral beim Bundeskri-
minalamt (BKA) untersucht. Dort befindet sich auch die zentrale Tatmunitions-
sammlung (ZTMS) der Bundesrepublik Deutschland 1. In diese Sammlung sind
alle Geschosse und Hülsen eingelegt, welche bei Straftaten sichergestellt wurden
und denen keine Waffe als Spurenverursacher zugeordnet werden konnte. Jedes,
an einem Tatort sichergestellte, Munitionsteil wird an das BKA geschickt, wo des-
sen Spuren mit Spuren auf den Asservaten der ZTMS verglichen werden. Somit
ist es möglich Zusammenhänge zwischen verschiedenen Taten, bei welchen die sel-
be Waffe verwendet wurde, auch über die Grenzen der Bundesländer hinaus zu
ermitteln.
Wird auf dem Gebiet der Bundesrepublik eine Schusswaffe polizeilich sicher-
gestellt, werden Vergleichsgeschosse und -hülsen dieser Waffe erzeugt. Diese Ver-
gleichsmunition trägt die individuellen Merkmale der Waffe und wird zur Untersu-
chung an das BKA versandt. Ein Vergleich der Spuren der Munition aus der sicher-
gestellten Waffe mit den Spuren auf den Asservaten in der ZTMS kann Straftaten
die jeweils verwendete Waffe zuordnen.
Es gibt Spuren auf Munitionsteilen, welche durch ihre Lage und Ausprägung auf
bestimmte Merkmale der Waffe schließen lassen. Diese ermöglichen oftmals sogar
die Zuordnung von gefundenen Asservaten zu einem bestimmten Waffentyp.
Die Waffe als Spurenverursacher ist vielen äußeren Einflüssen ausgesetzt. Die
erzeugten Spuren verändern sich mit der Zeit. Sie werden im Inneren der Waffe auf
1 §2 Abs. 4 Satz 1 BKA Gesetz
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das Metall der Geschosse und Hülsen durch Reibung oder Druck übertragen. Wie
stark das Metall der Spurenträger von der Waffe bearbeitet wird, ist stark abhängig
von den Eigenschafen der Munition. Die Spuren, welche mit der gleichen Waffe
erzeugt wurden, stimmen durch diese vielen Einflüsse nie vollständig überein. Die
Problematik des Vergleichs dieser Muster liegt darin, zu erkennen, zu welchem
Zeitpunkt die Übereinstimmungen zwischen zwei Spuren groß genug sind um vom
selben Verursacher zu stammen.
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2 Grundlagen und Theorie
2.1 Handfeuerwaffen
2.1.1 Allgemeine Informationen
Schusswaffen werden nach ihrer Handhabung und ihrem Aufbau kategorisiert. In
der täglichen kriminaltechnischen Arbeit werden hauptsächlich Spuren auf Kurz-
waffen, wie Pistolen oder Revolvern, untersucht. Kurzwaffen sind nach deutschem
Waffenrecht wie folgt definiert:
Langwaffen; dies sind Schusswaffen, deren Lauf und Verschluss in ge-
schlossener Stellung insgesamt länger als 30 cm sind und deren kürzes-
te bestimmungsgemäß verwendbare Gesamtlänge 60 cm überschreitet;
Kurzwaffen sind alle anderen Schusswaffen1.
Nach der Form des Nachladens unterscheidet man Einzellader, Repetierer und
Selbstlader (automatische Schusswaffen). Typische Kurzwaffen sind Pistolen und
Revolver.
Die Munition befindet sich im Magazin der Waffe, von dort werden die Patro-
nen beim Nachladen in das Patronenlager geführt. Das Patronenlager befindet
sich am Ende des Laufs und ist in seiner Form an die Patronenart angepasst.
Abgeschlossen ist der Lauf am hinteren Ende durch den Stoßboden, der bei Hin-
terladerwaffen gleichzeitig der Verschluss ist. Die gebräuchlichsten Läufe sind mit
schraubenförmig angeordneten Vertiefungen versehen, Züge genannt. Die erhöhten
Bereiche innerhalb des Laufs werden als Felder bezeichnet. Der Laufinnendurch-
messer, über die Felder gemessen, ist das Kaliber der Waffe [23]. Abbildung 2.1
zeigt den Aufbau einer automatischen Schusswaffe.
Der Verschluss stützt beim Schussvorgang die Hülse nach hinten ab. Er kann
geöffnet werden um Patronen ins Patronenlager zu führen.
1WaffG, Anlage 1 (zu § 1 Abs. 4) Begriffsbestimmungen, Abschnitt 1. Waffen- und muniti-
onstechnische Begriffe, Einstufung von Gegenständen, U 1. Schusswaffen, 2.5 (Stand 17. Juli
2009)
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Abb. 2.1: Aufbau einer Pistole (Heckler und Koch P9S)[18]
Durch den Verschluss führt das Schlagstück mit Schlagbolzen. Die Abzugsvor-
richtung, bestehend aus Abzug, Abzugsfeder, Schlagfeder, Schlagstück und Schlag-
bolzen, löst durch die Fingerbewegung des Schützen am Abzug die Zündung der
Patrone aus.
Eine Patrone besteht aus 4 Komponenten: Treibmittel, Zündelement mit Zünd-
hütchen, Hülse und Geschoss. Im europäischen Raum werden die Patronenarten
nach Kaliber, Hülsenlänge und Zusatzbezeichnung (z.B. 9x19mm Luger) unter-
schieden. Für Geschosse werden verschiedene Materialien, wie Stahl, Kupfer oder
Messing, verwendet. Hülsen bestehen zumeist aus Messing.
Bei der Schussabgabe schlägt der Schlagbolzen auf das Zündhütchen der Patro-
ne. Durch die Schlagenergie reagiert der Zündsatz und entzündet das Treibmittel.
Bei der Zündung des Treibmittels entsteht innerhalb von kurzer Zeit ein hoher Gas-
druck in der Hülse, wodurch das Geschoss durch den Lauf nach außen gedrückt und
beschleunigt wird. Durch die schraubenförmig angeordneten Felder und Züge des
Laufs erhält das Geschoss einen Drall, welcher eine stabilere Flugbahn ermöglicht.
Nach erfolgreicher Schussabgabe gleitet, bei automatischen Waffen, der Ver-
schluss nach hinten, der Hülsenboden schlägt gegen den Auswerfer und die Hülse
wird aus der Waffe entfernt.
In das leere Patronenlager kann eine neue Patrone eingeführt werden. Der Ver-
schluss führt bei der Rückbewegung in die Ausgangsposition die oberste Patrone
im Magazin zum Patronenlager.
2.1.2 Waffenspuren auf Munitionsteilen
Waffenspuren sind Spuren auf Munitionsteilen welche durch die Schusswaffen er-
zeugt werden.
Anhand der Waffenspuren kann der Waffentyp bestimmt werden. Außerdem ist
eine Zuordnung der verfeuerten Munition zu einer bestimmten Waffe möglich. Da-
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mit können Spuren- und Tatzusammenhänge ermittelt werden. Die Spuren auf
Geschossen und Hülsen entstehen entweder durch Reiben zweier Materialien an-
einander oder durch Abdrücken eines Materials im anderen.
Man unterscheidet Systemspuren und Individualspuren. Systemspuren sind in
ihrer Art und Position charakteristisch für einen bestimmten Waffentyp. Dadurch
wird der Vergleich vereinfacht, da nur Munitionsteile mit den selben Waffensystem-
spuren verglichen werden müssen. Im Gegensatz zu den Systemspuren sind die In-
dividualspuren charakteristisch für eine bestimmte Waffe. Eine Übereinstimmung
dieser Spuren ermöglicht eine genaue Zuordnung der Munitionsteile zueinander
und zur Waffe [6].
Spuren auf der Hülse entstehen beim Laden und Abfeuern der Waffen sowie beim
Nachladen. Die Spuren auf Geschossen entstehen hauptsächlich beim passieren des
Waffenlaufs.
Nach dem Zünden der Patrone wird das Geschoss in den Lauf gedrückt. Der
Durchmesser des Geschosses ist etwas größer als der Laufdurchmesser, somit wird
das Geschoss in das Laufprofil eingepresst.
Bei einigen Waffentypen hat das Geschoss nach der Zündung eine Wegstrecke
ohne Drall. In dieser Zeit entstehende Schleifspuren verlaufen parallel zur Ge-
schossachse. Diese Spuren können durch die beginnende Rotation ihre Richtung
ändern und dann fächerförmig auftreten. Sie werden als Primär- oder Fächerspuren
bezeichnet.
Presst sich das Geschoss in das Laufprofil enstehen auf dem Geschoss Riefen-
spuren welche in Drallrichtung verlaufen. Dabei unterscheidet man, je nach Spu-
renverursacher, Feldspuren und Zugspuren. Feldspuren entstehen durch die Felder
im Lauf und sind zumeist stark ausgeprägt. Das Auftreten der Zugspuren ist ab-
hängig vom Geschossdurchmesser. Sie entstehen nur, wenn das Geschoss auch an
den Zügen des Laufs schleift. Zugspuren verlaufen zwischen den Feldspuren in
Drallrichtung [6].
In Abbildung 2.2 ist die Enstehung und die Verteilung der Spuren auf Geschossen
dargestellt.
Abb. 2.2: Enstehung der Waffenspuren auf Geschossen
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Verfeuerte Geschosse tragen in ihren Spuren Informationen zum Waffenlauf.
Diese Informationen dienen zur Eingrenzung des benutzten Waffensystems und
zur Systematisierung der Geschosse. Das wichtigste Merkmal des Geschosses ist
das Kaliber, der Durchmesser des Geschosses. Weiterhin können die Drallrichtung,
die Anzahl der Felder und Züge, der Drallwinkel und die Felderbreite bestimmt
werden.
Spuren auf Hülsen entstehen bei allen Vorgängen in der Waffe, beim Laden
und Zünden der Patrone sowie beim Auswerfen der Hülse. Auf Hülsen sind viele
Arten von System- und Individualspuren zu finden, welche je nach Waffensystem
verschiedene Ausprägungen haben.
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2.2 Vergleich von Schusswaffenspuren
Der Vergleich von Spuren auf verfeuerten Munitionsteilen ist heute ein wichtiger
Bestandteil der Aufklärung von Schusswaffendelikten. Schon seit Anfang des 19.
Jahrhunderts ist bekannt, dass die Bewegung eines Geschosses durch den Lauf einer
Waffe einzigartige Spuren auf dem Geschoss hinterlässt. Damit konnten schon früh
Geschosse und Hülsen Waffen zugeordnet werden [17]. Für diese frühen Verglei-
che wurden einfache Lichtmikroskope verwendet. Später wurden Stereomikrosko-
pe und Vergleichsmikroskope entwickelt. Diese erleichterten die Spurenvergleiche
und werden heute immer noch verwendet. In den neunziger Jahren des letzten
Jahrhunderts begann die Entwicklung von automatischen Vergleichssystemen. Die
bekanntesten Vergleichssysteme sind heute Evofinder2 und IBIS3. Diese Syste-
me ermöglichen einen computergestützten Vergleich der Spuren und bieten einen
Vergleich mit Spuren aus Datenbanken. Dabei werden Bilder der Spuren aufge-
nommen und verglichen. In den letzten Jahren wird intensiv an dreidimensionalen
Aufnahme- und Vergleichsverfahren geforscht.
Dieser Vergleich der Waffenspuren kann nur von Experten durchgeführt wer-
den, da umfangreiches Wissen über die Vorgänge in der Waffe und viel Erfahrung
essenziell sind. Deshalb kann ein automatisches System auch nur als Hilfsmittel
angesehen werden.
Das Ergebnis eines Spurenvergleichs ist eine Bewertung der Spurenähnlichkeit
anhand einer 5-Punkte-Skala. Dabei entsprechen die Stufen A und B Identifizie-
rungen der Waffe. Es wird davon ausgegangen, dass die Spuren von der selben
Waffe erzeugt wurden. A wird genutzt, wenn die Wahrscheinlichkeit, dass die Spur
von einer anderen Waffe verursacht wurde, als nicht existierend betrachtet wer-
den kann. B entspricht einer möglichen Identifizierung. Es gibt Ähnlichkeiten in
den Individualspuren aber auch Unterschiede. Stufe C wird verwendet, wenn die
Systemmerkmale übereinstimmen und die individuellen Charakteristika entweder
nicht vorhanden sind oder Veränderungen auf mögliche Manipulationen an der
Waffe hinweisen. D und E entsprechen Ausschlüssen. Bei D stimmen die System-
merkmale überein und es besteht eine geringe Wahrscheinlichkeit, dass die selbe
Waffe verwendet wurde. Eine Einordnung zu Stufe E wird verwendet, wenn es
unmöglich ist, dass die Munitionsteile aus der selben Waffe verfeuert wurden [19].
Ein grobes Schema der Einordnung von Vergleichsergebnissen in die Skala gibt
Abbildung 2.3.
Die Bewertung erfolgt von den Vergleichsexperten anhand ihrer subjektiven Ein-
drücke der Spurenähnlichkeit. Die Subjektivität der Ergebnisse und der Einfluss
2ScannBI Technology ltd
3Forensic Technology WAI Inc.
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Abb. 2.3: Schema zur Einordnung der Vergleichsergebnisse nach [19]
von Hintergrundwissen auf die Vergleichsergebnisse wurde 2010 von Kerstholt et.al.
[21] untersucht. Kerstholt nutzt eine andere Skala zur Bewertung der Übereinstim-
mung. Überführt man diese Skala in die obige 5-Punkte-Skala 4, so sieht man,
wie stark sich die Bewertungen der einzelnen Vergleichsexperten unterscheiden. In
Vergleichsfällen, bei welchen Geschosse aus der selben Waffe verwendet wurden,
variieren die Ergebnisse von 6 Experten in einem Fall von B bis D und in einem
anderen Fall von A bis C. Die Verteilung der Ergebnisse Kerstholts, umgerechnet
auf die obige Skala, ist in Abbildung 2.4 dargestellt.
Abb. 2.4: Ergebnisse der Studie von Kerstholt umgerechnet auf eine 5-Punkte Skala [21]
Fall 2 und Fall 3 entsprechen case 2 und case 3 aus Kerstholts Veröffentlichung. Dabei handelt
es sich jeweils um den Vergleich von Spuren welche von der selben Waffe verursacht wurden. Es
werden die Bewertungen von 6 Experten dargestellt.
In komplexen Fällen wird in der Fallarbeit oft ein weiterer Experte hinzugezogen.
Die unterschiedliche Bewertung eines Falls durch zwei Experten wurde ebenfalls in
Kerstholts Studie betrachtet. Hier zeigen sich ebenfalls starke Unterschiede. In 10
4Umrechnung: A=4/3; B=2/1; C=0; D=-2; E=-4/-5
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% der Fälle sind die beiden Experten stark unterschiedlicher Meinung. Von einem
Experten werden die Spuren als aus einer Waffe erkannt. Der zweite Experte sieht
in den Spuren keine Ähnlichkeiten. Kerstholts Studie hat zwei wichtige Ergebnisse.
Sie zeigt, dass für den Vergleich von Schusswaffenspuren das Hintergrundwissen
zum Fall kaum Bedeutung hat, aber auch wie subjektiv die Einschätzung von Spu-
renübereinstimmungen ist. Kerstholts führt die unterschiedlichen Einschätzungen
auf die unterschiedliche Erfahrung und Arbeitsbelastung der Experten zurück. Er
weist weiterhin auf die unterschiedlichen Arbeitsweisen der Experten hin. Jeder
betrachtet die Spuren nach anderen Gesichtspunkten. Die verschiedenen Herange-
hensweisen auf Spurenvergleiche durch verschiedene Experten wird in Kapitel 3
näher betrachtet.
Nutzt man für den Vergleich von Waffenspuren automatische Vergleichssysteme,
so erhält man einen systembedingten Wert für die Übereinstimmung der Spuren.
Diese Werte sind allerdings für den Benutzer nicht nachvollziehbar und auch zwi-
schen den Systemen nicht vergleichbar. So werden die Ergebnisse einer Evofinder-
Suche nach Werten zwischen 0 und 1 gelistet, während eine Suche mit IBIS Zah-
lenwerte zwischen 0 und mehreren Tausend ergibt.
2.2.1 Spurenvergleich in der Praxis
Die Abläufe bei Spurenvergleichen sollen hier anhand des Schusswaffenerkennungs-
dienstes (SWEK ) des Bundeskriminalamts Deutschlands beschrieben werden. Die-
ser ist zertifiziert nach ISO 17020.
Die Arbeit des Erkennungsdienstes unterteilt sich in Tatmunitionsuntersuchung
und Vergleichsmunitionsuntersuchung.
Nach der Verwaltungsvorschrift zum Schusswaffenerkennungsdienst des BKA5
werden alle sichergestellten und noch nicht identifizierten Munitionsteile an den
Schusswaffenerkennungsdienst übersandt. Diese Tatmunition wird von speziell ge-
schulten Experten untersucht.
Ziele der Tatmunitionsuntersuchung sind Munitionsherkunftsbestimmung, Fest-
stellung der Anzahl der bei der Tat verwendeten Waffen und das Erkennen von
Tatzusammenhängen. Nachdem die Tatmunition untersucht wurde, wird sie in die
zentrale Tatmunitionssammlung des BKA (ZTMS) aufgenommen und steht damit
dem Vergleich mit weiterer Munition zur Verfügung.
Sichergestellte Waffen in Deutschland, bei denen der Verdacht einer Verwen-
dung bei einer Straftat besteht, werden in den kriminaltechnischen Dienststel-
len beschossen und als Vergleichsmunition dem Schusswaffenerkennungsdienst des
5WaffErkDVwV - Allgemeine Verwaltungsvorschrift über den zentralen Schusswaffenerken-
nungsdienst des Bundeskriminalamtes
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BKA zugesandt. Dort wird die Vergleichsmunition mit der Tatmunitionssammlung
verglichen.
Nach Eingang der Vergleichsmunition wird diese untersucht und eine Bewer-
tung der Spuren durchgeführt. Dabei wird entschieden, ob die Spurenqualität für
einen Vergleich ausreicht. Ist die Munition vergleichsgeeignet, wird sie für 3 Mo-
nate eingelagert. Diese Lagerzeit soll sicherstellen, dass gegebenenfalls zeitgleich
eingegangene Tatmunition schon untersucht und in die Sammlung eingelegt wurde.
Nach der Lagerzeit erfolgt die Vergleichsmunitionsuntersuchung [9].
Sowohl Tatmunition als auch Vergleichsmunition werden mit der ZTMS vergli-
chen. Der Sammlungsvergleich kann elektronisch oder konventionell optisch erfol-
gen. Der konventionelle Sammlungsvergleich kommt bei Munition zum Einsatz,
die nicht mit dem elektronischen Vergleich bearbeitet werden kann, oder zu einem
seltenen Waffensystem gehört, welches nicht elektronisch erfasst wurde.
Das Auffinden sich ähnelnder Waffenspuren ist Ziel des Sammlungsvergleiches.
Mit Hilfe von Stereo- und Vergleichsmikroskopen werden Teile der ZTMS mit der
Vergleichsmunition abgeglichen. Die ZTMS ist nach Waffensystemen unterteilt.
Außerdem besteht sie aus einer Arbeitssammlung und einer Hinweissammlung. Die
Hinweissammlung enthält Munitionsteile mit nur teilweise verwertbaren Spuren.
Sie wird nur zum Vergleich herangezogen wenn Hinweise auf Spurenübereinstim-
mungen vorliegen. [7, 8].
Der konventionelle Spurenvergleich wird wie folgt beschrieben:
Beim optischen Vergleich mittels Stereomikroskop versucht der Sach-
bearbeiter, die von ihm ausgewählten vergleichsgeeigneten Spurenkom-
plexe auf den entsprechenden Munitionsteilen der ZTMS wiederzufin-
den. Hierbei werden optische Vergrößerungen im Bereich 5 - 25-fach
verwendet[8].
Wurden Spurenübereinstimmungen gefunden, werden die Übereinstimmungen
mittels Vergleichsmikroskop weiter untersucht. Das Ergebnis der weiteren Unter-
suchungen wird letztendlich in die Befundbewertungsskala eingeordnet.
Der elektronische Sammlungsvergleich verändert den Arbeitsablauf für die Sach-
bearbeiter. Hierbei werden die Spurenbilder auf den Munitionsteilen in ein elektro-
nisches Identifikationssystem (hier Evofinder) eingegeben. Das System erstellt eine
Liste der Munitionsteile, deren Spurenmuster denen des zu vergleichenden Muni-
tionsteiles am ähnlichsten sind. Die Munitionsteile dieser Liste werden dann vom
Sachbearbeiter mit dem zu untersuchenden Munitionsteil verglichen. Es entfällt
der Vergleich mit allen in Frage kommenden Asservaten der ZTMS.
Der Vergleich der Spurenmuster kann bei einem elektronischen Sammlungsver-
gleich auch am Monitor durchgeführt werden. Der Vergleich am Monitor reicht
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aber nicht für eine Identifizierung aus. Eine Kontrolle mittels Mikroskop ist immer
erforderlich.
2.2.2 Modelle zum Vergleich von Waffenspuren
Eine der ersten Studien zur statistischen Übereinstimmung von Waffenspuren, hier
Riefenspuren auf Geschossen, wurde 1955 von Biasotti [3] durchgeführt. Auf sei-
nen Arbeiten basiert das heute vielfach angewandte CMS-Modell. In Deutschland
werden seit 1981 von Katterwe und Deinet weitere statistische Herangehensweisen
an den Spurenvergleich untersucht [11].
Biasotti untersuchte die Spurenbilder auf Geschossen, abgefeuert aus 24 Smith &
Wesson Revolvern. Er kombinierte die Spurenbilder und untersuchte die prozentua-
le Übereinstimmung der Riefen und die aufeinander folgenden Übereinstimmun-
gen. Die Riefenspuren werden in Biasottis Arbeit als Linien betrachtet. Biasotti
zeigt im Ergebnis seiner Studie, dass eine rein quantitative Betrachtung der Linien,
nur nach ihrer Position und der Anzahl der Linien, keine klare Aussage erlaubt. So
unterscheidet sich die prozentuale Linienübereinstimmung zwischen Spuren aus der
selben Waffe und Spuren verschiedener Waffen nur im 5 Prozentpunkte. Biasotti
konnte weiterhin zeigen, dass nur bei Spuren des gleichen Verursachers Linienmus-
ter von 4 oder mehr Linien übereinstimmen. Diese übereinstimmenden Linienmus-
ter werden im folgenden mit CMS abgekürzt (consecutive matching striations).
1970 konnte von Brackett [5] in einer Studie die Leistungsfähigkeit des CMS Mo-
dells gezeigt werden. Aber eine Anwendung für die reale forensische Arbeit konnte
nicht erreicht werden. Später arbeitete Uchijama weiter an einem Computermo-
dell, aufbauend auf Bracketts Arbeit. Er konnte in seinen Rechnungen Biasottis
Ergebnisse theoretisch belegen [38].
Weitere Studien und Rechnungen folgten diesen Arbeiten. Sie mündeten in einem
Identifikationskriterium, aufgestellt von Biasotti und Murdock [4].
Die Veröffentlichung dieses Identifikationskriteriums zog viele weitere Studien
und Publikationen nach sich [31]. Miller führte umfangreiche Studien zur An-
wendung dieses Kriteriums durch. Dafür nutzte er das automatische Identifikati-
onssystem IBIS. Miller definierte die von IBIS aufgenommenen Spurenbilder als
zweidimensionale Spuren, während die originalen Spuren in seiner Studie als drei-
dimensionale Spuren galten. Miller konnte zeigen, dass die Anwendung des Krite-
riums keine falschen Zuordnungen von Spurenbilder erbringt, es aber zu falschen
Ausschlüssen kommt [27].
2000 wurde ein Artikel von Moran veröffentlicht, in dem er die CMS Kriterien
auf Magazinspuren auf Hülsen anwendet [28]. Für Moran ist die Auszählung der
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Übereinstimmung ein wichtiger Teil der Spurenidentifikation. Während die CMS
vor Moran einzeln betrachtet wurden, fügt er diese in den normalen Spurenver-
gleich ein. Er findet erst übereinstimmende Spurenmuster durch einen einfachen
Spurenvergleich (ohne Linienauszählen) und wendet dann das CMS Kriterium auf
ausgewählte, gut übereinstimmende Spurenteile an. Damit lässt sich das CMS-
Modell auf alle Riefenspuren anwenden. Moran veröffentlichte in den folgenden
Jahren mehrere Beispiele und Anleitungen für die Anwendung des CMS Modells
auf verschiedenste Spuren [30, 29].
Neben der Entwicklung des CMS-Modells wurden auch andere statistische Ver-
fahren auf ihre Anwendbarkeit auf Riefenspuren untersucht. Dabei sind vor allem
die Arbeiten von Deinet und Katterwe zu nennen [11, 12, 13, 20]. Die Autoren nutz-
ten Schleifspuren, verursacht von einem Schraubendreher. Diese Spuren wurden
fotografiert und digitalisiert. Die Bilder wurden weiterbearbeitet um reine Lini-
enmuster zu erhalten. Drei wahrscheinlichkeitstheoretische Modelle wurden unter-
sucht. Ein kombinatorisches Modell, ein erneuerungstheoretisches Modell und die
Binominalfunktionsanpassung. Deinet verwendet auch die Berechnungen Bracketts
für seine Daten. Er zeigt auf, dass die Wahrscheinlichkeitswerte des CMS-Modells
zwischen denen des kombinatorischen Modells und der Binominalfunktionsanpas-
sung liegen[11]. Deinet empfiehlt die Verwendung der Binominalfunktionsanpas-
sung, da dieses Modell die vorsichtigsten Abschätzungen der Wahrscheinlichkeit
der Spurenübereinstimmung liefert [12].
Neben den statistischen Modellen wurden neuronale Netze für den Musterver-
gleich verwendet [2]. Dabei wurden die Spurenmuster zu Binärbildern, welche nur
die Riefenlagen anzeigen, transformiert. Banno konnte mit einer kleinen Datenba-
sis gute Erfolge erzielen.
2.2.2.1 Vergleich mittels CMS-Theorie
Der Spurenvergleich mittels CMS-Theorie basiert, wie oben beschrieben, auf dem
Identifikationskriterium von Biasotti und Murdock [4].
Das Identifikationskriterium besagt, dass zwei Spurenmuster vom selben Verur-
sacher erzeugt wurden wenn:
1. bei dreidimensionalen Spuren mindestens 2 verschiedene Serien mit mindes-
tens 3 übereinstimmenden Linien in der selben relativen Position existieren,
oder eine Serie mit mindestens 6 übereinstimmenden Linien vorkommt.
2. bei zweidimensionalen Spuren mindestens 2 Serien mit mindestens 5 über-
einstimmenden Linien in der selben relativen Position existieren, oder eine
Serie mit mindestens 8 übereinstimmenden Linien vorkommt .
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Dabei sind zweidimensionale Spuren definiert als Spuren ohne erkennbare Tiefe.
Zweidimensionale Spuren haben als Eigenschaften damit nur ihre Breite und Lage,
während bei dreidimensionalen Spuren auch das Profil der Spuren mit verglichen
werden muss.
Biasotti definiert den Begriffe Linie (engl. line) als
Line is used as synonomus with engraving or striation [...]. A line as
here defined is the result of the engraving of the bullet by the individu-
al characteristics of the barrel plus any foreign material present in the
barrel (while the bullet is passing through the barrel) capable of en-
graving the bullet, viz., individual characteristics and those accidental
markings which appear to be individual characteristics [3].
Und, dass eine Serie von Linien eine Zusammensetzung von individuellen Spuren
ist, die sowohl durch deren Lage als auch durch ihrer Beschaffenheit (Linienbreite,
Tiefe der Riefung) bestimmt wird.
Der CMS-Vergleich betrachtet nur Ausschnitte aus Spurenmustern. Es wird nur
nach übereinstimmenden Musterstücken gesucht. Die Unterschiede im Muster ge-
hen nicht in die Bewertung nach CMS ein.
2.2.2.2 Vergleich mittels Binominalfunktionsanpassung
Der Vergleich mittels Binominalfunktionsanpassung nach Katterwe und Deinet be-
trachtet im Gegensatz zur CMS-Theorie das gesamte Spurenmuster. Es untersucht
nur die Lage der zu vergleichenden Linien. Die berechneten Werte sollen in diesem
Modell nur Abschätzungen sein. Deshalb werden andere Linieninformationen wie
Tiefe und Breite nicht einbezogen. Im weiteren Text wird der Vergleich mittels
Binominalfunktionsanpassung mit BFA abgekürzt .
Soll die Übereinstimmung zweier Spurenbilder mittels BFA beschrieben werden,
müssen beide Spurenbilder in Fächer eingeteilt werden. Die Breite dieser Fächer
ist dabei so zu wählen, dass in jedes dieser Fächer nur eine Linie fallen kann.
Beide Muster sollten in Fächer der gleichen Breite eingeteilt werden. Nach der
Unterteilung des Spurenmusters in Fächer kann die Anzahl der Linien pro Muster
ausgezählt werden. Das erste Muster enthält k1 Linien und das zweite Muster
enthält k2 Linien. Die Wahrscheinlichkeit für das Ereignis A1, eine Linien des
Musters 1 fällt in ein Fach des Musters, beträgt p(A1) = k1n . Entsprechend gilt für
Ereignis A2, eine Linie des Musters 2 fällt in ein Fach dieses Musters, p(A2) = k2n .
Wobei n der Anzahl der Fächer des Musters entspricht. Die Wahrscheinlichkeit
p für eine Übereinstimmung, in das jeweilige Fach der Muster 1 und 2 fällt eine
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Linie, entspricht der Multiplikation der Wahrscheinlichkeiten für die Ereignisse A1
und A2 (Formel (2.1)).
(2.1) p = p (A1 ∩ A2) = p(A1) · p(A2)
das entspricht:




Das Eintreten von Ereignis A1 ist unabhängig vom Eintreten des Ereignisses A2.
Mit Hilfe der Binominalfunktion kann errechnet werden, mit welcher Wahrschein-






· pm · qn−m wobei q = 1− p
Der Wahrscheinlichkeitswert pm hat keine hohe Aussagekraft. So kann ein klei-
ner Wahrscheinlichkeitswert pm nicht als hohe Übereinstimmung interpretiert wer-
den [20]. Eine Wahrscheinlichkeitsgröße, welche den direkten Zusammenhang mit
dem Übereinstimmunggrad wiedergibt, erhält man durch das Errechnen der Wahr-





Ein Problem in der Anwendung dieses Modells liegt in der oft unterschiedli-
chen Breite der zu vergleichenden Spurenmuster. Oft zeigen sich im Spurenmuster
allerdings charakteristische Spuren für den Werkzeugtyp, so dass dadurch ein Re-
ferenzpunkt für die Verschiebung ermittelt werden kann. Deinet zeigt wie Spuren
verschiedener Breite untersucht werden können [11]. Er unterscheidet vier Fälle:
• Fall 1: Erste Spur ist größer als zweite Spur, die gesamte zweite Spur zeigt
gute Übereinstimmungen mit der ersten Spur, aber es existiert keine werk-
zeugtypspezifische Spur.
Es existieren insgesamt c = n1−n2 Fächer, welche verglichen werden können.
Die Wahrscheinlichkeit, dass für diese Fächer eine Übereinstimmung auftritt,
berechnet sich aus:
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pivc−i = 1− vc = 1−
(
1−∑ pm)c mit v = 1− p
Näherungsweise gilt:
(2.6) p∗ ≈ c ·∑ pm wenn c ·∑ pm << 1
• Fall 2: Wie Fall 1, aber nur ein Teil der zweiten Spur zeigt gute Übereinstim-
mungen zur ersten Spur.
Die Anzahl der zu vergleichenden Fächer entspricht c = (n1 − n+ 1) (n2 − n+ 1)
wobei n die Anzahl der Fächer der Region mit Übereinstimmungen ist. Die
Berechnung der Wahrscheinlichkeit kann nach Gleichungen (2.5) oder (2.6)
erfolgen.
• Fall 3: Wie Fall 1, aber ein Bezugspunkt existiert.
In diesem Fall gibt es nur eine mögliche Verschiebung der Spuren. Die Be-
rechnung der Wahrscheinlichkeit erfolgt nach (2.6) mit c = 1.
• Fall 4: Wie Fall 3, aber nur ein Teilbereich der zweiten Spur zeigt Über-
einstimmungen mit der ersten Spur. In diesem Fall gibt es c = n2 − n + 1
Vergleichsfächer und die Übereinstimmungswahrscheinlichkeit wird berech-
net wie in den Fällen 1 und 2.
2.2.2.3 Fuzzy-Vergleich
Eine in der Literatur noch nicht auf Riefenmuster angewandte Art des Musterver-
gleichs ist ein Vergleich unter Anwendung der Fuzzy-Theorie.
Die Fuzzy-Theorie wurde 1965 von Zadeh entwickelt [1]. Sie kann als Erweite-
rung der klassischen booleschen Logik angesehen werden. Sie beschreibt das Kon-
zept unscharf begrenzter Mengen und basiert auf der Möglichkeitstheorie. In der
klassischen Mengenlehre kann ein Element entweder Bestandteil einer Menge sein
oder nicht. In der Fuzzy-Theorie gibt es Abstufungen in der Zugehörigkeit eines
Elements zu einer Menge. Diese kann mit einer Zugehörigkeitsfunktion umschrie-
ben werden [32].
In der klassischen Mengenlehre kann die Zugehörigkeitsfunktion nur die Werte 0
und 1 annehmen, wobei nach der booleschen Logik 0 als falsch, also nicht zugehörig,
und 1 als richtig oder wahr, also als zugehörig, interpretiert wird.
In der Fuzzy-Theorie wird diese scharfe Zuordnung aufgehoben und die Zu-
gehörigkeitswerte können in einem Intervall variieren. Dabei wird üblicherweise
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der Intervallbereich [0,1] genutzt. Zugehörigkeitsfunktionen, welche eine Fuzzy-
Menge umschreiben, können alle monoton steigenden oder fallenden kontinuierli-
chen Funktionen sein. Daneben können auch diskrete Zugehörigkeitswerte definiert
werden.
Die Wahl der Zugehörigkeitsfunktion ist entscheidend für die Anwendung der
Fuzzy-Theorie. Dabei muss definiert werden, in welchen Bereichen die Zugehörig-
keitsfunktion steigen und fallen soll. Zumeist werden einfache Funktionstypen, wie
lineare oder quadratische Funktionen, verwendet, um die unscharfen Mengen zu
beschreiben. Entscheidend für die Auswahl ist die lokale Monotonie der Funktion.
Die Zugehörigkeitswerte der Funktion müssen von einem lokalen Maximum aus
nach allen Seiten sinken. Das lokale Maximum liegt am scharfen Wert.
Die Unschärfe m(x) kann beispielsweise durch die folgende lineare oder quadra-
tische Zugehörigkeitsfunktion beschrieben werden.
(2.7) m(x) = [1− c · |x− a|]+
(2.8) m(x) =
[
1− c · (x− a)2
]+
a entspicht dem Wert mit dem Zugehörigkeitswert m(x) = 1, also dem scharfen
Wert, c bestimmt die Breite der Zugehörigkeitsfunktion und damit die Einfluss-
breite der Fuzzy-Menge. Als Einflussbreite (engl. support) einer Fuzzy-Menge M
werden alle Elemente der Universalmenge X bezeichnet, welche einen positiven
Zugehörigkeitswert besitzen [1].
(2.9) suppM = (x ∈ X : mM(x) > 0)
Für jede Anwendung kann eine passende Zuordnungsfunktion gefunden werden.
Die Zuordnungsfunktionen können auch mehrdimensional sein. So können die obi-
gen Zuordnungsfunktionen für den dreidimensionalen Raum wie folgt erweitert
werden:
(2.10) m(x, y) = [1− (c1 · |x− a|+ c2 · |x− b|)]+
und




c1 · (x− a)2 + c2 · (x− b)2
)]+
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Dabei beschreibt (2.10) eine gerade Pyramide mit rechteckiger Grundfläche. Die




. Die quadratische Zuordnungsfunk-








(a) Graph zu Gleichung 2.7
3 5 70
1
(b) Graph zu Gleichung
2.8
(c) Plot zu Gleichung 2.10 (d) Plot zu Gleichung 2.11
Abb. 2.5: Zugehörigkeitsfunktionen nach Gleichungen (2.7) bis (2.11) mit c = c1 = 2, c2 = 1
und a = b = 5
Jede Fuzzy-Menge hat einen Kern (kernel). Dieser Kern wird definiert durch die
Elemente in der Fuzzy-Menge, welche den Zugehörigkeitswert 1 besitzen.
(2.12) kernelM = (x ∈ X : mM(x) = 1)
Eine weitere wichtige Größe der Fuzzy-Theorie ist die Kardinalität. In der klas-
sischen Mengenlehre ist die Kardinalität die Summe aller Elemente einer Menge.
Für die Anwendung der Fuzzy-Theorie wird der Begriff erweitert: Die Kardinalität
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In vielen Fällen ist es notwendig die Kardinalität verschiedener Fuzzy-Mengen
zu vergleichen. Dazu wird die relative Kardinalität mit Hilfe einer Standardmenge
V als Bezugsmenge berechnet.
(2.14) relV cardM =
cardM
card V
Der Fuzzy-Vergleich von Riefenspuren kann ein- oder mehrdimensional erfolgen.
Für den eindimensionalen Vergleich werden nur die Linienpositionen verwendet.
Weitere Liniencharakteristika können die Helligkeit der Linie und die Breite der
Linie sein. Sie können in einen mehrdimensionalen Vergleich einfließen.
Der eindimensionale Fuzzy-Vergleich nutzt zweidimensionale Zuordnungsfunk-
tionen. Jede Linienposition entspricht einer Fuzzy-Menge. Vergleicht man zwei
Linienmuster, so erhält man die Schnittmengen. Von diesen wird nun die relative
Kardinalität errechnet. Schneidet eine Menge des ersten Musters zwei Mengen des
zweiten Musters, so geht nur die Schnittmenge mit der höheren Kardinalität in die
Berechnung ein.
2.2.2.4 Gegenüberstellung der beschriebenen Modelle
Die Modelle haben alle verschiedene Ansätze für die Angabe der Übereinstimmung
der Muster. An einem Beispiel werden im folgenden die 3 Modelle demonstriert
und dabei die Gemeinsamkeiten und Unterschiede gezeigt.
Als Beispiel sollen die Bilder in Abbildung 2.6 dienen. Die Strichmuster stellen
zwei Riefenmuster mit der gleichen Länge dar.
Abb. 2.6: Strichmuster für Modellvergleich
Für den Vergleich mit CMS werden die nebeneinanderliegenden übereinstim-
menden Linien, die sogenannten runs, gezählt. In Abbildung 2.7 sind die überein-
stimmenden Linien rot gefärbt.
Der Vergleich der Muster ergibt jeweils einen run der Länge 5, 3 und 1. Mit 5
nebeneinanderliegenden übereinstimmenden Linien ist das Identifikationskriterium
erfüllt und die Muster können als aus einer Waffe stammend angenommen werden.
Für den BFA-Vergleich müssen die Spurenmuster in Fächer aufgeteilt werden.
Für beide Muster müssen die Fächer die selbe Breite haben. Die Breite der Fächer
wird durch den geringsten Abstand zwischen zwei Linien im Muster definiert, da
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3 5 1
Abb. 2.7: CMS Vergleich der Stichmuster
rote Linien zeigen Übereinstimmungen, grün markiert sind die jeweiligen runs
jedes Fach nur eine Linie enthalten darf. Im vorliegendem Beispiel können die
Muster in je 20 Fächer aufgeteilt werden.
Abb. 2.8: BFA Vergleich der Stichmuster
rote Linien und Kreuze zeigen die Übereinstimmungen
Im Beispiel ist n = 20, m = 9, k1 = 11 und k2 = 12. Nach den Gleichungen
(2.2) bis (2.4) ergibt sich:
p = 0, 33
p9 = 0, 952
p∗ = 0, 1818
Die Wahrscheinlichkeit, ein weiteres Muster zu finden, welches den gleichen
Übereinstimmungsgrad zum ersten Muster aufweist, ist demnach 18%. Dieser hohe
Übereinstimmunggrad wird durch die sehr geringe Anzahl an Fächern im Vergleich
zur Linienanzahl verursacht. Geht man von den gleichen Grundbedingungen, aus
bei einer Fächeranzahl von 50, so verringert sich die Wahrscheinlichkeit der Exis-
tenz eines weiteren Musters mit gleichem Übereinstimmungsgrad auf 1,1%.
Der Fuzzy-Vergleich der Muster erfordert eine Einteilung des Musters, wie der
BFA-Vergleich. Hier gehen die Positionen der Linien in den Vergleich ein.
Für den Fuzzy-Vergleich muss zunächst eine Zugehörigkeitsfunktion gewählt
werden. Für den Mustervergleich wurde eine quadratische Zugehörigkeitsfunktion
gewählt, da diese hohe Kardinalitäten bei geringen Abweichungen ergibt. In die-
sem Beispiel wurde für die Variable c der Wert 0,5 gewählt. Abbildung 2.9 zeigt
den Fuzzy-Vergleich der beiden Beispielmuster. Die schwarzen Linien entsprechen
den scharfen Werten der Linienpositionen des ersten Musters. Die grauen Linien
zeigen die Fuzzy-Funktionen der Linienpositionen des zweiten Musters.
Es werden für die Linien im zweiten Muster die folgenden Zuordnungswerte zu
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Abb. 2.9: Fuzzy-Vergleich der Beispielmuster
Schwarz - Muster 1; Grau - Muster 2
Linien des ersten Musters errechnet:
1 1 1 0.5 0.5 1 1 1 1 1 0.5 1
Das ergibt eine relative Kardinalität von 0,875. Die errechnete relative Kardi-
nalität zeigt eine hohe Übereinstimmung zwischen den beiden Mustern.
Das vorangegangene Beispiel zeigt, wie unterschiedlich die Berechnungen und
Bewertungen der Musterübereinstimmung zwischen den verschiedenen Modellen
ist. Die Ergebniswerte dieser Modelle sind nicht vergleichbar, da sie alle andere
Einflussgrößen und andere Ergebnisgrößen haben. Alle Modelle haben ihre Be-
rechtigung, lassen aber auch großen Interpretationsspielraum. Vergleichbare Daten
erhält man bei jedem Modell nur dann, wenn die gleichen Ausgangsbedingungen
vorliegen.
Heute werden oftmals nur digitale Bilder verglichen. Dabei können allerdings nur
Bilder verglichen werden, welche in der selben Auflösung dargestellt werden und
mit der selben Technik aufgenommen wurden. Gerade der CMS-Vergleich stößt
bei digitalen Bildern an seine Grenzen, da hier durch bessere Aufnahmetechniken
Linien und Linienspuren sichtbar gemacht werden können, welche unter anderen
Bedingungen nicht sichtbar sind. So kann sich eine CMS-Identifikation durch eine
andere Aufnahmetechnik in einen Ausschluss wandeln.
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2.3 Auswertung und Interpretation forensischer
Untersuchungsergebnisse
Die Ergebnisse kriminaltechnischer Untersuchungen werden immer weiter objek-
tiviert. Damit sind die Ergebnisse nicht mehr reine subjektive Äußerungen der
entsprechenden Experten, sondern Zahlenwerte. Um aus diesen Zahlenwerten eine
verwertbare Aussage zu erhalten, werden verschiedene mathematische Verfahren
angewandt. Dabei werden vor allem die Methoden der Statistik verwendet.
2.3.1 Bayes-Theorem
Werden Spuren forensisch ausgewertet, so haben die Experten in der Regel nur
so viele Informationen über ihr Untersuchungsobjekt zu Verfügung, wie sie be-
nötigen um ihrer Aufgabe nachzukommen. Zu viele Informationen zu einem Fall
könnten die Objektivität der Experten beeinflussen. Das Ergebnis einer Spurenun-
tersuchung ist stark abhängig von den Eigenschaften des Spurenmaterials. Qualität
und Quantität der vorhandenen Spuren sind entscheidend. Es gibt Spurenmerk-
male welche sehr selten auftreten und andere, welche sehr häufig zu finden sind.
Zu jedem Merkmal kann theoretisch eine Wahrscheinlichkeit des Auftretens be-
schrieben werden.
Klassisch definiert man eine Wahrscheinlichkeit als Quotient der Anzahl der
günstigen Fälle und der Gesamtmenge der Fälle. In der Wahrscheinlichkeitstheo-
rie wird diese Wahrscheinlichkeit angenähert durch die relative Häufigkeit eines
Ergebnisses in einer Stichprobe.
In der Forensik treten zumeist mehrere Spuren auf, deren Entstehungswahr-
scheinlichkeiten gemeinsam untersucht werden müssen. So werden die Wahrschein-
lichkeiten von zwei unabhängigen Einzelwahrscheinlichkeiten multipliziert, um die
Wahrscheinlichkeit für das gemeinsame Auftreten zu ermitteln.
(2.15) p(E1E2) = p(E1) · p(E2)
Bei voneinander abhängigen Ereignissen kommt folgende Gleichung zur Anwen-
dung:
(2.16) p(E1E2) = p(E1) · p(E2 | E1) = p(E2) · p(E1 | E2)
Dabei ist p(E2 | E1) die Wahrscheinlichkeit des Auftretens von Ereignis E2 unter
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der Annahme, dass E1 schon stattgefunden hat. Obige Gleichung ergibt umgeformt
das Bayes-Theorem.
(2.17) p(E2 | E1) = p(E2) · p(E1 | E2)
p(E1)
Dabei wird die Wahrscheinlichkeit p(E2) als a-priori Wahrscheinlichkeit bezeich-
net. Sie ist die Ausgangswahrscheinlichkeit für das Auftreten des Ereignisses E2.
p(E2 | E1) wird als a-posteriori Wahrscheinlichkeit bezeichnet. Die Wahrschein-
lichkeit für das Auftreten des Ereignisses E2 nach E1 kann nur bestimmt werden,
wenn beide Ereignisse beobachtet werden.
2.3.2 Bewertung von Untersuchungsergebnissen
Das Bayes-Theorem kann übertragen werden auf die Auswertung und Bewertung
von Untersuchungsergebnissen. Ergebnisse von Untersuchungen sind abhängig von
der Zusammensetzung der Stichprobe. Sollen Ergebnisse vergleichbar sein, sollten
die Stichproben identisch sein. Diese Voraussetzung kann bei realen Proben al-
lerdings nie erfüllt werden, da es immer Streuungen geben wird. Ziel forensischer
Untersuchungen ist es, zumeist zwei Proben der selben Quelle als zusammengehö-
rig und Proben verschiedener Quellen als verschieden zu erkennen.
Werden zwei Proben gleicher Herkunft verglichen, wird die Wahrscheinlichkeit
die gemeinsame Herkunft zu erkennen als Erkennungsrate bezeichnet. Werden diese
Proben als unterschiedliche Proben erkannt, so ist das Ergebnis ein Fehler erster
Art.
Die Wahrscheinlichkeit der Unterscheidung von Proben verschiedener Herkunft
ist die Unterscheidungsrate. Werden zwei Proben unterschiedlicher Herkunft als
Proben gleicher Quelle erkannt so liegt ein Fehler zweiter Art vor.
Erkennungsrate und Fehler zweiter Art addieren sich zu 100%. Das Gleiche gilt
für die Unterscheidungsrate und den Fehler zweiter Art. Gute Untersuchungsver-
fahren haben hohe Unterscheidungs- und Erkennungsraten und kleine Fehler erster
und zweiter Art. Fehler erster und zweiter Art sind voneinander abhängig. Werden
die Parameter einer Untersuchung in Richtung höherer Erkennungsrate verscho-
ben, kommt es zu vermehrten Fehlern zweiter Art. Wird umgekehrt die Schwelle
erhöht an welche eine Übereinstimmung erkannt wird, sinkt der Fehler zweiter
Art. Es werden aber mehr Proben gleicher Herkunft nicht erkannt. An folgendem
Beispiel soll die Anwendung des Bayes-Theorems in der Kriminaltechnik gezeigt
werden.
Geht man davon aus, dass ein Muster zufällig mit einer Wahrscheinlichkeit p(A)
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von 0,001% auftritt, dass bei 85% der Vergleiche zwei Muster gleicher Herkunft
als gleich erkannt werden (p(+ | match)) und es zu 0,01% falschen Zuordnungen
(Fehler zweiter Art, p(+ | nomatch)) kommt, so kann man errechnen, dass die
Wahrscheinlichkeit eine Übereinstimmung zu finden bei 89,5% liegt.
p(A) = 0, 001 p(+ | match) = 0, 85 p(+ | nomatch) = 0, 0001
p(match | +) = p(+ | match) · p(A)
p(+ | match) · p(A) + p(+ | nomatch) · p(−A)
p(match | +) = 0, 85 · 0, 0010, 85 · 0, 001 + 0, 0001 · 0, 999 = 0, 895
Je größer der Quotient aus Fehler erster Art und Fehler zweiter Art ist, umso
sicherer ist eine Identifizierung. Aus diesem Grund wird zumeist mit einem hohen
Fehler erster Art gearbeitet, um den Fehler zweiter Art so gering wie möglich zu
halten [12].
Bei automatischen Vergleichssystemen, deren Ergebnisse nur eine Vorauswahl
der von Experten zu vergleichenden Proben erzeugen sollen, wird man die Schwel-
le der als gleich erkannten Proben möglichst niedrig einstellen, den Fehler zweiter
Art also erhöhen. Damit werden von einem System viele der Vergleichsprobe ähn-
liche Muster ausgewählt, deren Zusammengehörigkeit dann von einem Experten
bestimmt wird.
Aus numerischen Untersuchungsergebnissen lassen sich Verteilungsfunktionen
und Wahrscheinlichkeitsdichtefunktionen erstellen. Die Abbildung 2.10(a) zeigt,
wie die Dichtefunktionenen beispielhaft bei einer optimalen Versuchsanordnung
verlaufen können . Die Kurven überschneiden sich minimal.


















Fehler erster Art → ← Fehler zweiter Art 
keine Uebereinstimmung Uebereinstimmung
(b)
Abb. 2.10: Interpretation von Untersuchungsergebnissen anhand von Wahrscheinlichkeits-
dichtefunktionen
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Bei realen Proben liegen die Dichtefunktionen der Verteilungen meist so wie
in 2.10(b) gezeigt. Sie überschneiden sich. Ist dies der Fall, so muss eine Grenze
festgelegt werden, an welcher die Zuordnung bestimmt wird. In diesem Beispiel
wurde festgelegt, eine Übereinstimmung (match) liegt vor, wenn die relative Häu-
figkeit einer Übereinstimmung mehr als 3 mal größer ist, als die relative Häufigkeit
verschiedener Proben.
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2.4 Chemometrie
Ein Schwarz-Weiß-Bild kann als Datenmatrix beschrieben werden. Diese Matrix
hat die Dimensionen x und y. x gehört zum Intervall [0, a] und y zum Intervall
[0, b]. a und b können gleich groß sein, was jedoch nicht zwingend ist. Eine Funktion
f(x, y) beschreibt die Intensität, oder die Graustufe, jedes Punktes im Intervall
[0, a]× [0, b]. f(x, y) existiert nicht außerhalb dieses Intervalls [14].
Da die Funktion f(x, y) sehr schwer zu handhaben ist, werden Bilder digitalisiert.
Die Intervalle [0, a] und [0, b] werden in diskrete Abschnitte unterteilt. Dadurch
wird die Dimension x zu i = 1, 2, 3, . . . , I und y zu j = 1, 2, 3, . . . , J . Die Funktion
f(x, y) kann als g(i, j) aufgefasst werden, wobei g der lokalen Intensität an der
Stelle (i, j) entspricht [14]. Man spricht nun von der Bildmatrix der Größe I × J .
Die Bildpunkte (i, j) werden als Pixel (von picture element) bezeichnet. g(i, j)
entspricht damit dem Pixelwert am entspechenden Bildpunkt.
Viele chemometrische Methoden verwenden Matrizen und können so auch an
Bildern angewendet werden. Es gibt keine klare Abgrenzung der Chemometrie
von anderen mathematischen Auswertemethoden.
2.4.1 Filter und Algorithmen zur Bildanalyse
2.4.1.1 Größenanpassung der Bildmatrix
Wird die Größe einer Bildmatrix verändert, so müssen Pixel zum Bild zugefügt
oder entfert werden. Eine Verkleinerung der Matrix bewirkt eine schnellere Verar-
beitung des Bildes. Sie geht aber immer mit einem Informationsverlust einher. Der
Umfang des Informationsverlustes ist abhängig von der Art des zur Größenverän-
derung herangezogenen Algorithmus und dem Verhältnis der neuen Bildgröße zur
Originalgröße.
Einfache Verfahren zur Veränderung der Matrixgröße fügen Kopien einzelner
Pixel in das Bild ein oder entfernen einzelne Pixel, ohne die Umgebung diese Pixel
zu beachten. Diese Verfahren führen zu Verzerrungen im Bild.
Diese entstehen nicht bei Verfahren welche Interpolationen zwischen Pixeln nut-
zen. Je nach Art der Interpolation werden verschiedene Nachbarschaften des Pixels
einbezogen. Jeder Bildpunk im neuen Bild (i′, j′) entsteht aus Bildpunkten des al-
ten Bildes. Anhand des Verhältnisses der Bildgrößen kann für jeden Punkt (i′, j′)
eine Bildposition (x, y) im Originalbild bestimmt werden.
(2.18) x = i · I
′
I
und y = j · J
′
J
Ausgehend von dieser Bildposition werden die benachbarten Pixel ausgewählt.
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Aus den Intensitäten dieser Pixel ergibt sich die Intensität des Bildpunktes (i′, j′).
Zumeist wird einer der folgenden 3 Interpolationsalgorithmen angewandt: nearest-
neighbour, bilineare oder bikubische Interpolation. Die für diese Interpolationen
verwendeten Nachbarschaften sind in Abbildung 2.11 dargestellt. Dabei stellt das
Gitter die Bildpunkte des Originalbildes dar und der schwarze Punkt zeigt die
errechnete Bildposition (x, y) eines Bildpunktes (i′, j′) im Originalbild. Die grau
unterlegte Fläche zeigt die in die Interpolation einbezogenen Pixel.
(a) nearest-neighbour (b) bilinear (c) bikubisch
Abb. 2.11: Interpolationsvarianten zur Größenveränderung einer Bildmatrix
Die Interpolation des neuen Bildes ist umso aufwändiger, je größer die einbezo-
gen Nachbarschaft ist. Der Informationsverlust verringert sich dagegen.
2.4.1.2 Affine Transformation - Scherung
Bei affinen Transformationen wird eine Abbildung aus ihrem ursprünglichen Ko-
ordinatensystem (w,z) in ein weiteres Koordinatensysem (x,y) überführt.






Basis affiner Transformationen ist die affine Matrix T . Affine Transformationen
können in der Bildverarbeitung genutzt werden um Bilder zu verzerren. Die Art
der Verzerrung ist dabei abhängig vom Aufbau der affinen Matrix.
Zum horizontalen Scheren eines Bildes um den Winkel α nutzt man die affine
Matrix T s. Eine Scherung enstspricht dabei einer Verschiebung der x-Koordinaten
um einen vom Winkel abhängigen Faktor [15].
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Das Ergebnis der Verzerrung des Bildes ist eine neue Bildmatrix welche größer
ist als das Originalbild ( Abbildung 2.12).
α
Abb. 2.12: affine Transformation - Scherung
2.4.1.3 Räumliche Bildfilter
Bildfilter können auf verschiedenen mathematischen Verfahren beruhen. Eine wich-
tige Filterart sind räumliche Filter. Diese sind Nachbarschaftsoperationen, welche
ein Unterbild in der Größe der Nachbarschaft einbeziehen. Diese Unterbilder be-
zeichnet man als Filtermasken oder Filterkerne. Für den Filterprozess wird die
Filtermaske über die Bildpunkte des Originalbildes gelegt. Für jeden Bildpunkt
wird die Filterantwort aus dem Filterkern und der Nachbarschaft des Bildpunktes
berechnet. Bei linearen Filtern ist die Filterantwort der Mittelwert der Graustufen
aller Bildpunkte unter der Filtermaske.
Mathematisch kann ein Filter mit einer Filtermaske der Größe m×n angewandt
auf ein Bild der Größe M ×N wie folgt beschrieben werden:





w(s, t)f(x+ s, y + t)
Dabei ist a = (m − 1)/2 und b = (n − 1)/2. Die Funktion w(s, t) beschreibt
die Filtermaske, wobei w(0, 0) genau in die Mitte der Filtermaske, und damit den
Ausgangspunkt des Filters beschreibt. Um das gesamte Bild zu filtern muss die
obige Gleichung für alle x = 0, 1, 2, . . . ,M−1 und y = 0, 1, 2, . . . , N−1 ausgeführt
werden.
Die gebräuchlichsten Filtermasken haben die Größe 3× 3.
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Median-Filter
Einer der einfachsten Bildfilter ist der Medianfilter. Dieser Filter ersetzt einen
Bildpunkt durch den Median der Bildpunkte der Nachbarschaft. Dabei wird die
Ausgangsintensität des Bildpunktes mit in die Berechnung einbezogen. Die Haupt-
anwendung des Medianfilters ist die Rauschunterdrückung. Er ist besonders gut
geeignet wenn Impulsrauschen vorliegt.
Gauß-Filter zur Bildglättung
Der Gaußfilter verwendet zur Glättung von Bildern einen Filterkern, der sich aus
der Gaußfunktion (2.22) errechnet.







Die Gaußfunktion beschreibt eine charakteristische Glockenkurve deren Breite
durch die verwendete Standardabweichung σ beeinflusst wird.
Ersetzt man den Anfangstherm der Gleichung durch die Konstante a und den
Mittelwert µ gleich 0, so erhält man eine vereinfachte Gleichung für die Gaußfunk-
tion.
(2.23) f(x) = a · e− x
2
2σ2
Im Raum wird in der Gleichung noch die Variable y ergänzt.
(2.24) f(x, y) = a · e−x
2+y2
2σ2
Aus dieser Gleichung lässt sich nun die Filtermaske für den Gaußfilter errechnen.
Abbildungen 2.13a und 2.13b zeigt das Beispiel einer Gaußfunktion und die aus
dieser Funktion errechneten Filterkoeffizienten für eine 3×3 - Filtermaske. Um die
Berechung des gefilterten Bildes zu vereinfachen werden die Filterkoeffizienten in




















Abb. 2.13: Beispiel für die Berechnung der Filterkoeffzienten für den Gaußfilter mit a = 4
und σ = 1
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Die Filterkoeffizienten können auch aus dem Pascalschen Dreieck hergeleitet
werden. Für die 3× 3 Matrix gilt:



















Abb. 2.14: Herleitung der Filterkoeffizienten für den Gaußfilter
Filter zum Finden von Kanten - edge detection filter Weitere wichtige An-
wendungen der räumlichen Filterung sind die sogenannten edge detection filter.
Diese Filter ermöglichen es, die Lage der Kanten an der Grenze zwischen zwei
Bildregionen zu ermitteln. Um diese Filter zu erklären, müssen erst die Begriffe
Kante und Grenze in Bezug auf Bildanalysen definiert werden.
Bildpunkte, welche die gleichen oder ähnliche Intensitäten besitzen, werden als
verbundene Pixel aufgefasst. Die Menge R der verbundenen Pixel bildet eine Bild-
fläche. Die Grenze dieser Bildfläche liegt an den Bildpunkten, welche mindestens
einen Nachbarn haben, der nicht in R ist. Liegen die Bildpunkte an den Bildau-
ßenkanten, so sind diese die Grenze der Bildfläche. Die Grenze verläuft einmal
komplett um die Bildfläche.
Eine Kante in einem Bild ist definiert durch zwei Pixel deren Intensitäten ei-
ne Mindestdifferenz haben. Kanten können damit auch einzelne Punkte sein. Bei
Binärbildern sind Kanten und Grenzen identisch[15].
In einem Graustufenbild kann eine Kante mehrere Pixel breit sein, wenn der
Übergang von einer Farbintensität zu einer weiteren fließend ist. Eine ideale und
eine fließende Kante sind in Abbildung 2.15 dargestellt.
Fließende Kanten können nur erkannt werden, wenn die Differenz der Graustufen
zweier nebeneinander liegender Pixel einen definierten Schwellenwert überschreitet.
Diese Graustufendifferenz entspricht der ersten Ableitung des Graustufenprofils.
Sie kann durch Gradienten angeglichen werden.
Der Gradientenvektor eines Bildes f(x, y) an der Stelle (x, y) kann definiert
werden als:
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(a) Ideale Kante (b) fließende Kante











Er zeigt in die Richtung der größten Änderung der Intensitäten am Punkt (x, y).
Der Betrag des Gradientenvektors gibt die maximale Graustufenänderung pro Pi-
xel in Richtung des Gradientenvektors an.
(2.26) ∇f = |∇f | =
√
G2x +G2y
Neben dem Betrag des Gradienten ist dessen Richtung von großer Bedeutung.
Der Winkel α(x, y) gibt die Richtung des Gradientenvektors, ausgehend von der
Abzsisse, an.





Die Richtung einer Kante am Punkt (x, y) ist senkrecht zur Richtung des Gra-
dientenvektors an diesem Punkt [15].
Um die Graustufenänderungen eines Bildes zu bestimmen, muss an jedem Bild-
punkt die erste Ableitung des Graustufenprofils bestimmt werden. Geht man von
einer 3× 3 Nachbarschaft um einen Bildpunkt (Abbildung 2.16a) aus, so kann die
erste Ableitung auf mehrere Arten angenähert werden.
Die einfachste Art die erste Ableitung am Punkt z5 zu implementieren, ist die
Benutzung der Roberts-Operatoren:
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(2.28) Gx = (z9 − z5) Gy = (z8 − z6)
Mit den Filtermasken in Abbildung 2.16b kann diese Berechnung auf das ge-
























(d) Maske nach Sobel
Abb. 2.16: Masken zur Berechnung der Graustufenänderung am Punkt z5
Der Roberts-Operator ergibt eine Filtermaske der Größe 2×2. Diese ist schwierig
zu implementieren da sie kein klares Zentrum besitzt. Besser sind Masken der
Größe 3× 3, wie sie durch den Prewitt-Operator erzeugt werden.
(2.29) Gx = (z7+ z8+ z9)− (z1+ z2+ z3) Gy = (z3+ z6+ z9)− (z1+ z4+ z7)
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Die resultierenden Masken sind in Abbildung 2.16c zu finden.
Eine Anpassung des Prewitt-Operators zur stärkeren Wichtung der Mitte ist
der Sobel-Operator,
(2.30) Gx = (z7+2z8+z9)−(z1+2z2+z3) Gy = (z3+2z6+z9)−(z1+2z4+z7)
Er kann durch die Masken in Abbildung 2.16d implementiert werden. Die Wich-
tung der mittleren Werte mit dem Faktor 2 ermöglicht eine bessere Rauschun-
terdrückung während der Filteranwendung. Allerdings ist der Rechenaufwand für
Sobel-Masken um einiges höher. Zu beachten ist, dass die Summe der Koeffizi-
enten in allen Masken Null ist. Das ist wichtig für Ableitungsmasken, da sie bei
konstanten Grauwerten im gefilterten Bereich das Ergebnis 0 ergeben müssen.
Die oben gezeigten 3 × 3 Masken berechnen die höchsten Werte, wenn sie ho-
rizontale oder vertikale Kanten filtern. Sie sind nicht isotrop. Das Ergebnis dieser
Ableitungsfilter ist ein Binärbild, welches die Punkte hervorhebt, in welchen durch
die Filteranwendung Antworten größer des Schwellenwertes berechnet wurden. Die-
se Binärbilder werden für weitere Anwendungen der Bildanalyse benötigt.
2.4.1.4 Hough-Transformation und Linienerkennung
Die Hough-Transformation ist eine mathematische Methode zum Finden von Ge-
raden in Bildern. Sie wurde 1962 von Paul V. C. Hough patentiert [16]. Dieser
Algorithmus wird gewöhnlich an Binärbildern angewandt, um den Rechenaufwand
gering zu halten. Die Umwandlung eines Graustufenbildes in ein Binärbild kann
durch die oben beschriebenen edge detection filter erfolgen.
Bei einer Hough-Transformation sollen alle Punkte im Bild gefunden werden,
die auf gemeinsamen Geraden liegen. Diese Geraden werden in ihrer Normalform
definiert, durch einen Punkt mit den Koordinaten x und y und dem Winkel θ.
(2.31) ρ = x cos θ + y sin θ
Jeder Bildpunkt kann von unendlich vielen Geraden durchlaufen werden. Nach
der obigen Gleichung ändert sich je nach Geradenverlauf der Winkel θ und der
Parameter ρ.
Stellt man die möglichen Geraden für die Bildpunkte in einem θ/ρ-Koordinatensystem
dar, so ergeben sich immer dann Schnittpunkte der Funktionen, wenn es Punk-
te gibt, die auf den gleichen Geraden liegen. Aus diesen Schnittpunkten wird ein
Histogramm erstellt, in dem die θ/ρ-Paare der Bildpunkte im Verhältnis zur An-
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zahl der Schnittpunkte aufgetragen werden. Eine Auswertung dieses Histogramms
ergibt die Informationen über Geraden, welche viele Bildpunkte enthalten [15].
2.4.2 Hauptkomponentenanalyse an Bildern
2.4.2.1 Grundlagen der PCA
Die Hauptkomponentenanalyse, im Englischen Principal Component Ananlysis
(PCA) genannt, ist ein wichtiges Instrument für Datenanalysen. In der Mathe-
matik wird die PCA in den Bereich der Eigenwertprobleme eingeordnet, da sie auf
der Berechnung der Eigenwerte und Eigenvektoren beruht. Das Ziel der PCA ist
eine Datenreduktion und damit eine bessere Auswertbarkeit großer Datenmengen
[22].
Ausgangspunkt einer PCA ist eine Datenmatrix X , bestehend aus N Zeilen
und M Spalten. Jede Zeile steht dabei für ein Objekt, und jede Spalte für eine
Eigenschaft oder eine Variable der Objekte [33]. Die PCA berechnet aus den Aus-
gangsvariablen sogenannte latente Variablen, welche Hauptkomponenten (Princi-
pal Components - PC ) oder Faktoren genannt werden. Jeder Faktor wird aus
einem Eigenwert und dem dazugehörigen Eigenvektor der Ausgangsmatrix gebil-
det. Die Faktoren bilden eine Matrix, die Faktorenmatrix P. Die Anzahl der Zeilen
in P entspricht der Anzahl der Variablen (Spalten) in der Ausgangsmatrix. Die
Elemente in den Spalten der Matrix P werden als Faktorenladungen (engl. Loa-
dings) bezeichnet. Der Eigenwert des Faktors bestimmt den Anteil des Faktors an
der Gesamtvarianz der Ursprungsdaten [22].
Nach der Berechnung der Faktoren werden die Ursprungsdaten in den neuen
Faktorenraum transformiert. Für jedes Objekt der Ausgangsmatrix werden die
Koordinaten im Faktorenraum berechnet, indem jedes Objekt auf jedem Faktor
abgebildet wird. Die errechneten Koordinaten werden als Faktorenwerte (engl. Sco-
res) bezeichnet. Die Scores bilden eine Matrix T . Die Anzahl der Zeilen ist gleich
der Zeilenanzahl der Ausgangsmatrix. Jede Spalte entspricht einer Dimension im
Faktorenkoordinantensystem und damit den Scores einer Hauptkomponente [22].
Werden nicht alle verfügbaren Hauptkomponenten verwendet, so existiert zu-
sätzlich zu P und T noch eine Matrix E, welche den Teil der Originaldaten enthält
der nicht durch die verwendeten Hauptkomponenten erklärt werden kann. Sobald
alle Hauptkomponenten verwendet werden um die Ausgangsmatrix zu beschreiben,
werden alle Werte in E gleich Null und die PCA ist vollständig berechnet.
Mathematisch kann die PCA anhand der folgenden Gleichung und der Abbil-
dung 2.17 beschrieben werden.
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Abb. 2.17: Matrizen der PCA nach [22]
Gewöhnlich wird vor der Berechnung der Hauptkomponente eine Mittenzentrie-
rung der Ausgangsmatrix vorgenommen. Von jeder Spalte der Matrix wird der
Mittelwert errechnet, welcher von den Originalwerten der Spalte abgezogen wird
[22]. Gleichung 2.33 zeigt die Mittenzentrierung exemplarisch an Spalte k.






Oft wird zusätzlich zur Mittenzentrierung eine Skalierung auf die Varianz vor-
genommen. Diese Skalierung über die Standardabweichung wird im Allgemeinen




Mit sk für die Standardabweichung von Spalte k.
(2.35) sk =
√√√√√√ N∑i=1 (xik − xk)
n− 1
Für die Berechnung der PCA gibt es verschiedene Herangehensweisen. So kann
mathematisch das Eigenwertproblem gelöst werden nachdem die Ausgangsmatrix
in eine quadratische Kovarianzmatrix überführt wurde. Weiterhin ist es möglich,
mit dem NIPALS (Nonlinear Iterative Partial Least Squares)-Algorithmus die
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Richtung der maximalen Varianz zu ermitteln und so die Faktoren nacheinan-
der zu berechnen. Die verschiedenen Berechnungsmöglichkeiten liefern Ergebnisse,
welche in ihrem Vorzeichen unterschiedlich sein können.
2.4.2.2 Auswertung der PCA
Die Ergebnisse der Hauptkomponentenanalyse werden zumeist graphisch ausge-
wertet. Dabei werden die Daten aus Scores und Loadings zwei- oder dreidimensio-
nal in Diagrammen aufgetragen.
Die erste Hauptkomponente enthält die maximale Varianz der Daten. Die Loa-
dings der ersten Hauptkomponente zeigen in die Richtung der maximalen Vari-
anz. Sie beschreiben damit die Richtung der ersten Hauptkomponente. Legt man
ein neues Koordinatensystem an, in welchem jede Hauptachse die Richtung einer
Hauptkomponente hat, so kann man die Scores der entsprechenden Hauptkompo-
nenten als die Projektion der originalen Datenpunkte auf die neuen Hauptachsen
ansehen. Der Koordinatenursprung wird im neuen Koordinatensystem auf den Da-
tenschwerpunkt gelegt.
Trägt man die Werte der Loadings verschiedener Hauptkomponenten zueinan-
der auf, so kann man die Korrelation verschiedener Eigenschaften der Original-
daten sichtbar machen. Die Abhängigkeit zweier Eigenschaften voneinander kann
auch aus dem Kosinus der Loadingvektoren berechnet werden [33]. Die Größe des
Wertes, und damit dessen Entfernung vom Nullpunkt zeigt die Bedeutung der ent-
sprechenden Eigenschaft für die Hauptkomponente. Unbedeutende Eigenschaften
besitzen Loadingwerte nahe des Nullpunkts.
Ein Auftragen der Scores verschiedener Hauptkomponenten zueinander ermög-
licht eine Gruppenbildung der Objekte. Diese Gruppenbildung kann in Bi-Plots
noch anschaulicher und informativer dargestellt werden. Dabei werden beide oben
beschriebene Diagramme in einem Diagramm zusammengefasst. Eine Interpretati-
on der Gruppenbildung der Objekte kann nun anhand der Eigenschaften erfolgen.
Wichtig für eine erfolgreiche PCA ist die Verwendung der richtigen Anzahl von
Hauptkomponenten. Diese Entscheidung kann anhand mehrerer Kriterien gefasst
werden. Ein Kriterium ist der Prozentsatz der erklärten Varianz. Die erklärte Vari-
anz einer Hauptkomponente entspricht ihrem Eigenwert. Somit ist die prozentuale
erklärte Varianz der Quotient aus Eigenwert der Hauptkomponente und der Sum-
me aller Eigenwerte aller Hauptkomponenten. Werden in der Summe 90% der Va-
rianz durch die verwendeten Hauptkomponenten erklärt, so reicht das gewöhnlich
für eine aussagekräftige Hauptkomponentenanalyse aus [33].
Ein weiteres Kriterium zur Wichtigkeit einer Hauptkomponente ist der Eigen-
wert selbst. Der mittlere Eigenwert eines mittenzentrierten Datensatzes ist gleich 1.
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Somit ist die Varianzaufklärung von Hauptkomponenten mit Eigenwerten kleiner
1 geringer als die Varianz, welche von einer Eigenschaft beigesteuert wird.
Die Anzahl der zu verwendenden Hauptkomponenten kann auch graphisch mit
dem sogenannten Scree-Test bestimmt werden. Die Eigenwerte oder die Residuen
der Hauptkomponenten werden graphisch gegen die Anzahl der Hauptkomponen-
ten aufgetragen. Der Graph wird sich zu höheren Hauptkomponenten hin abfla-
chen. Alle Hauptkomponenten welche vor dem Bereich der Anstiegsänderung auf-
getragen wurden, werden als bedeutende Hauptkomponenten aufgefasst. Es wird
empfohlen mehrere Kriterien zur Entscheidungsfindung heranzuziehen.
Wurde die PCA nicht vollständig errechnet und sind damit nicht alle Eigenwerte
bekannt, kann die Gesamtvarianz der Daten mit der folgenden Gleichung bestimmt
werden







wobei, xgesamt = 0 für mittenzentrierte Daten gilt [22].
Gleichung 2.36 kann auch für die Berechnung der Restvarianz der Residuenma-
trix einer Hauptkomponente verwendet werden. Die Differenz aus Gesamtvarianz
und Restvarianz ergibt die erklärte Varianz der bis dahin errechneten Hauptkom-
ponenten.
2.4.3 Weitere Filter und Algorithmen
2.4.3.1 Savitzky-Golay-Filter
Eine effiziente Filterung von Daten kann mit Filtern erreicht werden, welche die
Rohdaten verschieden gewichten. Ein solcher Filter ist der Polynomfilter nach Sa-








Wobei NORM für den Normalisierungsfaktor steht, der sich aus der Summe der
Koeffizienten cj ergibt [33]. Die Filterkoeffizienten für verschiedene Filterbreiten
können in verschiedenen Tabellenwerken nachgelesen werden.
36
2 Grundlagen und Theorie
2.4.3.2 Basislinienkorrektur
Ein Algorithmus zur Basislinienkorrektur wurde angelehnt an den Algorithmus
zur Basislinienkorrektur von Zupan [39] implementiert. Eine Basislinienkorrektur
ist immer dann notwendig, wenn systematische Abweichungen von der Grundlinie
existieren, welche keine Informationen enthalten. Die verwendete Basislinienkor-
rektur nutzt zur Korrektur Geraden die durch die Stützpunkte verlaufen.
Abb. 2.18: Basislinienkorrektur an einem Beispiel
Vor der Basislinienkorrektur werden alle lokalen Minima des Vektors bestimmt.
Die Kurve durch die berechneten lokalen Minima hat genau an den verwendeten
Stützpunkten ihre Minima. Abbildung 2.18 zeigt an einem Beispiel die lokalen
Minima eines Vektors, die Stützpunkte für die Basislinienkorrektur und den resul-
tierenden Vektor. Die neuen Vektorwerte werden bestimmt, indem für jeden Punkt
zwischen zwei Stützpunkten der Wert der Gerade zwischen den Stützpunkten vom
Vektorwert am selben Ort subtrahiert wird. Die Vektorwerte hinter dem letzten
Stützpunkt und vor dem ersten Stützpunkt werden berechnet, indem von einer Ge-
rade durch den angrenzenden Stützpunkt ausgegangen wird, welche parallel zur
Abzisse verläuft.
2.4.3.3 Lage und Intensität der Extrema
Für die Problemstellung der Peakerkennung wurde von Zupan ein Algorithmus
entwickelt, der ohne das Bilden der ersten Ableitung auskommt [39]. Dabei werden
nur drei nebeneinander liegende Punkte des Datenvektors in ihren Datenwerten
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verglichen. Die Datenwerte der äußeren Punkte werden mit demWert des mittleren
Datenpunkts verglichen. Dabei interessiert nur ob die Werte kleiner, größer oder
gleich sind. Nach Tabelle A1 im Anhang wird entschieden, welcher Bereich eines
Peaks durch die Punkte beschrieben wird. d1 und d2 beschreiben die Differenz der
äußeren Punkte zum mittleren Punkt. 0 steht für keine Änderung des Datenwertes.
-1 heißt, der Wert des äußeren Punktes ist größer als der Wert der Mitte und +1
steht für das Gegenteil.
d1 =
y(i− 1)− y(i)
|y(i− 1)− y(i)| · FLAG(2.38)
d2 =
y(i)− y(i+ 1)
|y(i)− y(i+ 1)| · FLAG(2.39)
Wurden Punkte in den Vektordaten gefunden, welche Peaks entsprechen, so wird
deren Position und Datenwert ausgegeben. Es ist möglich, in die Peakerkennung
noch eine Schwelle einzufügen, so dass nur Peaks erkannt werden, deren Intensität
den Schwellenwert überschreitet. Der hier gezeigte Algorithmus erkennt entweder
Maxima oder Minima eines Datenvektors, abhängig von der Art der Berechnung
von d1 und d2.
Oben und in Tabelle A1 beschrieben ist die Erkennung von Maxima, dabei wird
die Variable FLAG auf 1 gesetzt. Sollen Minima gefunden werden so muss FLAG
-1 sein.
2.4.4 Statistische Tests
Bei der Analyse von Daten ist es entscheidend zu ermitteln, welcher Verteilung
die Werte unterliegen und ob verschiedene Werte auch verschiedenen Grundge-
samtheiten angehören. Statistische Tests beginnen immer mit der Definition der
Nullhypothese H0 und der Alternativhypothese H1. Dann folgt die Auswahl des
Testverfahrens. Es gibt für nahezu jeden Anwendungsfall geeignete Testverfahren.
Hier sollen im Folgenden die in dieser Arbeit verwendeten Verfahren, der t-Test
und zwei Verteilungstests, beschrieben werden. Für jeden Test muss vor der Durch-
führung das Signifikanzniveau, die maximal zulässige Irrtumswahrscheinlichkeit, α
festgelegt werden, mit welchem dieser Test arbeiten soll, und welche Verteilung an-
genommen wird. Gewöhnlich wird ein Signifikanzniveau α=0,05 gewählt, welches
auch hier Verwendung fand.
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2.4.4.1 Test auf Normalverteilung –χ2 Test
Der χ2 -Test wird verwendet, um zu ermitteln, ob eine Stichprobe einer bestimmten
Verteilung, wie der Normalverteilung, angehört. Die Testhypothesen lauten:
• H0: Die Grundgesamtheit ist normalverteilt
• H1: Die Grundgesamtheit ist nicht normalverteilt
Für die Durchführung des Tests wird die Grundgesamtheit in k Klassen aufge-






Wobei hi die beobachtete Häufigkeit in der Klasse i ist und fi die theoretische
Häufigkeit in dieser Klasse.
Der Vergleich des errechneten Wertes für χ2 mit den entsprechenden Tabellen-
werten der χ2 - Verteilung ergibt das Testergebnis.
Die Nullhypothese wird zurückgewiesen wenn χ2 > χ(1− α; k − 1) gilt.
Voraussetzung für die Verwendung dieses Tests ist ein hinreichend großer Stich-
probenumfang. So sollte die mittlere Klasse mit mindestens 5 Stichproben besetzt
sein und die äußeren mit jeweils einer Stichprobe [33].
2.4.4.2 Test auf Normalverteilung für kleine Stichprobenumfänge
Wenn die Voraussetzungen für den χ2-Test nicht erfüllt sind, kann alternativ mit
dem Kolmogorow-Smirnow-Test auf eine Verteilung getestet werden. Dabei wird ei-
ne hypothetische Verteilungsfunktion F0(x) verwendet. Der Kolmogorow-Smirnow-
Test verwendet die folgenden Testhypothesen
• H0: Die Stichprobenverteilung ist gleich der hypothetischen Verteilung F (x) =
F0(x)
• H1: Die Verteilung der Stichprobe entspricht nicht der hypothetischen Ver-
teilung F (x) 6= F0(x)
Dieser Test vergleicht die hypothetische Verteilungsfunktion F0(x) mit der aus
der Stichprobe errechneten Verteilungsfunktion F (x). Die Testgröße ist hierbei der
maximale Abstand dmax der beiden Verteilungsfunktionen, welche mit den Werten
der Teststatistik d(1− α, n) verglichen wird. Ist dmax < d(1− α, n) wird die Null-
hypothese angenommen, die Stichprobenverteilung entspricht der angenommenen
Verteilung [33].
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Der Kolmogorow-Smirnow-Test kann für den Test auf alle stetigen Verteilungen
verwendet werden. Dieser Fakt ist der größte Vorteil dieses Tests, aber auch sein
größter Nachteil.Gerade wenn mehrere Parameter der Verteilungsfunktionen der
Stichprobe geschätzt werden müssen, kommt es vermehrt zu Fehlern erster Art [24].
Die Nullhypothese wird abgelehnt, obwohl die getestete Verteilung vorliegt. Für
die Anwendung des Kolmogorow-Smirnow-Test für den Test auf Normalverteilung
wurde die Teststatistik von Lilliefors entsprechend angepasst [24]. Der Test wird
dann als Lilliefors-Test bezeichnet.
2.4.4.3 Vergleich von Mittelwerten – Zweistichproben t-Test
Der Vergleich zweier Mittelwerte kann mit dem Zweistichproben t-Test durchge-
führt werden. Dieser Test prüft anhand der Mittelwerte zweier Stichproben, ob
die Mittelwerte der zugehörigen Grundgesamtheiten gleich sind. Die Teststatistik
des t-Tests wird aus der Student-t-Verteilung errechnet. Die Testhypothesen dieses
Tests lauten
• H0: Die Mittelwerte der Grundgesamtheiten sind gleich
• H1: Die Grundgesamtheiten besitzen verschiedene Mittelwerte
Die Testgröße t wird errechnet aus





Wobei n1 und n2 die Anzahl der Stichproben ist, aus welchen x1 und x2 berechnet
wurden. sd ist die gewichtete Varianz
sd =
√
(n1 − 1)s21 + (n2 − 1)s22
n1 + n2 − 2
Die Nullhypothese wird angenommen, wenn der errechnete Wert für t kleiner ist
als t(1 − α/2; f = n1 + n2 − 2). Für diesen Test wird vorausgesetzt, dass sich
die Varianzen der beiden Stichproben nicht signifikant unterscheiden und eine
Normalverteilung vorliegt. Die Varianzen können mittels des F -Tests verglichen
werden, wobei die Testgröße F aus den Varianzen s21 und s22 bestimmt wird.




wobei s21 > s
2
2
Die Nullhypothese, die Varianzen der Stichproben unterscheiden sich nicht si-
gnifikant, wird angenommen, wenn der errechnete Wert kleiner ist als der entspre-
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chende Wert F (1− α, n1 − 1, n2 − 1) der F -Verteilung.
2.4.5 Varianzanalyse
Klassische statistische Tests ermöglichen es Mittelwerte paarweise oder mit festen
Werten zu vergleichen. Werden in Versuchsplänen mehrere Parameter variiert, so
stoßen die klassischen Tests an ihre Grenzen. Eine Varianzanalyse (ANOVA - ana-
lysis of variance) ermöglicht die Untersuchung des Einflusses eines oder mehrerer
Parameter.
Bei der einfachen ANOVA (auch 1-Weg-ANOVA) wird ein Effekt, zum Beispiel
ein Messwert, in Abhängigkeit von einem Einflussparameter betrachtet. Die zwei-
oder mehrwege ANOVA ermöglicht die Betrachtung der Einflüsse mehrerer Para-
meter. Die Werte der Einflussparameter werden in Gruppen unterteilt, sogenannte
Faktorniveaus. Ziel der ANOVA ist das Erkennen systematischer Unterschiede zwi-
schen den Faktorniveaus. Voraussetzungen für die ANOVA ist eine Normalvertei-
lung der Ergebniswerte. Die Verteilung kann mit dem Kolmogorov-Smirnow-Test
überprüft werden.
Für die ANOVA wird eine Tabelle erstellt, in welcher die Spalten den Wert
der einzelnen Faktoren sowie die Ergebnisse enthalten und jede Zeile für einen
Versuchslauf steht.
Wird ein Ergebnis von zwei Faktoren A und B beeinflusst, so kann folgendes
Modell verwendet werden:









Dabei ist yij das Ergebnis der Parameterkombination Faktorniveaus i des Fak-
tors A und Faktorniveaus j des Faktors B. yAi ist der Mittelwert der Ergebnisse mit
Faktorniveaus i des Fators A. yBj ist entsprechend der Mittelwert der Ergebnisse






















Die Varianz aller Ergebnisse, korrigiert um den Mittelwert, ist die Summe der
Quadratsummen der einzelnen Faktoren und der Residuenvarianz.
(2.45) s2corr = s2A + s2B + s2R
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Entstammen alle Gruppen derselben Grundgesamtheit, so sollten die Varianzen
ähnliche Werte besitzen. Der Quotient zwischen den Varianzen der Faktoren und
der Residuenvarianz ist die Prüfgröße für den F -Test [35]. Für 3 oder mehr Fak-
toren verläuft die Berechnung nach dem gleichen Muster.
Das Ergebnis der ANOVA ist die ANOVA-Tabelle. In dieser Tabelle werden für
alle Faktoren die Freiheitsgrade und Varianzen angegeben. Zumeist wird weiterhin
die Prüfgröße des F -Tests sowie die Wahrscheinlichkeitsdichte p für die Prüfgrö-
ße und die Standardabweichung angegeben. Matlab bietet die Funktion anovan6
welche eine n-Wege ANOVA ermöglicht.
Die Nullhypothese des F -Tests lautet: Die Mittelwerte gehören der selben Grund-
gesamtheit an und unterscheiden sich nur zufällig. Wird die Nullhypothese ab-
gelehnt, unterscheidet sich mindestens einer der Mittelwerte signifikant von ei-
nem anderen. Ist die Wahrscheinlichkeitsdichte für den errechneten F -Wert kleiner
α = 0.05, wird die Nullhypothese abgelehnt. Für welche, und wie viele der Mittel-
werte die Nullhypothese abgelehnt wird, zeigt die ANOVA-Tabelle nicht.[33]
2.4.5.1 Scheffé-Test
Um nach einem signifikanten Befund der ANOVA zu ermitteln, welche Faktorni-
veaus oder Faktorniveaugruppen signifikant verschiedene Varianzen haben, muss
ein Post-Hoc-Test durchgeführt werden. Für den Vergleich von Mittelwertspaaren
ist der Scheffé-Test gut geeignet.
Der Scheffé-Test führt eine Beurteilung linearer Kontraste durch. Lineare Kon-
traste sind lineare Funktionen der k Mittelwerte µi die durch die k bekannten
Konstanten ci festgelegt sind. Die Summe der linearen Kontraste sowie der Kon-


















6The MathWorks, Inc., Statistics Toolbox
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Ist (2.48) erfüllt, unterscheiden sich die Ergebnisse der entsprechenden Faktor-
niveaus oder Faktorniveaugruppen signifikant.
Für drei zu vergleichende Mittelwerte sind sechs Kontraste zu berechnen. Jeder
Wert muss mit jedem Wert verglichen werden (3 Kontraste) und es muss jeder
Wert gegen die Gruppe der anderen Werte getestet werden (3 Kontraste). Für
eine große Anzahl von zu vergleichenden Mittelwerten ist der Rechenaufwand des
Scheffé-Test sehr hoch.
Matlab ermöglicht mit multcompare7 einen multiplen Vergleich der Mittelwerte
nach Scheffé. Neben dem Vergleich der Mittelwerte wird auch der Vertrauensbe-
reich der Mittelwerte ausgegeben. Dieser errechnet sich nach




Wobei tv;k;α die zweiseitigen Schranken der Studentisierten Maximum Modulus
Verteilung mit dem Parameter k, den Freiheitgraden v und dem Signifikanzniveau
α ist.[34]
7The MathWorks, Inc., Statistics Toolbox
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3 Arbeitsweise der Experten des
Schusswaffenerkennungsdienstes
Wie bereits im Abschnitt 2.2 erläutert ist die Einschätzung von Spurenüberein-
stimmungen durch Experten des Schusswaffenerkenungsdienstes essenziell für die
Angabe eines Übereinstimmungsgrades der Spuren. Jegliche computergestützte
Systeme und mathematischen Modelle haben hier nur unterstützende Wirkung.
Um diese stark subjektive Arbeit der Experten zu verstehen, wurden diese zu
ihrer Vorgehensweise beim Vergleich von Schusswaffenspuren befragt. Ziel der In-
terviews war, zu ermitteln, welche Spuren von den Experten als wichtig angesehen
werden und auf welche Art und Weise diese Spuren dann verglichen und gewertet
werden. Dabei ging es auch um die Frage, welche Spuren für den einzelnen Experten
einprägsam sind und warum. Die Interviews wurden als offene halbstrukturierte
Interviews geführt. Die Auswertung der Interviews soll qualitativ angelehnt an
Mayring [25, 26] erfolgen.
3.1 Allgemeine Arbeitsweise der Experten im
Schusswaffenerkennungsdienst
Im allgemeinen haben Spurenvergleiche immer den selben Ablauf. Der Experte er-
hält einen Spurenträger, Geschoss oder Hülse, zum Vergleich. Handelt es sich um
Vergleichsmunition, erhält der Experte weitere Informationen zum Waffensystem
des Spurenträgers. Bei Tatmunition muss das Waffensystem erst durch den Exper-
ten bestimmt werden. Der Experte betrachtet die Spuren unter dem Mikroskop
und entscheidet ob die Qualität der Spuren auf dem Munitionsteil ausreichend ist
für einen Vergleich mit der ZTMS. Ist das Objekt vergleichsgeeignet, entnimmt
der Experte alle Objekte aus der Tatmunitionssammlung, welche das gleiche Waf-
fensystem haben wie das zu untersuchende Objekt.
Nun beginnt der eigentliche Vergleich. Der Experte betrachtet nochmals intensiv
die Spuren auf dem Objekt und prägt sich bestimmte, für ihn prägnante, Spuren
ein. Diese Spuren versucht er dann auf den Objekten aus der ZTMS wiederzufinden.
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3.2 Individuelle Arbeitsweisen
Es wurden 5 Experten des Schusswaffenerkennungsdienstes des BKA befragt. Alle
befragten Personen sind langjährige Mitarbeiter des Erkennungsdienstes. Zwei der
Befragten sind eingesetzt als Tatmunitionssachverständige. Sie beschäftigten sich
hauptsächlich mit dem Vergleich von Tatmunition. Die anderen 3 Experten arbei-
ten mit Vergleichsmunition. Ausgangsfrage der Interviews war „Wie gehen Sie bei
einem Spurenvergleich von Geschossen vor?“ In den Interviews wurde kein starrer
Fragenkatalog verwendet. Aber die Fragen waren auf das Problem des Spurenver-
gleichs zentriert.
3.3 Einzelauswertung der Interviews
Interview 1
Dieser Mitarbeiter beschreibt, dass er, bei der einem konventionellen Vergleich,
nach Sichtung aller Spuren auf dem Geschoss, eine auffällige Spur, bevorzugt in
einem Feld, auswählt. Diese Spur wird dann auf den anderen Geschossen gesucht.
Wurde diese gefunden, so können, ausgehend von der Orientierung dieser Spur, die
anderen Spuren des Geschosses verglichen werden.
Weiterhin beschreibt dieser Experte, dass die Vorgehensweise bei der Arbeit mit
einem automatischen Vergleichssystem und damit mit Spurenbildern am Monitor
eine andere ist. Dabei wird zuerst das gesamte Spurenbild bei niedriger Auflösung
betrachtet, es erfolgt ein Vergleich der Felderbreite der zu vergleichenden Geschos-
se.
Auf die Frage nach den für ihn für prägnanten Spuren konnte er keine universelle
Antwort geben. Er zeigte aber anhand verschiedener Beispiele für ihn prägnante
Spuren. Weiterhin wies er darauf hin, dass die prägnanten Spuren auf dem Monitor
andere sein können, als unter dem Mikroskop, auch bei gleichem Spurenbild. Die
Bilder in Abbildung 3.1 zeigen drei Beispiele, in welchen die prägnanten Spuren
rot markiert sind. Die türkisfarbene Markierung im letzten Bild zeigt die Spur,
welche unter dem Mikroskop die prägnante Spur ist. Die weiteren Markierungen
in den Bildern sind systeminterne Markierungen des Evofinder-Systems. Sie haben
für die reine Spurenbetrachtung keine Bedeutung.
Vergleicht man die prägnanten Spuren der drei Beispiele, so fällt auf dass es
sich dabei immer um sehr tiefe Riefen handelt, in deren Umgebung kaum weitere
Riefen vorhanden sind. Die prägnante Spur welche nur unter dem Mikroskop als
solche angesehen würde, fällt durch die regelmäßige Formation der Riefen auf.
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(a) (b)
(c)
Abb. 3.1: Beispielbilder aus Interview 1
Interview 2
Diesem Interviewpartner fällt es sehr schwer zu beschreiben wie er beim Geschoss-
vergleich vor geht. Er sagte, er merke sich ein „Foto vom Gesamtbild“. Auf Nach-
fragen erklärte er, dass er sich die groben Spuren in den Feldern merkt, und diese,
in Kombination mit der Art der Spur, versucht auf den anderen Geschossen wieder
zu finden. Die Art der Spur bezeichnet dabei die Tiefe der Spur und das Aussehen
der Felderkanten. Er erkläre weiter dass feine Spuren meistens unbedeutend sind.
Interview 3
Dieser Experte erklärte, er würde sich das Feld merken welches „ins Auge springt“.
Er erläuterte weiter, dass man sich eigentlich immer zwei Spuren in zwei Feldern
merken müsse, das aber in der Praxis für ihn schwer umsetzbar ist. Auf Nachfrage
erklärte er, dass für ihn ein markantes Feld ein Feld mit einer auffälligen Grob-
struktur ist. Die Grobstruktur kann er am Besten unter einem leicht unscharf
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eingestellten Mikroskop erkennen. Er nennt folgendes Beispiel für die Grobstruk-
tur eines Feldes: „Felderkante - flacher Bereich - erhabener Bereich - Tal - hoher
Bereich - kleinere Strukturen nach rechts immer feiner werdend – glatt“
Interview 4
Dieser Mitarbeiter erklärte als erstes, dass er auf alles achtet was zu erkennen ist. Er
führt zu Beginn des Vergleichs eine umfangreiche Analyse der Spuren durch. Wenn
es eine große Auswahl an Spuren gibt, dann merkt er sich nur die prägnantesten
Spuren und versucht diese auf anderen Geschossen aus der TMS zu finden. Wenn
wenig Spuren vorhanden sind, versucht er trotzdem vergleichsgeeignete Spuren zu
finden. Oftmals liefert ein Spurenträger zu viele Informationen, so dass, nach seiner
Aussage, eine Vereinfachung über eine Spurenauswahl erfolgen muss.
Wichtig ist, dass die Spuren auswertbar sind. Allerdings sollte auch keine zu
starke Vereinfachung erfolgen. Oftmals befinden sich Spurenwidersprüche auf dem
Spurenträger, auf diese sollte eingegangen werden. Es ist auch notwendig, das
eigene Ergebnis anzuzweifeln, wenn ein Widerspruch auftritt. Auch auf Nachfrage
konnte dieser Mitarbeiter nicht erklären welche Spuren für ihn prägnante Spuren
sind. Er wähle immer andere Spuren aus, um diese auf andern Geschossen zu
finden. Für ihn sind alle Spuren gleich wichtig.
Interview 5
Dieser Mitarbeiter betrachtet das Spurenmuster auf dem Geschoss zu Beginn des
Vergleichs zunächst oberflächlich. Dabei achtet er vor allem auf das Erscheinungs-
bild der Spuren. Er erklärt, dass beispielsweise ein Geschoss mit stark eingeschnit-
tene Feldern nicht aus dem selben Lauf verfeuert sein kann, wie ein zweites Ge-
schoss mit auslaufenden Feldern. Dieser Mitarbeiter erklärt, dass immer die Mög-
lichkeit verschiedener Geschossdurchmesser zu beachten ist. Erst wenn die Spuren-
bilder oberflächlich übereinstimmen, betrachtet er die Felder. In den Feldern sind
für ihn auffällige, von der Regel abweichende Spuren prägnant. Als Beispiel nennt
er sich wiederholende breite Riefen.
3.4 Zusammenfassung und Ergebnis der Befragung
Die Befragung der Mitarbeiter des SEWD zeigt sehr individuelle Herangehenswei-
sen an den Geschossvergleich. Auch wenn die Grundaufgabe für alle Mitarbeiter
die selbe ist, achtet jeder auf verschiedene Dinge und gibt den Spuren verschiedene
Wertigkeit.
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Im Allgemeinen kann man die Mitarbeiter anhand ihrer individuell bevorzugten
Spuren in zwei Gruppen aufteilen. Eine Gruppe, welche sich die Struktur eines
oder mehrerer Felder merkt, und versucht diese wiederzufinden. Und die andere
Gruppe, welche nur einen ausgewählten Bereich aus einem Feld als prägnante Spur
ansieht. Alle Mitarbeiter weisen darauf hin, dass die Betrachtung des gesamten
Spurenbildes wichtig ist für den Vergleich. Es müssen immer alle Spuren ange-
schaut werden, auch wenn für die Vereinfachung des Vergleichs prägnante Spuren
ausgewählt werden.
3.5 Umgang mit dem automatischen
Vergleichssystem
Das automatische Vergleichssystem Evofinder soll die Experten beim Spurenver-
glich unterstützen. Auch beim Umgang mit diesem System sind individuelle Ar-
beitsweisen zu beobachten, welche zu Problemen führen können. So zeigt sich beim
Betrachten der Daten, dass die Markierungen für die besten Spurenbereiche sehr
unterschiedlich gesetzt werden. Für den Vergleich der Spuren in Feldern wird vom
Benutzer eine Eingabe erwartet, mit welcher die Region mit den besten Spuren im
Feld markiert wird. Diese Markierung besteht aus zwei parallelen horizontalen Li-
nien deren Position vom Benutzer festgelegt wird. Die Region zwischen den Linien
wird vom System für die Vergleiche verwendet. Da vom System keine Vorgaben
gemacht werden, wie groß der Abstand zwischen den Linien sein soll, gibt es hier
einen starken Einfluss des Experten auf das Vergleichssystem. Auch die Felderkan-
ten müssen vom Benutzer eingezeichnet werden. Hier gibt es gerade bei Geschossen
deren Felderkanten schwer zu definieren sind, große Probleme und Abweichungen.
Für das Vergleichssystem ist der Abstand der Felderkanten eine wichtige Größe,
da nur Geschosse verglichen werden deren Felder ähnliche Breiten haben. Unter-
scheiden sich die Felderbreiten durch Benutzerfehler zu stark, werden die Spuren
nicht durch das System verglichen. Eine Identifikation ist ausgeschossen. Auf das
Problem der Felderkanten soll später nochmals genauer eingegangen werden.
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Die für diese Arbeit verwendeten Daten wurden von der Abteilung Schusswaffen
und Schusswaffenspuren des kriminaltechnischen Instituts des deutschen Bundes-
kriminalamtes bereitgestellt, oder gemeinsam mit Mitarbeitern der entsprechenden
Abteilung erzeugt.
Eine Sammlung von Spurenbildern wurde erstellt, indem 15 Waffen des Kalibers
9mm Luger beschossen wurden. Die erzeugten Spuren auf Geschossen und Hülsen
wurden mit dem automatischen Vergleichssystem Evofinder digitalisiert.
4.1 Durchführung des Vergleichsbeschusses
Der Vergleichsbeschuss wurde im Beschussraum des BKA durchgeführt. Aus der
Waffensammlung des BKA wurden 15 Waffen des entsprechenden Kalibers ausge-
wählt.
Mit den ausgewählten Waffen wurde in ein Wasserbecken geschossen. Die Ge-
schosse wurden nach erfolgter Schussabgabe aus dem Wasserbecken entnommen.
Die Hülsen konnten neben dem Wasserbecken aufgesammelt werden. Die Schüsse
wurden von einem Mitarbeiter der Waffensammlung abgegeben. Der Schuss in ein
Wasserbecken ist die in der Kriminaltechnik bevorzugte Variante der Vergleichs-
munitionsgewinnung und wird immer dann angewandt wenn Waffen Schusswaffen-
straftaten zugeordnet werden sollen.
Der Beschuss der Waffen wurde aufgeteilt. Einmal wurden 10 Waffen und einmal
5 Waffen beschossen. Es wurden immer pro Waffen 3 Munitionsarten verwendet.
Diese wurden so ausgewählt, dass die Oberflächenmaterialien der Geschosse ver-
schieden sind. Insgesamt wurde Munition 4 verschiedener Hersteller verwendet.
Jede Waffe wurde mit jeder Munitionsart mindestens 4 mal beschossen. Aufstel-
lungen der verwendeten Waffen und Munition sind in den Tabellen A2 und A3 im
Anhang zu finden.
Die Munition verschiedener Hersteller unterschiedet sich unter anderem im Ma-
terial des Geschossmantels. Zur einfachen Unterscheidung der Daten werden die
Herstellerkürzel in die Datenbezeichnung aufgenommen. Die Geschosse DN, HP
und SB besitzen Mäntel aus Kupferlegierungen mit unterschiedlichen Legierungs-
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bestandteilen. LE besitzt einen Mantel aus einer Nickellegierung. Die verschie-
denen Kupferlegierungen sind unterschiedlich hart, somit ist die Wechselwirkung
zwischen Geschoss und Lauf immer verschieden. Auch können sich die Geschosse
leicht in ihrem Durchmesser unterscheiden, wodurch es zu starken Auswirkungen
auf die Spurenübertragung kommt. Bei den hier verwendeten Geschossen kann fest-
gestellt werden, dass sich auf den Geschossen DN und LE die Spuren besonders
stark einprägen. Auf die Geschosse SB erfolgt die geringste Spurenübertragung.
Tabelle A4 enthält eine Übersicht aller Geschosse. Die Spuren auf den Geschoss-
bildern wurden eingeschätzt und bewertet. Die Bewertung der Spuren erfolgte nach
einer 5-Punkte Skala (Tabelle A5) von sehr gute Spuren bis keine Spuren vorhan-
den. Es wurden die Feldspuren, Primärspuren und Zugspuren bewertet. Weiterhin
wurde eingeschätzt wie stark sich die Felderkanten abheben.
4.2 Digitalisierung der Spuren
Zum Digitalisieren der Spuren wurde das automatische Vergleichssystem Evofin-
der benutzt. Es besitzt einen speziellen Scanner, mit welchem die Spuren in einer
hohen Auflösung aufgenommen werden können. Die horizontale Auflösung des ver-
wendeten Scanners entspricht 3,5µm, die vertikale Auflösung 4,7µm [37].
Für die Aufnahme der Bilder mit diesem System müssen die Munitionsteile in
spezielle Halter eingespannt werden. Von Geschossen werden Rundumaufnahmen
gemacht, von Hülsen wird nur der Hülsenboden gescannt. Die Aufnahme erfolgt
dabei gerastert. Nach der Aufnahme der Bilder werden diese in der Datenbank
des Systems abgelegt. Von dort können sie in zwei Bildformaten (JPG und BMP)
extrahiert werden.
Evofinder verlangt für den Vergleich von Geschossspuren eine Markierung dieser
auf dem Bild. Die Markierung erfolgt durch den Benutzer, indem er Geraden in das
Bild legt, welche die Spurengrenzen darstellen. Für die Geschosse aus den Waffen
11 bis 15 wurden die Angaben für diese Markierungen auch aus der Datenbank
extrahiert.
4.3 Ausschneiden der Spuren aus den
Rundumaufnahmen
In den Rundumaufnahmen der Geschosse sind nur in bestimmten Bereichen Spuren
enthalten, welche für den Geschossvergleich geeignet sind. Die wichtigsten Spuren
sind die Riefen in den Feldern. Sie wurden manuell aus den Rundumaufnahmen
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ausgeschnitten. Dabei wurden Spurenbilder, welche durch die Kanten der Rund-
umaufname geteilt wurden neu zusammengesetzt.
4.4 Übereinstimmende Felder der
Rundumaufnahmen
Rundumaufnahmen von Geschossen einer Waffe haben übereinstimmende Felder.
Diese wurden bestimmt und dokumentiert. Dazu wurden die Felder in den Rund-
umaufnahmen nummeriert. Feld 1 ist das ganz linke vollständige Feld. Wird ein
Feld durch die Felderkanten zerschnitten so ist dieses das Feld mit der höchsten
Nummer.
4.5 Weitere Daten
Neben den Daten der extra erzeugten Geschosse wurde ein weiterer Teil der Da-
tenbank des Evofinder Systems extrahiert - die Bilder und Markierungen der Ge-
schosse des Kalibers 9mm Browning kurz mit einer Felderbreite 1,2 bis 1,4 mm
und Rechtsdrall. Diese Datenbankeinträge entsprechen Teilen der Tatmunitions-
sammlung. Die Bezeichnung der Geschosse besteht aus einer 5-stelligen Nummer,
der Fallnummer in der Tatmunitionssammlung des BKA, und dem Zusatz G1 bis
G3 für das jeweilige Geschoss.
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Automatische Systeme zum Vergleich von Spuren auf verfeuerten Munitionsteilen
haben alle die gleiche Funktionsweise. Es werden Bilder von den Spuren erzeugt.
Diese werden dann mit Spuren in einer Datenbank verglichen. Das Ergebnis ist
eine Tabelle, in welcher die Spuren in der Datenbank nach Ähnlichkeit zur Ver-
gleichsspur gelistet sind. Eine weitere gemeinsame Eigenschaft der Systeme ist die
manuelle Auswahl von Spurenbereichen. Alle Systeme vergleichen nur ausgewähl-
te Spurenbereiche auf Munitionsteilen. Diese müssen vom Benutzer ausgewählt
werden. Eine nachträgliche Korrektur dieser Auswahl ist, je nach System, in ver-
schiedenem Maße möglich. Bei Eingabe von Hülsen als Spurenträger ist diese Aus-
wahl einfach, da hier von den meisten Systemen Vorgaben gemacht werden, die
vom Benutzer angepasst werden können. Die Auswahl von Spuren auf Geschossen
gestaltet sich schwieriger, da hier von den Systemen keine Vorgaben gemacht wer-
den. Die Auswahl der Felderkanten erweist sich für die Benutzer oft als schwierig,
Vorgaben von Seitens des Systems werden gewünscht. An diesem Punkt setzt der
hier beschriebene Algorithmus an. Er soll es ermöglichen, die Felderkanten auto-
matisch auszuwählen. Dabei soll und muss aber immer eine Nachkontrolle durch
den Benutzer erfolgen. Für die Entwicklung des Verfahrens wurden die Rundum-
aufnahmen des Evofinder-Systems verwendet. Sie zeigen alle Felder in einem Bild.
Abbildung 5.1 zeigt die Arbeitsweise des Algorithmus am Beispiel einer Rundum-
aufnahme eines Tatgeschosses als Eingabe und die gefundenen Felderkanten am
Beispiel eines Feldes als Ausgabe.
Für die Detektion der Felderkanten werden zwei Verfahren kombiniert. Zum
einen wird eine Linienerkennung mittels Hough-Transformation durchgeführt. Eine
weitere Linienerkennung erfolgt durch Erstellung und Analyse von Schnittlinien.
Die Ergebnisse beider Verfahren werden gemeinsam weiterverarbeitet.
Für die Anwendung der Algorithmen bedarf es einer Vorverarbeitung der Bilder.





5.1 Eigenschaften der Felderkanten
Die Felderkanten begrenzen die Feldspuren (siehe Abschnitt 2.1.2) auf beiden Sei-
ten. Sie sind auf der Seite der Drallrichtung meist stärker ausgeprägt. Felderkanten
bestehen meist aus charakteristischen, intensiv hellen oder dunklen Linien. Eine
Linie ist umso stärker ausgeprägt, je größer die Differenz der Intensitäten des hel-
len Bereichs zum angrenzenden dunklen Bereich ist. Die Felderkanten verlaufen
in Drallrichtung und parallel, dabei ist zu beachten, dass es in den Rundumauf-
nahmen zu einer Drift des Drallwinkels kommen kann. Weiterhin ist der Abstand
zwischen zwei Feldeindrücken immer gleich.
5.1.1 Drift des Drallwinkels
Bedingt durch die Aufnahmetechnik des Evofinder Systems kann es zu einer Drift
des Drallwinkels innerhalb eines Feldes kommen.
Für die Anfertigung der Rundumaufnahmen werden die Geschosse in einen spe-
ziellen Halter gespannt. Dabei muss der Geschossboden fest auf dem Drehteller
des Halters stehen. Wurde das Geschoss leicht schräg eingespannt, oder besitzt
es keinen ebenen Geschossboden so kommt es zu dem in Abbildung 5.2 gezeigten
Effekt. In der Abbildung ist eine Rundumaufnahme zu sehen. Der untere Rand
des Geschossmantels wurde grün nachgezeichnet. Gelb dargestellt ist der mittlere
Drallwinkel jedes Feldes.
Die gezeigt Rundumaufnahme ist ein extremes Beispiel für diesen Effekt. Er kann
aber bei jeder anderen Aufnahme in abgeschwächter Form vorkommen. Es ändert

















Abb. 5.3: Eigenschaften des Bildes und des Waffensystems
5.2 Eigenschaften des Geschossbildes
Die von Evofinder aufgenommenen Bilder sind nur im Idealfall Rundumaufnah-
men. Auch haben oftmals nicht alle Felder verwertbare Spuren. In Abbildung 5.3
sind die Informationen dargestellt, die für ein Bild bekannt sein sollten. Die Auf-
teilung zeigt, ob die Information spezifisch ist für ein Waffensystem oder für die
Aufnahme selbst. Es bietet sich an, diese Informationen in einer Datenbank zur
Verfügung zu stellen, deren Aufbau Abbildung 5.3 entspricht.
Waffensystem Der Begriff Waffensystem entspricht, im Bezug auf Geschosse, der
Einteilung nach Kaliber, Anzahl der Felder und Züge, Drallrichtung und Felder-
breite. Diese Einteilung ist aus der Klassifizierung der Geschosse in der Zentralen
Tatmunitionssammlung des BKA übernommen. Dabei ist die Felderbreite ein In-
tervall in mm. Jedes Waffensystem besitzt eine individuelle Identifikationsnummer.
Bild Jede Aufnahme wird einem Waffensystem zugeordnet, hat also dessen Ei-
genschaften. Weiterhin hat jede Aufnahme noch eigene Merkmale wie die Auflö-
sung(bei Evofinderaufnahmen bis Ende 2009 3,5µ), die Anzahl der Felder im Bild
sowie die Anzahl der verwertbaren Felder. Die Anzahl der Felder im Bild ist wich-
tig für die Verarbeitung von Teilaufnahmen. Die Angabe der verwertbaren Felder
ermöglicht es, Felder mit schlechter Spurenqualität aufzunehmen, diese aber aus
der Verarbeitung auszuschließen. Zusätzlich wird eingetragen, ob es sich bei dem
Bild um eine vollständige Rundumaufnahme oder einen Bildteil handelt.





Kaliber 9mm Browning kurz Name 33789 G1
Felderbreite 1,2-1,4 mm Auflösung 3,5 µm
Drallrichtung rechts Anzahl Felder 3
Anzahl Felder 6 Verwendbare Felder [1 2]
Abb. 5.4: Beispielbild mit Klassifizierung
5.3 Liniendetektion
5.3.1 Vorbereitung der Bilder
Bevor die Kantendetektion beginnen kann, muss eine Vorbereitung der Bilder er-
folgen. Anhand der Eigenschaften wird das Originalbild I der Größe N ×M in
n Teile geteilt, wobei alle Teile die gleiche Breite (N/n) haben und n der Anzahl
der Felder im Bild entspricht. Die verwendbaren Felder F m werden aus diesen







Abb. 5.5: Teilen der Bildmatrix für Felderkantendetektion






Der Filter imadjust1 wird auf die Teilbilder angewendet, um die Graustufen an-
zupassen. Dabei erfolgt eine reine Graustufentransformation T ohne Ortsabhänig-
keit. Die Verteilung der Graustufenwerte wird dabei auf ein vorgegebenes Intervall
gestreckt oder gestaucht. Hier ist das Intervall das gesamte Graustufenintervall
von 0 bis 255, auf welches alle Graustufenwerte der Matrix angepasst werden.
Die folgenden Formeln zeigen den mathematischen Hintergrund der Graustufen-
transfomation. Dabei stehen min und max für den minimalen und maximalen
1The MathWorks, Inc., Image Processing Toolbox
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Graustufenwert der entsprechenden Matrix.
Am(x, y) =Ta(Fm(x, y))(5.2)
Ta(r) =
r −min(Fm)
max(Fm)−min(Fm) · 255 wobei r = Fm(x, y)(5.3)
Danach erfolgt eine Verkleinerung der Bilder um 80% mittels bikubischer Interpo-
lation (vgl. Kapitel 2.4).
(5.4) Bm(a, b) = TbicubicAm(x, y)
wo
Nun wird ein Gaußscher Weichzeichner angewendet, der über einen Bereich von
5×5 Pixel mit σ=0,9 filtert. Der Filterkern wird nach Formel (2.24) berechnet. Im
Mittelpunkt des Filterkerns liegt das Maximum der Gaußfunktion bei x = 0 und
y = 0. Der normierte Filterkern H gauss für den Gaußschen Weichzeichner mit
σ=0,9 ist in folgender Formel zu finden.
(5.5)
Gm(x, y) = H gauss∗Bm(x, y) =

0.0014 0.0090 0.0168 0.0090 0.0014
0.0090 0.0576 0.1067 0.0576 0.0090
0.0168 0.1067 0.1979 0.1067 0.0168
0.0090 0.0576 0.1067 0.0576 0.0090
0.0014 0.0090 0.0168 0.0090 0.0014

∗Bm(x, y)
Nach dem Weichzeichnen erfolgt eine weitere Graustufenanpassung. Dabei wer-
den die mittleren Graustufenwerte auf das gesamte Graustufenintervall gestreckt.
Pixel mit Graustufenwerten außerhalb des gewählten mittleren Intervalls [c1,c2]
werden auf die Graustufenextrema gerundet. Im folgenden Beispiel ist das gewähl-
te mittlere Graustufenintervall [0,4 0,7], das entspricht den Graustufenwerten 102
bis 179), und das gewünschte Intervall [0,1].
Cm(x, y) =Tb(Gm(x, y))(5.6)
Tb(r) =

0 r < max(Gm) · c1
r−(max(Gm)·c1)
(max(Gm)·c2−max(Gm)·c1) · 255
255 r > max(Gm) · c1
(5.7)
Abbildung 5.6 zeigt die gesamte Vorverarbeitung der Teilbilder an einem Beispiel.
56
5 Felderkantendetektion
5.3.2 Liniendetektion mittels Hough-Transformation
In Vorbereitung der Liniendetektion mittels Hough Transformation müssen die
Bilder in Binärbilder überführt werden. Dazu erfolgt zuerst die oben beschriebene
Vorbereitung der Bilder. Allerdings wird auf das Weichzeichnen verzichtet. Das
Binärbild wird erzeugt durch Anwendung der Filtermaske der Größe 3×3 nach
Sobel (Abbildung 2.16d und Formel 2.30 ).
MATLAB stellt in der Image Processing Toolbox die Funktionen hough, houghpeaks
und houghlines zur Verfügung. hough erstellt die Hough-Transformationsmatrix.
Mit houghpeaks und houghlines werden Linien im Bild gefunden. Das Ergebnis
der houghlines sind die Start- und Endpunkte der Linien. Diese können über ein
lineares Gleichungssystem in Geradengleichungen überführt werden.
Die Ergebnisse dieser Linienerkennung sind in der Abbildung 5.7 an einem Bei-
spiel dargestellt. Bild a zeigt das Ergebnis der houghlines-Funktion. In 5.7b sind
diese Linien in Geraden überführt worden. Dabei wurde eine Auswahl der Linien
anhand ihres Winkels durchgeführt. Es werden nur Geraden für die weiteren Be-
rechnungen genutzt, die einen Winkel in Drallrichtung haben, der größer 0◦ und
kleiner 15◦ ist.
(a) Originalbild verkleinert (b) imadjust
(c) Weichzeichner Gauß (d) imadjust ([0.4 0.7],[0 1])
Abb. 5.6: Vorverarbeitung der Bilder
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(a) Ergebnisse der Linienerkennung
mit Hough-Transformation
(b) Erkannte Geraden aus Lini-
en nach Hough-Transformation
und Auswahl nach Winkel
Abb. 5.7: Ergebnisse der Liniendetektion mittels Hough-Transformation
5.3.3 Liniendetektion durch Auswertung von Schnittlinien
Der zweite Algorithmus zum Auffinden der Felderkanten nutzt Schnittlinien im
Bild um die Felderkanten zu finden. Für dieses Verfahren werden die Bilder wie
oben beschrieben vorbearbeitet. Vor allem das Weichzeichnen ist hier von Bedeu-
tung, um das Rauschen zu verringern.
Nach der Vorbearbeitung werden in das Bild horizontale Linien im selben Ab-
stand gelegt. Der Verlauf der Graustufen entlang dieser Linien wird ausgelesen und
als Vektor gespeichert. Von diesem Vektor werden nach einer Basislinienkorrektur
(nach Zupan [15]) die Maxima bestimmt. Die Positionen der Maxima entsprechen
hierbei den hellen Bereichen im Bild entlang der Schnittlinie (Abbildung 5.8)
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Abb. 5.8: Schematischer Ablauf des Algorithmus zur Felderkantendetektion anhand von
Schnittlinien
Nun werden die Positionen der einzelnen Maxima verglichen. Dabei werden die
Punkte jeder Schnittlinie mit den Punkten der andern Schnittlinen korreliert. Das
Ergebnis dieser Korrelationen sind Geradengleichungen und Korrelationskoeffizi-
enten. Es werden im Weiteren nur die Geradengleichungen weiterverwendet, die
einen Anstieg im Intervall [tan 89, tan 75] besitzen.
Nach der Korrelation werden die Geraden ermittelt, welche gemeinsame Punkte
auf den Schnittlinien besitzen. Von diesen wird nur diejenige Gerade in die weitere
Berechnung einbezogen, die den höchsten Korrelationskoeffizienten besitzt. Die
anderen Geraden werden verworfen.
Der gleiche Algorithmus ermittelt, angewandt auf das inverse Bild, Linien, die
in den dunklen Bereichen des Bildes verlaufen. In Abbildung 5.9 ist das Ergebnis
der Liniendetektion zu sehen.
5.4 Auswertung Ergebnisse der Liniendetektion
5.4.1 Zusammenfügen der Ergebnisse der Algorithmen
Fügt man die gefundenen Geraden in das ursprüngliche Bild ein, zeigt sich die
Güte der Algorithmen. Mindestens eine der Geraden verläuft entlang einer Felder-
kante. Weitere Geraden verlaufen mit geringem Abstand parallel dazu. Abbildung
5.10 zeigt ein Feld mit den dazugehörigen Geraden. Dabei stellen die blauen Li-
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(a) Geraden aus hellen Bereichen
der Schnittlinien
(b) Geraden aus dunklen Bereichen
der Schnittlinien
Abb. 5.9: Ergebnisse der Liniendetektion mit Schnittlinien
nien die Geraden aus dem Schnittlinienalgorithmus dar. Der Verlauf der grünen
Linien ist mit dem selben Algorithmus, angewandt auf das inverse Bild, errech-
net worden. Die roten Linien zeigen die Ergebnisse der Liniendektektion mittels
Hough-Transformation.
Abb. 5.10: Mit den Algorithmen zur Felderkantendetektion gefundene Geraden im Bild
Die Informationen zu den Geraden werden in Form ihres Anstiegs und Ordina-
tenabschnitts übergeben.
5.4.2 Selektion der Geraden
Die gefundenen Geraden werden sortiert und selektiert, mit dem Ziel pro Feld zwei
Geraden zu erhalten welche den Felderkanten entsprechen. Dazu werden die Gera-
den anhand ihrer Lage innerhalb eines Feldes durch Parameter des Waffensystems
selektiert. Anschließend erfolgt eine Sortierung der Geraden durch Vergleich der




Die Felderbreite, der Abstand zwischen den beiden Felderkanten, ist aus den Eigen-
schaften des Waffensystems bekannt. Das gegebene Intervall kann mithilfe der Auf-
lösung in einen minimalen und maximalen Pixelabstand zwischen den Felderkanten
umgerechnet werden. Für alle Geraden des Teilbildes werden die Geraden ermit-
telt, welche im entsprechenden Abstand verlaufen. Dazu wird die x-Koordinate
der Geraden nahe dem unteren Bildrand verwendet. Alle Geraden, welche keinen
Partner besitzen, werden aussortiert. Abbildung 5.11 zeigt das Ergebnis dieses
Schrittes am Beispielfeld. Tabelle 5.1 enthält die Linienpaare. In der Tabelle sind
Linienkombinationen, welche ein Paar bilden können mit einer 1 gekennzeichnet.
Abb. 5.11: Ergebnis der Suche nach Li-
nienpaaren in einem Feld
Tabelle 5.1: Linienpaare




4 0 0 0
5 0 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0
11 1 1 0 0 0 0 0 0 0 0
12 1 1 1 1 1 1 0 0 0 0 0
13 0 0 1 1 1 1 1 1 1 1 0 0
14 0 0 0 0 0 0 1 1 1 1 0 0 0
15 0 0 0 0 0 0 1 1 1 1 0 0 0 0
Für den Lagevergleich werden die x-Koordinaten der Geraden bei y=Bildhöhe-
50px verwendet. Sie liegen demnach 50px vom unteren Bildrand entfernt. Es wur-
den diese Koordinaten gewählt, da an dieser Stelle der Einfluss des Anstiegs gering
ist und diese Koordinanten auch bei Rundumaufnahmen schlechter Qualität (Auf-
nahmen beginnen unterhalb des Geschossmantels oder starke Verschiebung des
unteren Rands des Geschosses bei deformierten Geschossen) im Bereich der Feld-
spuren liegen.
5.4.2.2 Fuzzy-Vergleich der Geradenparameter
Nachdem durch die Linienpaare und durch den Anstieg der Geraden schon eine
Vorauswahl durchgeführt wurde, folgt nun ein Vergleich der Lageparameter der
Geraden anhand unscharfer Mengen. Hierzu werden aus dem Geradenparameter
Anstieg und dem x-Wert bei y=Bildhöhe-50px für jede Gerade Zugehörigkeits-
funktionen errechnet. Die verwendete Zugehörigkeitsfunktion hat folgende Form:
(5.8) m(x, y) = 1−
(





Die Konstanten a und b entsprechen den Werten der Geradenparameter, wel-
chen der Zugehörigkeitswert m(x,y)=1 zugeordnet wird. Diese Formel stellt ein
elliptisches Paraboloid dar (Abbildung 5.12b). Wie in Abbildung 5.12a zu sehen,
haben die Felder in den Teilbildern immer eine ähnliche Position. Der Winkel der
Felder ist bei einer optimalen Aufnahme nicht oder nur wenig verschoben. Diese
Ähnlichkeiten werden für die Fuzzy-Analyse genutzt.



































































































Abb. 5.12: Fuzzy Vergleich für die Felderkantendetektion
Entscheidend für den Erfolg einer Fuzzy-Analyse ist die Auswahl der Parame-
ter c1 und c2. Sie bestimmen die Achsenlänge des Paraboloiden beim Schnitt mit
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der xy-Ebene. Wertepaare die sich unter dem Paraboloid befinden, wird ein Zuge-
hörigkeitswert im Intervall [0,1] zugeordnet. Für alle weiteren Wertepaare ist der
Zugehörigkeitswert 0. Hier entspricht der Wert a aus Formel 5.8 der x-Koordinate
bei y=Bildhöhe-50px und der Wert b dem Anstieg. Mögliche Werte für c1 und
c2 und die entsprechenden Achsenlängen auf der xy-Ebene sind in Tabelle 5.2 zu
finden. Das Feld auf dem Geschoss, welches die besten Feldspuren hat, wird als
Tabelle 5.2: Fuzzy- Parameter 1 für die Felderkantendetektion mit dazugehöriger Achsenlän-
ge des Paraboloiden
Parameter Wert Intervallgröße in Pixel
c1 0,0002 141 Pixel
c2 0,04 10
Feld 1 festgelegt. Zumeist ist Feld 1 auch das erste Feld in einer Rundumaufnahme.
Für die Geraden der weiteren Felder wird der Zugehörigkeitswert zu den Geraden
des ersten Feldes ermittelt. Abbildung 5.12c zeigt graphisch die Zuordnung der
Geraden zueinander.
Für jede Gerade des ersten Feldes werden die Geraden der weiteren Felder aus-
gewählt, die die größten Zugehörigkeitswerte besitzen. Der Mittelwert dieser Zu-
gehörigkeitswerte für jede Gerade in Feld 1 wird errechnet. Nun werden alle für
Feld 1 möglichen Geradenpaare ermittelt und zu diesen die Summe der entspre-
chenden Zugehörigkeitswerte. Das Maximum der Zugehörigkeitswerte besitzt das
Geradenpaar, welches den Felderkanten am besten entspricht. Für diese Berech-
nung werden die Werte für c1 und c2 verändert (Tabelle 5.3). Ausgehend von
Tabelle 5.3: Fuzzy- Parameter 2 für die Felderkantendetektion mit dazugehöriger Achsenlän-
ge des Paraboloiden
Parameter Wert Intervallgröße
c1 0,0002 141 Pixel
c2 0,01 20
diesem Geradenpaar werden wieder die Zugehörigkeitswerte der Geraden der an-
deren Felder bestimmt (Abbildung5.12d zeigt das graphisch). Das Geradenpaar
mit dem höchsten Mittelwert der Zugehörigkeitswerte wird als Felderkante defi-
niert. In Abbildung 5.13 ist das Ergebnis der Felderkantendetektion am gegebenen
Beispiel dargestellt und den eingezeichneten Felderkanten der Experten des BKA
gegenübergestellt.
Abb. 5.13: Vergleich der Lage der Felderkantenmarkierung, Experte - rot, Algorithmus - grün
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Wie vorher beschrieben verlaufen die Riefenspuren innerhalb der Felder in Drall-
richtung. Eine Begradigung dieser Spuren entspricht einer horizontalen Scherung,
welche mittels affiner Transformation erfolgen kann. Die affine Matrix (Formel 2.20
Seite 27) nutzt dabei als Faktor den Scherwinkel. Der Schwerwinkel ist gleich dem
Drallwinkel und entspricht bei optimaler Spurenlage dem Winkel, in welchem die
Felderkanten verlaufen. Im folgendem Abschnitt soll eine Methode gezeigt wer-
den, um den Drallwinkel aus dem Spurenbild zu bestimmen, was vor allem dann
wichtig ist, wenn der Drallwinkel eine Drift (siehe 5.1.1) aufweist. Die Drift des
Drallwinkels ist zumeist nur gering ausgeprägt, kann aber dennoch Einfluss auf die
Scherung haben. Deshalb ist es wichtig für jedes Feld einen mittleren Drallwinkel
zu bestimmen, welcher, für die Scherung eingesetzt, zum geringsten Informations-
verlust führt. Es ist auch möglich die Spuren mittels räumlicher Transformation um
den Drallwinkel zu korrigieren([15]). Diese Transformationen benötigen allerdings
einen viel höheren Rechenaufwand als die hier angewandte affine Transformation.
Für die Erkennung des Drallwinkels wurden im Laufe der Arbeit zwei Verfahren
entwickelt. Beide Algorithmen erstellen um bestimmte Winkel korrigierte Bilder
und erkennen dann das Bild mit dem besten Ergebnis.
6.1 Bildmatrix nach affiner Transformation
Wie schon aus Abbildung 2.12 auf Seite 27 ersichtlich, ist die aus einer affinen
Transformation entstandene Bildmatrix größer als das Ausgangsbild. Die Bild-
punkte der Originalmatrix sind in der resultierenden Matrix neu angeordnet. Die
restlichen Bildpunkte werden auf den Wert 0 gesetzt und erscheinen somit schwarz.
Die rechteckigen Ausschnitte der originalen Spurenbilder besitzen Bereiche ohne
Informationswert in den Dreiecken rechts und links der Felderkanten. Durch die
Scherung werden die Felderkanten vertikal angeordnet, die Dreiecke verschieben
sich nach rechts und links und ergeben, gemeinsam mit den schwarzen Bereichen
aus der affinen Transformation, Spalten in der Bildmatrix ohne Spureninforma-
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tion. Diese Spalten können aus der Matrix entfernt werden. Abbildung 6.1 zeigt
schematisch die Korrektur der Spuren und die resultierenden Bilder.
Abb. 6.1: graphische Darstellung von Scherung und Abschneiden des Bildes
6.2 Algorithmen zur Drallwinkelerkennung
6.2.1 Drallwinkelerkennung mittels Binärbildern
Für diese Winkelerkennung werden die winkelkorrigierten Bildmatrizen um den
Faktor 0,5 verkleinert. Anschließend wird ein Medianfilter der Fenstergröße 3×5
und ein edge-detection-filter mit der Maske nach Roberts auf die Matrix ange-
wendet. Die Werte der Spalten des resultierenden Binärbildes werden summiert.
Wurde das Originalbild um den Drallwinkel korrigiert, ergeben sich die höchsten
Spaltensummen.
6.2.2 Drallwinkelerkennung durch Anwendung der PCA
Auch die Erkennung des Drallwinkels mit Hilfe der PCA nutzt den Effekt, dass
sich bei optimaler Winkelkorrektur die Informationen in der neuen Bildmatrix in-
nerhalb der Spalten nur wenig unterscheiden. Bei einer Hauptkomponentenanalyse
befinden sich die vertikalen Informationen der Matrix nach der PCA in den Scores
und die horizontalen Informationen in den Loadings. Verändern sich die Informa-
tionen innerhalb der Spalten nur geringfügig, kann ein großer Teil der Varianz
schon mit der ersten Hauptkomponente erklärt werden. Die erklärte Varianz der
ersten Hauptkomponente sollte demnach umso größer sein, je näher der Korrek-
turwinkel dem Drallwinkel ist.
Für diese Anwendung wurden zwei Arten der Berechnung der PCA untersucht.
Zum einen die klassische PCA und zum anderen die PCA ohne vorangegange-
ne Mittenzentrierung. Die Mittenzentrierung soll die Wichtung von Spalten mit
hohen Werten gegenüber Spalten mit niedrigen Werten ausgleichen. Bei Grau-
stufenbildern werden dadurch aber helle Bereiche gleich den dunklen Bereichen
gewichtet und damit können diese nicht mehr unterschieden werden. Der Einfluss
dieses Effekts wird durch die folgenden Untersuchungen gezeigt.
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6.2.3 Vergleich der verschiedenen Arten der
Drallwinkelerkennung
Die verschiedenen Arten der Drallwinkelerkennung wurden anhand der nach Ab-
schnitt 4.3 erzeugten Spurenbilder verglichen. Aus den Angaben der Markierungen
im Evofinder-System konnten die von Schusswaffenexperten gesetzten Drallwinkel
errechnet werden. Ein Vergleich der von Experten gesetzten Drallwinkel mit den
berechneten Drallwinkeln ermöglicht eine Aussage zur Güte der Algorithmen. Es
wurden die Drallwinkel für die Feldspuren der Geschosse W11 bis W15 bestimmt.
Exemplarisch sollen hier die Ergebnisse der Geschosse aus den Waffen W11 und
W13 ausgewertet werden Diese Geschosse wurden ausgewählt, da sich die Qualität
der Spuren am meisten unterscheidet. Während bei Geschoss W11 die Feldspuren
sehr gute bis gute Qualität aufweisen, ist die Spurenqualität der Geschosse aus
Waffe 13 befriedigend bis schlecht (vgl. Tabelle A4).
Die Güte der Algorithmen kann anhand der Häufigkeitsverteilung der Differenz
aus errechnetem Winkel und gesetztem Winkel quantifiziert werden. Die folgenden
Histogramme (Abbildung 6.2 und 6.3) zeigen die relativen Häufigkeiten für die er-
reichten Winkeldifferenzen der verschiedenen Algorithmen. Daneben befinden sich
Tabellen in welchen die absoluten Häufigkeiten zu finden sind. Dabei ist auffällig,
dass die Drallwinkelbestimmung mit PCA ohne Mittenzentrierung für Geschosse
beider Waffen die besten Ergebnisse liefert.
Erwartungsgemäß sind die Ergebnisse der Algorithmen bei schlechter Spurenla-
ge weiter von den gesetzten Winkeln entfernt, als bei guter Spurenlage. Das liegt
in erster Linie an Fremdspuren, welche nicht im Drallwinkel verlaufen und damit
die eigentlichen Feldspuren überdecken. Für die 36 Felder der Geschosse aus Waf-
fe W11 werden mit dem Algorithmus, welcher die PCA ohne Mittenzentrierung
nutzt, für 20 Felder Drallwinkel berechnet, die um weniger als 1,25◦ von dem von
den Experten gesetzten Winkel abweichen. Keiner der so berechneten Drallwinkel
weicht stärker als 2,2◦ ab (Abbildung 6.2 (b)).
Die anderen Algorithmen zeigen hier ein schlechteres Ergebnis. Mit Verwendung
der Binärbilder werden für 12 Felder Drallwinkel berechnet, welche um weniger als
1,25◦ abweichen. Die maximale Abweichung beträgt 9,3◦. Allerdings werden für
70% der Felder Drallwinkel berechnet, welche um maximal 2◦ von den Bezugswer-
ten abweichen (Abbildung 6.2 (c)). Die Verwendung der PCA mit Mittenzentrie-
rung ergibt das schlechteste Ergebnis. Hier kann für nur ein Feld ein Drallwinkel
berechnet werden, der weniger als 1◦ vom gesetzten Winkel abweicht. Die maxi-
male Abweichung zum Bezugswert dieses Algorithmus ist 6,9◦. Es werden aber für
nur 30% der Felder geringe Winkeldifferenzen (kleiner 2◦) berechnet (Abbildung
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6.2 (a)).
Algorithmus (a) (b) (c)
Winkeldiff.
0 – 0,24 0 9 5
0,25 – 0,74 1 11 7
0,75 – 1,24 4 10 5
1,25 – 1,74 4 2 7
1,75 – 2,24 6 4 5
2,25 – 2,74 4 3
2,75 – 3,24 4 0
3,25 – 3,74 7 1
3,75 – 4,24 3 0
≥ 4,25 3 3
Abb. 6.2: Vergleich der Ergebnisse der automatischen Drallwinkelerkennung mit den gesetz-
ten Winkeln der Experten für die Waffe W11
36 Felder von 6 Geschossen (a) PCA mit Mittenzentrierung (b) PCA ohne Mittenzen-
trierung (c) Spaltensummen von Binärbildern
Der Vergleich der verschiedenen Algorithmen ergibt bei der Drallwinkelerken-
nung der Feldspuren aus Waffe 13 das gleiche Ergebnis (Abbildung 6.3 Histogramm
und Tabelle). Die geringsten Abweichungen wurden mittels PCA ohne Mittenzen-
trierung erreicht. Bei schlechter Spurenlage erweist sich der Algorithmus, welcher
mittels Binärbildern den Drallwinkel erkennt, als robuster als die Drallwinkeler-
kennung, welche für die PCA die mittenzentrierte Matrix verwendet.
Algorithmus (a) (b) (c)
Winkeldiff.
0 – 0,24 0 10 9
0,25 – 0,74 0 12 8
0,75 – 1,24 0 15 10
1,25 – 1,74 0 5 3
1,75 – 2,24 2 3 5
2,25 – 2,74 0 6 3
2,75 – 3,24 2 0 4
3,25 – 3,74 4 2 0
3,75 – 4,24 1 2 0
≥ 4,25 51 5 18
Abb. 6.3: Vergleich der Ergebnisse der automatischen Drallwinkelerkennung mit den gesetz-
ten Winkeln der Experten für die Waffe W13
60 Felder von 10 Geschossen (a) PCA mit Mittenzentrierung (b) PCA ohne Mittenzen-
trierung (c) Spaltensummen von Binärbildern
Die Feldspuren der Waffe W13 weisen zum Teil starke Fremdspuren auf, die
vertikal verlaufen. Diese Spuren werden oftmals als die eigentlichen Feldspuren
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erkannt. Damit ergibt sich eine sehr starke Abweichung vom eigentlichen Drall-
winkel. Ein Beispiel für Feldspuren mit starken Fremdspuren zeigt Abbildung 6.4
Die farbigen Linien im Bild symbolisieren die errechneten Drallwinkel ) und den
gesetzten Drallwinkel der Experten.
Abb. 6.4: Beispiel für Drallwinkelerkennung bei starken Fremdspuren
60 Felder von 10 Geschossen (a) PCA mit Mittenzentrierung (b) PCA ohne Mittenzen-
trierung (c) Spaltensummen von Binärbildern (d) manuelle Bestimmung des Drallwin-
kels durch Experten des SWEK
Ergebnishistogramme und Tabellen für die Geschosse weiterer Waffen sind im
Anhang auf den Seiten A7 und A8 zu finden.
6.3 Auswirkungen eines falsch erkannten
Drallwinkels
Wird der Drallwinkel nicht richtig erkannt oder angegeben, verlaufen die Linien
des Musters nach der Scherung nicht vertikal. Aus dem Verlauf der Spaltenmit-
telwerte kann das Linienmuster entnommen werden, da die Spaltenmittelwerte an
Orten mit hellen Linien sehr hohe Werte erreichen. Wurde die Scherung nicht um
den Drallwinkel durchgeführt, verlaufen die Linien nicht vertikal. Dadurch werden
die Extrema der Spaltenmittelwerte abgeschwächt und verwischt. Die Veränderung
der Spaltenmittelwerte mit dem Scherwinkel ist in Abbildung 6.5 am Beispiel ei-
nes Ausschnittes aus einem Spurenmuster dargestellt. Das obere Bild zeigt den
Ausschnitt aus dem Gesamtspurenmuster. Dieser Ausschnitt wurde gewählt, da er
neben Linien in Drallrichtung auch Linien enthält, welche in einem anderen Winkel
verlaufen und Bereiche ohne Linien enthalten sind.
Der Bildausschnitt besitzt am linken Rand eine schwache helle Linie, die von
dunkleren Bereichen umschlossen ist. Links der Mitte verläuft eine starke helle
Linie in Drallrichtung und nahe dem rechten Rand befindet sich eine weitere Linie
in Drallrichtung. Die rechte Linie ist heller als die linke Linie, ist aber von helleren
Bereichen umschlossen. Der Drallwinkel dieses Feldes im Evofinder-System beträgt
7,2◦.
Die Diagramme im unteren Bereich der Abbildung 6.5 zeigen die Auftragung der
Spaltenmittelwerte für Bilder, welche durch Scherung mit verschiedenen Drallwin-
keln aus dem Originalbild entstanden sind. Das linke Diagramm zeigt die Ergebnis-
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Abb. 6.5: Auswirkung der Scherung mit verschiedenen Winkeln auf die Spaltenmittelwerte
an einem Ausschnitt aus dem Feld W15 DN G1 F2
se für starke Winkelabweichungen. Ein Scherwinkel von 7◦ erzeugt für die höchsten
Spaltenmittelwerte. Schon Abweichungen von 3◦ verringern den Spaltenmittelwert
am Ort der ausgeprägten hellen Linie in der Mitte um ein Drittel.
Das rechte Diagramm zeigt die gleichen Auswirkungen für kleinere Differen-
zen des Scherwinkels. Die Spaltenmittelwerte an den Orten der Linien verändern
sich nur geringfügig wenn der Scherwinkel um 1◦ vom Drallwinkel abweicht. Da-
mit zeigt sich, dass die Drallwinkelerkennung mittels nicht mittenzentrierter PCA
trotz leichter Abweichungen des erkannten Winkels zum Drallwinkel gut geeignet
ist, um die Spurenmuster automatisch zu korrigieren. Leichte Abweichungen des
Scherwinkels vom Drallwinkel haben kaum Auswirkungen auf die weitere Auswer-
tung des Spurenmusters.
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Vergleich von Riefenspuren
Die vorher beschriebenen Vergleichsmodelle sollen im Folgenden an digitalen Rie-
fenspuren angewendet werden. Dazu werden aus den Rundumaufnahmen des Evofinder-
Systems wie beschrieben die Feldspuren ausgeschnitten.
Aus diesen Bildern müssen die Informationen über die Lage und Ausprägung der
Riefen extrahiert werden. Dazu werden verschiedene mathematische Operationen
an den Bildmatrizen ausgeführt.
7.1 Parameterstudie
Für erste Tests wurden Geschosse verwendet, welche aus der selben Waffe (W7)
verfeuert worden sind und vom selben Hersteller (DN) stammen. Eine Zuordnung
der Felder der Geschosse W7_DN_G1 und G2 zueinander zeigt Abbildung 7.1.
Abb. 7.1: Felder der Geschosse W7 DN G1 und G2
Wie in Abbildung 7.1 zu sehen, müssen die Bilder mit den Riefenspuren optimal
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zueinander ausgerichtet werden, um Übereinstimmungen zu erkennen. Bei eini-
gen Bildern existiert keine optimale Verschiebung, da das Linienmuster gestreckt
oder gestaucht ist. Somit können die Linien immer nur in Teilstücken des Mus-
ters optimal ausgerichtet werden. In anderen Musterstücken sind die Linien dann
leicht zueinander verschoben. Abbildung 7.1 zeigt diesen Effekt im oberen Mus-
ter. Während die Linien im linken Teil des Musters übereinstimmen, gibt es im
rechten Musterteil eine Verschiebung des Musters. Diese Verzerrung des Musters
entsteht bei der Aufnahme der Bilder durch die Drift des Drallwinkels (vgl. Kapitel
5.1.1), verursacht durch einen unebenen Geschossboden. Die Riefenspuren werden
aus den Rundumaufnahmen parallel zur Bildunterkante ausgeschnitten. Bei un-
ebenen Geschossböden verläuft die untere Geschosskante im Bild nicht parallel
zur Bildkante. Beim Ausschneiden der Riefenspur kommt es zum in Abbildung 7.2
gezeigen Effekt. Die Felderbreite b ist immer konstant. Je nachdem wie sich der
Drallwinkel in der Rundumaufnahme darstellt, sind die Geraden parallel zur Bild-
unterkante unterschiedlich lang (a). Die Breite des Bildausschnittes entspricht a.
Dabei werden die ausgeschnittenen Bilder umso breiter je stärker das Feld gekippt
ist. Da die Riefenspuren in den Felder begradigt werden entstehen so gestreckte
oder gestauchte Bilder.
Abb. 7.2: Entstehung der Bildverzerrung
Die Drallwinkelverschiebung beträgt in den Rundumaufnahmen meist nur we-
nige Grad. Bei einem Muster der Länge 600 Bildpunkte bewirkt eine Veränderung
des Winkels um 1◦ eine Veränderung der Bildgröße um 2 Bildpunkte.
7.1.1 Parameter und ihre Werte
7.1.1.1 Spaltenmittelwerte
Die hier verwendeten Spurenmuster wurden um den Drallwinkel begradigt (vgl.
Kapitel 6). Ausgehend von der Verwendung des richtigen Drallwinkels verlaufen
die Riefen in den Bildern vertikal. Die Varianz der Graustufen innerhalb einer
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Spalte der Bildmatrix ist damit sehr gering und der Vektor der Spaltenmittelwerte
gibt die Riefeninformationen wieder. Dieser Vektor wird für die Mustervergleiche
genutzt.
7.1.1.2 Bild verkleinern - v
Eine Verringerung der Bildgröße bringt immer einen Informationsverlust mit sich.
Dieser geringere Informationsgehalt führt bei den hier vorliegenden Bildern zu
positiven Effekten. Bei einer Verkleinerung der Bildgröße mittels imresize1 wird
eine bikubische Interpolation der Daten durchgeführt. Abbildung 7.3 zeigt das
Ergebnis des imresize Algorithmus an einem Beispiel. Hier wurde das Bild auf
30% der originalen Bildgröße verkleinert.
Abb. 7.3: Auswirkung der Verkleinerung auf die Spaltenmittelwerte; Grau v = 0, 3 ;
Schwarz:v = 1
Durch eine Verkleinerung der Bilder verringert sich der Einfluss durch Verzer-
rungen des Musters. Der Verkleinerungsfaktor v muss im Intervall 0 < v ≤ 1 liegen,
wobei das Bild umso kleiner wird, je kleiner dieser Faktor ist. Die Abbildung 7.4
zeigt an einem Beispiel, wie schon eine geringe Veränderung der Bildgröße bessere
Übereinstimmungen ermöglicht. Im oberen Bild der Abbildung sind die Riefenmus-
ter im linken Bildteil optimal ausgerichtet. Durch eine Drallwinkeldrift werden die
Feldspuren leicht verschoben dargestellt, so dass die Riefen im rechten Teilstück
des Bildes nicht mehr übereinstimmen. Schon eine Verkleinerung der Bildgröße auf
dem Faktor 0,9 ermöglicht es, fast alle Riefen der beiden Muster übereinstimmend
darzustellen.
Da die Drallwinkeldrift meistens nur wenige Grad beträgt können die Verzer-
rungen in den Bildern durch geringe Größenveränderungen ausgeglichen werden.
1The MathWorks, Inc., Image Processing Toolbox
72
7 Anwendung der Modelle zum Vergleich von Riefenspuren
Abb. 7.4: Verkleinerung der Bilder um die Factoren 1 0,9; 0,7; 0,5; 0,3 (von oben)
Die Verkleinerung kann an zwei möglichen Punkten der Bildbearbeitung durch-
geführt werden: vor der Berechnung der Spaltenmittelwerte, es wird die Bildma-
trix verkleinert, oder nach deren Berechnung, wobei nur die Länge des berechneten
Vektors verringert wird.
Der Zeitpunkt der Größenveränderung hat nur sehr geringe Auswirkungen auf
die Weiterverarbeitung, so dass im weiteren Verlauf der imresize Befehl nur auf
die Vektoren angewandt wird, um den Rechenaufwand gering zu halten.
Die besten Übereinstimmungen sollten bei Bildern, welche dasselbe Feld zeigen,
bei der optimalen Verschiebung berechnet werden. Die optimale Verschiebung än-
dert sich mit der Größe des Bildes. Bei einer Verringerung der Bildgröße um die
Hälfte (v = 0, 5) werden je zwei Bildpunkte des Originalbildes zu einem Bildpunkt
des neuen Bildes zusammengefügt.
Die Muster werden an den Felderkanten ausgeschnitten. Setzt man vollständige
Muster voraus, so beträgt die Verschiebung der Originalbilder selten mehr als 20
Bildpunkte. Somit nähert sich der Verschiebungswert für kleine Bildgrößen dem
Wert 0 an. Für die hier verwendeten Beispielbilder ist die optimale Verschiebung
der Bilder zueinander in Abhängigkeit von der Verkleinerung in Tabelle A6 zu-
sammengefasst. Wie zu erwarten verringert sich die optimale Verschiebung der
Felder zueinander bei verschiedenen Verkleinerungsfaktoren. Werden die Bilder
verkleinert kann man demnach von geringeren Verschiebungen im weiteren Ver-
lauf ausgehen.
7.1.1.3 Basislinienkorrektur
Eine Korrektur der Basislinie der Spaltenmittelwerte ist eine Möglichkeit, den Ein-
fluss verschiedener Lichtverhältnisse im Verlauf des Spurenbildes abzuschwächen.
Die Basislinienkorrektur wird mit dem Algorithmus von Zupan [39] (vgl. Abschnitt
2.4.3.2) durchgeführt.
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7.1.1.4 Anzahl der Filterkoeffizienten des Savitzky-Golay-Filters - c
Zum Glätten der Spaltenmittelwerte wird der vorgestellte Filteralgorithmus von
Savitzky und Golay verwendet. Filterparameter sind die Anzahl der Filterkoeffi-
zienten und die zu bildende Ableitung. Die Anzahl der Filterkoeffizienten gibt an,
wie stark die Glättung erfolgen soll. Der Wert des Filterkoeffizienten muss unge-
rade sein und im Intervall 5≤ c ≤25 liegen. Hier wird der Filter nur zum Glätten
genutzt und keine Ableitung gebildet.
7.1.1.5 Anzahl der Peaks n
Ein sehr einflussreicher Parameter ist die Peakanzahl. Die Peaklagen und -intensitäten
können mit dem Peak-Picking-Algorithmus von Zupan [39] ermittelt werden. Die
Peaks werden nach ihrer Intensität sortiert. Die n höchsten Peaks gehen in die
Berechnung ein. Die Anzahl der gefundenen Peaks ist abhängig von der Breite
des Glättungsfilters und der Verkleinerung. Werden weniger Peaks gefunden als in
diesem Parameter ausgewählt, erfolgt eine Übernahme aller gefundenen Peaks.
7.1.1.6 Fuzzy-Parameterc1 und c2
Die Wahl der Fuzzy-Parameter und ihr Einfluss auf die errechnete relative Kardi-
nalität wird im Theorieteil betrachtet. Dieser Parameter beeinflusst die Breite der
Zugehörigkeitsfunktion und damit nur die Vergleiche mittels Fuzzy-Theorie.
7.1.2 Durchführung
Die Riefenspuren der Felder der Geschosse aus Waffe 7 wurden miteinander ver-
glichen. Die Waffe W7 erzeugt 6 Feldspuren auf jedem Geschoss. Die Feldspuren
jedes Geschosses wurden mit den Feldspuren der anderen Geschosse verglichen.
Der Vergleich von zwei Geschossen besteht aus 36 Einzelvergleichen (jedes Feld
des ersten Geschosses mit je 6 Feldern des zweiten Geschosses), bei welchen es zu
6 Übereinstimmungen kommt. Werden die Spuren aller 6 Geschosse aus der Waffe
verglichen, kommt es zu 540 Einzelvergleichen der Felder, wobei 90 Übereinstim-
mungen vorkommen.
Jeder Einzelvergleich besteht dabei wieder aus mehreren Vergleichen, um die op-
timale Bildverschiebung zu ermitteln. Die zu vergleichenden Muster wurden dazu
gegeneinander in jede Richtung um 20v Pixel verschoben. Bei jedem Verschie-
beschritt werden die Muster verglichen. Das Ergebnis der Verschiebung mit der
besten Übereinstimmung wird übernommen. Die Breite der Fuzzy-Zugehörigkeitsfunktion
und die Filterbreite müssen an den Verkleinerungsfaktor angepasst werden. Da die
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Verkleinerung auch mit einer Glättung einher geht, wurde nur gering oder gar
nicht verkleinert. Bei Verkleinerungsfaktor 0,8 sind die Musterverzerrungen der
Riefenmuster ausgeglichen. Ohne Verkleinerung (Faktor 1) ist die Verzerrung noch
vorhanden. Die Werte der weiteren Parameter (siehe Tabelle 7.1) decken nahezu
deren gesamte Bandbreite ab. Die Tests wurden nach dem Beispiel eines vollstän-
digen Versuchsplans durchgeführt. Es wurden für jede Parameterkombination alle
Vergleiche berechnet. Für jede Kombination wurde jeweils der Mittelwert für die
Ergebnisse der übereinstimmenden (Em - match) und nicht übereinstimmenden
(Enm -no match) Riefenspuren gebildet. Die Differenz dieser Mittelwerte wird als
Prüfgröße für die Auswertung genutzt.
Tabelle 7.1: Variierte Parameter
Verkleinerung v 0,8 1
Filtertreite c 0 (kein Filter) 5 7 9 11 13 15 17
c1 0,0001 0,001 0,005 0,01 0,005
c2 0,001 0,005 0,01 0,05 0,1
Peaks n 4 6 8 10 12 14 16 18 20
7.1.3 Auswertung
Die Ergebnisse werden mittels Varianzanalyse (ANOVA – Kapitel 2.4.5) für jedes
Vergleichsmodell gesondert ausgewertet. Die Ergebnistabellen der Varianzanalysen
sowie des Scheffe-Tests sind im Anhang (A.4) zu finden. Die Tabellen mit den
Ergebnissen des Scheffe-Tests wurden dabei gekürzt.
7.1.3.1 Eindimensionaler Fuzzy-Vergleich
Der eindimensionale Fuzzy-Vergleich wird beeinflusst durch die Größen v, c, c1
und n. Für die Geschosse W7_DN ergeben sich die höchsten Mittelwertddifferen-
zen für übereinstimmende und nicht übereinstimmende Felder, wenn die Muster
nicht verkleinert werden, keine Savitzky-Golay Glättung durchgeführt wird, die
Zugehörigkeitsfunktion eine Breite von 6,3 Bildpunkten hat (c1 = 0,1) und mindes-
tens 14 Linien des Musters verwendet werden. Es ergeben sich für alle Parameter
Gruppen signifikant verschiedener Varianzen. Diese Gruppen sind allerdings oft
mit mehreren Parameterwerten besetzt.
Für Geschosse aus Patronen anderer Munitonshersteller zeigen sich zum Teil bei
anderen Parameterwerten die größten Unterschiede der Ergebnisse von passenden
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und nicht passenden Spuren. Für die Geschosse W7_SB sind die Ergebnisse gleich
den Ergebnissen für DN, nur die Gruppen mit den signifikant höchsten Mittel-
wertdifferenzen sind anders besetzt und für den Fuzzy-Parameter c1 ergibt sich
bei c1 = 0,001 die signifikant höchste Mittelwertdifferenz. c1 = 0,001 entspricht
einer Breite der Zugehörigkeitsfunktion von 20 Bildpunkten. Bei den Einzelverglei-
chen der Geschosse HP sind die optimalen Parameterkombinationen zum Teil weit
entfernt vom Optimum für die anderen Geschosse. Die besten Ergebnisse ergeben
sich hier, wenn mit einer Filterbreite von 9 Bildpunkten gearbeitet wird, wenige
Peaks verwendet werden und die Zugehörigkeitsfunktion sehr breit ist. Für alle
Vergleiche der Felder der Waffe W7 ergeben sich die optimalen Parameterwerte
bei nahezu den gleichen Werten wie für die Felder der Geschosse DN.
Eine anschauliche Zusammenstellung der oben beschriebenen Ergebnisse gibt
Abbildung 7.5. Hier sind die Parameter, welche die höchsten Differenzen Em-Enm
ergeben, dunkel hervorgehoben. Hell ausgefüllt sind die Werte, welche sich mit
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Ergebnisse unterscheiden sich nicht signifikant
Parameterwert welcher die höchste Mittelwertdifferenz ergibt
Abb. 7.5: Graphische Zusammenfassung der Ergebnisse des Parametertests für den eindi-
mensionalen Fuzzy-Vergleich
Die Ergebnisse der Vergleiche mit den optimalen Parametern (Tabellen A17 bis
A19 im Anhang) werden im Folgendem weiter betrachtet. Am Beispiel des Ver-
gleichs der Geschosse DN soll gezeigt werden, wie gut der Vergleichsalgorithmus
Felder zueinander ausrichtet. Dazu wurden die passenden Felder manuell zueinan-
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der ausgerichtet und die Verschiebung in Bildpunkten bestimmt. Dabei liegt eine
negative Verschiebung vor, wenn das zweite Bild weiter links beginnt als das erste
Bild. Eine Verschiebung von 0 Bildpunkten liegt vor, wenn die beiden linken Sei-
tenkanten der Bilder übereinander liegen und damit eine optimale Verschiebung
vorliegt. Die manuelle Bestimmung der optimalen Verschiebung und die Drall-
winkeldrift belegen diesen Verschiebungswert mit einem Fehler von bis zu einem
Bildpunkt in beide Richtungen. Tabelle 7.2 enthält für die Vergleiche dieser Felder
die errechneten optimalen Verschiebungen des Vergleichsalgorithmus, die optima-
len Verschiebungen, welche manuell bestimmt wurden, und die Differenzen dieser
Werte. Bei 3 von 6 Vergleichen ist die Differenz der beiden Werte kleiner als 2 Bild-
punkte. Bei diesen Vergleichen erzeugt der Vergleichsalgorithmus bei der richtigen
Verschiebung die höchste relative Kardinalität des Fuzzy-Vergleichs.
Tabelle 7.2: Verschiebung und Einzelergebnisse des eindimensionalen Fuzzy-Vergleichs der











1 12 0,549 -7 -6 1
2 7 0,45 8 8 0
3 8 0,3 -15 2 17
4 9 0,389 -4 -2 2
5 10 0,633 12 13 1
6 11 0,428 -13 -9 4
Weiterhin werden die Ergebnisse der Vergleiche auf Normalverteilung getestet
(vgl. 2.4.4.2 Lilliefors-Test). Die Ergebnisse des Mustervergleichs sind nur dann
aussagekräftig, wenn sich die Ergebnisse für übereinstimmende Muster signifikant
von denen nicht übereinstimmender Muster unterscheiden. Es zeigt sich, dass nur
die Ergebnisse normalverteilt sind, welche aus Vergleichen der Geschosse gleicher
Hersteller hervorgehen. Da das Vorliegen der Normalverteilung eine Voraussetzung
für die Anwendung des t-Test ist, können nur diese Ergebnisse auf ihre Signifikanz
untersucht werden. In Abbildung 7.6 sind die Histogramme der Vergleichsergebnis-
se mit ihren zugehörigen Verteilungsfunktionen dargestellt. Der Erwartungswert
und die Varianz der Verteilungsfunktionen wurden geschätzt aus den Mittelwerten
der Ergebnisse und deren Standardabweichung.
Abbildung 7.7 zeigt nochmals die Häufigkeitsverteilungen. Die ausgefüllten Flä-
chen unter den Funktionen heben die Ergebnissintervalle hervor, in welchen von
einer gesicherten Übereinstimmung, beziehungsweise einem gesicherten Ausschluss
ausgegangen werden kann. Die Grenze für diese Aussagen liegen hier, wie in Kapi-
tel 2.3 vorgeschlagen, bei Faktor 3 zwischen den relativen Häufigkeiten. Demnach
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Abb. 7.6
Abb. 7.7: Plot der Häufigkeitsverteilungen der normalverteilten Ergebnisse des eindimensio-
nalen Fuzzy-Vergleichs
können anhand der hier erzeugten Ergebnisse nur für die Felder der Geschosse DN
gesicherte Zuordnungen erhalten werden. Die Zugehörigkeitsfunktion für überein-
stimmende Felder ist ab einer relativen Kardinalität von 0,523 um mehr als 3 mal
größer als die Zugehörigkeitsfunktion für nicht übereinstimmende Felder. Damit
können alle Feldvergleiche der Geschosse DN, welche als Ergebnis eine relative
Kardinalität größer 0,523 aufweisen, als gesicherte Übereinstimmungen gewertet
werden. Der Vergleich der übereinstimmenden Felder ergibt für 2 von 6 Verglei-
chen ein Ergebnis, welches als sichere Übereinstimmung gewertet werden kann.
Die anderen Vergleiche ergeben kleinere Ergebniswerte. Damit erzeugen diese Ver-
gleiche einen Fehler erster Art (vgl. Tabelle 7.2 ). Ein Fehler zweiter Art, zwei
nicht übereinstimmende Felder werden als übereinstimmend erkannt, wird nicht
erzeugt. Alle Ergebnisse sind in Tabelle A17 im Anhang zu finden. Bei den Ver-
gleichen der Geschosse aus anderen Materialien können keine so klaren Ergebnisse
abgelesen werden, da die Häufigkeitsverteilungen zu stark überlappen. Der t-Test
der Verteilungen zeigt, dass nur die Verteilungen für die Ergebnisse der Geschosse
DN signifikant zu unterscheiden sind. Die anderen Verteilungen besitzen keinen
signifikanten Unterschied.
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Abb. 7.8: Graphische Zusammenfassung der Ergebnisse des Parametertests für den zweidi-
mensionalen Fuzzy-Vergleich
7.1.3.2 Zweidimensionaler Fuzzy-Vergleich
Der Fuzzy-Vergleich in zwei Dimensionen hat eine weitere Einflussgröße, c2. Der
Wert c2 entspricht der Ausdehnung der Zugehörigkeitsfunktion in der zweiten Di-
mension, hier den Graustufenwerten. Je kleiner c2, umso größer ist die Ausdehnung
der Zugehörigkeitsfunktion. Der Wert c2=0,001 entspricht einer Ausdehnung von
63 Graustufenwerten. Ist c2=0,1, dehnt sich die Zugehörigkeitsfunktion nur noch
über 6 Graustufenwerte aus.
Die weiteren Einflussgrößen entsprechen den Parametern für den eindimensiona-
len Fuzzy-Vergleich. Auch das Verfahren der Parametervariation und Auswertung
wurde vom vorhergehenden Abschnitt übernommen.
Die Parameter an welchen die höchsten Differenzen zwischen Em und Enm er-
zeugen, entsprechen für die Geschosse W7_SB und W7* nahezu den optimalen
Parametern des eindimensionalen Vergleichs (vgl. Abb. 7.8.). Bei den Geschossen
W7_DN und W7_HP sind die Ergebnisse dagegen stark unterschiedlich.
Die Vergleiche der Geschosse W7_DN und W7_HP erzeugen die höchste Diffe-
renz der Ergebniswerte für passende und nicht passende Muster, wenn eine Verklei-
nerung der Spurenbilder um 80% vorgenommen wird. Diese Verkleinerung kann,
wie in Abschnitt 7.1.1.2 beschrieben, die Musterverzerrungen durch eine Drifft des
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Drallwinkels aus den Mustern zu einem großen Teil entfernen. Auch zeigt sich, dass
für beide Geschossarten hohe Filterkoeffizienten, also ein breiter Filter, günstig ist.
Für den Fuzzy-Parameter c1 zeigen sich die gleichen optimalen Parameter wie beim
eindimensionalen Vergleich für alle Geschossarten. Der zweite Fuzzy-Parameter c2
zeigt bei allen Geschossarten verschiedene Optima. So ergibt sich bei W7_DN
die höchste Differenz Em-Enm bei c2=0,01, also einer Ausdehnung der Zugehörig-
keitsfunktion von 20 Graustufen. Für W7_HP ist eine kleinere Ausdehnung der
Zuordnungsdunktion und damit ein höherer Wert für c2 günstig. Bei W7_SB sind
nach dieser Untersuchung kleinerer Werte für c2 besser.
Auch in der Anzahl der verwendeten Peaks zeigen sich große Unterschiede. So
ergeben die Vergleiche der Geschosse W7_HP bei einer niedrigen Peakanzahl von
6 die aussagekräftigsten Ergebnisse, während für die anderen Geschossarten und
für alle Geschossarten gemeinsam eher eine hohe Anzahl an Peaks günstig ist.
Auch hier wurden die Ergebniswerte wieder auf ihre Verteilungen untersucht.
Der Lillifors-Test bestätigte die Nullhypothese. Die Verteilung entspricht einer
Normalverteilung, für die Ergebnisse der Vergleiche der Geschosse W7_DN und
W7_HP sowie für den Vergleich aller Muster auf dem Geschossen W7. Der an-
schließende t-Test zeigte, dass nur die Ergebnisse der Geschosse W7_DN signifi-
kant zu unterscheiden sind. Bei den anderen Vergleichen gehören die Ergebnisse
für nicht passende Felder der gleichen Verteilung an wie die Ergebnisse für pas-
sende Felder. In Abbildung 7.9 sind die Funktionen und die zugrunde gelegten
Häufigkeitsverteilungen dargestellt. Es ist gut zu erkennen, dass sich die Kurven
für die Geschosse W7_HP sehr stark überschneiden, während für W7_DN die
Funktionen gut voneinander abgrenzbar sind.
Abb. 7.9
Die eingefärbten Flächen unter den Kurven in Abbildung 7.10 markieren die Be-
reiche der relativen Kardinalitäten, an denen sich die Zugehörigkeitsfunktionen um
mehr als den Faktor 3 unterscheiden. Dabei markiert der hellblaue Bereich die si-
cheren Ausschlüsse und der dunkelblaue Bereich die sicheren Übereinstimmungen.
Demnach sind alle Mustervergleiche, bei welchen eine relative Kardinalität von
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Abb. 7.10: Plot der Häufigkeitsverteilungen der normalverteilten Ergebnisse des zweidimen-
sionalen Fuzzy-Vergleichs
0,372 oder kleiner errechnet wird, als sichere Ausschlüsse zu werten. Eine relative
Kardinalität von 0,507 oder größer kann als sichere Übereinstimmung interpretiert
werden.
Setzt man die Ergebnisse der einzelnen Vergleiche übereinstimmender Felder in
Tabelle 7.3 mit diesen Werten in Relation, so zeigt sich, dass von den übereinstim-
menden Feldern 3 von 6 die Schwelle zur sicherer Übereinstimmung überschreiten.
Diese Felder wurden auch vom Vergleichsalgorithmus in die richtige Position zu-
einander gebracht (vgl. Tabelle A28). Auffällig ist, dass ein Vergleich übereinstim-
mender Felder, trotz richtiger Positionierung durch den Algorithmus, eine relative
Kardinalität kleiner 0,507 hat. Es wird hier eine Erkennungsrate von 50% erreicht.
4 von 30 Vergleichen von Mustern verschiedener Herkunft ergeben eine relativer
Kardinalität größer der Schwelle zur sicheren Übereinstimmung. Der Fehler zwei-
ter Art der Übereinstimmung liegt demnach bei 13%, dieser Wert ist für eine
forensische Anwendung zu hoch.
Tabelle 7.3: Verschiebung und Einzelergebnisse des zweidimensionalen Fuzzy-Vergleichs der











1 12 0.6450 -3 -6 3
2 7 0.5453 7 8 1
3 8 0.4078 1 2 1
4 9 0.4424 15 -2 17
5 10 0.5262 9 13 4
6 11 0.4606 5 -9 13
7.1.3.3 CMS und Binominalfunktionsanpassung
Weiterhin werden an den für den Fuzzy-Vergleich bearbeiteten Bildern die theo-
retischen Vergleichsmodelle CMS und BFA angewendet. Diese Modelle sind für
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den manuellen Vergleich von Riefenspuren entwickelt worden. In das ursprüngli-
che CMS-Modell fließen neben der Information zur Spurenlage auch Informationen
zur Riefenbeschaffenheit ein. Diese Information kann nach der obigen Bildbearbei-
tung nicht mit in das Modell eingegeben werden. Beide Modelle vergleichen in
diesem Fall nur die Lageparameter der Riefen.
Auch hier werden Parametertests durchgeführt, wie oben beschrieben. Da beide
Modelle keine weiteren Parameter benötigen, werden nur die Peakanzahl, der Ver-
kleinerungsfaktor des Bildes und die Filterbreite variiert. Die Verwendung einer
festen Peakanzahl widerspricht dem Grundgedanken dieser Modelle, nachdem alle
verfügbaren Riefenspuren in die Berechnung einbezogen werden sollen. Deshalb
wird hier nicht mit einer festen Peakanzahl gearbeitet, sondern mit einer Schwelle
s bei der Berechnung der Maxima. Diese Schwelle orientiert sich am Maximalwert
im Spaltenmittelwertsvektor mmax. So werden bei einem Wert s = 1 alle Maxima
in die Berechnung einbezogen, bei s = 0, 5 alle Maxima höher 0, 5 ·mmax.
Für beide Modelle ergibt die ANOVA signifikant unterschiedliche Parameter-
gruppen für die Schwelle der Peakberechnung und die Filterbreite. Die beiden
Werte des Verkleinerungsfaktors v ergeben bei beiden Modellen keine signifikant
unterschiedlichen Ergebnisse (vgl. Tabelle A31 und A32).
Die Ergebnisse des Scheffe-Test im Anschluss an die ANOVA sind in Abbildung
7.11 aufbereitet. Die Ergebnisse für passende und nicht passende Felder besitzen
bei den Parametern v = 1, c = 5 und s = 0,4 die höchsten Differenzen beim CMS-
Vergleich. Dabei ist die Signifikanzgruppe beim Parameter s sehr groß und die
Ergebnisse beider Parameterwerte für v unterscheiden sich nicht signifikant. Eine
Filterbreite von 5 Bildpunkten ergibt die signifikant besten Ergebnisse.
Die Parametergruppen, welche beim BFA-Vergleich die besten Ergebnisse er-
zeugen unterscheiden sich stark von denen des CMS-Vergleichs. So ergeben sich
die höchsten Ergebnisdifferenzen bei v = 0,8, c = 7 und s = 0,7. Die Werte für
Em-Enm (siehe Mittelwerte in Tabelle A35 ) sind beim BFA-Vergleich negativ, da
die Wahrscheinlichkeit des Auftretens einer gleichen Musterüberereinstimmung wie
der getesteten umso kleiner ist, je höher der Übereinstimmungsgrad ist. Em sollte
bei übereinstimmenden Feldern demnach sehr kleine Werte annehmen. Die Werte
für Enm sind entsprechend höher anzusiedeln. Der Scheffe´-Test für die Parameter-
werte, welche die höchsten Ergebnisdifferenzen erzeugen, ergibt für die Werte v
und c Signifikanzgruppen im gesamten Wertespektrum der Parameter. Weiterhin
ergeben die Vergleiche, bei welchen eine Schwelle von 0,7 beim Peakpick angewandt
wird, die signifikant besten Ergebnise.
Die Ergebniswerte für übereinstimmende und nicht übereinstimmende Felder
sind bei beiden Modellen normalverteilt. Häufigkeitsverteilungen und deren Funk-
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Abb. 7.11: Graphische Zusammenfassung der Ergebnisse des Parametertests für den CMS
und BFA-Vergleich
tionen sind in Abbildung 7.12 für den CMS Vergleich und Abbildung 7.13 für den
BFA Vergleich graphisch dargestellt. Der t-Test der Ergebniswerteverteilungen des
CMS-Vergleichs kann die Nullhypothese, beide Verteilungen unterscheiden sich
nicht signifikant, nicht bestätigen. Die Verteilungen sind damit signifikant unter-
schiedlich. Die Verteilungen der Ergebniswerte des BFA-Vergleichs unterscheiden
sich nach zweiseitigem t-Test mit Signifikanzniveau 0,05 nicht signifikant.
Abb. 7.12: Plot der Häufigkeitsverteilung der Ergebnisse des CMS-Vergleichs mit optimalen
Parametern
Eine nähere Betrachtung der Häufigkeitsverteilungen zeigt die Ursache für den
Ausgang der Signifikanztests. Die Ergebniswerte des BFA-Verleichs für die nicht
übereinstimmenden Muster streuen sehr stark (vgl. Tabelle A36). Entsprechend
breit ist die Häufigkeitsverteilungsfunktion. Die Ergebniswerte für übereinstim-
mende Felder bewegen sich in einem viel kleineren Intervall. Dieses überschneidet
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Abb. 7.13: Plot der Häufigkeitsverteilung der Ergebnisse des BFA-Vergleichs mit optimalen
Parametern
allerdings vollständig das Streuintervall der anderen Ergebnisse. Damit können
mit den vorliegenden Ergebnissen keine Aussagen zur Identifikation getroffen wer-
den. Der Vergleich mittels BFA, angewandt auf die hier verwendeten Musterbilder,
ergibt keine aussagekräftigen Ergebnisse. Dass die Ergebnisse übereinstimmender
Muster zu gering von den Ergebnissen nicht übereinstimmender Muster abweichen,
zeigt sich auch bei Betrachtung der vom Algorithmus berechneten optimalen Ver-
schiebung der übereinstimmenden Muster zueinander (Tabelle 7.4). An keine Stelle
wurde eine Verschiebungsdifferenz zwischen optimaler Verschiebung und berech-
neter Verschiebung von unter 2 Bildpunkten erzeugt. Die optimale Verschiebung
wurde demnach nie gefunden.










1 12 0,075 -15 -6 9
2 7 0,050 10 8 2
3 8 0,070 -11 2 13
4 9 0,053 -4 -2 6
5 10 0,114 9 13 4
6 11 0,203 -14 -9 5
Bei einem Vergleich mit CMS können die Ergebniswerte nur natürliche Zahlen
sein. Jeder Mustervergleich erbringt mehrere CMS-Werte. Hier wurden für jeden
Vergleich die zwei höchsten Werte übernommen, da für die Anwendung des Identi-
fikationskriteriums von Biasotti (vlg. Seite 11) immer zwei CMS einer bestimmten
Länge vorliegen müssen. Aus diesen beiden Werten wurde der Mittelwert gebildet.
Bei einem Ergebniswert von 3 können demnach beim Vergleich der Muster bei-
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spielsweise zwei CMS der Länge 3 vorliegen, oder auch ein CMS der Länge 5 und
mehrere übereinstimmende Linien, die keine Übereinstimmungen in der Nachbar-
schaft haben. Bei zwei CMS der Länge 3 wäre das Identifikationskriterium erfüllt,
bei CMS 5 und 1 nicht.
Die Ergebnisse des CMS-Vergleichs streuen für übereinstimmende Muster zwi-
schen den Werten 2 und 4, für nicht übereinstimmende Muster zwischen 1 und 3.
Aus dem Verlauf der Häufigkeitsverteilungsfunktionen kann interpretiert werden,
dass alle Muster bei welchen die beiden längsten CMS im Mittel größer als 3 sind
die gleiche Herkunft haben. Damit wäre bei den vorliegenden Mustern nur beim
Vergleich der Felder 2 und 7 die Identifikation erfolgreich. Der Fehler erster Art,
keine Identifikation trotz gleicher Herkunft, ist demnach recht hoch bei 83%. Es
wird bei diesen Vergleichen aber kein Fehler zweiter Art erzeugt (alle Ergebnisse
in Tabelle A34).
Die Einzelergebnisse für die Vergleiche übereinstimmender Muster sind in Ta-
belle 7.5 aufgelistet. Dort zeigt sich, dass bei zwei Vergleichen das Identifikations-
kriterium von Biasotti erfüllt wird. Der Vergleich von Feld 4 mit Feld 9 erzeugt bei
Anwendung des Algorithmus einen Ergebniswert von 3. Dieser Wert wird von zwei
CMS der Länge 3 gemittelt. Der Vergleich erfüllt damit das Identifikationskriteri-
um. Weiterhin erfüllt auch der Vergleich von Feld 3 mit Feld 8 das Identifikations-
kriterium. Dieser Vergleich ist auch die einzige Identifikation in der Anwendung
des Vergleichsalgorithmus. Auch anhand der Verschiebung der zu vergleichenden
übereinstimmenden Felder zueinander kann die Güte des Algorithmus abgelesen
werden. Bei 3 von 6 Vergleichen wurde die richtige Verschiebung gefunden.
7.1.4 Zusammenfassung der Ergebnisse und Anwendung bei
weiteren Mustervergleichen
Im Folgendem soll eine kurze Zusammenfassung der obigen Ergebnisse erfolgen,
um die Unterschiede und Gemeinsamkeiten der Vergleichsalgorithmen aufzuzei-
gen. In Tabelle 7.6 sind die einzelnen Schwellenwerte für die relative Kardinalität,
beziehungsweise die CMS, die Anzahl der erfolgten Identifikationen und die Fehler
erster und zweiter Art gegenübergestellt. Der Vergleich mittels BFA wurde nicht
mit in die Tabelle aufgenommen, da er bei den obigen Testbildern keine signi-
fikanten Werte ergeben hat. Neben der Anzahl der erfolgten Identifikationen ist
auch die Anzahl der Vergleiche, bei welchen die richtige Verschiebung zueinander
gefunden wurde, in der Tabelle zu finden.
In Abbildung 7.14 sind die Vergleiche, bei welchen es zu Identifikationen und
zu optimalen Verschiebungen kam, im Einzelnen markiert. Dabei zeigt sich, dass
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Tabelle 7.6: Zusammenfassung der Ergebnisse der verschiedenen Algorithmen
Fuzzy 1D Fuzzy 2D CMS
Schwellenwert 0,523 0,507 3
Identifikationen 2 3 3
Verschiebungsdifferenz >2 3 2 3
Fehler I Art 67% 50% 83%
Fehler II Art 0 13% 0
die Algorithmen auf verschiedene Eigenschaften der Muster reagieren. Der CMS-
Vergleich erzeugt bei anderen Feldvergleichen eine Identifikation als die Fuzzy-
Vergleiche.
Weiterhin zeigte sich, dass die Bildeigenschaften starken Einfluss auf den späte-
ren Vergleich haben. Die Bild- und Spureneigenschaften werden allein schon stark
durch das Material des Geschosses beeinflusst. Jedes Material und jede weitere Ver-
änderung in den Bildeigenschaften führt zu anderen Parametern für den Vergleich,
zu anderen Ergebnisverteilungen der Datenbasis und somit zu anderen Schwellen-
werten für die Auswertung.
Die ermittelten Schwellenwerte und Vergleichsparameter wurden für den weite-
ren Vergleich von insgesamt 13 Geschossen aus 5 verschiedenen Waffen (W11 bis
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Abb. 7.14: Übersicht der Ergebnisse des Einzelvergleichs übereinstimmender Felder mit ver-
schiedenen Algorithmen bei W7_DN
W15, Tabelle A5) verwendet. Es wurden nur die Geschosse vom Hersteller DN
verglichen, da nur die Muster auf deren Material bei den obigen Tests auswertbare
Ergebnisse für alle Vergleichsmodelle ergaben. Weiterhin wurden die Vergleichser-
gebnisse anhand der einzelnen Feldvergleiche und geschossweise ausgewertet. Es
wurden nur die Muster auf den Geschossen der Waffen W11 bis W15 verwendet,
da bei diesen das Ausschneiden der Spurenmuster anhand der von den Experten
vorgegebenen Markierungen erfolgen konnte. Die Felder mit den jeweils überein-
stimmenden Spuren sind in Tabelle A8 aufgelistet. In der Tabelle fehlende Felder
entstehen durch nicht vorhandene Markierungen auf den Geschossen im Evofinder-
system. W11_DN _G1 konnte nicht in den Vergleich einbezogen werden da es hier
zu einem Datenfehler gekommen ist. Die Felder auf den verwendeten 13 Geschossen
führen zu insgesamt 2638 Einzelvergleichen, wobei Felder eines Geschosses nicht
miteinander verglichen wurden. Bei 104 dieser Einzelvergleiche besitzen die Spuren
den selben Verursacher.
Für alle Vergleichsmodelle sind die Ergebnisse in Tabelle 7.7 zusammengefasst.
Aus der Relation der Ergebnisse sowie den Fehlern, kann festgestellt werden, dass
der Vergleich mittels CMS der vorsichtigste Vergleich ist. Hier werden sehr viele
Übereinstimmungen nicht gefunden, dafür ist die Rate des Fehlers zweiter Art mi-
nimal. Auch der Vergleich mit dem eindimensionalen Fuzzy Algorithmus erbringt
sehr gute Ergebnisse. Der Fehler zweiter Art ist höher als beim CMS-Vergleich.
Allerdings ist hier der Fehler erster Art um 22 Prozentpunkte niedriger. Die Ergeb-
nisse des zweidimensionalen Fuzzy-Vergleichs sind für eine forensische Auswertung
nicht nutzbar, da die Rate der falschen Identifikationen zu hoch ist.
Die Verteilungen der Ergebnisse übereinstimmender und nicht übereinstimmen-
der Felder sind in Abbildung 7.15 als Boxplots dargestellt. Beim CMS-Vergleich
überschneiden sich die Ergebnisverteilungen sehr stark. Die Ergebniswerte sind im
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Tabelle 7.7: Ergebnisse des Vergleichs der Felder auf den Geschossen W11-W15_DN
Algorithmus Em>s Enm>s Fehler I Fehler II
Fuzzy 1D 27 224 74,8% 8,8%
Fuzzy 2D 63 682 41,1% 26,9%
CMS 4 78 96,3% 3,1%
75 Felder auf 13 Geschossen von 5 Unterschiedlichen Waffen
104 Vergleiche mit zusammenpassenden Mustern
2534 Vergleiche nicht übereinstimmender Felder
Mittel sehr niedrig, was auch die hohe Fehlerquote beim Finden von Identifikatio-
nen erklärt. Bei den Fuzzy-Modellen sind die Verteilungen der Ergebniswerte nicht
übereinstimmender Muster sehr breit, woraus die höhere Rate des Fehlers zweiter
Art resultiert.
Abb. 7.15: Boxplot der Ergebnisse der verschiedenen Modelle beim Einzelvergleich der Felder
W11 bis W15
Da zumeist mehrere Felder auf jedem Geschoss Träger relevanter Spuren sind,
sollte die Auswertung der Ergebnisse nicht separat nach Feldern sondern abhängig
von den Geschossen und der Anordnung der Felder auf diesen betrachtet werden.
Beim Vergleich zweier Geschosse aus derselben Waffe gibt es eine Kombination der
Felder zueinander, bei welcher alle Felder übereinstimmen. Haben die Geschosse 6
Felder, dann existieren neben der einen Kombination, bei der die Felder überein-
stimmen, 5 weitere Kombinationen bei welchen alle Felder nicht übereinstimmen.
Tabelle 7.8 zeigt die Ergebnisse für den Vergleich ganzer Geschosse. Außer dass die
Ergebniswerte für Übereinstimmungen im Mittel größer sind als die der Vergleiche
ohne Übereinstimmung, lassen sich keine weiteren Aussagen aus diesen Ergebnis-
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sen generieren. Im Optimalfall wäre der Mittelwert aller Feldvergleiche dann am
höchsten, wenn die Felder in der Kombination zueinander verglichen werden, bei
welcher die Übereinstimmung vorliegt. Für den Vergleich ganzer Geschosse könnten
auch Schwellenwerte für Identifikationen und Ausschlüsse ermittelt werden. Aller-
dings ist das nicht zu empfehlen, da sehr oft nicht alle Feldspuren eines Geschosses
ausgewertet werden können und damit selten die gleichen Vergleichsbedingungen
vorliegen.
Tabelle 7.8: Ergebnisse des Vergleichs der Geschosse W11-W15_DN
Algorithmus Em Enm
Fuzzy 1D 0.4411 0.3430





Anhand von Bildern, welche die Riefenspuren auf Geschossen darstellen, wurden
Algorithmen entwickelt, um den Vergleich dieser Spuren ein Stück weiter zu ob-
jektivieren. Interviews mit Mitarbeitern des Schusswaffenerkennungsdienstes des
BKA geben die Arbeitsweisen einzelner Experten wieder und zeigen große Unter-
schiede in den Herangehensweisen an den Spurenvergleich.
Es wurde eine Möglichkeit gezeigt die relevanten Spurenbereiche aus den großen
Rundumaufnahmen des Geschossmantels zu entnehmen. Ein weiterer Algorithmus
ermöglicht die automatische vertikale Ausrichtung der Spuren. Weiterhin wurden
die schon existierenden Vergleichsmodelle von Biasotti und Deinet einem Verglei-
chen unter Anwendung der Fuzzy-Theorie gegenübergestellt.
In der Literatur wurden in den letzten Jahrzehnten zwei Modelle zum Vergleich
von Schusswaffenspuren besprochen. Zum einen das statistische Modell der Bino-
minalfunktionsanpassung, bei welcher die Spur in kleine Bereiche eingeteilt wird,
um dann zu ermitteln, in welchen Bereichen einzelne Riefen liegen. Die Beset-
zung der Teilbereiche mit Riefen wird als Bernoulli-Prozess aufgefasst. Das zweite
Modell ist das CMS-Modell, bei welchem Reihen aus nebeneinander liegenen über-
einstimmenden Riefen ermittelt und ausgewertet werden. Dabei wird nicht nur auf
die Lage der Riefen Wert gelegt, sondern auch auf deren Erscheinungsbild.
In dieser Arbeit wird ein neues Modell zum Vergleich der Riefenspuren vorge-
stellt. Der Vergleich mittels unscharfer Mengen ermöglicht es, verschiedene Ein-
flussgrößen in die Berechnung aufzunehmen. Auch leichte Verschiebungen im Mus-
ter sind bei diesem Modell kein Problem. Der Fuzzy-Vergleich wird eindimensional,
dabei wird nur die Riefenlage einbezogen, und zweidimensional, die Tiefe der Rie-
fen geht mit ein, besprochen.
Um zu ergründen, woher die Subjektivität bei dem Vergleich von Schusswaffen-
spuren herrührt, wurden mehre Experten befragt. In diesen Interviews sollten die
Mitarbeiter des BKA ihre Arbeitsweise und ihre Sicht auf die Spuren erklären. Es
zeigte sich, dass die befragen Experten anhand ihrer Vorgehensweise in 2 Grup-
pen aufgeteilt werden können. Alle Experten legten Wert darauf zu erklären, dass




Um Algorithmen zum Spurenvergleich entwickeln zu können, wurde eine Da-
tenbasis aus Rundumaufnahmen von Geschossmänteln angefertigt. Die Geschosse
wurden vorher aus 15 verschiedenen Waffen des gleichen Kalibers ins Wasserbecken
abgefeuert. Die Digitalisierung der Spuren erfolgte mit dem Evofinder-System.
Die Rundumaufnahmen enthalten neben den Riefenspuren in den Feldern noch
weitere Spuren. Um die Riefenspuren weiter untersuchen zu können, müssen diese
aus dem Rundumaufnahmen extrahiert werden. Es konnte gezeigt werden, dass
mit einer Kombination verschiedener Bildbearbeitungsschritte auf die Lage der
Felderkanten in den Rundumaufnahmen geschlossen werden kann. Dabei wird der
Algorithmus zur Liniendetektion von Hough mit der Auswertung von Schnittlinien
im Bild und Informationen zur Kategorie des Geschosses kombiniert.
Die Riefenspuren in den Rundumaufnahmen verlaufen im Drallwinkel. Um die
Lage der Riefen und deren Ausprägung besser ermitteln zu können, bietet es sich
an die Spuren vertikal auszurichten. Da der Winkel in dem die Spuren verlaufen
sich innerhalb der Rundumaufnahmen verändern kann, sollte der Drallwinkel der
Spuren für jedes Feld einzeln bestimmt werden. Der Winkel, in welchem die Spu-
ren in einem Bild verlaufen, kann mit affiner Transformation verändert werden.
Ob das Bild um den Drallwinkel verändert wurde kann ermittelt werden, indem
eine Hauptkomponentenanalyse der Bilder durchgeführt wird und die erklärte Va-
rianz der ersten Hauptkomponente bestimmt wird. Diese ist umso größer je näher
die Riefen der Vertikalen sind. Es zeigte sich, dass für diese Anwendung der PCA
auf jeden Fall auf die vorherige Mittenzentrierung verzichtet werden muss. Wei-
terhin wurden verschiedene Vergleichsmodelle an den Riefenspuren angewandt. Es
konnte gezeigt werden, dass bei den hier verwendeten Beispielen der Vergleich mit-
tels Binominalfunktionsanpassung nicht erfolgversprechend ist. Weiterhin zeigten
sich starke Einflüsse durch das Geschossmaterial. Jedes Geschossmaterial erzeugt
anders ausgeprägte Spuren, so dass Vergleiche zwischen zwei verschiedenen Mate-
rialien ausgesprochen schwierig sind.
Bei der Anwendung der Modelle an verschiedenen Mustern erzeugte das CMS-
Modell die vorsichtigsten Ergebnisse. Hier sind viele Übereinstimmungen nicht
gefunden wurden, aber die Rate der Fehler zweiter Art ist sehr klein. Das zweidi-
mensionale Fuzzy-Modell hat hohe Fehlerraten bei den falschen Identifizierungen,
erzeugt aber auch die meisten richtigen Identifizierungen. Die besten Ergebnis-
se generieren die Vergleiche mit dem eindimensionalen Fuzzy-Modell. Der Fehler
zweiter Art ist etwas höher als beim CMS-Vergleich, allerdings wurden auch viel
mehr Übereinstimmungen gefunden.
Die Ergebnisse der Modellrechnungen für die Riefenübereinstimmung dürfen nie
unabhängig von Urteilen von Vergleichsexperten betrachtet werden. Die Ausprä-
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gung der Spuren auf den Geschossen kann variieren. Weiterhin verändern sich die
Riefenspuren, welche von Waffen übertragen werden, mit dem Alter der Waffe.
Trotzdem können immer individuelle Spuren gefunden werden, die auf den glei-
chen Spurenverursacher schließen lassen. Das ist allerdings nur durch einen geübten
Experten möglich. Auch ist es nur Experten möglich die Ursache von Spurenver-
änderungen plausibel zu erklären.
Die hier gezeigte Felderkantenerkennung und auch die Drallwinkelerkennung
können helfen automatische Vergleichssysteme weiter an die Bedürfnisse der Ex-
perten anzupassen. Bisher verlangen die Systeme eine manuelle Markierung von
Drallwinkel und Felderkanten. Diese Markierungen können allerdings von Experte
zu Experte abweichen. Sind die Abweichungen zu groß, ist kein zuverlässiger Ver-
gleich mehr möglich. Wäre es möglich, den Experten Felderkanten und Drallwinkel
vorzugeben, mit der Option, diese gegebenenfalls zu verändern, könnte dieser Feh-
ler verringert werden.
Die mathematischen Modelle zum Vergleich der Spuren bergen eine andere Pro-
blematik in sich. Es zeigte sich hier in der Arbeit, dass für verschiedene Spu-
renträger verschiedene Vergleichsparameter angewandt werden müssen. Demnach
müsste, um eine klare Aussage aus den Vergleichen ziehen zu können, immer eine
große Datenbasis ähnlicher Vergleiche vorliegen um die entsprechenden Vertei-
lungskurven und Schwellenwerte auszurechnen. Dies ist in der Praxis aber nicht
umsetzbar. Damit können die Vergleichsmodelle nur zur Begründung einer ma-
nuell gefundenen Übereinstimmung verwendet werden. Zur klaren Identifikation
von Übereinstimmungen sind sie nicht geeignet. Weiterhin ist es möglich anhand
der Modelle Hitlisten von Vergleichen zu erstellen. Dabei weist eine vordere Hitlis-
tenposition auf eine mögliche Übereinstimmung der verglichenen Muster hin. Ein
weiterer Vergleich durch einen Experten ist dann essenziell.
Mit einer größeren Datenbasis wäre es möglich für verschiedene Mustertypen je-
weils Grundverteilungen zu erstellen. Diese Datenbasis gilt allerdings nur solange
die Grundparameter gleich bleiben. Eine veränderte Auflösung der Fotos würde
beispielsweise eine neue Datenbasis erfordern, da durch eine verbesserte Auflö-
sung der Spurenfotos mehr Riefenspuren sichtbar sein könnten und die Breite der
digitalen Spur mehr Bildpunkte beträgt.
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Tabelle A1: Entscheidungstabelle für verschiedene Kombinationen der Differenzen von Da-
tenwerten nebeneinanderliegender Punkte
d1 d2 Beschreibung Faktor
-1 1 Beginn des Peaks 1
-1 0 Beginn des Peaks oder Sattelpunkts 2
-1 -1 keine Anstiegsänderung 3
0 1 Ende des Sattelpunkts, ggf. Beginn des
Peaks
4
0 0 keine Anstiegsänderung, ggf. breites
Maximum
5
0 -1 Ende des Sattelpunkts, ggf. Ende eines
breiten Maximums
6
1 1 keine Anstiegsänderung 7
1 0 Beginn des Sattelpunkts oder breiten
Maximums
8




Tabelle A2: Verwendete Waffen
Kürzel Waffe Seriennummer
W1 SIG Sauer P6 M614039
W2 Mauser 08 E.5539
W3 FN HP 245RR74822
W4 HK USP 24-16840
W5 Colt MK IV 970 70L11237
W6 Ceska 75 38567
W7 Beretta 92 F D27164Z
W8 Walther P38 3881K
W9 Walther P99 009906
W10 S&W 39-2 A616643
W11 Norico NP 5001032
W12 Sphinx AT A01099P
W13 SIG 210 5020
W14 S&W 659 A873918
W15 Glock 17 FA314
Tabelle A3: Verwendete Munition
Kürzel Hersteller
SB Sellier & Bellot
DN Dynamit Nobel
HP Hirtenberger Patronen
LN Giulio Fiocchi Lecco
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W1 DN ++ + - + R 6 2
HP ++ + o + 2
SB + o o o 2
W2 DN ++ + - +++ R 6 2
HP ++ + o ++ 2
SB ++ o - ++ 2
W3 DN ++ ++ +++ +++ R 6 2
HP ++ ++ +++ ++ 2
SB ++ ++ ++ ++ 2
W4 DN ++ - - ++ R 6 2
HP + - - + 2
SB + - - + 2
W5 DN +++ ++ + +++ L 6 2
HP ++ ++ + +++ 2
SB ++ ++ + +++ 2
W6 DN ++ - - ++ R 6 2
HP ++ - - ++ 2
SB ++ - - + 2
W7 DN +++ ++ ++ +++ R 6 2
HP +++ ++ ++ +++ 2
SB ++ ++ ++ ++ 2
W8 DN +++ + o +++ R 6 2
HP ++ + o +++ 2
SB ++ + - ++ 2
W9 DN ++ + ++ ++ R 6 2
HP ++ o + + 2
SB ++ o + + 2
W10 DN ++ + +++ ++ R 5 2
HP ++ ++ +++ ++ 2
SB + + +++ ++ 9
W11 DN +++ o o ++ R 6 2
LE ++ + ++ ++ 2
SB ++ + ++ + 2
W12 DN ++ + - + R 6 2
LE + ++ + ++ 2
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SB + ++ o + 2
W13 DN + - - + R 6 6
LE + o - ++ 2
SB o o o + 2
W14 DN ++ - - +++ R 5 2
LE + ++ o +++ 2
SB ++ ++ + ++ 2
W15 DN ++ ++ - +++ R 6 2
LE +++ +++ +++ ++ 2
SB + + + + 2
Tabelle A5: Erklärung der Bewertung der Spurenlage in Tabelle A4
Kürzel Beschreibung
+++ Sehr gute Spuren
++ gute Spuren
+ befriedigende Spurenlage
o Spuren vorhanden, aber nicht auswertbar




(a) PCA mit Mittenzentrierung (b) PCA ohne Mittenzentrierung (c) Spalten-
summen von Binärbildern
Algorithmus (a) (b) (c)
Winkeldiff.
0 – 0,24 1 8 2
0,25 – 0,74 0 9 9
0,75 – 1,24 0 7 1
1,25 – 1,74 1 4 2
1,75 – 2,24 2 1 6
2,25 – 2,74 1 2 1
2,75 – 3,24 1 1 1
3,25 – 3,74 3 1 0
3,75 – 4,24 4 1 0
≥ 4,25 22 1 13
Abb. A1: Ergebnisse Drallwinkelerkennung Waffe W12
Algorithmus (a) (b) (c)
Winkeldiff.
0 – 0,24 6 17 11
0,25 – 0,74 0 10 6
0,75 – 1,24 0 8 4
1,25 – 1,74 0 0 4
1,75 – 2,24 3 0 8
2,25 – 2,74 7 0 0
2,75 – 3,24 4 1 1
3,25 – 3,74 7 1
3,75 – 4,24 2 1
≥ 4,25 7
Abb. A2: Ergebnisse Drallwinkelerkennung Waffe W14
A7
Anhang
Algorithmus (a) (b) (c)
Winkeldiff.
0 – 0,24 0 6 3
0,25 – 0,74 0 15 5
0,75 – 1,24 0 5 4
1,25 – 1,74 0 3 11
1,75 – 2,24 0 2 2
2,25 – 2,74 1 2 1
2,75 – 3,24 3 0 1
3,25 – 3,74 2 2 1
3,75 – 4,24 6 0 2
≥ 4,25 24 1 6
Abb. A3: Ergebnisse Drallwinkelerkennung Waffe W15
Algorithmus (a) (b) (c)
Winkeldiff.
0 – 0,24 7 50 30
0,25 – 0,74 1 57 35
0,75 – 1,24 4 45 24
1,25 – 1,74 5 14 27
1,75 – 2,24 13 10 26
2,25 – 2,74 13 10 8
2,75 – 3,24 14 2 7
3,25 – 3,74 23 5 3
3,75 – 4,24 16 3 3
≥ 4,25 9 1 1
Abb. A4: Ergebnisse Drallwinkelerkennung Waffe W11 bis 15
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A.4 Vergleich der Riefenspuren
A.4.1 Datenbasis für Parameterstudie
Tabelle A6: Optimale Verschiebung der Felder je nach Verkleinerung
Faktor/Feld 1 2 3 4 5 6
0,1 -1 1 0 0 2 -1
0,2 -1 2 0 -1 2 -2
0,3 -2 3 0 -1 4 -3
0,4 -2 3 0 -1 5 -4
0,5 -3 4 1 -1 6 -5
0,6 -4 5 1 -2 9 -8
0,8 -5 7 1 -2 10 -8
0,9 -5 8 2 -2 11 -9
1 -6 8 2 -2 13 -9
Tabelle A7: Zuordnung der Felder von Waffe W7 zueinander
W7 DN G1 1 2 3 4 5 6
W7 DN G2 6 1 2 3 4 5
W7 HP G1 5 6 1 2 3 4
W7 HP G2 5 6 1 2 3 4
W7 SB G1 4 5 6 1 2 3
W7 SB G2 5 6 1 2 3 4
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Tabelle A8: Zuordnung der Felder der Waffen W11 bis W15
W11 DN G1 1 2 3 4 5 6
W11 G2 5 6 1 2 3 4
W11 LE G1 3 4 5 6 1 2
W11 G2 2 3 4 5 6 1
W11 SB G1 1 2 3 4 5 6
W11 G2 1 2 3 4 5 6
W12 DN G1 1 2 3 4 5 6
W12 G2 5 6 1 2 3 4
W12 LE G1 3 4 5 1 2
W12 G2 1 2 3 4 5 6
W12 SB G1 3 4 5 6 1 2
W12 G2 3 4 5 6 1 2
W13 DN G1 1 2 3 4 5 6
W13 G2 6 1 2 3 4 5
W13 G3 4 5 6 1 2 3
W13 G4 2 3 4 5 6 1
W13 G5 1 2 3 4 5 6
W13 G6 6 1 2 3 4 5
W13 LE G1 4 5 6 1 2 3
W13 G2 1 2 3 4 5 6
W13 SB G1 5 6 1 2 3 4
W13 G2 5 6 1 2 3 4
W14 DN G1 1 2 3 4 5
W14 G2 4 5 1 2 3
W14 LE G1 4 5 1 2 3
W14 G2 4 5 1 2 3
W14 SB G1 3 4 5 1 2
W14 G2 5 1 2 3 4
W15 DN G1 1 2 3 4 5 6
W15 G2 6 1 2 3 4 5
W15 LE G1 6
W15 G2 2 3 4 5 6 1
W15 SB G1 6 1 2 3 4 5
W15 G2 6 1 2 3 4 5
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A.4.2 Parameterstudie eindimensionaler Fuzzy-Vergleich
Tabelle A9: ANOVA der Parametervariation beim eindimensionalen Fuzzy-Vergleich der Ge-
schosse W7_DN_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,010 1 1,05·10−2 17,153974 0,000039
c 0,072 7 1,03·10−2 16,797028 0
c1 0,925 4 2,31·10−1 378,869314 0
n 0,105 8 1,31·10−2 21,464992 0
Error 0,427 699 6,10·10−4
Total 1,539 719
Tabelle A10: ANOVA der Parametervariation beim eindimensionalen Fuzzy-Vergleich der
Geschosse W7_HP_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0011 1 1,13·10−3 1,7791 0,1827
c 0,0172 7 2,45·10−3 3,8649 0,0004
c1 0,0454 4 1,13·10−2 17,8796 0,0000
n 0,0398 8 4,98·10−3 7,8435 0,0000
Error 0,4435 699 6,35·10−4
Total 0,5470 719
Tabelle A11: ANOVA der Parametervariation beim eindimensionalen Fuzzy-Vergleich der
Geschosse W7_SB_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0071 1 7,07·10−3 8,8918 0,0030
c 0,0733 7 1,05·10−2 13,1845 0,0000
c1 0,1689 4 4,22·10−2 53,1173 0,0000
n 0,0473 8 5,91·10−3 7,4373 0,0000
Error 0,5555 699 7,95·10−4
Total 0,8521 719
Tabelle A12: ANOVA der Parametervariation beim eindimensionalen Fuzzy-Vergleich der
Geschosse W7*
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0010 1 9,76·10−4 25,300279 0,000001
c 0,0057 7 8,14·10−4 21,106272 0
c1 0,0134 4 3,34·10−3 86,518701 0
n 0,0042 8 5,26·10−4 13,642071 0




A.4.2.1 Erläuterungen zu den Auswertetabellen
Die folgenden Tabellen enthalten die Auswertung der Varianzanalyse nach Scheffe.
Die Tabellen zeigen links die Zuordnung der einzelnen Parameterwerte zu Grup-
pennummern, sowie die Mittelwerte und Standardabweichungen der Ergebnisse
innerhalb der Gruppe. Die Gruppe welche den höchsten Mittelwert erzeugt ist
fett hervorgehoben. Im rechten Teil der Tabellen sind die Ergebnisse des Signifi-
kanztests zu finden. Für einen vollständigen Test werden alle Gruppen paarweise
auf Signifikanz untersucht, die Ergebnisse des Tests für alle Paare in welchem die
links fett markierte Gruppe enthalten ist sind aufgelistet. Die Gruppen unterschei-
den sich signifikant wenn das Intervall von linker Grenze bis rechter Grenze den
Testwert enthält und beide Grenzen das gleiche Vorzeichen besitzen. Sind diese
Bedingungen nicht erfüllt so existiert kein signifikanter Unterschied zwischen den
beiden Gruppen, die entsprechenden Tabellenzeilen sind kursiv hervorgehoben.
Im linken Tabellenteil werden die Gruppen welche sich nicht signifikant von der
Gruppe mit dem höchsten Mittelwert unterscheiden auch kursiv hervorgehoben.
Tabelle A13: Auswertung der Parametervariation beim eindimensionalen Fuzzy-Vergleich












1 v=0,8 0,0551 1,30·10−3 1 2 -0,0112 -0,0076 -0,0040
2 v=1 0,0627 1,30·10−3
1 c=0 0,0735 2,60·10−3 1 2 -0,0110 0,0029 0,0167
2 c=5 0,0707 2,60·10−3 1 3 -0,0072 0,0066 0,0205
3 c=7 0,0669 2,60·10−3 1 4 0,0021 0,0159 0,0298
4 c=9 0,0576 2,60·10−3 1 5 0,0010 0,0148 0,0287
5 c=11 0,0587 2,60·10−3 1 6 0,0077 0,0216 0,0354
6 c=13 0,0520 2,60·10−3 1 7 0,0133 0,0272 0,0410
7 c=15 0,0464 2,60·10−3 1 8 0,0140 0,0278 0,0417
8 c=17 0,0457 2,60·10−3
1 c1=0,001 -0,0013 2,06·10−3 1 4 -0,1058 -0,0968 -0,0878
2 c1=0,01 0,0389 2,06·10−3 2 4 -0,0656 -0,0567 -0,0477
3 c1=0,05 0,0877 2,06·10−3 3 4 -0,0168 -0,0078 0,0012
4 c1=0,1 0,0955 2,06·10−3 4 5 0,0126 0,0216 0,0306
5 c1=0,5 0,0739 2,06·10−3
1 n=4 0,0496 2,76·10−3 1 8 -0,0376 -0,0222 -0,0068
2 n=6 0,0689 2,76·10−3 2 8 -0,0183 -0,0029 0,0125
3 n=8 0,0601 2,76·10−3 3 8 -0,0271 -0,0117 0,0038
4 n=10 0,0430 2,76·10−3 4 8 -0,0442 -0,0288 -0,0133
5 n=12 0,0387 2,76·10−3 5 8 -0,0485 -0,0331 -0,0177
6 n=14 0,0566 2,76·10−3 6 8 -0,0306 -0,0152 0,0003
7 n=16 0,0709 2,76·10−3 7 8 -0,0163 -0,0008 0,0146
8 n=18 0,0718 2,76·10−3 8 9 -0,0146 0,0008 0,0163
9 n=20 0,0709 2,76·10−3
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Tabelle A14: Auswertung der Parametervariation beim eindimensionalen Fuzzy-Vergleich












1 c=0 -0,0136 2,66·10−3 1 4 -0,0301 -0,0160 -0,0019
2 c=5 -0,0080 2,66·10−3 2 4 -0,0245 -0,0104 0,0038
3 c=7 -0,0024 2,66·10−3 3 4 -0,0189 -0,0048 0,0094
4 c=9 0,0024 2,66·10−3 4 5 -0,0072 0,0069 0,0210
5 c=11 -0,0045 2,66·10−3 4 6 -0,0114 0,0027 0,0168
6 c=13 -0,0003 2,66·10−3 4 7 -0,0125 0,0016 0,0158
7 c=15 0,0007 2,66·10−3 4 8 -0,0100 0,0042 0,0183
8 c=17 -0,0018 2,66·10−3
1 c1=0,001 0,0000 2,10·10−3 1 2 -0,0174 -0,0083 0,0009
2 c1=0,01 0,0082 2,10·10−3 2 3 0,0030 0,0121 0,0213
3 c1=0,05 -0,0039 2,10·10−3 2 4 0,0153 0,0245 0,0336
4 c1=0,1 -0,0163 2,10·10−3 2 5 0,0043 0,0134 0,0226
5 c1=0,5 -0,0052 2,10·10−3
1 n=4 0,0029 2,82·10−3 1 2 -0,0261 -0,0104 0,0054
2 n=6 0,0133 2,82·10−3 2 3 -0,0020 0,0138 0,0295
3 n=8 -0,0005 2,82·10−3 2 4 0,0028 0,0185 0,0343
4 n=10 -0,0052 2,82·10−3 2 5 0,0012 0,0170 0,0327
5 n=12 -0,0037 2,82·10−3 2 6 0,0046 0,0203 0,0360
6 n=14 -0,0070 2,82·10−3 2 7 0,0054 0,0211 0,0369
7 n=16 -0,0078 2,82·10−3 2 8 0,0085 0,0242 0,0399
8 n=18 -0,0109 2,82·10−3 2 9 0,0098 0,0255 0,0413
9 n=20 -0,0122 2,82·10−3
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Tabelle A15: Auswertung der Parametervariation beim eindimensionalen Fuzzy-Vergleich












1 v=0,8 -0,0236 1,49·10−3 1 2 -0,0104 -0,0063 -0,0021
2 v=1 -0,0174 1,49·10−3
1 c=0 -0,0058 2,97·10−3 1 2 -0,0113 0,0045 0,0203
2 c=5 -0,0103 2,97·10−3 1 3 -0,0038 0,0120 0,0279
3 c=7 -0,0178 2,97·10−3 1 4 -0,0049 0,0109 0,0268
4 c=9 -0,0168 2,97·10−3 1 5 -0,0054 0,0105 0,0263
5 c=11 -0,0163 2,97·10−3 1 6 0,0061 0,0219 0,0377
6 c=13 -0,0277 2,97·10−3 1 7 0,0126 0,0284 0,0442
7 c=15 -0,0342 2,97·10−3 1 8 0,0136 0,0294 0,0452
8 c=17 -0,0352 2,97·10−3
1 c1=0,001 0,0036 2,35·10−3 1 2 0,0234 0,0336 0,0439
2 c1=0,01 -0,0301 2,35·10−3 1 3 0,0343 0,0445 0,0548
3 c1=0,05 -0,0410 2,35·10−3 1 4 0,0166 0,0268 0,0371
4 c1=0,1 -0,0233 2,35·10−3 1 5 0,0051 0,0153 0,0256
5 c1=0,5 -0,0118 2,35·10−3
1 n=4 -0,0109 3,15·10−3 1 8 -0,0180 -0,0004 0,0172
2 n=6 -0,0335 3,15·10−3 2 8 -0,0406 -0,0230 -0,0054
3 n=8 -0,0312 3,15·10−3 3 8 -0,0383 -0,0207 -0,0031
4 n=10 -0,0197 3,15·10−3 4 8 -0,0268 -0,0092 0,0084
5 n=12 -0,0240 3,15·10−3 5 8 -0,0311 -0,0135 0,0041
6 n=14 -0,0240 3,15·10−3 6 8 -0,0311 -0,0135 0,0041
7 n=16 -0,0197 3,15·10−3 7 8 -0,0269 -0,0092 0,0084
8 n=18 -0,0105 3,15·10−3 8 9 -0,0171 0,0006 0,0182
9 n=20 -0,0111 3,15·10−3
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1 v=0,8 -0,0002 3,27·10−4 1 2 -0,0032 -0,0023 -0,0014
2 v=1 0,0022 3,27·10−4
1 c=0 0,0044 6,55·10−4 1 2 -0,0045 -0,0010 0,0024
2 c=5 0,0054 6,55·10−4 2 3 -0,0015 0,0020 0,0055
3 c=7 0,0034 6,55·10−4 2 4 0,0013 0,0048 0,0083
4 c=9 0,0006 6,55·10−4 2 5 0,0022 0,0057 0,0092
5 c=11 -0,0003 6,55·10−4 2 6 0,0041 0,0076 0,0111
6 c=13 -0,0022 6,55·10−4 2 7 0,0040 0,0075 0,0110
7 c=15 -0,0020 6,55·10−4 2 8 0,0033 0,0068 0,0102
8 c=17 -0,0013 6,55·10−4
1 c1=0,001 -0,0005 5,18·10−4 1 5 -0,0077 -0,0055 -0,0032
2 c1=0,01 -0,0067 5,18·10−4 2 5 -0,0140 -0,0117 -0,0095
3 c1=0,05 0,0027 5,18·10−4 3 5 -0,0046 -0,0023 -0,0001
4 c1=0,1 0,0045 5,18·10−4 4 5 -0,0028 -0,0006 0,0017
5 c1=0,5 0,0050 5,18·10−4
1 n=4 -0,0010 6,94·10−4 1 9 -0,0104 -0,0066 -0,0027
2 n=6 0,0013 6,94·10−4 2 9 -0,0082 -0,0043 -0,0004
3 n=8 -0,0017 6,94·10−4 3 9 -0,0112 -0,0073 -0,0034
4 n=10 -0,0018 6,94·10−4 4 9 -0,0113 -0,0074 -0,0035
5 n=12 0,0001 6,94·10−4 5 9 -0,0093 -0,0054 -0,0016
6 n=14 0,0003 6,94·10−4 6 9 -0,0092 -0,0053 -0,0014
7 n=16 0,0021 6,94·10−4 7 9 -0,0073 -0,0035 0,0004
8 n=18 0,0041 6,94·10−4 8 9 -0,0053 -0,0014 0,0024
9 n=20 0,0056 6,94·10−4
A15
Anhang
Tabelle A17: Ergebnisse des eindimensionalen Fuzzy-Vergleichs der Felder der Geschosse
W7_DN_G1 und G2 mit den optimalen Parametern
v = 1 c = 0 c1 = 0.1 n =18
passende Felder nicht passende Felder
Feld1 Feld2 relative Kardinalitaet Feld1 Feld2 relative Kardinalitaet
1 12 0.538889 1 7 0.422222
2 7 0.450000 1 8 0.316667
3 8 0.300000 1 9 0.294444
4 9 0.388889 1 10 0.311111
5 10 0.633333 1 11 0.322222



























Tabelle A18: Ergebnisse des eindimensionalen Fuzzy-Vergleichs der Felder der Geschosse
W7_HP_G1 und G2 mit den optimalen Parametern
v = 1 c = 9 c1 = 0.01 n =6
passende Felder nicht passende Felder
Feld1 Feld2 relative Kardinalitaet Feld1 Feld2 relative Kardinalitaet
13 19 0.626667 13 20 0.748333
14 20 0.888333 13 21 0.141667
15 21 0.623333 13 22 0.280000
16 22 0.638333 13 23 0.698333
17 23 0.713333 13 24 0.530000



























Tabelle A19: Ergebnisse des eindimensionalen Fuzzy-Vergleichs der Felder der Geschosse
W7_SB_G1 und G2 mit den optimalen Parametern
v = 1 c = 0 c1 = 0.001 n =18
passende Felder nicht passende Felder
Feld1 Feld2 relative Kardinalitaet Feld1 Feld2 relative Kardinalitaet
25 32 0.988778 25 31 0.951889
26 33 0.982389 25 33 0.978444
27 34 0.986167 25 34 0.975111
28 35 0.969944 25 35 0.967611
29 36 0.968778 25 36 0.986500



























A.4.3 Parameterstudie zweidimensionaler Fuzzy-Vergleich
Tabelle A20: ANOVA der Parametervariation beim zweidimensionalen Fuzzy-Vergleich der
Geschosse W7_DN_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0007 1 7,14·10−4 0,7649 0,3818
c 0,0805 7 1,15·10−2 12,3304 0
c1 0,8722 4 2,18·10−1 233,6980 0
c2 0,4043 4 1,01·10−1 108,3283 0
n 0,3831 8 4,79·10−2 51,3194 0
Error 3,3356 3575 9,33·10−4
Total 5,0765 3599
Tabelle A21: ANOVA der Parametervariation beim zweidimensionalen Fuzzy-Vergleich der
Geschosse W7_HP_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0033 1 3,28·10−3 5,8862 0,015309
c 0,0615 7 8,78·10−3 15,7560 0
c1 0,2823 4 7,06·10−2 126,6204 0
c2 0,1315 4 3,29·10−2 58,9734 0
n 0,0584 8 7,29·10−3 13,0870 0




Tabelle A22: ANOVA der Parametervariation beim zweidimensionalen Fuzzy-Vergleich der
Geschosse W7_SB_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0240 1 2,40·10−2 37,6349 0
c 0,2136 7 3,05·10−2 47,8888 0
c1 0,4355 4 1,09·10−1 170,8790 0
c2 0,0476 4 1,19·10−2 18,6807 0
n 0,3795 8 4,74·10−2 74,4653 0
Error 2,2777 3575 6,37·10−4
Total 3,3779 3599
Tabelle A23: ANOVA der Parametervariation beim zweidimensionalen Fuzzy-Vergleich der
Geschosse W7*
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0040 1 4,04·10−3 130,5109 0,0000
c 0,0195 7 2,79·10−3 90,0119 0,0000
c1 0,0473 4 1,18·10−2 381,8611 0,0000
c2 0,0206 4 5,14·10−3 165,9679 0,0000
n 0,0093 8 1,16·10−3 37,3883 0,0000




Tabelle A24: Auswertung der Parametervariation beim zweidimensionalen Fuzzy-Vergleich












1 c=0 0,0530 1,44·10−3 1 7 -0,0221 -0,0145 -0,0068
2 c=5 0,0602 1,44·10−3 2 7 -0,0150 -0,0073 0,0003
3 c=7 0,0625 1,44·10−3 3 7 -0,0126 -0,0050 0,0027
4 c=9 0,0608 1,44·10−3 4 7 -0,0143 -0,0067 0,0010
5 c=11 0,0671 1,44·10−3 5 7 -0,0080 -0,0004 0,0073
6 c=13 0,0666 1,44·10−3 6 7 -0,0085 -0,0009 0,0068
7 c=15 0,0675 1,44·10−3 7 8 -0,0072 0,0005 0,0081
8 c=17 0,0670 1,44·10−3
1 c1=0,001 0,0379 1,14·10−3 1 3 -0,0463 -0,0413 -0,0364
2 c1=0,01 0,0679 1,14·10−3 2 3 -0,0163 -0,0113 -0,0064
3 c1=0,05 0,0792 1,14·10−3 3 4 -0,0029 0,0021 0,0071
4 c1=0,1 0,0771 1,14·10−3 3 5 0,0209 0,0259 0,0309
5 c1=0,5 0,0533 1,14·10−3
1 c2=0,001 0,0621 1,14·10−3 1 3 -0,0200 -0,0150 -0,0101
2 c2=0,005 0,0709 1,14·10−3 2 3 -0,0112 -0,0062 -0,0012
3 c2=0,01 0,0771 1,14·10−3 3 4 0,0130 0,0179 0,0229
4 c2=0,05 0,0592 1,14·10−3 3 5 0,0260 0,0310 0,0359
5 c2=0,1 0,0462 1,14·10−3
1 n=4 0,0503 1,53·10−3 1 8 -0,0321 -0,0236 -0,0151
2 n=6 0,0728 1,53·10−3 2 8 -0,0096 -0,0011 0,0074
3 n=8 0,0612 1,53·10−3 3 8 -0,0212 -0,0127 -0,0042
4 n=10 0,0492 1,53·10−3 4 8 -0,0332 -0,0247 -0,0162
5 n=12 0,0500 1,53·10−3 5 8 -0,0324 -0,0239 -0,0154
6 n=14 0,0636 1,53·10−3 6 8 -0,0188 -0,0103 -0,0018
7 n=16 0,0731 1,53·10−3 7 8 -0,0093 -0,0008 0,0077
8 n=18 0,0739 1,53·10−3 8 9 -0,0084 0,0001 0,0086
9 n=20 0,0738 1,53·10−3
A21
Anhang
Tabelle A25: Auswertung der Parametervariation beim zweidimensionalen Fuzzy-Vergleich












1 c=0 0,0047 1,11·10−3 1 7 -0,0166 -0,0107 -0,0048
2 c=5 0,0064 1,11·10−3 2 7 -0,0149 -0,0090 -0,0030
3 c=7 0,0055 1,11·10−3 3 7 -0,0158 -0,0099 -0,0040
4 c=9 0,0094 1,11·10−3 4 7 -0,0118 -0,0059 0,0000
5 c=11 0,0068 1,11·10−3 5 7 -0,0144 -0,0085 -0,0026
6 c=13 0,0148 1,11·10−3 6 7 -0,0065 -0,0006 0,0053
7 c=15 0,0154 1,11·10−3 7 8 -0,0043 0,0016 0,0075
8 c=17 0,0138 1,11·10−3
1 c1=0,001 0,0084 8,80·10−4 1 2 -0,0215 -0,0176 -0,0138
2 c1=0,01 0,0261 8,80·10−4 2 3 0,0127 0,0165 0,0204
3 c1=0,05 0,0095 8,80·10−4 2 4 0,0217 0,0255 0,0293
4 c1=0,1 0,0006 8,80·10−4 2 5 0,0188 0,0226 0,0265
5 c1=0,5 0,0034 8,80·10−4
1 c2=0,001 -0,0008 8,80·10−4 1 4 -0,0197 -0,0158 -0,0120
2 c2=0,005 0,0065 8,80·10−4 1 5 -0,0197 -0,0158 -0,0120
3 c2=0,01 0,0120 8,80·10−4 2 4 -0,0124 -0,0085 -0,0047
4 c2=0,05 0,0151 8,80·10−4 2 5 -0,0124 -0,0085 -0,0047
5 c2=0,1 0,0151 8,80·10−4 3 4 -0,0069 -0,0031 0,0008
3 5 -0,0069 -0,0031 0,0008
4 5 -0,0038 0,0000 0,0038
1 n=4 0,0053 1,18·10−3 1 2 -0,0203 -0,0137 -0,0071
2 n=6 0,0189 1,18·10−3 2 3 -0,0016 0,0050 0,0116
3 n=8 0,0140 1,18·10−3 2 4 0,0043 0,0109 0,0175
4 n=10 0,0080 1,18·10−3 2 5 0,0060 0,0126 0,0192
5 n=12 0,0064 1,18·10−3 2 6 0,0051 0,0116 0,0182
6 n=14 0,0073 1,18·10−3 2 7 0,0032 0,0098 0,0163
7 n=16 0,0092 1,18·10−3 2 8 0,0032 0,0098 0,0164
8 n=18 0,0091 1,18·10−3 2 9 0,0043 0,0109 0,0174
9 n=20 0,0081 1,18·10−3
A22
Anhang
Tabelle A26: Auswertung der Parametervariation beim zweidimensionalen Fuzzy-Vergleich












1 v=0,8 -0,0262 5,95·10−4 1 2 -0,0068 -0,0052 -0,0035
2 v=1 -0,0211 5,95·10−4
1 c=0 -0,0150 1,19·10−3 1 2 -0,0008 0,0055 0,0118
2 c=5 -0,0204 1,19·10−3 1 3 0,0023 0,0086 0,0149
3 c=7 -0,0236 1,19·10−3 1 4 -0,0033 0,0031 0,0094
4 c=9 -0,0180 1,19·10−3 1 5 -0,0055 0,0008 0,0071
5 c=11 -0,0157 1,19·10−3 1 6 0,0042 0,0105 0,0168
6 c=13 -0,0255 1,19·10−3 1 7 0,0122 0,0185 0,0248
7 c=15 -0,0335 1,19·10−3 1 8 0,0163 0,0226 0,0290
8 c=17 -0,0376 1,19·10−3
1 c1=0,001 -0,0101 9,41·10−4 1 2 0,0257 0,0298 0,0339
2 c1=0,01 -0,0399 9,41·10−4 1 3 0,0177 0,0218 0,0259
3 c1=0,05 -0,0319 9,41·10−4 1 4 0,0079 0,0120 0,0161
4 c1=0,1 -0,0221 9,41·10−4 1 5 0,0002 0,0043 0,0084
5 c1=0,5 -0,0144 9,41·10−4
1 c2=0,001 -0,0209 9,41·10−4 1 5 -0,0062 -0,0021 0,0020
2 c2=0,005 -0,0242 9,41·10−4 2 5 -0,0095 -0,0054 -0,0013
3 c2=0,01 -0,0295 9,41·10−4 3 5 -0,0147 -0,0106 -0,0065
4 c2=0,05 -0,0249 9,41·10−4 4 5 -0,0101 -0,0060 -0,0019
5 c2=0,1 -0,0188 9,41·10−4
1 n=4 -0,036 1,26·10−3 1 9 -0,0347 -0,0276 -0,0206
2 n=6 -0,0392 1,26·10−3 2 9 -0,0376 -0,0306 -0,0236
3 n=8 -0,0335 1,26·10−3 3 9 -0,0319 -0,0249 -0,0179
4 n=10 -0,0220 1,26·10−3 4 9 -0,0205 -0,0134 -0,0064
5 n=12 -0,023 1,26·10−3 5 9 -0,0219 -0,0149 -0,0078
6 n=14 -0,0221 1,26·10−3 6 9 -0,0205 -0,0135 -0,0065
7 n=16 -0,0176 1,26·10−3 7 9 -0,0160 -0,0090 -0,0019
8 n=18 -0,0101 1,26·10−3 8 9 -0,0086 -0,0015 0,0055
9 n=20 -0,0086 1,26·10−3
A23
Anhang













1 v=0,8 -0,0005 1,31·10−4 1 2 -0,0025 -0,0021 -0,0018
2 v=1 0,0016 1,31·10−4
1 c=0 0,0022 2,62·10−4 1 2 -0,0022 -0,0008 0,0006
2 c=5 0,0030 2,62·10−4 2 3 -0,0014 -0,0001 0,0013
3 c=7 0,0031 2,62·10−4 2 4 -0,0006 0,0008 0,0022
4 c=9 0,0022 2,62·10−4 2 5 0,0008 0,0022 0,0036
5 c=11 0,0008 2,62·10−4 2 6 0,0035 0,0048 0,0062
6 c=13 -0,0018 2,62·10−4 2 7 0,0046 0,0060 0,0074
7 c=15 -0,0029 2,62·10−4 2 8 0,0038 0,0052 0,0066
8 c=17 -0,0022 2,62·10−4
1 c1=0,001 -0,0012 -0,0012 1 4 -0,0056 -0,0047 -0,0038
2 c1=0,01 -0,0058 -0,0058 2 4 -0,0102 -0,0093 -0,0084
3 c1=0,05 0,0033 0,0033 3 4 -0,0011 -0,0002 0,0007
4 c1=0,1 0,0035 0,0035 4 5 -0,0004 0,0005 0,0014
5 c1=0,5 0,0030 0,0030
1 c2=0,001 0,0016 0,0016 1 3 -0,0023 -0,0014 -0,0005
2 c2=0,005 0,0028 0,0028 2 3 -0,0010 -0,0001 0,0008
3 c2=0,01 0,0030 0,0030 3 4 0,0043 0,0052 0,0061
4 c2=0,05 -0,0022 -0,0022 3 5 0,0045 0,0054 0,0063
5 c2=0,1 -0,0024 -0,0024
1 n=4 0,0000 0,0000 1 9 -0,0046 -0,0030 -0,0015
2 n=6 0,0025 0,0025 2 9 -0,0021 -0,0006 0,0010
3 n=8 -0,0009 -0,0009 3 9 -0,0055 -0,0039 -0,0024
4 n=10 -0,0018 -0,0018 4 9 -0,0064 -0,0048 -0,0033
5 n=12 -0,0009 -0,0009 5 9 -0,0055 -0,0040 -0,0024
6 n=14 -0,0002 -0,0002 6 9 -0,0048 -0,0032 -0,0017
7 n=16 0,0011 0,0011 7 9 -0,0035 -0,0019 -0,0004
8 n=18 0,0021 0,0021 8 9 -0,0025 -0,0009 0,0006
9 n=20 0,0030 0,0030
A24
Anhang
Tabelle A28: Ergebnisse des zweidimensionalen Fuzzy-Vergleichs der Felder der Geschosse
W7_DN_G1 und G2 mit den optimalen Parametern
v = 0.8 c = 15 c1 = 0.05 c2 = 0.01 n =18
passende Felder nicht passende Felder
Feld1 Feld2 relative Kardinalitaet Feld1 Feld2 relative Kardinalitaet
1 12 0.644993 1 7 0.554311
2 7 0.545336 1 8 0.345089
3 8 0.407827 1 9 0.347786
4 9 0.442416 1 10 0.302416
5 10 0.526221 1 11 0.432709



























Tabelle A29: Ergebnisse des zweidimensionalen Fuzzy-Vergleichs der Felder der Geschosse
W7_HP_G1 und G2 mit den optimalen Parametern
v = 0.8 c = 15 c1 = 0.01 c2 = 0.1 n =6
passende Felder nicht passende Felder
Feld1 Feld2 relative Kardinalitaet Feld1 Feld2 relative Kardinalitaet
13 19 0.178116 13 20 0.157498
14 20 0.333636 13 21 0.000000
15 21 0.371627 13 22 0.327094
16 22 0.151425 13 23 0.242508
17 23 0.286828 13 24 0.234583



























Tabelle A30: Ergebnisse des zweidimensionalen Fuzzy-Vergleichs der Felder der Geschosse
W7_SB_G1 und G2 mit den optimalen Parametern
v = 1 c = 0 c1 = 0.001 c2 = 0.1 n =20
passende Felder nicht passende Felder
Feld1 Feld2 relative Kardinalitaet Feld1 Feld2 relative Kardinalitaet
25 32 0.570122 25 31 0.474643
26 33 0.539256 25 33 0.603567
27 34 0.732072 25 34 0.593172
28 35 0.049451 25 35 0.218131
29 36 0.639439 25 36 0.479734



























A.4.4 Parameterstudie CMS und BFA-Vergleich
Tabelle A31: ANOVA der Parametervariation beim CMS-Vergleich der Geschosse
W7_DN_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0556 1 5,56·10−2 2,5135 0,1157
c 1,0435 7 1,49·10−1 6,7446 1,13·10−6
s 0,8802 7 1,26·10−1 5,6887 1,22·10−5
Error 2,4755 112 2,21·10−2
Total 4,4548 127
Tabelle A32: ANOVA der Parametervariation beim BFA-Vergleich der Geschosse
W7_DN_G1 und G2
Quelle Quadratsumme Freiheitsgrade Varianz F P-Wert
v 0,0013 1 1,28·10−3 3,9236 0,0501
c 0,0090 7 1,29·10−3 3,9402 7,01·10−4
s 0,0273 7 3,90·10−3 11,9678 2,54·10−11

















1 v=0.8 0,1695 1,86·10−2 1 2 -0,0937 -0,0417 0,0104
2 v=1 0,2112 1,86·10−2
1 c=0 0,1583 3,72·10−2 1 2 -0,4616 -0,2604 -0,0593
2 c=5 0,4188 3,72·10−2 2 3 0,1103 0,3115 0,5126
3 c=7 0,1073 3,72·10−2 2 4 0,0759 0,2771 0,4782
4 c=9 0,1417 3,72·10−2 2 5 0,0301 0,2313 0,4324
5 c=11 0,1875 3,72·10−2 2 6 0,0353 0,2365 0,4376
6 c=13 0,1823 3,72·10−2 2 7 0,0290 0,2302 0,4314
7 c=15 0,1885 3,72·10−2 2 8 0,0790 0,2802 0,4814
8 c=17 0,1385 3,72·10−2
1 s=0 0,2375 3,72·10−2 1 4 -0,1897 0,0115 0,2126
2 s=0.1 0,2375 3,72·10−2 2 4 -0,1897 0,0115 0,2126
3 s=0.2 0,2385 3,72·10−2 3 4 -0,1887 0,0125 0,2137
4 s=0.3 0,2260 3,72·10−2 4 5 -0,2637 -0,0625 0,1387
5 s=0.4 0,2885 3,72·10−2 4 6 -0,1512 0,0500 0,2512
6 s=0.5 0,1760 3,72·10−2 4 7 -0,0720 0,1292 0,3303
7 s=0.6 0,0969 3,72·10−2 4 8 0,0030 0,2042 0,4053
8 s=0.7 0,0219 3,72·10−2
A29
Anhang
Tabelle A34: Ergebnisse des CMS Vergleichs der Felder der Geschosse W7_DN_G1 und G2
mit den optimalen Parametern
v = 1 c = 5 s =0.4
passende Felder nicht passende Felder
Feld1 Feld2 CMS Feld1 Feld2 CMS
1 12 2.5 1 7 1.5
2 7 3.0 1 8 2.0
3 8 4.5 1 9 2.0
4 9 3.0 1 10 2.0
5 10 2.0 1 11 2.0








































1 v=0.8 -0,0458 2,26·10−3 1 2 -0,0126 -0,0063 0,0000
2 v=1 -0,0395 2,26·10−3
1 c=0 -0,0333 4,52·10−3 1 3 -0,0065 0,0179 0,0424
2 c=5 -0,0351 4,52·10−3 2 3 -0,0083 0,0161 0,0406
3 c=7 -0,0512 4,52·10−3 3 4 -0,0255 -0,0011 0,0234
4 c=9 -0,0501 4,52·10−3 3 5 -0,0427 -0,0183 0,0062
5 c=11 -0,0329 4,52·10−3 3 6 -0,0389 -0,0145 0,0099
6 c=13 -0,0367 4,52·10−3 3 7 -0,0280 -0,0036 0,0209
7 c=15 -0,0477 4,52·10−3 3 8 -0,0215 0,0030 0,0274
8 c=17 -0,0542 4,52·10−3
1 s=0 -0,0346 4,52·10−3 1 8 0,0188 0,0433 0,0677
2 s=0.1 -0,0344 4,52·10−3 2 8 0,0190 0,0434 0,0679
3 s=0.2 -0,0334 4,52·10−3 3 8 0,0200 0,0445 0,0689
4 s=0.3 -0,0347 4,52·10−3 4 8 0,0188 0,0432 0,0677
5 s=0.4 -0,0360 4,52·10−3 5 8 0,0174 0,0418 0,0663
6 s=0.5 -0,0371 4,52·10−3 6 8 0,0164 0,0408 0,0653
7 s=0.6 -0,0532 4,52·10−3 7 8 0,0003 0,0247 0,0492
8 s=0.7 -0,0779 4,52·10−3
A31
Anhang
Tabelle A36: Ergebnisse des BFA Vergleichs der Felder der Geschosse W7_DN_G1 und G2
mit den optimalen Parametern
v = 0.8 c = 17 s =0.7
passende Felder nicht passende Felder
Feld1 Feld2 p Feld1 Feld2 p
1 12 0.075075 1 7 0.264190
2 7 0.050150 1 8 0.166022
3 8 0.069747 1 9 0.368279
4 9 0.053258 1 10 0.204238
5 10 0.113930 1 11 0.313924



























A.4.5 Vergleich weiterer Geschosse
Tabelle A37: Ergebnisse des Geschossvergleichs W11 bis W15
W12 G1 G2 0,355 0,355 2,2
W13 G1 G2 0,493 0,493 2,7
W13 G1 G3 0,443 0,443 2,4
W13 G1 G4 0,601 0,601 2,7
W13 G1 G5 0,520 0,520 2,5
W13 G1 G6 0,400 0,400 2,5
W13 G2 G3 0,444 0,444 2,4
W13 G2 G4 0,481 0,481 2,4
W13 G2 G5 0,481 0,481 2,5
W13 G2 G6 0,383 0,383 2,2
W13 G3 G4 0,433 0,433 2,5
W13 G3 G5 0,390 0,390 2,4
W13 G3 G6 0,348 0,348 2,6
W13 G4 G5 0,501 0,501 2,5
W13 G4 G6 0,364 0,364 2,6
W13 G5 G6 0,510 0,510 2,6
W14 G1 G2 0,288 0,288 2,5
W15 G1 G2 0,506 0,506 1,7
A33
