Abstract Human genetic research in the past decade has generated a wealth of data from the genome-wide association scan era, much of which is catalogued and freely available. These data will typically test the relationship between a single nucleotide variant or polymorphism (SNP) and some outcome, disease, or trait. Ongoing investigations will yield a similar wealth of data regarding epigenetic phenomena. These data will typically test the relationship between DNA methylation at a single genomic location/region and some outcome. Most of these findings will be the result of cross-sectional investigations typically using ascertained cases and controls. Consequently, most methodological consideration focuses on methods appropriate for simple case-control comparisons. It is expected that a growing number of investigators with longitudinal experimental prevention or intervention cohorts will also measure genetic and epigenetic indicators as part of their investigations, harvesting the wealth of information generated by the genome-wide association study (GWAS) era to allow for targeted hypothesis testing in the next generation of prevention and intervention trials. Herein, we discuss appropriate quality control and statistical modelling of genetic, polygenic, and epigenetic measures in longitudinal models. We specifically discuss quality control, population stratification, genotype imputation, pathway approaches, and proper modelling of an interaction between a specific genetic variant and an environment variable (GxE interaction).
The availability of relatively inexpensive and accessible genomic arrays has led to a growth in the inclusion of genetic and epigenetic data in prevention and intervention trials (Brody et al. 2015; Musci et al. 2015; Vandenbergh et al. 2016) . Researchers carefully plan and design subject ascertainment, randomization, interventions, and outcome measurement. A similar level of attention must be paid to the inclusion of genomic data to maximize the ability of the field to find true associations. We present a series of considerations and solutions to dealing with large-scale genomic data that need to be addressed before, during, or after actual genetic or epigenetic association testing aimed at limiting the genetic association replication crisis in the context of intervention and prevention studies largely predicated on the notion that randomized trials, which will be relatively underpowered when compared to large, genome-wide association scan consortia, can glean information from those genome-wide association studies (GWAS) (i.e., post-GWAS) to limit testing to those loci (genetic, epigenetic) that have been previously associated with similar outcomes (Ioannidis et al. 2001) .
In an ideal situation, human geneticists elucidate the genetic basis of a disorder by identifying a missing or aberrant protein, or a candidate gene, which can be associated with the trait. Although this approach has been successful for many single-gene human diseases, it has not been very effective in the study of more complex outcomes such as psychiatric/ behavioral disorders, which are the result of small contributions of hundreds or thousands of genetic variants. Prior to the development of molecular genetic markers, other methods were utilized to provide evidence that genetic factors are important for the variation in behavioral and psychiatric outcomes. Those methods included twin, adoption, and family studies, each testing specific hypotheses regarding the relationship between genetic and phenotypic similarity, that is, disorders or traits with a genetic component should be more concordant among those who are more closely genetically related. While providing evidence for a genetic, or heritable, contribution to a trait or disease, these approaches were not designed to identify the contribution of specific genes or polymorphisms (a variation in the genetic sequence present in >1% of the population).
The development of technology to measure genetic polymorphisms shifted the approach to linkage analysis, relying primarily on repeat polymorphisms, such as microsatellites, to test the cosegregation of chromosomal regions with disease in families. Concurrently, there was a growing focus on association mapping, where a polymorphism in or near a gene putatively underlying the pathophysiology of the disease, a Bcandidate gene,^is tested for allele frequency differences between cases and controls. Unfortunately, the candidate gene era, even in cases where the neurobiology underlying specific behaviors or psychiatric disorders was thought to be understood, was largely unsuccessful at identifying replicating variants influencing a phenotype or outcome (Farrell et al. 2015) . However, in whole, these lines of investigation have contributed greatly to our understanding of the nature of a host of human traits and diseases and are comprehensively reviewed elsewhere (Zandi et al. 2012) .
Subsequent progress in genetic technology, the development of a dense set of single nucleotide polymorphisms (SNPs) that capture a substantial proportion of common genetic variation across the genome and the assumption that common alleles with moderate effect sizes were largely responsible for observed heritability, created conditions for genetic studies of disorders of complex etiologic architecture, such as behavioral and psychiatric outcomes. The naiveté that flourished at the onset of the era of the genome-wide association study (GWAS), the primary approach to assessing the impact of genetic variation on common diseases or phenotypes in which hundreds of thousands or millions of SNPs spaced throughout the human genome are tested without any theoretical justification, has largely waned. A major drawback to this approach is that the signals expected for complex diseases are unlikely to meet strict thresholds for multiple test correction that are necessary when hundreds of thousands or millions of tests are performed, and true signals are likely to be blended with false signals (Zaykin and Zhivotovsky 2005) .
Though initially deemed Bunsuccessful,^larger sample sizes, needed to overcome the multiple testing burden consequent to conducting 10 6 hypothesis tests, have yielded many successes and GWAS has proven useful in identifying some regions influencing variation in psychiatric/behavioral traits, a trend that is expected to continue. Additionally, polygenic approaches, which index tens, hundreds, or thousands of SNPs to create composite indices of genetic risk, have been developed (Maher 2015) .
A more recent focus is on epigenetics. For the purpose of discussion here, epigenetics is defined as genomic influences, other than the actual base (A, C, T, G) sequence, which impact on gene expression and ultimately on disease risk. While there are several classes of epigenetic changes discussed in the literature, the focus here is on DNA methylation. Briefly, DNA methylation refers to the addition of a methyl group to cytosine in areas of the genome that are enriched with C and G nucleotides. While the technical details of methylation are beyond the scope of this manuscript, the impact of DNA methylation may be central to understanding how gene expression is regulated. Important regions of many genes are potential targets of methylation, including the promoter region. Thus, methylation is a mechanism by which the expression of a gene can be reduced or silenced, including in the differentiation of tissues and specialization of cells. For decades, the role of methylation in important biological processes, such as X chromosome inactivation, has been well known. Recently, the role of methylation in response to the environment coupled with the development of new array-based technologies allows for the assessment of variation in methylation at sites throughout the genome. Epidemiologic studies have identified specific environmental risk factors. However, biologic pathways along which environments Bget under the skin^and influence mental health have only begun to be investigated.
Understanding the interplay between genes and environment remains at the forefront of research in the behavioral sciences into many developmental and disease etiology processes. Over the past few years, several informative critical reviews have been published highlighting the successes, challenges, and hype surrounding the investigation of geneenvironment interaction (Dick et al. 2015; Duncan and Keller 2011) . Some of the issues are the relatively straightforward problems that plague many areas of research, such as sample size and publication bias. Other issues like hype, interpretation, replication, and impact are not unique to an interaction between a specific genetic variant and an environment variable (GxE) testing but shared across much of genetic association testing (Ioannidis et al. 2001 ). The replication problem is best exemplified by a case where multiple groups dealing with the same set of available data reached conflicting conclusions regarding the mediation of the relationship between stress and depression by 5-HTTLPR, a finding (Caspi et al. 2003 ) that received unparalleled attention and nearly fostered a subfield aimed at its replication (Munafò et al. 2009; Risch et al. 2009 ).
Herein, we present general guidelines for performing highquality genetic and epigenetic analyses while avoiding the pitfalls that commonly occur. These issues include genotype quality control, correction for population stratification, and genotype imputation. We also discuss single marker modelling of genetic and epigenetic data. Lastly, we discuss approaches frequently applied after single marker testing including polygenic and pathway approaches and the inclusion of functional data in association tests. We also highlight specific topics that are unique to studies of intervention or prevention.
Quality Control
Maximizing genotype accuracy is a key step in increasing the power to detect true genotype-phenotype relationships. Marker and subject level checks are performed to ensure data precision. These steps are more thoroughly described elsewhere (Anderson et al. 2010 ) but reviewed here briefly. First, on a per-marker level, Hardy-Weinberg equilibrium (HWE) is tested and markers that exhibit large deviations from the expected distribution of genotypes, given the observed allele frequencies, are removed. The rationale for this step is to eliminate any markers that may exhibit evidence of systematic genotype error (e.g., excess failure of a particular allele). It is important to recognize that minor deviations from HWE will be observed by chance when testing such a large number of markers. Thus, it is typical to use a stringent criterion for dropping markers exhibiting Hardy-Weinberg disequilibrium (p < .001). In addition, markers exhibiting sample-wide genotype call rates of less than 95% can also be eliminated. A high frequency of missing data is generally interpreted as an indicator of a poor quality marker. If cases and controls are present in a dataset, then differences in missing rates between cases and controls can be used as a criterion for marker elimination. Lastly, although this step has become less common with an increasing interest in rare variants, SNPs with a minor allele frequency below a threshold are eliminated in the interest of power. On the per subject level, individuals for whom greater than 5% of the total markers assessed fail to be genotyped (i.e., cannot be called or are otherwise missing) are also eliminated, as this is likely due to poor DNA quality. In addition, subjects with a genetic sex (e.g., heterozygous X chromosome markers in a subject purported to be male) inconsistent with the reported sex are eliminated. Lastly, the availability of large-scale genetic data allows for the estimation of identity-by-state between individuals in a dataset. Identity-by-state can be used as a proxy for identity-by-descent, or the degree of allele sharing due to common ancestry, a common measure of relatedness. Obviously, in samples where families are ascertained, it is expected that relatives will be present in the dataset and appropriate methods for accounting for dependence between subjects will be used in subsequent association testing. However, when unexpected relatedness among individuals is discovered (e.g., IBD/IBS >.1875 or midway between the expected genetic similarity of second-and third-degree relatives; Anderson et al. 2010) , it is the usual practice to randomly delete all but one of the correlated observations.
Population Stratification
In the context of genetic association testing, population stratification refers to systematic genetic differences between subpopulations. This is especially problematic in instances where the investigators are blind to the presence of stratification and/ or the population substrata also differ phenotypically. In these instances, association analyses will be prone to generate spurious genotype-phenotype relationships and it is especially important in prevention trials to ensure that, even after the fact, randomization properly accounted for population stratification. Based on early results in the candidate gene era, this was thought to be a serious issue and cause of the lack of replication in many candidate gene studies (Tabor et al. 2002) . Contradictory opinions notwithstanding (Hutchison et al. 2004) , the availability of genome-wide SNP data made it very apparent that population structure or stratification was a potential source of spurious false positive results, even in samples thought to be homogeneous (Burton et al. 2007; Freedman et al. 2004 ). Several methods, including genomic control (Devlin and Roeder 1999) and STRUCTURE (Pritchard and Rosenberg 1999; Pritchard and Donnelly 2001) are available to deal with this issue by either correcting the test statistic for the average level of stratification or a priori grouping of population subsets. At the onset of the GWAS era, the wealth of genome-wide data gave rise to additional approaches that rely on the correlation structure of genetic information to identify cryptic population structure. EIGENSTRAT (Price et al. 2006 ) is an example of an approach that uses genome-wide data to infer principal components of population membership. Subjects are assigned a score for each of these principal components representing their membership in a given population cluster. These scores can then be used in all subsequent analyses to account for population structure. This process is automated in PLINK 2, and the cluster PC scores are included as covariates in subsequent analyses to account for population stratification (Chang et al. 2015) . In practice, to reduce the computational intensity and avoid using redundant information from SNPs in linkage disequilibrium (i.e., non-randomly associated), investigators frequently select a subset of SNPs randomly across the genome to estimate stratification using the PCA approach. Although these may or may not be a priori identified ancestry information markers, it has been shown that Brandomly^se-lected SNPs perform equally well (Montana and Pritchard 2004) . Several investigators (Choudhry et al. 2006; Sankararaman et al. 2008) have noted that differences in global (genome-wide) versus local (at a gene or LD block) ancestry exist, especially in admixed populations (e.g., AfricanAmerican). Consequently, methods have been developed to estimate local ancestry or the proportion of ancestry at each SNP attributable to known reference populations. This approach can be applied in a genome-wide context (WinPOP/ LAMP; (Pasaniuc et al. 2009; Pasaniuc et al. 2011; Sankararaman et al. 2008) ) to estimate proportions of local ancestry at each region and those estimates used to account for stratification based on those mixing proportions in subsequent tests in specific candidate regions. Importantly, Keller (2014) suggests that although including these markerbased variables in linear models examining moderation of specific genetic associations (e.g., gene-by-intervention effects) effectively removes the confounding influence of population stratification, this is only true with respect to main effects. Thus, fully accounting for the effect of population stratification on an interaction requires the inclusion of all stratification related product terms (e.g., gene-bystratification and intervention-by-stratification effects).
Genotype Imputation
There are numerous approaches to direct imputation of genotypes. Initially, the goal of such approaches was to exploit linkage disequilibrium to allow the testing of ungenotyped markers (Clark and Li 2007) . For example, a known functional SNP may be highly correlated with multiple nearby genotyped SNPs. Given an accurate reference panel as the source of correlation between markers, the ungenotyped marker can be imputed and tested for association (Clark and Li 2007) . As GWAS data became widely available, the use grew with the goal of creating common marker sets to allow meta-analysis of datasets genotyped on different GWAS panels. These approaches rely on assigning genotypes above a specified level of certainty and subsequent analysis, using standard approaches, of the resultant inferred genotypes (Lin and Huang 2007) . Genome-wide SNP imputation is commonly performed using Impute2 (Howie et al. 2009 ) or MACH (Li et al. 2010) on data that are pre-phased using SHAPEIT (Delaneau et al. 2013) . Pre-phasing refers to the computational process of constructing haplotypes, or linear combinations of alleles along a chromosome, prior to imputation. The primary advantage of pre-phasing is a dramatic improvement in the speed of imputation. The 1000 Genomes Project sample is commonly used as a reference (1000 Genomes Project Consortium et al. 2010) . In samples where diverse genetic backgrounds are present, it is common to use multiple or all reference samples within the 1000 Genomes Project. Importantly, each approach to imputation generates a measure of imputation confidence which can be used in subsequent tests to account for uncertainty. A typical approach is to recode the genotype to capture uncertainty. For example, two alleles imputed with 99% certainty would be coded as .99 and summed to create a genotype 1.98, representing two nearly certain alleles comprising a homozygous genotype.
Statistical Model: Main Effects
Individual SNP or epigenetic marker association analyses can be performed by modelling genotype counts or methylation signature (or change) in linear or logistic models. In some models including genotype data, there may be an a priori motivation for collapsing genotype groups to compare two, instead of three, genotype groups. In its simplest form, this test, commonly termed the measured genotype analysis (Boerwinkle et al. 1986 ), models the influence of genotypic variation at a given locus on variation in the quantitative trait, essentially a one-way ANOVA. The extension to logistic and linear regression for genetic association testing for discrete and continuous outcome variables is common and appropriate. It is typical to code the genotype as a trichotomous indicator (0, 1, 2). This approach provides a distinct advantage in that it can easily be extended to incorporate measured ancestry covariates and environmental moderators or mediators. When imputed SNPs are used, it is common to replace the genotype predictor with uncertainty-adjusted dosage. The use of linear mixed models (LMM) for genetic association analysis has grown rapidly in recent years to allow for valid tests of the relationship between a measured SNP and phenotypic outcome and are especially useful in prevention trials, where longitudinal data are collected (Eu-Ahsunthornwattana et al. 2014) . Simpler and more complicated models can be estimated using, for example, lme4 in R (Bates et al. 2014 ) with genotype predicting longitudinal methylation outcomes and/ or methylation predicting subsequent behavioral outcomes. An additional advantage of using linear/logistic models is the easy extension to explore mechanisms (e.g., mediation or moderation) of discovered associations. For example, by employing the mediation package in R, specific indirect pathways wherein methylation serves as a mediator of environmental influence(s) on subsequent behavior(s) could also be tested (Tingley et al. 2014) .
Incorporating Biological Information
A wealth of extant biological information, including previous GWAS of similar traits, knowledge of polymorphism function, gene regulation, tissue-specific expression patterns, and biological organization of genes into pathways, can be leveraged to improve our etiological understanding of disease and behavior. For example, an investigator may want to prioritize sites that are epigenetically modified during development in examining the potential mediators of the impact of an intervention or to focus on the genes likely to be involved in a disorder that arises during a particular developmental period (Birnbaum et al. 2014) .
Prior information can be harnessed in multiple ways to increase the power of genetic association testing. While there are robust developments in methodology that allow for the inclusion of functional information, we highlight an existing approach that incorporates functional information while correcting for multiple testing. The weighted false discovery rate (FDR) allows for the inclusion of a prior value in the FDR (Roeder et al. 2006 ). This prior allows additional information (previous GWAS findings, biological plausibility, etc.) to be included as a weight in the calculation of the FDR potentially influencing the relative ranks of p values of a new set of analyses. For instance, investigators can up-weight SNPs with evidence a significant impact on expression or methylation variation in the brain. The approach was recently used, with success, in an Binformed GWAS,^or iGWAS, to include prior information from previous genome-wide scans in a novel analysis (Fortney et al. 2015) .
Great advances are occurring in evaluating functional significance of genomic regions and variants. Variations found by genome sequencing can be evaluated based on functional predictions, relevance to developmental mechanisms, frequency in population and disease databases, previous GWAS evidence, or known effect on expression. Noncoding variants can be evaluated based on epigenetic signatures derived from specific resources including ENCODE and brainCloud. Existing expression and methylation data to allow the discovery eQTLs and methylation-quantitative trait loci (meQTLs) at specific developmental periods in brain are available in brainCloud (Colantuoni et al. 2011; Jaffe et al. 2014; Numata et al. 2012) . Relevant functional data, frequently freely available, will allow for more prudent hypothesis testing than is currently routine and wFDR allows one to place a higher prior probability on genetic variants with prior evidence of function relevant to the trait of interest.
Polygenic/Pathway Approaches
Due to the individually small effect sizes of contributing loci and stringent statistical significance criterion of GWAS, most modest effect size polymorphisms will not be deemed Bsignificant^and Breplicated^in many GWAS ). Multiple approaches to aggregating those effects have been developed, thereby increasing the power to detect a polygenic signal and aiding in understanding the nature of complex traits. Purcell et al. (2009) used an approach in which two-stage GWAS data were used to select a set of Bindependent^SNPs in linkage equilibrium that generated p values below some arbitrary threshold (P T ) in one sample as a discovery stage. Those SNPs were then used to create polygenic sum scores, with each allele weighted by the logarithm of the odds ratio from the discovery sample, to be tested in a second sample. The terms Bpolygenic scores^(PGS), Bgenetic risk scores^(GRS), and Bpolygenic risk scores^(PRS) are now used interchangeably to describe metrics comprising a large number of SNPs pooled together to represent a measured set of variants underlying a particular trait or disease. Dudbridge (2013) examined the power and predictive accuracy of polygenic scores for discrete and continuous traits and found that large discovery samples, which best separate the true from null effects at the tail of the p value distribution, yield the most precise polygenic scores. In the post-GWAS era, the use of existing GWAS results, such as those from the Psychiatric Genomics Consortium, can be used as Bdiscovery^samples from which to generate polygenic scores for a novel study. Tools for automated creation of polygenic scores are available in the Plink 2 software package (Chang et al. 2015) .
In addition to using polygenic scores as predictors in statistical models testing the impact of many genetic influences on a particular outcome, approaches have been developed to estimate what could accurately be termed Bmarker-based^or Bmolecular^heritability. The general approach of this method uses genome-wide markers to examine deviation from expected genetic-phenotypic similarity (Visscher et al. 2006 ). Methods such as genome-wide complex trait analysis (GCTA) rely on population-based samples with available GWAS data (Yang et al. 2011) . In GCTA, a genetic relationship matrix is derived from all available SNPs and used to estimate the proportion of phenotypic variation accounted for by the genome-wide genetic differences. Importantly, while this method can generate an estimate of the phenotypic variation accounted for by genetic differences, it does not identify specifically which variants or pathways account for it. Extensions of the method claim to improve accuracy by correcting for linkage disequilibrium, as opposed to pruning out correlated (but possibly true independent effect) SNPs (Vilhjalmsson et al. 2015) or by relying on HaploSNPs (Bhatia et al. 2015) , large shared segments in high LD that can be recoded into a regional genotype. Overall, GCTA and its extensions would be useful in describing and testing the polygenic architecture of a trait, for example response to treatment or intervention, but have limited utility in defining the specific genes or pathways involved.
More useful approaches for prevention, intervention, and treatment genetic studies are those that jointly test multiple genetic predictors that are grouped in the same biological pathways. The basic motivation for pathway-based analyses is the high likelihood that genetic associations with an outcome will co-occur in SNPs grouped within the same biological pathway. There are two broad classes of pathway analysis: those that test whether an excess of statistically significant results occurs in SNPs in a pathway and those that test whether the top signals are more closely related biologically than by chance. Commonly used approaches include DAPPLE (Rossin et al. 2011) , Gene Set Enrichment Analysis (GSEA) (Subramanian et al. 2005) , ALIGATOR (Holmans et al. 2009 ), MAGENTA (Segrè et al. 2010) , FORGE (Pedroso et al. 2012) , and INRICH (Lee et al. 2012) . Although varying in methodology, these approaches rely on gene sets or pathways defined in specific databases (e.g., KEGG, Gene Ontology) to organize SNPs for excess statistical significance within a pathway, while accounting for potential confounders like gene size and LD pattern within those genes. In addition to differences among the methodologies, it is also important to note that an inherent limitation of these approaches is the accuracy with which genes are grouped into pathways. Consequently, given the relative strengths and weaknesses of some existing pathway-based approaches and pathway databases, a combined rank approach has recently been developed for aggregating data across multiple approaches (Network and Pathway Analysis Subgroup of Psychiatric Genomics Consortium 2015). Importantly, these methods can be applied to specific candidate pathways, for example Bstress response,^if a particular set of genes is thought to impact an outcome of interest.
Methylation
Epidemiologic studies have identified specific childhood environmental exposures as substantial risk factors for subsequent behavioral disorders. Epigenetic processes mediate the impact of environmental influences (e.g., life experiences) on risk of illness through regulation of gene expression and function. The role of stressors in epigenetic variation in animal models is well established but extant human epigenetic studies are relatively small and typically rely on simple phenotypes (Tsankova et al. 2007) . However, preliminary studies reporting associations between methylation and aspects of addiction (Hopf and Bonci 2010) , prenatal stress (Oberlander et al. 2008) , childhood abuse (McGowan et al. 2009 ), PTSD (Uddin et al. 2010) , and depression (Uddin et al. 2011) provide motivation for the inclusion of epigenetic measures in exploration of the relationship between intervention and later behavioral outcomes. Although acquired adverse epigenetic changes were once thought to be permanent, new evidence suggests they are plastic and potentially reversible (Kelly et al. 2010) , opening the possibility for the impact of targeted interventions.
The role of methylation as a relatively stable marker of promoter-mediated regulation of gene expression makes it a logical target for understanding the mechanisms of environmental exposure. Moreover, methylation is known to vary both between and within individuals assessed at multiple time-points (Langevin et al. 2011) . Evidence suggests several important driving forces behind differential methylation including, underlying genetic variation (meQTLs) (Smith et al. 2014) , life experiences, differential tissue and cell types, and chronological age (Horvath 2013) .Variation in DNA methylation has been investigated as a mediator of the physiologic responses to acute and chronic exposures, including environmental adversity or response to intervention/prevention. Longitudinal data allows for the examination of change in epigenetic profiles potentially reflecting response to an intervention which potentially confer liability to outcome phenotypes. Identification of these mechanisms will inform prevention strategies at the most critical point(s) in the developmental risk trajectory.
Accurate measurement of DNA methylation provides the potential for a molecular record of response to the environment. Development of novel array technology for surveying CpG methylation across the genome has led to an explosion in the study of the relationship between the epigenome and behavior. While these arrays can be used with any tissue type, the most common use is in whole blood samples. Consequently, our discussion here assumes use of whole blood samples. Epigenomic microarray data present a set of additional challenges beyond those posed by genetic microarray data. Comprehensive discussion is presented elsewhere but, in short, quality assessment, scaling and normalization, and removal of batch and other technical artifacts must be performed prior to analysis using packages such as minfi (Aryee et al. 2014) . A particularly important aspect of methylation analysis is the removal confounding due to cellular heterogeneity. Importantly, even within a sample of lymphocytes, each cell type (e.g., B cell, T cell, NK cell) will have a unique epigenomic profile and heterogeneity in the relative cell proportions between individuals can lead to spurious results. Cellular heterogeneity is frequently corrected using the approach of Houseman et al. (Houseman 2012) . After correction and normalization, a quantitative metric representing percent methylation can be used as a dependent or independent variable in subsequent analysis.
Gene-Environment Interplay
Integration of the behavioral sciences with genetics necessitates the simultaneous testing of the impact of genes and environment on phenotypic outcome. A usual approach is to explicitly test for GxE, whether or not a specific a priori hypothesis exists. While generating a host of apparently significant and often high profile findings, this approach has been met with non-replication and a great deal of criticism. While these issues are discussed in depth elsewhere, we will briefly mention several pitfalls to avoid. As with all statistical model fitting, it is important to be aware of distributional assumptions. However, given awareness of the potential impact of violations of distributional assumptions (e.g., Gaussian) in environmental measures on subsequent testing of interaction effects often leads investigators to impose artificial thresholds (e.g., median splits) on environmental indicators, consequently reducing statistical power. We recommend the use of quantile normalization as an alternative approach (Irizarry et al. 2003) . Some investigators attempt to rely on methods that omit the main effects of the gene and environment and model only the interaction. Discussed elsewhere (Keller 2014) , this approach will yield inaccurate results. It is essential to include the main effect of any variable in a model that tests for its interaction with another variable to avoid an increase in type I error. This increase in type I error is magnified in models where gene-environment correlation is present (rGE). Recognizing the potential for spurious results, many statistical packages (including R) prohibit users from directly modelling interactions alone. A workaround used by some investigators is to pre-compute the interaction term (literally GxE) and test it as the lone independent variable in the model. This leads to highly spurious results when there are marginal effects of the gene or environment but no effect of GxE. Caution is advised when using this approach. It is well known that mean-centering of (quasi)continuous variables is requisite for removing any collinearity between an interaction (i.e., product) term and its component predictors and avoids spurious results (Aiken and West 1991) . Given proper treatment of genetic and environmental indicators, GxE interaction can be formally tested in many statistical models, including linear mixed models.
Interpretation of a statistically significant GxE interaction is of particular interest. In the context of behavioral outcomes, two competing models exist for explaining gene-environment interplay: the diathesis-stress model (Monroe and Simons 1991) and differential susceptibly model (Belsky 1997) . Others have referred to these as fan-shaped versus crossover interactions, respectively, due to their plotted appearance (Roisman et al. 2012 ). In the differential susceptibility model, a particular genotype will perform significantly better under one environmental condition versus other genotypes and will also perform significantly worse than other genotype under an alternative environmental condition (a crossover). In the diathesis-stress model, genotypes differ under only one environmental condition (a fan shape). Frequently, investigators plot interactions with the environment on the x-axis and phenotype on the y-axis, with separate lines per genotype, and draw conclusions based on visual inspection. However, formal statistical procedures exist for determining regions of significance, and values of the environmental exposure under which genotypes differ significantly on phenotypic measures.
In the instance of discrete environmental measures, this approach is simple since it involves comparing genotypes on phenotypic measure at each level of the environment to determine where they differ significantly. For continuous measures of exposure, this can be reformulated as the Bpick-a-point^or simple slopes approach, where significant differences in mean or slope can be tested at specific values of the continuous environment (Rogosa 1980) . The obvious weakness of this approach is its reliance on selection of arbitrary environmental values for testing. A preferred approach relies on the calculation of regions of significance or the range of values of the environment where the genotype groups differ significantly on phenotype values. As reviewed in Preacher et al. (2006) , this can be accomplished using the Johnson-Neyman (1936) approach or the use of confidence bands to identify the range of environmental measures on which the values differ on slope.
An important consideration in the context of gene-byintervention analyses is that the differential susceptibility model is not specifically testable, as there is no Bnegativet reatment condition under which the crossover can be observed. More comprehensive treatments of the topic are available elsewhere (for example, Manuck and McCaffery (2014) ).
Genetics Within Randomized Control Trials
Prevention trials provide a unique opportunity for researchers to explore gene-environment interplay, particularly within the context of differential susceptibility (Bakermans-Kranenburg and van IJzendoorn, M. H. 2015) . The randomization of participants to trial arms allows for careful evaluation of the role of genetics as well as the role of the environment. This is specifically relevant because of the careful manner in which the environment is controlled, thus limiting potential geneenvironment correlation. Further, these trials generally provide rich phenotypic information for more careful modelling. There are some limitations, the largest being the limited sample sizes. Researchers can improve the power associated with these statistical tests by limiting the number of genetic regions explored through use of post-GWAS candidate selection, polygenic scoring, or pathway analysis. Previous work has explored differential susceptibility utilizing meta-analytic methods and demonstrated the remarkable increase in power for detecting GxE in intervention trials (BakermansKranenburg and van IJzendoorn, M. H. 2015) .
Conclusion
Inclusion of genetic and epigenetic measures in longitudinal prevention studies will allow for the elucidation of the mechanism(s) by which preventive measures operate, including the detection of biological moderators and/or mediators of effectiveness. Multiple steps must be taken to ensure valid results. Appropriate quality control steps, at the SNP and individual level, must be taken to avoid inclusion of problematic genetic markers and contaminated or swapped individual samples. Careful imputation of markers using a valid reference panel will allow for the testing of nearly all genomic variation, while accounting for the uncertainty inherent to imputation. Proper approaches to accounting for genetic ancestry avoid spurious association due to population stratification. Ancestry principal components can be used as covariates in subsequent models testing genotype-phenotype relationships to prevent false positive results due to stratification. Polygenic scoring is a powerful approach to capturing composite genetic risk and may be useful for examining the impact of prevention or intervention efforts across the biological risk spectrum. Inclusion of polygenic risk as the lone genetic predictor, or in addition to a single SNP, in association testing is a valid strategy for jointly testing association. The growth of large-scale curated databases of gene function, tissue-specific and developmental timing of expression, methylation-sensitive sites, and genomic functional annotations provide relevant prior information that can be used in weighted hypothesis testing approaches such as the weighted FDR. The increased availability of arrays to provide genome-wide indicators of baseline and change in site-specific methylation is a boon to those interested in exploring the mechanisms by which intervention may serve to impact the genome. As with genotype data, great care must be taken with methylation array data to ensure that technical artifacts are removed and data are properly normalized before conducting association tests. Since methylation signals can change over time, a new set of mechanistic hypotheses, including whether or not a particular site mediates the impact of an intervention, is possible. Lastly, GxE testing is at the core of inclusion of genetic measures in intervention and prevention studies (i.e., does modifying the environment impact outcome differently by genotype). Consequently, safeguards must be taken to avoid the generation of spurious results.
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