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For machine learning of interatomic potentials the sparse Gaussian process regression formalism
is introduced with a data-efficient adaptive sampling algorithm. This is applied for dozens of solid
electrolytes. As a showcase, experimental melting and glass-crystallization temperatures are repro-
duced for Li7P3S11 and an unchartered infelicitous phase is revealed with much lower Li diffusivity
which should be circumvented. By hierarchical combinations of the expert models universal po-
tentials are generated, which pave the way for modeling large-scale complexity by a combinatorial
approach.
A solid with ionic conductivity similar to liquid elec-
trolytes has far reaching implications for the energy stor-
age industry. Recently, first-principles (FP) calculations
have been applied extensively for theoretical studies of
ionic diffusion in solid electrolytes [1]. But due to the
huge computational resources required for the electronic
structure calculations these simulations are often applied
only to small systems (∼ 100 atoms) and short intervals
of time (∼ 100 ps). Moreover, due to the Arrhenius-type
temperature dependence of the diffusion events in solids,
they occur too slowly at room temperature to be sam-
pled with statistical certainty using ab initio molecular
dynamics (AIMD) [2]. Therefore often simulations are
carried out at elevated temperatures and ionic diffusivity
at room temperature is approximated by extrapolation.
However, this is not possible in the cases where the sys-
tem of interest is unstable at higher temperatures.
As an alternative to FP calculations, it has been
demonstrated that machine learning (ML) methods can
be applied for accurate representations of the potential
energy surface (PES). Most notably, neural-network rep-
resentations [3], Gaussian approximation potentials [4],
gradient-domain [5] and symmetrized gradient-domain
ML [6], deep potential [7], compressed sensing [8], and
deep neural-network for molecular wavefunctions [9] are
among various ML techniques which have been imple-
mented. Using these techniques, the PES is learned from
the data (potential energy and forces) obtained from lim-
ited FP calculations. In particular, the kernel methods
pioneered by Barto´k et al. [4] can be viewed as smooth
interpolations of the energies in the data. For generation
of the relevant data, on-the-fly learning [10–12], a query-
by-committee active-learning [13], and global exploration
of PES [14] have been reported.
Neural-networks scale linearly with the size of data
n but they contain a huge number of optimizable pa-
rameters and require big data to avoid over-fitting. On
the other hand, the kernel methods where a covariance
matrix is constructed and inverted, are (almost) non-
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parametric but scale as n2 for construction and n3 for
inversion of the covariance matrix. Considering that a
single FP calculation for a system with N atoms yields
3N + 1 data components, the size of covariance matrix
becomes huge even with a small number of training data.
Because of this unfavorable scaling, a critical issue is bal-
ancing of the global exploration versus local exploitation
in sampling the data. For instance, in some on-the-fly
learning algorithms the ML model is continuously up-
dated during MD which guaranties the sufficient accuracy
but instead undermines its transferability. Here we ex-
plore low-rank approximations of the covariance matrix
for improving the scalability and an adaptive sampling al-
gorithm for optimal generation of the training data and
global exploration. In addition we show that local expert
models can be merged to yield a global, transferable, scal-
able, and accurate universal potential.
Let x = {ρj}Nj=1 denote a snapshot of a system with
N atoms, where ρj is the local chemical environment
(LCE) of atom j which depends only on the species and
relative coordinates of the atoms in the neighborhood of
j within a cutoff radius rc. The data for this snapshot
consists of the potential energy E and forces {~Fj}Nj=1
obtained by FP calculations. A similarity kernel function
k(ρ, ρ′) = β2kˆ(ρ, ρ′) ≤ β2 is defined such that kˆ(ρ, ρ) =
kˆ(ρ′, ρ′) = 1. For abstraction, we make a convention
that the kernel can also be used for two sets of LCEs and
result in a scalar or a matrix. For two sets A = {aj} and
B = {bj}, we define
i k(A,B) =
∑
i,j k(ai, bj)
ii [k(A, B˘)]j =
∑
i k(ai, bj)
iii [k(A˘, B˘)]ij = k(ai, bj)
where k(A,B), k(A, B˘), and k(A˘, B˘) are respectively a
scalar, a (column) vector, and a matrix. The above for-
mulas are applied recursively.
Let X = {xj}nj=1 denote a set of snapshots and Y =
{Ej}nj=1 be their potential energies. A Gaussian process
regression (GPR) based on this data, has the following
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2predictive energy E and variance Σ for a test snapshot x
E(x) = k(x, X˘)
(
k(X˘, X˘) + σ2I
)−1
Y (1)
Σ(x) = k(x, x)− k(x, X˘)
(
k(X˘, X˘) + σ2I
)−1
k(X˘, x) (2)
where σ is a hyper-parameter that conceptually models
the noise in the data but even in a noiseless setup a finite
value is needed for enforcing the positive-definite require-
ment of the covariance matrix.
Let z = {χj}mj=1 denote a reduced set of LCEs that is
sufficient statistics for X which may be obtained by ran-
dom sampling or more sophisticated greedy selection al-
gorithms. The key for a sparse Gaussian process (SGPR)
model is low-rank approximation of the full Gram matrix
k(X˘, X˘) ≈ k(X˘, z˘)k(z˘, z˘)−1k(z˘, X˘) = QTQ (3)
where k(z˘, z˘) = LLT , L is the Cholesky factor, and
Q = L−1k(z˘, X˘). The inversion problem (QTQ+ σ2I)−1
is trivial using the matrix inversion lemma. This approx-
imation is achieved by redefining the kernel as
k˜(ρ, ρ′) = k(ρ, z˘)k(z˘, z˘)−1k(z˘, ρ′) (4)
and k → k˜ substitution of every term including the ker-
nel in Eq. 1. Thus similarity of two LCEs is indirectly
calculated using the inter-mediating set z. This results
in a predictive energy given by
E(x) = k(x, z˘)µ (5)
where, if U = k(z˘, X˘), µ is a column vector given by
µ =
(
k(z˘, z˘) + σ−2UUT
)−1
UY/σ2. (6)
It is worth noting that if k(z˘, z˘) in the above expression is
replaced by γ−2I, this formalism will be reduced to the
Bayesian linear regression [12] method. Also note that
if we substitute µ = k(z˘, z˘)−1w in Eq. 5 it looks like a
regression based on (z, w) (on behalf of X, Y ). Therefore
this approximation is also called projected process (PP).
SGPR and PP are distinguished only in defining the loss
function for optimizing the hyper-parameters and selec-
tion of z. In SGPR the variational lower-bound of the
true log marginal likelihood introduced by Titsias [15]
should be maximized. For inclusion of the forces data in
regression, they can be appended to Y if derivatives of
the kernel with respect to atomic positions are appended
to U . In the following we will refer to z as the induc-
ing set of LCEs. A useful quantity that indicates the
covariance loss due to sparsification is
s(ρ) = k(ρ, ρ)− k˜(ρ, ρ) (7)
which is referred to as the spilling factor [16] but it can
also be viewed as the predictive variance of a GPR based
on (z, w). After projection, only z and µ are needed for
making predictions, reducing the computational cost to
O(m) instead ofO(nN). This improvement is potentially
several orders of magnitude if we also take the forces data
into account.
For a similarity kernel between LCEs, a variation of the
smooth overlap of atomic positions (SOAP) [17] is devel-
oped which takes advantage of series expansion of Bessel-i
functions, [18] instead of expansion using a set of radial
basis functions (see Supplemental Material (SM) [19]).
A package for machine learning of the potential energy
surface has been deposited to the github repository [20].
Extension to multi-species environments is straightfor-
ward [21].
For adaptive sampling of the data X and inducing
LCEs z, the model is built on-the-fly with MD where the
system evolves with the SGPR potential, and FP calcula-
tions are carried out actively to correct the model based
on the following criterion. The data and unique LCEs in
the first step are automatically included in X and z. In
the following steps, we try to insert on-the-fly LCEs to
z. Let χj ∈ x(t) be the LCE of atom j at time t. Also let
EX,z be the predicted energy of a model built with X, z.
χj is added to z only if |EX,z+χj (χj) − EX,z(χj)| > 
which is the change in the predicted energy for χj re-
sulting from its inclusion in z and  is a predetermined
threshold. Since it is too costly to try out all LCEs in
x(t), in the spirit of importance sampling, we try inser-
tion of LCEs based on their spilling factor (Eq. 7) in a
descending order and terminate at the first unsuccess-
ful insertion trial. If at least one LCE is added to z,
it means that the system has potentially crossed into
an unfamiliar region. At this stage, in one algorithm
(FAST), we calculated the exact FP energy and forces
for x(t) and included it in X (and corresponding en-
ergy and forces in Y ) if |EX+x,z(x) − EX,z(x)| >  or
maxk,α |FX+x,zk,α (x) − FX,zk,α (x)| > , similar to the crite-
rion that was applied for extension of z. Thus, some-
times the exact FP data were regarded as redundant
and were rejected by the model. This was devised to
keep the number of sampled data (∝ the computation
cost in future steps) as small as possible. In another al-
gorithm (ULTRAFAST), in order to preempt unwanted
FP calculations, predictions of the model were used as
fake FP data and if the insertion was accepted they were
corrected by exact calculations. This algorithm is sim-
ilar to leave-one-out cross-validation method for active
learning [22]. For promoting global exploration we only
sample at the extrema of the on-the-fly potential energy.
Special care must be taken for stabilizing the model in
early steps. The predictive Bayesian variance could have
been used as the criterion for the adaptive sampling, but
it was not chosen because low-rank approximation results
in over-confident variances or cannot guarantee the pos-
itive semidefinite requirement. The selected criterion is
more detailed than variance because it also takes advan-
tage of the Y values (i.e the full manifold). Therefore
hereafter we will refer to it as the geometric criterion.
The Vienna Ab initio Simulation package (VASP) [23]
3which implements the projector augmented-wave [24]
approach to DFT with PBE GGA functionals [25] is
used for all FP calculations. Calculations are non-spin-
polarized and kinetic energy cutoff of 500 eV is applied.
We have developed the python package AutoForce for
generating SGPR models and on-the-fly learning of the
PES. [20] This package is coupled with the atomic simu-
lation environment (ASE) [26] and from there it can be
coupled to various FP software including VASP.
As the first example, a SGPR model is generated by
training in Li3PS4 (γ and β phases) and Li7P3S11 crys-
tals. With the algorithm FAST, during total of O(105)
MD steps, only 456 FP calculations are performed from
which only 111 are sampled and 705 LCEs are sam-
pled as the inducing set. The root mean squared error
(RMSE) of the model on the forces of these 456 snapshots
is 0.13 eVA
−1
. The generated model is used for various
MLMD (distinct from on-the-fly MD) simulations with-
out further training. To verify the model with data in-
dependent from training, we performed lengthy MLMD
simulations for Li7P3S11 at several temperatures in the
range 300 to 700 K and 103 snapshots are randomly se-
lected from trajectories. For this testing set, the RMSE
is 0.14 eVA
−1
which is very close to the RMSE of the
model on the training data. Therefore sampling algo-
rithm for the purpose of global exploration has been very
effective. Note that the magnitude of forces and their er-
rors become larger as temperature increases. In Ref [12]
it was shown that from 100 to 400 K the error of their
on-the-fly MLMD increased from 0.05 to 0.08 eVA
−1
in
one case and from 0.09 to 0.12 eVA
−1
in another. Since
0.14 eVA
−1
is the global error of the SGPR model (not
the on-the-fly error), testing MD simulation are at higher
temperatures, and the model is built with only ∼ 100
snapshots, the SGPR formalism is an important improve-
ment. Training and testing are discussed in more details
in SM [19].
The generated SGPR model is used for large scale
MLMD simulations of Li7P3S11 (4× 2× 2 super-cell, 672
atoms) in isothermal-isobaric (NPT) ensemble at several
temperatures in the range 300 to 1200 K and external
pressure of 105 Pa. For this size, our implementation of
MLMD is O(104) faster than AIMD. The mean squared
displacement (MSD) of atoms, defined by
MSD(t) =
1
N
N∑
i=1
|∆~ri(t)|2 (8)
where N is the number of mobile ions and ∆~ri(t) =
~ri(t) − ~ri(0), is shown in SM. A phase transition is de-
tected by MLMD (at T ≥ 450) which occurs by rotations
of the P2S7 double-tetrahedra into a new orientational or-
der. In the following, the initial and the new structures
are referred to as α and β phases. Specifically in the
range 450 to 600 K the system remains a few hundred
ps in the α-phase before transition to the β-phase which
allows us to estimate the Li diffusivity in both phases. In
agreement with experimental reports [27, 28], at 900 K,
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FIG. 1. Li diffusivity in α (blue) and β (red) phases of
Li7P3S11.
the P and S atoms also start to diffuse, which indicates
melting or its decomposition to more stable components.
The ground state energies of α and β phases (relaxed and
calculated with DFT) are −4.413 and −4.416 eV per-
atom respectively (see SM for visualizations). In addi-
tion to being almost iso-energetic, the energy barrier is
not large because rotations of P2S7 occurs layer-by-layer
during MLMD.
The diffusion coefficient (diffusivity) is defined as
D = lim
t→∞
1
2dt
〈
MSD(t)
〉
(9)
where d = 3 is dimensions and 〈〉 indicates the ensemble
average. The calculated diffusivities are shown in Fig. 1.
With the assumption of an Arrhenius temperature de-
pendence for diffusivity
D = D0e
−Ea/kBT , (10)
we calculate the activation energies Ea of 0.20 eV and
0.30 eV in α and β phases, respectively. The Nernst-
Einstein relationship for conductivity σ is given by
σ =
Nq2
V kBT
D (11)
where N is number of Li atoms, V is volume, q is ions
electric charge, and T is temperature. The ionic con-
ductivity in α phase at 300 K becomes 3.5× 10−2 S cm−1
from direct simulation at this temperature which
is in reasonable agreement with previous reports of
5.7× 10−2 [29] and 4.5× 10−2 S cm−1 [30]. For β phase,
the extrapolated Li diffusivity corresponds to the con-
ductivity of 2.3× 10−3 S cm−1 at the same temperature
which is more than an order of magnitude lower than
α phase. The reason for the large drop in diffusivity is
discussed in SM.
The glass Li7P3S11 is created by a melt-quench sim-
ulation from 1200 to 300 K. The Li conductivity of
9.3× 10−3 S cm−1 is then obtained for the glass phase
(with MLMD for 3 ns) which is higher than the conduc-
tivity in β phase. Equilibration of the glass at higher
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FIG. 2. MSD of P atoms in glass phase Li7P3S11. Diffusion
of these atoms at 600 K indicates crystallization.
temperatures (Fig. 2) shows that P atoms start to dif-
fuse at 600 K which indicates crystallization, in agree-
ment with experiment [27, 28, 31]. In liquid and glass
phases RMSE of the SGPR model is ∼0.21 eVA−1 (see
SM).
Experimentally, Li7P3S11 is often prepared in glass-
ceramic phase by controlled crystallization and heat
treatment of the glass phase. Depending on the heat
treatment conditions, ionic conductivities of 3.2× 10−3
and 1.7× 10−2 S cm−1 are reported [28, 31]. It was shown
that the experimental conductivity is correlated with the
degree of crystallisation, depending on the heat treat-
ment method [32].
Experimental measurements of the ionic conductivity
with techniques such as impedance spectroscopy probe
the long-range dynamics of Li which is influenced by
the properties such as grain boundaries, degree of amor-
phism, etc. Wohlmuth et al. [33] probed the short-range
diffusivity of Li in glass-ceramic Li7P3S11 using a range
of nuclear magnetic resonance (NMR) methods and con-
cluded that the activation energy of bulk Li7P3S11 is
0.20 eV in agreement with our simulation. Thus such
experimental measurements are crucial for closing the
gap between theory and experiment. In SM, we show
that grain boundaries modify the activation energy by
E′a = Ea + (Eg − Ea)/l where Eg is the energy barrier
at grain boundary and l is the grain size which can often
be measured experimentally.
Next, we focus on ternary systems in the
materialsproject [34] repository which contain
Li. In an unsupervised/automated fashion, about 300
structures were chosen with reasonably high band-gap.
After brief on-the-fly modeling, 22 crystals showed
desired stability and Li diffusivity to be calculable with
∼100 ps time-scale MLMD simulations. Temperature
dependent diffusivity and room temperature ionic
conductivity are calculated for this set of materials and
listed in Table S1 [19]. Some well known superionic
conductors, including Li7P3S11, appear on top of the list.
Here, an “expert” model is created for describing each
material. It is intriguing to see how such models perform
TABLE I. RMSE (eVA−1) of expert models and their com-
binations for Li-P-S and Li-Sb-S systems. e, f or g, h are
allotropes. Ex is the expert model for x.
Ea Eb Ec Ed POE MOE FOE
a Li3PS4 0.14 0.31 0.20 0.17 0.16 0.14 0.12
b Li7PS6 0.32 0.12 0.44 0.48 0.30 0.13 0.10
c Li48P16S61 0.71 0.58 0.17 0.50 0.44 0.18 0.14
d Li7P3S11 0.53 0.58 0.33 0.18 0.32 0.18 0.15
Ee Ef Eg Eh Ei POE MOE FOE
e Li5SbS4 0.16 0.23 0.23 0.24 0.73 0.25 0.16 0.13
f Li5SbS4 0.22 0.17 0.23 0.21 0.54 0.21 0.16 0.13
g Li3SbS3 0.23 0.25 0.18 0.21 0.56 0.22 0.18 0.15
h Li3SbS3 0.24 0.20 0.19 0.16 0.51 0.17 0.16 0.13
i Li3SbS4 0.68 0.77 0.61 0.60 0.14 0.52 0.20 0.15
on other similar materials. For instance 4 materials out
of 22 had the same set of elements (Li-P-S). As shown
in Table I, while the RMSE of expert models in their
domains of expertise is good (0.1 to 0.2 eVA
−1
), they
perform poorly on other materials. By remembering
that a SGPR model is fully determined by its data and
inducing LCEs, we combined these models with three
methods
• product of experts (POE): average of all of the ex-
pert models is calculated for making predictions.
• merging of experts (MOE): the data and inducing
LCEs of all of the expert models are combined by
importance sampling (with the geometric criterion)
to give a single compressed model for all materials.
• fusion of experts (FOE): the covariance between
data and inducing LCEs of all expert models are
fully utilized.
The RMSE of these combined models is shown in Table I.
POE globally performs better than the expert models
but it lacks the desired precision because no covariance
between the experts is assumed. MOE is as good as
the expert models even though its size (102 data/573
inducing LCEs) is much smaller than the combined size
of the experts (181/1418). FOE has the same size as the
combined size of the experts but almost in all of the cases
is better than the expert models. Because of much better
scalability of MOE, it is preferred for combining a large
set of expert models. Similar combinations are shown
for Li-Sb-S system in Table I. The MOEs for P and Sb
systems can readily be fused to describe all materials in
both systems with a single universal potential, but to
gain the best scalability a chemical similarity kernel for
P and Sb can be defined and optimized. By exploiting
their chemical similarity the mutual information can be
merged to give the best sparse representation of the PES.
The result model can be used for mixed P/Sb systems
with no further training as long as P and Sb atoms remain
far enough (&5A).
5In conclusion, we used the SGPR formalism for gen-
erating accurate, stable, and scalable potentials which,
in the cases of Li7P3S11, described the short-ranged Li
diffusivity and melting/crystallization (from glass phase)
temperatures, consistent with experiment. An unchar-
tered infelicitous crystal structure is found for this ma-
terial which is nearly iso-energetic to the known crystal
structure but has a much lower Li diffusivity. This phase
should be avoided for better Li conductivity. Dozens
of other ternary solid electrolytes are also modeled (see
[19]). We showed that local expert models can be merged
for generating global/universal models. This is a promis-
ing strategy for combining ML potentials trained for dif-
ferent materials for describing more complex systems be-
cause chemical complexity at larger scales often arises
from combinations of a finite set of local patterns.
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