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The main purpose of this paper is to show that we can rewrite a sum of unit
fractions Ni=1 1xi<1 in which 0<xixi+1 to the form 
N
i=1 1x$i in which
0<x$i<x$i+1. In other words, it is always possible to remove duplication from
Ni=1 1xi , without changing its length. Moreover, using this rewriting process,
we get a new algorithm for the expansion of Egyptian fractions. We state this
algorithm and show some numerical results.  1996 Academic Press, Inc.
1. Theorem
It is one of the most ancient problems in the number theory to represent
a fractional ab by the form Ni=1 1xi with x1x2 } } } xN . This
problem is originated in the old Egyptian mathematics, hence this
representation is often called an ‘‘Egyptian fractional form’’ of a rational
number ab (in the wider sense; usually, it is restricted to satisfy xi<xj for
i<j). The main purpose of this article is to prove the next theorem.
Theorem 1. Let q be a rational number which satisfies 0<q<1. Once
we get a sum-of-unit-fractions representation for q such as
q= :
N
i=1
1
xi
(0<x1x2 } } } xN ; xi # N),
then, we can rewrite it in the form
q= :
N$
i=1
1
x$i
(0<x$i<x$2< } } } <x$N$ ; x$i # N)
with N$N, where we denote by N the set of all positive integers.
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We may get a shorter form than the original one by virtue of this
theorem. But noticing that 1x=1(x+1)+1(x(x+1)) for x  [0, &1],
we can say that it is always possible to extend the length of N$i=1 1x$i with
no added duplication.
Theorem 1 gives us a way to remove duplication from a sum of unit
fractions without changing its value and length. Later, we will show the
related algorithm to expand a given rational number in the Egyptian form
and will show numerical results.
2. Lemmas
To prove the theorem, we need some preparation.
In the following arguments, we denote the set of all positive integers by
N and the set of all rational numbers by Q. We write the symbol pi as the
i-th prime number, i.e., p1=2, p2=3, p3=5 and so on. By the form
(x1 , ..., xM) we represent an M-tuple. Moreover, for convenience, we
define the function 6: NM  N by
6((x1 , x2 , ..., xM) ) := `
M
i=1
xi .
For each q # (0, 1) & Q and each N # N, we define the set RN(q) by
RN(q) :={(x1 , ..., xN) # NN } xixj (i<j); q= :
N
i=1
1
xi= ,
and R N(q) by
R N(q) := .
MN
RM(q).
Thus R N(q) represents the set of all Egyptian fractional forms of the
rational number q such that their lengths are not longer than N.
Let *A be the cardinality of a set A.
Lemma 2. For each q # (0, 1) & Q and N # N, it is true that *R N(q)<.
Proof. It suffices to show that *RM(q)< for each M.
For any (x1 , ..., xM) # RM(q), since x1x2 } } } xM , we can say
0<q= :
M
i=1
1
xi

M
x1
,
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and then, we get the upper bound a1 ( # Q) of x1 such as
a1 :=
M
q
x1 .
Next, defining a function q1 : N  Q by q1(!1) :=q&1!1 , we can say
\(x1 , ..., xM) # RM(q), q1(x1)=q&
1
x1
= :
M
i=2
1
xi

M&1
x2
and then, we get the estimate
a2 :=max {M&1q1(!1) } ! # N, !1a1 ; 0<q1(!1)=x2 ,
where the upper bound a2 ( # Q) of x2 is well-defined because *[!1 # N | !1
a1 ; 0<q1(!1)]a1<. Furthermore, for n=2, 3, ..., M&1, defining a
function qn : Nn  Q by qn(!1 , ..., !n) :=q&ni=1 1!i and observing that
\(x1 , ..., xM) # RM(q), qn(x1 , ..., xn)= :
M
i=n+1
1
xi

M&n
xn+1
,
we get the estimate
an+1 :=max { M&nqn(!1 , ..., !n) } !i # N, !iai ; 0<qn(!1 , ..., !n)=xn+1
recursively. Finally we get the upper bounds (a1 , a2 , ..., aM) # QM which
satisfy that x1a1 , x2a2 , ..., xMaM for any (x1 , x2 , ..., xM) # RM(q).
It means that *RM(q)>Mi=1 ai<. Hence we finish the proof. K
We fix q # (0, 1) & Q and N # N through the following arguments. The
above lemma assures that the prime factors of the xi for any r=
(x1 , x2 , ..., xM) # R N(q) (MN) are bounded. Therefore, we get the next
lemma.
Lemma 3. There exists K # N, which depends only on q and N, such that
K=max[k # N | _r # R N(q) s.t. 6(r)#0 (mod pk)].
Notice that pK is the upper limit of the prime factors of 6(r) for all
r # R N(q). Using this K, we define the function .: R N(q)  (N _ [0])K by
.(r)=(d1 , d2 , ..., dK)  6(r)= `
K
i=1
pdii
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for each r # R N(q). Note that . may not be one-to-one. Next, we introduce
the order relation O on .(R N(q)) as follows. For r, r$ # R N(q),
.(r)O.(r$)  (dK<d $K) or
(dK=d $K and dK&1<d $K&1) or
b
(dK=d $K , ..., d2=d $2 and d1<d $1),
where .(r)=(d1 , d2 , ..., dK) and .(r$)=(d $1 , d $2 , ..., d $K). It is easy to see
that the relation O satisfies the axiom of the total ordering on .(R N(q)).
3. Proof
We define the operation OP : R N(q)  R N(q) by
OP((x1 , ..., xM) ) :=
(x1 , ..., xM) , (C1),
Sort((x1 , ..., xk&1 , xk2, xk+2 , ..., xM) ), (C2),
Sort((x1 , ..., xk&1 , ( p+1) xk(2p), ( p+1) xk2, xk+2, ..., xM) ), (C3),
where Sort( } ) denotes a sorting operator on M or M&1 tuples, and the
conditions (C1)(C3) are as follows.
(C1) If there is no duplication in (x1 , ..., xM).
(C2) If there is duplication xk=xk+1 and xk is even.
(C3) If there is duplication xk=xk+1 and xk is odd, where p is one
of the (odd) prime factors of xk . Note that xk>1 since q<1.
It is obvious that the operator OP is well-defined because the OP does
preserve a sum of the reciprocals of elements and does not expand the
length. It is easy to see that OP is a ‘‘non-increasing’’ operator on R N(q) in
the sense of the ordering we have introduced:
Only in the case (C1), in other words, only when there is no
duplication, the OP does not change the ordering. In the case (C2),
operating the OP on the r # R N(q) diminishes all factors of 2xk from
6(r). In the case (C3), operating the OP gives all factors of
(( p+1)2)2 to 6(r), but takes the factor p from 6(r). Note that p
is a more significant factor than any factors of (( p+1)2)2 in our
ordering. Both in the case (C2) and (C3), the operator OP strictly
‘‘decreases’’ the order.
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By virtue of this ‘‘monotonicity’’ and by the finiteness of the R N(q) stated
in the Lemma 2, we can say for any initial state r # R N(q) that the iteration
of operating OP reaches at a stationary state r$=OP(r$) after finite steps. In
other words, applying OP, we can get a representation which includes no
duplication and whose length is same as or shorter than that of the initial
one. This completes the proof of Theorem 1. K
4. Algorithm
Since the proof of Theorem 1 is constructive, we can write down the
computer program to remove duplication from a given Egyptian form (in
the wider sense). Furthermore, using this removing duplication procedure,
we get a new algorithm for the expansion of Egyptian fractions (in the
strict sense) such as:
1. at first, expand a given rational number ab to ai=1 1b,
2. and then, remove duplication from this sum of unit fractions using
the operator OP defined in the proof of the theorem.
In the case (C3) stated in the proof, we can choose any prime factor of
xk as p to use for in the process removing duplication xk=xk+1. It is clear
that the smaller factor of xk we use, the smaller bound of denominators we
get, since the removing process is
(xk , xk) p+12
xk
p
,
p+1
2
xk .
Therefore, in the case (C3), we will use the least prime factor of xk for p
in this algorithm.
This expansion algorithm is analogous to the splitting algorithm [1]
in a sense, but there are some remarkable differences. Applying these
algorithms to ab, the former gives an expansion whose length is at most
a, while the latter produces 2a&1 terms at least. So, the splitting algorithm
is not practical for fractions which have rather large numerators. On the
other hand, our algorithm has a weak point that the domain of it is restricted
to (0, 1), while one can apply the splitting algorithm to any positive
rational numbers.
For practical use, we slightly change the procedure because the plain
implementation of the above algorithm causes same operations many
times. For example, it removes the duplication 1b+1b for [a2] times at
least. The advanced algorithm is stated below.
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Algorithm (Removing Duplication).
1. Set R :=(f1) with f1=(a, b).
2. Search for the first fk=(ak , bk) which satisfies ak>1 in R=
( f1 , ..., fn) and replace R with ( f1 , ..., fk&1 , fk+1 , ..., fn) , in other words,
take fk out of R. If there is not such an element in R, then go to 7.
3. Set p := the least prime factor of bk .
4. If p=2 then substitute
Add \(1, bk) , Add \ak&12 ,
bk
2 , R++
for R, and go back to 2.
5. Or, if ak is even, then substitute
Add \ak2 ,
p+1
2
bk
p , Add \
ak
2
,
p+1
2
bk, R++
for R, and go back to 2.
6. Otherwise, replace R with
Add\(1, bk) , Add \ak&12 ,
p+1
2
bk
p , Add \
ak&1
2
,
p+1
2
bk, R+++ ,
and go back to 2.
7. Print out the result:
a
b
= :
n
i=1
1
bi
where R=((1, b1) , (1, b2) , ..., (1, bn)).
In this procedure, we use Add((a, b) , R) defined as follows.
1. If g :=gcd (a, b)>1 then reduce (a, b) to (ag, bg).
2. Search for fk=(ak , bk) which satisfies b=bk in R=( f1 , ..., fn)
and replace R with ( f1 , ..., fk&1 , fk+1 , ..., fn) , i.e. remove fk from R.
3. If there is not such an element, then return with Sort(( f1 , ...,
fn , fn+1) ) where fn+1=(a, b) and Sort( } ) is a sorting operator with
respect to bi of fi=(ai , bi) .
4. If such an fk is found, then replace a with ak+a and go back to 1.
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This algorithm is same as the plain one basically, but differs at the step 1
in the definition of Add( } , } ). Although we introduce this reduction process,
it is clear that the halting property of the algorithm is assured since
this process decreases the ‘‘order’’ which we have defined. Furthermore,
by virtue of this reduction process, the advanced algorithm sometimes
yields a shorter representation than the one which the plain algorithm
produces.
5. Numerical Results
Besides the splitting algorithm, there are many algorithms to express a
rational number in the Egyptian form. The FibonacciSylvester algorithm,
which is often called the greedy algorithm [4], expands ab to only a terms
at longest. But this produces very large denominators, which grow at least
exponentially. The continued fraction algorithm [2] also expands ab to at
most a terms with keeping the denominators to be smaller than or equal
to b(b&1).
We quote some examples from Bleicher [2], and show the numerical
results of our removing duplication algorithm. Unfortunately, there were
some errors in his examples. We will give corrected ones below. In the
followings, we abbreviate the continued fraction algorithm to C.F., the
FibonacciSylvester one to FS and our (removing duplication) algorithm
to R.D.
Examples I. All algorithms yield the same results for 423:
4
23
=
1
6
+
1
138
.
For 5121,
5
121
=
1
25
+
1
1225
+
1
3577
+
1
7081
+
1
11737
, (C.F.),
1
25
+
1
757
+
1
763309
+
1
873960180913
+
1
1527612795642093418846225
, (F-S),
1
33
+
1
121
+
1
363
, (R.D.)
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Examples II. For 17101, the C.F. and the FS algorithms yield the
same
17
101
=
1
6
+
1
606
,
but the R.D. expansion is
17
101
=
1
9
+
1
34
+
1
101
+
1
102
+
1
153
+
1
909
+
1
3434
+
1
10302
+
1
15453
For 19123,
19
123
=
1
7
+
1
91
+
1
1599
, (C.F.),
1
7
+
1
87
+
1
8323
, (FS),
1
7
+
1
123
+
1
287
, (R.D.),
1
14
+
1
21
+
1
42
+
1
123
+
1
574
+
1
861
+
1
1722
, (plain R.D.)
For 59121,
1
3
+
1
7
+
1
91
+
1
3120
+
1
9680
, (C.F.),
59
121
={13+17+ 188+ 120328 , (FS),1
3
+
1
11
+
1
22
+
1
66
+
1
363
, (R.D.)
For 2046201, the C.F. expansion due to Bleicher [2] is
20
46201
= :
20
i=1
1
[2310i+1][2310(i&1)+1]
and the largest denominator is 46201 } 43891. The FS expansion consists
of only 5 terms, but it has a denominator which is greater than 1.3_1056.
The R.D. algorithm yields
20
46201
=
1
2949
+
1
11796
+
1
138603
+
1
554412
,
in this case, the largest denominator is 554412=46201 } 12.
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Examples III. For 2123,
1
2
+
1
4
+
1
8
+
1
40
+
1
110
+
1
253
, (C.F.),
21
23
={12+13+ 113+ 1359+ 1644046 , (FS),1
2
+
1
3
+
1
23
+
1
46
+
1
69
, (R.D.)
For these examples, both the plain and the advanced R.D. algorithm
yield the same results except for 19123.
Since the R.D. expansion depends heavily on the arithmetic properties of
the fraction ab, it is hard to estimate in general the number of terms or the
upper bound of denominators for the expression the R.D. algorithm
produces. But for the special cases, we can say something. For instance,
when the denominator b is a power of 2, the R.D. expansion is connected
with the binary notation for the numerator a.
Proposition 4. Let b=2n (n>0), 0<a<b and the binary expansion of
a be represented as
a= :
m
k=1
2dk,
where 0d1<d2< } } } <dm<n. Then the R.D. algorithm yields
a
b
= :
m
k=1
1
2n&dk
.
Proof. Observing that
mk=1 2
dk
2n
=
1
2n&d1
+
mk=2 2
dk&d1
2n&d1
,
we can show the proposition by induction on m. K
Similarly, from the fact
2nr&1
2ns
=
2n&1r&1
2n&1s
+
1
2ns
,
we can easily say the next.
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Proposition 5. Let n>0, sr>0 and assume that gcd (s, 2mr&1)=1
for 1mn. Then, the R.D. algorithm expands
2nr&1
2ns
=
r&1
s
+ :
n
k=1
1
2ks
at the intermediate step.
And using the Proposition 5, we get the following.
Proposition 6. Let a be an even perfect number, namely a=2n&1(2n&1)
where n>1 and p=2n&1 is a prime number. Then, the R.D. expansion
yields
a&1
a
= :
n&1
k=1 \
1
2k
+
1
2k&1p+ .
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