We present and analyze a nonabelian version of the Kuramoto system, which we call the Quantum Kuramoto system. We study the stability of several classes of special solutions to this system, and show that for certain connection topologies the system supports multiple attractors. We also present estimates on the maximal possible heterogeneity in this system that can support an attractor, and study the effect of modifications analogous to phase-lag.
Introduction
There is a long history of studying emergent behaviors in collections of coupled oscillators and other complex physical systems. One of the most famous and well-studied systems of this type is the Kuramoto model [41, 42] :
where ω i ∈ R, and γ ij = γ ji ≥ 0. The original formulation was posed on a continuum, but the closest discrete analogue would be described by taking the graph to be the homogeneous all-to-all graph (all γ ij equal) and the coupling constants ω i random variables with some fixed distribution. Since this time, the Kuramoto model has been a paradigmatic model for systems exhibiting synchronization, including biological oscillators [1, 5, 28, 29, 39, 43, 44, 49, 50, 60, 61, 63, 64] , related phenomena such as flocking [33, 36] , and engineered systems [14, 15, [23] [24] [25] 55, 56] . The history is long and detailed, but many reviews exist [2, 3, 26, 27, 52, 58, 59, 67] . One recent observation is that when the graph is sparse, the Kuramoto system can support multiple attractors, with the number of attractors being large when there are many oscillators [19-22, 30, 47, 48, 66] . In [45, 46] , Lohe proposed a nonabelian generalization of the Kuramoto model on the matrix groups U (d), SU (d) and discussed many of its synchronization properties. This was then followed up by a series of insightful papers [10-13, 35, 37] generalizing this model and discussing its dynamical and stationary properties. A survey of synchronization models, comparing and contrasting classical and quantum synchronization, can be found here [34] . In [68] the authors study the connection between quantum entanglement and synchronization. Since this model is an example of a nonabelian model on a Lie group that recovers the Kuramoto model when an abelian group is chosen, we call this system the "quantum Kuramoto" system.
The main results of this paper are two-fold: first, we study the stability of various types of special solutions for the quantum Kuramoto system and prove that for certain graph topologies the quantum Kuramoto system can simultaneously support multiple attractors; second, we study various effects of inhomogeneities and/or frustrations on the quantum Kuramoto system.
Description of Model
Let G be a matrix Lie group (i.e. a closed subgroup of the general linear group over R or C) with Lie algebra g. We will assume throughout that G has the Lohe closure property [35, 45] that Z − Z −1 ∈ g whenever Z ∈ G. Let Γ be an undirected weighted graph with n vertices with edge weights γ ij ≥ 0 (here undirected implies that γ ij = γ ji ). Let f be a real analytic function, and let Ω = {Ω i } ∈ g n . Then the quantum Kuramoto (QK) system is the differential equation
(We are slightly abusing notation here by applying f to elements of the Lie group, but we mean this in the standard manner: if f (x) = ∞ p=1 a p x p , then f (G) = ∞ p=1 a p G p . Of course, it is not clear a priori that (QK) then defines a flow on G, but see Proposition 1.1 below.) It will be useful for us to define F : G n → g n , where the components of F are defined as
and thus (QK) can be written concisely as
Even more concisely, we write F : G n → g n and obtain
Proof. For any Z ∈ G, Z p ∈ G, and therefore Z p − (Z −1 ) p ∈ g. Then f (Z) − f (Z −1 ) can be written as the difference of two convergent power series expansions. Of course if X ∈ G n , then Z = X j X
−1 i
∈ G, and thus f (X j X −1 i ) − f (X i X −1 j ). Finally, noting that g is closed under addition, we have F i (X) ∈ g for all X ∈ G. Also, note that F is smooth, and by standard Existence-Uniqueness arguments we obtain a local smooth solution. 
Remark 1.2. A few remarks here:

We note that G is closed under multiplication, and g is closed under addition, and this is what makes the above work. The trick here is to have a condition where each piece of the right side of (QK) lives in g, and this is a consequence of a single nonlinear condition on the Lie group, given by the Lohe closure property.
The Lohe condition might seem restrictive at first glance, but in fact it applies to many of the commonly considered matrix Lie groups. As is shown in [35], any matrix Lie group defined by a condition of the form
Z ∈ G ⇔ Z * QZ = Q
Example: the classical Kuramoto model
We now show that if we choose the commutative Lie group G = U (1), we recover the classical Kuramoto model (thus inspiring our nomenclature of "quantum Kuramoto"). If we choose G = U (1), then g = iR and we can parametrize G = exp(g), i.e. exp : iθ → e iθ . Choose Ω i = iω i ∈ g. Let us first consider the case where f (x) = x. Then (QK) becomes
which is the classical Kuramoto model on the graph Γ.
If we consider a more general
While (5) is the most well-known model of this type, generically one considers phase-coupled models of the form
where H(·) is some odd function [16, 31, 60] . We see that the right-hand side of (6) is just the sine Fourier series expansion of H(·) in (7). In short, (QK) recovers the generic phase-coupled model on the torus when we choose G = U (1).
Stability of special solutions
We are interested in this paper in studying the stability of certain solutions of (QK), which we define now. 
As is shown in [35] , any phase-locked state is of the form X i = Y i e Λt , where {Y } is a fixed point and Λ a fixed element of g. Also note that (QK) is right-invariant: if {X i } is a solution to (QK), and we write Y i = X i Z for fixed Z, then the flow for Y i is exactly the same as for X i . Moreover, we see that if Ω i = 0 for all i, then X i ≡ Z is a fixed point of (QK).
In this section, we consider the linearization and stability of several classes of solutions. In Section 2.1 we compute various formulas for the linearization of (QK), in Section 2.2 we study the stability of sync and near-sync solutions, and in Sections 2.3, 2.5 we study the stability of twist and twist-flip solutions.
Linearization
Let Y = {Y i } be a fixed point of (QK). (As mentioned above, any right-multiplication applied to Y is also a fixed point, so we mean the equivalence class of Y under this action.) We present two computations here, as each are useful in their own way: in Proposition 2.2 we present a coordinate-free description of the linearization of (QK), and in Proposition 2.3 we present the description of the matrix for this operator given a choice of basis for g. 
Proposition 2.2. We write
Then define the
, and each block is an n × n matrix. The coefficients of J Y,kl are defined for i = j by
and the diagonal elements are chosen so that J Y,αβ has zero row sum. Then if we write
and x denotes the full vector {x
The details of these computations are in Appendix A below. We see that the nullspace of this linear system (8) is at least dim(g)-dimensional, since the right-hand side is zero whenever we choose Q i ≡ Q ∈ g. This, of course, corresponds to the g-invariance of the original system under right-multiplication. If J Y as defined above is negative semi-definite with only d zero eigenvalues, then the equivalence class of solutions containing Y is asymptotically stable under (QK), and if J Y has positive eigenvalues, then this equivalence class is unstable under (QK). 
and the coefficients are given (implicitly) by
Sync and near-sync solutions
In the case where we choose 
We also define Proof. By right-invariance, we can assume that Y i ≡ I, and using Proposition 2.2, we obtain
The first sum is f ′ (0), and this equation becomes
Consider any perturbation of 0 lying in g n 0 . By the remark above, this perturbation can be written as an (orthogonal) linear combination of eigenvectors of Lap(Γ), and these all have negative eigenvalues, and thus the perturbation decays exponentially fast to zero. 
Proof. The map L I : g n 0 → g n 0 is invertible, and its inverse on the restriction to g n 0 is given by Lap + (Γ). By the implicit function theorem, (QK) has a solution for ǫ sufficiently small, and moreover this solution satisfies L I Q + Ω = 0. By assumption, Ω ∈ g n 0 , and solving for Q gives us (15).
Twist solutions and their stability
We have studied the stability of synchronous solutions in Proposition 2.9, but what about other solutions to (QK)? All of the results of this section are proved in Appendix B.
If it is a solution of (QK) we will call it a twist solution and sometimes more specifically we call it the twist solution generated by T . Definition 2.12. The canonical rotations in SO(d) are defined as follows: let z = ⌊d/2⌋, and θ ∈ R z . Then
.38] (see also [65] ) there is an orthonormal basis for R d where T has representation Tw(θ 1 , . . . , θ d/2 ), and (up to this choice of basis) we can think of T as parameterized by these angles θ i . If we further assume that T n = I, then this implies that nθ q ∈ 2πZ for all i, i.e. that θ q = 2πℓ q /n, and alternatively we could parameterize this twist by the integers ℓ q . It is standard to refer to Tw(θ 1 , 0, 0, . . . , 0) as a "single rotation", and Tw(θ 1 , θ 2 , 0, 0, . . . , 0) as a "double rotation", etc., and we will do so here. We will typically refer to the twist configurations by this integer; for example, "a single ℓ-twist" refers to the rotation θ = (2πℓ/n, 0, 0, . . . , 0), a "double (ℓ 1 , ℓ 2 )-twist" corresponds to θ = (2πℓ 1 /n, 2πℓ 2 /n, 0, 0, . . . , 0), etc. Of course the sync solution is also a twist solution in a trivial way, being a 0-twist. Definition 2.13. We say that Γ is a symmetric circulant graph if γ ij = γ |i−j| . We say that Γ has bandwidth K if γ ij = 0 whenever |i − j| > K and Γ has strict bandwidth K if γ ij = 0 whenever |i − j| = K. Clearly, K ≤ ⌊n/2⌋. Remark 2.14. We use the standard shorthand of saying that the graph is nearest neighbor if it has bandwidth K = 1, next-nearest neighbor if it has bandwidth K = 2, etc. We also assume below that at least one of the γ k > 0 (thus excluding the trivial uncoupled case γ ≡ 0). Also, we will slightly abuse notation and write γ k for γ i,i+k (which is by definition independent of i).
Proposition 2.15. Let Γ be a symmetric circulant graph and choose Ω = 0 in (QK). Then every twist configuration is a twist solution.
The next natural question is which of these twist solutions are stable. We have several results in this direction. From this, we see that there are basically two cases for a coupling graph: either we have stable 1-twists (and stable sync solutions), or the only stable twist solution is the sync solution. In the former case, we will say that the graph "supports 1-twists". As in the classical case, there is a restriction on how large the bandwidth can be to give stability (in the previous theorem, we assumed that K is less than n/4). A more general question is how large K can be so that we still obtain stability; of course, this might depend in a complicated manner on the relative sizes of the weights at different distances. We can simplify this question slightly by assuming all of the weights are equal (without loss of generality setting them all to 1): Definition 2.19. Choose α ∈ (0, 1). For each n, let us define the symmetric circulant graph Γ (α,n) with edge weights:
For each α, we call the sequence of graphs Γ
the α-sequence.
Theorem 2.20.
There is α * > 0 (approximately equal to 0.340461) such that if 0 < α < α * , then the α-sequence eventually supports 1-twists, i.e. for any fixed α in this range, there is a n * = n * (α) such that for all n > n * , the graph Γ (α,n) supports 1-twists. Conversely, if α * < α ≤ 1/2, the α-sequence eventually does not support 1-twists.
Explicit formulas for the eigenvalues
In this section, we give explicit formulas for the spectrum of the linearization around various twist solutions when Γ is symmetric and circulant. We will use these to prove Theorems 2.16, 2.17 and 2.20, but the formulas are of independent interest so we state them here explicitly. 
where m = 0, 1, . . . , n − 1. These are repeated with multiplicities 1, 
where m = 0, 1, . . . , n − 1. Moreover, the λ each have multiplicity 1, the µ have multiplicity
, and the κ have multiplicity 1.
Proposition 2.24 (Higher-order Rotations)
. Let Γ be symmetric and circulant and T be any twist generated by θ where at least two of the
are eigenvalues of the linearization around this twist solution.
Twist-flip solutions
We can also consider a generalization of twist solutions that we call "twist-flip" solutions, which we describe now. In the interests of brevity, we consider only the nearest neighbor coupling (although there is a similar formalism for general circulant graphs). We consider the general solution to a system for nearest-neighbor coupling, i.e. we are looking for a sequence X i that solve
i−1 ) Fix i, and shift this solution by a right-multiplication so that
We can see clearly that B = −A or B = A −1 are solutions, but they are not the only ones. If A, B are diagonalizable, then this implies that A and B must commute, since they clearly each commute with each side of (19) . Writing A = QDQ −1 and B = Q DQ −1 , this means that
If we write the eigenvalues of A as λ i and those of B as µ i , then we have
In particular, there are many such choices (as we can choose one of two µ i independently), and if we make the same choice consistently then we recover the solutions B = −A, B = A rotates in the other direction, whereas B = −A adds π to all of the angles. If we consistently make the choice B = A −1 at each point, then this corresponds to a twist solution as before. However, if we choose B = −A at (say) one choice of X i , then we get a "flip" across the angle axis. 
and we can check that
We can see from the example above that a large number of choices can be made for these twist-flip solutions. For example, we can twist in one angle and have a twist-flip in the other (as in the example above), or we could have two twist-flips, but the flips at different places, etc. 
Inhomogenities
In the previous section, we mostly considered the case of a homogeneous system, i.e. where all of the forcing is zero. In general, there are two ways to add inhomogeneities inspired by extensive studies of the classical Kuramoto. First, we can consider the case where the Ω i are different and ask the basic question: how different can they be, yet still give a fixed point solution? We address this question in Section 3.1. We can also consider the generalization to "frustrated" systems, where the different nodes are not pushed toward each other, but pushed toward a certain relation. We consider this question in Section 3.2.
How "stretched out" can the forcing be?
The basic question is this: for which choices of Ω i does (QK) support a fixed point solution? Recalling the definition of F : G n → g n as defined in (4), clearly (QK) has a fixed point iff −Ω ∈ Range(F ). What can we say about this range? Let us sum both sides of (QK) over i to obtain
If X is a fixed point, then we obtain
The f term is antisymmetric with respect to i ↔ j and γ ij is symmetric, and thus the double sum gives zero. This gives the necessary consistency condition
(This corresponds to the well-known necessary condition
where we repeat the definition of g n 0 for convenience:
However, note that F is in general not surjective -in particular, if G is compact, then the image of F is a compact subset of g n 0 , but g n 0 is a linear subspace of g n and thus not compact. In general, we should expect that an explicit description of Range(F ) ⊆ g n 0 will be difficult to obtain. In fact, it is not completely done even for the classical Kuramoto model (but see [6, 8, 9, 23, 30] ), so it is a bit much to hope for a complete description in the more general case without some significant breakthrough. However, we can obtain circumscribing bounds on the image of F in certain cases. Definition 3.1. For a fixed matrix norm · * on g, and define the induced ℓ ∞ norm on g n given by
where
Proof. This is a direct computation, as:
The classical version of this estimate is well-known, but in this case we can obtain more information by using different norms on g, as we illustrate in the following example. Example 3.3. Let us choose G = SO(3) with g = so(3). The map exp : g → G is surjective, so that every X ∈ G is exp(Q) for some Q ∈ g. If we write the generic element of g by
it is not hard to show that Q 2k+1 ∈ g for all k and, moreover,
So, if we make the specific choice f (x) = x, then 
Using Proposition 3.2, this means that a necessary condition for Ω to support a fixed point for (QK) is that for all
we can combine all of these bounds into a single necessary condition for Ω to support a fixed point, namely:
Frustration operators
We can modify the equations (QK) to add in (what could be called) frustration operators. Choose A, B ∈ G, and define g(Z) = f (Z) − f (Z −1 ), and then consider the flow
If we choose A = B = I, then this recovers (QK). By arguments similar to those in Section 1.1, this is also a well-defined flow on G n . If we choose all Ω i ≡ 0, then the constant solution X i ≡ X is again a fixed point.
Proposition 3.4. We write f
(x) = ∞ p=1 a p x p . If Y = {Y i }
is a fixed point of (23), then the linearization of the flow around Y is given by the linear operator L
We prove this proposition in Appendix A. In particular, one thing that we show there is that the righthand side of (24), while complicated, always lies in g. However, one thing to point out is that the operator is no longer symmetric, and we do not expect to obtain real eigenvalues -even when we linearize around a sync solution! For example, If we consider the case where f (x) = x, then (24) simplifies to
If we have a sync solution Y i ≡ Y , then without loss of generality we can right-multiply to set Y i ≡ I, and then we obtain
This is certainly not a self-adjoint operator in general. Consider a concrete example below: 
This matrix is neither symmetric, nor skew-symmetric. If we consider the nearest-neighbor coupling, then the Jacobian at this point is just the block matrix where we replace each term in this matrix with an n × n standard (1, −2, 1) Laplacian. We can compute the eigenvalues of this matrix numerically (e.g. for n = 5) and see that while the matrix is stable, it has eigenvalues that are not real.
Let us motivate the above by considering the classical analogue. Again choose G = U (1), g = iR where we parametrize G = exp(g), θ → e iθ . Choose A = e iα/2 , B = e −iα/2 , and write
and (23) becomes
The simplest choice to make here is that a 1 = 1 and all other a p = 0, which then gives
giving the equations commonly known 1 as Kuramoto-Sakaguchi equations [7, 18, 38, 40, 51, 53, 54, 57] . In this case, the angle α is the "frustration angle" that causes angles to not quite synchronize in (26).
Conclusions and Discussion
Many of the above results either compare or contrast to the types of results that exist for the classical Kuramoto system (5); this model has been extensively studied by a large number of authors and many results exist, as cited above. (Recall that the classical Kuramoto model can be obtained as a specific case of the quantum model by choosing G = U (1) or G = SO(2) -we prove this claim about G = U (1) in Section 1.2 above, but a similar direct computation shows the same for G = SO(2) with the standard generator.) In particular, we have studied the stability of special solutions to the system (QK) and obtained bounds on the heterogeneity of allowable forcing terms that can support fixed point solutions.
In Section 2 we study twist and twist-flip solutions in the case of circulant coupling. These also exist in the classical case [21, 66] , as do their generalizations to more complex graphs. In particular, it is shown in [19, 20, 22, 30, 47, 48] that complex networks with a wide variety of topologies support multiple stable fixed points. In particular, [30] shows that a graph can have many cycles with any interconnection pattern one wishes, and this graph will support multiple stable fixed points -as long as the number of vertices in each cycle are taken large enough. In the current work, we have only considered the circulant case, but we expect that a generalization of the cited techniques to the quantum case would also show that complex graph topologies can also support multiple stable fixed points. This is an obvious avenue for future study.
One stark contrast between the classical and quantum cases is shown in Section 2.3. In the classical case, only single twists can appear (as there is only one angle). However, the formulas for a single twist in Proposition 2.21 are still valid, but only the λ ℓ,m appear (the µ ℓ,m , ν ℓ,m have zero multiplicities). In particular, in the classical case, one can obtain stable ℓ-twists with ℓ > 1, as long as n is large enough. However, in the quantum case, for ℓ > 1, the µ ℓ,m modes destabilize the system, only allowing for (at most) ±1-twists. Theorem 2.20 is quite analogous to the stability results in [66] taken in a similar limit. Note here that the λ 1,m modes are the modes that give the critical parameter for α * , meaning that the scaling is essentially the same as seen in the classical case.
A different but equally stark contrast is the surprising divisibility condition that appears in Theorem 2.17. In the classical Kuramoto system, if K < n/4, then 1-twists are always stable (the Jacobian is a graph Laplacian with off-diagonal positive entries and is thus negative semi-definite). In the quantum case, it is possible to choose coupling with bandwidth much less than n and still obtain an unstable 1-twist (e.g. for any odd n and K = 2, if γ 2 /γ 1 is large enough then the 1-twist has a linearly unstable mode). The instability arises in the µ 1,m family and not the λ 1,m , as it must, since the latter are the eigenvalues in the classical model.
Another similarity between the classical and quantum cases in explored in Section 3.1. There is a zerosum condition on the forcing to obtain a fixed point in both the classical and quantum cases. The result of Proposition 3.2 is exactly analogous to bounds given in the classical case in, for example, [23] [24] [25] basically, the forcing terms have a maximal stretch before the fixed point no longer exists. An interesting complication in the quantum case is the fact that we can use different norms for the forcing terms, as explored in Example 3.3 -this leads to even more complicated stability boundaries than is found for the classical case (being, as in Example 3.3, an intersection of an infinite family of open balls). Finally, in Section 3.2 we show that there are quantum analogues to the Kuramoto-Sakaguchi system. In both the classical and quantum cases, it is notable that the Jacobian loses symmetry.
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A Details for the linearization computation
If we take Proposition 3.4 and plug in A = B = I, then we obtain Proposition 2.2. So in fact we will prove Proposition 3.4 directly and consider Proposition 2.2 as a corollary. First a lemma: Lemma A.
Let us assume that G has the Lohe property. Then the infinitesimal version of the Lohe property is: for any
Proof. Let us write X = Y e ǫQ Z with Y, Z ∈ G and Q ∈ g. Then X ∈ G, and by the Lohe property,
Proof of Proposition 3.4. If we expand (23), then we have
Assume that Y = {Y i } is a fixed point, which means
Assume that f (x) = x p , and the general case will follow by linearity. Writing
then the left-hand side of (QK) (or (23)) is
We compute
The last term comes from noting that we can ignore the term of O(ǫ 2 ), and consider only the binomial. Then every term of O(ǫ) in the expansion comes from taking q powers of the O(1) term, one power of the O(ǫ) term, and then p − q − 1 powers of the O(1) term. We can reorder these terms slightly, by peeling off one BY j from the front and one Y −1 i A −1 from the back, and we can write
Similarly, we obtain
Using (28), we see that when we take the γ sum the O(1) term disappears, and then we obtain
We now use Lemma A.1. If we pair the qth term in the first sum with the p − q − 1st term in the second, they are of the form
, and this term is in g. Therefore the entire right-hand side of (24) is also in g by linearity. This recovers (24) .
B Details regarding the twist solution and its stability
There are several results in the body of the paper whose proofs were promised here, namely: Proposition 2.15, Theorem 2.16, Theorem 2.17, Theorem 2.20, Proposition 2.21, Proposition 2.23, and Proposition 2.24. Before we proceed with these proofs, we have three lemmas which we state and prove first, and then proceed with the proofs of the remaining results.
Lemma B.1. Let us assume that 0 < ℓ < n/K. Define
and then f k,ℓ (x) is periodic of period n/k. On the fundamental domain, it is zero at x = 0, n/k − ℓ, negative for x ∈ (0, n/k − ℓ), and positive for x ∈ (n/k − ℓ, n/k).
Proof. The statement of periodicity is straightforward, and we can see the zeros of the function by plugging in. If we define g k,ℓ (x) by
then this function is (up to a negative multiplicative constant) its own second derivative, meaning that it is concave down when positive and concave up when negative. Moreover, we see that this function has exactly two roots in the fundamental domain, at
by a constant, and therefore f k,ℓ (x) has at most two roots in the fundamental domain. Thus the statement about the signs on the intervals follows. 
Lemma B.2. Let A be symmetric, and B skew-symmetric, and define
C = A −B B A .(30
From this it follows that
and using the adjoint equation gives the same result for (ℜv, −ℑv).
Lemma B.4. Let A be symmetric and B, C skew-symmetric n × n matrices. Define
Then the eigenvalues of Q are the eigenvalues of A ± i(B ± C), or, equivalently, the eigenvalues of A + i(B ± C) repeated twice.
and we are done.
Proof of Proposition 2.15. We prove this in the case where f (x) = x p for p ≥ 1 and the rest follows by linearity. If we have
There are two cases: either n is odd or n is even. If n is odd, then we obtain
If n is even, then we obtain
Since T pn = (T n ) p = I p = I, we have T pn/2 T pn/2 = I and thus T pn/2 = T −pn/2 , so that the last term of (32) is zero and thus (32) is the same as (31) . Since γ i,i+k = γ i,i−k for all i, k, then all terms in (31) cancel.
Proof of Theorem 2.16. Let us first consider a single ℓ-twist with |ℓ| > 1, and then we will show that µ ℓ,m is positive for some m. Since µ ℓ,m in (16) is invariant under the change ℓ → −ℓ, m → −m, we can assume without loss of generality that ℓ > 0.
Assume then that ℓ > 1. From Lemma B.1, the function f k,ℓ (x) is periodic with period n/k and positive on (n/k − ℓ, n/k), and from this it implies that it is positive on the domain (n − ℓ, n) for every k. This interval has width ℓ and thus contains some integers (e.g. n − 1 is always in the interior of this interval). In summary, if ℓ > 1, then f k,ℓ (n − 1) > 0. But now notice that f k,ℓ (m) is just µ ℓ,m in (17) with γ chosen where γ k = 1 and other γ j = 0. Since (16) is linear in the components of γ, and the argument above is independent of k, this implies that for any choice of γ, for a single rotation with |ℓ| > 1, there is a linearly unstable mode. Now consider a rotation around multiple axes, indexed by ℓ a . If we have |ℓ a | > 1 for any ℓ a , then the argument above also applies to µ ℓa,m in (17) . Thus the only remaining case is if we have multiple nonzero ℓ a , ℓ b with |ℓ a | = |ℓ b | = 1. As before, since κ (16) is positive. Consider again Lemma B.1: the function f K,1 (x) is positive on any interval of the form (qn/K − 1, qn/K) with q ∈ Z. If n/K is not an integer, then qn/K is not an integer for some q ∈ Z, and therefore f K,1 (x) is positive on an integer, meaning that one of the µ 1,m > 0. Similarly, if K does divide n, then all of the µ 1,m ≤ 0, since all of the intervals will have width one and integral endpoints. Now assume K = 1. In this case, we see that the function f 1,1 (x) is positive only on the interval (n−1, 1), and therefore µ 1,m ≤ 0 for all m, and strictly negative for m = 0, −1. Now let us consider a general choice of γ k with K < n/4, and consider the formula for λ 1,m in (16). Let us write this in the form K k=1 γ k α k,m,n . We see by inspection that α k,0,n = 0 and therefore λ 1,0 = 0 independent of γ k . However, if k < n/4 and m = 0, then α k,m,n ≤ 0, and moreover if m = 0, α 1,m,n < 0. Therefore λ 1,m < 0 if γ 1 > 0. Now consider the formula for µ 1,m in (16) . Let us write this in the form K k=1 γ k β k,m,n . We see that β k,m,n = 0 if m = 0, n − 1, so this sum is again zero. As mentioned above, it is possible for β k,m,n to be positive (in particular it will be for some m if k does not divide m). However, we know that β 1,m,n < 0 for any n and m = 0, n − 1, so therefore this sum has a negative coefficient for γ 1 . Therefore, if γ 1 is large enough, this guarantees a negative sum, which gives the result. In fact, we can say more: for each m, the condition on γ 1 in terms of the other γ k is linear, and therefore to guarantee stability we need to show that max m=1,...,n−1
Since the right-hand side is a finite minimum of linear functions, it is piecewise linear.
Remark B.5. In the special case of K = 2, this reduces to γ 1 > ρ * (n)γ 2 , where
In particular, when n is even this is exactly zero, but for n odd this is always positive (since at least one of the β 2,m,n is negative). In particular, we can see that when n = 2k + 1 is odd, this expression is maximized at m = k, and for k large we find that
[π/β, 2π/β], then the inequality also holds here. Finally, note that the left-hand side is uniformly bounded above by 1, so that if the right-hand side is larger than one for all q > 2π/β, then the inequality holds there. This is equivalent to saying that sin(β) > β/2π, which holds for all 0 < β < β * ≈ 2.6978. If we write q = m + 1, β = 2πα, then (36) becomes
which holds for all 0 < α < β * /(2π) ≈ 0.429368 and m ∈ (−2, 0). Since β * /(2π) > α * , this expression is negative on (0, α * ).
Proof of Proposition 2.21.
Recall that X q = T q , and that we are considering only f (x) = x. Comparing to Proposition 2.2, we have
so that the dependence of L on i, j depends solely on i − j. Moreover, exchanging i, j replaces T with T * = T −1 in (38). Let us choose as a basis for so(d) the basis vectors M ij , i < j, where M ij has a 1 in position (i, j), a −1 in position (j, i), and is zero otherwise. Then a direct computation shows that
and for all other M ij not listed above, we have (1 + cos θ)
Since T is a twist by angle θ, replacing T with T p just replaces θ with pθ in (39) . What this means is that if we look at the entry Q αβ (θ) in (39), this will allow us to generate the (α, β) block of J Y in (10) as follows: the (i, j)th entry of J αβ is given by
Moreover, since Γ is circulant, we have γ ij = γ |i−j| , and we can more simply write
Note that if Q αβ is an even function of θ, this implies that J kl is symmetric, and if Q kl is an odd function of θ, then J kl is skew-symmetric. More compactly, let us the matrix A Γ (f (θ)) as the n × n matrix with entries:
and then it follows that the Jacobian at X is given by the matrix
Recalling (16), if we can show that λ ℓ , µ ℓ , ν ℓ are the eigenvalues of the three matrices appearing in (40), then we are done. To establish this, we note that the first and third matrices are circulant, and while the second matrix is not quite "block circulant with circulant blocks" (BCCB), we can attack it in a similar fashion to that used for BCCB matrices [17, 32, 62] . Using Lemma B.2, we see that the eigenvalues of the middle matrix are the same as the eigenvalues of 1 2 (A Γ (1 + cos θ) + i(A Γ sin θ)) = 1 2 A Γ (1 + e iθ ).
Note that this last matrix is circulant. Choose ζ to be an nth root of unity, and define the vector v such that v i = ζ i . Writing E = (1/2)A Γ (1 + e iθ ), we have
and since v i = ζ i , the expression in parentheses is an eigenvalue of E. Let us now assume that θ = 2πl/n, and choose ζ = exp(i2πm/n). (Note here that l is fixed by the solution X, but m ranges over 0, . . . , n − 1.) Then we have 
All of the formulas for the eigenvalues except for κ are derived exactly the way as they are in the proof of Proposition 2.21 -the only difference in all of these is that instead of a single θ we now have θ 1 or θ 2 . The matrix that is new is the last one. Putting Lemma B.4 together with the last matrix in (41), we see that the remaining κ ± ℓ1,ℓ2,m are the eigenvalues of 1 2 A Γ (e iθ1 + e ±iθ2 ).
Note that this last matrix is circulant. Choose ζ to be an nth root of unity, and define the vector v such that v i = ζ i . Writing E = (1/2)A Γ (e iθ1 + e ±iθ2 ), we have
γ k 2 (e ikθ1 + e ±ikθ2 )(ζ k − 1) + c.c. ,
and since v i = ζ i , the expression in parentheses is an eigenvalue of E. If we write θ a = 2πℓ a /n, and choose ζ = exp(i2πm/n), then This is the definition of κ ± ℓ1,ℓ2,m in (17) . By (41) there are d−2 copies of the inner matrix, and by Lemma (B.2), these eigenvalues are doubled, so each µ ℓa,m appears with multiplicity 2(d − 2).
More generally, let us assume that T = Tw(θ 1 , θ 2 , . . . ) where the unwritten angles may or may not be zero. The proof above implies that the 4 × 4 matrix that appears in (41) also appears as a term in the direct sum of the Jacobian for the higher-order rotation, and and such contains the eigenvalues κ ± ℓ1,ℓ2,m as well.
