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Sociological Methods & Research 40(2) qualitative comparative analysis (QCA). Since then, QCA as a technique has been refined and supplemented with multivalue and fuzzy-set extensions, and continuous software developments have taken place to facilitate applications. The QCA methods are gaining ground, as shown by the increasing number of scholars using them in publications, and this trend is likely to be fed by a number of new books on why and how to employ QCA (Caramani 2008; Ragin 2008; Rihoux and Ragin 2009; Schneider and Wagemann 2007) .
However, as befits new methods, many aspects of their modus operandi still need to be addressed to augment their plausibility. This article takes issue with the question of the robustness of QCA results, that is, the degree to which the solutions are sensitive to (small) changes in the discriminatory choices made by researchers in various stages of the process of systematic complexity reduction once the raw data have been compiled. Thus far, the issue has been underemphasized 1 in technical discussions and empirical applications alike. Contenders-primarily found among scholars from the "variable-oriented" (i.e., statistical) camp-have argued that QCA results are very sensitive to the researcher's discriminatory power (e.g., Goldthorpe 1997; Lieberson 2004; Seawright 2005) . The proponents, on the other hand, have largely rejected this judgment. In doing so, they have emphasized that their prescription of intimate knowledge of theory and cases minimizes the potential problem (Ragin and Rihoux 2004; Schneider and Wagemann 2010) . They are basically of the opinion that QCA is best used in a direct dialogue with the cases and thus more compatible with within-case analysis than other forms of cross-case methods. Hence, rather than robustness, they are occupied with the degree to which QCA can contribute to a better understanding of diversity between the cases.
If one takes stock of these arguments, the flagrant lack of theoretical and empirical evidence means that the criticism of QCA rests on a shaky foundation. But also the advocates of QCA methods have to admit that they cannot fully rule out arbitrariness (or bias) in their decisions when employing the method to reduce complexity. Thus, the development of procedures to guide such impact assessment is needed.
In doing this, I primarily make use of the data and the theoretical model from a major research project on the conditions of authoritarianism and democracy in interwar Europe (Berg-Schlosser and Mitchell 2000, 2003) . The primary reason is that the data set and the model have been used to illustrate the steps and logic of QCA in a new textbook edited by Benoit Rihoux and Charles Ragin (2009) , Configurational Comparative Methods. Specifically, they (and I) use QCA to examine the relationship between survival of democratic regimes and socioeconomic development and stability. In this way, my illustrative analyses are based on data and models that have previously been employed by leading experts to illustrate the logic and "best practices" of QCA. Moreover, I also carry analyses of two additional data sets. One of these has been heavily used in other introductions to QCA (Ragin 2000; Schneider and Wagemann 2007; Skaaning and Kvist 2010) . It covers advanced industrial democratic countries and provides data on the generosity of welfare states, which represent the outcome, and four conditions. As regards the other supplementary analysis, it is based on my dissertation on civil liberty in Latin American and postcommunist countries (Skaaning 2006) . This is based on a "real" and carefully constructed data set and a theoretically guided selection of cases and conditions. To keep a limited focus, the issues of case and model selection are regarded as settled for all the analysis, despite their obvious relevance for the solidity of empirical results and even though this choice goes somewhat against the spirit of the QCA approach.
Attempting to make researchers more conscious about robustness checks when employing configurational comparative methods, the article addresses the topic in the following way: First, different ways of assessing the sensitivity of QCA solutions are presented and the issues of calibration thresholds, case frequency, and consistency levels are selected for further scrutiny. The second part presents the results of the crisp-set (csQCA) and fuzzy-set (fsQCA) applications, emanating from minor adjustments in the calibration of raw data into crisp-set and fuzzy-set values, and the subsequent part focuses on the results based on modifications of frequency and consistency thresholds. The last part provides a general discussion of the relative sensitivity of results based on csQCA and fsQCA, respectively, before the conclusion sums up the suggested guidelines and briefly discusses the preliminary findings on the robustness of QCA results.
Different Ways to Assess the Robustness of QCA Results
Various analytical choices can be made with the intention of warranting the plausibility of findings from the employment of QCA methods. Apart from the cautious compilation and/or construction of data and thorough elaboration of the theoretical framework, a number of procedures exist to support the robustness of empirical results. One of these is methodological triangulation, where a particular research question is subjected to a multimethods test. This means that different methodological approaches and tools are employed in the study. Accordingly, it has been proposed to combine variable-oriented methods, such as statistical analysis, and case-oriented methods, such as process-tracing, in a nested analysis (Lieberman 2005; Rohlfing 2008 ).
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Sociological Methods & Research 40(2) It is obvious that the comparative configurational methods offer yet other alternatives to be considered in this kind of endeavour. Basically, it depends on the causal universe under consideration whether it is more rewarding to see different methodological approaches as complementary or competitive alternatives. Since we cannot determine the character of social phenomena a priori, we have to apply methods based on different assumptions and subsequently evaluate the plausibility of their respective results based on theoretical and substantial insight (Rihoux et al. 2009:172) .
Another way to check the robustness of results is to change the case selection, the model specification, and/or the operationalization of the outcome and conditions. These are all well-known procedures for assessing the robustness of results in standard statistical analysis. Concerning case selection, an aggregate-level analysis can be supplemented by an analysis focusing on a more disaggregate level (and vice versa), a wide scope can be replaced by a narrow scope (and vice versa), outliers can be removed to consider their "distortion" of the general picture, and smaller adjustments due to uncertainty about delimitations of the population is yet another option.
As regards the basic theoretical model, one can test whether similar results emerge if it is modified through a reduction, addition, or replacement of explanatory factors or a revision of the hypothesized relationships (sequence, interaction, necessity, sufficiency, etc.). Finally, the effect of different ways to operationalize explanans and explanandum can be examined, for example, through the replacement of one (proxy) measure by another.
Owing to their functional logic (cf. Ragin 1987 Ragin , 2008 , some extra sensitivity checks apply to the QCA methods. The operation of these methods necessitates a translation of the raw data into set-memberships. Sometimes this procedure is straightforward, whereas other calibrations, despite attempts of theoretical and/or empirical justification, introduce some degree of arbitrariness. Hence, it becomes crucial to explore the similarity of findings across different reasonable breakpoints. Furthermore, the researcher can change the frequency threshold, namely, the number of cases showing a particular combination of conditions that is found to be enough to consider the configuration empirically and/or theoretically relevant. A modification of the absolute or relative criteria, determining the minimal acceptable consistency level differentiating (set-theoretically) consistent configurations from the inconsistent ones, also represents a form of sensitivity control. 2 To provide focused discussions and illustrations, this study does not consider changes in methods, case selection, theoretical model specification, and operationalization of outcome and conditions. This leaves us with the three types of robustness check to be addressed in relation to csQCA and fsQCA, namely, (1) changes in thresholds related to the calibration of raw data into set-memberships, (2) the frequency of cases linked to the configurations, and (3) the consistency of configurations.
Changing the Calibration Thresholds
The employment of the complexity reducing logic of QCA necessitates a calibration of the data. Along these lines, csQCA requests a dichotomization of the outcome and the explanatory conditions while fsQCA, as a minimum, needs a specification of two qualitative anchors defining full and no membership in the sets defining the conditions and outcome in question (Ragin 2000:161) . In addition, the break-even points-separating cases more in particular sets from cases more out of the set-also need a separate specification. Table 1 provides an overview of the breakpoints originally used in the textbook example to translate the raw scores into crisp and fuzzy values (i) and also presents the two alternative breakpoints (ii or iii). The thresholds used to make the data feasible for the crisp-set analysis correspond to the cross-over points used in the calibration of the original scores into fuzzy values (Ragin 2009:93) . All the fuzzy-set values have been assigned to the cases relatively to the raw scores using the qualitative anchors and the direct method of calibration (cf. Ragin 2008:Ch. 5).
The outcome to be explained is the survival (or not) of democratic regimes in interwar Europe. Inspired by Seymour M. Lipset's (1959) seminal study, four conditions-developed, urban, literate, and industrial-are used to measure different aspects of modernization. The measurement of these features follows common practice and is based on data for GNP/cap, percentage of people living in cities, literacy rate, and percentage of people in the industrial labor force, respectively. The last condition, stability, is operationalized as the number of governments (cabinets) during the period.
Also shown in Table 1 are the alternative thresholds for the five conditions that I have used in the assignment of set-membership. While many other breakpoints are possible, they are placed at levels near the original anchors. Only minor changes are made to ensure that similar theoretical justifications could apply to the original as well as the new anchors defining (degree of) set-memberships.
The following crisp-set and fuzzy-set analyses first proceed as standard practice prescribes (Ragin 2009; Rihoux 2009 ), thereafter comparing the results based on different calibration anchors with each other and the principal findings. As there is much agreement in the literature about whether (or to which degree) democracies survived and to reduce the complexity and number of the replication analyses, alternative thresholds for the outcome are not set and tested.
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Crisp-set Analysis
The first step in the crisp-set analysis is to construct a truth table. This is done through a regrouping of all identical cases, in terms of their values on the conditions, into a single configuration. If two or more cases belong to the same configuration but have different outcomes, a contradiction is present. 3 The resulting truth table (see Table 2 ) is contradiction free. The 18 cases have been reduced to 9 observed configurations, out of which 3 show a positive outcome and 6 a negative outcome.
Further reduction of complexity can be achieved by an employment of the minimization rule. It says that if two Boolean expressions (configurations) differ in only one causal condition yet produce the same outcome, then the causal condition distinguishing the two expressions can be considered irrelevant and can be removed to create simpler, combined expressions (Ragin 1987:93) . Using this logic of reduction on the binary data, the result obtained for positive outcome is: If also all logical cases, namely, combinations of conditions with no empirical instances, are included in the reduction procedure, the minimized solution for positive outcome becomes very parsimonious, namely: DEV*STA (Belgium, Czechoslovakia, Netherlands, United Kingdom + France, Sweden + Finland, Ireland) . In ordinary language this result indicates that democracy survived in those countries that were developed and stable. The next technical move in a standard application of QCA would be to find the "intermediate" solution based on the use of "easy counterfactuals" (cf. Ragin 2008:Ch. 9; Ragin and Rihoux 2004) . 5 Thereafter a supplementary test of basically the same model on the negated outcome (not survival) is advisable because of the potential lack of causal symmetry (cf. Ragin and Rihoux 2004) . None of these steps are carried out, however, as the aim of this article is to gain methodological rather than substantial knowledge. Instead, I go directly to the robustness checks of the principal results that are similar to those achieved in the textbook.
First, the same model is run with all combinations of the different breakpoints-the original, slightly higher, and slightly lower. This means that a total of 242 (3 × 3 × 3 × 3 × 3 -1) additional analyses have been run. The solutions provided by the software (TOSMANA) and linked to positive outcome are shown in Table 3 . The names of the conditions have been abbreviated. All results refer to analyses including logical cases. C indicates the presence of one or more contradictions. In the case of more than one logical solution, only one is reported. Finally, bold marks the principal result. Table 3 shows that 78 of the combinations are free from contradictions. All instances involving either the higher calibration point as regards the condition developed or the lower calibration point as regards the condition stable lead to contradictions. A closer look at the results reveals that the changes 
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at Universität Frankfurt on January 28, 2013 smr.sagepub.com Downloaded from have not had a major effect as the results are identical or, at least, very similar to the original, namely, DEV*STA. In fact, only two alternative results emerge and one of these, DEV*LIT*STA, constitutes a subset of the principal result, whereas the principal result is a subset of the other: DEV*ind + DEV*STA. This finding cannot be generalized on this background. But on the other hand, it shows that small changes in the anchors do not necessarily lead to completely different conclusions.
Fuzzy-set Analysis
Whereas the consistency criterion was not really relevant for the crisp-set analysis previously presented, it plays an important role in the fuzzy-set analysis. When testing the necessity of the conditions with the fuzzy-set method, the membership values in the set of democratic survivors have to be consistently lower than or equal to the membership values associated with the individual conditions. It is advisable to use a demanding threshold for the level of consistency in test of necessity, so it is set to 0.90.
All the conditions-in both their original, negated, and modified (recalibrated) versions-are tested for necessity in relation to positive outcome. The test results in Table 4 , linked to the original values, indicate that two of the conditions (LITERATE and STABLE) are necessary for the survival of democracy. However, whereas the explicit connection between LITERATE and the outcome in question tends to be very solid, the conclusion concerning the conditions STABLE and DEVELOPED rests on a more shaky foundation. Then again, very large changes in the consistency levels are not the dominant pattern across different calibration anchors. This means that changes in the consistency criterion to, for example, 0.85 or 0.95, would not have much effect on the conclusions derived from the search for necessary conditions. But is the picture different as regards the conditions' sufficiency?
When Ragin (2009) introduced the truth table algorithm in relation to sufficiency tests in fsQCA, the analytical logic became much more like the one of csQCA. However, this is not to say that similar results are unlikely to appear from the resembling methods as the former implements a more precise and demanding assessment of set theoretic consistency (Ragin 2009:119) . Table 5 shows virtually the same truth table that was presented in relation to the crisp-set analysis. The only difference is that the outcome values have been replaced with the consistency levels of the different configurations, namely, the evidence used to determine outcome value in a fuzzy-set analysis.
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In the textbook example, Ragin (2009) uses a consistency criterion of 0.80. Doing the same, 6 the result of the sufficiency analysis is: DEV*ind + URB*STA.
Concluding the fuzzy-set analysis, 242 additional replication analyses are run to assess the impact of changes in the breakpoints defining set-memberships. The results are shown in Table 6 . Once again, all results refer to the analysis for positive outcome using logical cases and a consistency benchmark of 0.80. In the case of more than one logical solution, only one of them is reported.
The findings show that reasonable changes in the translations into fuzzy values do influence the results to a nontrivial degree. On the other hand, most of the formulas are either identical or at least very similar to the baseline result. Moreover, almost all terms show the expected direction as indicated by the dominance of upper-case letters. Once again, the picture is not clearcut, meaning that proponents and opponents of QCA have room to argue whether the glass is half full or half empty. 
Changing the Frequency and Consistency Thresholds
After showing how the results were affected by minor changes in calibration anchors, the attention is now drawn to the two remaining types of robustness tests. For two reasons they are treated under the same, relatively short section: The first sensitivity check included a presentation of the baseline analyses and results, and the possibilities of reasonable changes are fewer as regards the frequency and consistency thresholds. As in the previous section, replications using csQCA are introduced before those based on fsQCA.
Crisp-set Analysis
Beginning with the frequency threshold, the low number of cases (18) means that the most plausible choice is to consider all configurations representing empirical cases as relevant, even though some of them just cover one case. Nevertheless, for the sake of the example, an analysis is run where the frequency criterion is raised to two while the breakpoints are similar to the original analysis. This change of the frequency threshold 7 means that result changes to DEV. 8 The fact that this finding is more parsimonious is not surprising as the more demanding criterion means that more logical cases can be used in the reduction and/or fewer configurations (including fewer cases) have to be covered by the formula.
In the case of contradictory configurations, one way to move on with the analysis is to consider the number of cases showing negative and positive outcomes, respectively, and then assign an outcome to the configuration in question according to the outcome value shown by the majority of cases. Consequently, this procedure is not only related to the issue of frequency but also consistency, 9 and generally it is more relevant for studies including a larger number of cases and/or less reliable data. Given the contradiction free truth table in the example, the result is not amendable by changes in the consistency criterion.
Fuzzy-set Analysis
Also as regards the corresponding fuzzy-set analysis, the relatively low number of cases would prescribe a standard frequency threshold of one case. Nonetheless, if it is changed to criterion of at least two cases, the formula changes to URB + DEV*ind 10 that constitutes a slightly more parsimonious superset of the original solution.
Focusing then on the consistency threshold, the first column in Table 5 , representing the consistency levels, shows that three gaps provide a plausible basis for differentiating the consistent configurations from the inconsistent ones. The cut-off values are thus changed from 0.80 to 0.90 and 0.70, respectively. The more demanding threshold means that only one configuration is assigned a positive outcome value, the less demanding breakpoint implies that three configurations fulfill the standard. The result linked to the first alternative is URB*STA, namely, identical to one of the two paths of the baseline result. Yet another solution appears from the other, less obvious alternative, namely, DEV*STA, which is similar to the principal solution of the crisp-set analysis.
On the Relative Sensitivity of Crisp-set and Fuzzy-set Analysis
Several studies have already discussed the (dis)advantages of csQCA versus fsQCA (e.g., Berg-Schlosser and Cronqvist 2005; Ragin 2000; Rihoux 2006; Wagemann and Schneider 2010) . But they have merely emphasized the appealing simplicity of csQCA vis-à-vis the greater ability of fsQCA to handle differences in degree, whereas the relative robustness of these methods has hardly received any attention. This situation is surprising since such information would provide important information for selecting which one to employ. Discussions of the relative strength of comparative configurational methods are surely warranted, but what-if anything-does the study's analyses tell us about this issue?
The replications clearly underlined that QCA results are indeed sensitive to the different decisions made by researchers. In many cases, minor adjustments in the thresholds as regards calibration of raw data, case frequency, and consistency levels led to considerable changes in the solution formulas. What is more, if one disregards the high number of contradictions emerging from the alterations, csQCA provided more consistent results. Differently put, csQCA tends to be less sensitive than fsQCA, and QCA results tend to lack robustness.
Notice, however, that drawing such conclusions would be both too hasty and too harsh given the evidence at hand. First, one should not disregard the fact that the analyses based on csQCA produce many contradictions. Actually, the mix of contradictions and "full" results is a strong indication of high sensitivity. Second, even though the QCA results are somewhat sensitive to the researcher's choices, the different results tend to approximate each other, so they just rarely support fundamentally dissimilar conclusions. Third, four out of five conditions included in the analyses are often used as indicators of the same phenomenon, namely, modernization. Hence, the model is severely
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Sociological Methods & Research 40(2) harmed by multicollinearity, meaning that one condition is more likely to "substitute" the position of another in the results than would "normally" be the case. Fourth, the focus on parsimonious results, allowing for the inclusion of all counterfactuals no matter their theoretical plausibility, constitutes a very hard test of sensitivity for the QCA methods. In comparison, solutions that are not based on any logical cases, and intermediate solutions, which are only based on theoretically grounded "easy" counterfactuals (cf. Ragin 2008:Ch. 9), would have shown less diversity. Because they would tend to be more complex, fewer opportunities would be left for conditions to be included and excluded in the results. Finally, one should not base the conclusions on only one replication study.
In support of the last point, I have used the same guidelines to replicate two additional studies. One of them examines the structural causes of civil liberty (Skaaning 2006 (Skaaning , 2007 and the other concerns the determinants of generous welfare states (Ragin 2000; Schneider and Wagemann 2007; Skaaning and Kvist 2010) . Both of these examples employ csQCA and fsQCA, and their causal conditions are more distinct and show weaker mutual correlations. Interestingly, the results based on these replications (not reported) generally lend support to the opposite conclusions: (1) The QCA results are not very sensitive to small adjustments in the various thresholds, and (2) solutions based on csQCA were more sensitive to changes, supporting that fsQCA applications show a higher degree of robustness.
Elaborating on these findings, the main discrepancies between the applications of csQCA and fsQCA tend to rest on the fact that the latter method is based on a higher standard of set-theoretical consistency (cf. Ragin 2008:138-41; Schneider and Wagemann 2007:226-28) . Differently put, the application of csQCA often involves a loss of analytically relevant information, which should make us have comparably more confidence in the results achieved through fsQCA.
Sometimes this difference can make fsQCA results appear less robust because they are usually more influenced by discriminate decisions. At least three thresholds (rather than one) have to be determined when calibrating raw date into set-memberships. Also, frequently-although not necessarily sothe use of csQCA follows a deterministic logic, while the use of fsQCA allows for some degree of deviation from the subset principle, thus requiring an additional choice of consistency level. However, the additional replication studies showed that this picture is not cut into stone. More likely, fsQCA has a higher standard for set-theoretical relationships and a higher degree of result robustness.
Conclusion
Needless to say, QCA techniques are designed to be used in an iterative and reflexive way-relying on extensive theoretical reflection and empirical knowledge-and never follow a "push-button" logic (De Meur, Rihoux, and Yamasaki 2009:158; Ragin 2000:Ch. 11 ). Still, the robustness of QCA results is a key issue, which deserves greater attention than the few sparse and ill-grounded remarks found in previous discussions. Obviously, researchers always have to justify every analytical step with arguments based on theoretical, methodological, and empirical knowledge. But room for discriminatory choice should certainly face critical discussions of potential bias and/or arbitrariness. Consequently, guidelines are needed to judge whether the results achieved by the use of QCA are robust or not. Systematic sensitivity tests-including both the general and the QCA particular procedures-should thus be part of all serious employment of comparative configurational methods. Following this advice will make the employment of these methods more difficult and time-consuming. Nevertheless, it will be worth the effort if it contributes with a notable increase in the degree to which we trust the findings.
Among the different ways to assess the robustness of our results, I have mentioned method triangulation, modifications in case selection, adjustment to the theoretical models, as well as changes in the operationalization of the outcome and conditions. These are all well-known analytical features that have been used more or less systematically in empirical studies using standard statistical tools. However, the logic of QCA urges us to address yet other aspects of the complexity reducing research process in order to support our results. These considerations specifically concern the calibration of raw data into set-memberships, the frequency of cases linked to the configurations, and the acceptable level of configurational consistency. This article has shown how one can pursue the task with regard to these three issues.
Further research is still needed on the strategies used to assess the robustness of QCA results. First and foremost, however, extensive applications of the guidelines presented in this article should give us some basis for discovering general patterns of sensitivity. This study has shown that the findings derived from an employment of QCA are frequently sensitive to small adjustments. On the other hand, in most instances the modifications did not have much-if any-impact. Replications of two additional studies supported this conclusion and indicated that fsQCA is less sensitive than csQCA. The question now is to which extent these findings can be generalized.
