We perform a numerical study of the long range (LR) ferromagnetic Ising model with power law decaying interactions (J ∝ r −d−σ ) both on a one-dimensional chain (d = 1) and on a square lattice (d = 2). We use advanced cluster algorithms to avoid the critical slowing down. We first check the validity of the relation connecting the critical behavior of the LR model with parameters (d, σ) to that of a short range (SR) model in an equivalent dimension D. We then study the critical behavior of the d = 2 LR model close to the lower critical σ, uncovering that the spatial correlation function decays with two different power laws: the effect of the subdominant power law is much stronger than finite size effects and actually makes the estimate of critical exponents very subtle.
I. INTRODUCTION
It is well known that ferromagnetic (FM) systems of discrete spins with a finite range of interaction have a lower critical dimension D L = 1. It means that a one-dimensional chain of spins can not undergo a phase transition at any positive temperature [1] . The situation is different if one considers long-range (LR) models [2] in d dimensions. They are fully connected models, with a Hamiltonian:
J ij σ i σ j .
The range of interactions is infinite and the intensity of the coupling J ij decays as a power law with the distance between spins: J ij ∝ |r ij | −(d+σ) . One can also define spin glasses on LR models, taking J ij as independent identically distributed random variables, extracted from a distribution P (J) (like for example a binary or Gaussian distribution), requiring that the variance of P (J) decays as a power law: J 2 ij ∝ |r ij | −(d+σ) [3] . These models can have a transition at dimensions smaller than the lower critical one for usual short range (SR) models.
Indeed a ferromagnetic LR model can have a transition also in d = 1. Furthermore, varying σ, the behaviour of the system (such as for example the critical exponents) can vary from a mean field to a non mean field one until it reaches a certain value σ L and the behaviour of the corresponding SR system is recovered. In fact one can write down a relation between (d, σ) and the effective dimension D of an equivalent SR model. At σ L , the effective dimension D reduces to the real dimension d of the LR system. The behaviour in and out the range of validity of mean field approximation can thus be observed varying only a parameter, and this is very useful if one wants to simulate the system numerically because the computational complexity of the model does not change with the effective dimension. Different LR models have been introduced in the past, and more than one relation (d, σ) ↔ D exist. Nonetheless, are still unclear the differences between various LR models, the exactness of the (d, σ) ↔ D relations and their limits. Often LR models (both ferromagnetic and disordered ones) have been used to extract properties of the analogous SR effective models, however it is not clear whether this operation is really justified.
The purpose of this work is to summarize the previous works on LR models, and to answer some crucial questions on how good are LR models to simulate SR models, which is 
II. REVIEW OF KNOWN ANALYTICAL AND NUMERICAL RESULTS FOR FERROMAGNETIC LONG RANGE MODELS
The simplest LR model that can undergo a paramagnetic/ferromagnetic phase transition is a one-dimensional chain of spins with the Hamiltonian of Eq. (1) and J ij ∝ |i − j| −(1+σ) .
For this model, Dyson demonstrated analytically that there is a standard second order phase transition if 0 < σ < 1 [2] . For σ ≤ 0 the energy is no longer an extensive quantity.
This model can be easily generalized to d dimensions, redefining the couplings as J ij ∝ r −(d+σ) ij where r ij is the euclidean distance r ij = | r i − r j |.
This model has been analyzed using a renormalization group (RG) approach in Ref. [4] .
The field theory in the momentum space can be written as:
where u 2 (k) = r + j σ k σ + j 2 k 2 , and the parameter r varies linearly with the temperature, being null at criticality.
The intuitive, but too naive, interpretation given in Ref. [4] is the following: if σ > 2, the leading term in u 2 (k) is the k 2 one, then the usual SR behaviour in d dimensions is recovered;
while, for σ < 2, the leading term in u 2 (k) is the k σ one, the k 2 term being subleading, and a behaviour different from the SR one is present.
If 2σ − d < 0 the Gaussian fixed point u * = r * = 0 is stable. The critical exponents are easily calculated, leading to ν = 1/σ, η = 2 − σ, γ = 1. At = 2σ − d = 0, this fixed point is marginally stable and logarithmic behaviour appears for the correlation length and susceptibility. This point corresponds to the upper critical exponent
the Gaussian fixed point is unstable with respect to u and a new fixed point u * = O( ) is found. The critical exponents can be obtained as a series expansion in . η is found to be not renormalized up to third order in and it is commonly believed that it will have the mean-field value at all orders because new k σ φ(k)φ(−k) terms are not generated under renormalization. This has been also verified numerically with good accuracy in Ref. [5] .
Summarizing, the picture that emerges from the work of Ref. [4] is the following: for
the system is in a mean-field region, for σ U < σ < σ L = 2 the exponents are different from the mean field ones and change continuously with σ, for σ > σ L the SR behaviour is recovered. However there are some debated points. For example, in this picture ), and the data of Picco [15] η seem to interpolate smoothly between 2 − σ and η SR = . the lower critical exponent is σ L = 2, for all the dimensions 1 . However in d = 1, at σ = 1 the transition becomes of the Kosterlitz-Thouless (KT) type [6] , supported by analytical [7] [8] and numerical [9] evidences.
The problem of the inconsistency of the results of [4] near σ = 2 is not related only to the one-dimensional case. In fact, according to the picture of Ref. [4] , η = 2 − σ for σ < 2 and η = η SR , for σ > 2. This would imply a jump discontinuity in η at σ = 2, and a non-monotonic behaviour in σ. While this phenomenon is not forbidden by thermodynamic arguments (which only require η ≤ 2 + σ), it has attracted considerable attention over the past decades, because it is quite singular.
In Ref.
[10] a different scenario was proposed. In fact, if the term j 2 k 2 is not ignored in Eq. (2) when σ < 2, as done in Ref. [4] , it can be seen that the non-trivial fixed point is characterized by j * 2 = O( 2 ) = 0. Even if one starts with j 2 = 0, SR forces appear after the renormalization, determining the critical behaviour. As a consequence, for d < 4 the boundary between the intermediate and the SR regime was found to shift from σ L = 2 to 1 In SR systems the lower critical dimension is the dimension at which the phase transition ceases to exist.
In LR models, we call lower critical exponent the value of σ such that the SR behaviour is recovered. If the SR model has a phase transition in d dimensions, then there is a transition also for σ > σ L ; on the contrary, as in d = 1, there is no transition for σ > σ L .
σ L = 2 − η SR . In particular, for σ < 2 − η SR , the introduction of j 2 = 0 does not change the critical exponents, that remain those of Ref. [4] . When σ > 2 − η SR , all the exponents become the SR ones, without discontinuity, and without loosing the monotonicity in σ. In fact in this regime the fixed point is characterized by j * σ = 0, and the field theory is the usual SR one.
In support to this picture, in a field-theoretic approach, Honkonen and Nalimov [11] proved, to all orders in perturbation theory, the stability of the SR fixed point for σ > 2−η SR and of the LR one for σ < 2 − η SR . Within this new scenario, the theory is also consistent with the exact results for the one-dimensional case. In fact, for d = 1, η SR = 1. In this way the lower critical exponent is σ L = 1, as expected. However, the analysis of [10] has also been the subject of criticism: in Ref. [12] the results for n ≥ 2 are contested, in Ref. [13] the absence of the kink at σ = 2 − η SR is hypothesized, in Ref. [14] the picture of Ref. [4] is supported. All this works on the subject are related to the importance of understanding how to treat systems in presence of different, competing fixed points.
There are also numerical studies. In Ref. [5] a Monte Carlo study of a LR model in d = 2, using cluster algorithms, supports the scenario of Ref. [10] where η = max(2 − σ, η SR = 1 4 ), excluding definitively the picture of Ref. [4] . In particular they affirm to find logarithmic corrections to scaling at σ = 1.75, clear indication of a crossover between different critical points. Very recently, in Ref. [15] the same study has been improved. In fact, the measurement of η for a LR system in d = 2 has been repeated, close to the region where its behavior is changing, i.e. for σ 2 − η SR , obtaining more precise results. The author of Ref. [15] confirms that there is no discontinuity but a clear deviation from the behavior predicted by Sak in Ref. [10] is measured. In particular in the intermediate regime up to σ 1.5 the results are in agreement with the prediction η = η LR = 2 − σ. For σ > 2, η is in perfect agreement with the value for a SR model. In the remaining part for 1.6 ≤ σ ≤ 2 the results do not agree with the prediction of the RG analysis [4] [10]. On the contrary, η seems to interpolate smoothly between these two behaviors. This behaviour is also supported by a recent RG calculation [16] . Moreover logarithmic corrections are not found in this region. The results in Ref. [5] are compatible with those in Ref. [15] , due to the larger error bars. Concluding, the scenario at the lower critical exponent is far from being 
and with scaling arguments the following relations between the critical exponents for LR in d = 1 and SR models can be found [21] :
Each relation among the four in Eq. Another LR model, widely used is the Dyson hierarchical model (HM) [2] (see [17] for a review). It is a particular one-dimensional LR model, in which the Hamiltonian of 2 n spins can be constructed iteratively in the following way:
The intensity of the interactions decreases with the level n by a factor c = 2 −(σ+1) . One expects the model to behave like the usual LR one, with the same exponent σ, because the decaying at large scales of the coupling intensity is the same. Indeed the model undergoes a standard second order phase transition if 2
, the Gaussian solution of the field theory associated to this model is the stable one and the critical exponents are the mean-field ones as for usual LR systems. Again, for 2
exponents differ from the classical ones, but nobody has checked if and how much they differ from the LR ones. The first order term in the -expansion of the two models is the same, while the second order one differs slightly, the coefficients being 4.445 for the HM and 4.368 for the LR model [18] .
One crucial difference between the two models is that for the borderline case σ L = 1 there is no KT phase-transition for the HM. Indeed in the HM all the interactions are weaker than in the usual LR model. For this reason if the HM has a transition, it implies that the LR model has a transition too, but the vice-versa is not necessarily true. Nonetheless, there is a KT phase transition also in the HM for σ = 1 if interactions at level n, J n = 2 −2n , are made slightly stronger, i.e. J n = 2 −2n log(n) [19] .
III. NEW RESULTS ON THE CONNECTION BETWEEN LR AND SR MODELS A. Monte Carlo algorithm and data analysis
To the best of our knowledge there exist no estimates of the critical exponents in d at these values of σ. Indeed Eq. (4) was introduced recently studying SG models, and was never applied to FM, for which the relation (3) was often used. Moreover we want to see how similar is the HM with respect to the power law LR model.
We have simulated the d = 1 LR model using the cluster algorithm proposed in Ref. [22] , where the use of the cumulative probability distribution for adding a new spin to the cluster to be flipped allows to keep running times O(N ) even if the model is fully connected 2 .
In cluster algorithms, a first spin σ i is randomly chosen and the neighbors σ j having the same sign are inserted in the cluster with a probability
The probability that the first neighbor to be included in the cluster is the j-th from the reference spin is
Thus, by defining the cumulative bond probability
and extracting a random number r uniformly in [0, 1], if C(j − 1) < r ≤ C(j) then the first spin included in the cluster is the j-th. The condition on the spin being parallel to those in the cluster is checked after the selection. If the selected spin is antiparallel to those in the cluster, it is not added.
After the first neighbor has been chosen, we want to include in the cluster spins at distance
and it leads to a cumulative bond probability
where Eq. (7) has been used to obtain the last expression (J n is the coupling between spins at distance n). A new random number is extracted and a new spin is selected. Spins are 2 Standard cluster algorithms usually require O(N 2 ) operations for fully connected models.
added in this way until the maximum distance N/2 is reached. Then we try to add neighbors starting from all the other spins already inserted in the cluster in the same way. Naturally in this procedure we have to take into account that there are more than one spin at distance k (especially in dimensions higher than 1), and we must ensure that every spin is counted with the right probability.
Given C j (k) we construct a look-up table to calculate the distance k associated to the random number extracted. In this way the cumulative probability is calculated only once at the beginning and it is the same for all the spins, since the system is homogeneous. Moreover only C(j) has to be computed, since C j (k) can be derived from it as
Once the random number is extracted, we search in the look-up table to determine k. This operation has a cost O(log(N )). The main advantage of this method is that it is exact, at variance to the one of Ref. [22] .
We have used periodic boundary conditions, such that two spins i and j interact with a single coupling that depends on the minimum distance between them:
, where L is the size of the system.
We have performed Monte Carlo simulations of at least 10 6 MCS. We have checked for the equilibration dividing the measurements in bins with a geometrically growing size, and we have assumed that the system has reached the equilibrium when the average of the magnetization in at least the last two bins is the same within the error (that is at least 3/4 of the simulation is sampling the same average magnetization). We have found that the equilibration time is τ 10 5 cluster MC steps for the largest sizes. Willing to compute the susceptibility and the Binder parameter, we need the second and fourth moments of the magnetization. We have obtained two different estimates for these quantities. The first estimate is the usual one:
The second method uses the improved estimators that can be defined when cluster algorithms are used [24] :
where |C| and |C | are the sizes of flipped clusters. Operatively, we compute |C||C | in the following way: we choose randomly a spin and, starting from it, we construct a cluster. We call |C| the number of spins of this first cluster. Then we choose a second spin randomly.
If it is in the cluster we already built, we put |C | = |C|. If it is not in that cluster, we construct a new cluster starting from it, and we call the new cluster size |C |. C and C are always disjoint (i.e., non overlapping). Please note that we can not compute the average |C||C | simply as |C| 2 because in this way we would not take into account the condition
While the improved estimator for m 2 in Eq. (12) A great advantage of LR models is that the η exponent is not renormalized in the nonmean-field region as explained before; thus we know its analytical expression: η = 2 − σ. They should approach the critical point following:
We have computed the values of the Binder parameter B(L, T * L ) and the quotient Q =
at the previously extracted temperatures T * L . The latter behaves as:
Thus we have performed a fit with ω left as a free parameter. The results are shown in the left side of Fig. 3 . Once we have determined ω, we extract the derivative of the Binder 
, as the angular coefficient of the straight line passing through the data. We compute the quotient Q =
that follows: For σ = 0.875 it is quite impossible to determine ω because we see very little dependence of T * L with L and the quotient of the Binder parameter is nearly independent of the size. For the HM, we performed the same analysis. The only difference is that we computed the Binder parameter and the susceptibility exactly using the exact recursion relation for the probability of the magnetization at level n : Naturally for the HM, many other methods can be used to obtain more precise results.
However, for the exponent ω only an estimate is available [26] ω [21] for the scaling form of the free energy, the relation In this way we have connected two problems: the determination of the (d, σ) ↔ D relation and the threshold σ L where the SR behaviour is recovered. These problems are often viewed as disconnected, however we think that they are closely related.
Please note that the value of σ L is not universal:
[27], σ L (3) = 2 − 0.0364 = 1.9636 [25] , σ L (4) = 2. In the same way,σ =σ L is not universal: 
In analogy with Eq. (5), one can thus suppose that there exists a value of σ that satisfies all the following relations for the critical exponents:
Please note that the two dimensions d and D enter only through their ratio.
D. Simulations in d = 2
Unfortunately there were not previous estimates for the ν exponent for the LR model in more than one dimension, only during the completion of this work in Ref. [15] the value ν LR = 0.96(2) for σ = 1.6 in d = 2 was reported, extracted from a Monte Carlo simulation. 
In the thermodynamic limit the two models (with and without images) are equivalent. In
Ref.
[5] the authors were able to compute the contributions from all the images exactly, because they used slightly different couplings defined as
Since we use the original definition of the couplings, in principle it would not be possible to include all the images exactly. To overcome this problem, we estimate the error that we commit on the largest coupling (formally the one between two spins at distance 0) by including only the first (2a) 2 images (that is images within a distance a):
and we choose a such as to make this error smaller than 10 −9 . At this point we compute the new couplings between any pair of spins as the sum of the couplings between the (2a) 
determining ω. For σ = 1.75, assuming that the Binder parameter at the critical point should recover the SR value, we have used the value of the Binder parameter B ∞ (T c ) = 0.91588... We do not observe any logarithmic corrections, as already noticed in Ref. [5] . The value of ω LR at σ = 1.75 is much smaller than that for a SR model in D = 2, an explanation will be given in the following. The value for ν LR (1.75) is compatible with the SR one, ), or if, for 1.6 ≤ σ ≤ 2, the η exponent interpolates smoothly between 2 − σ and η SR as stated in Ref. [15] . We notice that if the second scenario holds, the superuniversality conjecture can not be verified in the region near to σ L (d) where the η exponent interpolates smoothly between the two behaviours. Superuniversality is compatible only with the first scenario. 
We have tried to measure η in d = 2 at the lower critical value σ = σ L = 1.75. We have performed MC simulations with a single image, because the use of images has the disadvantage that couplings slightly depend on the system size and consequently the small distance behavior of the correlation function does depend on the system size, making the study of finite size effects more complicated. We have looked at the two-points correlation function at the critical point that decays at large distances as
As it is customary, we have measured the correlation function along the principal axis:
In the left panel of Fig. 4 we plot the spin-spin correlation function for different sizes. We notice that the effects due to the periodic boundary conditions, that actually imply the condition G (L/2) = 0, are rather severe and make hard to interpolate the data. However the use of the variable x (x) ≡ sin(πx/L)L/π, that is actually an identity x (x) = x for x L, is able to reduce drastically such boundary effects (see the right panel in Fig. 4 ).
In the rest of the analysis we will use the rescaled variable x , which is equal to x in the thermodynamic limit, but allows for a better fitting of data at finite values of L.
The correlation function G(x) at σ = 1.75 can not be interpolated by a single power law:
as shown in the right panel in Fig. 4 , since G(x) seems to decay faster at small distances and slower at large distances. The same feature is not present at smaller σ, near to the upper critical value σ U = 1, nor in the SR model in D = 2. What we are observing is not a finite-size effect because it persists at large sizes. Since the G(x) shows a small, but clear, upward curvature in a log-log scale we have interpolated the data through the following function
that uses the variable x (x) (that cancels most of the boundary effects) and includes a short distance correcting term Bx −(η+δ) to the large distance power law decay Ax −η . In Fig. 5 we plot G(x) x (x) η versus the correcting term x (x) −δ and we observe a rather good linear behavior (the straight line is a linear fit to the L = 2048 data). In the left panel we have used η = 0.25 and δ = 0.3, while on the right panel we have used the value for η reported by Picco in Ref. [15] , that is η P = 0.332, and δ P = 0.5 (please notice that the results are not very sensitive to the values of δ and δ P ).
By looking to the data in Fig. 5 we make two observations. Firstly, the linearity of the data in both panels is similar, with a small preference to exponents used in the left panel:
so we see no reason to use an η exponent different from the theoretical prediction, η = 2 − σ.
Secondly, a more careful inspection of the data reveals that using the exponent η P the data at large distances (small values of x −δ ) always tend to bend up. A possible explanation for this observation is that the value η P for the exponent found by Picco is somehow a compromise between the asymptotic decay x −η and the pre-asymptotic correcting term x −η−δ : indeed data in the right panel of Fig. 5 show smaller corrections (they are flatter), but eventually tend to increase because the exponent η P is likely to be larger than the true exponent η. 
are shown, which are both compatible with the data.
The effect of the two power-laws in G(x) reflects also in the measure of the η exponent from the susceptibility. Indeed the susceptibility is the integral over x of G(x). This means that if we measure χ as a function of the size of the system, it will not follow a simple power law with exponent 2 − η. Instead, it will be of the form:
The contribution proportional to L 2−η−δ is a new correcting term to the asymptotic behaviour, which is much bigger than the usual L −ω correcting term. Indeed, the correcting term L −ω takes into account the fact that the correlation function saturates and stops decaying at distances close to L/2 (as can be seen in the left panel of Fig. 4 ), but at these distance G(x) is small and so it is also the correcting term L −ω . On the contrary, the correcting term L −δ is dominant at short distances, where the correlation G(x) is large and this makes the correction L −δ much larger than the L −ω correcting term.
If this new correcting term is not properly taken into account, then the η value is likely to be overestimated. This may be the reason why in Ref. [15] the exponent η is found to be bigger than the one predicted by the RG analysis. The presence of this new correcting term can be also the reason why the ω exponent found in the previous analysis is very small
and not in agreement with the larger value of the SR model: actually, we think that in the correction-to-scaling analysis we are measuring δ instead of ω.
For each system size we have measured the connected susceptibility at its maximum, it is not present in the usual SR model, nor in the LR one far from the lower critical σ.
We leave for a future work to understand its physical origin and to eventually provide an analytical description of it.
F. Check of the superuniversality conjecture
At this point we want to verify the superuniversality conjecture or, equivalently, Eq. (16) and (17) . For this reason we summarize the results for the critical exponents in the literature and in this work. In Fig. 7 , 1/(dν) is plotted as a function of the parameterσ in the non mean-field region, for the HM model as found in Ref. [18] , and for the LR one-dimensional model, from Ref. [29] and [30] . too. From Fig. 7 it is clear that the two analyzed one-dimensional models (HM and the LR one) are not in the same universality class. While their critical exponents are quite similar near to the upper critical σ U = 1/2, the differences grow approaching the lower critical σ L = 1. This is reasonable, because we know that the two models have very different behaviours at σ L = 1.
To verify the exactness of Eq. (17), in Fig. 7 the values of the exponent of the SR model as found in Ref. [25] are placed at the corresponding value ofσ as in Eq. (16) as found in Ref. [4] , where the third order has been fixed (as before) imposing that the curves recover the SR value atσ L (d).
IV. CONCLUSIONS
We have analyzed the connection between LR and SR systems. For simplicity we have considered the ferromagnetic version of the models, given that the connection we are inter- Finally for the d = 2 LR model we have studied the region near to the lower critical dimension σ L = 1.75. We have discovered that in this region the correlation function has a very strange behaviour, characterized by two decaying power-laws. This makes difficult to measure with high precision the critical exponents and the lower critical dimension. Standard finite size scaling arguments do not help since the subdominant power law has an effect much larger than leading order finite size effects. This kind of critical correlation function (with two different power laws) can easily lead to overestimate η if a proper fit with a double power-law is not performed. Although we have performed the improved fit with two power laws, the exponent of the asymptotic decay, i.e. the critical exponent η, has a very large uncertainty, that makes it compatible both with the standard RG calculation by Sak [10] and with the recent proposal by Picco [15] . According to Occam's razor, we see no reason to propose a different scenario [15, 16] as long as the numerical data, properly fitted, are compatible with the standard RG scenario proposed by Sak 40 years ago [10] .
An important theoretical challenge is to understand analytically the origin of the two power laws appearing in the critical correlation function close to the lower critical σ.
