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Layouts of Expander Graphs
Vida Dujmovic´ † Anastasios Sidiropoulos ‡ David R. Wood §
Abstract. Bourgain and Yehudayoff recently constructed O(1)-monotone bipartite expanders. Bycombining this result with a generalisation of the unraveling method of Kannan, we construct3-monotone bipartite expanders, which is best possible. We then show that the same graphsadmit 3-page book embeddings, 2-queue layouts, 4-track layouts, and have simple thickness 2.All these results are best possible.
1 Introduction
Expanders are classes of highly connected graphs that are of fundamental importance in graphtheory, with numerous applications, especially in theoretical computer science [31]. While theliterature contains various definitions of expanders, this paper focuses on bipartite expanders.For  ∈ (0, 1], a bipartite graph G with bipartition V (G) = A ∪ B is a bipartite -expander if
|A| = |B| and |N(S)| > (1 + )|S| for every subset S ⊂ A with |S| 6 |A|2 . Here N(S) is theset of vertices adjacent to some vertex in S. An infinite family of bipartite -expanders, for somefixed  > 0, is called an infinite family of bipartite expanders.
There has been much research on constructing and proving the existence of expanders withvarious desirable properties. The first example is that there is an infinite family of expanderswith bounded degree, in fact, degree at most 3 (see [1, 31, 39] for example).
1.1 Monotone Layouts
Bourgain and Yehudayoff [5, 6] recently gave an explicit construction of an infinite family ofbipartite expanders with an interesting additional property. Say G is a bipartite graph withordered colour classes (v1, . . . , vn) and (w1, . . . , wm). Two edges viwj and vkw` cross if i <
k and ` < j. A matching M in G is monotone if no two edges in M cross. A bipartitegraph with ordered coloured classes is d-monotone if it is the union of d monotone matchings.Note that every d-monotone bipartite graph has maximum degree at most d. Motivated byconnections to dimension expanders, Dvir and Shpilka [20] constructed an infinite family of
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O(log n)-monotone bipartite expanders1. Dvir and Wigderson [21] constructed an infinite familyofO(logc n)-monotone bipartite expanders, for any constant c > 0. Bourgain and Yehudayoff [5, 6]proved the following breakthrough2:
Theorem 1 (Bourgain and Yehudayoff [5, 6]). There is an infinite family of d-monotone bipartiteexpanders, for some constant d.
Note that the proof of Theorem 1 is constructive, and indeed no probabilistic proof is known.This is unusual, since probabilistic proofs for the existence of expanders are typically easier toobtain than explicit constructions.
The first contribution of this paper is to show how any O(1)-monotone bipartite expander canbe manipulated to produce a 3-monotone bipartite expander.
Theorem 2. There is an infinite family of 3-monotone bipartite expanders.
1.2 Book Embeddings
Theorem 2 has applications to book embeddings. A k-page book embedding of a graph Gconsists of a linear order (u1, . . . , un) of V (G) and a partition E1, . . . , Ek of E(G), such thatedges in each set Ei do not cross with respect to (u1, . . . , un). That is, for all i ∈ [1, k], thereare no edges uaub and ucud in Ei with a < c < b < d. One may think of the vertices as beingordered along the spine of a book, with each edge drawn on one of k pages, such that no twoedges on the same page cross. A graph with a k-page book embedding is called a k-page graph.The page-number of a graph G is the minimum integer k such that there is a k-page bookembedding of G. Note that page-number is also called book thickness or stack-number or fixedouter-thickness; see reference [16] for more on book embeddings. A k-page book embedding is
k-pushdown if, in addition, each set Ei is a matching [26].
A d-monotone bipartite graph has a d-pushdown book embedding, and thus has page-numberat most d, since using the above notation, edges in a monotone matching do not cross in thevertex ordering (v1, . . . , vn, wm, . . . , w1), as illustrated in Figure 1(b). This observation has beenmade several times in the literature [15, 21, 38]. In the language of Pemmaraju [38], this bookembedding is ‘separated’.
Thus the construction of Bourgain and Yehudayoff [5, 6] gives an infinite family of d-pushdownbipartite expanders with maximum degree d, for some constant d. This result solves an old openproblem of Galil et al. [26, 27] that arose in the modelling of multi-tape Turing machines. Inparticular, Galil et al. [27] showed that there are O(1)-pushdown expanders if and only if it
1 While monotone expanders are not explicitly mentioned by Dvir and Shpilka [20], the connection is made explicitby Dvir and Wigderson [21].2 An outline of the proof was given in the original paper by Bourgain [5]. A full proof was given by Bourgain andYehudayoff [6]. See the paper by Dvir and Wigderson [21] for more discussion.
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Figure 1: Converting (a) a monotone matching to (b) a book embedding and (c) a queue layout [15,21, 38].
is not possible for a 1-tape nondeterministic Turing machine to simulate a 2-tape machine insubquadratic time.
Theorem 2 and the above observation implies:Theorem 3. There is an infinite family of 3-pushdown bipartite expanders.
1.3 Queue Layouts
Queue layouts are dual to book embeddings. (In this setting, book embeddings are often calledstack layouts.) A k-queue layout of a graph G consists of a linear order (u1, . . . , un) of V (G)and a partition E1, . . . , Ek of E(G), such that edges in each set Ei do not nest with respect to
(u1, . . . , un). That is, for all i ∈ [1, k], there are no edges uaub and ucud in Ei with a < c < d < b.A graph with a k-queue layout is called a k-queue graph. The queue-number of a graph G isthe minimum integer k such that there is a k-queue layout of G. See [8, 13–17, 29, 30] and thereferences therein for results on queue layouts.
A d-monotone bipartite graph has queue-number at most d, since using the above notation,edges in a monotone matching do not cross in the vertex ordering (v1, . . . , vn, w1, . . . , wm), asillustrated in Figure 1(c). Thus the construction of Bourgain and Yehudayoff [5, 6] provides aninfinite family of bipartite expanders with bounded queue-number, as observed by Dujmovic´ et al.[12]. And Theorem 2 gives an infinite family of 3-queue bipartite expanders. We improve thisresult as follows.Theorem 4. There is an infinite family of 2-queue bipartite expanders with maximum degree 3.
1.4 Track Layouts
Finally, consider track layouts of graphs. In a graph G, a track is an independent set, equippedwith a total ordering denoted by . A k-track layout of a graph G consists of a partition
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(V1, . . . , Vk) of V (G) into tracks, such that between each pair of tracks, no two edges cross.That is, there are no edges vw and xy in G with v ≺ x in some track Vi, and y ≺ w in sometrack Vj . The track-number is the minimum integer k for which there is a k-track layout of G.See [9, 13–15, 17] and the references therein for results on track layouts. We prove the following:Theorem 5. There is an infinite family of 4-track bipartite expanders with maximum degree 3.
1.5 Discussion
Some notes on the above theorems are in order. First note that the proofs of Theorems 2–5 areunified. Indeed, each of these theorems refer to the same family of graphs.
Tightness: Each of Theorems 2–5 is best possible since 2-page graphs (and thus 2-monotonegraphs) are planar [4], 1-queue graphs are planar [30], and 3-track graphs are planar [17], butplanar graphs have O(√n) separators [33], and are thus far from being expanders. It is interestingthat graphs that are ‘close’ to being planar can be expanders.
Expansion and Separators: Nesˇetˇril and Ossona de Mendez [36] introduced the followingdefinition. A class G of graphs has bounded expansion if there is a function f such that forevery integer r > 0 and every graph G ∈ G, any graph obtained from G by contracting disjointballs of radius r has average degree at most f(r). The least such function f is called theexpansion function for G. For example, minor-closed classes have constant expansion functions(independent of r). Nesˇetˇril et al. [37] proved that graph classes with bounded page-number orbounded queue-number have bounded expansion (also see [36, Chapter 14]). Thus, Theorems 3and 4 provide natural families of graphs that have bounded expansion yet contain an infinitefamily of expanders. The upper bound (proved in [37]) on the expansion function for graphsof bounded page-number or bounded queue-number is exponential. Nesˇetˇril and Ossona deMendez [36] state as an open problem whether this exponential bound is necessary. Sincegraph classes with sub-exponential expansion functions have o(n) separators [35, Theorem 8.3](also see [22]), and expanders do not have o(n) separators (see Appendix A), Theorems 3 and4 imply that indeed exponential expansion is necessary for 3-page and 2-queue graphs. Sincequeue-number is tied to track-number [15], these same conclusions hold for track-number.
Subdivisions: Theorems slightly weaker than Theorems 3–5 can be proved using subdivisions.It can be proved that if G is a bipartite -expander with bounded degree, then the graph obtainedfrom G by subdividing each edge twice is a bipartite ′-expander (see Appendix B). Dujmovic´ andWood [17] proved that every k-page graph has a 3-page subdivision with 2dlog2 ke − 2 divisionvertices per edge. Applying this result to the construction of Bourgain and Yehudayoff [5, 6], weobtain an infinite family of 3-page bipartite expanders with bounded degree. Note that the degreebound here is the original degree bound from the construction Bourgain and Yehudayoff [5, 6],which is much more than 3 (the degree bound in Theorem 3). In particular, 3-monotone expanderscannot be constructed using subdivisions.
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One can also construct 2-queue expanders and 4-track expanders using subdivisions. Dujmovic´and Wood [17] proved that every k-queue graph has a 2-queue subdivision with 2dlog2 ke + 1division vertices per edge, and has a 4-track subdivision with 2dlog2 ke+ 1 division vertices peredge. To apply these results, one must modify the relevant constructions so that each edgeis subdivided an even number of times (details omitted). Again the obtained degree bound isweaker than in Theorems 4 and 5.
Thickness: The thickness of a graph G is the minimum integer k such that G = G1 ∪ · · · ∪Gkfor some planar subgraphs G1, . . . , Gk . See [34] for a survey on thickness. A natural questionarises: what is the minimum integer k for which there is an infinite family of bipartite expanderswith thickness k? It is easily seen that there are bipartite expanders with thickness 2: Let G′be the graph obtained from an -bipartite expander G with bounded degree by subdividing eachedge twice. Then G′ is an ′-expander (see Appendix B). The edges of G′ incident to the originalvertices form a star forest G1, and the remaining edges form a matching G2, both of which areplanar. Hence G′ has thickness 2. Of course, thickness 2 is best possible for an expander sinceevery graph with thickness 1 is planar.
Every graph with thickness k can be drawn in the plane with no crossings between edges in eachof the k given planar subgraphs (since a planar graph can be drawn without crossings with itsvertices at prespecified positions). However edges from different planar subgraphs might crossmultiple times. This motivates the following definition. A drawing of a graph is simple if no twoedges cross more than once. The simple thickness of a graph G is the minimum integer k suchthat there is a simple drawing of G and a partition of E(G) into k non-crossing subgraphs.
We now show how to obtain an infinite family of bipartite graphs with simple thickness 2. Every1-queue graph is planar [30]. To see this, say v1, . . . , vn is the vertex ordering in a 1-queuegraph. Position vi at (i, 0) in the plane. Draw each edge vivj with i < j, as a curve from
(i, 0) starting above the X-axis, through (−i − j, 0), and then under the X-axis to (j, 0), asillustrated in Figure 2. Since no two edges are nested in the initial ordering, no two edgescross in this drawing. Now, given a 2-queue layout, applying the same construction for eachqueue gives a simple drawing, in which edges from the first queue do not cross, edges from thesecond queue do not cross, and each edge from the first queue crosses each edge from the secondqueue at most once (if the curves are drawn carefully). This shows that every 2-queue graphhas a simple drawing with thickness 2. By Theorem 4 there is an infinite family of bipartiteexpanders with simple thickness 2. Furthermore, one may subdivide each edge twice in the aboveconstruction, and then draw each edge straight to obtain an infinite family of bipartite expanderswith geometric thickness 2 (see [3, 10, 18]).
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Figure 2: Drawing a 1-queue graph without crossings.
2 Two-Sided Bipartite Expanders
Throughout this paper, it is convenient to employ the following definition. A bipartite graph
G with bipartition A,B is a two-sided bipartite -expander if |A| = |B|, and for all S ⊂ Awith |S| 6 |A|2 we have |N(S)| > (1 + )|S|, and for all T ⊂ B with |T | 6 |B|2 we have
|N(T )| > (1 + )|T |. This is a strengthening of the notion of a (one-sided) bipartite -expander.The next lemma says that a (one-sided) k-monotone bipartite expander can be easily modifiedto produce a two-sided 2k-monotone bipartite expander.
Lemma 6. If G is a k-monotone bipartite -expander with ordered bipartition A = (v1, . . . , vn)and B = (w1, . . . , wm), then the graph G′ with vertex set V (G′) := V (G) and edge set E(G′) :=
{(vi, wj), (vj , wi) : (vi, wj) ∈ E(G)} is a two-sided 2k-monotone bipartite -expander.
Proof. Observe that (vi, wj) crosses (va, wb) if and only if (vj , wi) crosses (vb, wa). Thus if M isa monotone matching, then {(vj , wi) : (vi, wj) ∈M} is also a monotone matching. Hence, E(G′)can be partitioned into 2k monotone matchings. Since G is a spanning subgraph of G′, we havethat G′ is an -expander. Given T ⊆ B with |T | 6 |B|2 , define S := {vi ∈ A : wi ∈ B}. Then
|NG′(T )| > |NG(S)| > (1 + )|S| = (1 + )|T |. Thus G′ is a two-sided bipartite -expander.
The construction of Bourgain and Yehudayoff [5, 6] and Lemma 6 together imply:
Corollary 7. There is an infinite family of two-sided d-monotone bipartite expanders, for someconstant d.
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3 Unraveling
The following construction of Kannan [32] is the starting point for our work. Let G be a graph,whose edges are k-coloured (not necessarily properly). Let E1, . . . , Ek be the correspondingpartition of E(G). Let G′ be the graph with vertex set
V (G′) := V (G)× [1, k] = {vi : v ∈ V (G), i ∈ [1, k]},
where viwi ∈ E(G′) for each edge vw ∈ Ei and i ∈ [1, k], and vivi+1 ∈ E(G′) for each vertex
v ∈ V (G) and i ∈ [1, k − 1]. Kannan [32] called G′ the unraveling of G, which he defined inthe case that the edge colouring comes from a k-page book embedding, and proved that G′ hasa 3-page book embedding. To see this, for i ∈ [1, k], let Vi := {vi : v ∈ V (G)} ordered by thegiven ordering of V (G). Define
J1 := {viwi : vw ∈ Ei, i ∈ [1, k]}
J2 := {vivi+1 : v ∈ V (G), i ∈ [1, k], i odd} and
J3 := {vivi+1 : v ∈ V (G), i ∈ [1, k], i even}.
Then J1, J2, J3 is a partition of E(G′), and for i ∈ [3], no two edges in Ji cross with respectto the vertex ordering V1, V2, . . . , Vk , as illustrated in Figure 3. Thus, this is a 3-page bookembedding of G′.
J1
J2
V1
J1
J3
V2
J1
J2
V3
J1
J3
V4
J1
V5
Figure 3: 3-page book embedding of the unraveling, due to Kannan [32].
This observation is extended as follows.
Lemma 8. If a bipartite graph G is k-monotone, then the unraveling G′ is 3-monotone.
Proof. Say A,B is the given bipartition of G. Let Ai := Vi∩A and Bi := Vi∩B, where Vi is de-fined above. Say Ai and Bi inherit the given orderings of A and B respectively. Then G′ is bipar-tite with ordered bipartition given by A1, B2, A3, B4, A5, B6, . . . and B1, A2, B3, A4, B5, A6 . . . .Observe that for i ∈ [3], no two edges in Ji cross with respect to these orderings, as illustratedin Figure 4. Thus G′ is 3-monotone.
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A1
B1
B2
A2
A3
B3
B4
A4
A5
B5
Figure 4: 3-monotone layout of the unraveling.
The unraveling G′ has interesting expansion properties. In particular, Kannan [32] proved thatif G′ has a small separator, then so does G. Thus, if G is an expander, then G and G′ haveno small separator. Various results in the literature say that if every separator of an n-vertexgraph G has size at least n, then G contains an expander as a subgraph (for various notionsof non-bipartite expansion). However, the unraveling G′ might not be a bipartite expander. Forexample, G′ might have a vertex of degree 1. This happens for a vertex v1 where v is incident tono edge coloured 1, or a vertex vk where v is incident to no edge coloured k. The natural solutionfor this problem is to add the edge v1vk for each vertex v of G. Now each vertex v correspondsto the cycle Cv = (v1, v2, . . . , vk). However, the obtained graph is still not an expander: if Sconsists of every second vertex in some Cv , then it is possible for N(S) to consist only of theother vertices in Cv , in which case |N(S)| = |S|, and the graph is not an expander. Moreover,it is far from clear how to construct a 3-monotone layout of this graph. (For even k, the layoutin the proof of Lemma 8 is 5-monotone.)
4 Generalised Unraveling
The obstacles discussed at the end of the previous section are overcome in the following lemma.This result is reminiscent of the replacement product; see [1, 21, 31, 39].Lemma 9. Let G be a two-sided bipartite -expander with bipartition A,B and maximum degree
∆. Let n := |A| = |B|. Assume n > 3. Let k > 2 be an integer. For each vertex v of G, let kvbe an integer with k 6 kv 6 (1 + 4)k. Let G′ be a bipartite graph with bipartition X,Y suchthat:
• G′ contains disjoint cycles {Cv : v ∈ V (G)},• |Cv| = 2kv for each vertex v ∈ V (G),• V (G′) = ∪{V (Cv) : v ∈ V (G)}, and• for each edge vw of G there are edges xy and pq of G′ such that x ∈ Cv ∩ X and
y ∈ Cw ∩ Y and p ∈ Cv ∩ Y and q ∈ Cw ∩X .
8
Then G′ is a two-sided bipartite ′-expander, for some ′ depending only on , k and ∆.
Proof. For each vertex v of G, we have |Cv ∩X| = |Cv ∩ Y | = kv . Thus
|X| = |Y | =
∑
v∈V (G)
kv 6 2(1 + 4)kn.
Let S ⊆ X with |S| 6 |X|2 , which is at most (1 + 4)kn. By the symmetry between X and Y , itsuffices to prove that |NG′(S)| > (1 + ′)|S|.
For each vertex v of G, observe that |Cv ∩ S| 6 |Cv ∩X| = kv . Say v is heavy if |Cv ∩ S| = kv .Say v is light if 1 6 |Cv ∩ S| 6 kv − 1. Say v is unused if Cv ∩ S = ∅. Each vertex of G iseither heavy, light or unused.
Say a heavy vertex v of G is fat if every neighbour of v is also heavy. Let F be the set of fatvertices in G. Let H be the set of non-fat heavy vertices in G. Let L be the set of light verticesin G. Let U be the set of unused vertices in G. Thus F,H,L,U is a partition of V (G). Let
f := |F | and h := |H| and ` := |L|. Let fA := |F ∩ A| and fB := |F ∩ B| and hA := |H ∩ A|and hB := |H ∩B|.
Since the vertices in H are not fat, every vertex in H has a neighbour in L ∪ U . Let H ′ be theset of vertices in H adjacent to no vertex in U (and thus with a neighbour in L). Let H ′′ be theset of vertices in H adjacent to some vertex in U . Define h′ := |H ′| and h′′ := |H ′′|.
For each vertex v of G, let c(v) be the number of vertices in Cv adjacent to some vertex in Cv∩S.Since Cv ∩ S is an independent set in Cv , by Lemma 10 below, if v is heavy, then every secondvertex of Cv is in S and c(v) = kv = |Cv ∩ S|, and if v is light then c(v) > |Cv ∩ S|+ 1. Thus
|NG′(S)| >
∑
v∈F∪H∪L
c(v) > `+
∑
v∈F∪H∪L
|Cv ∩ S| = `+ |S|. (1)
Moreover, each vertex v in H ′′ is adjacent in G to some vertex w in U . By assumption, there isan edge xy of G′ such that x ∈ Cv ∩X and y ∈ Cw ∩ Y . Since v is heavy, x is in S and y is in
NG′(S). And since w is unused, y is adjacent to no vertex in Cw ∩ S. Thus y is not counted inthe lower bound on NG′(S) in (1). Each such vertex y is adjacent to at most ∆ vertices in H ′′.Hence
|NG′(S)| > |S|+ `+ h
′′
∆
. (2)
Our goal now is to prove that ` + h′′∆ > ′|S|, where ′ := (k + k∆(1+ ))−1. Since 1 − ′(k +
k∆(1 + 1 ) = 0 and 1∆ − ′k(1 + 1 ) > 0,(
1− ′(k + k∆(1 + 1 )
)
`+
(
1
∆ − ′k(1 + 1 )
)
h′′ > 0.
That is,
`+
h′′
∆
> ′k`+ ′k(1 + 1 )(∆`+ h
′′).
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Every vertex in H ′ has a neighbour in L, each of which has degree at most ∆. Thus h′ 6 ∆`,implying
`+
h′′
∆
> ′k`+ ′k(1 + 1 )(h
′ + h′′) = ′k(`+ h+ h ).Suppose, on the contrary, that fA > bn2 c+ 1. Let Q be a subset of F ∩A of size bn2 c. Since Gis a two-sided -expander, and since every neighbour of each vertex in F ∩A is in (F ∪H)∩B,we have fB + hB > |NG(Q)| > (1 + )bn2 c. Thus
fA + fB + hB > bn2 c+ 1 + (1 + )bn2 c > (2 + )bn2 c+ 1 > n+ 2(n− 1).However, (1 + 4)kn > |S| > k(fA + fB + hB), implying fA + fB + hB 6 (1 + 4)n, which is acontradiction (since n > 3).
Now assume that fA 6 n2 . Since G is a two-sided -expander, and since every neighbour of avertex in F ∩A is in (F ∪H)∩B, we have fB + hB > |NG(F ∩A)| > (1 + )fA. By symmetry,
fA + hA > (1 + )fB . Thus f + h > (1 + )f and h > f . Hence
`+
h′′
∆
> ′k(`+ h+ f).
Since |S| 6 k(f + h+ `),
`+
h′′
∆
> ′|S|,
and NG′(S) > (1 + ′)|S|, as desired.Lemma 10. Let I be an independent set in a a cycle graph C . Then |NC(I)| > |I| with equalityonly if I = ∅ or |C| = 2|I|.
Proof. For each vertex x in NC(I), if x is adjacent to exactly one vertex v in I , then send thecharge of 1 from x to v, and if x is adjacent to exactly two vertices v and w in I , then send acharge of 12 from x to each of v and w. Each vertex in I receives a charge of at least 12 fromeach of its neighbours in C . Thus the total charge, |NC(I)|, is at least I , as claimed. If the totalcharge equals |I|, then each vertex v in I receives a charge of exactly 1, which implies that bothneighbours of v sent a charge of 12 to v. Thus both neighbours of v are adjacent to two verticesin I . It follows that I consists of every second vertex in C , and |C| = 2|I|.
5 The Wall
The following example is a key to our main proofs, and is of independent interest. The wall isthe infinite graph W with vertex set Z2 and edge set{{(x, y)(x+ 1, y)} : x, y ∈ Z} ∪ {{(x, y)(x, y + 1)} : x, y ∈ Z+, x+ y even}.
As illustrated in Figure 5, the wall is 3-regular and planar.
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Figure 5: The wall with ordered colour classes.
The next two results depend on the following vertex ordering of W . For vertices (x, y) and
(x′, y′) of W , define (x, y)  (x′, y′) if x+ y < x′ + y′, or x+ y = x′ + y′ and x 6 x′.
Lemma 11. The wall is 3-monotone bipartite.
Proof. Let A := {(x, y) ∈ Z2 : x + y even} and B := {(x, y) ∈ Z2 : x + y odd}. Observethat A,B is a bipartition of W . Consider A and B to be ordered by . Colour the edges of
W as follows. For each vertex (x, y) where x + y is even, colour (x, y)(x + 1, y) red, colour
(x, y)(x− 1, y) blue, and colour (x, y)(x, y + 1) green, as illustrated in Figure 5. Each edge of
W is thus coloured. If (x, y) ≺ (x′, y′) in A, then (x + 1, y) ≺ (x′ + 1, y) in B. Thus the rededges form a monotone matching. Similarly, the green edges form a monotone matching, andthe blue edges form a monotone matching. Thus W is 3-monotone.
Lemma 12. The wall has a 2-queue layout, such that for all edges pq and pr with p ≺ q ≺ r or
r ≺ q ≺ p, the edges pq and pr are in distinct queues (called a ‘strict’ 2-queue layout in [40]).
Proof. We first prove that no two edges of W are nested with respect to . Suppose that someedge (x2, y2)(x3, y3) is nested inside another edge (x1, y1)(x4, y4), where (x1, y1) ≺ (x2, y2) ≺
(x3, y3) ≺ (x4, y4). By the definition of , we have x1 +y1 6 x2 +y2 6 x3 +y3 6 x4 +y4. Since
(x2, y2)(x3, y3) and (x1, y1)(x4, y4) are edges, x4 + y4 = x1 + y1 + 1 and x3 + y3 = x2 + y2 + 1.Hence x1 + y1 = x2 + y2 and x3 + y3 = x4 + y4. By the definition of , we have x1 < x2 and
y2 < y1, and x3 < x4 and y4 < y3. Since (x1, y1)(x4, y4) is an edge with (x1, y1) ≺ (x4, y4),either x4 = x1 + 1 or y4 = y1 + 1. First suppose that x4 = x1 + 1. Then x1 < x2 6 x3, implying
x4 = x1 +1 6 x3, which is a contradiction. Now assume that y4 = y1 +1. Then y1 +1 = y4 < y3.Since (x2, y2)(x3, y3) is an edge, y3 6 y2 + 1, implying y1 < y2, which is a contradiction. Henceno two edges are nested.
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For each vertex (x, y) where x+ y is even, assign the edges (x, y)(x+ 1, y) and (x, y)(x− 1, y)to the first queue, and assign the edge (x, y)(x, y+1) to the second queue. If x+y is even, then
(x, y) has two neighbours (x+ 1, y) and (x, y+ 1) to the right of (x, y) in , and one neighbour
(x−1, y) to the left. On the other hand, if x+y is odd, then (x, y) has two neighbours (x−1, y)and (x, y − 1) to the left of (x, y) in , and one neighbour (x + 1, y) to the right. Consider avertex p = (x, y) incident to distinct edges pq and pr. If p ≺ q ≺ r, then x + y is even and
q = (x, y + 1) and r = (x+ 1, y), implying that pq and pr and in distinct queues. If r ≺ q ≺ p,then x+ y is odd and r = (x− 1, y) and q = (x, y − 1), implying that pq and pr and in distinctqueues.
Lemma 13. The wall has a 4-track layout, such that for all distinct edges pq and pr, the vertices
q and r are in distinct tracks.
Proof. Consider the following vertex ordering of W . For vertices (x, y) and (x′, y′) of W , define
(x, y)  (x′, y′) if x < x′, or x = x′ and y 6 y′.
Colour each vertex (x, y) of W by (x+ 2y) mod 4, as illustrated in Figure 6. Observe that thisdefines a proper vertex colouring of W . Order each colour class by . Each colour class is nowa track. Observe that for all distinct edges pq and pr, the vertices q and r are in distinct tracks.Put another way, this is a 4-colouring of the square of W .
Figure 6: 4-Colouring the wall
Suppose on the contrary that edges (x1, y1)(x4, y4) and (x2, y2)(x3, y3) cross, where (x1, y1) ≺
(x2, y2) in some track, and (x3, y3) ≺ (x4, y4) in some other track. Thus x1 6 x2 and x3 6 x4.Without loss of generality, (x1, y1) ≺ (x3, y3). Thus (x1, y1) ≺ (x3, y3) ≺ (x4, y4). Hence
x1 6 x3 6 x4.
Suppose that x1 = x4. Thus y1 < y3 < y4, implying y4 > y1 + 2 and (x1, y1)(x4, y4) is not anedge. Now assume that x1 < x4. Since (x1, y1)(x4, y4) is an edge, x4 = x1 + 1 and y1 = y4.
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In what follows, all congruences are modulo 4. We have x3 + 2y3 ≡ x4 + 2y4. Thus x3 − x4 ≡
2(y4 − y3), implying x3 − x4 is even. Since x1 6 x3 6 x4 = x1 + 1, we have x3 = x4. Since
(x3, y3) ≺ (x4, y4), we have y3 < y4. Since x1 + 2y1 ≡ x2 + 2y2, we have x1 − x2 ≡ 2(y2 − y1),implying x1 − x2 is even.
Suppose that x2 6 x4. Then x1 6 x2 6 x4 = x1 + 1. Since x1 − x2 is even, x1 = x2. Since
(x1, y1) ≺ (x2, y2), we have y1 < y2. Since (x2, y2)(x3, y3) is an edge and x3 = x4 = x1 + 1 =
x2 + 1, we have y2 = y3. Similarly, since (x1, y1)(x4, y4) is an edge and x4 = x1 + 1, we have
y1 = y4. Since y3 < y4, we have y2 < y1, which is a contradiction. Now assume that x2 > x4.
Since x2 > x4 = x3 and (x2, y2)(x3, y3) is an edge, y2 = y3. Thus x2 = x3 +1 = x4 +1 = x1 +2.Since x1 + 2y1 ≡ x2 + 2y2 we have 2y1 ≡ 2 + 2y2, implying y1 − y2 is odd. Since y4 = y1 and
y3 = y2, we have y4 − y3 is odd. However, since x3 = x4 and x3 + 2y3 ≡ x4 + 2y4, we have
y3 − y4 is even. This contradiction proves that no two edges between the same pair of trackscross.
6 The Main Proofs
Here we give a unified proof of Theorem 2, Theorem 4 and Theorem 5. Let G be a two-sided 2k-monotone bipartite -expander with bipartition A,B. An infinite family of such graphs exist byCorollary 7 for fixed  and k. We may assume that k > 3 . Let E1, . . . , E2k be the correspondingpartition of E(G). Now define a graph G′. For each vertex v ∈ A, introduce the following cyclein G′:
Cv := (ν0, v1, ν1, v2, ν2, . . . , vk, νk, ν
′
k, v
′
k, ν
′
k−1, v
′
k−1, . . . , ν
′
1, v
′
1, ν
′
0).
For each vertex w ∈ B, introduce the following cycle in G′:
Cw := (w−1, ω−1, w0, ω0, w1, ω1, w2, ω2, . . . , wk, ωk, wk+1, ωk+1, wk+2,
w′k+2, ω
′
k+1, w
′
k+1, ω
′
k, w
′
k, ω
′
k−1, w
′
k−1, . . . , ω
′
1, w
′
1, ω
′
0, w
′
0, ω
′
−1, w
′
−1).
All the above cycles are pairwise disjoint in G′. Finally, for each edge vw of G, if vw ∈ Ei thenadd the edges viwi and v′iw′i to G′.Observe that G′ is bipartite with colour classes:
X :={vi : i ∈ [1, k]} ∪ {ν ′i : i ∈ [0, k]} ∪ {w′i : i ∈ [−1, k + 2]} ∪ {ωi : i ∈ [−1, k + 1]}
Y :={v′i : i ∈ [1, k]} ∪ {νi : i ∈ [0, k]} ∪ {wi : i ∈ [−1, k + 2]} ∪ {ω′i : i ∈ [−1, k + 1]}.
We now show that Lemma 9 is applicable to G′. For v ∈ A, let kv := 2k + 1. For w ∈ A, let
kw := 2k + 7. Each cycle Cv has length 2kv , as required. Since k > 3 , we have 2k+72k+1 6 1 + 4 ,as required. We now show that the final requirement in Lemma 9 is satisfied. Consider an edge
vw ∈ Ei, where v ∈ A and w ∈ B. Then vi ∈ Cv ∩X and wi ∈ Cw ∩ Y and v′i ∈ Cv ∩ Y and
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w′i ∈ Cw ∩ X . Thus the edges viwi and v′iw′i in G′ satisfy the final requirement in Lemma 9.Hence G′ is an ′-expander for some ′ depending on , k and ∆(G) 6 2k.
For i ∈ [1, k], let Ai := {vi : v ∈ A} and Λi := {νi : v ∈ A} . For i ∈ [0, k], let A′i := {v′i :
v ∈ A} and Λ′i := {ν ′i : v ∈ A}. Similarly, for i ∈ [−1, k + 2], let Bi := {wi : w ∈ B} and
B′i := {w′i : w ∈ B} and Ωi := {ωi : w ∈ B} and Ω′i := {ω′i : w ∈ B}. By ordering each of thesesets by the given ordering of A or B, we consider each such set to be a track. As illustrated inFigure 7, the graph H obtained from G′ by identifying each of these tracks into a single vertexis a subgraph of the wall.
Ω0
Λ0
Λ′0
Ω′0
B1
A1
A′1
B′1
Ω1
Λ1
Λ′1
Ω′1
B2
A2
A′2
B′2
Ω2
Λ2
Λ′2
Ω′2
B3
A3
A′3
B′3
Ω3
Λ3
Λ′3
Ω′3
b b b
b b b
Bk−1
Ak−1
A′k−1
B′k−1
Ωk−1
Λk−1
Λ′k−1
Ω′k−1
Bk
Ak
A′k
B′k
Ωk
Λk
Λ′k
Ω′k
B0
B′0
Ω−1
Ω′−1
B−1
B′−1
Bk+1
Ωk+1
Bk+2
B′k+2
Ω′k+1
B′k+1
Figure 7: The graphH . The inner cycle corresponds to vertices in A. The outer cycle correspondsto vertices in B.
In other words, there is a homomorphism from G to H , where the preimage of each vertex in His a track in G. For each edge pq of H , where pq is of the form aibi or a′ib′i, there is no crossingin G′ between the tracks corresponding to p and q since these edges correspond to a monotonematching. For every other edge pq of H , the edges between the tracks corresponding to p and
q form a non-crossing perfect matching. By Lemma 11, H is 3-monotone. Replacing each vertexof H by the corresponding track gives a 3-monotone layout of G′, as illustrated in Figure 8(a).This proves Theorem 2. Similarly, by Lemma 12, H has a 2-queue layout, such that for all edges
pq and pr with p ≺ q ≺ r or r ≺ q ≺ p, the edges pq and pr are in distinct queues. Replacingeach vertex of H by the corresponding track gives a 2-queue layout of G′, as illustrated inFigure 8(b). This proves Theorem 4. Finally, by Lemma 13, H has a 4-track layout, such thatfor all edges pq and pr, the vertices q and r are in distinct tracks. Replacing each vertex of Hby the corresponding track gives a 4-track layout of G′, as illustrated in Figure 8(c). This provesTheorem 5. Note that, in fact, between each pair of tracks, the edges form a monotone matching.
7 Open Problems
Heath et al. [29, 30] conjectured that planar graphs have bounded queue-number, which holdsif and only if 2-page graphs have bounded queue-number [17]. The best upper bound on thequeue-number of planar graphs is O(log n) due to Dujmovic´ [11]; see [14] for recent extensions.
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⇓(a) 3-monotone
⇓
(b) 2-queue
⇓
(c) 4-track
Figure 8: Replacing each vertex of H by a track in G′.
More generally (since planar graphs have bounded page-number [7, 41]), Dujmovic´ and Wood[17] asked whether queue-number is bounded by a function of page-number. This is equivalentto whether 3-page graphs have bounded queue-number [17].
Dujmovic´ and Wood [17] also asked whether page-number is bounded by a function of queue-number, which holds if and only if 2-queue graphs have bounded page-number [17].
Grohe and Marx [28] established a close connection between expanders and linear treewidththat, with Theorem 3, gives an infinite family of n-vertex 3-page graphs with Ω(n) treewidth(and maximum degree 3). This observation seems relevant to a question of Dujmovic´ and Wood[19], who asked whether there is a polynomial time algorithm to determine the book thickness ofa graph with bounded treewidth; see [2] for related results and questions.
A final thought: 3-page graphs arise in knot theory, where they are called Dynnikov Diagrams[23–25]. It would be interesting to see if the existence of 3-page expanders has applications inthis domain.
Note
As mentioned earlier, the proof of Lemma 9 is reminiscent of the replacement product; see[1, 21, 31, 39]. A referee observed that it is possible to obtain 3-monotone expanders via thereplacement product as follows. Apply Lemma 3.1 of Dvir and Wigderson [21] where G1 is the
2k-monotone bipartite expander due to Bourgain and Yehudayoff [5, 6], and G2 is a cycle oflength 2k. This gives a 4-monotone bipartite expander (allowing parallel edges). Observe thattwo of the monotone matchings are the same. Discard one of them to get a 3-monotone graph.
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The expansion can only drop by a bounded amount, leaving a 3-monotone bipartite expander.However, it is unclear whether this construction gives a 2-sided expander as in our construction.Most importantly, the method presented in this paper (using the infinite wall) leads to 2-queueexpanders, 4-track expanders, and expanders with simple thickness 2.
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A Separators in Bipartite Expanders
A separator in a graph G is a set Z ⊆ V (G) such that each component of G−Z has at most |V (G)|2vertices. The following connection between expanders and separators is well known, althoughwe are unaware of an explicit proof for bipartite expanders, so we include it for completeness.
Lemma 14. If G is a bipartite -expander with 2n vertices, then every separator in G has sizeat least 2(n− 1)− 1.
Proof. Let A,B be the bipartition of G with |A| = |B| = n. Let Z be a separator of G. Ourgoal is to prove that |Z| > 2(n− 1)− 1. Let Z1 := Z ∩A and Z2 := Z ∩B.Let X1, . . . , Xk be a partition of V (G−Z) such that each Xi is the union of some subset of thecomponents of G−Z with at most n vertices in total, and subject to this condition, k is minimal.This is well-defined, since each component of G − Z has at most n vertices. By minimality,
|Xi|+ |Xj | > n for all distinct i, j ∈ [1, k]. If k > 4 then |X1|+ |X2| > n and |X3|+ |X4| > n,which contradicts the fact that |V (G)| = 2n. Hence k 6 3. Let Ai := Xi ∩A for i ∈ [1, k].
First suppose that |Ai| > n2 for some i ∈ [1, k]. Let S be a subset of Ai with exactly bn2 c vertices.Observe that N(S) ⊆ (Xi \ S) ∪ Z . Thus
(1 + )|S| 6 |N(S)| 6 |Xi| − |S|+ |Z| 6 n− |S|+ |Z|,
and
|Z| > (2 + )|S| − n = (2 + )
⌊n
2
⌋
− n > (2 + )
(
n− 1
2
)
− n = 
2
(n− 1)− 1,
as desired.
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Now assume that |Ai| < n2 for all i ∈ [1, k]. Observe that∑
i
(2 + )|Ai| − |Xi| =
(
(2 + )
∑
i
|Ai|
)− (∑
i
|Xi|
)
=(2 + )(n− |Z1|)− (2n− |Z1| − |Z2|)
=n− (1 + )|Z1|+ |Z2|.
Thus, for some i ∈ [1, k], we have (2 + )|Ai| − |Xi| > 1k (n− (1 + )|Z1|+ |Z2|). Observe that
N(Ai) ⊆ (Xi \Ai) ∪ Z2. Thus
(1 + )|Ai| 6 |N(Ai)| 6 |Xi| − |Ai|+ |Z2|,
and
|Z2| > (2 + )|Ai| − |Xi| > 1k (n− (1 + )|Z1|+ |Z2|),implying
(k − 1)|Z2|+ (1 + )|Z1| > n.Since k 6 3 and 1 +  6 2, we have 2|Z| > (k − 1)|Z2| + (1 + )|Z1| > n, implying |Z| > n2as desired.
B Subdivisions
Here we show that the 2-subdivision of a bipartite expander is another bipartite expander.This result is well known, although we are unaware of an explicit proof, so we include it forcompleteness.
Lemma 15. For every two-sided bipartite -expanderG with maximum degree d, ifG′ is the graphobtained from G by subdividing each edge twice, then G′ is a two-sided bipartite ′-expander,for some ′ depending on  and d.
Proof. Say G has m edges, and (A,B) is the bipartition of G with n = |A| = |B|. Since G is an
-expander, each vertex has degree greater than 1 (and at most d). Thus 2n 6 m 6 dn. Observethat G′ is bipartite with bipartition (A ∪ A′, B ∪ B′), where for each edge e of G, exactly onedivision vertex of e is in A′, and exactly one division vertex of e is in B′. Each colour class of
G′ has n+m vertices.
Let S ⊆ A and S′ ⊆ A′ such that |S|+ |S′| 6 12(n+m). By the symmetry between A′ and B′,it suffices to prove that |N(S ∪ S′)| > (1 + ′)|S ∪ S′|, for some ′ depending solely on  and d.We do so with the following definition of ′:
β :=
4d+ 3
4d+ 4
γ :=
(1− β)
2(+ β)
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′ := min
{
(1 + )(1− γ)− 1, (+ β)(1− γ)
(1 + )β
− 1, γ
d
}
.
We now show that ′ > 0. Since 1 −  < 1 < 2β, we have 1 − β <  + β and 1−β+β < 1. Thus
0 < γ < 2 < 1. Since γ < 2 , we have (1 + )(1− γ) > 1, and since γ < (1−β)(+β) , it follows that
(+β)(1−γ)
(1+)β > 1. [Proof. (1−β)(+β) > γ implies (1 − β) > γ( + β) implies ( + β) − (1 + )β >
γ(+ β) implies (+ β)(1− γ) > (1 + )β implies (+β)(1−γ)(1+)β > 1.] Thus ′ > 0. Also note that
′ 6 γd 6

2d 6
1
2d 6 1.Consider a subdivided edge (v, w′, v′, w) of G where v ∈ A, w ∈ B, v′ ∈ A′ and w′ ∈ B′. Say
vw is type-1 if v ∈ S and v′ ∈ S′. Let m1 be the number of type-1 edges in G. Say vw istype-2 if v ∈ S and v′ 6∈ S′. Let m2 be the number of type-2 edges in G. Say vw is type-3 if
v 6∈ S and v′ ∈ S′. Let m3 be the number of type-3 edges in G.
Let X be the set of vertices in B adjacent in G to some vertex in S and adjacent in G′ to somevertex in S′. The endpoint of each type-1 edge in B is in X , and each vertex in X has degreeat most d. Thus m1 6 d|X|. Let Y be the set of vertices in B adjacent in G to some vertex in
S and adjacent in G′ to no vertex in S′. Each vertex in Y is incident to some type-2 edge, anddistinct vertices in Y are incident to distinct type-2 edges. Thus m2 > |Y |. Let Z be the setof vertices in B adjacent in G to no vertex in S and adjacent in G′ to some vertex in S′. Theendpoint of each type-3 edge in B is in X ∪Z , and each vertex in X ∪Z has degree at most d.Thus m1 +m3 6 d(|X|+ |Z|).
Note that X,Y, Z are pairwise disjoint. By the definition of X and Y , we have NG(S) = X ∪Y .Observe that |NG′(S ∪ S′) ∩B′| = m1 +m2 +m3 and NG′(S ∪ S′) ∩B = X ∪ Z . Thus
|NG′(S ∪ S′)| = |X|+ |Z|+m1 +m2 +m3. (3)Also note that |S′| = m1 +m3. Since |S|+ |S′| 6 12(n+m),
m1 +m3 6 12(n+m)− |S|. (4)
First suppose that m2 > (1 + ′)m2 +m3. Thus m2 > (1 + ′)n+m3 > (1 + ′)|S|+m3. Since
|X| > m1d > ′m1 and 1 > ′, we have m2 + |X| > (1 + ′)|S|+ ′(m1 +m3). By (3),
|N(S ∪ S′)| = m1 +m2 +m3 + |X|+ |Z| > (1 + ′)(|S|+m1 +m3) = (1 + ′)|S ∪ S′|,as desired.
Now assume that m2 6 (1 + ′)m2 +m3. Since m 6 dn and ′ 6 12d ,
2m2 −m− 2m3 6 ′m 6 n2 . (5)Since G contains m−m1 −m2 edges incident to A− S, and each vertex in A− S has degreeat most d, we have m−m1 −m2 6 d(n− |S|). By (4),
m−m2 6 d(n− |S|) +m1 6 d(n− |S|) + 12(n+m)− |S| −m3.
21
By (5),
(2d+ 2)|S| 6 (2d+ 1)n+ 2m2 −m− 2m3 6 (2d+ 1)n+ n2 . (6)Therefore |S| 6 βn. Say |S| = αn, where 0 < α 6 β.
If |S| 6 n2 then (since G is an -expander),
|X|+ |Y | = |NG(S)| > (1 + )|S| > 1 + 
′
1− γ |S|.
We can reach the same conclusion when |S| > n2 as follows. Considering any subset of S of size
bn2 c, we have |X| + |Y | = |NG(S)| > (1 + )bn2 c > n2 . Thus |B − (X ∪ Y )| 6 n2 . Since G is atwo-sided -expander, |NG(B− (X ∪ Y ))| > (1 + )|B− (X ∪ Y )| = (1 + )(n− |X| − |Y |). Novertex in B − (X ∪ Y ) is adjacent to S. Thus
n− |S| > |NG(B − (X ∪ Y ))| > (1 + )(n− |X| − |Y |).
That is,
|X|+ |Y | > n+ |S|
1 + 
=
+ α
1 + 
n. (7)
Since α 6 β, it follows that +ββ 6 +αα . Thus
1 + ′ 6 (+ β)(1− γ)
(1 + )β
6 (+ α)(1− γ)
(1 + )α
.
Hence
(1 + ′)α
1− γ 6
+ α
1 + 
.
By (7),
|X|+ |Y | > + α
1 + 
n > (1 + 
′)α
1− γ n =
1 + ′
1− γ |S|,as claimed.
Since m2 > |Y | and 0 < γ < 1,
(1 + ′)|S| 6 (1− γ)(|X|+ |Y |) 6 (1− γ)|X|+m2 6 (1− γ)(|X|+ |Z|) +m2.
Since ′ 6 γd and m1 +m3 6 d(|X|+ |Z|), we have ′(m1 +m3) 6 γ(|X|+ |Z|). Hence
(1 + ′)|S|+ ′(m1 +m3) 6 |X|+ |Z|+m2.
Therefore, by (3),
(1 + ′)|S ∪ S′| = (1 + ′)(|S|+m1 +m3) 6 |X|+ |Z|+m1 +m2 +m3 = |NG′(S ∪ S′)|.
This completes the proof.
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