Abstract. We prove Menshov type "correction" theorems for sequences of compact operators, recovering several results of Fourier series in trigonometric and Walsh systems. The paper clarifies the main ingredient, which is important in the study of such "correction" theorems. That is the weak-L 1 estimate for the maximal Fourier sums of indicator functions of some specific sets.
Introduction
The modifications of functions in order to improve convergence properties of their Fourier series is an old issue in Fourier Analysis. A well known modification method common in Fourier Analysis is the change of function values on a set of small measure. Menshov's two classical theorems ( [14] , [15] , see also [1] ) were crucial in this study.
Theorem A (Menshov, [14]). For any continuous function f ∈ C(T) and ε > 0 there is a function g ∈ C(T), whose trigonometric Fourier series is uniformly convergent and |{f (x) g(x)}| < ε.
Observe that in the statement of theorem the initial function f can be equivalently taken to be arbitrary finite-valued measurable function, and this follows from the well known theorem of Luzin on continuous modification of measurable functions. Besides, one can see that in this theorem the modification set {f g} depend on the initial function. In the next theorem of Menshov the initial function is modified on a given everywhere dense open set, but the resulting function gets almost everywhere convergence Fourier series instead of uniformly.
Theorem B (Menshov, [15] ). Let f ∈ L 1 (T) and G ⊂ T be an everywhere dense open set. Then there is a function g ∈ L 1 (T) with an a.e. convergent Fourier series so that {g(x) f (x)} ⊂ G.
An elegant prove of Theorem A was given by Olevskii in [16] , where one can also find a nice review of some other related results. Extensions of Theorem A for Walsh and other multiplicative systems were proved in the papers [2] , [10] , [13] . The papers [11] and [12] consider the analogous of Theorem A for trigonometric and general orthonormal matrices.
It is well known that one can not claim L 1 -norm convergence in Theorem B instead of a.e.. Nevertheless, Grigoryan [5] proved existence of an open set G of small measure, serving as a correction set for L 1 -convergence of Fourier series. Namely, Theorem C (Grigoryan, [5] ). For any ε > 0 there exists an open set G ε ⊂ (T) with |G ε | < ε such that for any f ∈ L 1 (T) one can find a function g ∈ L 1 (T), whose Fourier series converges in L 1 -norm and {g(x) f (x)} ⊂ G.
Note that the full statement of this theorem in [5] provides also some control on the Fourier coefficients of the resulting function g. Grigoryan [6] extended the result of Theorem C for complete orthonormal systems of bounded functions. The following result of Grigoryan-Navasardyan is a version of Theorem C for Walsh system. Theorem D (Grigoryan, Navasardyan, [9] ). For any
and the sequence of absolute values of the Fourier-Walsh coefficients of g is decreasing.
A likewise problem for almost everywhere convergence with a weaker monotonicity condition on the Fourier coefficients was considered in [7] (see also [4] ). That is Theorem E (Grigoryan, [7] ). For any ε > 0 there exists an open set
and the sequence of absolute values of non-zero Fourier-Walsh coefficients of g is decreasing.
Grigoryan-Sargsyan [8] recently proved the analogous of Theorem E for the Vilenkin systems of bounded type.
In this note we consider similar problems for sequences of compact operators with additional properties that are common for the partial sum operators of Fourier series. To state the main results we need some definitions and notations. A set G ⊂ [0, 1) is said to be a finite-interval set if it is a union of finite number of intervals [a, b) ⊂ [0, 1). 
For a sequence of bounded linear operators
We shall consider operator sequences (1.1) satisfying the following properties, where 1 < p < ∞:
and there is a basis I so that
If U n satisfies also conditions (C) and (D), then we will additionally have 
It is well known that the partial sum operators of Fourier series in classical orthogonal systems satisfy the properties (A), (B) and (C), while the weak-L 1 -condition (1.4) is more delicate. We will see in the last section that properties (D) and (D*) are satisfied for trigonometric, Walsh and of bounded type Vilenkin systems. 
In Section 3 we will prove two propositions (for trigonometric and Walsh maximal sums operators) showing weak type estimates for the indicator functions of "uniformly distributed" finite-interval sets. These results are interesting itself. The trigonometric case is more delicate. The validity of properties (D) and (D*) is based on those propositions. These propositions clarify the main ingredient, which is important in the study of such "correction" theorems.
The Corollary 1 follows from Theorem 2 and it will be proved in Section 3. We will just need to show the property (D*) for the Walsh-Fourier sums operators that is Proposition 2 from Section 3. The general case of bounded type Vilenkin systems can be proved similarly. Likewise, the combination of Theorem 2 and Proposition 1 implies Menshov's Theorem B.
As for Corollary 2, which is the extension of the analogous theorem for complete orthonormal systems from [6] , it immediately follows from Theorem 1.
Finally, note that Theorem 1 partially implies Theorem C, Theorem D, (E) as well as some other results of papers [4, 6, 8] , without claiming the monotonicity conditions of the Fourier coefficients.
Proof of Theorems
Before to state the main lemma we will need the following:
Remark 2. If the operators U n satisfy properties (A), (C)
and sequence of finite interval sets G n satisfy (1.3) and (1.4), then we will have the same weak type inequality (1.4) for any G ∈ I. Indeed, given λ > 0, using a.e. convergence of U n (I G ), one can find an integer m such that
The compactness of U n and the weak convergence property (1.3) easily yields
Thus, applying also (1.4), we get
Combining (2.2) with this, we will get
Here and below the notation a b will stand for the inequality a ≤ c · b, where c > 0 is a constant depended only on the parameters of the operator sequence U n that can appear in the statements of properties (A)-(D*), .
Lamma 1. Let a sequence of bounded linear operators (1.1) satisfy conditions (A) and (B). Then for any choice of numbers
If in addition U n satisfies (C) , (D) and ∆ ∈ I, then we will also have
Proof. First we suppose the basic part of the lemma, that is all conditions (A), (B), (C) and (D) hold simultaneously. Hence, let ∆ = [a, b) ∈ I be an interval from the basis I. By the definition of I there are infinitely many integers l such that
Chose a sequence of finite-interval sets G m , satisfying the conditions of property (D) corresponding to a number ε/2. Using weak convergence property (
and the sequence
weakly converges to 0 as m → ∞ for any fixed k. Applying lower bound in (2.6), one can easily check that λ
1/p and so we can fix a bigger enough integer l to ensure
Using the remark before lemma, we conclude
and those are constructed in the order
10) the property (B) is used, while (2.11) follows from a.e. convergence property (C). The inequality (2.12) is based on the compactness of operators U n combined with the weak convergence property of sequences λ (j) m . Now we can define the desired function by
From (2.6) and (2.7) we immediately get 
Then, using also (2.10), (2.12) and (2.13), for
we conclude
that implies (2.4). To prove (2.5) we let n to be an arbitrary positive integer and it satisfies (2.15). We have
Observe that each of functions A i , i = 1, 2, 3, 4, is independent of n and so we can write
For A 1 = |g| we write Chebyshev's inequality (2.18) |{x ∈ (0, 1) :
Then, applying (2.11), for t > η we get |{x ∈ (0, 1) :
From (2.12) it follows that
then, again writing Chebyshev's inequality, we will get
Applying (2.9) we obtain
Combining this with (2.17), (2.18), (2.19), (2.20) and (2.21) , we obtain (2.5) that completes the proof of basic part of lemma. Now suppose that only properties (A) and (B) hold and ∆ is an arbitrary interval. So the lemma claims to find a function g satisfying (2.3) and (2.4). To do it we need to review once again the proof of the basic part of lemma with slight changes described below. As before we shall consider the partition ∆ k , k = 1, 2, . . . , l of the interval ∆ with a fixed bigger enough integer l, but the sets G
where G n (ε) is the set defined in (2.1). Then, instead of condition (2.6) we will have |G (k) m | = ε|∆ k |. This gives a slight change in the definition of the function g, but g will still satisfy (2.3) and (2.4). To proceed the proof one needs to omit inequalities (2.9) and (2.11) obtained from conditions (C) and (D) and neglect the part of the proof concerning the bound (2.5).
Proof of Theorem 1. Let I be the family of intervals with rational endpoints (in the case of extra conditions of theorem we take I to be the basis from the statement of condition (D) ). Consider the family of functions r · I G , where G ∈ I and r is a rational number. Let f k (x), k = 1, 2, · · · be a numbering of this family. Applying lemma for ε k = ε · 2 −k and η k = 4 −k , we find a sequence of step functions g k (x) and sets E k ⊂ (0, 1) such that
where the last inequality holds in the case of extra conditions and it will be only used in the proof of a.e. convergence. Using (2.22), we can fix an open set G such that |G| < ε and (2.25)
We claim that G is the desired set of theorem. Let f ∈ L 1 (0, 1) be an arbitrary function. We may suppose that f 1 = 1. One can see that there exists a subsequence f n k such that
From (2.23), (2.26) it follows that
and so the series (2.27) converges in L 1 . By (2.25) we have {f
in the sense of L 1 -convergence. Given δ > 0 we can fix an integer l such that 4 −l < δ. Then, by (2.23) we will have (2.29)
On the other hand, applying property (B), for a bigger enough integer n 0 we obtain
Hence, from (2.28) and (2.29) for n ≥ n 0 we get (2.31)
To prove a. e. convergence first note that from property (C) it follows that
for any fixed m. Given numbers λ > 0 denote t k = λ · 2 −k−1 and chose m satisfying the conditions
In the case of extra condition (C) and (D), applying (2.24),(2.26), (2.28) and (2.32), we obtain
Since λ > 0 can be chosen arbitrarily small, this immediately implies a. e. convergence of U n (g). This completes the proof of theorem.
The proof of Theorem 2 is based on the following lemma analogous to Lemma 1. Instead of hypothesis (D) Lemma 2 uses (D * ) and claims the same properties as Lemma 1 does except the inequality U n (g) 1 g 1 .
Lamma 2. Let a sequence of bounded linear operators (1.1) satisfy conditions (A), (B), (C) and (D * ). Then for any choice of number 0 < η < 1 and an interval ∆ ∈ I there is a function g(x) such that
Proof. The proof of this lemma is a literal repetition of the proof of Lemma 1 with slight changes. Namely, the sets G m and so G m , but instead we will have (2.33). Hence the inequalities (2.8), (2.14) and finally (2.16) will fail, that is why the bound U n (g) 1 g 1 is missing in Lemma 2. No one from the mentioned inequalities used in the proofs of the other relations of Lemma 1 that are the same relations as in Lemma 2. With this we can finish the proof of Lemma 2.
Proof of Theorem 2. The proof of Theorem 2 is based on Lemma 2 and reflected in the proof of Theorem 1. Indeed, instead of (2.22) we will have the condition {g k (x) f k (x)} ⊂ U, which will imply {g(x) f (x)} ⊂ U. Besides, the lack of condition U n 1 g 1 in Lemma 2 will only affect on L 1 -convergence property of operators. Namely, we will not have the inequalities (2.29), (2.30) and (2.31), but they are not needed in the proof of a.e. convergence. So the Theorem 2 follows.
Weak type estimates and Fourier series
In this section we will show that the partial sums operators of trigonometric, Walsh and other multiplicative systems besides of (A), (B), (C) satisfy also the relations (D) and (D * ). And it is based on the propositions that we will prove in this section.
First consider the trigonometric system {e 2πinx , n ∈ Z} on [0, 1). Denote by S n (x, f ) the partial sums of Fourier series of a function f and let
For an interval ∆ = [a, b) and an integer l define the partition
, where t k is the center of ∆ k and 0 < ε < 1 and denote
The following proposition shows a weak-L 1 inequality for the indicator functions of such sets deriving (D) and (D * ) conditions for the partial sum operators of trigonometric Fourier series.
Proposition 1.
There is an absolute constant c > 0 such that for any set G = G l (∆, ε) of the form (2.1) it holds the inequality
Proof. We shall use well-known formula
where the integral (that is the modified partial sum) will be denoted bỹ
Using (3.2), one can observe that it is enough to prove (3.1) forS * instead of S * . First let us show (3.1) when G consists of a single interval δ = [α, β). If x ∈ T \δ, then we have
If x ∈ δ, then splitting the integral, we can writẽ
The middle integral is bounded by an absolute constant. For the first and second integral apply integration by part and they will also be bounded by an absolute constants. Thus we have
If λ > c then from (3.3) and (3.4) we conclude
which completes the proof of (3.1) in the single interval case. Now take an arbitrary set G of the form (2.1). Without loss of generality we can suppose ε < 1/3. Using the structure of G one can easily check that for x ∈ T \∆ we have
.
Thus we get
. We denote L = {1, 2, . . . , l}. Splitting the partial sum integral, we write (3.6)
Applying the inequality in single interval case, we get
For the function v n we have
Besides, one can uniquely write a decomposition n = m d
+ n * , where m is a positive integer and n * ∈ [−1/2d, 1/2d). By definition we have t j = a + (2j − 1)d/2 and so we get
Thus, applying (3.9), we obtain
Since |n * | ≤ 1/2d, applying the Abel transform, for the second sum we get (3.11)
To estimate the first sum in (3.10), without loss of generality we can suppose that k(x) ≤ l/2 and denote
Combining these estimates we obtain (3.12)
Note that in the case ν(n) < k(x) we have r(x, n) = ν(n), so in the last estimate we will have just 1/d. Combining this with (3.8), (3.11) and (3.12), we obtain |v n (x)| ε. In the case k(x) ≤ ν(n) we have r(x, n) = k(x) − 1 and so from (3.8) and (3.12) we get
and hence the inequality (3.13) holds for every x ∈ ∆. Thus, for λ > 2ε with an appropriate constant c > 0 we have (3.14)
If λ ≤ 2ε, then we will trivially have Combining (3.5), (3.6), (3.7) with the last estimates (3.14) and (3.15) we deduce (3.1).
Now consider the Walsh system. We shall use the integral formulas of the partial sums is Dirichlet kernels and ⊕ denotes the dyadic summation. We shall suppose that every function and set on [0, 1) is 1-periodically continued. For a set E ⊂ [0, 1) and an integer n > 0 we shall denote E(n) = {x ∈ [0, 1) : nx ∈ E}.
The following properties of Dirichlet kernel are well-known (see [3] ): Proof of Corollary 1. According to Theorem 2 we need only to find a sequence of sets G l satisfying the conditions of (D * ) and this is based on the Proposition 2. Since U is an everywhere dense open set, for any integer l > 0 one can easily find a point x ∈ [0, 2 −l ) such that V = {x + j2 −l : j = 0, 1, . . . , 2 l − 1} ⊂ U . Obviously, for a bigger enough integers r we can find 1 ≤ t ≤ 2 r such that G l = ∆ So, according to Proposition 2 these sets satisfy the weak inequality (1.4). This completes the proof of corollary. 
