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Abstract 
We derive quantitative a posteriori estimates for the error caused by replacing an obstacle problem with 
a linear problem. The error bound depends on the solution of the linear problem, but is independent of the 
solution of the obstacle problem. We then give a discrete version of the a posteriori error estimates, which 
is used in solving a finite-element system of the obstacle problem. A detailed analysis for a one-dimensional 
example is given, showing the effectiveness of our error estimates. 
Keywords: Obstacle problem; Dual variational principle; Linearization; Finite-element approximation; A posteriori error 
estimates 
1. Introduction 
The reliability of numerical solutions of a real problem is determined by mathematical idealization 
of the real problem and numerical treatment of the idealized problem. A basic flow chart of numerical 
analysis of a real problem is given in [ 11. To analyze a real problem, the first step is to establish 
a basic mathematical formulation for the real problem, based on available information of the real 
problem, purpose of the analysis, etc. The basic mathematical formulation is to be understood as 
identified with reality. Simplifications are introduced through various heuristic considerations when 
the basic mathematical problem is complicated and is hard to solve. Simplified mathematical problems 
are then analyzed and numerically solved. A good example is linearization of nonlinear problems. 
Assume the basic mathematical problem is nonlinear. It is common practice to see if the basic problem 
can be reasonably replaced (globally or locally) by a simple, related linear problem. Where such 
a simplification is successful, much energy can be saved. Obviously, the effect of the simplification 
on the solution has to be assessed. In case the simplification introduces a large size error, another 
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simplification approximating the nonlinear problem more accurately will be needed. Usually, the new 
simplified problem is more complicated than the old one. When numerical solution is concerned, we 
may then even use the nonlinear problem directly. The nonlinear problem is solved iteratively, and 
very often the numerical solution of the simplified linear problem provides an excellent initial guess 
for the iteration procedure. 
In this paper, we first provide a posteriori error estimates for linearization of obstacle problems. 
For this purpose, we will use a dual variational principle for obstacle problems. Our method for a 
posteriori error estimates is a further development of the conventional two-sided energy estimates (see, 
e.g., [ 2,121). Similar ideas have been applied in quantitative error analysis for material idealizations 
of linear torsion problems [9], and quantitative error analysis of a regularization procedure for 
solving a simplified friction problem [ 81. A more generalized framework is developed in [ lo]. We 
then consider finite-element solutions of obstacle problems. We present a discrete version of the a 
posteriori error estimates. We propose an efficient way to solve a finite-element system for an obstacle 
problem. In the first step, we solve a corresponding finite-element system for the linearized problem, 
and form an approximate solution from the finite-element solution. In the second step, we use the a 
posteriori error estimate to bound the difference between the finite-element solution of the obstacle 
problem and the approximate solution. If the error bound is within a given error tolerance, then we 
can accept the approximate solution as the finite-element solution of the obstacle problem. If the 
difference is large, we can then use an iteration procedure to solve the finite-element system of the 
obstacle problem, in which case the approximate solution is usually an excellent initial guess of the 
iteration procedure. 
The paper is organized as follows. In the next section, we describe briefly an obstacle problem and 
prove a dual variational principle. Section 3 is devoted to deriving an a posteriori estimate for the 
error caused by linearization of the obstacle problem. In Section 4, we consider numerical solutions 
of obstacle problems. We present an a posteriori error estimate for solutions of discrete problems, and 
its application in numerical solutions of obstacle problems. In Section 5, we give a detailed analysis 
of a one-dimensional example to show the effectiveness of our a posteriori error estimates. 
In this paper, our sample problem is an obstacle problem. The ideas and techniques presented here 
can be used to deal with numerical solutions of more general nonlinear problems. 
2. Obstacle problem, dual variational principle 
An obstacle problem determines the equilibrium position of an elastic membrane, which passes 
through a curve on part of its boundary, lies above an obstacle, and is influenced by a vertical force 
[ 51. Mathematically, a general form of the obstacle problem can be described as follows. 
Let 0 c IR" be an open bounded connected Lipschitz domain. The boundary r = X2 of the domain 
n is decomposed to two measurable parts: r = ‘T, U F2 with r, n rZ = 0 and meas( ri ) $0. Let 
f E L2(@, g1 E H’W), g2 E J52u-2L (I, E fmn) 
be given, with the assumption 
* 6 gi, on ri. 
Define 
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and the admissible set 
Then, an obstacle problem is to find a solution u E U of the minimization problem 
E(u) = inf E(v), 
PElJ 
where the energy function 
(2.1) 
(2.2) 
E(u) = &lVu12 - .fv) dx - l/2vdK 
It follows easily from the Lax-Milgram Lemma that the obstacle problem (2.2) admits a unique 
solution u E U [ 51. 
In the definition (2.1) of the admissible set U, the constraint “U 3 (d, in 0” represents the 
requirement that the membrane lies over an “obstacle” described by the function $. We note that the 
region {x E 0 1 u(x) =+4(x)}, . . 1e., where the membrane touches the obstacle, is unknown. 
Now we are ready to give a dual variational principle for the obstacle problem (2.2). Let 
Q = {q E (L2(O>)” 1 divq E L2(W,qn E L2(r2)}, 
where n is the unit outward normal on r2. Define 
E,(q) = / :Iq12dx+/ ynp,dr+;E;{/ (qn+&)‘:dT+/(f--divq)odx}. (2.3) 
R TI r2 fl 
Then, we have the following theorem. 
Theorem 2.1. For any q E Q, there holds 
E(u) 3 -E,(q). 
Proof. From the definition (2.3), 
-C(q) 3 / f[ql’dxfJ’ qng,dT+/ (qn+g2)udr+ (f-divqludx 
0 s 
= ,~,q,2+(/Ildivq)u]dx~~.qnrdl.+~2R2udT J n 
= J ($q1’+ fu + qVu) dx + g2udK R J r2 
Thus, for any q E Q, 
E(u) + E,(q) > J (;lw2 - oh> dx - J g2udr 
R r2 
+ ,(i/4j2+fu+qVu)dx+j- 
J 
r2 g2u dr 
1 
=- 2 n1q+Vu12dx>0. Cl J 
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In fact, we have the following further result. 
Theorem 2.2. Assume the solution u of the obstacle problem (2.2) satisfies 
ftu E L*(n). 
Then, 
E(u) + inf E,(q) = 0. 
qEQ 
Proof. Obviously, q* = -Vu E Q by the assumption (2.4). For any u E U, 
E(u) + j’)q*1*dx+l q*nw+/ 
pvu~* - fu> ,:I J 
r2 
(q*n+g*)udr+ n(f-divq*)udx 
J 
= J twdr 
+~$Vul*dx-~$d~+/ gzudr+/(f+du)udx 
r2 n 
=- J n VuV(u-u)dx+ J(u-u)dx+ g2(u-u)dr<O, J J J-2 
where we used the variational inequality, which is equivalent to (2.2) : 
J n VuV(u-u)dx>, /(u-u)dx+ I‘ g2(u-u)dr, YvEU. J J 2 
Taking the supremum with respect to u E U in (2.6), we obtain 
E(u) + E,(q*) < 0, 
which, together with Theorem 2.1, implies (2.5). Cl 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
Remark 2.3. Some results on the regularity of the solution u are available in [ 3,111. These results 
lead to the property (2.4), under certain smoothness assumptions on the data. For the purpose of 
deriving a posteriori error estimates for linearization of the obstacle problem, it is enough to use 
Theorem 2.1. 
3. Linearization, a posteriori error estimate 
As mentioned in the Introduction, it is advantageous to make simplifications in modeling a real 
problem wherever possible. It is highly desirable to know quantitatively how much error is introduced 
through the simplifications, once the simplified mathematical problem is solved. The goal of the 
section is to provide such an a posteriori error estimate for linearization. 
Let us drop the constraint “U >, $ in 0’ for an admissible function, and minimize the energy 
function E(v) over all u E H’ (0) satisfying u = g, on ri. Then, we get a linear elliptic boundary 
value problem 
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I -Au0 = f, in 0, uo = g1, on rl, 
I au0 Yg =g29 on r2. 
(3.1) 
Our problem now is to see when ii0 = max{uo, $} can be accepted as an approximate solution of the 
obstacle problem. The reason we choose iit, instead of uo is that &I E U, while uo does not have this 
property. 
Consider the difference E(fio) - E(u). We have, using (2.7) with u = 50, 
E(iio) - E(u) = S,(flVPr,12 - ;lVu12) dx - lf(fi,, - U) dx - lIcq2tfio - ~1 dr 
3 
s 
n(flViio12 - $GA/~) dx - 1 VuV(iio - U) dx 
I) 
= ~IIWO - u) II&. 
On the other hand, by Theorem 2.1, 
E(Go) - E(u) < E(co) + E,(q), ‘dq E Q. 
Combining (3.2) and (3.3), we arrive at the following theorem. 
Theorem 3.1. Fir any q E Q, 
;lIV(~o - u) IL(R) < s n(flVfioj2 - fiio + $ql’) dx - / g&odr + / qngl dr r2 fl 
+ sup {I (qn+g2)~dr+S(f-divq)udx}. 
L’EU r2 R 
(3.2) 
(3.3) 
(3.4) 
Note that the error bound for ii0 - u in (3.4) does not require any information on the solution u 
of the obstacle problem. Choosing a q E Q in (3.4), we get an error bound for ii0 - u. Different 
choices of the auxiliary function q lead to different error bounds. Our task is then to find some easily 
constructed auxiliary function q E Q, which leads to a good error bound through (3.4). One simple 
choice is 
q = -vuo, 
which is admissible, i.e., q E Q. With this choice, the error bound term in (3.4) is 
L(@o12 - ffio + ;IVuo12) dx - l.2 g2fiodr - l,, $g, dr 
+sup - 
ICU rS r2t$d~+~.2wdr+& +Au,Wx} 
= J $/Viio(’ - fiio + ;JVuo12) dx - / g&,dr - s, r2 I 2g, dI’. 
From (3.1)) the equation satisfied by uo, we have the relation 
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/ IVu0)2dx= / fu,dx+l 
f1 n 1 
$g,dr+/- g2uOdr. 
r2 
Hence, the error bound term in (3.4) is equal to 
s 
$lDiiO12 - fiio + $‘u012) dx - r2 g&,df - 
s 
/- IVuo)2 dx + 1 fuo dx + / gzuo dr n 
= U($7Bo~2-f/V~0~2-f(iro-uo))dx-~ g2(fio-ug)dr: 
r2 
.I r2 
Therefore, we have proved the following theorem. 
Theorem 3.2. We have the following a posteriori error estimate for the linearization of the obstacle 
problem: 
IIW~O - u> II&) < / (lWo12 - IVuo12 - 2f (ik, - uo)) dx - / 2g2(Bo - uo) dr. (3.5) 
n r2 
We will see in the last section, through a detailed analysis for a one-dimensional problem, that the 
a posteriori error estimate (3.5) provides an efficient, good error bound. 
4. Finite-element solutions, discrete a posteriori error estimate 
For simplicity, we will describe the results for triangular linear elements for an obstacle problem 
on a polygonal domain 0. The generalization of the results for higher-order elements, rectangular 
elements and higher-dimensional problems on general domains is straightforward. In particular, our 
discrete a posteriori error estimates hold independently of concrete structures of finite-element spaces. 
Thus, we triangulate fi into finite-number triangles satisfying the standard condition that two 
distinct triangles from the triangulation either are disjoint, or have a common vertex or a common 
edge. We further assume that the intersection points of r, and T2 are vertices of the triangulation. 
Let h be the maximum length of the triangle edges. We denote (assuming the pointwise values of gl 
and $ exist) 
& = {P E n ) P is a vertex of some triangle}, 
r,,h = {P E T, ) P is a vertex of some triangle}, 
v, = {Uh E H’( 0) I uh is hXr OrI each triangle; u,,(P) = gl (P), /f’P E rl,h}r 
uh = {uh E vh 1 uh(p) > @,(p>,v’p E sh}. 
Then the finite-element solution of the obstacle problem (2.2) is uh E uh such that 
E(uh) = inf E(uh), 
L’/l Eu,, 
which is equivalent to the constrained quadratic programming problem (cf. [7]) 
(4.1) 
(4.2) 
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where A = (aij) E RNxN is symmetric, positive definite, u = ( u1 , . . . , u~)~, N is the dimension of the 
finite-element set Uh, and C is the constraint set 
with {tii, 1 < i < N} the set of the values of $ on &. 
Convergence and error estimates of the finite-element approximation have been given by several 
authors, see, e.g., [ 61. 
An overrelaxation method with projection can be used to solve the constrained quadratic program- 
ming problem (4.2) (cf. [4,7] ) . The method is an iteration process, consisting of two parts. 
ZnitiaZization. u” E C. 
Iteration. For it 3 0, compute 
bi - 2 aijUr+’ - 2 aijU;>, 
j=l j=i+ I 
In the above algorithm, w is a relaxation parameter, 
Pi(X) = max{x, $i}* 
= P&l; + o(q+’ - Lq)). 
Pi is a projection operator defined through 
It is proved in [4] that if 0 < w < 2, then for any initial guess u” E C, the iteration method 
converges, lim,,, u” = U, with u being the unique solution of (4.2). 
Although theoretically the convergence of the method is guaranteed, as long as 0 < w < 2, in 
practice, the efficiency of the method depends on the initial guess and the choice of the relaxation 
parameter w. It is not our concern here to discuss the optimal or near-optimal choice of w. Rather, 
we will be interested in providing a good initial guess from the corresponding finite-element solution 
of a linearized problem. 
Our strategy is the following. First, we solve the finite-element system of the linear problem, and 
construct an approximation of the finite-element solution of the obstacle problem. Then, we employ a 
discrete a posteriori error estimate to bound the difference between the finite-element solution of the 
obstacle problem and the approximation solution. It may happen that for certain given data and certain 
prescribed error tolerance, the approximation solution can be taken as the finite-element solution of 
the obstacle problem. In this case we stop our computation and, obviously, much energy has been 
saved. Otherwise, the approximation solution is not accurate enough to be taken as the finite-element 
solution of the obstacle problem, we need to solve the finite-element system (4.1) (or equivalently, 
(4.2) ) . Let us use the overrelaxation method with projection stated above, and let us use the obtained 
approximation solution as the initial guess. There are two advantages associated with this initial 
guess. First, to a certain degree, the approximation solution is close to the finite-element solution of 
the obstacle problem. Thus, we will need only a few iterations to get an acceptable solution. Second, 
more important from the point of view of practical computations, we have a computable bound on the 
error u - u” (here, we use u to denote the solution of problem (4.2) ) . For the iteration error we have 
an estimate of the form ]]u - ~“11 < cP]]u - ~‘11, where the constants c > 0 and 0 < k < 1 can be 
computed from the problem setting or estimated from several iterates. Therefore, with the knowledge 
on the size of the initial error, it is easy to find the number of iterations needed for achieving required 
accuracy. We will leave the detailed discussion on this aspect and practical implementation of the 
method to a later paper. 
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As in the case for continuous problems, we introduce the finite-element solution of a linearized 
problem. We drop the constraint in the finite-element set U,,, and use V, to define a finite-element 
solution of the linearized problem, uO,h E V,, such that 
E(uo,~) = inf E(uh). (4.3) 
1’11 EK,
In practice, it is easier to solve (4.3) than (4.1). Especially when the given data are of certain special 
type, a fast solution method exists for solving (4.3). After we get the solution ZQ,, we define an 
approximation solution z& E U,, by 
fi0,htP) =max{u0,h(P),cCr(P)}, VP E &. (4.4) 
Using similar techniques as given in Sections 2 and 3, we can derive a discrete version of the results 
for the continuous problems. In particular, we have the following discrete version of Theorem 3.2. 
Theorem 4.1. Let uh and i& be dejined as above. We have the a posteriori error estimate 
IFwO,h - &A IIt’(n) G 
s 
n(Ivfio,/z12 - Ivuo,hl* - 2f(cO,h - Uo,h))dX - /- %z(fio,h - Uo,h) dr. 
r2 
(4.5) 
Now, a modified overrelaxation method with projection for solving the finite-element system (4.3) 
consists of three steps. In the first step, we solve the linear problem (4.3)) and define an approximation 
i&k through (4.4). In the second step, we apply the a posteriori estimate (4.5) to see how big the 
error IIV(fiO,h - ZQ,) lIL2(n) is. If the error bound is smaller than the error tolerance, we accept &,h as 
the finite-element solution of the obstacle problem, u h, and stop computation. Otherwise, we go to 
the next step. In the third step, we take zT& as the initial guess, and apply the overrelaxation method 
with projection to solve (4.1). Here, we also use the computed bound on IJV(z&,h - uh)I(~z(fj) to 
decide how many iterations we need to get an accurate solution uh. 
5. A one-dimensional problem 
Let us be interested in a one-dimensional obstacle problem. We take 0 = (0, 1), rl = r = dR, 
r2 = 0, # = 0, and the admissible set 
U = {Z,J E HA(o) I u 3 0 in (0,l)). 
Given f E L*( 0, 1)) the one-dimensional obstacle problem is to find u E U such that 
E(u) = inf E(u), 
r+u 
where the energy function 
E(u) = o’{~~~~(x),2 - f(x)u(x)}dx. 
s 
(5.1) 
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Equivalently, u E U is the unique solution of the variational inequality 
s 1 u’(u - u)‘dx 3 s 0’ f(u - u) dx, vu E U 0 
To make specific computations, we use the following form of the force function: 
f(x)+t-x, 
where the parameter 5 E [ 0, 51. 
(5.2) 
We first derive an analytic expression for the solution u of the obstacle problem (5.1) when f is 
given by (5.2). Formally, the solution u of the obstacle problem (5.1) solves the following boundary 
value problem: 
{ 
-u” >, f, 2.4 2 0, (-u”-_)u=O, in L?, 
(5.3) 
u = 0, on r, u=Oandu’=O, on P, 
where r* is the “interface” between the sets {x E 0 1 u(x) = 0) and {x E 0 1 u(x) > 0) [5]. By 
using (5.3)) we find the (unique) solution of the obstacle problem: 
{ 
ix’ - f(1 - &$)x2 + i(l - $)2x, xE [O,l-g1, 
u(x) = (5.4) 
0, XE [I +$,l]. 
As for the solution u. of the corresponding linear problem (3.1) for (5.1) , we have 
z&(x) = ix” - ;( 1 - i&x* + ;( 1 - 35)x. 
Hence, our linear approximation ii0 = max{uo, 0) to the solution u is 
(5.5) 
&l(x) = 
~x3-~(l-;5)x2+~(1-3~)x, XE [O,l-353, 
(5.6) 
0, XE [l-35,1]. 
From Theorem 3.2, we have the following a posteriori error estimate: 
s 01(fi;-u’)2dx<~1{fi~-u~-2(~-~-x)(&,-uo)}dx. (5.7) 
We note that the size of the parameter 5 determines the closeness of the linear problem to the 
obstacle problem. In particular, when 5 = 0, the two problems coincide, and the linearization causes 
no error. When 6 > 0 is close to 0, we expect the solution of the linear problem can be used as an 
approximation of the obstacle problem. The estimate (5.7) offers an upper bound for the error ii0 - u, 
employing the solution u. of the linear problem only. We will see how accurate our a posteriori error 
estimate (5.7) is, as compared to the true error. 
Since we have analytic expressions for u, ii0 and uo, we can compute both sides of the estimate 
(5.7) exactly. Thus, for the model one-dimensional obstacle problem (5.1) (with f given by (5.2)), 
we can compare our a posteriori error bound with the exact error. Now let us compute the exact error: 
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{+;~)2-~(l-3~)}2dx+ 1-3”2{;X2-;(+)X+;(l-$$)2j2dX 
s l-35 
The error upper bound from (5.7) is 
-2($-5-x)(&,-u,)}dx 
+2($-5-n>[iX3- i<l - +$)x2+ i(l - 3&]}dx 
= is’ - is” + $6”. 
We observe that as 5 -+ 0+, the approximation error [[ii; - u’]]~z(~) + 0, and the ratio between our 
error bound for ]]fih - u’]]~z(~) and the exact error ]]iih - u’]]~z(~) tends to 
Thus, our a posteriori error estimate provides a quite accurate quantity for the exact error ]]fi~-~‘]]~~(~), 
when 5 is close to 0. 
Table 1 shows some numerical results. 
Although the above example is for the effectiveness of our a posteriori error estimates for continuous 
problems, it also indicates the effectiveness of the a posteriori error estimates for finite-element 
solutions, for the discrete solutions will be sufficiently close to the continuous solutions when the 
finite-element mesh is sufficiently refined. 
Table 1 
0.02 1.448 
0.04 1.487 
0.06 1.532 
0.08 1.583 
0.10 1.644 
0.12 1.715 
0.14 1.800 
0.16 1.902 
0.18 2.026 
0.20 2.180 
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