We have studied the spin dynamics of confined electrons in an ultrathin CdTe/ZnTe quantum well and self-assembled quantum dots by time-resolved Kerr-rotation technique. The dependence of the spin-precession frequency on the magnetic field direction shows the anisotropy of the g-factor tensor, which is the opposite of the usual quantum wells with moderate widths. The geometrical anisotropy of the confinement also affects the initial orientation of the electron spins created optically, as revealed clearly with the use of oblique-incidence pump pulses.
I. INTRODUCTION
The spin physics of conduction electrons in semiconductors has received much interest especially in the lowdimensional structures such as quantum wells ͑QWs͒ and quantum dots ͑QDs͒.
1 Some notable uniqueness of these structures comes from the finite momentum ͑p 0͒ in the lowest-energy band states. In zinc-blende semiconductors, it leads to the splitting of the valence-band states with the total angular momentum J =3/ 2 between the heavy-and lighthole states. Heavy holes have projections of the angular momentum J equal to J z = Ϯ 3 / 2 while for light holes, they are J z = Ϯ 1 / 2. Here the quantization axis z is along the hole momentum p, i.e., the direction of the confinement. Thus the geometrical anisotropy of the confinement structures affects the properties of these valence-band states, and make them essentially different from the corresponding atomic states with J =3/ 2. In thin QWs and in self-assembled QDs with small height-to-base ratio, the axis z is along the crystalgrowth axis.
The anisotropy introduced to the valence-band states in this manner, in turn, influences on the properties of the conduction-band electrons. Here we note two effects on the electron spin ͑S =1/ 2͒. One is the anisotropy of the electron g factor. In thin QWs and QDs, the g factor becomes anisotropic, and the component g ʈ = g zz parallel to the growth axis is generally different from the perpendicular ones g Ќ = g xx = g yy . The first theory on this issue was given by Ivchenko and Kiselev. 2 They presented a simple model allowing for the k · p mixing of the ⌫ 8 and ⌫ 7 states in the top valence bands into the ⌫ 6 state in the conduction band, and obtained a plain relationship between the g-factor anisotropy ⌬g = g Ќ − g ʈ and the valence-band energy splitting. The idea is supported by some experiments which have been performed, for example, on GaAs/ Al x Ga 1−x As ͑Refs. 3-5͒ and CdTe/ Cd 1−x Mg x Te ͑Ref. 6͒ QWs.
The other effect on the electron spin is relevant to the optical connection between the conduction-and valenceband states, which governs the spin orientation of electrons created by circularly polarized light. 7 If the system is isotropic, and there is no preferred axis for the projection of J of the holes, the electron-spin orientation is 50%, and it is always along the direction of the excitation light. When the valence-band states are split with anisotropy, however, the situation is different. 8 The spin orientation becomes a function of both the directions of the excitation light and the uniaxial anisotropy of the system. The respective roles of these directions will be made clear especially when they are not parallel.
In this paper, we report a comprehensive experimental study of the above-mentioned anisotropic spin dynamics of the confined electrons in an ultrathin CdTe/ZnTe QW and self-assembled QDs by time-resolved Kerr-rotation ͑TRKR͒ measurements. It reveals the anisotropy of the electron g factor, which is discussed by comparison with a model calculation. This suggests an intrinsic feature to the ultrathin structures. The role of their geometrical anisotropy in the optical spin orientation is also studied with the use of oblique-incidence excitation pulses.
II. EXPERIMENT
In this study, we have used two samples of CdTe/ZnTe quantum structures grown by molecular-beam epitaxy. The detail of the fabrication procedure is described elsewhere. 9 In both the samples, the growth of CdTe layers was performed by an alternate deposition of Cd and Te fluxes on ZnTe ͑100͒ surfaces. Under some appropriate conditions, 1/2 monolayer ͑ML͒ of CdTe is grown at each cycle of the alternate deposition in an autoregulated manner. In one sample, thus a 2-ML-thick CdTe layer was grown, and it was capped by a ZnTe layer with a thickness of 30 nm. As this structure can be regarded as a CdTe/ZnTe single QW with a well width of 2 ML, we will denote the sample by QW hereafter. In the other sample, a CdTe layer with a nominal thickness of 3.5 ML was grown by seven cycles of the above alternate deposition, and capped by ZnTe in the same way. As this amount of CdTe led to the growth of self-assembled QDs in the Stranski-Krastanow mode, we address the sample as QD below. Although the observation of the uncapped surface by an atomic force microscope showed that the typical size of the QDs was 20 nm in diameter and 2.7 nm in height, we guess the effective sizes of the carrier confinement were somewhat reduced by the ZnTe capping probably due to interdiffusion. This is suggested by the photoluminescence ͑PL͒ peak energy which is considerably higher than expected from the above dot size. 9 The areal density of the QDs was estimated to be 8 ϫ 10 10 cm −2 . The spin dynamics is optically observed by the TRKR measurements. For the degenerate pump-probe experiment, an optical parametric oscillator pumped by a femtosecond mode-locked Ti:sapphire laser is used as a light source. It generates optical pulses with a duration of about 200 fs at a repetition rate of 76 MHz. The central wavelength can be tuned from 525 to 665 nm ͑photon energy E from 1.86 to 2.36 eV͒. This range covers the PL bands of the above two quantum structures ͑Fig. 1͒. The typical spectral width of the laser light is ⌬E = 13 meV. The laser output is separated into two beams, and one of them is used as a circularly polarized pump pulse which injects spin-polarized electron-hole pairs into the samples. The other is used as a probe pulse, which is spectrally filtered down to ⌬E = 5 meV. This is modulated between left and right circular polarizations at a frequency of f = 41.9 kHz by a photoelastic modulator, and applied on the sample after a time delay. Then the reflected probe beam is directed to a Wollaston prism, and the two outputs of perpendicularly linear polarizations are detected by a balanced photoreceiver. In this setup, the polarization rotation ⌰ K of the reflected probe is measured by the amplitude of the 2f͑=83.8 kHz͒ component of the photoreceiver output ideally with no constant background. 10, 11 We have observed differential signal ⌬⌰ K by modulating the pump intensity with an optical chopper at 210 Hz frequency. The overall time resolution of the system is about 0.4 ps.
In the measurements, the samples are mounted in a magneto-optical cryostat, containing a split-coil superconducting magnet for fields up to 10 T. The field direction relative to the sample growth axis z is either = 90°͑Voigt geometry͒ or 45°. In the latter case, a small steering mirror is placed inside the cryostat just in front of the sample. 4 The probe beam is always incident normal to the sample surface, i.e., parallel to the z axis. This is also the case with the pump beam for the data presented in Secs. III A and III B. In Sec. III C, however, the oblique-incidence pump beam is used. The experimental geometry in this case will be explained in detail in that section. The average powers of the pump and probe beams are always 7 and 1 mW, and the typical spot diameters on the samples are 300 m and 200 m, respectively.
The PL spectra of the samples presented in this paper are obtained with an argon-ion laser ͑488.0 nm line, 2.54 eV͒ for excitation, and with a single-grating monochromator equipped with a liquid-nitrogen-cooled charge-coupled device for detection.
III. RESULTS AND DISCUSSION
A. Thermal escape of holes and electron-spin precession Figure 2 shows the time evolution of the Kerr rotation ⌬⌰ K ͑t͒ of the QD sample observed at the temperatures indicated in each panel. The magnetic field B = 8.5 T is applied perpendicular to the z axis ͑ = 90°͒. The photon energy of the pump and probe is 2.20 eV, which is at the high-energy side of the PL band ͑indicated by an arrow in Fig. 1͒ . This is resonant to the heavy-hole exciton transition in the QDs, as will be verified in Sec. III C. At low temperatures below 100 K, the main feature is simple decay within 20 ps. Although we can see weak long-lasting oscillation at the lowest temperature ͑T =7 K͒, the main decay component does not show the damped oscillation expected from the electron-spin precession below 100 K. We suppose the weak oscillation is related to some kind of residual electrons which obtain spin coherence during the excitation. 12 The lack of the oscillation associated with the main decay component is due to the coexistence of an electron and a heavy hole which are photocreated in a QD. In thin structures such as self-assembled QDs with small height-to-base ratio, heavy holes ͑J z = Ϯ 3 / 2͒ generally have negligibly small g-factor component perpendicular to the z axis due to the split-off from light holes. 13 Thus the heavy-hole spin can be assumed to be always along the z axis, and it influences on the coexisting electron spin ͑S z = Ϯ 1 / 2͒ through the exchange interaction. In this situation, the quantum beat occurs between the radiative doublet ͉S z + J z ͘ = ͉Ϯ1͘ and the nonradiative one ͉Ϯ2͘ in the simplest picture. The beat amplitude depends on the field by the factor ͑ / ⍀͒ 2 , where ប = g Ќ B B is the electron Zeeman splitting ͑ B is the Bohr magneton͒, and ប⍀ = ͱ ͑ប͒ 2 + ␦ 2 . 14, 15 Here ␦ is the isotropic electron-hole exchange energy. Therefore, when the exchange energy is much larger than the electron Zeeman splitting ͑ Ӷ⍀͒, the quantum beat vanishes. It explains the lack of the oscillation below T = 100 K.
As the temperature rises, the decay becomes faster and a different situation appears around 100 K: the negative overshoot denoted by arrows in Fig. 2 . It evolves into the damped oscillation with large amplitude which we can see above 140 K. This emergence of the damped oscillation is not a result of mere spectral redshift with temperature elevation. As the redshift of the PL peak reaches 0.04 eV around 200 K, we checked the ⌬⌰ K ͑t͒ at the photon energy E = 2.24 eV at T = 7 K. But no oscillation was observed ͑Fig. 2͒. The appearance of the oscillation at the high temperatures indicates the onset of the electron-spin precession, which, in turn, suggests the absence of holes from the QDs. Due to the very small valence-band offset of the common anion heterostructure, the thermal escape of holes from CdTe/ZnTe quantum structures occurs very easily in comparison with electrons. Indeed, it is known as the main mechanism of the thermal quenching of the excitonic PL in CdTe/ZnTe QDs and QWs. 16, 17 In our QD sample, the PL intensity begins to decrease around 50 K, and it is less than the maximum by almost 2 orders of magnitude at T = 100 K. 9 The temperature characteristic of the PL is consistent with the critical temperature of the onset of the electron-spin precession shown in Fig. 2 . Above 100 K, we can express the initial part of ⌬⌰ K ͑t͒ by the following equation:
The first term corresponds to the electron-spin precession,
The second term represents the relaxation of the excitonic spin polarization,
which will remain in part at any temperature, due to the inhomogeneity of the system. Assuming the initial phase ␣ in Eq. ͑2͒ to be zero, we obtained the fitting shown as thick lines at T = 140 and 160 K in Fig. 2 . It gives the oscillation frequency shown in each panel with uncertainty of about Ϯ1%. Figure 3 shows ⌬⌰ K ͑t͒ of the QW sample observed at several temperatures indicated in each panel ͑B =4 T, = 90°͒. The photon energy 2.27 eV is in the high-energy side of the PL band ͑indicated by an arrow in Fig. 1͒ , and this is resonant to the heavy-hole exciton transition of the QW, as will be mentioned in Sec. III C. The data shows very similar behavior to that of the QD. The main feature at low temperatures is the decay within 20 ps and the weak long-lasting oscillation. 12 The negative overshoot denoted by arrows in the figure appears around T = 50 K, above which the initial part of ⌬⌰ K ͑t͒ can be approximated by Eq. ͑1͒ including the exponentially decaying oscillation ⌬⌰ el ͑t͒. The fitting is shown as thick lines at 80 and 120 K in Fig. 3 . These features common to those of the QD are explained in the same way as in the preceding paragraph.
From these observations, we can estimate the lower and upper limits of the isotropic electron-hole exchange energy ␦. In the QD, for example, ␦ should be larger than the electron Zeeman splitting at B = 8.5 T, ប = g Ќ B B Ӎ 160 eV, to suppress the appearance of the quantum beat. It gives the lower limit of ␦. Meanwhile, as the electron and hole are separated thermally above T = 100 K, the magnetic correlation ␦ should be smaller than the thermal energy k B T = 8.6 meV at this critical temperature. It is the upper limit of ␦. In the QW, a similar range 0.083Ӷ ␦ Ͻ 4.3 meV is obtained by locating the critical temperature at T =50 K in Fig. 3 ͑B =4 T͒. In the above estimation, we used the perpendicular g factors g Ќ which will be described in Sec. III B.
At present, the mechanism of the fast exciton spin relaxation ͑less than 20 ps in both the QD and the QW at T =7 K͒ is not clear. It may be dominated by the hole-spin depolarization. It is also possible that the inhomogeneity of the isotropic exchange ␦, on which the exciton beat frequency depends, affects the exciton signal decay. What we can state safely is that the signal lifetime is not limited by the recombination of excitons because the exciton PL lifetime exceeds 100 ps at temperatures lower than 50 K. 9 The observation of the quantum beat between the bright exciton states ͉Ϯ1͘ becomes difficult when the exciton signal decays so fast because their splitting by anisotropic exchange interaction is usually very small. 23 As the temperature rises and comes close to 200 K, the absolute signal intensity of ⌬⌰ K ͑t͒ decreases, and the signal- to-noise ratio falls in both the QD and the QW samples. Consequently, the appropriate temperature range to observe the electron-spin precession independent of holes is narrow. We consider it is 130-170 K for the QD and 80-120 K for the QW sample. Within these ranges, the oscillation frequency scarcely depends on temperature. The values of obtained by the fitting are shown in Figs. 2 and 3 in rectangles. In the following sections, we focus on the electronspin dynamics within the above temperature ranges. Figure 4 shows the magnetic field dependence of ⌬⌰ K ͑t͒ of the QD sample ͑ =90°, T = 160 K͒. The first oscillation bottom indicated by arrows shifts to earlier times with increasing field, which means larger frequency of the electronspin precession. The frequency is obtained by fitting the data with Eq. ͑1͒ ͑thick lines in Fig. 4͒ , and it is plotted in Fig. 5͑a͒ ͑filled circles͒ as a function of the field B. It shows linear dependence, h = g Ќ B B, shown as a solid line in the figure. From the gradient, we obtain the transverse g factor g Ќ = g͑ = 90°͒ = −0.323. The negative sign is revealed from the experiments under oblique-incidence optical pumping, which will be described afterward in Sec. III C. The precision of the g factor thus obtained is comparable or better than Ϯ1%. 19 To know the component g ʈ = g zz along the growth axis z, we have investigated the magnetic field dependence of ⌬⌰ K ͑t͒ at the field direction = 45°, as shown in Fig. 6 . The thick lines in the figure are the fitting by Eq. ͑1͒. The electron part ⌬⌰ el ͑t͒ is, however, replaced by
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B. Electron g-factor anisotropy
because the precession axis is now inclined from the z axis by 45°. Then the obtained frequency is plotted in Fig. 5͑a͒ as open squares. It is evident that they are lower than the frequencies at = 90°, which manifests the anisotropy of the g factor. The broken line in the figure gives g͑ = 45°͒ϵg 45 = −0.277. From this, we obtain the value of the parallel component g ʈ = −0.222 by using the relation g ʈ 2 =2g 45 2 − g Ќ 2 .
3,4
Figures 7 and 8 show the magnetic field dependence of ⌬⌰ K ͑t͒ of the QW sample observed at the field directions = 90°and 45°, respectively. The same analysis gives the precession frequencies shown in Fig. 5͑b͒ for the QW. Similar to the result in the QD, the frequencies at = 45°are slightly lower than those at = 90°. The solid and broken lines gives the values of g Ќ = −0.359 and g 45 = −0.332, respectively. From these, we obtain the parallel component g ʈ = −0.303. The values of the g-factor components, for both the QD and the QW, are summarized in Table I .
The most important feature of the observed g factor is the fact that the parallel component is larger than the perpendicular one both in the QD and the QW ͑g ʈ Ͼ g Ќ ͒. This is the Fig. 4 . The thin and thick lines show the experimental data and the fitting by Eq. ͑1͒, respectively. The first oscillation peak denoted by arrows shifts to earlier times with increasing field. marked difference from GaAs/ Al x Ga 1−x As ͑Refs. 3-5͒ and CdTe/ Cd 1−x Mg x Te ͑Ref. 6͒ QWs where g ʈ was reported smaller than g Ќ . This is different also from the claim of the k · p theory assuming infinitely high barriers in which the difference of the confinement energy in the valence-band states, larger for light holes than for heavy holes, inevitably leads to g ʈ Ͻ g Ќ . 2 The experimental g factors in Table I are closer to the bulk value of ZnTe ͑g = −0.4͒ than that of CdTe ͑g = −1.6͒. 20 This suggests that the penetration of the electron wave function into the ZnTe barrier has to be appropriately considered in the quantitative analysis. Yugova et al. discussed g-factor components in GaAs/ Al x Ga 1−x As QWs by their three-band Kane model. 5 This model is based on the theory by Kiselev et al., 21 and is accounting for the k · p interaction between the lowest conduction band ⌫ 6 and the upper valence bands ⌫ 8 and ⌫ 7 . This can deal with the g-factor anisotropy in the wide range of the confinement energy, even when it is close to the finite barrier height. It is profitable to try the calculation of the g factors by this model for our case of CdTe/ZnTe ultrathin structures and compare them with the experimental values.
In the calculation, we assume the one-dimensional rectangular potential well, and neglect the effect of the lateral confinement. We adopt band parameters without the influence of strain for simplicity, 22 which are explained in Appendix. Figure 9͑a͒ shows the calculated result of the g-factor anisotropy ⌬g = g Ќ − g ʈ as a function of the potential-well width d. For d Ͼ 1 nm, ⌬g is positive and has the maximum around d = 3 nm. As d increases from there, ⌬g approaches asymptotically to zero, which is the bulk CdTe limit. In Fig. 9͑b͒ , the result of the same model for GaAs/ Al x Ga 1−x As QWs ͑x = 0.35͒ is shown for comparison, in which we can see similar behavior. As d decreases from 3 nm, ⌬g drops rapidly in both the two systems, and converges on zero at d =0 nm ͑the bulk ZnTe or Al x Ga 1−x As limit͒. The essential difference between the two systems appears at d Ͻ 1 nm. Although ⌬g in GaAs/ Al x Ga 1−x As QWs ͓Fig. 9͑b͔͒ is al- ways positive, there is a small negative region in CdTe/ZnTe QWs as indicated by an arrow in the inset of Fig. 9͑a͒ . The experimental results of the negative ⌬g͑g ʈ Ͼ g Ќ ͒ in Table I should be attributed to the appearance of this region. From the results of Fig. 9 , we suppose that the occurrence of the negative ⌬g requires two conditions that may be satisfied in our samples: ͑1͒ an appropriate combination of the well and barrier materials and ͑2͒ an ultrathin potential well, i.e., a large electron confinement energy.
The sign of ⌬g is uniquely determined by the numerical relativity of the following parameter D in the well and barrier materials,
where P cv is the interband momentum matrix element, m 0 is the free-electron mass in vacuum, E g is the band-gap energy, and ⌬ SO is the spin-orbit splitting in the valence band. V is the potential energy for the conduction-band electron. When the eigen energy of the confined electron E is given, the values of D for the well ͑D W ͒ and the barrier ͑D B ͒ can be obtained from Eq. ͑5͒. Then, if D W Ͼ D B ͑D W Ͻ D B ͒, ⌬g becomes negative ͑positive͒. From this relation, we can expect the g-factor anisotropy, and can control it by the selection of materials and by tuning the eigenenergy E of the confined state. We might be able to see the sign of ⌬g change to positive, if we could investigate wider QWs. It is, however, difficult to prepare wide CdTe/ZnTe QW samples due to their relatively large lattice mismatch ͑6.2%͒. ͓Please compare it with the values of GaAs/AlAs ͑0.1%͒ ͑Ref. 5͒ and CdTe/ MgTe ͑1.0%͒ ͑Ref. 6͒ heterostructures.͔ The deposition of 3.5 ML CdTe on ZnTe induces the formation of selfassembled QDs, whose dimensions are hard to control. 9 In addition, the height of the QDs seems to be reduced unintentionally during the process of ZnTe capping on the CdTe layer due to interdiffusion. Therefore, it is difficult to perform experiments on wider QWs which were possible in the GaAs/ Al x Ga 1−x As ͑Ref. 5͒ and CdTe/ Cd 1−x Mg x Te ͑Ref. 6͒ QWs. In these systems, positive ⌬g was certainly reported.
The calculation result in Fig. 9͑a͒ presents rather smaller absolute values of ⌬g ͑for example, ͉⌬g͉ = 0.0022 at d = 0.5 nm͒ than the experimentally observed ones shown in Table I . The calculation of ⌬g, however, depends a lot on the values of P cv . For Fig. 9͑a͒ , we used 2P cv 2 / m 0 = 22.7 eV for CdTe and 25 eV for ZnTe, which are given in a literature. 7 We have to adopt a bit larger values of 2P cv 2 / m 0 to explain the experimental large ͉⌬g͉ by the model. We tried to find them, and the best choice is shown in Table I . When the values of 2P cv 2 / m 0 are larger than the literature ones by factors from 1.6 to 1.8, the calculation gives g ʈ cal and g Ќ cal for parallel and perpendicular g-factor components, respectively, shown in Table I . They agree fairly well with the experimental values. In this calculation, we used the potential-well width d ͑the effective length of carrier confinement along the z axis͒ determined so as to give the lowest optical transition energies E PL cal close to the experimental PL peaks E PL for the respective samples ͑Table I͒. The small widths d might arise from the interdiffusion during the ZnTe capping.
The discrepancy of 2P cv 2 / m 0 between the values in Table I and in the literature may indicate the limit of availability of the model to the ultrathin structures. As this model is developed originally for GaAs/ Al x Ga 1−x As QWs with widths larger than 4 nm, there are some difficulties to apply it directly to our thin structures below 1 nm. We think the following two problems can be pointed out. First, the model does not take account of the strain effects for simplicity. The strain should be present in our thin systems, and may be important for electron g factors because it affects the energy splitting of the valence-band states. Second, in the model, the electronic state is represented by the usual Bloch functions with periodic parts kept unchanged from the ones in bulk materials. This may not be appropriate for our thin systems. As P cv depends on the periodic part, it may be effectively different in the ultrathin structures from the bulk value. We allowed the QD and the QW to have slightly different values of 2P cv 2 / m 0 in CdTe as shown in Table I . At present, we know no alternative model more satisfying. Despite the above problems, the current model is rather simple and can reproduce the feature of experimental results qualitatively. The problems, especially in the quantitative analysis, will be solved by more sophisticated theory and are left for the future.
C. Spin orientation under oblique-incidence optical pumping
In Sec. III B, we discussed the g-factor components accepting that they have negative signs. We describe here the experimental determination of the sign by the TRKR measurement. One of the standard methods to determine the sign is based on the interaction between the electron and polarized nuclear spins, which uses the known sign of the hyperfine coupling constant as a clue. 4, 23 It is, however, difficult to apply the method to our samples because we could not observe any signatures of the nuclear-spin polarization in the electron-spin dynamics, even in the oblique magnetic field ͑ = 45°͒, although our measurement has been done without the temporal modulation of the pump circular polarization. This might be attributed to the rather fast electron-spin relaxation in our samples. Another method for the determination of the g-factor sign is to discern the direction of the electron-spin precession around the magnetic field. This can be done by making a finite angle between the initial orientation of the photocreated electron spin and the spinobservation axis in the plane perpendicular to the magnetic field. The basis of this method was developed in the PL spectroscopy. 24, 25 Here we apply it to the TRKR measurements. Figure 10͑a͒ shows the configuration of the sample, magnetic field direction, and light beams in our experiment. The magnetic field is perpendicular to the z axis ͑ = 90°͒, and both the pump and probe beams lie in the plane normal to the field. But the incidence angle of the pump beam is 0 = 45°, which is the only point different from the measurements mentioned so far. This will generally lead to the deflection of the initial spin orientation from the z axis toward the pump beam axis as depicted in the figure. Then the expectation value of the electron spin ͗S͘ begins to precess around the field following the equation
where ⍀ = gB / ប is the Larmor frequency. Thus the direction of the precession depends on the sign of the g factor as expressed in Fig. 10͑a͒ . The probe beam remains parallel to the z axis. Therefore it is still the spin observation axis. In this configuration, the time evolution of the TRKR signal ⌬⌰ K ͑t͒ ϰ ͗S z ͘ will depend on the g-factor sign. The solid and broken curves in Fig. 10͑b͒ present the expected TRKR signals in cases of negative and positive g factors, respectively. There appears a phase difference between the two curves if the initial spin orientation is tilted from the z axis.
In the practical experiment, we have compared ⌬⌰ K ͑t͒ at two opposite magnetic field directions. If the g factor is positive, ⌬⌰ K ͑t͒ will be observed as the solid curve in Fig. 10͑b͒ when the magnetic field is inverted from that shown in Fig.  10͑a͒ . Then the phase shift of the oscillation indicated as the arrow A in Fig. 10͑b͒ will arise along with the field inversion. If the g factor is negative, the phase shift will be opposite ͑the arrow B͒. Therefore we can determine the g-factor sign by observing the phase-shift direction when the field is inverted. Figure 11 shows the experimental results in the QD sample. The respective panels from ͑a͒ to ͑e͒ include two experimental data of ⌬⌰ K ͑t͒ at B = +8.5 T ͑thin solid lines͒ and −8.5 T ͑thin broken lines͒, which are taken at the different photon energies E from 2.18 to 2.26 eV ͑T = 140 K , 0 = 45°͒. We define the positive magnetic field as having the direction shown in Fig. 10͑a͒ . The two data are fitted by Eq. ͑1͒, and the initial phases ␣ in Eq. ͑2͒ are determined. The thick curves with light tones in Fig. 11 are the fitting ones, which determine the initial phases ␣ + and ␣ − for B = +8.5 T and −8.5 T, respectively. At ͑a͒ E = 2.18 and ͑b͒ 2.20 eV, there is little difference between the two data at B = Ϯ 8.5 T. But a small phase difference appears at ͑c͒ 2.22 eV, where the broken line oscillates a little behind the solid one. This phase difference increases rapidly between 2.22 and ͑d͒ 2.24 eV. The observed large difference at 2.24 eV does not appear when the pump incidence is normal to the sample surface ͑ 0 =0°͒ as shown in Fig. 11͑f͒. In Fig. 12͑a͒ , the phase shift defined as = ͑␣ + − ␣ − ͒ / 2 is plotted as a function of the photon energy E. The value corresponds to the deflection angle of the initial spin orientation from the z axis. It reaches = 27.5°at E = 2.26 eV. All the data in Figs. 11͑c͒-11͑e͒ exhibit the phase delay along with the magnetic field inversion from positive to negative which can be represented as the arrow B in Fig. 10͑b͒ . This indicates that the perpendicular g-factor component ͓g Ќ = g͑ = 90°͔͒ is negative. As the difference between g Ќ and g 45 = g͑ = 45°͒ is not very large ͑Fig. 5͒, we assumed the parallel component g ʈ also to be negative. Figure 13 shows the experimental results in the QW sample at four photon energies from 2.27 to 2.31 eV ͑T = 100 K , 0 = 45°͒. The two data of ⌬⌰ K ͑t͒ in each panel are obtained at the field B =+6 T ͑thin solid lines͒ and −6 T ͑thin broken lines͒. They are fitted by Eq. ͑1͒ ͑thick curves with light tones͒. The observed behavior is very similar to that of the QD sample. The phase difference between the two data of ⌬⌰ K ͑t͒ is small at ͑a͒ E = 2.27 and ͑b͒ 2.28 eV but it can be recognized that the broken line oscillates a little behind the solid one, just as in the QD sample. This confirms the negative g factor. The phase shift increases sharply between 2.28 and ͑c͒ 2.29 eV. The obtained from the fitting is plotted against the photon energy in Fig. 12͑b͒ . In both the QD and the QW, there is some critical energy E c for the appearance of the large phase shift, i.e., the occurrence of the initial spin orientation tilted from the z axis. It is between 2.22 and 2.24 eV for the QD, and between 2.28 and 2.29 eV for the QW. In Fig. 12 , PL spectra of the samples are also presented as broken lines to make clear the relative location of E c . It should be noted that the spectra are obtained at the same temperatures as those in the TRKR measurements ͑Figs. 11 and 13͒ for the respective samples. The PL intensities are smaller than those at T =7 K ͑Fig. 1͒ by about 2 orders of magnitude. The critical energy E c is about 70 meV higher than the PL peak in the QD and about 50 meV higher in the QW. The existence of E c is attributed to the energy splitting of the heavy-and light-hole states in these quantum structures.
Here we consider the situation represented by Fig. 10͑c͒ . The pump beam propagates along the direction of the unit vector n in the sample crystal, which is tilted from the z axis by an angle 1 . For this general case of an arbitrary pump direction, the respective mean spins of electrons excited from J z = Ϯ 3 / 2 states ͑heavy holes͒, S H , and from J z = Ϯ 1 / 2 states ͑light holes͒, S L , were calculated by D'yakonov and Perel',
where is the unit vector along the z axis ͓Fig. 10͑c͔͒. They assumed the dipole transition in a circularly polarized light field. The vectors S H and S L are depicted in the figure. Although S L is deflected away from the z axis by an angle, approximately 2 1 , S H is stuck to the z axis. This difference between the two initial states of the optical transition ͑heavy and light holes͒ is important to understand the experimental data in Figs. 11-13 . The inflexibility of the direction of S H is related to the fact that the expectation values of the perpendicular components ͗J x ͘ and ͗J y ͘ are always zero in any states consisting of ͉J z = Ϯ 3 / 2͘, which is not the case for
In the actual experiment, the angle 1 is rather small due to the refraction at the sample surface, although the pump incidence angle is large ͑ 0 = 45°͒. 1 is found to be about 13.6°from the refraction index of ZnTe ͑ϳ3͒ around the experimental photon energy. 26, 27 Then the product · n in Eqs. ͑7͒ and ͑8͒ can be regarded as 1 for approximation. From this, we can readily see that the mean spin ͗S͘ would be parallel to the pump beam axis n, if the probability ratio between the two optical transitions from heavy-and lighthole states were 3 to 1, as in the bulk materials. This would lead to the phase shift equal to 1 ϳ 13.6°. In our QD and QW samples, however, varies with the laser photon energy E from nearly zero to the values much larger than 1 , as seen in Fig. 12 . The mean spin ͗S͘ is not necessarily parallel to the excitation light beam.
The dependence of on E comes from the energy splitting of the heavy-and light-hole states. In both the samples, the observed is very small at low photon energies around the PL band ͑Fig. 12͒, where the pump is resonant to the transition from heavy-hole states. Then the deflection of ͗S͘ from the z axis vanishes as expected from Eq. ͑7͒. As the photon energy rises, the contribution of the transition from light-hole states increases. This is reflected in the rise of . Above the critical energy E c , the values of are significantly larger than 1 ϳ 13.6°, which indicates the dominance of the light-hole transition. The slower rise of in the QD ͓Fig. 12͑a͔͒ than in the QW ͓Fig. 12͑b͔͒ is attributed to the larger inhomogeneous broadening of the transition energy in the ensemble QDs which is suggested by the width of the PL band. ͓Note that the horizontal scale in Fig. 12͑a͒ is larger than that in Fig. 12͑b͒ .͔ In both Figs. 11 and 13, we notice that the inversion of the signal oscillation from cosine to minus cosine occurs just at the critical energy E c . As the pump and probe energies are degenerate in our experiment, it is probably due to the change in the probe resonance to the light-hole transition.
The result in Fig. 12 is intriguing because it indicates that we can obtain unprecedented flexibility of the orientation of the initialized electron spins by using the light-hole transition and by tuning the pump incidence angle.
IV. SUMMARY
We have studied the spin dynamics of photocreated electrons confined in an ultrathin CdTe/ZnTe quantum well and self-assembled quantum dots by time-resolved Kerr-rotation technique. The spin-precession frequency depends on the magnetic field direction, which shows the anisotropy of the g-factor tensor, ⌬g = g Ќ − g ʈ 0, arisen from the geometry of the carrier confinement. The observed anisotropy ⌬g Ͻ 0 is the opposite of the usual quantum wells with moderate widths. It is discussed with a model calculation, and a guideline is provided to design systems with desired ⌬g. The geometrical anisotropy of the confinement also affects the initial orientation of the photoelectron spins, as revealed from the use of oblique-incidence optical pumping. The orientation is stuck to the z axis in the case of excitation from heavy-hole states. Directional flexibility can, however, be allowed to a large extent by using the excitation from lighthole states.
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APPENDIX: BAND PARAMETERS
Here we summarize the band parameters of CdTe and ZnTe which are used in the model calculation described in Sec. III B ͑Refs. 20 and 22͒. Table II presents Table I , we considered the thermal effect on the band structures because they are compared with the experimental g factors obtained at rather high temperatures ͑T = 160 K in the QD and 100 K in the QW͒. Then the temperature gradients −3.58ϫ 10 −4 and −4.49ϫ 10 −4 eV/ K are assumed for CdTe and ZnTe band gaps, respectively. The ratio of the offsets ⌬E C / ⌬E V is treated as independent of temperature. All the parameters used for the calculation of 
