This paper integrates a voice activity detection (VAD) function with end-to-end automatic speech recognition toward an online speech interface and transcribing very long audio recordings. We focus on connectionist temporal classification (CTC) and its extension of CTC/attention architectures. As opposed to an attention-based architecture, input-synchronous label prediction can be performed based on a greedy search with the CTC (pre-)softmax output. This prediction includes consecutive long blank labels, which can be regarded as a non-speech region. We use the labels as a cue for detecting speech segments with simple thresholding. The threshold value is directly related to the length of a non-speech region, which is more intuitive and easier to control than conventional VAD hyperparameters. Experimental results on unsegmented data show that the proposed method outperformed the baseline methods using the conventional energy-based and neural-network-based VAD methods and achieved an RTF less than 0.2. The proposed method is publicly available. 1
INTRODUCTION
End-to-end automatic speech recognition (E2E-ASR) has been investigated intensively. It is a direct mapping from a sequence of acoustic feature vectors into a sequence of graphemes, resulting in eliminating the need for building components requiring expert knowledge in conventional ASR systems, such as morphological analyzers and pronunciation dictionaries. There are two main types of network architectures for E2E-ASR: connectionist temporal classification (CTC) [1, 2] and attention mechanism [3, 4] . A joint framework of CTC-and attention-based architectures [5, 6] has been recently proposed to exploit the advantages of these two architectures and the effectiveness has been shown in various contexts [7] [8] [9] [10] [11] . Although the performance of E2E-ASR improves gradually, most of the approaches rely on the assumption that the input audio recording is appropriately segmented into short audio pieces. The assumption makes it difficult to use E2E-ASR systems for real-time speech recognition and transcribing unsegmented long audio archives.
There are several attempts to solve the problem. Modified attention-based methods [12] [13] [14] [15] [16] restrict the length of the attention window by assuming that the output label sequence is conditioned on a partially observed feature vector sequence rather than the entire feature vector sequence. Recurrent neural network transducer (RNN-T) [17] , which is an extended version of CTC, has also been applied to streaming ASR [18, 19] with uni-directional long 1 https://github.com/espnet/espnet short-term memory (LSTM) cells. Although their effectiveness has been shown, voice activity detection (VAD) [20, 21] , which detects the speech segment given an audio sequence, could help to improve the recognition accuracy by discarding input segments that do not contain speech and to reduce the computational cost for processing non-speech segments.
The simplest VAD scheme is energy-based: if the short-time energy in a frame of the input audio exceeds a pre-determined threshold, the frame is associated with a voice segment. Statistical model-based VAD scheme has also been proposed. In Sohn et al.'s study [22] , hidden Markov models (HMMs) are used to evaluate the likelihood of speech at every frame. A Gaussian mixture model (GMM) is used as a classifier that distinguishes voice categories from non-voice categories [23] . Deep neural network (DNN)-based VAD [24] [25] [26] outperformed conventional VAD schemes recently. VAD is less dependent on language and does not usually require expert knowledge. However, building an extra voice activity detector for ASR requires an additional effort. Furthermore, careful tuning hyperparameters for VAD such as the value of speech/non-speech threshold is often required to maintain a sufficient-level of detection accuracy. Integrating VAD with ASR in a unified E2E framework is a promising way to eliminate these problems. There have been some attempts to integrate VAD with conventional HMM-based ASR [27, 28] , but the extensions to E2E-ASR has not been fully investigated.
This paper attempts to integrate VAD with ASR in an E2E manner. The key idea behind the proposed method is using the CTC architecture. CTC can perform frame-by-frame label prediction with low computational cost by performing a greedy search. This input-synchronized label sequence, which cannot be easily obtained in the attention architecture, contains useful information for VAD. The proposed method uses the number of continuous blank labels as a threshold for detecting speech. Since CTC does not always activate on the actual timing of phoneme transition in speech [1] , two additional margins are introduced to avoid inappropriate segmentation caused by the behavior. Although the proposed method is based on heuristic thresholding, the threshold value is directly related to the length of a non-speech region. Therefore, it is quite intuitive and easy to control compared with hyperparameters in conventional VAD. Furthermore, the proposed method does not require training of an external voice activity detector, a complex training process to achieve a reasonable performance [29] , and high computational cost at inference thanks to the simple strategy. To support both offline and online speech recognition, we propose two types of inference algorithms using bi-directional and uni-directional architectures. Note that the proposed method can be integrated with the powerful attention-based encoder-decoder within the hybrid CTC/attention framework [5, 6] and we show the effectiveness of the proposed method based on the framework. E2E-ASR inference is generally defined as a problem to find the most probable grapheme sequenceĈ given the audio input X:
where X = (x1, . . . , xT ) is a T -length speech feature sequence and C = (c1, c2, . . .) is a sequence of grapheme symbols such as alphabetical letters and Kanji characters. To handle very long audio recordings, we assume thatĈ consists of the most probable partial grapheme sequences
given the non-overlapping partial audio subsequences
where N is the number of speech segments. The problem of VAD is how to segment X into X (1) , . . . , X (N ) . In this paper, the label sequence obtained by performing frameby-frame prediction based on a greedy search with the CTC softmax output is used as a cue to solve the problem. The CTC formulation is started from the posterior probability p (C | X) introduced in Eq. (1), which is factorized based on the conditional independence assumption as follows:
where Z is a K-length CTC state sequence composed of the original grapheme set and the additional blank label, Z(C) is a set of all possible sequences given the grapheme sequence C, and T = {r, 2r, 3r, . . .} is a set of subsampled time indices with the subsampling factor r (K × r T ). We focus on the frame-level posterior distribution p (zt | X) in Eq. (3) because it provides framesynchronous information obtained in the early stage of the inference process. With the greedy search algorithm, the following framesynchronous label output can be obtained without performing the time-consuming beam search algorithm:
This operation corresponds to simply taking the label with the highest probability in the categorical distribution of the CTC softmax output at each time step. 2 The predicted labelẑt is allowed to be the blank label that often represents non-speech segments in addition to the repetition of the grapheme symbol, i.e., the output label sequence of CTC is expected to contain helpful information for VAD. Figure 1 shows an overview of the proposed method. As shown in the figure, if the number of consecutive blank labels exceeds a pre-determined threshold V (which is referred as to minimum blank duration threshold) given a sequence ofẑt, the input audio is segmented based on the position of non-blank labels: where t (i) s denotes an index corresponding to the first non-blank label after the i − 1 th segment, and t (i) e denotes an index corresponding to the last non-blank label before consecutive blank labels. Since there is no guarantee that the positions of non-blank labels t (i) s and t (i) e correspond to the actual beginning/end of phonemes due to the properties of CTC, we introduce two margins as
where ms and me are referred to as onset margin and offset margin, respectively, and r is the subsampling factor as described before.
Offline and online inference
Bi-directional LSTM cells rather than uni-directional ones are typically used in the CTC encoder. The inference algorithm of the proposed method using the bi-directional encoder consists of two stages: in the first stage, a mixed blank and non-blank label sequence is obtained by the greedy search given the entire audio input sequence, and in the second stage, a final label sequence is obtained by feeding the partial audio input sequences extracted by using the mixed label sequence. This inference algorithm is suitable for offline recognition, e.g., transcribing long audio recordings, because of the inevitable delay caused by the two-path decoding. On the other hand, online decoding can be performed by using the uni-directional encoder because there is no need to recompute the encoder states, which differs from the first algorithm. The algorithmic delay mainly depends on the length of the offset margin. This seems to be reasonable for practical use.
Although the proposed method depends on CTC, it can be combined with the attention decoder within the hybrid CTC/attention framework [5] . In this framework, the encoders for both CTC and attention models are shared and trained based on their two objective functions. The decoders for both CTC and attention models can be used for decoding simultaneously, resulting in better recognition performance.
EXPERIMENTS
Two datasets were used to investigate the effectiveness of the proposed method. Note that the datasets consist of spontaneous talks that sometimes exceed 20 minutes in length. Audio segmentation is an essential technique for saving computational resources and complexity. ESPnet [30] was used as an E2E-ASR toolkit through the experiments. The following four methods were compared:
• Oracle: The audio input of the E2E model was segmented according to the time information provided by the datasets. • Base1: The audio input of the E2E model was automatically segmented by the simple energy-based VAD algorithm, which is implemented on the Kaldi toolkit. 3 The hyperparameters of the algorithm such as the energy threshold were tuned by a grid search. • Base2: The audio input of the E2E model was automatically segmented by data-driven neural-network-based VAD. We built a robust voice activity detector across different corpora trained by large amounts of speech segments with noisy reverberant data augmentation. The network consisted of five time-delay neural network layers and two statistics pooling layers. The number of hidden units per layer was 256. The input of the network was 40-dimensional MFCC with around 800 ms of the left context and 200 ms of the right context. Simple Viterbi decoding on an HMM is used to obtain speech activity. • Prop: The audio input of the E2E model was automatically segmented based on the proposed method described in the previous section.
The E2E model was mainly based on the hybrid CTC/attention architecture and trained on the segmented data provided by the datasets.
Japanese dataset
The CSJ corpus [31] was used for our first evaluation. It contains about 650 hours of spontaneous Japanese speech data. The evaluation data is composed of three sets: eval1, eval2, and eval3. The training hyperparameters were set to the default values of the training recipe provided by ESPnet except that the mini-batch size and the number of units were half the default value. Assuming offline recognition, the network structure consisted of a 4-layer bi-directional LSTM encoder and a 1-layer LSTM decoder. The subsampling factor r introduced in Section 2.1 was set to four. The input feature was composed of 80-dimensional mel-scale filter-bank features and 3-dimensional pitch features, which were calculated every 10 ms. The output of the E2E model included Japanese Kanji and Hiragana characters. To avoid obtaining very short recognition results against input audio length due to the attention decoder predicting the early appearance of the end-of-sentence symbol, the recognition candidates satisfying the following equation were rejected:
Length of output label sequence Length of subsampled encoded sequence ≤ α,
where α was set to 0.1 in the experiments. This scheme was very important to avoid the effect of the unintended behavior of the attention mechanism. Character error rate (CER) was used as the evaluation metric because CER is widely used for the Japanese ASR evaluation due to its ambiguous word boundary. 9.9 6.7 6.7 7.8
Decoding hyperparameters
The initial experiment only used the CTC decoding instead of the joint CTC/attention decoding. We first investigated the effect of the value of the onset margin ms, as introduced in Section 2.1. It was varied from 0 to 3 while minimum blank duration threshold V = 16 and offset margin me = 2. Table 1 summarizes the CERs obtained in the experiment. It can be said from the table that the onset margin is important to achieve correct recognition results. The value of me was also varied from 0 to 3 while V = 16 and ms = 2. The result is shown in Table 2 . The performance difference between with and without the offset margin, me > 0 and me = 0, was significantly large. These two margins seem to buffer the time-lag of the CTC softmax output.
To investigate the sensitivity to the change of the minimum blank duration threshold, the value of V was varied with the fixed onset and offset margins (ms = 2 and me = 2). Table 3 shows the results against all the test sets. From the table, a low CER can be obtained by selecting a large threshold value, as expected. However, reasonable recognition performance could be achieved by a medium threshold value, e.g., V = 16. This means that 640 (= 16 × 4 × 10) ms was used as a threshold value. The duration seems to be reasonable for detecting short pause, indicating that the proposed method can intuitively tune VAD parameters in contrast to the conventional VAD methods requiring non-intuitive parameters such as an energy threshold.
Performance comparison
In the next experiment, we compared the baseline methods with the proposed one whose hyperparameters were set to V = 16, ms = 2, and me = 3. Table 4 shows the results of the experiments using not only the CTC decoder but also the attention decoder and the joint CTC/attention decoder. Base2 obtained a lower CER than Base1. This indicates the effectiveness of the data-driven VAD method. Prop achieved further improvement over Base2. CTC is a mapping from acoustic features to characters whereas the standard data-driven VAD is a mapping from acoustic features to a simple binary symbol indicating speech or non-speech. The performance gain may be because the proposed method was able to detect speech considering linguistic information provided by CTC. Prop obtained the best CER regardless of the decoder type. In the following experiments, the joint decoding using the CTC prefix score was used.
English dataset
The TED-LIUMv2 corpus [32] , which is a set of English TED talks with transcriptions, was used for our second evaluation. It contains about 200 hours of speech data. The training hyperparameters were set to the default values of the training recipe provided by ESPnet. Two types of the network structure were investigated: 6-layer bidirectional LSTM encoder with 1-layer LSTM decoder, and 6-layer uni-directional LSTM encoder with 2-layer LSTM decoder. The output of the E2E model was subword units encoded by byte-pair encoding (BPE) instead of alphabetical letters. A 4-layer LSTM-based language model was trained using the same corpus and was used at the decoding stage. Word error rate (WER) as well as CER were used as the evaluation metric.
Decoding hyperparameters
In the first experiment, the effects of the onset and offset margins were investigated. The minimum blank duration threshold was fixed as V = 16, which comes from the result of the previous evaluation. Tables 5 and 6 show the experimental results of the bi-directional and uni-directional cases, respectively. For the bi-directional case, the large offset margin was important whereas the large onset margin was important for the uni-directional case. The appropriate values of the two margins differed from those of the previous evaluation. This may be because of the difference in the type of subword units.
Performance comparison
In the next experiment, the proposed method was compared with the baseline methods where the hyperparameters of Prop were set to V = 16, ms = 4, and me = 10 for the bi-directional case and V = 16, ms = 10, and me = 2 for the uni-directional case. Tables 7 and 8 summarize the obtained CERs and WERs. The proposed method again outperformed the baseline methods for both the cases, indicating the effectiveness of the proposed method.
Inference speed
In the final experiment, real-time factors (RTFs) of the proposed method with the uni-directional encoder were measured under some conditions. To speed up inference, the vectorized beam search algorithm [33] was used. The margin parameter in the algorithm was set to 50. CPU with four threads or a single-GPU (NVIDIA TI-TAN V) was used. The obtained RTFs as well as WERs are shown in Table 9 . The vectorized beam search improved RTF with small accuracy degradation. As expected, GPU accelerated the inference speed significantly and an RTF of 0.18 was achieved. This indicates that the proposed method is acceptable for real-time applications.
CONCLUSION
Automatic speech recognition and voice activity detection were integrated in an end-to-end manner. Our experiments showed the effectiveness of the proposed method over conventional voice activity detectors. Future work includes applying the proposed idea to the Transformer, which is a promising model for outperforming the LSTM encoder-decoder model [34] .
