Introduction
Much of the recent interests in bilingual corpora was initiated by Brown et al. (1990) . They advocated a new approach to machine translation in which the bilingual corpora are aligned to reveal the mapping between text in one language and its translation in another language. This mapping is formally represented as statistical machine translation model. This model can be understood as a word by word model for generating (language model) of simple sentences S and translation (translation model) S to a sentence T in another language. The i-th word(s) s in S is considered to connect with its translation, the j-th word(s) t in T. Under the model, the probability of the connection (s, t) can be obtained by considering three aspects: lexical translation (t(t I s), the relation of s producing t in translation), fertility O('d*, the relation of change in number of words), and distortion (dis(i I j, 1, m) , the relation between the position i,j of s, t and the respectively length 1, m of S, 7) . Probabilities are associated with these three relations of connection. A bilingual corpus annotated with these connection information can be utilized to estimate the parameters in a statistical translation model. Subsequently, the model can be used together with a bigram or trigram language model in machine translation.
We present a rule-based algorithm for word alignment. We refer to this algorithm as SenseAlign. It relies on an automatic procedure for the acquisition of class-based rules. It does not employ word by word translation probabilities to identify alignment; nor does it -use a lengthy iterative EM algorithm for finding such probabilities. The algorithm attempts to handle the problem of undersampling by approximating word-to-word translation probability using hierarchical classifications of words. The translation probabilities are estimated using class-based rules on different levels of specificity. We found that the algorithm can provide translation probability for more source-target word pairs at the cost of slightly lower degree of precision. That allows the algorithm to work in situation where only a small bilingual corpus is available. We have achieved an application rate of 81.8% and precision rate of 93.3%. Since the rules are all based on word sense distinction, word sense ambiguity is also resolved in the process of alignment.
The paper is organized as follows. In the next section, we describe SenseAlign and discuss its main components. We give the results of inside and outside tests in Section 3. In Section 4, we compare SenseAlign to several other approaches that have been proposed in computational linguistic literature. Finally, in Section 5, we consider ways in which our present methods might be extended and improved.
The Word Alignment Algorithm
SenseAlign is a word alignment system that utilizes both existing and acquired lexical knowledge. The system contains the following components and distinctive features.
Two lexical preprocessors
Morphological analysis, part-of-speech tagging, idioms identification are performed for the two languages involved. In addition, certain morpho-syntactic analyses are performed to handle structures that are specific only to one of the two languages involved. By doing so, we bring the sentences closer to each other in number of words. Furthermore, since sense ambiguity are often related to POS ambiguity, resolution of POS ambiguities reduces the degree of sense ambiguity. These two factors make the alignment task a lot easier.
The part-of-speech taggers for the two languages involved are trained using a strategy proposed by Brill (1993) . We use the tag set in Brown Corpus for the English tagger and adopt a part-ofspeech system proposed by Chao (1968) . See Table 1 .1 and 1.2 for the two tag sets.
Two thesauri for classifying words
Classification is intended to allow a word to align with a target word using the collective translation tendency of words in the same class. Class by class translation probabilities obviously have much less parameters and are easier to estimate. In this work, the categories for Chinese text are taken from a thesaurus for Mandarin Chinese (Mei 1984, CILIN henceforth Unlike CILIN, the category of LEXICON is organized mainly according to subject matter. On the first level, there are 14 major subjects denoted with reference letters from "A" to "N". There are from 7 to 12 titles listed under a subject. Under each title, there are from 10 to 50 sets of related words. Each set is given a 3-digit reference number. The titles are not reflected in the original LEXICON reference code. In order to represent this implicit grouping, we assign a lower case letter to each title. For example, "objects generally" is denoted using the letter b and the reference code H030 is replaced with Hb030. So each set is denoted by a upper case SUBJECT letter, a lower case TITLE letter and a 3-digit SET number. There are 2504 sets in total.
An learner of class-based rules
This procedure employs a greedy method to find rules that can provide optimal alignments in a corpus of bilingual sentences. The rules that can provide the most instances of plausible connection is selected first. These connections that are applicable for the selected rule are then removed. This process iterates until certain low threshold on the number of applicable instances. This contrast with mutual-information-based approach that find statistical significant word pairs that often have limited presence in the data.
SenseAlign uses class-based alignment rules as the main mechanism. These rules are represented in the form of a pair of class codes in the two languages. We present our algorithm for learning such rules automatically from examples. This procedure employs the greedy method to find set of rules that can provide optimal alignments in a corpus of bilingual sentences. say that (C, D) have a fan-out of (n, m) if there are n and m words in S and T that belongs to the classes C and D respectively. For a alignment of fan-out (n, m), we define the degree of fan-out of a connection c as = n x m. After producing tentative alignment rules for all the sentences, we make a conservative estimation of applicability by counting the number of connections where a rule is applicable with a fan-out of (1-1). The rule with the highest estimated applicability is selected. Sentences where the rule applies are identified and applicable connection are removed from the sentences. The connections that are inconsistent with the applicable connections are also removed. This process iterates until the highest applicability go below a certain threshold.
This procedure of learning alignment rules is applied to the detailed categories of CILIN and sets of LEXICON to produce 392 rules. See Table 2 for the 10 rules with the highest applicability. Clearly, 392 rules do not cover all English words in the 2504 class, nor all Chinese words in the 1436 classes. To remedy this, we repeat the procedure for broader 2-letter classes represented by 130 titles in LEXICON and 205 intermediate categories in CILIN. Similarly, a alignment rules are also learned for one-letter classes of 15 subjects in LEXICON and 23 gross categories in CILIN.
See Table 3 for the highest scored rules on the 2-letter level. 1, m) . Since the translation process tends to preserve contiguous structures, parameters in an model of distortion based on absolute position are highly redundant. Therefore, it is advantageous to replace probabilities of the form Pr(i 1j, I, m) with a smaller set of distribution probabilities for relative distortion. Assuming some alignments have been established before we evaluate the alignment (i, j) with respect to its distortion. The closest words on both sides of the i-th word with an established alignment are iL and iR respectively. The established connection for position iL and iR are jL and jR respectively. Relative distortion rd(i,j) is approximated using the following formula:
2.5 Similarity between connection and dictionary translations Using a bilingual dictionary directly for word alignment is surprising ineffective; only 16% of correct connections are listed in a common bilingual dictionary. However, in 40% of correct connections, the translation in the connection and dictionary translation have at least one Chinese character in common. In other words, these translations can be considered as synonyms that would appear in a thesaurus. In order to take advantage of this thesaury effect in translation, some means of quantifying the degree of similarity between words are required. A variety of distance and similarity measures is given by Anderberg (1973) . For simplicity, we select the Dice coefficient to calculate the similarity between of connection and dictionary translation. The equation of Dice coefficient is shown as equation (1). (1)
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where C = Chinese translation in connection + D = Chinese characters in dictionary E = common Chinese characters in C and D 2.6 A procedure for evaluating the probability of connection candidates
The evaluation is based on composite scores of applicability, specificity, fan-out of class-based alignment rules, relative distortion probabilities, and evidence from bilingual dictionaries. Obviously, an alignment rule such as (Ma001, Hj63) is very specific since it only applies to a small set of words: `move,"come,"go,"pass,"get out,' `set out,' `3K (lai),"* (qu),' etc. The more specific a rule is, the more reliable are the alignments it predicts. Therefore, we
An alignment rule such as (Ma00 1 , Hj63) also has high degree of applicability for it applies to many instances of word pairs in the bilingual corpus. The higher applicability an alignment rule has, the more reliable are the alignments it predicts. Therefore, we define applicability of an alignment rule r as follows:
a, = (# of word pairs for which r is applicable) / (# of bilingual sentences) .
2.7 A decision procedure for selecting the preferred connection A greedy procedure is employed to determine the alignment. The connection with highest composite score is selected first. The candidates that are inconsistent with the selected connection are then removed from the list. The procedure of selecting connections iterates until no candidate are left in the list. Note that relative distortions are evaluated in each iteration with respect to connections that have been selected.
Fan-out is the numbers of source and target words that can be aligned using alignment rules. The smaller fan-out is, the more reliable the alignment is. An alignment with fan-out 1-1 receives a weight of 100 points. An connection candidate (s, t) receives 100 /( ix j ) points if it is applicable for an alignment rule of fan-out (i, j).
Relative Distortion measures the distance of alignment site relative to those of neighboring words. Obviously, connection candidate with small distortion should be preferred. Therefore for the distortion factor, we give each connection candidate a weight inversely proportional to square of its relative distortion. One examples are given to show how distortion play a role in determining the correct connection.
(le) Please answer all questions on this list. Note that a lot of correct connections receive a value of 3 for their relative distortion. These large values of distortion are due to the transfer of prepositional phrase "on this list" forward to the front of the attached noun phrase, "all questions." After the connection (question, p.m wuti) is selected, the relative distortion of the word "all" is reduced to 0. See Table 4 and Table 5 for details.
Similarity between connection and dictionary translations. It is conceivable that a sentence mentions words (such as "yesterday" and "today") that belong to the same class (Lh225). In such event, class-based rule create alignment ambiguity. Simple dictionary lookup can resolve such kind of ambiguity. The connection candidates that are confirmed by dictionary translations received a weight of 100. Specificity is the number of word pairs that a rule can conceivably apply to. The more specific a rule is, the smaller is the set of applicable word pairs. The smaller the set is, the more likely it contains truly interchangeable translations. Therefore, an connection is given a weight according to the specificity of the rule being applied to. In the following example, the connection (know, Yzia zhidao) is preferred because it is predicted by a more specific rule (Gb030, Gb08) over an incorrect connection (cat, j gou) predicted using a less specific rule (Ac054, Bi08).
(2e) I only knew that it is the dog not the cat that bit me. Applicability is the number of instances of word pairs that contribute to the acquisition of the rule. Higher applicability means more word pairs are found in the training phase to support the rule. Therefore, a connection candidate predicted by a rule with higher applicability should receive a higher weight. This weighting scheme also result in correct alignment of more candidates since the rule that can be applied to more instances is preferred. Connection candidate receiving more weight for the applicability factor are (know, WI zhidao) and (dog, j gou) in example 2.
Alignment algorithm
Our algorithm for word alignment is a decision procedure for selecting the preferred connection from a list of candidates. Two dummies are placed to the left (right) of the first (last) words of the source and target sentences. The left dummy in the source and target sentences connect with each other. Similarly, the right dummies connect with each other. The initial list of selected connection contains these two connection of dummies. This establish initial anchor points for calculate relative distortion. The highest scored candidate is selected and added to the list of solution. The newly added alignment serves as additional anchor for more accurate estimation of relative distortion. The connection candidates that are inconsistent with the selected connection are also removed from the list. Subsequently, the rest of the candidate that is evaluated again. The algorithm of SenseAlign are given as Figure 1 . We summarized all factors in Table 6 , and the weight of each factor are shown in Table 7 . 
Experiments with SenseAlign
In this section, we show the results of various algorithm for word alignment. We use the 25,000 bilingual examples (English-Chinese sentence pairs) of Contemporary English (Longman 1992) as the training data. Our training data was primarily used to selected the aligning rule by a greedy learner. The performance of the algorithm was then tested on the two set of inside and outside data. The inside test use 50 sentence pairs from LecDOCE as input. The input data for outside test are 416 sentence pairs from a book on English sentence patterns. The first experiment is designed to show the performance of an naive algorithm (DictAlign) based on bilingual dictionary. We have found that although DictAlign produce high precision alignment. The applicability is below 16%. However, the applicability can be increased greatly, if one take advantage of the thesaurus effect in the character of the target language. In our case of using thesaury effect, the applicability can be increase almost 3 folds to 40%, at the expense of 10% decrease in precision. See Table 8 2. Two dummies are replace to the left of the first and to the right of the last word of the source sentence. Similar two dummies are added to the target sentence. The left dummy in the source and target sentences align with each other. Similarly, the right dummies align each other. This establish anchor points for calculate relative distortion score.
3. Perform the part-of-speech tagging and analysis for sentence in both languages.
4. Lookup in LEXICON and CILIN to determine the classes consistent with the part-of-speech analyses.
5. Calculate a weight for each connection candidate according to fan-out, applicability, specificity of alignment rules, relative distortion, dictionary evidence.
6. The highest scored candidate is selected and added to the list of alignment.
7. The connection candidates that are inconsistent with the selected connection are also removed from the candidate list.
8. The rest of the candidate that is evaluated again according to the new list of connection. 9. The procedure iterates until all words in the source sentence are aligned. In our second experiment, we use SenAlign described above for word alignment except that no bilingual dictionary is used. The result is shown in Table 9 . In our third experiment, we use SenAlign to aligning our testing data. The results in Table 10 show that acquired lexical information augmented and existing lexical information such as a bilingual dictionary can supplement each other to produce best alignment results.
Previous Works
We will briefly compare our algorithm with several other approaches to word alignment and sense disambiguation that have been suggested. To translate a sentence SS in the source language amounts to finding a target sentence TS to optimize the probability, Pr( S=SS T=TS ). The probability Pr( S T ) is computed using the concept of alignment, which is a set of connections between a word (or words) in S and a word (or words) in T. In their paper, Brown et al. present a series of 5 models for Pr( S I T ). The first two models have been used in research on word alignment. Model 1 assumes that Pr( S J T ) depends only on the probability that the i-th word SW in S is translated to the j-th word TW in T. Such a translation pair (SW, TW) is called a connection with a probability of t(TW I SW). Model 2 improves on Model 1 by considering the role that the positions ( j ) of the connection play in Pr(S ID.
Brown et al. report that the first experiment on alignment of the Hansards on the levels of both sentences and words using an EM algorithm. The trained model produced 17 acceptable translation for 26 testing sentences. However, the degree of success in word alignment was not reported.
Dagan, Church and Gale (1992) observed that noisy bilingual text is difficult to distinguish sentence boundaries reliably. So they proposed to align words directly without the preprocessing phase of sentence alignment. They was shown that 60.5% of 65,000 words are aligned correctly. For 84% of the words, the offset from the correct alignment was at most 3. Chen and Chang (1994) proposed using part-of-speech information and position for word alignment. The main idea is to trade some precision for higher applicability, smaller model and faster training. Gale and Church (1991) proposed a word alignment technique, where the t( SW j TW ) is estimated indirectly. For pairs of a source word SW and a target word TW, the correlation of the translation of SW and TW is estimated using a f-like statistics, based on a two by two contingency table. A list L of 13,466 highly correlated word pairs are selected. They reported 60% applicability and 95% precision rate on 800 English-French sentences. The use of contingency table differs with the EM algorithm in that the co-non-occurrence is utilized.
Algorithms based on word by word mutual information

Hybrid Models for Word Alignment and Sense Ambiguity
This approach seeks to combine a variety of morphological, syntactic, semantic, positional factors for ranking connection candidate in word alignment. There are two ways to go about this.
One way is to use some of these factors as filters in preprocessing to reduce ambiguity and decrease the number of candidates. Brown et al. (1992) suggests that part of speech tagging and normalization of syntactical structures such as adjective-noun and adverbs for both languages involved to narrow down the differences.
Another way is to treat all factors uniformly using a weighting scheme. On this view, the score of a candidate is a composite of several distinct factors, each of which reflects the prominence of the candidate with respect to a specific type of information or property. Our algorithm also used a mixed evaluation strategy. We have taken inspiration from the discussions of the x 2-like statistical procedures and the fan-out factor in the work cited above, but we try to avoid the disadvantage of undersampling. Specifically, we have choose to work with class-based rules which are acquired to maximize both applicability and precision. In general, it seems to us that it is possible to trade small percentage of precision to gain a substantial increase in applicability. Our results suggest that mixed strategies can yield a broad coverage and high precision word alignment and sense resolution system which can produce rich information for MT. Moreover, the word sense information can provide a certain degree of generality which is lacking in most statistical procedures.
Works related to Word-alignment
In the methods described above, only one-to-one translation probabilities between source and target words are considered. Kupiec (1992) described an experiment on alignment of noun phrases, while Eijk (1994) and Daille (1994) have done similar works focusing on acquisition of bilingual terminology.
Concluding remarks
This paper has presented an algorithm which is effective in identifying words and their translation in a bilingual corpus. It is effective for specific linguistic reasons. The great majority of words in bilingual sentences have diverging translation and these translations are not often found in bilingual dictionary. However, these deviation are largely limited within the classes defined by thesauri. Therefore, by using a class-based approach, the complexity of the problem can reduced in the sense that less number of candidates need to be considered with greater chance of finding the correct translation. The complexity can be further reduced by exploiting the fact that most syntactic structures are preserved across translation. Using a distortion model that measure positional deviation across translation relative the adjacent words, complexity can be further reduced by a better estimation of the probability of a translation.
The performance of the algorithm discussed here can surely be improved by the enhancement in the various components of the algorithm, such as morphological analyses, bilingual dictionary, monolingual thesauri, rule acquisition. However, what we have presented here is a workable core for processing bilingual corpus. The algorithm can produce good word-alignment results with sense tagging which can provide a basis for such NLP tasks as word sense disambiguation and PP attachment.
While this paper has specifically addressed only English-Chinese corpus, the linguistic issues that motivated the algorithm are quite general and are to a great degree language independent. If that is truly the case, the algorithm presented here should be adaptable to other language pairs. The prospects for Japanese in particular seem promising, for example, Matsumoto et al. (1993) have already implemented an structural alignment system for English-Japanese sentences using a Japanese thesaurus.
