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S U M M A R Y
Palaeoseismic evidence suggests that earthquake recurrence intervals in some regions can be
highly variable, with clusters of multiple large events separated by much longer periods of
quiescence. Because post-seismic processes have a significant effect on the reloading rate of
the coseismic fault, we hypothesize that temporal variations in the amount of stress concen-
trated in the non-seismogenic lithosphere can modulate large earthquake recurrence times. We
explore this hypothesis using simple analogue spring-dashpot-slider models. We find that in the
presence of small amounts of environmental noise, post-seismic stress transfer over timescales
much longer than an earthquake cycle may be an important factor in generating clustering
behaviour. The propensity for the system to be clustered is a function of a non-dimensional
number that we call the Wallace Number, W . W is defined as the average earthquake stress drop
divided by the product of the long-term geologic strain rate across the fault and the effective
viscosity of the system. Our results indicate that environments with relatively low strain rates
and a relatively weak non-seismogenic lithosphere are most susceptible to clustering driven by
post-seismic stress recycling mechanisms.
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1 I N T RO D U C T I O N
Analysis of worldwide earthquake catalogues indicates that large
earthquakes may cluster in time (Kagan & Knopoff 1976; Kagan
& Jackson 1991). Many of these clustered earthquakes are spatially
distributed within a particular fault system (e.g. Wallace 1987; King
et al. 1994; Goes 1996; McCalpin & Nishenko 1996; Xu & Deng
1996; Stein et al. 1997; Rockwell et al. 2000). Palaeoseismic evi-
dence demonstrates that major earthquakes may also form temporal
clusters along a single fault segment. Individual faults with highly
irregular recurrence intervals include the Dead Sea transform fault
and faults in the Basin and Range province, among others (e.g.
Wallace 1987; Swan 1988; Grant & Sieh 1994; Ritz et al. 1995;
Marco et al. 1996; Xu & Deng 1996; Dorsey et al. 1997; Friedrich
et al. 2003). In particular, palaeoseismological observations along
the Wasatch fault, on the eastern boundary of the Basin and Range,
over a number of different timescales and intervals suggests that
major earthquakes occur in clusters with intracluster repeat times
of a few thousand years separated by intercluster periods of tens of
thousands of years (Wallace 1987; Friedrich et al. 2003).
For the purposes of this study, we somewhat arbitrarily define ma-
jor earthquake clustering along a single fault as the occurrence of
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multiple event sequences with intracluster inter-event times that are
many times smaller than the average time between clusters. Many
processes may contribute to clustering of this type, including along
strike rheological heterogeneities, fault zone constitutive behaviour,
fault segmentation, fault interactions and fault healing rate. For cer-
tain prescribed timescales of fault healing, models incorporating
damage rheology predict mode switching between periods of high
seismicity with few large earthquakes and periods of low seismicity
with characteristic earthquakes (Ben-Zion et al. 1999; Lyakhovsky
et al. 2001). Over multiple event timescales, we will show that,
in noisy environments, time-dependent post-seismic processes may
also play an important role in the generation of major earthquake
clusters.
Over shorter timescales, it is apparent from observed surface
velocity transients following great earthquakes that time-dependent
post-seismic processes can represent a measurable component of the
deformation field for many decades after the coseismic event. Exam-
ples include the 1906 M w 7.9 San Francisco earthquake (Thatcher
1983; Kenner & Segall 2000), the 1944 and 1946 Nankai Trough
earthquakes (Thatcher 1984) and the 1964 M w 9.2 Alaska earth-
quake (Li & Kisslinger 1985; Savage & Plafker 1991). Post-seismic
stress transfer typically reinforces the coseismic perturbation. Post-
seismic stress transfer is especially significant at the ends of ruptures,
potentially leading to temporally clustered cascades of earthquakes
along the length of a fault. In an elastic context, cascade-type be-
haviour has been proposed by Stein et al. (1997) for the North
Anatolian fault with any temporal delay explained using laboratory
C© 2005 RAS 179
180 S. J. Kenner and M. Simons
a
Coupling
Lower Crust
Upper Mantle
Upper Crust
εlyr(t)
εtot(t)
2Gc2η2 2G2
2η3 2G3
2G1τmax,τresid
Vfault, εflt
Strength
D
ep
th
Upper Crust
Lower Crust
Mantle
b
Vfault
2
Vgeologic
2=
G2, η2
µ1
G3, η3
2G1
2η2 2G2
2Gc
τmax,τresid
Coupling
εflt
Figure 1. (a) A spring-dashpot-slider model designed to approximate the mechanical interactions that take place in a three-layer Earth-like system with (b) a
faulted elastic plate overlying a viscoelastic channel above a viscoelastic half-space. Insert in (a) shows the equivalent two-layer model.
based rate-and-state friction laws (e.g. Dieterich 1994; Harris &
Simpson 1998). Spatially clustered sequences of major earthquakes
on tectonically related faults, including the Landers, Big Bear,
Joshua Tree sequence modelled elastically by King et al. (1994), the
Eastern California shear zone (Rockwell et al. 2000), the Indian–
Asian collisional zone (e.g. Xu & Deng 1996; Che´ry et al. 2001),
and the Basin and Range province (e.g. Wallace 1987; McCalpin
& Nishenko 1996), may have a similar explanation. The possibil-
ity that post-seismic processes can generate temporal clusters of
spatially distributed major earthquakes has been demonstrated ana-
lytically using the two-fault spring-dashpot-slider system of Che´ry
et al. (2001) for timescales comparable to a single earthquake re-
peat time. Multiplet earthquakes along adjoining subduction zone
segments are modelled by Nomanbhoy & Ruff (1996) using a two-
asperity spring-frictional slider-creeping slider model over multi-
ple event time intervals. Lynch et al. (2003) use continuum fi-
nite element models to show that viscoelastic coupling can pro-
duce clustered earthquakes in a simple two-fault system, however
none of these examples considers post-seismic reloading of the
original coseismic fault.
Post-seismic phenomena reload the coseismic fault at a rate that
can initially be much faster than the background rate predicted
from far-field plate motions (e.g. Lehner & Li 1982; Thatcher 1983;
Rundle 1986; Li & Rice 1987; Kenner & Segall 1999). As the non-
seismogenic lithosphere relaxes earthquake induced stress concen-
trations, a portion of the load is shed upwards to the seismogenic
crust and coseismic fault. As a result, part of the stress transferred
to the non-seismogenic lithosphere during the coseismic event is
effectively recycled. Post-seismic stresses may therefore comprise
a substantial portion of the total stress required to initiate failure in
the next major earthquake (Kenner 2004). To date, the influence of
post-seismic stress recycling on the coseismic fault has only been
addressed at timescales comparable to a single earthquake repeat
time.
To investigate the influence of post-seismic phenomena on the
recurrence rate of major earthquakes on a single fault segment over
longer timescales, we present an analogue spring-dashpot-slider
model of time-dependent mechanical interactions analogous to those
that may take place in the Earth (Fig. 1). With this tool, we gain a
greater understanding of how stress is transferred throughout the
lithospheric system with time and how variations in rheology and
loading rate affect the system behaviour. In particular, we investigate
how the system responds to environmental noise, where sources of
noise could include natural variations in the fault zone rheology,
fault zone heterogeneity and stress transients resulting from earth-
quakes on neighbouring faults. With no noise, the system generates
regularly repeating earthquakes. Conversely, in noisy conditions we
show that the fundamental behaviour of the analogue fault system
can change significantly.
2 M O D E L OV E RV I E W
Many authors have developed spring-slider and other types of cel-
lular automaton models to investigate earthquake statistics and ob-
served earthquake frequency-magnitude distributions (e.g. Burridge
& Knopoff 1967; Rundle 1988; Carlson & Langer 1989; Turcotte
et al. 2000). Some studies have also included viscous dashpots in
an effort to account for time-dependent effects (e.g. Hainzl et al.
1999, 2000; Pelletier 2000). In each case, sliders represent a single
fault subpatch and are combined in large systems via springs and/or
dashpots. Depending on the forces exerted, individual patches are
allowed to fail independently or in simultaneous cascades of many
patches. Because our goal is to consider recurrence intervals be-
tween large earthquakes having approximately the same magnitude,
we make no attempt in this study to generate Gutenburg–Richter
frequency–magnitude statistics or foreshock/aftershock sequences.
Our spring-dashpot-slider system (Fig. 1a) simulates, by anal-
ogy, the stress interactions that take place in a three-layer model
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composed of an elastic plate overlying a viscoelastic channel above a
viscoelastic half-space. The elastic layer contains a single antiplane,
vertical strike-slip fault (Fig. 1b). The entire system is loaded via a
constant applied velocity, V flt, which represents the long-term av-
erage geologic slip-rate of the fault. Layer 1 represents the faulted
elastic crust. Deformation in the non-seismogenic lithosphere, rep-
resented by layers 2 and 3, is approximated using time-dependent
Maxwell rheologies. Layer 2 represents the lower crust above the
Moho. Layer 3 represents the upper mantle. Where noted, a simpler
two-layer model (Fig.1a inset) is also considered. Note, however,
that the spring-dashpot-slider system is a 1-D system. Thus, direct
comparisons to specific tectonic environments are unwarranted.
The coupling spring, denoted by the subscript c, regulates in-
terseismic stress transfer between the three layers of the analogue
model, effectively transforming the kinematic boundary condition,
V flt, to a stress boundary condition that transiently reacts to post-
seismic stress perturbations. As the stiffness of the coupling spring
becomes infinite, the model layers behave independently. There is no
post-seismic stress transfer between layers and each layer strains at a
constant rate, V flt. As the stiffness of the coupling spring approaches
zero, all applied strains are accommodated by the coupling spring
and no stress is transferred to layers 1–3. In essence, the coupling
spring increases the dimension of the 1-D spring-dashpot model. In
2-D finite element models, a coupling spring would not be needed.
Instead, the various rheological layers would be naturally coupled
as part of a continuous medium.
As our objective is to explore interactions within simple layered
viscoelastic systems and investigate variations in major earthquake
recurrence intervals and clustering of main shocks on a single fault,
the slider represents a single seismogenic fault with dimensions
comparable to a characteristic earthquake in the tectonic region of
interest. We are not attempting to model temporally clustered earth-
quakes that are spatially distributed, although many of the same
processes may be acting. The slider is locked between earthquakes
such that it behaves as a rigid element. The system is then loaded at
a constant rate, V flt, until stresses in layer 1 reach some prescribed
level. At this point the block slips, releasing accumulated stresses in
layer 1. Because stress is conserved coseismically, stresses equiva-
lent to the earthquake stress drop are transferred to the underlying
viscoelastic layers during the slip event. Stress conservation during
earthquakes also serves to increase the dimensionality of the sys-
tem. Environmental noise is included in the system via small random
variations in the fault (i.e. slider) failure criteria.
3 M O D E L D E R I VAT I O N
Using the nomenclature in Table 1 and Fig. 1 and the governing
equations for stress, τ , and strain, ε, in a spring, τ = 2Gε, and dash-
pot, τ = 2ηε˙, the interseismic system behaviour can be described
by the differential equations
two-layer: γ1ε˙lyr + γ0εlyr = δ1ε˙tot + δ0εtot, (1a)
three-layer: β2ε¨lyr + β1ε˙lyr + β0εlyr = α2ε¨tot + α1ε˙tot + α0εtot,
(1b)
where ε˙ and ε¨ are the first and second time derivatives of strain,
and β i , α i , δ i , and γ i are constant coefficients determined solely by
the rheological parameters (Appendix A). For simplicity, only the
two-layer equations will be given in the text. The analogous three-
layer equations can be found in Appendix C. In fact, we will show
that the governing equations for the three-layer model (Fig. 1a) can
Table 1. Nomenclature.
Variable Definition
t Time since the last earthquake
Geff Effective lithospheric shear moduli
Gj Shear modulus of spring j, where j = 1, 2, 3
ηeff Effective lithospheric viscosity
η j Viscosity of dashpot j, where j = 1, 2, 3
T meff Effective lithospheric Maxwell relaxation time (ηeff/G eff)
Tmj Maxwell relaxation time (η j /Gj) of layer j, where j = 1, 2, 3
TmW Effective system relaxation time as defined by W (4c)
εDj(t) Strain in dashpot j, where j = 2, 3
ε Sj (t) Strain across spring j, where j = 1, 2, 3
ε lyr(t) Strain across any given layer
ε tot(t) Strain in the coupling spring + ε lyr
V flt Long-term fault slip-rate
ε˙flt Applied long-term strain accumulation rate of the system
τ fail Stress in element 1 when slip is initiated (τ fail ≥ τ max)
τ max Nominal mean earthquake failure stress
τ residual Nominal mean residual fault stress following rupture
N max Earthquake failure stress noise level (as a per cent of τ max)
N residual Residual fault stress noise level (as a per cent of τ residual)
	εeq Average earthquake strain drop
	u eq Average earthquake slip
	τ eq Average earthquake stress drop
T eqavg Average earthquake repeat time
L c Characteristic distance for fault strain accumulation
W Wallace number
Equivalent non-dimensional values are denoted with an asterisk.
be recast as an equivalent two-layer model (Fig. 1a inset) given an
appropriate choice of ηeff.
For a constant strain-rate boundary condition, ε˙tot = ε˙flt, eq. (1a)
reduces to
γ1ε˙lyr + γ0εlyr = (δ0t + δ1)ε˙flt + δ0εtot|t=0 , (2)
where the constant velocity boundary condition, V flt, has been re-
formulated in terms of strain rate to maintain dimensional con-
sistency. The resultant long-term average strain rate is defined as
ε˙flt = Vflt/Lc, where Lc is the characteristic length scale for strain-
accumulation across the fault. Eq. (2) can be solved analytically for
ε lyr.
We non-dimensionalize eq. (2) using 	τ eq, the average coseis-
mic stress drop, ηeff, the effective viscosity of the non-seismogenic
lithosphere and ε˙flt, the far-field tectonic boundary condition. Using
this scheme, non-dimensional time, stress, stressing rate, strain and
strain rate are defined as
t∗ =
(
	τeq
ηeff
)
t,
τ ∗ = τ
	τeq
,
τ˙ ∗ = ηeff
(	τeq)2
τ˙ ,
ε∗ = 	τeq
ηeffε˙flt
ε,
ε˙∗ = ε˙
ε˙flt
, (3)
where asterisks denote non-dimensional variables. 	τ eq character-
izes the coseismic behaviour of the fault and ηeff characterizes the
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rate of viscous dissipation of post-seismic stress concentrations. Be-
cause there is only one fault in the model, ε˙flt equals the long-term
average strain rate across the fault. As fault slip becomes continuous,
	τ eq approaches 0.
We combine 	τeq, ε˙flt and ηeff to define a non-dimensional pa-
rameter W , which we call the Wallace number after the work af-
ter Robert E. Wallace who initially proposed temporal grouping of
slip events separated by quiescent periods in the Basin and Range
province (Wallace 1987). W is defined as
W = 	τeq
ε˙fltηeff
. (4a)
Knowing that 	τ eq = 2G 1	εeq and the average earthquake recur-
rence interval T eqavg = 	εeq/ε˙flt, W can also be written as
W = 2G1	εeq
ε˙fltηeff
, (4b)
or equivalently
W = T
eq
avg
T mW
, (4c)
where 	εeq is the average strain released during an earthquake, T eqavg
is the average earthquake recurrence interval and TmW = ηeff/2G1 is
the characteristic relaxation time of the system. When using eq. (4a),
all times and strains in the governing equations are automatically
normalized by T eq∗avg and 	ε
∗
eq, respectively (Appendix A). Hereafter,
asterisks will represent non-dimensionalized and, where appropri-
ate, normalized values.
The non-dimensional, normalized solution to eq. (2) has the form
ε∗lyr = 
1[1 − exp(−t∗/)] + 
2 exp(−t∗/) + 
3t∗, (5)
where 
i and  are non-dimensional functions of the material pa-
rameters, W , ε∗tot (0), and ε
∗
lyr (0). Details of the derivation can be
found in Appendix B. Based on eq. (5), the model behaviour is gov-
erned solely by (i) W , which incorporates the boundary conditions
and (ii) various non-dimensional ratios of rheological parameters.
Equations describing the stress and strain within each element of
the two-layer model at any time are also given in Appendix B.
During the interseismic calculation, the fault failure criterion is
monitored at fixed intervals, dt∗, of between 0.01 and 5, with the
exact value depending on the range of earthquake recurrence in-
tervals generated by a given set of parameters. When the stress in
layer 1 reaches the slider failure stress,τ ∗max, coseismic slip of the
slider is initiated. Because the time step is finite, the actual stress at
failure is τ ∗fail, where τ
∗
fail ≥ τ ∗max. Once initiated, slip continues until
stress in layer 1 drops to τ ∗residual, the residual stress after failure.
To investigate the response of the system in the presence of small
amounts of noise, τ ∗max and τ
∗
residual values are normally distributed.
The standard deviation of the noise distribution, N max and N residual,
is specified as a percentage of τ ∗max and τ
∗
residual (see Appendix D
for more information). Stress released via slip in the crust is trans-
ferred to the underlying viscoelastic elements, where it is added to
the stress already supported by these layers (Appendix B). The slip
event is assumed to occur instantaneously and the initial conditions
of the system are reset as described in Appendix B.
Given the preceding derivation, the complete coseismic and in-
terseismic evolution of the two-layer system can be parametrized
by specifying W , G c/G 1, G 2/G 1, τ ∗max,avg , τ
∗
residual,avg , N max and
N residual. For the three-layer system (Appendix C), G3/G1 and η3/η2
are also required. It should be noted that the relationship between
the ηeff in the definition of W and model parameters η2 and η3 is
determined by the problem geometry. For the two-layer model, ηeff
= η2. Because the strains in layers 2–3 of the three-layer model
are the same and stress is transferred to each layer instantaneously
during the earthquake, ηeff = (η2 + η3)/2, the arithmetic mean of
the layer viscosities, in the three-layer case. In the real earth, where
stresses must pass through each layer in succession, the precise re-
lationship between ηeff, η2, and η3 may be difficult to determine
a priori. To limit the parameter space, complete earthquake stress
drops are assumed such that τ ∗residual,avg and N residual are fixed with
zero magnitude and τ ∗max,avg = 1. Unless otherwise noted, the ratios
G2/G1 and G3/G1 are set to 1.
To maintain geophysical relevance, we require that:
(i) the long-term average strain rate of the slider must match the
applied strain-rate boundary condition, ε˙flt;
(ii) if no additional earthquakes occur, stresses in the elastic crust
(layer 1) must increase monotonically with time and crustal strain
rates must approach a steady-state value greater than zero and less
than the applied geologic rate (assuming finite coupling spring stiff-
ness); and
(iii) if no additional earthquakes occur, stresses in the non-
seismogenic lithosphere (layers 2–3) must return to their steady-
state value, as required for a Maxwell viscoelastic material with a
constant strain-rate boundary condition.
By satisfying these criteria, the analogue model simulates me-
chanical interactions that are known to occur in 2-D, antiplane nu-
merical models of a faulted elastic plate overlying a viscoelastic
layered space. Because the physics are similar, we can use the spring-
dashpot model to more fully understand post-seismic relaxation pro-
cesses and to more efficiently explore the relevant parameter space.
This approach also allows for the generation of major earthquake
histories that include thousands of events upon which useful statis-
tical tests can be employed. Because of the 1-D nature of the model,
however, our results should be compared with real tectonic regimes
in only very general terms.
Finally, it is useful to note that in the limit as W → 0, the slider
slips continuously and there are no discrete earthquakes. As a re-
sult, post-seismic transients disappear, thereby eliminating the abil-
ity of imposed noise to generate temporally clustered earthquake
behaviour. In this instance, normally distributed input fault failure
values produce normally distributed earthquake repeat times. Con-
versely, in the limit as W → ∞, underlying viscoelastic layers can
support no stress between earthquakes (see eqs B4 and C7 in the
Appendix). As a result, post-seismic relaxation is instantaneous.
Because the boundary displacement, ε tot, can not change instan-
taneously, some of the released post-seismic stress is recycled to
the elastic crust, instantaneously moving the fault closer to failure.
The remainder of the stress in the underlying viscoelastic layers
is dissipated via instantaneous relaxation of the dashpots. For the
W → ∞ case, the remainder of the stress required for failure in the
next earthquake must accumulate via the far-field boundary condi-
tion. During this stage, the system behaves like two springs in series
(spring 1 and the coupling spring) driven with a constant strain-rate
boundary condition.
4 T H E C O U P L I N G S P R I N G
Following an earthquake, stress within the perturbed system evolves
with time as various layers approach their steady-state strain rates.
Stresses transferred to layers 2–3 during the earthquake are relaxed
as the Maxwell elements approach a constant stress. The excess
stress is transferred to other lithospheric layers or dissipated via
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viscous deformation of the dashpots. The stiffness of the coupling
spring controls the amount of interlayer stress transfer.
As mentioned previously, if the stiffness of the coupling spring is
infinite, the three layers are completely isolated from one another.
There is no coupling between the elastic crust and underlying time-
dependent materials. All post-seismic stresses are confined within
the layer to which they were initially transferred during the earth-
quake and are dissipated viscously. Time-dependent variations in
stressing rate within the seismogenic layer are eliminated and de-
formation rates are equal to the applied geological rate.
As the stiffness of the coupling spring decreases, coupling be-
tween the layers increases and the steady-state deformation rate in
the seismogenic crust decreases below the applied geological rate,
because a greater percentage of the applied strain-rate boundary
condition is accommodated via extension of the coupling spring.
To understand the role of the coupling spring in greater detail, con-
sider the real Earth. Given the typical arc-tangent depiction of in-
terseismic strain accumulation across a fault, note that, between
earthquakes, points in the seismogenic crust at or near the fault
lag behind points in the far field. This represents stored strain en-
ergy. If there is no coupling between crust and mantle (i.e. infinite
Gc), strain energy is stored entirely in the crust (spring 1) and it
is all released instantaneously during the earthquake. Alternatively,
if the non-seismogenic lithosphere and elastic crust are coupled,
points in the transition zone at the top of the non-seismogenic litho-
sphere also lag behind the long-term average. Thus, strain energy
is also stored in the transition zone, represented, in this model, by
the coupling spring. In consequence, steady-state deformation rates
in the seismogenic crust (i.e. layer 1) are less than the long-term
geologic average (i.e. the applied boundary condition). Because co-
seismic faulting does not extend into the transition zone and stress
is conserved during the earthquake, accumulated strain energy in
the coupling spring/transition zone is not released instantaneously
by slip along the coseismic fault. Instead, it is released transiently
over a period of time immediately following the event (Fig. 2d).
Assuming long-term motion at the assigned geologic slip-rate, this
post-seismic transient compensates for the interseismic crustal strain
deficit created by the coupling spring drag effect.
Post-seismically, a decrease in the coupling spring stiffness means
that a greater proportion of the coseismic stress drop can be trans-
ferred between layers. As a result, post-seismic effects become more
significant in defining the overall behaviour of the model. When the
Maxwell relaxation time T m2 < T
m
3 , post-seismic stress is initially
transferred from layer 2 to layers 1 and 3 (Figs 2a–c ). Eventu-
ally, layer 3 relaxes as well and all post-seismic stresses that have
not been dissipated viscously are recycled to the seismogenic layer.
Transient post-seismic stress transfer to layer 1 (Fig. 2a) and tran-
sient reductions in the strain energy stored in the coupling spring
(Fig. 2d) produce crustal deformation rates that are initially higher
than the long-term geological average (Fig. 2e). This compensates
for steady-state deformation rates that are slower than average.
5 S T R E S S E V O L U T I O N D U R I N G T H E
E A RT H Q UA K E C YC L E : N O N O I S E
We first seek to understand the stress history in each of the layers
within the spring-dashpot-slider system with no noise applied to the
fault failure criteria (Fig. 2). Irrespective of rheological parameters,
after an initial cycle-up period, the system reaches a steady-state con-
dition with constant earthquake repeat times. The cycle-up period
consists of two components. First, crustal strain rates and stresses
in each non-seismogenic layer reach steady-state values represen-
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Figure 2. The temporal evolution of (a–d) stress in each element of the
spring-dashpot model, (e) crustal strain rate (solid) and (f) earthquake recur-
rence intervals are shown as the system evolves to a steady-state condition.
Material parameters are W = 2, η3/η2 = 10, G c/G 1 = 0.1, G 2/G 1 = 1 and
G 3/G 1 = 1 with no added noise (N max = 0). At t/T avgeq = 80, the model
cycle-up stage is nearing completion. Stress, recurrence intervals, etc. are
nearing steady-state values. In (e), as time increases, the average fault strain
release rate (dashed) asymptotically approaches the long-term geological
rate (dash-dotted). Note that in (a–d), the stress scales are not uniform. The
same parameter values, with noise, are used in Figs 7(a)–(c) and 8(a)–(f).
tative of a state without earthquakes. Upon initiation of repeating
earthquakes, if the recurrence interval is shorter than the total time
required to relax post-seismic stresses in layers 2–3 (i.e. crustal
strain rates do not return to their minimum, background value be-
fore the next event), the system must move to a second steady-state
condition. Because peak strain accumulation rates in the crust are
proportional to the magnitude of the post-seismic stress available
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for transfer in the non-seismogenic layers (2–3), this new steady
state represents a balance between the driving strain rate, ε˙flt, the
earthquake repeat time, the coseismic stress drop and the amount of
post-seismic stress available in the non-seismogenic layers for recy-
cling to the brittle crust. From an energy conservation perspective,
steady-state conditions exist when the work done by tectonic load-
ing is equal to the energy being dissipated by the viscous dashpots,
where the rate of energy dissipation is proportional to the stress
in the non-seismogenic layers. Peak crustal strain rates increase
(Fig. 2e) and earthquake recurrence intervals decrease (Fig. 2f) un-
til the new equilibrium state is reached. As exemplified by Lyzenga
et al. (1991), Reches et al. (1994), Hager et al. (1999) and Lynch &
Richards (2001), the presence of this cycle-up period demonstrates
the importance of establishing a plausible background stress statall
non-kinematic numerical models of earthquake faulting, especially
if earthquake repeat times are less than the time required for com-
plete post-seismic relaxation.
6 T H E E F F E C T O F N O I S E
When noise is added to the maximum stress required for fault failure
(Fig. 3), the resultant change in earthquake recurrence intervals is
dependent on W and Gc. The skewness of the output recurrence in-
terval distribution can be measured via the coefficient of variation,
Cv, defined as the sample standard deviation/sample mean. For a
purely periodic system, C v = 0. For a Poissonian process, C v = 1.
Because the governing equations have been non-dimensionalized,
the input τ ∗max has a C v = ∼N max (Fig. 3). If clustering is not present,
output recurrence intervals are also distributed with C v = ∼ N max.
Rigorously speaking, clustering is defined as C v > 1 (Kagan &
Jackson 1991; Ben-Zion & Rice 1995), while the system is defined
as quasi-periodic for 0 < C v < 1. Clustering has also been defined
on a more subjective basis that allows for qualitatively clustered be-
haviour with Cv < 1 (McCalpin & Nishenko 1996). Our results indi-
cate that earthquake repeat times become distinctly non-normal and
temporal earthquake clustering becomes the dominate system be-
haviour when the maximum recurrence interval is ∼10 times larger
than the typical intracluster recurrence interval. Although the evo-
lution from normal to clustered is a continuous one, based on ob-
servations the transition to qualitatively clustered behaviour occurs
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Figure 3. (a) Histogram and (b) empirical cumulative distribution func-
tion (CDF) for a representative distribution of τ ∗max values with normally
distributed noise and N max = 20 per cent. This represents the input model
noise for models shown in Figs 7 and 8. The histogram is comprises 0.01-
MPa bins. The optimal normal CDF is superposed on the empirical CDF.
at an output Cv of roughly 0.5. For high viscosities (i.e. low W ),
prolonged model cycle-up periods can contaminate these statistical
measures. We have removed earthquakes during the cycle-up period
in order to obtain uncontaminated clustering statistics.
Whether or not the output recurrence intervals are qualitatively
clustered, as W increases the system undergoes a distinct transition
in state (Figs 4–6 ). Increasing W implies increasing stress drop, de-
creasing effective lithospheric viscosity and/or decreasing far-field
tectonic strain accumulation rates. When W is small, the Cv of the
output recurrence intervals is approximately equal to the Cv of the
input noise. As W increases, the output Cv remains constant until
some threshold W value is reached at the initiation of the transi-
tion zone. For all parameter combinations, as W increases beyond
the transition zone, the output Cv again approaches a nearly con-
stant value in what can be called the clustering regime. Assuming
coupling between the seismogenic crust and non-seismogenic lay-
ers sufficient to allow some post-seismic stress transfer, the system
behaviour is always within the clustered regime for large W . Note
that, although the system state is clearly different and Cv has clearly
increased, for certain parameter combinations, the output Cv in the
clustering regime is <0.5 and does not produce qualitatively clus-
tered behaviour (Figs 4–6 ).
With regard to other model parameters, we find that as the noise
level increases, the amount of clustering increases (Fig. 4). Though
the noise level affects the final Cv value in the clustered regime, it
does not alter the W values bounding the transition zone (Fig. 4). The
non-dimensionalized governing equations (5 and C3) suggest that
changes in η3/η2 and depth variable shear moduli should have no
effect on clustering behaviour. Fig. 5 shows that, if other parameters
are held fixed, changes in η3/η2 in the three-layer model indeed
have a no effect on clustering behaviour and all results collapse to a
single curve. Despite small differences in the transition zone, Fig. 6
demonstrates that for changes in G2/G1 in the two-layer model, depth
variable shear moduli also have a negligible effect on the clustering
behaviour of the system.
To induce qualitatively clustered behaviour, we find that the ra-
tio Gc/G1 must be ≤∼1 (Fig. 6; a similar plot for the three-layer
model would be identical). If the ratio is larger, the coupling spring
stiffness limits transient post-seismic changes in ε lyr and, as a re-
sult, post-seismic stress transfer to the seismogenic crust. When
G c/G 1 > 1, post-seismic transients are not important and normally
distributed noise on the failure criteria leads to nearly normally dis-
tributed recurrence intervals. Because G2/G1 and G3/G1 ≥ 1, if
G c/G 1 < 1, the most compliant element in the system becomes
Gc and spring 1 now limits the post-seismic rate of change of ε lyr.
As a result, post-seismic stress recycling to the seismogenic crust
begins to be significant and output recurrence intervals begin to de-
viate from a normal distribution. For W in the clustering regime,
as Gc/G1 decreases, Cv values increase and short recurrence in-
tervals dominate the statistics (Figs 6 , 7d–f and 8g–l). Further-
more, peak post-seismic crustal strain rates increase by ∼32 per
cent as Gc/G1 decreases from 1 to 0.1. In the non-clustered regime,
Gc/G1 ratios have a negligible effect on peak post-seismic strain
rates.
We have found no effective methods for estimating realistic Gc/G1
values, although G c/G 1 < 1 seems reasonable given observations
of long-term post-seismic transients following major earthquakes
(e.g. Thatcher 1984; Li & Kisslinger 1985; Savage & Plafker 1991).
Observations following the 1906 M = 7.8 San Francisco earth-
quake, for example, give strain rates that are 2–3 times the geo-
logic rate when averaged over the first two decades following the
earthquake (Thatcher 1983; Kenner & Segall 2000). In 2-D or 3-D
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Figure 4. For the three-layer model, a semi-log plot of (a) the Cv of the output repeat times and (b) the Cv of the output repeat times normalized by the input
Cv versus W as a function of noise level on the fault failure criterion, N max. In all plotted models, η3/η2 = 10, G c/G 1 = 0.1, G 2/G 1 = 1 and G 3/G 1 = 1.
Note that, although the lowest N max models are not qualitatively clustered for high W , the output Cv levels are much larger than the higher N max models when
normalized by the input Cv (compare a and b). The upward curvature as W decreases is the result of the prolonged cycle-up period necessary for models with
very low W . Although earthquake recurrence intervals are not changing significantly over a few tens of earthquakes when these statistics were calculated, they
are still getting progressively shorter over longer time periods. This biases the output Cv calculation. It was not numerically feasible to totally complete the
cycle-up period for the low-W models prior to calculating their clustering statistics. This demonstrates the importance of understanding the cycle-up process in
all multicycle numerical fault models. The effect is not as pronounced at higher noise levels because the increased system noise masks the continuing evolution
of the average earthquake recurrence interval.
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continuum models of the mechanical processes described here, a Gc
value would not be required.
In this model, noise on the fault failure criterion approximates
variations in the fault failure stress as a result of variations in
fault healing and/or damage. Failure criteria noise also serves as
a proxy for the temporal evolution of spatial heterogeneities and
stress perturbations resulting from fault interactions. With this ap-
proach, clock advances and delays resulting from earthquakes on
neighbouring faults are mapped into variations in the fault failure
criterion. If fault interactions were explicitly included, applied noise
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earthquakes are clustered.
levels (20 per cent in Figs 7 and 8) could be lower and stress pertur-
bations resulting from neighbouring earthquakes would provide the
remaining variation necessary to generate clustering. If, in addition
to the applied noise, fault interactions were explicitly included, clus-
tering would be enhanced. Irrespective of the noise source, lowering
the noise level to 5 per cent with G c/G 1 = 0.1 and η3/η2 = 10 still
produces clustered behaviour (C v = ∼0.64) for W in the clustering
regime (Fig. 4).
7 I M P L I C AT I O N S I N VA R I O U S
H Y P O T H E T I C A L T E C T O N I C
E N V I RO N M E N T S
At this point, we make some rough estimates of W in different,
hypothetical tectonic environments. Because the analogue model is
inherently 1-D, direct comparisons to specific faults systems are not
warranted. This model should be viewed as an intuition building tool
and not a predictive tool. Thus, direct comparisons will be left to
future 2-D and 3-D continuum finite element models. Only general
trends and characteristics will be discussed.
Using ε˙flt = Vflt/Lc, we assume Lc is equal to twice the seis-
mogenic depth. V flt, the long-term geologic fault slip rate, can be
obtained from palaeoseismology. For the purposes of this rough cal-
culation, assume a seismogenic depth of 15 km, 	τ hypoeq = 10 MPa,
η
hypo
3 /η
hypo
2 = 10 and a depth independent shear moduli, Ghypoeff , of
6.4 × 104 MPa. Along the San Andreas fault, the effective Maxwell
relaxation time, Tmeff, is ∼30 yr (Thatcher 1983; Li & Rice 1987;
Kenner & Segall 2000). Assume this is characteristic of typical
high strain-rate plate boundary regions. This yields an ηhypoeff =
T meff G
hypo
eff of ∼6 × 1019 Pa s. For V flt = 35 mm yr−1 (also character-
istic of the San Andreas fault), this yields W hypo = ∼ 4.5. For W hypo
= 2, Ghypoc = 0.1 and N hypomax = 20 per cent (Figs 7a–c and 8a–f), output
recurrence intervals are distributed with C v = ∼ 0.27. As suggested
by the fact that W hypo = 2 places the system on the non-clustered
side of the transition zone (Figs 4–6 ), visual inspection of the sys-
tem behaviour suggests that temporal clustering of earthquakes is
not a dominant process (Figs 8a–f ). For this set of hypothetical
parameters, we therefore conclude that temporal clustering of large
earthquakes as a result of post-seismic stress recycling is minimal.
In contrast, if ηhypoeff , G
hypo
c and N
hypo
max are not changed and V flt is
dropped to 3 mm yr−1, W hypo = ∼ 50. Using W hypo = 40, which
places the model along the clustered side of the transition zone
(Fig. 4), an output C v = ∼1.173 is obtained (Figs 7d–f and 8g–l).
Visual inspection of model stress and strain histories (Figs 8g–l )
indicates that temporal clustering dominates the overall behaviour
of the system. V flt = 3 mm yr−1 is a reasonable value for slowly de-
forming zones such as the Dead Sea transform (Klinger et al. 2000,
and references therein) and the Basin and Range province (Niemi
et al. 2004). If these regions also possess a weak non-seismogenic
lithosphere, which is likely (Lowry & Smith 1995; Al-Zoubi & ten
Brink 2002), ηhypoeff would be smaller and W
hypo would be larger
making clustering even more likely. For reference, palaeoseismic
estimates of Cv for the Dead Sea transform fault are between 0.99
and 1.53 (Marco et al. 1996).
Temporal clustering of earthquakes as a result of post-seismic
stress recycling may also have implications for earthquake recur-
rence in intraplate seismic zones. For instance, 1811–1812 type
earthquakes in the New Madrid seismic zone in the south-central
USA have occurred every ∼ 500 yr (Tuttle et al. 2002) but evidence
suggests that this cluster of faulting is limited to the Holocene (Pratt
1994; Schweig & Ellis 1994; Van Arsdale 2000). Though intraplate
viscosities are 2–3 orders of magnitude higher than the ηhypoeff used
above, earthquake stress drops in intraplate regions are typically
higher and intraplate strain rates are significantly lower, leading to
W hypo values in the clustered regime. For comparison, strain rates
along the San Andreas fault and in the Basin and Range are ∼10−6–
10−7 yr−1 (Thatcher 1990) and ∼10−8 yr−1 (Niemi et al. 2004),
respectively. Long-term average seismic strain rates in the central
and eastern USA are estimated to be between ∼10−11–10−12 yr−1
(Anderson 1986).
8 T H E E A RT H Q UA K E S T R E S S B U D G E T
As demonstrated, the interaction between long-term fault slip rates
and non-seismogenic layer viscosities is very important in deter-
mining the overall behaviour of the system. This interaction reflects
the role of recycled post-seismic stresses in reloading the coseismic
fault. Neglecting system noise, the expected recurrence interval is
inversely proportional to the applied long-term strain rate across the
fault (eqs. 4abc). As the time required for complete relaxation of
the non-seismogenic layers becomes long relative to the expected
recurrence interval (i.e. low-W environments with high viscosity
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Figure 7. (a, d) Histogram, (b, e) normal probability plot and (c, f) empirical
cumulative distribution function (CDF) of earthquake recurrence intervals
for models with (a–c) W = 2 and (d–f) = 40. In both cases, η3/η2 = 10,
G c/G 1 = 0.1, G 2/G 1 = 1, G 3/G 1 = 1 and N max = 20 per cent. Histograms
are composed of dt∗/T eq
∗
avg bins. In (b, e), if output recurrence intervals are
normally distributed, the normal probability plot (crosses) will lie along the
straight dashed line.
and/or slip rates), a smaller proportion of the available post-seismic
stress is returned to the crust during a typical inter-event interval. As
a result, the strain-rate boundary condition represents the primary
mechanism for increasing stress on the fault. Because the applied
long-term rate is constant in time, the coefficient of variation cal-
culated from output earthquake repeat times approaches that of the
noise originally input into the system via the boundary condition. If
the time required for complete relaxation of layers 2–3 is short rel-
ative to the average recurrence interval (i.e. high-W environments
with low viscosity and/or slip rates), then a greater proportion of
the available post-seismic stress is transferred to the crust before
the next earthquake. Transferred post-seismic stresses therefore ac-
count for a larger percentage of the stress necessary to produce
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Figure 7. (Continued.)
failure in the next event. If the amount of available post-seismic
stress is variable, the result is a second time-dependent influence on
earthquake recurrence intervals. Earthquake clustering may result.
In this model, temporal clustering of major earthquakes is induced
by a combination of system noise (applied though τ ∗max) and post-
seismic stress transfer. Any earthquake will transfer stress to the
non-seismogenic layers of the model (e.g. Figs 8b–c and h–i). Re-
laxation of this post-seismic stress concentration generates crustal
deformation rates that are initially higher than the geological average
(e.g. Figs 8e and k). The larger the stress concentration is, the higher
the resultant post-seismic deformation rate. For example, if an un-
usually large event, EQi, is randomly followed by an event, EQi+1,
that is smaller than average, the second event, EQi+1, will occur
sooner than expected because (i) the stress gain required to trigger
EQi+1 is smaller than average and (ii) as EQi was large, post-seismic
fault loading rates will be higher than usual. Further, because EQi+1
occurred sooner than expected, a smaller portion of the post-seismic
stress concentration will have been recycled to the crust at the time
of EQi+1. Therefore, as a result of random fluctuations in failure
C© 2005 RAS, GJI, 160, 179–194
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stress/recurrence interval, the pool of available post-seismic stress
in the non-seismogenic layers may become large compared to the
available post-seismic stress following an isolated earthquake. Until
this excess is exhausted, one would expect earthquakes to occur at
a higher than average rate. It is likely, for example, that EQi+2 will
also occur earlier than expected.
Conversely, if an unusually small event is followed by an un-
usually large earthquake, one would expect a longer than average
recurrence interval between the two events because the amount of
post-seismic stress available for recycling to the seismogenic crust
is smaller than average. More slowly accumulating tectonic loads
must account for this deficit. This effect is especially pronounced
if the pool of available post-seismic stress in the non-seismogenic
layers is already diminished as a consequence of preceding earth-
quake sequences. One may therefore conclude that, if (i) the pool
of available post-seismic stress in the non-seismogenic layers is
variable in magnitude and (ii) post-seismic stresses comprise a sig-
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nificant percentage of the failure stress budget for a particular fault,
random stress interactions between succeeding earthquakes on the
same fault may lead to distinctly clustered behaviour.
Our findings regarding the sources of stress that drive faulting also
have potential implications for the analysis of geodetic data. We note
that in low-W environments where clustering does not play a signif-
icant role in the system behaviour (similar to the hypothetical plate
boundary example, Figs 7a–c and 8a–f), peak post-seismic crustal
strain rates are only ∼1.5 times greater than the applied geological
rate (Fig. 8e). Reasonable choices of Gc/G1 do not affect this result.
Because high far-field plate velocities contribute the majority of the
stress needed for fault failure, post-seismic transients are present but
are of the same order of magnitude as the average geological rate.
As stated previously, similar conditions are observed along the San
Andreas fault (Thatcher 1983; Kenner & Segall 2000). Secondly,
because earthquakes recur frequently, crustal deformation rates do
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not return to their steady-state values before the next earthquake
(Figs 8a–e ). In other words, the system never reaches a true steady
state and transients are always present. Consequently, a background
interseismic strain rate is never attained.
Conversely, in clustered, high-W , low-strain-rate, less viscous en-
vironments (similar to the hypothetical Basin and Range example,
Figs 7d–f and 8g–l), post-seismic transients (require G c/G 1 < 1)
contribute a significant portion of the stress required for failure in
succeeding earthquakes. As a result, peak post-seismic strain rates
immediately following an earthquake can be more than an order
of magnitude greater than the geological average (Fig. 8k). These
strain-rate transients can be greater than the geologic average for
∼15 per cent of the average time between earthquakes, T eq∗avg , such
that, if T eq
∗
avg≥ thousands of years, prolonged periods of anomalously
high strain rate can result. At long times since the last earthquake,
stresses and strain rates in every layer attain their steady-state values
(Figs 8g–k ) and all transients are absent. Thus, over the remainder of
the earthquake cycle, initially high strain rates are counterbalanced
by even longer intervals with strain rates well below the geologic
average calculated using characteristic earthquake slip and recur-
rence interval data from historic and palaeoseismic records. This
steady-state strain rate represents the background rate resulting from
tectonic loading in the absence of all post-seismic transients. Re-
moval of this background interseismic’ rate to isolate post-seismic
transients is reasonable assuming it can be accurately estimated. Av-
erage long-term geological rates, which may be much higher than
the background steady-state rate, can not be used to isolate the post-
seismic signal. Finally, the significant variations in deformation rate
with time observed in high-W environments may help to explain
anomalously high or low geodetic strain rates at various locations
in the Basin and Range (e.g. Thatcher et al. 1999; Wernicke et al.
2000; Niemi et al. 2004).
In both high- and low-W environments, therefore, transient defor-
mation complicates the comparison of instantaneous geodetic rates
with geological estimates averaged over much longer time peri-
ods. This is especially true in low-strain-rate tectonic environments.
For example, geodetic to geologic slip-rate comparisons have been
found to be a problem in areas like the Basin and Range (Niemi
et al. 2004; Friedrich et al. 2003). Taken in combination with ma-
jor earthquake clustering, these temporal variations in deformation
rate make the estimation of average repeat times for use in hazard
estimation extremely difficult.
9 C O N C L U S I O N S
The spring-dashpot-slider model demonstrates that, over multiple
event timescales, post-seismic processes can be an important factor
in modulating recurrence intervals between major earthquakes on
a single fault. Natural variations in earthquake repeat times result-
ing from environmental noise may create unusually large (small)
concentrations of post-seismic stress in the non-seismogenic litho-
sphere. These variations in the magnitude of the post-seismic stress
concentration at depth mean that post-seismic stressing rates along
the coseismic fault are also variable. In tectonic environments where
recycled post-seismic stresses represent a significant portion of the
total stress required for fault failure and post-seismic stressing rates
are unusually high (low), the next earthquake will occur sooner
(later) than expected. Over multiple event sequences, temporal clus-
tering of large earthquakes may result.
Earthquake clustering behaviour in different tectonic environ-
ments is a function of the non-dimensional Wallace number, W . As
W increases, two distinct behavioural regimes are observed. They
are separated by a clear transition zone (Figs 4–6 ). This clustered
versus non-clustered behaviour is similar to the bimodal behaviour
observed by Ben-Zion et al. (1999) and Lyakhovsky et al. (2001) us-
ing continuum damage model rheologies. Such a damage rheology
may, therefore, contribute to the environmental noise employed in
this study. We find that faults in high-W tectonic regimes (low long-
term slip-rates in regions with low viscosities in the non-seismogenic
lithosphere and high stress drop earthquakes) are more susceptible
to earthquake clustering resulting from post-seismic stress transfer.
The first two characteristics are synonymous with regions like the
Basin and Range. Individual faults within the Basin and Range ex-
perience very low long-term slip-rates (e.g. Niemi et al. 2004), while
the region as a whole is known to have relatively thin effective elastic
thicknesses and high heat flow (Lowry & Smith 1995). In particular,
the Wasatch fault slips at ∼ 2–3 mm yr−1. Lesser faults scattered
throughout the interior of the Basin and Range slip at rates much less
than 1 mm yr−1. In these hot, weak, low-strain-rate environments,
the non-seismogenic lithosphere effectively recycles post-seismic
stress to the seismogenic crust and far-field tectonic strain rates are
low enough that, over periods of a few earthquake cycles, unusually
large post-seismic transients can have a significant affect on earth-
quake recurrence intervals. As a result, in regions like the Basin and
Range, temporal clustering or swarms of major earthquakes on a
single fault are an expected behaviour.
Secondly, we show that, in low-W tectonic environments, possi-
bly similar to those along the major plate boundaries such as the San
Andreas fault, crustal deformation rates may never attain a steady-
state background value. Rates, may, in fact, vary continuously. In
high-W environments like the Basin and Range with average earth-
quake recurrence intervals that are long compared with the effective
lithospheric relaxation time, steady-state rates well below the long-
term geologic average may be attained. These low rates are coupled
with extremely high peak strain rates that remain well above the
geological average for ∼ 15 per cent of the earthquake cycle. These
temporal variations mean that the interpretation of geodetic data
for hazard estimation is potentially dependent on the recent seis-
mic history of the fault. Discrepancies in fault slip-rates inferred
from geodetic and geologic measurements made over different time
intervals are a direct consequence.
Finally, the presented spring-dashpot-slider model demonstrates
that modelled crustal deformation rates and lithospheric stresses
evolve throughout an initial model cycle-up process, which includes
two stages. These stages may be superposed during the actual cycle-
up process. The first stage represents steady-state conditions in the
absence of earthquakes. The second steady state is attained fol-
lowing the initiation of repeating earthquakes. This initial temporal
evolution in stress and strain rate highlights the potential importance
of preconditioning stresses in more complex multidimensional nu-
merical models of geodetic data.
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A P P E N D I X A : M AT E R I A L PA R A M E T E R S
A N D N O N - D I M E N S I O N A L I Z AT I O N
The constants in eq. (1), the dimensional interseismic governing equations, are defined as follows:
δ1 = Gcη2,
δ0 = G2Gc,
γ1 = η2(G1 + G2 + Gc),
γ0 = G2(G1 + Gc),
α2 = Gcη2η3,
α1 = Gc(η2G3 + η3G2),
α0 = G2G3Gc,
β2 = η2η3(G1 + G2 + G3 + Gc),
β1 = (η2G3 + η3G2)(G1 + Gc) + G2G3(η2 + η3),
β0 = G2G3(G1 + Gc). (A1)
Employing the non-dimensionalization described in eq. (3), we find that the material constants Gi and η i in the simplified governing
equations always appear as the ratios Gi/G1 and η i/ηeff. Given this approach, the governing equations for a given spring and dashpot j become,
τ ∗Sj = (Gj/G 1)ε∗Sj and τ ∗Dj = 2(η j/ηeff)(1/W )ε˙∗Dj , respectively.
Using eq. (3), we find that the governing equations are also automatically normalized. After non-dimensionalizing T eqavg = 	εeq/ε˙flt,
we find that T eq
∗
avg = 	ε∗eq. Thus, when eq. (4a) is used, all non-dimensional times and strains in the solutions are found to be di-
vided by T eq
∗
avg and 	ε
∗
eq, respectively. In consequence, the non-dimensional, normalized time and strain are defined as t
∗n = t∗/T eq∗avg =
(W ε˙fltt)/(T eq∗avg ) = (W ε˙fltt)/(	ε∗eq) and ε∗n = ε∗/	ε∗eq = Wε/	ε∗eq, where 	ε∗eq = W	εeq. Based on these definitions, it can also be shown
that ε˙∗n = ε˙∗.
A P P E N D I X B : TW O - L A Y E R S O L U T I O N
B1 Governing equations
After normalization and non-dimensionalization, the two-layer governing eq. (2) has the form
P1ε˙
∗
lyr + W P0ε∗lyr = W
[
1 + Q0
(
t∗ + ε∗tot
∣∣
t=0
)]
, (B1)
where Pi and Qi are non-dimensional functions of the material parameters obtained by dividing through by δ1 and non-dimensionalizing the
result using eq. (4a). For example, Q0 = (δ0/δ1)/(W ε˙flt) because δ0/δ1 has units of 1/time. Also note that the non-dimensionalized boundary
condition becomes ε˙∗flt = 1.
B2 Solution
The non-dimensional solution to the two-layer problem is given by eq. (5). Before specifying  and 
i, define
δn1 = Gncηn2 ,
δn0 = Gn2 Gnc ,
γ n1 = ηn2
(
1 + Gn2 + Gnc
)
,
γ n0 = Gn2
(
1 + Gnc
)
,
(B2)
where Gni = Gi/ G 1 and ηni = η i/ ηeff. Using G 1 = 	τ eq/ 2	εeq to normalize terms containing t in eq. (5),  and 
i can then be written as
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 = 2
W
γ n1
γ n0
,

1 = 2
W
(
δn1
γ n0
− δ
n
0 γ
n
1(
γ n0
)2
)
+ δ
n
0
γ n0
ε∗tot
∣∣
t∗=0,

2 = ε∗lyr
∣∣
t∗=0,

3 = δ
n
0
γ n0
. (B3)
Note that all strains and times in eq. (B3) have been normalized (Appendix A).
B3 Determining the stress/strain in each element
The strain in each element can be found using the following equations:
ε∗S1(t
∗) = ε∗lyr(t∗),
ε∗S2(t
∗) = −
1 R
D2 + R
[
exp
(
RW t∗
2
)
− exp
(−D2W t∗
2
)]
+ 
2
D2 + R
[
R exp
(
RW t∗
2
)
+ D2 exp
(−D2W t∗
2
)]
+ 2
3
D2W
[
1 − exp
(−D2W t∗
2
)]
− εD2|t∗=0 exp
(−D2W t∗
2
)
,
ε∗D2 (t
∗) = 
1
[
1 − exp
(−D2W t∗
2
)]
+ D2
D2 + R
[
2 − 
1]
[
exp
(
RW t∗
2
)
− exp
(−D2W t∗
2
)]
− 2
3
D2W
[
1 − exp
(−D2W t∗
2
)]
+ 
3t∗ + εD2|t∗=0 exp
(−D2W t∗
2
)
,
ε∗Sc (t
∗) = (ε∗tot∣∣t∗=0 + ε˙∗fltt∗) − ε∗lyr (t∗) , (B4)
where D2 = Gn2/ ηn2, R = − γ n0/ γ n1 = − 2/ W and all times have been normalized. The stress in any element group j = 1, 2, or c can be
derived using τ ∗j = (Gj/G 1)ε∗Sj . Note that initial dashpot displacement must also be specified. ε∗lyr (0), ε∗tot (0) and the initial dashpot strain
are defined below.
B4 Resetting the system following a slip event
At the time of an earthquake, t∗eq, stresses in the two-layer model evolve as follows:
τ ∗1
(
t∗+eq
) = τ ∗residual,
τ ∗2
(
t∗+eq
) = τ ∗2 (t∗−eq ) + (τ ∗fail − τ ∗residual) ,
τ ∗c
(
t∗+eq
) = τ ∗c (t∗−eq ) . (B5)
Following an earthquake, the time since the last event, t∗, is reset to zero. As shown below, other initial conditions are reset such that all
dimensions in the system, neglecting cumulative slider displacements, are internally consistent:
ε∗lyr|t∗=0 = τ ∗residual,
ε∗tot|t∗=0 = ε∗lyr|t∗=0 +
τ ∗c
(
t∗+eq
)
Gnc
,
ε∗Dj |t∗=0 = τ ∗residual −
τ ∗j
(
t∗+eq
)
Gnj
.
(B6)
A P P E N D I X C : T H R E E - L AY E R S O L U T I O N
C1 Governing equations
For a constant strain-rate boundary condition, ε˙tot = ε˙flt, eq. (1b) reduces to
β2ε¨lyr + β1ε˙lyr + β0εlyr = (α0t + α1)ε˙flt + α0 εtot|t=0 , (C1)
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where the constant velocity boundary condition, V flt, has been reformulated in terms of strain rate to maintain dimensional consistency. After
normalization and non-dimensionalization, this becomes
S2ε¨
∗
lyr + W
(
S1ε˙
∗
lyr + S0ε∗lyr
) = W [M1 + M0 (t∗ + ε∗tot∣∣t=0)] , (C2)
where Si and Mi are non-dimensional functions of the material parameters obtained by dividing through by α1 and non-dimensionalizing the
result using eq. (4a) (see Appendix B).
C2 Solution
The three-layer problem (C2) is a second order differential equation. The non-dimensional solution to eq. (C2) has the form
ε∗lyr = 1 exp[−3(1 − 2)t∗] + 2 exp[−3(1 + 2)t∗] + 3(ε∗tot|t=0 + t∗) + 4, (C3)
where i and i are non-dimensional functions of the material parameters, W , ε∗tot (0), ε
∗
lyr (0) and ε˙
∗
lyr(0) as shown below. Before specifying
i and i, define
αn2 = Gncηn2ηn3 ,
αn1 = Gnc
(
ηn2 G
n
3 + ηn3 Gn2
)
,
αn0 = Gn2 Gn3 Gnc ,
βn2 = ηn2ηn3
(
1 + Gn2 + Gn3 + Gnc
)
,
βn1 =
(
ηn2 G
n
3 + ηn3 Gn2
) (
1 + Gnc
) + Gn2 Gn3 (ηn2 + ηn3) ,
βn0 = Gn2 Gn3
(
1 + Gnc
)
,
(C4)
where Gni = Gi/ G 1 and ηni = η i/ ηeff. Using G 1 = 	τ eq/2	εeq to normalize terms containing t, i and i can then be written as
1 = 2 + 1
[
2 + 2
W
(
−α
n
0 β
n
2
βn0 β
n
1
+ β
n
2
βn1
ε˙∗lyr
∣∣
t∗=0
)]
,
2 = 2 − 1
[
2 + 2
W
(
−α
n
0 β
n
2
βn0 β
n
1
+ β
n
2
βn1
ε˙∗lyr
∣∣
t∗=0
)]
,
3 = α
n
0
βn0
,
4 = 2
W
(
αn1
βn0
− α
n
0 β
n
1
(βn0 )2
)
,
1 = β
n
1
2βn2
,
2 =
√(
βn1
)2 − 4βn2 βn0
2βn2
,
3 = W/2
,
(C5)
where
1 = β
n
1√(
βn1
)2 − 4βn2 βn0 ,
2 = 2
W
(
−αn1
2βn0
+ α
n
0 β
n
1
2
(
βn0
)2
)
− α
n
0
2βn0
ε∗tot
∣∣
t∗=0 +
1
2
ε∗lyr
∣∣
t∗=0 . (C6)
Note that all strains and times in eqs (C5) and (C6) have been normalized (Appendix A). R1 = − (1 − 2) and R2 = − (1 + 2) are
derived from the roots of the characteristic equation required to solve the differential eq. (C2). We presume that both R1 and R2 are real and
non-zero, as is generally the case for reasonable definitions of lithospheric material properties.
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C3 Determining the stress/strain in each element
Between earthquakes, the strain in each element can be found using the following equations:
ε∗S1 (t
∗) = ε∗lyr(t∗),
ε∗Sj (t
∗) = 1
D j + R1
[
R1exp
(
R1W t∗
2
)
+ D j exp
(−D j W t∗
2
)]
+ 2
D j + R2
[
R2 exp
(
R2W t∗
2
)
+ D j exp
(−D j W t∗
2
)]
+ (3 ε∗tot∣∣t∗=0 + 4) exp
(−D j W t∗
2
)
+ 23
D j W
[
1 − exp
(−D j W t∗
2
)]
− εDj
∣∣
t∗=0 exp
(−D j W t∗
2
)
,
ε∗Dj (t
∗) = 1 D j
D j + R1
[
exp
(
R1W t∗
2
)
− exp
(−D j W t∗
2
)]
+ 2 D j
D j + R2
[
exp
(
R2W t∗
2
)
− exp
(−D j W t∗
2
)]
+ (3 ε∗tot∣∣t∗=0 + 4)
[
1 − exp
(−D j W t∗
2
)]
+ 23
D j W
[
−1 +
(
D j W
2
)
t∗ + exp
(−D j W t∗
2
)]
+ εDj
∣∣
t∗=0 exp
(−D j W t∗
2
)
,
ε∗Sc(t
∗) = (ε∗tot∣∣t∗=0 + ε˙∗fltt∗) − ε∗lyr (t∗) , (C7)
where Dj = Gnj / ηnj for j = 2, 3. Rj is defined above and all times have been normalized. The stress in any element group j = 1, 2, 3, or c
can be derived using τ ∗j = (Gj/G 1)ε∗Sj. Note that initial dashpot displacements must also be specified.
C4 Resetting the system following a slip event
During an earthquake, stress is distributed between the two viscoelastic layers in proportion to their elastic stiffness. Thus, immediately
following an earthquake, the stresses in each element are defined as
τ ∗1
(
t∗+eq
) = τ ∗residual,
τ ∗2
(
t∗+eq
) = τ ∗2 (t∗−eq ) + Gn2Gn2 + Gn3
(
τ ∗fail − τ ∗residual
)
,
τ ∗3
(
t∗+eq
) = τ ∗3 (t∗−eq ) + Gn3Gn2 + Gn3
(
τ ∗fail − τ ∗residual
)
,
τ ∗c
(
t∗+eq
) = τ ∗c (t∗−eq )
.
(C8)
Required initial strains are reset according using the definitions given in eq. (B6) for the two-layer model. Conservation of stress within the
system requires that, when summed, the rates of change of stress in elements 1–3 must equal the rate of change of stress in the coupling spring.
Using this constraint, we can determine the remaining initial strain rate:
ε˙∗lyr
∣∣
t∗=0 =
Gnc + 0.5W
(
Gn2 D2 + Gn3 D3
)
ε∗lyr
∣∣
t∗=0 − 0.5W Gn2 D2 ε∗D2
∣∣
t∗=0 − 0.5W Gn3 D3 ε∗D3
∣∣
t∗=0
Gn1 + Gn2 + Gn3 + Gnc
. (C9)
A P P E N D I X D : N O R M A L LY D I S T R I B U T E D N O I S E D I S T R I B U T I O N
As stated in the text, the noise on the fault failure criterion is normally distributed and N residual is fixed with zero magnitude. Because a normal
distribution allows negative values for large N max and values, τ ∗max − τ ∗residual may be <0. In such cases, the τ ∗max and τ ∗residual combination is
thrown out and new values are randomly chosen from the distribution. At N max = 20 per cent, unreasonable failure criteria are never noted. At
N max = 50 per cent, the failure criteria were resampled ∼2 − −4 times per 100 earthquakes. Other input noise distributions could have been
chosen (e.g. lognormal, Weibull). Lacking information to the contrary, a symmetric input noise distribution was desired. Given that realistic
noise levels are probably ≤ 20 per cent, a normal distribution is the simplest possible choice.
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