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Resume 
L'enjeu de cette these de doctorat concerne le developpement de methodes de 
fusion de donnees visant a ameliorer l'analyse des signaux et la quantification des 
images en imagerie optique diffuse. La fusion implique deux types de donnees : 
les donnees fonctionnelles provenant de l'imagerie optique diffuse (IOD) et les 
donnees anatomiques issues de l'imagerie par resonance magnetique (IRM). La 
grande resolution spatiale de TIRM est combinee a la grande resolution temporelle 
de riOD pour permettre l'analyse temporelle des signaux IOD et leur localisation 
dans le cortex. 
Les variations observees dans les signaux fonctionnels de 1'IOD sont principalement 
dues aux changements vasculaires et metaboliques tels le flux sanguin et la con-
sommation en oxygene du sang. Ces phenomenes biologiques se produisent suite 
aux decharges electriques des neurones et designent la reponse hemodynamique. La 
modelisation de la reponse hemodynamique notee HRF represente un reel defi au 
sein de la communaute neuroscientifique. Entre autres, cette these presente des 
resultats portant sur la modelisation de la reponse hemodynamique a partir des 
variations dans les concentrations d'hemoglobine et l'analyse des signaux physi-
ologiques detectes en IOD. 
II existe plusieurs modeles decrivant la propagation de la lumiere dans un mi-
lieu diffusant. La description de ce modele direct est pre-requise et primordiale 
a l'estimation des concentrations d'hemoglobine detectees en IOD. En effet, une 
definition realiste et precise de la propagation de la lumiere et du milieu permet 
d'ameliorer l'estimation des concentrations d'hemoglobine et ainsi la quantification 
des images. La segmentation du milieu a partir de donnees IRM anatomiques per-
met de decrire les tissus de la tete du sujet tres precisement. Cet ouvrage presente 
la formulation et la simulation d'une nouvelle methode decrivant le probleme di-
rect en IOD. Entre autres, il est demontre que l'application de 1'approximation de 
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Born a l'equation de diffusion dans un milieu heterogene multicouche a partir d'une 
methode par elements de frontiere permet de decrire avec precision la propagation 
de la lumiere dans un milieu diffusant. 
La premiere partie de la these presente l'introduction ou sont enumeres les hy-
potheses, les objectifs, la methodologie, les conclusions et les contributions origi-
nales de cette ceuvre. L'orientation generate y est presentee pour faciliter la nav-
igation du lecteur a travers l'ouvrage. La deuxieme partie expose la physiologie 
cerebrale humaine et les mecanismes biologiques qui interviennent dans la reponse 
hemodynamique. 
La troisieme partie est concacree a la theorie de l'imagerie optique diffuse et a 
la mise en ceuvre de methodes visant a l'analyse des signaux associes. En effet, 
l'analyse du signal peut permettre la differentiation des sources de bruits phys-
iologiques et aider a la detection de l'activite cerebrale et a la caracterisation 
de la physiologie. Etant donne que la lumiere injectee traverse plusieurs tissus 
biologiques avant d'etre detectee, celle-ci transporte plusieurs informations (tem-
porelles et frequencielles) provenant de la physiologie cerebrale. Compte tenu de 
cette structure spectrale particuliere, il est avantageux de decrire le signal dans le 
plan temps-frequence offert par le developpement en ondelettes. Dans cette partie 
de l'ouvrage, il est demontre que les signaux IOD peuvent etre traites plus na-
turellement dans le plan temps-frequence que par l'analyse de Fourier habituelle. 
Entre autres, le developpement d'un instrument de mesure de la synchronie a per-
mis de ponderer l'estimation de la reponse hemodynamique, evitant ainsi le recours 
au filtrage. De plus, les techniques d'analyse developpees dans ce contexte ont per-
mis de caracteriser des signaux physiologiques detectes en imagerie optique diffuse 
et l'estimation de l'amplitude de la reponse hemodynamique. Elles ont fourni des 
mesures quantitatives du bruit 1 / / dans les cas des concentrations d'oxy- et de 
deoxyhemoglobine. 
La quatrieme partie presente la technique de fusion des donnees fonctionnelles 
X 
provenant de 1'IOD et celles anatomiques issues de 1'IRM. Entre autres, le develop-
pement d'algorithmes permettant de localiser les sondes optiques a l'exterieur du 
scanner y est decrit. L'integration de l'appareil de neuronavigation et l'incorporation 
de donnees IRM anatomiques peuvent repondre au probleme du positionnement 
precis des sources et detecteurs optiques sur le cuir chevelu. II est demontre que 
l'affichage de la sensibilite des sondes optiques sur les aires cerebrales specifiques a 
l'etude cognitive aide a positionner la configuration optique plus precisement. Ce 
developpement ameliore la precision de l'imagerie resultante. 
La cinquieme partie propose une nouvelle methode hybride pour decrire la propaga-
tion des photons dans un milieu heterogene multicouche a l'aide de la methode par 
elements de frontiere (BEM). Cette methode est formulee a partir de V approximation 
de Born de l'equation de diffusion qui se traduit par l'introduction d'une pertur-
bation du coefficient d'absorption optique. Elle est pertinente en IOD cerebrale 
puisque les variations des proprietes optiques detectees refletent les variations 
des phenomenes biologiques liees a la reponse hemodynamique. La formulation 
integrale et le developpement du probleme direct selon cette methode permet 
d'ameliorer la quantification des images en IOD. Elle a necessite le developpement 
d'outils de segmentation des tissus cerebraux a partir de donnees IRM anatomiques. 
En effet, ces segmentations permettent de tenir compte de l'heterogeneite des pro-
prietes optiques entre les tissus. Les algorithmes ont ete developpes suivant une 
approche hybride : ils peuvent accomplir des segmentations surfaciques necessaires 
a la BEM mais egalement volumetriques indispensables a la definition de la per-
turbation. Les resultats obtenus ont ete valides avec des simulations Monte Carlo. 
Ces methodes decrivent numeriquement l'equation du transport radiatif et sont 
particulierement couteuses en terme de complexite algorithmique. Les resultats 
suggerent que 1'approximation de Born pour resoudre l'equation de diffusion dans 
un milieu multicouche a partir d'une methode BEM peut decrire la propagation 
des photons dans un milieu diffusant. Cependant, cette methode n'est pas valide 
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lorsque les fluences photoniques sont calculees a proximite (~ 2 mm) de la source 
lumineuse et lorsque le milieu de propagation n'est pas diffusant. Par ailleurs, 
l'utilisation de la methode par elements de frontiere permettant de representer les 
tissus par des surfaces est avantageuse par rapport a la methode d'elements finis 
puisqu'elle permet de decrire precisement les sillons cerebraux situes a la surface 
du cerveau. Finalement, la methode developpee dans cette these utilise moins de 
ressources informatiques que les simulations Monte Carlo. 
La suite de ces travaux peut s'effectuer dans plusieurs directions. Par exemple, il 
serait interessant d'etudier de nouvelles methodes traitant les signaux de sources 
physiologiques. En effet, la comprehension de ce type de signaux entraine imman-
quablement l'amelioration de l'estimation de la reponse hemodynamique. Dans le 
cas de la definition du probleme direct en IOD, l'addition d'informations provenant 
de donnees d'IRM de diffusion pourrait permettre de modeliser la propagation de 




The aim of this PhD thesis lies in the development of multimodal data fusion meth-
ods to improve signal analysis and image quantification in diffuse optical imaging. 
The multimodal fusion involves two data types : functional data from diffuse opti-
cal imaging (DOI) and anatomical data from magnetic resonance imaging (MRI). 
In this context, high MRI spatial resolution is combined with high DOI tempo-
ral resolution to allow the temporal analysis of DOI signals and their localization 
within the brain. 
Changes in functional signals observed in DOI are mainly due to vascular changes 
in blood flow and metabolic changes in oxygen consumption in the blood. This cas-
cade of biological phenomena is generated by neurons electrical firing and results in 
the hemodynamic response function. Modeling the hemodynamic response function 
(HRF) remains to a real challenge within the neuroimaging community. In par-
ticular, this work presents new results on the estimation of changes in hemoglobin 
concentrations and physiology analysis of DOI detected signals. 
There exists several models describing the photon migration in turbid medium. 
This refers to the forward model and its definition is prominent to perform the 
hemoglobin estimation in DOI. Indeed, a realistic and accurate description of the 
light propagation in a medium enables the improvement of the hemoglobin estima-
tion and hence the image quantification. The anatomical segmentation of MRI data 
allows a consistent description of biological tissues of the head. This thesis exposes 
a new integral formulation to solve the DOI forward problem. It is demonstrated 
that the Born approximation applied to the diffusion equation in a multilayered 
medium with the boundary element method can describe the photon migration in 
turbid medium. 
The first part of the thesis introduces the work by presenting hypothesis, objectives, 
methods, conclusions and original scientific contributions. The thesis orientation 
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is also included to help the reader to navigate through the thesis. Second part 
exposes complex biological mechanisms involving in the hemodynamical response 
function. 
The third part presents to the diffuse optical theory and the development of DOI 
signal analysis methods. We hypothesize that signal analysis can enable physio-
logical signal source differentiations and improve cerebral activity detection. Since 
injected light crosses several head tissues before being detected, many informations 
(time and frequency) are brought on extra- and intracerebral physiology. Given 
this spectral structure, it can be advantageous to describe the signal in the time-
frequency space by wavelets extensions. In this part, it is showed that physiology 
emerges naturally in the time-frequency plane and can be distinguished more read-
ily than by a standard Fourier analysis. The ability of analytical wavelets to define 
an instantaneous phase in a concrete manner opens the door for a new measure : 
the phase-lock (synchrony) of the signal with itself. Moreover, analysis techniques 
developed in this work have allowed the characterization physiological noise and 
the estimation of the strength of hemodynamic response in diffuse optical imag-
ing. Analysis performed on experimental DOI data provided us with a quantitative 
measure of the 1 / / noise for hemoglobin concentration measures. 
The multimodal data fusion of DOI functional and MRI anatomical data in the 
fourth part. Here, algorithms are developed to localize optical probes outside the 
MRI scanner. The integration of neuronavigation tools and a priori anatomical 
MRI data can improve the optical probes positioning. It is demonstrated that 
displaying optical sensitivity on MRI images can improve significantly the optical 
configuration positioning and hence the resulting imagery. 
The fifth part exposes the new hybrid method for describing the photons propa-
gation in a multilayered medium with the boundary element method (BEM). The 
method is formulated using the Born approximation applied to the diffusion equa-
tion which is defined by an absorption perturbation. This is relevant with cerebral 
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DOI since detected absorption changes reflect hemoglobin changes involving in the 
hemodynamic response function. The integral formulation of the forward model 
with this method enables the image quantification. This model necessitates elab-
oration of segmentation tools of cerebral tissues from a priori MRI anatomical 
data. Indeed, these MRI segmentations enable to define distinct optical properties 
for each tissue. The algorithms are written to follow the hybrid approach : they can 
accomplish boundary segmentations for the need of the BEM and also volumetric 
segmentations necessary for the perturbation definition. Results are validated with 
Monte Carlo simulations. These methods describe the radiative transport equation 
and are computationally intensive. Results suggest that 3D multilayered medium 
diffuse optical tomography can be performed using the perturbative BEM approach 
with a reduced computational cost. However, this method cannot be applied in 
medium with low- or non-scattering regions and close (~ 2 mm) to the source 
since the diffusion equation is not valid. This is the case in diffuse optical imaging 
when considering the cerebral spinal fluid (CSF) as a sub-region. In addition, in 
the context of 3D cerebral imaging, BEM enables to build accurate surface tissue 
meshes. This is not true with volumetric meshes built with FEM since modeling 
precisely the cerebral convolutions on the surface of the brain could be particulary 
arduous. Finally, the new hybrid method is less computationally expensive than 
Monte Carlo simulations. 
Some research directions are left unanswered. Briefly, it could be interesting to 
investigate on new spectral methods to analyse physiological signals. Indeed, 
the understanding of physiology behaviors undoubtedly leads to improvements of 
hemoglobin concentrations estimation. In the case of the forward model defini-
tion, the addition of diffusion MRI could help in modeling the anisotropic photon 
propagation within the fibers of the white matter. 
XV 
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L'imagerie optique diffuse (IOD) est une modalite d'imagerie medicale fonction-
nelle qui permet d'estimer les proprietes optiques des tissus cerebraux a partir de 
la lumiere transmise dans le tissu et mesuree a differents endroits sur la surface 
de la tete. Ces mesures peuvent alors etre utilisees pour retrouver les distribu-
tions spatiales et temporelles des coefficients d'absorption et de diffusion de la 
lumiere a l'interieur du cerveau. Via les proprietes optiques, cette modalite non-
invasive permet d'estimer les changements dans les concentrations d'hemoglobines 
oxygenee (Hb02) et desoxygenee (HbR). Ces dernieres etant reliees au volume san-
guin cerebral (CBV) et au metabolisme d'oxygenation cerebral (CMRO2), TIOD 
permet ainsi une observation indirecte de l'activite neuronale. La faible resolution 
spatiale et la quantification des images sont cependant les principales difficultes en 
imagerie optique diffuse. Etant donne que la faible resolution spatiale de 1'IOD est 
une consequence physique de la diffusion de la lumiere dans les tissus biologiques, 
il devient pertinent d'explorer le developpement de methodes visant a ameliorer la 
quantification des images. La conception d'une approche methodologique efficace 
et precise du calcul des intensites lumineuses transmises pour un sujet soumis a un 
stimulus, soit le probleme direct en IOD, represente alors un defi considerable. 
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L'imagerie par resonance magnetique (IRM) est une technique d'imagerie medicale 
permettant d'obtenir une vue 2D ou 3D d'une partie du corps, en particulier le 
cerveau et est basee sur le principe de la resonance magnetique nucleaire. L'IRM 
anatomique (IRMa) de la tete fournit des informations sur l'anatomie des tissus 
cerebraux avec une grande precision spatiale inferieure au millimetre cube. Typ-
iquement, l'imagerie par resonance magnetique se base sur les proprietes magnetiques 
des atomes et essentiellement de leurs noyaux que Ton analyse par l'entremise 
d'un champ magnetique et d'une onde de radiofrequence. Tout comme 1'IOD, 
FIRM fonctionnelle (IRMf) est une modalite d'imagerie basee sur les changements 
hemodynamiques qui suivent une activation neuronale. L'effet BOLD ("Blood-
oxygen-level dependent") mesure en IRMf represente le signal qui reflete les vari-
ations, ou le rapport de la quantite d'oxygene transporter par l'hemoglobme en 
fonction de l'activite neuronale du cerveau. 
Le but principal de cette these est de developper des methodes de fusion 
de donnees (optique-IRM) visant a ameliorer la quantification des im-
ages et l'analyse des signaux en imagerie optique diffuse. L'ensemble de la 
these est principalement ecrit dans le but de developper des techniques d'analyse du 
signal et d'ameliorer le probleme direct en imagerie, soit la generation de mesures. 
En effet, nous pensons que la quantification des images doit premierement etre 
approchee via la definition de modeles de problemes directs fiables et realistes 
etant donne que la generation de mesures est un prerequis a la reconstruction 
des coefficients optiques. Entre autres, l'ajout d'information anatomique IRMa a 
priori au probleme direct pourrait ameliorer la localisation de l'activite cerebrale 
tout en evitant de proceder a l'acquisition de donnees fonctionnelles optiques a 
l'interieur de l'aimant. Ces informations anatomiques seront egalement utilisees 
dans la modelisation geometrique du probleme direct via la segmentation des tis-
sus cerebraux. Cette segmentation est essentielle en vue de Fobtention de donnees 
quantitatives, puisque le cerveau est compose de differents tissus ayant tous des 
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proprietes physiques et metaboliques qui different suffisamment pour ne pas etre 
negligees. 
I/imagerie a resonance magnetique fonctionnelle est utilisee afin de mesurer avec 
une grande precision spatiale les activations neuronales lors de stimulations. Toute-
fois, seul le sang desoxygene peut etre mesure et l'execution de taches complexes est 
difficile a Tinterieur du scanner. L'imagerie optique diffuse, quant a elle, permet 
l'integration de donnees additionnelles mais la mise en place des fibres optiques 
dans le systeme a fort champ magnetique et la mesure simultanee de l'optique 
infrarouge et des sequences IRMf est complexe. Des problemes experimentaux ap-
paraissent ici car les fibres doivent etre amenees en dehors de la cage de Faraday qui 
isole la piece et les detecteurs positionnes sur la tete ne doivent pas etre sensibles 
au champ magnetique. De plus, certaines aires cerebrales telles les aires visuelles 
primaries sont pratiquement inatteignables puisque les fibres optiques doivent etre 
placees sur la tete du sujet a l'interieur de l'antenne de detection IRM. Etant 
donne que le sujet est couche sur le dos et que la tete repose sur un coussin du-
rant l'acquisition de donnees, toute la region occipitale est cachee et pratiquement 
impossible a imager. Progressivement, les dernieres annees ont vu l'emergence de 
nouveaux outils permettant aux chirurgiens de positionner leurs instruments sur 
des images anatomiques de leurs patients en temps reel. Ces images fournissent 
ainsi un guide interactif lors des procedures chirurgicales. Ces outils stereotaxiques 
commencent aussi a apparaitre hors des salles d'operation. En particulier, dans le 
cadre de 1'IOD, le positionnement des sondes optiques est crucial pour certaines 
etudes cognitives. On fait alors l'hypothese que l'integration d'un appareil 
permettant de localiser ces sondes a partir d'images IRMa pourrait aider 
de fagon significative le positionnement sur le crane. En effet, la localisation 
en temps reel et le recalage des sources et des detecteurs permettent la localisation 
des aires cerebrales a imager etant donne une tache cognitive specifique. 
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L'analyse des donnees optiques ou l'estimation des concentrations d'hemoglobines 
represente egalement un defi important dans le processus de comprehension du 
metabolisme cerebral. Etant donne que les mesures sont prises sur la surface de 
la tete et non directement sur le cortex, plusieurs signaux extra-cerebraux sont 
enregistres en meme temps que l'activation et viennent ainsi contaminer l'analyse. 
II existe plusieurs techniques de filtrage de donnees allouant la possibilite de sous-
traire entierement ou en partie une ou plusieurs sources de bruit, lesquelles permet-
tent de retrouver la faible portion du signal representant le paradigme d'activation 
cerebrale. En effet, la bande frequentielle associee au paradigme d'activation est 
partagee avec plusieurs sources de signaux physiologiques. Entre autres, les sig-
naux recueillis par les detecteurs optiques proviennent de plusieurs sources physi-
ologiques telles la respiration pulmonaire, le rythme cardiaque, les ondes de Mayer, 
les mouvements corporels et bien d'autres signaux provenant de la region contenue 
entre la surface du cortex et la surface interieure du crane. Par exemple, il sem-
ble que l'estimation des concentrations d'hemoglobine oxygenee (HbC^) est tres 
sensible aux signaux optiques provenant des vaisseaux sanguins cerebraux (veines 
cerebrales, arteres et arterioles cerebrales et capillaires intra-cerebraux) 1 lesquels 
constituant le systeme de transport sanguin entre les differentes aires cerebrales du 
cortex tout entier. On fait l'hypothese que l'etude des phenomenes phys-
iologiques intervenant au niveau des vaisseaux sanguins cerebraux et 
l'analyse des signaux qui en resulte pourraient aider a la detection et a 
la comprehension de l'activite cerebrale. 
La modelisation de la propagation de la lumiere infrarouge et la reconstruction 
d'images sont facilities par la presence d'information a priori provenant de 1'IRMa 
qui peut etre utilisee afin de mieux cerner le probleme inverse. En effet, il a 
ete demontre par l'entremise de mesures experiment ales que les tissus cerebraux 
1Dans la litterature, l'ensemble des vaisseaux sanguins cerebraux fait souvent reference a la 
"vasculature cerebrale". 
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possedaient des proprietes optiques (typiquement la dispersion et 1'absorption) sig-
nincativement differentes entre elles pour induire des erreurs de modelisation con-
siderables si cette differentiation n'etait pas prise en compte. La modelisation de la 
propagation de la lumiere est en general calculee a partir d'une approximation ef-
fectuee sur un plan semi-infini (courbure nulle) couvrant une region d'interet ayant 
des proprietes optiques homogenes. Une approche plus realiste est developpee ici en 
utilisant une methode pour elements de frontiere (BEM) pour resoudre l'equation 
de diffusion associee a la propagation de la lumiere. Cette technique permet de 
modeliser de fa^on independante les differentes couches de la tete (cuir chevelu, 
crane, liquide cerebro-spinal (CSF pour "cerebral spinal fluid"), matieres grise et 
blanche) en preservant leurs geometries, et ce, a partir de segmentations d'images 
IRMa. La formulation BEM nous permet de tenir compte de l'heterogeneite des 
proprietes optiques entre les couches. On fait l'hypothese qu'une modelisation 
plus realiste de la propagation de la lumiere ameliore la definition du 
probleme direct et ainsi la quantification des images. 
Durant la performance d'une tache cognitive provoquant une activation cerebrale, 
un phenomene neurovasculaire se produit et a pour but de fournir l'oxygene dans les 
regions cerebrales activees. L'lOD ne permet pas la detection directe de l'electrophy-
siologie neuronale, mais fournit une information sur le comportement hemodynami-
que via les changements dans 1'absorption 2 de la lumiere par l'hemoglobine. En 
general, les modeles de propagation de la lumiere decrivant une perturbation dans 
le coefficient d'absorption, i.e. qui modelise l'activation cerebrale, sont relativement 
simples et non realistes ou requiert des ressources informatiques trop importantes. 
On fait l'hypothese que le modele mathematique developpe dans le cadre 
de cet ouvrage permet l'ecriture d'une formulation integrale perturba-
trice qui tient compte de l'heterogeneite des tissus cerebraux. 
2La diffusion de la lumiere est egalement mesurable. 
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Finalement, l'integration de donnees IRMa couplee a l'aspect fonctionnel de 1'IOD 
permettront de proposer une structure quantitative pour comparer les donnees 
IRMf avec celles de 1'IOD. En effet, les donnees fusionnees pourront beneficier des 
caracteristiques temporelles et fonctionnelles de l'imagerie optique diffuse, et spa-
tiales de l'imagerie par resonance magnetique. La projection des donnees IOD sur 
les segmentations volumetriques des tissus pourra egalement permettre la localisa-
tion precise de l'activite cerebrale et la comparaison avec celle provenant de FIRM 
fonctionnelle. Le signal BOLD ayant longuement ete controverse et critique dans la 
litterature scientifique, ces travaux permettront, dans une perspective optimiste, de 
fournir des outils pour mieux comprendre ce signal provoque par les changements 
des concentrations en sang desoxygene et les differents systemes biologiques qui y 
sont impliques. 
2 Plan de la these 
La these se divise en six parties distinctes mais intimement reliees. La premiere 
partie expose les motivations qui ont pousse les travaux accomplis dans cette these. 
En deuxieme partie, la physiologie humaine cerebrale est traitee, principalement les 
mecanismes lies au metabolisme de regulation organique et d'equilibre energetique, 
en passant par le couplage neurovasculaire cerebral. Par la suite, la theorie de 
l'imagerie optique diffuse et certaines techniques d'analyse du signal qui y sont em-
ployees constituent la troisieme partie de cet ouvrage. Elle se termine par deux col-
laborations publiees dans des journa/ux scientifiques situees en annexe. Les elements 
de la theorie de l'imagerie par resonance magnetique anatomique et fonctionnelle, 
completes par la description de la technique de neuronavigation sont brievement 
exposes dans la quatrieme partie. Cette partie comprend egalement un article 
soumis a un journal scientifique. La derniere partie regroupe la modelisation de la 
propagation de la lumiere dans sa forme perturbatrice a l'aide d'une formulation 
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integrate BEM et son analyse experimentale. Elle se termine par un autre article de 
journal. La these s'acheve avec la conclusion, la liste des contributions scientifiques 
reliees au doctorat, la bibliographie et les annexes. Notons que chaque chapitre 
inclus dans une des differentes parties decrites precedemment, propose sa propre 
revue de litterature. La section suivante presente une breve revue de la litterature 
de la these. 
3 Breve revue de litterature 
Depuis a peu pres deux decennies, rimagerie optique diffuse suscite un interet 
marque aupres des chercheurs a travers le monde entier (e.g. Chance [1989], Arridge 
et al. [1991], Yodh et Chance [1995], Kolehmainen et al. [2000], Yodh et Boas 
[2003], Gibson et al. [2005]). Ces groupes de recherche contribuent a l'avancement 
des connaissances dans la comprehension de l'activite cerebrale et des techniques 
d'analyse de donnees optiques et de reconstruction d'images. 
Un desavantage majeur de TIOD est sa faible resolution spatiale [Boas et al. 
2004a,b] et la difficulte de reconstruire des images volumetriques sans a priori 
anatomique. La nature diffuse de la propagation des photons a travers les tis-
sus biologiques limite la profondeur de penetration de ceux-ci ainsi que la sensi-
bilite a l'activite cerebrale se produisant dans le cortex. De plus, cette sensibilite 
est compromise par la contamination des signaux physiologiques (e.g. respira-
tion, battements cardiaques, ondes de Mayer) qui peuvent representer une frac-
tion significative des variations enregistrees et peuvent meme se mettre en phase 
avec la stimulation [Franceschini et al. 2003, Obrig et al. 2000, Toronov et al. 
2000]. L'estimation des concentrations d'oxy- et de deoxyhemoglobine represente 
egalement un defi de taille car elle demeure tres sensible aux erreurs de mesures 
et aux erreurs systematiques resultant de choix de parametres (e.g. les longueurs 
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d'ondes et le positionnement des sondes optiques) plus ou moins arbitraires. Ces 
erreurs peuvent etre partiellement reduites par un choix judicieux de plusieurs fac-
teurs [Sato et al. 2004, Strangman et al. 2003, Uludag et al. 2002, Yamashita et al. 
2001], 
Des etudes recentes montrent que Fapport de 1'IRM anatomique et la fusion de 
donnees pourraient contribuer a augmenter la precision spatiale des images generees 
par HOD (e.g. Boas et Dale [2005], Montcel et al. [2005], Joseph et al. [2006], Hup-
pert et al. [2006a], Intes et al. [2004]). Une fagon de resoudre le probleme direct 
avec l'equation de diffusion consiste a representer localement la tete comme un 
plan semi-infini contenant les sources et les detecteurs. Cette hypothese permet 
entre autres de resoudre analytiquement l'equation de diffusion couplee d'une con-
dition de Robin [Bonner et al. 1987, Haskell et al. 1994, Kienle et Patterson 1997b]. 
Cette solution de reference permet de tester la precision et la resolution avec di-
verses experimentations en IOD [Culver et al. 2001, Koizumi et al. 2000] mais 
reste une approximation peu quantitative. Cependant, en segmentant les differents 
tissus cerebraux a partir des donnees IRM anatomiques et en leur associant des 
proprietes optiques mesurees experimentalement (e.g. Strangman et al. [2002b]), 
la construction du probleme direct devient plus realiste et ainsi la reconstruction 
d'images plus quantitative (e.g. Boas et al. [2002], Sikora et al. [2006]). 
Parallelement, FIRM fonctionnelle est aussi utilisee afin de mesurer les activations 
neuronales lors de stimulations. Cette modalite, quoique tres precise spatialement, 
a des lacunes, notamment l'interpretation du signal BOLD et l'execution de taches 
complexes qui est difficile a l'interieur du scanner. L'imagerie optique, elle, permet 
l'integration de donnees physiologiques additionnelles. Par exemple, la fusion des 
deux modalites serait avantageuse au niveau des resolutions spatiale et temporelle. 
Une autre application interessante de cette integration est la modelisation de la 
physiologie neuronale pour laquelle des travaux recents emergent [Boas et Dale 
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2005]. L'lOD est apte a distinguer le flux sanguin et les changements de consom-
mation d'oxygene sans proceder a l'acquisition d'images de flux contrairement a 
1'IRMf [Davis et al. 1998, Hoge et al. 1999]. Cet avantage est relativement crucial 
dans plusieurs etudes sur le cerveau, principalement dans le developpement de mal-
adies cerebrales et leur potentiel en tant qu'outils de diagnostic en etude clinique 
(e.g. Luker et Luker [2008], Bremer et al. [2003], Meyer et al. [2007], Hassan et 
Klaunberg [2004]). 
II existe plusieurs approches numeriques pour resoudre le probleme direct en im-
agerie optique diffuse. Entre autres, la solution peut etre obtenue par des methodes 
de differences finies [Barnett et al. 2003, Hielscher et al. 1995], par des methodes 
d'elements finis [Arridge et al. 1993, Okada et al. 1996a, Paulsen et Jiang 1995] et 
par des methodes de Monte Carlo [Boas et al. 2002, Graaff et al. 1993, Hayakawa 
et al. 2001, Hiraoka et al. 1993, Wang et al. 1995]. La methode d'elements de 
frontiere (BEM), quant a elle, a ete utilisee dans plusieurs applications biomedicals 
telles l'electroencephalographie (EEG), la magnetoencephalographie (MEG) [Mosher 
et al. 1999, Kybic et al. 2005] et la tomographic par impedance electrique (EIT) 
[de Munck et al. 2000, Duraiswami et al. 1998]. Pour les applications en IOD, la 
formulation integrate a ete introduite par Ripoll [Ripoll et Nieto-Vesperinas 1999, 
Ripoll et al. 2000] et est basee sur le theoreme d'extinction. Recemment, la BEM 
a ete appliquee en IOD sur un modele de regions concentriques [Sikora et al. 2006] 
et en fluorescence diffuse [Fedele et al. 2005]. 
4 Objectifs de la these 
Tout d'abord, le projet de doctorat est fait en collaboration avec Rogue-Research 
Inc. Certaines parties du travail sont maintenant ou seront integrees a l'environne-
ment Brainsight™ de la compagnie. 
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Objectif 1. Developper la localisation des sondes optiques a l'exterieur 
du scanner IRM 
Problematique : La difficulte a integrer les fibres optiques, le positionnement precis 
de celles-ci sur la tete et la limitation des aires cerebrales pouvant etre etudiees par 
l'lOD dans le scanner IRM. 
Hypothese : L'integration de l'appareil de neuronavigation et le develop-
pement d'algorithmes permettant de localiser les sondes optiques a par-
tir de donnees IRMa peut repondre au probleme du positionnement et 
ouvre la porte a un gain sur la precision de l'imagerie resultante. 
Justification de Voriginalite : L'utilisation d'un systeme de neuronavigation pour fa-
ciliter le positionnement des sondes optiques et ameliorer la localisation de l'activite 
cerebrale n'a pas ete testee. 
Falsifiabilite : L'hypothese sera refutee si le positionnement des sondes optiques 
et la localisation de l'activite cerebrale ne sont pas facilites par comparaison aux 
etudes optiques sans l'integration d'un systeme de neuronavigation. 
Objectif specifique 1. Comprendre et utiliser le logiciel de neuronavigation et de 
visualisation d'images medicales Brainsight™ developpe par la compagnie Rogue-
Research Inc. ainsi que l'equipement de recalage tel que la camera infrarouge et 
les outils de localisation. Tester la fiabilite et la precision du recalage sur differents 
ensembles de donnees IRMa (et de differents formats informatiques). Tester la 
precision des reconstructions tridimensionnelles du cerveau et du cuir chevelu. 
Objectif specifique 2. Developper des algorithmes utilisant les coordonnees des 
sondes optiques obtenues par recalage pour le calcul de la matrice de sensibilite du 
probleme direct en IOD. 
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Objectif specifique 3. Concevoir et developper des outils destines a l'integration 
de l'imagerie optique diffuse et de la spectroscopic proche infrarouge dans l'environ-
nement Brainsight™. 
Les algorithmes de visualisation et leur integration dans le logiciel permettront 
de valider l'hypothese si le positionnement des sondes optiques est facilite par la 
localisation des sources et des detecteurs sur les regions cerebrales desirees. 
Publications reliees 
• COMEAU R.M., DEHAES M. AND LESAGE F., Improved Neuronavigation 
Tool for Co-Registration of NIRS (DOI) and Magnetic Resonance Imaging, 
13th annual meeting of the OHBM, available on CD-Rom in Neurolmage, 
Vol. 36(S1), (2007). 
• DEHAES M., COMEAU R.M. AND LESAGE F., MRI/DOI Neuronavigation : 
Revisiting the negative BOLD response through diffuse optical imaging, 2007 
IEEE ISBI, pp. 960-963, (2007). 
• DEHAES M., COMEAU R.M. AND LESAGE F., MRI/DOI Neuronavigation, 
12th annual meeting of the OHBM, available on CD-Rom in Neurolmage, 
Vol. 31(S1), (2006). 
Objectif 2. Developper des methodes d'analyse du signal adaptees aux 
signaux optiques 
Problematique : Les signaux optiques sont contamines par plusieurs sources de 
bruits physiologiques et extra-cerebraux. 
Hypothese : L'analyse du signal peut permettre la differenciation des 
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sources de bruits physiologiques et ainsi aider a la detection de l'activite 
cerebrale et a la caracterisation des bruits physiologiques. 
Justification de I' originalite : Les signaux optiques ont une structure et une fenetre 
spectrale particuliere et les differentes techniques provenant de la litterature n'exploi-
tent pas entierement ces caracteristiques de fagon adequate. 
Falsifiabilite : L'hypothese sera refutee si les techniques d'analyse du signal ne 
permettent pas de faciliter la detection de l'activite cerebrale. 
Objectif specifique 1. Utiliser des techniques temps-frequence basees sur les on-
delettes pour differencier les sources de bruits physiologiques de l'activite cerebrale 
evoquee par un stimulus. 
Objectif specifique 2. Utiliser une approche multi-resolution basee sur la pro-
priete de blanchiment de la transformee en ondelettes discretes pour effectuer 
l'estimation de la reponse hemodynamique (l'estimation des concentrations d'hemo-
globines). 
Les techniques developpees permettront de proposer des criteres d'estimation de 
l'activite cerebrale et de caracteriser a l'aide de proprietes spectrales les differentes 
sources de signaux physiologiques. 
Publications reliees 
• MATTEAU PELLETIER C , DEHAES M., LESAGE F. AND LINA J.-M., 1/f 
noise in diffuse optical imaging and wavelet-based response estimation, IEEE 
Trans. Med. Imag., (2008), (accepte). 
• MATTEAU PELLETIER C , DEHAES M., LESAGE F. AND LINA J.-M., 
Wavelet-based estimation of long-memory noise in diffuse optical imaging, 
2008 IEEE ISBI, pp. 400-403, (2008). 
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• LINA J.-M., DEHAES M., MATTEAU PELLETIER C. AND LESAGE F., Com-
plex wavelets applied to diffuse optical spectroscopy for brain activity detec-
tion, Optics Express, 16(2), pp. 1029-1050, (2008). 
Objectif 3. Developper des outils de segmentation des tissus cerebraux 
a partir de donnees IRMa 
Problematique : L'equation differentielle associee a la resolution de la propagation 
de la lumiere dans un milieu homogene ou les tissus cerebraux ne sont pas segmentes 
est peu quantitative et peu precise. 
Hypothese : La segmentation des tissus cerebraux a partir de donnees 
IRMa permettra de tenir compte de l'heterogeneite des proprietes op-
tiques entre les tissus et d'ameliorer la quantification des images op-
tiques. 
Justification de Voriginalite : Les modeles directs de resolution de la propagation 
de la lumiere presentement utilises considerent la tete comme un plan semi-infini 
ou les proprietes optiques sont homogenes. Cette modelisation ne reflete pas la 
realite. 
Falsifiabilite : L'hypothese sera refutee si la segmentation des tissus cerebraux 
n'ameliore pas significativement la quantification des images optiques reconstruites. 
Objectif specifique 1. Utiliser des logiciels de segmentation comme BrainVisa, 
BrainSuite2 et SPM5 et tenter d'incorporer les differentes informations qu'ils peu-
vent fournir. 
Objectif specifique 2. Developper des algorithmes automatiques ou semi-automa-
tiques permettant la segmentation des tissus de fagon volumetrique et surfacique. 
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Comprendre et utiliser les differents formats d'IRM tels le format NlfTI (*.nii), 
MINC (*.mnc), Analyse (*.hdr et *.img) et DICOM (*.dcm). 
Objectif specifique 3. Creer et manipuler des reseaux complexes surfaciques et 
volumetriques provenant des segmentations des tissus cerebraux. 
La segmentation des tissus cerebraux permettra la fusion de l'information anatomique 
IRMa a la simulation de la propagation de la lumiere dans un milieu heterogene 
ou les proprietes optiques des tissus different. 
Publication reliee 
• LESAGE F., GAGNON L. AND DEHAES M., Diffuse optical-MRI fusion and 
applications, Invited paper in SPIE Symposium on Biomedical Optics (BiOS) 
2008, Progress in Biomedical Optics and Imaging, Fred S. Azar and Xavier 
Intes eds., vol. 9, No. 9, paper 6850-11, (2008). 
Objectif 4. Simuler la propagation de photons a partir de methodes de 
Monte Carlo 
Problematique : Les methodes de Monte Carlo, basees sur la theorie du transport 
radiatif, sont precises lorsque le nombre de photons simules est relativement grand, 
mais requierent des ressources informatiques importantes. 
Hypothese : La simulation de la propagation de photons par des methodes 
de Monte Carlo permettra de valider ou d'invalider la technique de 
resolution du probleme direct en IOD developpee dans le cadre de cette 
these. Elle permettra egalement d'etudier l'effet des vaisseaux sanguins 
cerebraux situes dans le cortex occipital sur les signaux detectes en IOD. 
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Justification de V originalite : Les methodes de Monte Carlo sont precises et con-
stituent un critere de validation. 
FalsifiaMlite : L'hypothese sera refutee si la simulation de la propagation de photons 
a partir de techniques de Monte Carlo ne permet pas de valider ou d'invalider les 
reconstructions optiques de la methode developpee dans le cadre de cet ouvrage. 
Objectif specifique 1. Lancer des simulations de la propagation de photons a 
partir de methodes de Monte Carlo. 
Objectif specifique 2. Comparer les simulations de Monte Carlo avec les resultats 
obtenus par la technique developpee dans cet ouvrage. 
Les methodes de Monte Carlo permettront de valider l'hypothese si les resultats 
de comparaison sont significativement similaires. 
Publication reliee 
• DEHAES M., GAGNON L., DESJARDINS M., COMEAU R.M. AND LESAGE 
F., Inverted responses in diffuse optical imaging and their correlation with 
negative BOLD signal, J. Biomedical Optics, (en revision). 
Objectif 5. Developper la formulation integrate perturbatrice en IOD 
dans un milieu multi-couche a Faide d'une methode d'elements de frontiere 
ProblemMique : La formulation homogene du probleme direct en imagerie optique 
diffuse provenant de la litterature ne permet pas de tenir compte d'une perturbation 
du coefficient d'absorption. 
Hypothese : Le formalisme et le developpement du probleme direct 
avec perturbation en IOD dans un milieu multi-couche en utilisant la 
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methode BEM permettront d'ameliorer la quantification des images. 
Justification de Voriginalite : Le formalisme et le developpement du modele direct 
avec perturbation en IOD dans un milieu multi-couche en utilisant la methode 
BEM n'ont jamais ete ni decrits ni testes. 
Falsifiabilite : I/hypothese sera refutee si le formalisme et le developpement du 
modele direct avec perturbation en IOD en utilisant la methode BEM n'ameliorent 
pas significativement la quantification des images optiques reconstruites par com-
paraison aux modelisations precedentes. 
Objectif specifique 1. Comprendre et reecrire la formulation integrate du probleme 
direct sans perturbation en IOD a l'aide de la methode d'elements de frontiere BEM 
provenant des travaux de Sikora et al. [2006]. 
Objectif specifique 2. Formaliser et construire la formulation integrate du 
probleme direct avec perturbation du coefficient d'absorption en IOD avec la methode 
BEM. 
Objectif specifique 3. Developper le programme du probleme direct avec per-
turbation sur les reseaux complexes segmentes construits a l'Objectif 2. Comparer 
les resultats aux simulations obtenues a partir des methodes de Monte Carlo. 
Objectif specifique 4. Resoudre le probleme inverse, valider les hypotheses 
de base et ameliorer le modele a partir de donnees optiques reelles acquises lors 
d'etudes cognitives. 
Le programme de simulation de la propagation de la lumiere permettra de valider 
l'hypothese si la quantification des images optiques est significativement meilleure 
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Chapitre 1 
Physiologie cerebrale humaine 
Liste des symboles 
a exposant de Grubb 
Ca concentration en oxygene arterielle 
E fraction d'oxygene extraite 
/ flux sanguin normalise 
/ fonction d"inhibition 
m consommation en oxygene normalisee 
N reponse neuronale evoquee 
q concentration totale en deoxyhemoglobine normalisee 
s protocole de stimulation 
TMTT temps de transition dans le ballon au repos 
A-isc terme de viscosite 
v volume sanguin normalise 
1 Introduction 
Le fonctionnement du cerveau est fortement dependant de son alimentation con-
tinue en sang. Le couplage entre les reponses neuronale evoquee : , metabolique et 
vasculaire implique Tinteraction etroite entre plusieurs systemes biologiques. En 
effet, les vaisseaux sanguins cerebraux sont munis de mecanismes neurovasculaires 
de controle qui assurent que Talimentation sanguine cerebrale est proportionnelle 
a la demande energetique cellulaire. Lors d'une activite cerebrale accrue, une serie 
d'evenements biologiques se produit : 
xOn entend par reponse neuronale evoquee la reponse neuronale induite ou provoquee par une 
stimulation cerebrale, i.e. par un stimulus (e.g. de type visuel, auditif ou moteur). 
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1) L'augmentation de la demande energetique conduit a une consommation ad-
ditionnelle en glucose et en oxygene. Ces consommations sont decrites par le 
taux metabolique cerebral en glucose (CMRGlu) et par le taux metabolique 
cerebral en oxygene (CMRO2). Ces molecules sont en partie extraites du 
sang par leur passage a travers la paroi capillaire. 
2) L'activite neuronale conduit a des changements au niveau du tonus vasculaire 
dans les arteres exprimes par la dynamique par laquelle les muscles lisses se 
dilatent ou se contractent. 
3) Cette dilatation arterielle provoque une augmentation du flux sanguin, du 
volume sanguin et de l'oxygenation sanguine. L'augmentation de flux sanguin 
cerebral (CBF) est plus importante que les consommations en CMRGlu et 
CMRO2 et ce mecanisme semble etre plus complexe et non uniquement relie 
au manque de glucose et d'oxygene. Le modele du ballon decrit partiellement 
la relation entre le volume sanguin cerebral (CBV) et le CBF. 
4) Finalement, la difference entre les changements en consommation d'oxygene 
extra-vasculaire et l'apport d'oxygene intravasculaire resulte en un change-
ment d'oxygenation du sang. La diminution de la concentration en deoxyhemo-
globine (HbR) est alors expliquee par le fait que les effets du CBF predominent 
ceux du CMRO2 et du CBV, ce qui entraine une dilution du HbR puisque 
l'oxygenation du sang entrant est plus importante. En d'autres termes, 
l'hemoglobine desoxygenee se "noie" dans le sang oxygene. Une activa-
tion 2 cerebrale est alors defmie par une augmentation de la concentration en 
oxyhemoglobin (HbC^) conjointe a une diminution de la concentration en 
HbR. 
2U existe aussi la contre-partie de l'activation, soit la deactivation qui sera definie au Chapitre 5 
sous forme de contribution scientifique. 
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Cette suite d'evenements designe la reponse hemodynamique (notee HRF) et in-
tervient a la suite d'une decharge neuronale (voir la Figure 1.1 qui resume les 
phenomenes decrits ci-haut). Elle se caracterise par des changements dans la frac-
tion d'oxygene extraite (E) et dans le volume cerebral sanguin. Malgre les avancees 
en imagerie cerebrale fonctionnelle, les mecanismes moleculaires et cellulaires sous-
jacents au signal detecte restent toujours largement incompris. 
Les modalites d'imagerie cerebrale vasculaire telle 1'IRM fonctionnelle et les tech-
niques optiques (IOD et l'optique intrinseque par exemple) permettent entre autres 
de mesurer les changements au niveau des compartiments sanguins. Par exem-
ple, la mesure du signal IRMf depend de la concentration en deoxyhemoglobine 
qui possedent des proprietes paramagnetiques. Comme le sang est beaucoup plus 
oxygene lors d'une activation, il y a diminution de la concentration en deoxyhemoglo-
bine. Ceci reduit les distorsions du champ magnetique dans le scanner RM ("resonan-
ce magnetique") et l'intensite du signal detecte augmente legerement. Ce signal 
est appele le signal BOLD ("blood oxygenation level dependent") et est devenu au 
cours de la derniere decenie le signal principalement utilise en IRMf. Les techniques 
optiques, quant a elles, permettent non seulement la mesure des changements de 
concentrations en HbR mais aussi ceux en HbC>2. Par ailleurs ces types de signaux 
(optiques et IRMf) ne mesurent pas directement l'activite neuronale. Le signal 
retrouve est sensible a plusieurs sources de changements, entre autres venant du 
CBF, CMRO2, CBV et tous les signaux physiologiques intra- et extra-cerebraux. 
D'autres modalites d'imagerie fonctionnelles, telle la tomographie par emission de 
positron (PET), permettent d'imager l'activite metabolique des tissus comme la 
consommation locale en glucose ou en oxygene. Finalement, l'etude de l'activite 
neuronale peut s'accomplir en mesurant les courants electriques neuronaux (ou les 
champs magnetiques associes) qui se propagent a la surface de la peau par des 
techniques d'EEG et de MEG. 
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Figure 1.1 Le couplage neurovasculaire et la mesure resultante du BOLD : l'intime 
relation structurelle et fonctionnelle entre les neurones, la glie et les cellules vascu-
larizes lors de l'activite cerebrale (adaptee de Deneux [2006]). 
Ce chapitre traite des differents mecanismes neuronaux, metaboliques et hemodyna-
miques intervenant lors d'une activite cerebrale. La prochaine section de ce chapitre 
(section 2) est consacree a une revue de litterature traitant de la physiologie 
cerebrale humaine. Par la suite, les differents mecanismes intervenants lors de la 
reponse hemodynamique seront etudies. Nous tenterons d'expliciter les differents 
phenomenes le plus completement possible malgre la complexity de ceux-ci. La sec-
tion 3 est consacree au couplage neurovasculaire, i.e. les interactions temporelles 
et spatiales entre la reponse neuronale et les changements hemodynamiques vas-
culaires qui suivent la decharge neuronale. La derniere section complete la sous-
section 3.1.1 et traite des vaisseaux sanguins cerebraux, en particulier des princi-
paux sinus appartenant a la dure-mere. 
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2 Revue de litterature 
Meme s'il existe une quantite impressionnante de documentation reliee a la physi-
ologie cerebrale humaine, encore aujourd'hui plusieurs questions restent sans reponse 
Cette courte revue de litterature est construite de fagon a encourager le lecteur vers 
des ouvrages de revue qui traitent des questions ouvertes relativement recentes. 
La section 3 qui traite du couplage neurovasculaire presente la theorie sur la base 
neuronale, la structure des vaisseaux sanguins [Girouard et Iadecola 2006] et le 
metabolisme cerebral dont la consommation en glucose et en oxygene [Magistretti 
et Pellerin 1997, Raichle 2006, Raichle et Mintun 2006, Shulman et al. 2002]. Le 
lecteur est renvoye aux travaux de Toda et Okamura [1993], par exemple, en ce qui 
concerne des changements anatomiques des arteres et veines lors des contractions 
ou dilatations. 
Buxton et al. [2004] ont publie une excellente revue sur la modelisation de la reponse 
hemodynamique. En effet, dans cette these, ces travaux sont utilises pour expli-
quer les differents phenomenes hemodynamiques. Le lecteur est egalement renvoye 
aux nombreuses revues traitant du couplage neurovasculaire et de son implication 
dans la mesure du signal BOLD [Girouard et Iadecola 2006, Heeger et Ress 2002, 
Logothetis et Wandell 2004, Nair 2005]. 
La litterature sur la reponse hemodynamiques et sa modelisation en IRMf peuvent 
etre recuperees dans Arthurs et Boniface [2002], Attwell et Iadecola [2002], Buxton 
[2001b], Heeger et Ress [2002], Logothetis [2002], Logothetis et Wandell [2004], 
Ugurbil et al. [2003] et en IOD dans Villringer et Dirnagl [1995], Villringer [1997b,a]. 
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3 Couplage neurovasculaire 
II est concevable d'affirmer que l'activite neuronale est intimement liee au flux 
sanguin cerebral. L'etroite relation teraporelle et spatiale entre l'activite neu-
ronale et le CBF, defini comme le couplage neurovasculaire, est a la base des 
principes fondamentaux des techniques de neuroimagerie qui mesurent les change-
ments cerebrovasculaires ou hemodynamiques refletant indirectement l'activite neu-
ronale. 
3.1 Base neuronale 
La base neuronale en imagerie fonctionnelle du cerveau repose sur les mecanismes 
controlant le flux sanguin et les processus cellulaires consommant de l'energie. En 
effet, le signal BOLD par exemple, devrait refleter les activites cellulaires qui con-
somment le plus d'energie. En d'autres termes, l'exigence energetique associee a 
l'activite synaptique represente l'indicateur detecte par les techniques d'imagerie 
fonctionnelle. Deux questions se posent : (1) cette hypothese tient-elle toujours, 
et si c'est le cas, quels sont les mecanismes sous-jacents au couplage neurovascu-
laire? (2) quels sont les differents acteurs specifiques de la transmission synaptique 
qui activent les reponses metabolique et du flux sanguin? Des travaux recents 
ont suggere que la majeure partie de l'energie cerebrale est utilisee pour generer 
les courants postsynaptiques et les potentiels d'action plus que l'activite gliale et 
presynaptique (generation des pointes ou "spikes" en anglais 3). De plus, lareponse 
hemodynamique serait vehiculee davantage par les neurotransmetteurs relies au sig-
nal que par la source de la demande en energie cerebrale (revue dans Magistretti 
et Pellerin [1999], Nair [2005]). 
3On defini la pointe par une augmentation spontanee du courant electrique et de sa descente. 
i.e. des potentiels d'action qui sont pratiquement invisibles en EEG ou en MEG 
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3.1.1 Structures des vaisseaux sanguins cerebraux 
L'augmentation du CBF produite par l'activite cerebrale ou par hyperemie 4 est un 
exemple de l'intime relation entre les neurones, la glie et les cellules vasculaires. La 
Figure 1.2 decrit l'anatomie et la fonctionnalite de l'unite neurovasculaire Elle illus-
Extrlnslc no rvM from: Inrtnwuron. or central pathways from: 
<_ cnilolt'slhiin f •* " N 
Rial artery — - — — ^ ^ — — — — Arteriole ^ — ^ — — — Caplary 
Figure 1.2 Relation entre les cellules cerebrovasculars et les neurones, la glie et 
les nerfs perivasculaires. (provenant de Girouard et Iadecola [2006]). Le terme 
unite neurovasculaire a ete introduit dans le but de definir les etroites relations 
structurelles et fonctionnelles intervenant entre les cellules cerebrales et vasculaires. 
tre les arteres de grande taille qui se divisent en arteres pie-meriennes et arterioles 
qui traversent la surface du cerveau a travers la meninge sub-arachnoide. Ce sont 
ces arteres et arterioles qui penetrent le cerveau. Elles sont formees d'une couche 
de cellules endotheliales, d'une couche de muscles lisses et d'une couche externe, 
appelee aventice, contenant des cellules de collagene, de fibroblaste et de nerfs 
perivasculaires. 
Les vaisseaux penetrant le cerveau sont separes par Vespace de Virchow-Robin qui 
contient le liquide cerebro-spinal (CSF) comme le montre la Figure 1.3. Les cellules 
astrocytes se retrouvent sur la membrane gliale sur la couche externe de l'espace de 
Virchow-Robin. A mesure que les arterioles penetrent profondement dans cerveau, 
4L'hyperemie est definie comme l'augmentation de la quantite de sang dans les capillaires 
d'une partie du corps. 
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Figure 1.3 Des signaux chimiques sont envoyes par les cellules endotheliales, les 
neurones et les astrocytes aux cellules perycites et aux cellules de muscles lisses 
qui les convertissent en changements dans le diametre vasculaire (provenant de 
Iadecola [2004]). 
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l'espace de Virchow-Robin disparait et la membrane vasculaire entre en contact 
direct avec les prolongements astrocytaires. On note alors que les arterioles devi-
ennent de plus en plus fines et perdent la couche de muscles lisses pour devenir des 
capillaires cerebraux. Ces capillaires cerebraux sont caracterises par leur densite. 
Dans Ward et Lamanna [2004], il est montre que la densite des capillaires cerebraux 
dans le cerveau est localement heterogene et varie selon le flux sanguin local et la 
demande metabolique locale. 
Les capillaires sont constitues de cellules endotheliales, de cellules pericytes et de 
capillaires basaux en forme de lame sur lesquels les prolongements des astrocytes 
s'attachent. Les cellules endotheliales jouent un role majeur dans la regulation du 
tonus vasculaire en liberant de puissants facteurs vasoactifs specifies au Tableau 1.1 
et dans Faraci et Heistad [1998]. Les cellules perycites et de muscles lisses conver-
tissent les signaux chimiques provenant des cellules endotheliales, des neurones et 
des astrocytes en changements dans le tonus vasculaire (diametre vasculaire). Ces 
signaux provoquent des dilatations et contractions au niveau des cellules de mus-
cles lisses regulant le flux sanguins cerebral. L'etroite relation entre les arteres, 
arterioles, capillaires cerebraux et les nerfs provenant des sources centrales et 
peripheriques est tres bien detaillee dans Iadecola [2004]. 
3.2 Metabolisme 
Comme mentionne precedemment, une masse importante de references sur le metabo-
lisme cerebral ont montre que le mecanisme qui consomme le plus d'energie lors 
de l'activite cerebrale serait relie a l'activite synaptique plus qu'a l'activite du 
spike. Selon Creutzfeld [1975], l'activite du spike represente un maximum de 3% 
de la consommation energetique corticale. L'activite synaptique se traduit par 
(1) la liberation des neurotransmetteurs dans la fente synaptique lorsque le poten-
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Tableau 1.1 Facteurs impliques dans le couplage neurovasculars (provenant de 














Peptide intestinal vasoactif 
Autres facteurs 
NO (oxyde nitrique) 
COX-2 composes (cyclooxygenase-2) 
P450 composes 
CO (monoxyde de carbone) 
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tiel d'action arrive au neurone source et (2) ces neurotransmetteurs 5 sont ensuite 
responsables de 1'activation des recepteurs appartenant au neurone cible et des 
gradients ioniques induits. Des processus actifs consommant de l'energie telle la 
restauration des gradients ioniques et le re-assemblage des neurotransmetteurs sont 
necessaires a la maintenance de l'activite neuronale continue [Nair 2005]. 
3.2.1 Mecanisme de consommation en glucose et en oxygene 
Quels sont les mecanismes de couplage entre l'activite neuronale et raugmentation 
de la consommation en glucose non-oxydatif? Pour repondre a cette question, il 
faut tout d'abord comprendre le mecanisme principal de consommation en glu-
cose lie a l'activite cerebrale, soit l'activite du Na+/K+-ATP-ase. Les travaux de 
Sokoloff et collegues ont montre in vivo que le principal mecanisme d'absorption 
du 2-deoxyglucose reside dans l'activite de la pompe [Mata et al. 1980, Sokoloff 
1991]. Un grand eventail d'etudes ont montre que l'energie necessaire pour sup-
porter l'augmentation de l'activite du Na+/K+-ATP-ase provient principalement 
du mecanisme de glycolyse que celui de la phosphorylation oxydative [Lipton et 
Robacker 1983, Lynch et Balaban 1987, Parker et Hoffman 1967, Paul et al. 1979]. 
Le lecteur est invite a lire Magistretti et Pellerin [1999] pour une revue sur le 
metabolisme energetique du cerveau vu du plan moleculaire. 
Ces mecanismes font intervenir non seulement les neurones mais aussi les astro-
cytes et certaines cellules vasculaires. Les astrocytes sont tres nombreuses dans 
le cerveau, soit environ 10 fois plus que les neurones. Elles consistent en des cel-
lules stellaires et leur proximite aux synapses et aux capillaires permet de supposer 
qu'elles jouent un role plus qu'important dans le couplage neurovasculaire [Girouard 
et Iadecola 2006, Nair 2005]. II a ete montre que les contacts synaptiques des as-
5Le glutamate est le principal neurotransmetteur excitateur. 
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trocytes possedent des recepteurs pour les neurotransmetteurs, principalement le 
glutamate, qui agit sur le neurone cible et participe egalement a la re-absorption 
pres du neurone source. 
La Figure 1.4 provenant de Magistretti et Pellerin [1999] resume les differents pro-
cessus. L'energie est fournie par la consommation en glucose qui est accomplie 
via des processus d'aerobie et d'anaerobie. Le processus d'aerobie est caracterise 
par la glycolyse et se produit dans l'astrocyte tandis que le processus d'anaerobie 
(aussi appele la respiration) s'effectue dans la mitochondrie du neurone. Le glu-
cose est transforme en lactate, ce qui entraine une augmentation de la concentra-
tion en lactate qui servira a produire des molecules ATP qui apporterons l'energie 
necessaire aux pompes Na+ et K+ qui s'occupent de la restauration des gradients 
ioniques et le re-assemblage des neurotransmetteurs (en particulier le glutamate). 
Le sang circulant dans les capillaires situes pres des connexions synaptiques permet 
de transporter le glucose et Poxygene necessaire a l'activation de ces processus et 
permet la conversion du lactate en pyruvate. 
En general, le metabolisme cerebral est defmi par la consommation en glucose (CM-
RGLu) et en oxygene (CMRO2). En IRMf, le signal BOLD depend principalement 
du CMRO2. Lors d'une activite cerebrale, la consommation en oxygene est sup-
posed augmenter avec la concentration en HbR. Evidemment, ce n'est pas ce qui 
se produit puisque l'augmentation en CBF excede la consommation en oxygene et 
ainsi la concentration en HbR diminue dans le sang oxygene. Selon Fox et al. [1988], 
la consommation en glucose n'a pas le meme comportement et semble compenser 
la demande en glucose. 
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Figure 1.4 (a) Representation schematique du mecanisme de la glycolyse dans 
les astrocytes et de la neurotransmission du glutamate et (b) de la production de 
lactate lors du metabolisme cerebral (provenant de [Magistretti et Pellerin 1999]). 
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3.3 Flux sanguin cerebral 
Lors d'une activation cerebrale, le CBF augmente beaucoup plus que le CMRO2 ce 
qui resulte en des diminutions de la fraction en oxygene extraite (E) et de la con-
centration locale en HbR [Fox et Raichle 1986, Hoge et al. 1999]. Ces resultats ont 
motive la construction de modeles decrivant la reponse hemodynamique puisque 
c'est ce phenomene biologique qui cause les principaux changements dans le sig-
nal BOLD. La demande cerebrale en substrat exige une livraison adequate en 
oxygene et en glucose via les mecanismes qui regulent le flux sanguin cerebral. 
Ces mecanismes sont etroitement lies a l'activite neuronale locale et sont princi-
palement controles par des substances vasodilatatrices qui assurent la contraction 
et la dilatation des muscles lisses qui entourent l'arteriole (revoir la Figure 1.2). 
Le relation entre le flux sanguin cerebral et la, consommation en oxygene est source 
de nombreux travaux. Par exemple, Buxton et al. [2004] ont etudie la possibility 
que 1'inconsistence entre les changements en CBF et en CMRO2 pourrait provenir 
du fait que la propagation de l'oxygene dans les tissus cerebraux soit difficile. Selon 
cette hypothese, tout porte a croire que l'augmentation en CBF doit necessairement 
etre plus importante que celle du CMRO2 pour maintenir les echanges en glucose 
et en oxygene necessaires a l'oxygenation adequate du tissu. Par exemple, une 
stimulation visuelle soutenue (25 minutes) est associee a une augmentation en CBF 
excessivement superieure a la consommation en oxygene. Par contre, en analysant 
le decours temporel, le CMRO2 commence a augmenter lorsque le flux sanguin 
diminue. Ces observations de Mintun et al. [2002] montrent que l'augmentation 
en CBF conjointe a l'activite cellulaire n'est pas inevitablement causee par une 
augmentation de la demande en oxygene. 
II n'est pas exclu d'envisager que le cerveau augmente adequatement l'apport en 
oxygene a chaque fois que l'activite cerebrale augmente subitement. Etant donne 
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que la reponse du flux sanguin est relativement lente (elle atteint son maximum 
entre 4-6 sec), il est difficile de concevoir que ce type de reponse pourrait assurer la 
demande en oxygene plusieurs fois par milliseconde [Boynton et al. 1996]. II serait 
plus intuitif de penser que le cerveau puisse simplement extraire l'oxygene directe-
ment de la circulation sanguine courante. Justement, par des techniques d'imagerie 
optique, Vanzetta et Grinvald [1999] ont conjecture qu'approximativement 40% de 
l'oxygene disponible est retire de la circulation sanguine du cerveau, laissant une 
quantite importante pour assurer les augmentations subites. D'autres etudes (par 
exemples Kasischke et al. [2004], Offenhauser et al. [2005]) ont montre des resultats 
semblables a partir de techniques de mesure permettant d'atteindre une excel-
lente resolution temporelle. Les auteurs de ces recherches ont observe le dip initial 
("initial dip") qui decrit une legere augmentation de la deoxyhemoglobine dans les 
premieres secondes de l'activite neuronale, probablement causee par l'augmentation 
prematuree du CMRO2, avant que le flux sanguin ait eut le temps d'amener 
l'oxygene. Par contre, ce phenomene reste controverse puisqu'il n'est pas con-
stamment observe et reproductible [Buxton 2001a, Kim et al. 2000, Logothetis 
2000, Thompson et al. 2004]. 
II semble que le flux sanguin n'est pas uniquement controle via le metabolisme 
cerebral et que la reponse hemodynamique serait davantage initialisee par les com-
munications synaptiques (neurotransmetteurs) que par la demande energetique 
cerebrale [Attwell et Iadecola 2002]. II y a de plus en plus de preuves confirmant 
que, dans l'hippocampe, le neocortex et le cervelet, le flux sanguin est controle lo-
calement par le glutamate et le neuromediateur GABA. Dans le cortex cerebelleux 
par exemple, l'activation des fibres paralleles libere le glutamate et entraine la 
demoralisation des cellules Purkinje et des interneurones qui liberent a leur tour le 
GABA (Figure 1.5). L'augmentation du flux sanguin suite a cette activation est 
bloquee par des inhibiteurs qui identifient des recepteurs glutamatergiques de type 
non-NMDA, NOS et adenosine [Iadecola 1994] pendant que le glutamate exogene 
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Figure 1.5 Representation schematique de l'activation des fibres paralleles liberant 
le glutamate et entrainant la demoralisation des cellules Purkinje d'apres les travaux 
de [Attwell et Iadecola 2002]. 
provoque des effets vasculaires semblables a ceux observes lors de l'activation des 
fibres paralleles [Yang et Iadecola 1996]. Dans le neocortex et l'hippocampe, les 
microinjections de neurotransmetteurs dilatent les arteres pie-meriennes et/ou les 
precapillaries resultant en un effet attenue par les substances NOS [Faraci et Breese 
1993, Fergus et Lee 1997b]. Ces resultats suggerent que le flux sanguin serait 
controle par des neurotransmetteurs de signalement correles par la consommation 
d'energie mais non initialise par cette derniere. 
3.4 Fraction d'oxygene extraite 
Un autre acteur indispensable au couplage neurovasculaire intervient a la barriere 
cellule/capillaire ou se produit les echanges entre le sang et le cerveau comme le 
montre l'encadre 4 de la Figure 1.1. Comme il a ete mentionne precedemment, 
le flux amenant le sang au cerveau etait congu comme etant etroitement lie a la 
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consommation en glucose et oxygene. Cependant, des mesures PET prises durant 
l'activite neuronale ont montre pour la premiere fois que l'augmentation du flux 
sanguin cerebral (ou le taux de perfusion) etait superieure comparativement a celle 
de la consommation en oxygene [Fox et Raichle 1986, Fox et si. 1988]. En d'autres 
termes, il y a moins d'oxygene soustrait du sang et ce desequilibre cause une diminu-
tion dans la fraction d'oxygene extraite nette (OEF). Cette quantite est tres im-
portante pour les chercheurs en IRMf et en IOD puisque l'extraction d'oxygene a 
partir des molecules d'hemoglobine (Hb) forme les molecules de deoxyhemoglobine 
(HbR), lesquelles possedent des proprietes paramagnetiques qui agissent sur les 
champs magnetiques et sur le signal BOLD. Dans le sang, la majeure partie des 
molecules d'oxygene O2 sont liees a celles d'hemoglobine et seulement une pe-
tite partie est libre dans le plasma sanguin. Ces molecules peuvent alors acceder 
aux tissus cerebraux en passant par les pores des parois des capillaires. Finale-
ment, lorsque l'OEF diminue, la concentration locale en deoxyhemoglobine diminue 
egalement et le BOLD augmente. 
Buxton et Frank [1997] ont propose un modele mathematique qui estime l'apport 
en molecules O2 aux tissus cerebraux base sur deux hypotheses principales : (a) 
tous les capillaires sont perfuses au repos et (b) tout l'oxygene extrait a partir des 
capillaires est metabolise. Le modele propose predit adequatement le desequilibre 
entre les augmentations en CBF et en CMR02 qui est mesure experimentalement. 
De plus, les auteurs proposent un modele pour decrire la fraction d'oxygene qui 
traverse les parois des capillaires et qui est disponible pour la metabolisation. Les 
hypotheses du modeles sont les suivantes : 
(1) II n'y a pas de recrutement capillaire : lorsque le flux sanguin augmente, 
le CBV reste constant (Vc = cte) dans les capillaires et les changements 
se situent dans le compartiment veineux (Vv). Ces conditions s'ajoutent a 
l'hypothese (a); 
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(2) Hypothese (b) ci-dessus (egalement montree dans Kassissia et al. [1995]); 
(3) L'echange d'oxygene entre les melanges d:C>2 libre 6 et d'C>2 qui ne peut se 
lier a l'hemoglobine est tres rapide. En d:autres termes, le ratio entre ces 
deux melanges doit rester relativement constant; 
(4) Chaque molecule d'C>2 dans le plasma a une probability par unite de temps 
k d'etre extraite. En d'autres termes, la diffusion de l'oxygene le long des 
parois capillaires doit rester constante. 
A partir de ces hypotheses et d'une equation qui definit la dynamique capillaire 
en fonction du temps, les auteurs proposent un modele de la fraction d'oxygene 
extraite par la relation non-lineaire : 
E=l-(1- £0)
C B F°/C B F , 
ou EQ est la fraction d'oxygene extraite au repos et CBF0, le flux sanguin cerebral 
au repos. 
En tenant compte de ces hypotheses, Buxton et Frank [1997] ont montre que 
l'oxygene livre aux tissus cerebraux va augmenter un peu plus lentement que le flux 
sanguin parce que la quantite E diminue lorsque le CBF augmente. Dans ce tra-
vail, les auteurs critiquent leur modele et sont conscients que ce dernier n'explique 
pas le couplage precis entre le flux et la consommation en oxygene. En effet, les 
observations du dip initial, discute brievement a la section 3.3, contredisent ce cou-
plage. Cependant, quelques annees plus tard, Buxton et al. [2004] ont propose un 
nouveau modele qui permet le decouplage entre l'extraction en oxygene et le flux 
sanguin. Ce modele sera detaille a la section 3.5. Notons que d'autres modeles ont 
ete proposes dans la litterature, particulierement celui de Zheng et al. [2002] ou les 
6Le melange d'oxygene libre est celui qui contient les molecules pouvant acceder aux tissus 
cerebraux. 
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hypotheses (l)-(4) de ce modele sont relaxees. Ce type de modele se nomme OTT 
("oxygen tissue transport"). 
3.5 Modele biomecanique de la reponse hemodynamique 
II existe plusieurs modeles reliant le flux sanguin, le volume sanguin, l'oxygenation 
et les changements de concentrations d'hemoglobines (par exemple Ogawa et al. 
[1993], Davis et al. [1998]). Entre autres, le modele du ballon de Buxton et al. 
[1998] et le modele de compliance ("windkessel")7 de Mandeville et al. [1999] sont 
reconnus pour incorporer les changements dans l'oxygenation sanguine et le CBV 
dans le but d'estimer les changements dans les concentrations de deoxyhemoglobine. 
Bases sur des observations experiment ales venant d'etudes reliant le flux sanguin 
et le signal BOLD (ou les changements dans les concentrations HbR et HbC>2); ces 
differents modeles sont motives par plusieurs resultats [Buxton et al. 2004]. Dans 
cet ouvrage, on met 1'accent sur le modele du ballon de Buxton et al. [1998]. 
La Figure 1.6 presente la dynamique de la reponse hemodynamique sous la forme 
d'un diagramme liant le stimulus aux phenomenes physiologiques jusqu'a la mesure 
du BOLD. 
(1) L'application d'un protocole de stimulation s(t) provoque une reponse neu-
ronale evoquee N(t); 
(2) La reponse neuronale evoquee N(t) entraine des changements au niveau du 
flux sanguin f(t) et de la consommation en oxygene m(i); 
(3) Les reponses en flux sanguin f(t) et en consommation en oxygene m(t) provo-
quent les dilatations ou contractions des arterioles qui entrainent a leur tour 
7Notons que Huppert et al. [2007] ont propose recemment un nouveau modele de compliance 
a plusieurs compartiments vasculaires. 






Figure 1.6 Diagramme decrivant le modele de la reponse hemodynamique tire des 
travaux de Buxton et al. [2004]). 
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des changements au niveau du volume sanguin v(t) et de la concentration 
totale en deoxyhemoglobine q(t); 
(4) La combinaison des changements du volume sanguin v(t) et de la concentra-
tion totale en deoxyhemoglobine q(t) produit le signal BOLD. 
Remarque 3.1 Notons premierement que les quantites physiologiques en CBF 
(f), CMRO2 (m), CBV (v) et deoxyhemoglobine (q) sont normalisees a leur niveau 
au repos ("baseline") respectif (en lettres minuscules) tandis que les lettres majus-
cules sont utilisees pour des quantites absolues. Par exemple, au repos, la relation 
est donnee par f = m = q = v=let la fraction d'oxygene extraite devient E = E0. 
Dynamique du volume sanguin cerebral 
Lors d'une activite cerebrale, l'augmentation en CBF est engendree par les dilata-
tions ou contractions des muscles lisses situes autour des arterioles illustres a la 
Figure 1.2. Les parois des arterioles possedent des proprietes viscoelastiques qui 
permettent de fournir plus de resistance dans l'axe du vaisseau et fournir une fagon 
de diminuer rapidement la resistance vasculaire en se dilatant. Ces mecanismes 
dynamiques caracterisent la densite volumetrique de sang dans un volume fixe, 
denote par le volume sanguin cerebral (CBV) aussi appele perfusion. 
La relation entre le CBF et le CBV en regime permanent ("steady-state") est 
decrite par la loi de puissance 8 
v = r , (3.1) 
ou l'exposant a 6 [0.25, 0.4] a ete calcule experimentalement [Grubb et al. 1974] et 
est defini dans tout le volume 9. Cependant, lorsque le signal BOLD est modelise, 
8Cette loi est aussi connue sous le nom de relation de Grubb. 
9La valeur a = 0.04 est souvent utilisee dans la modelisation du signal BOLD [Buxton et al. 
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seul le compartiment veineux est interessant puisque la deoxyhemoglobine s'y 
trouve. Cette relation n'est pas respectee lorsque le volume varie. En d'autres 
termes, la variation de v en fonction du temps est proportionnelle a la difference 
def 
du flux entrant (/ in = / ) et du flux sortant (/out)
 e n phase transitoire tel que 
-jr = (f(t) ~ fout(v, t)) avec TMTT = 
Q-t T M T T \ ' 
CBVp 
C B F Q ' 
ou TMTT est le temps de transition dans le ballon au repos. 
Dans la formulation initiale du modele du ballon [Buxton et al. 1998], le flux sortant 
etait modelise uniquement en fonction du volume sanguin, i.e. principalement en 
fonction de la pression a l'interieur du compartiment veineux. L'hypothese sous-
jacente repose sur le fait que seul le volume veineux est modifie dans le temps 
puisque celui-ci ne contient pas de muscles lisses et est compliant. Les auteurs 
supposent que le flux entrant dans le capillaire est le meme que celui entrant dans 
le compartiment veineux. Consequemment, le volume veineux gonfle comme un 
ballon sous la pression d'un flux plus important comme le montre la Figure 1.7. 
Figure 1.7 Comportement veineux gonflant selon le modele de Buxton et al. [1998]. 
La definition de /o u t depend des auteurs dans la litterature mais habituellement 
s'ecrit en fonction de la relation de Grubb. Par exemple, Friston et al. [2000] ont 
developpe un modele en prenant / o u t = v
lla. Buxton et al. [2004] ont propose 
2004]. 
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quant a eux un modele de flux sortant similaire mais qui prend maintenant en 
consideration les proprietes viscoelastiques du tissu 
dv f r+ = Dilatation 
fout{v)=v/ + r v i s c — avec rvi8C = < 
at [ r~ = Contraction 
Cette ecriture admet le controle de la variation du volume veineux et satisfait les 
conditions experiment ales de Grubb et al. [1974]. Notons que le terme de viscosite 
rvisc se comporte sensiblement de la merae fagon que le terme de compliance utilisee 
dans les modeles de compliance [Mandeville et al. 1999]. De fagon similaire, il existe 
des modeles a trois compartiments [Kong et al. 2004, Zheng et al. 2005] et plus 
[Huppert et al. 2007] proposant une modelisation des flux entrants et sortants de 
chacun des compartiments (artere, capillaire et veine par exemple). La section 
suivante traite de la relation existante entre le CBF et le CMRO2. 
Consommation en oxygene 
En regime permanent, la relation entre le CBF et le CMRO2 fait intervenir la 
concentration en oxygene arterielle Ca et la fraction d'oxygene extraite E et est 
donnee par 
CMR02 = E-C&- CBF ^ ^ m = ^-f. (3.2) 
Rappelons que la concentration en oxygene dans le volume veineux depend directe-
ment de la fraction d'oxygene extraite E puisque cette derniere est responsable de 
la formation de la deoxyhemoglobine dans ce compartiment. 
La relation entre le CBF et le CMRO2 peut aussi etre modelisee lineairement via 
les concentrations au repos et les changements de concentrations en defmissant la 
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pente n par 
dy ACBF/CBFQ =Lzl (OO) 
n ACMRO2/CMRO20
 H m-1 [ ' ' 
Des resultats experimentaux montrent que n G [2, 3] [Davis et al. 1998, Hoge et al. 
1999] et pour d'autres n plus grand [Fox et Raichle 1986]. Lorsque n > 1, la 
fraction d'oxygene extraite E diminue, ce qui entraine la formation de molecules de 
deoxyhemoglobine [Fox et Raichle 1986]. Finalement, l'equation (3.2) est issue d'un 
raisonnement biomecanique tandis que les relations (3.1) et (3.3) sont construites 
empiriquement. 
Concentration en deoxyhemoglobine 
Le calcul de la concentration de deoxyhemoglobine dans le compartiment veineux 
est determine par la difference entre des quantites entrantes et sortantes (conser-
vation de masse). En supposant que le sang appartenant au compartiment veineux 
est melange assez rapidement pour etre homogene, la relation de la variation de la 
deoxyhemoglobine dans le temps est donnee par 
d? 1 (E(t) q(t) \ 
ou q(t) est la concentration en deoxyhemoglobine. 
Couplage neurovasculaire 
Quelques modeles decrivent le flux sanguin cerebral en fonction de l'activite neu-
ronale. Par exemple, Friston et al. [2000] ont propose un modele en introduisant 
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la notion de "flow inducing signal" definie comme la derivee du flux 
s(t) 
EU- KSS - K / ( / - 1) 
ou u est l'activite neuronale (prend la valeur nulle au repos), / est la valeur relative 
du flux et e, KS et Kf des constantes reliees a ces variables. Comme la plupart des 
systemes differentiels construits a partir d'observations, la calibration des coeffi-
cients represente un defi considerable. 
Buxton et al. [2004] ont propose des expressions similaires entre le CBF, CMRO2 
et l'activite neuronale : 
f(t) = l + Cft-iw*-<**/)*#(*) 
m(t) = \ + (mx-\)g{t-8tm)*N(t) 
qui s'apparente a l'expression de Friston et al. [2000]. Ici, la fonction h(t) definie la 
forme du flux tandis que g(t) controle Tamplitude, la largeur et le decours temporel 
du flux. 
Pour modeliser la reponse neuronale N(t), Buxton et al. [2004] propose un simple 
systeme inhibiteur de feedback dans lequel la reponse neuronale est definie par la 
difference entre la fonction de stimulation s(i) et la fonction d'inhibition I(t). Cette 
derniere est decrite a son tour par la reponse neuronale par le systeme d'equations 
N(t) = s(t)-I(t), 
d7 _ KN(t)-I(t) 
di 77 ' 
Ce systeme decrit la reponse neuronale comme la combinaison d 'un maximum ini-
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entre le maximum et le plateau. 
Ce modele regroupe les modelisations des differents phenomenes biologiques de la 
reponse hemodynamique. La derniere etape de la modelisation concerne la mesure 
du signal BOLD. 
Le signal BOLD 
La derniere phase de la modelisation de la reponse hemodynamique consiste a 
exprimer le signal BOLD avec les quantites defmies auparavant. Ce signal est 
principalement du aux changements dans la concentration en deoxyhemoglobine 
locale dans le compartiment veineux qui provoquent une decroissance rapide dans 
le signal RM. La concentration en deoxyhemoglobine peut a la fois se modifier par 
un changement dans la fraction d'oxygene extraite et par un changement dans 
le volume sanguin cerebral. Le CBV doit alors faire partie du modele [Box-
erman et al. 1995, Ogawa et al. 1993, Yablonskiy et Haacke 1994]. De plus, 
les effets de diffusion dans les plus petits vaisseaux doivent aussi etre considered 
dans la modelisation. Ainsi, le signal BOLD depend non seulement de la sus-
ceptibilite magnetique intravasculaire mais aussi du comportement dynamique des 
phenomenes physiologiques du CBF, CBV et du CMRO2. En effet, l'oxygenation 
du sang est donnee par le flux sanguin cerebral et le CMRO2 tandis que le volume 
sanguin cerebral determine la concentration de sang desoxygene dans les veines. 
Cette section est completee au Chapitre 3 qui traite de Pimagerie par resonance 
magnetique fonctionnelle. 
La prochaine section presente brievement les principaux vaisseaux sanguins superfi-
ciels au cortex. Ces vaisseaux sanguins de plus grande taille contribuent aux bruits 
physiologiques contenus dans le signal detecte en imagerie medicale. Par exem-
ple, ces signaux existent forcement en imagerie optique diffuse puisque le trajet 
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de la lumiere emprunte a partir d'une source lumineuse vers un detecteur traverse 
plusieurs tissus dont ces sinus. 
4 Les vaisseaux sanguins cerebraux : les principaux sinus 
Pour completer la sous-section 3.1.1 traitant de la structure des vaisseaux sanguins, 
il peut etre interessant d'etudier l'effet que ceux-ci peuvent avoir sur les signaux 
mesures en imagerie optique comme en IRMf. En effet, ces veines provoqueraient 
des bruits physiologiques importants dans le signal et ainsi dissimuleraient ou 
cacheraient les signaux lies a l'activation. Cette section presente les vaisseaux 
sanguins cerebraux, en particulier les principales "grosses veines" appelees sinus 
qui sont situees sur la surface du cortex dans la dure-mere et qui drainent le flux 
sanguin cerebral. 
Les sinus sont des circuits veineux qui sont constitues d'une couche externe de 
dure-mere et d'une couche interne qui relie la membrane veineuse [Gray et al. 
1973]. lis sont disposes relativement asymetriquement sur le cortex et varient d'un 
sujet a l'autre. Dans le contexte de l'imagerie optique et de FIRMf, il existe 5 sinus 
principaux sur le cortex illustres en Figure 1.8 [Gray et al. 1973]. 
• Le sinus sagittal superieur parcourt le falx cerebri 10 du dessus de l'avant 
de la tete jusqu'a l'arriere et entre les deux hemispheres. Ce sinus draine la 
confluence des sinus (torcular herophili) de la region posterieure et s'elargit 
vers l'arriere. II accueille la majorite des veines cerebrales superficielles; 
• Le sinus sagittal inferieur parcourt le long de la paroi inferieure du falx 
cerebri, superieur au corps calleux (corpus callosum). II regoit le sang des aires 
profondes et mediales des hemispheres et le draine dans le sinus tentorial; 
10Le panneau appartenant a la dure-mere qui divise les deux hemispheres. 
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Figure 1.8 Systeme de sinus appartenant a la dure-mere drainant le sang dans le 
cerveau entier. (a) Schema representatif des differents sinus, (b) Coupe axiale. (c) 
Coupe sagittale/axiale (provenant de Gray et al. [1973]). (d) Vue posterieure issue 
de Huppert [2007]. 
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• Le sinus transverse parcourt de fagon transverse au sinus sagittal superieur 
a partir du torcular herophili jusqu'au sinus sigmoi'de; 
• Le sinus sigmoi'de commence sous l'os temporal et continu sa course jusqu'au 
foramen jugulaire. II draine le sang a partir du sinus transverse (sous l'arriere 
du cerveau) jusqu'a la veine jugulaire interne; 
• Le sinus occipital commence a la frontiere du foramen magnum par un 
ensemble de petites veines, la partie finale du sinus transverse et termine sa 
course dans la confluence des sinus. 
Dans le cas de l'etude du Chapitre 5 sur la region occipitale, le sinus sagittal 
superieur a un impact important sur les signaux detectes. En effet, les sinus con-
tribuent de fagon importante au signal detecte en imagerie optique diffuse. L'lOD 
est en effet tres sensible aux comportements hemodynamiques extra-cerebraux. 
5 Sommaire 
II est important de retenir que l'etude des phenomenes biologiques participant 
au concept de la reponse hemodynamique constitue la fondation de l'imagerie 
medicale cerebrale. Le but ultime consiste en la mesure quantitative et non invasive 
des mecanismes biologiques se produisant au tout debut de la suite d'evenements 
physiologiques presentee a la section 1. En effet, la mesure et la caracterisation des 
mecanismes se situant a l'origine de la reponse hemodynamique conduira systemati-
quement a l'amelioration de leur comprehension et a celles des phenomenes qui les 
succedent. A ce jour, les techniques d'imagerie cerebrale ne permettent qu'une 
mesure indirecte de l'activite neuronale par l'entremise d'un ou des mecanismes 
biologiques spatio-temporels tels le flux sanguin cerebral, la perfusion, les change-
ments dynamiques des concentrations en hemoglobine ou le metabolisme de con-
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sommation en oxygene et en glucose, alors que seuls l'EEG (de scalp ou intra-
cerebral) et la MEG permettent une mesure directe de l'activite neuronale. Pour 
analyser adequatement ces phenomenes via les mesures prises en imagerie, le cher-
cheur doit combiner plusieurs informations autant de type fonctionnelles que struc-
turelles ou anatomiques. La fusion de donnees medicales represente ainsi une excel-
lente methodologie pour partiellement remedier au fait que les mesures consistent 
en des consequences indirectes d'une cascade de phenomenes biologiques spatio-
temporels. 
Les deux prochaines parties de la these presentent deux techniques d'imagerie 
cerebrale. Tout d'abord, 1'imagerie optique diffuse (IOD) est presentee au Chapitre 
2. Les chapitres I et II exposent par la suite deux methodes associees a l'analyse 
du signal detecte en IOD sous forme de contributions scientifiques. La seconde 
partie debute avec le Chapitre 3 qui decrit 1'imagerie par resonance magnetique 
(IRM) et le signal BOLD introduit dans le present chapitre. Elle se termine 
par la presentation d'une publication scientifique (Chapitre 5) exploitant la haute 
resolution spatiale de 1'IRM et la capacite a mesurer les deux types d'hemoglobine 
par 1'IOD dans une investigation sur les reponses fonctionnelles inversees. 
Partie III 
Imagerie optique diffuse et 
analyse du signal 
2. Imagerie optique diffuse 
Chapitre 2 
Imagerie optique diffuse 
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1 Introduction 
De nombreuses techniques en neuroimagerie non ou minimalement invasives pour 
etudier l'activite cerebrale sont presentement utilisees par les communautes en 
neuroscience et cliniques. Historiquement, l'EEG a ete la toute premiere a etre 
utilisee suivie par d'autres modalites dont la tomographic par emission de positrons 
(PET), la MEG et plus recemment l'imagerie par resonance magnetique fonction-
nelle (IRMf). On differencie ces techniques en considerant le type d'information, 
directe ou indirecte, qu'elles fournissent sur la fonctionnalite du cerveau. Les 
methodes directes comme l'EEG et la MEG sont reconnues pour capter des conse-
quences directes de l'activite electromagnetique du cerveau. En particulier, l'EEG 
enregistre les signaux electriques emis par l'activite neuronale tandis que la MEG 
enregistre le champ magnetique genere par une telle activite. La PET et 1'IRMf 
sont quant a elles des methodes indirectes au sens oil elles detectent les change-
ments hemodynamiques ou metaboliques associes a l'activite electrique du cerveau. 
La PET consiste en l'injection d'un marqueur faiblement radioactif qui emet de 
fagon temporaire un rayonnement que Ton peut suivre dans le cerveau. L'IRMf, 
au contraire, localise les zones d'activite cerebrale en mesurant Feffet BOLD lie 
a l'aimantation de l'hemoglobine desoxygenee contenue dans les globules rouges 
du cerveau. Les techniques optiques permettent de fournir une information indi-
recte de l'activite neuronale. Tout comme 1'IRMf, Vimagerie optique diffuse (IOD) 
permet de mesurer les variations dans les concentrations en HbR mais aussi en 
Hb02 . 
On classifie habituellement les principales techniques d'imagerie cerebrale par trois 
criteres specifiques : 
• Resolution spatiale : quelle est la precision spatiale des signaux detectes 
par rapport au niveau de reference? 
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• Resolution temporelle : a quelle vitesse les signaux sont acquis selon la 
dynamique du phenomene biologique etudie? 
• Caractere invasif : la technique est-elle menagante ou agressive pour le 
sujet? 
Malheureusement, aucune technique d'imagerie cerebrale possede les meilleures 
resolutions spatiale et temporelle et est en meme temps non invasive. Chacune 
d'entre elle possede ses propres inconvenients et avantages. La Figure 2.1 presente 
les resolutions spatiale et temporelle des principales techniques d'imagerie cerebrale 
utilisees chez l'humain. Par exemple, la MEG et l'EEG offrent une bonne resolution 
temporelle mais une faible resolution spatiale. L'imagerie par resonance magnetique 
fonctionnelle offre une excellente resolution spatiale mais une faible resolution tem-
porelle et la tomographie par emission de positrons (PET) offre une faible resolution 
autant en temps qu'en espace. En comparaison avec ces differentes modalites, 
1'IOD fournit une excellente resolution temporelle pour une resolution spatiale 
raisonnable [Strangman et al. 2002b]. La resolution spatiale est approximative-
ment de 1 cm dans le plan parallele au cuir chevelu chez l'humain adulte tandis 
qu'elle diminue rapidement dans le sens de la profondeur du cerveau [Boas et al. 
2004a]. La resolution en profondeur limitee est la principale cause des erreurs de 
volume partiel. 
L'imagerie optique diffuse 1 est une nouvelle technique d'imagerie fonctionnelle qui 
permet de mesurer l'activite cerebrale humaine de fagon non invasive a travers le 
cuir chevelu et le crane. Elle mesure l'intensite lumineuse provenant des change-
ments des proprietes optiques (principalement l'absorption) induits par des ac-
tuates locales dans le cortex. Dans sa forme classique, 1'IOD permet de mesurer 
:I1 existe plusieurs terminologies attribues a la technique, telles la tomographie optique dif-
fuse (DOT), la spectroscopie proche infrarouge (NIRS) ou l'imagerie proche infrarouge (NIRI). 
Chacune d'entre elles se differencie legerement, mais se base sur la propagation des photons dans 
les tissus hautement diffuseurs. 
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Figure 2.1 Comparaison des resolutions spatiales et temporelles pour differentes 
modalites d'imagerie cerebrale [Strangman et al. 2002b]. Ici, l 'ERP ("event-related 
potential") est une forme d'EEG evenementiel et la SPECT est une forme de PET 
appelee tomographie a emission monophotonique. 
les changements du volume sanguin dans les regions cerebrales du cerveau grace a 
la transmission de la lumiere dans les tissus biologiques. Une fenetre d'opportunite 
s'offre avec l'utilisation du spectre infrarouge grace a une absorption amoindrie de 
la lumiere a ces longueurs d'ondes. En effet, la lumiere infrarouge se propageant 
dans un milieu est principalement absorbee par l'hemoglobine oxygenee (HbC>2 ou 
HbO) et desoxygenee (HbR ou Hb) et de fagon moindre par l'eau et les lipides 
comme le montre la Figure 2.2. Quoique limitee, la fenetre permissible est assez 
large pour permettre la differentiation des differentes molecules par spectroscopie. 
L'utilisation de plusieurs longueurs d'onde permet d'obtenir de l'information spec-
troscopique et ainsi de differencier les changements en concentrations d'oxy- et de 
deoxyhemoglobine et de leur somme, l'hemoglobine totale (HbT). De plus, il a ete 
montre que HbT est proportionnelle au volume sanguin cerebral [Huppert et al. 
2006a]. 
En enregistrant simultanement les donnees a l'aide de plusieurs longueurs d'ondes, 
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Figure 2.2 Coefficients d'absorption de certains chromophores (HbC*2, HbR, H2O 
et lipides) en fonction de la longueur d'onde du spectre infrarouge (donnees 
experiment ales provenant de Takatani et Graham [1987], Hale et Querry [1973]). 
Dans cette fenetre therapeutique (A G [650,950]), l'estimation des concentrations 
en hemoglobine est possible puisque ceux-ci sont dominants au niveau du spectre 
d'absorption. 
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l'imagerie optique diffuse peut mesurer des concentrations non hemodynamiques 
telles les lipides (Lip), l'eau (H20) et la proteine cytochrome-c-oxydase [Boas et al. 
2004a]. Etant donne sa resolution temporelle tres precise, il est aussi possible de 
detecter les gonflements cellulaires ayant lieu entre 50 et 200 millisecondes apres la 
decharge neuronale. Ce type de signal, appele signal rapide dans la litterature, est 
beaucoup plus difficile a detecter que l'hemodynamique : il represente un change-
ment d'environ 0.01% du signal et doit etre detecte avec un equipement electronique 
suffisamment sensible. Ce type de signal ne fera pas l'objet d'investigation dans 
cette these. 
Les principaux avantages de 1'IOD ne sont pas represented en Figure 2.1. Entre 
autres, {'instrumentation, qui est non invasive, portable, a prix modeste, a basse 
puissance et peut meme etre robuste aux artefacts de mouvements [Totaro et al. 
1998]. Cette derniere caracteristique permet l'imagerie sur les nouveaux-nes, petits 
enfants ou meme les personnes ayant des troubles moteurs sans l'injection d'un 
quelconque sedatif. La portabilite de l'equipement, comme le montre la Figure 
2.3 et la rapidite a laquelle les donnees peuvent etre generees permet l'imagerie a 
domicile ainsi que sur de longues periodes. Finalement, etant donne que le spectre 
de la lumiere propagee dans les tissus se situe dans le proche infrarouge, done non 
ionisante et non invasive pour le sang, il est possible de proceder a plus d'une 
acquisition optique sur le meme sujet sur de courts intervalles. 
La suite du chapitre decrit plus en details l'imagerie optique diffuse et l'analyse 
de son signal. Une revue de litterature (section 2) sera suivie de la theorie de 
l'imagerie optique (sections 3, 4 et 5), en passant par les definitions des problemes 
direct et inverse jusqu'a la physique du phenomene. La derniere partie (section 
6) est consacree a l'analyse du signal detecte par cette modalite d'imagerie. Les 
annexes I et II presentent des methodes specifiques d'analyse des mesures acquises 
en IOD qui exploitent la presence de signaux de sources physiologiques. 
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(a) (b) 
Figure 2.3 (a) Exemple de configuration optique et d'outil de neuronavigation. (b) 
Appareil de propagation de lumiere infrarouge et systeme d'acquisition de donnees 
(Techen CW5 Continuous Wave 32 canaux). 
2 Revue de litterature 
Les experiences de pionniers comme Millikan [1937] et Kelin [1925] ont permis de 
montrer que des changements dans les quantites hemodynamiques comme l'hemoglo-
bine entrainaient des changements dans la lumiere reflechie. Beaucoup plus tard, 
dans les annees 70 et 80, les travaux de Jobsis [1977] sur la transillumination con-
tinue (CW pour "continuous wave") du sein ont attire une breve attention sur 
la technique en introduisant des sources de lumiere proche infrarouges (NIR pour 
"near infrared") 2. 
Vers la fin des annees 90 des revues sur 1'"imagerie optique clinique" [Hebden 
et al. 1997, Arridge et Hebden 1997] resument Vetat de I'art de l'imagerie optique 
2Ces travaux ont serieusement influence les avancees en optique biomedicale, comme en font 
foi certains ouvrages dedies aux travaux de Frans Jobsis [Delpy et al. 2007, Piantadosi 2007, 
LaManna2007]. 
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medicale a cette epoque. La premiere revue [Hebden et al. 1997] presente les aspects 
relies a rinstrumentation et a l'experimentation tandis que la seconde [Arridge et 
Hebden 1997] decrit la modelisation de la propagation de la lumiere dans les tissus 
ainsi que les methodes de reconstruction d'images. On retrouve aussi la physique 
du transport de la lumiere dans plusieurs travaux [Arridge 1999, Boas et al. 2001, 
Schweiger et al. 2003]. Certains auteurs discutent de plus en plus du potentiel que 
l'imagerie optique aurait au niveau clinique [Hoshi 2007, Hebden et Delpy 1997]. 
Par exemple, la NIRS a ete appliquee a la prevention et au traitement d'attaques ou 
convulsions soudaines (crises) [Adelson et al. 1999, Buchheim et al. 2004, Sokol et al. 
2000, Watanabe et al. 2000, 2002], pour la maladie d'Alzheimer [Fallgatter et al. 
1997, Hanlon et al. 1999] et pour des troubles psychiatriques tels la schizophrenic 
[Takizawa et al. 2008, Fallgatter et Strik 2000, Kubota et al. 2005, Okada et al. 
1996b, Suto et al. 2004] et la depression [Kameyama et al. 2006, Matsuo et al. 
2002, Suto et al. 2004]. De plus, la NIRS peut fournir un outil potentiel pour 
superviser la rehabilitation apres un arret cardiaque [Chen et al. 2000, Liebert 
et al. 2005, Nemoto et al. 2000, Terborg et al. 2004] et permet d'etudier l'epilepsie 
chez les enfants [Gallagher et al. 2008] (voir aussi la revue sur l'imagerie optique 
des nouveaux-nes par Hebden [2003]). 
On retrouve differentes fagon de proceder a la propagation de la lumiere diffuse dans 
les tissus biologiques. Par exemple, il existe les system.es temporeb (TD pour "time 
domain"). Brievement, ces appareils permettent de recuperer une distribution 
temporelle photonique (TPSF pour "temporal point spread function") produite 
par une courte duree (quelques picosecondes) de lumiere pulsee a travers les tissus. 
Par exemple, Ntziachristos et al. [1998], Pifferi et al. [2003] ont utilise un systeme 
temporel pour effectuer la transillumination ou les detecteurs et les sources sont 
positionnes de chaque cote d'une portion de tissu (e.g. le sein). Notons que la 
transillumination peut s'effectuer a partir de differents systemes. 
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Une autre approche d'imagerie est la torn,ographie optique 3 et consiste a placer 
les sources et les detecteurs optiques a la surface du tissu dans le but de creer 
un ensemble de canaux optiques (paires source-detecteur) qui traversent le vol-
ume simultanement. Les images sont par la suite reconstruites selon differentes 
methodes. Dans le cadre de la these, cette technique a ete utilisee et les acqui-
sitions de donnees optiques ont ete realisees sur un appareil CW5 4 construit au 
Massachusetts General Hospital (MGH). Ce systeme est base sur le multiplex-
age frequenciel, c'est-a-dire qu'il permet de reconnaitre l'origine de chaque signal 
puisqu'une frequence (ou une bande) specifique est attribuee a chaque source. Par 
exemple, ce systeme possede 32 sources laser multiplexees en frequence tel que 
Si = 2.0 kHz, s2 = 2.1 kHz. s3 = 2.2 kHz et ainsi de suite. Ces sources peu-
vent ensuite etre distinguees entre elles en prenant la transformed de Fourier et en 
analysant les pics en frequence. Ce systeme est egalement muni de 32 detecteurs 
utilisant des photodiodes a avalanche. 
Parmi les autres types de systemes optiques, les systemes frequenciels (FD pour 
"frequency domain") sont utilises autant pour la topographie optique5 [Franceschini 
et al. 2000] que pour la tomographie optique [Pogue et al. 2001]. Dans [Chance 
et al. 1998], les auteurs ont decrit la science et la technologie de la mesure de la 
phase pour la NIRS et l'imagerie optique. Certains systemes possedent les deux 
technologies. Par exemple, Culver et al. [2003b] ont construit un systeme hybride 
CW/FD pour la tomographie qui permet de beneficier de la vitesse et du faible 
cout du CW combine a la capacite a mesurer non seulement Tabsorption (//a) mais 
aussi la diffusion (donne en fonction de la dispersion /is) a partir de 1'amplitude 
et de la phase donnees par le systeme FD. La Figure 2.4 presente remission de 
3La terminologie imagerie optique est egalement utilisee. 
4Ce type d'appareil est egalement nomme systeme DC (DC pour "direct current"). 
5La topographie optique consiste en l'estimation des concentrations d'hemoglobine via 
l'absorption de la lumiere basee sur la loi de Beer-Lambert presentee a la section 4.4. Les systemes 
CW et FD peuvent egalement etre utilises pour cette application. 
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lumiere selon les systemes TD et FD. 
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Figure 2.4 Propagation de la lumiere dans un tissu hautement diffusant lorsque la 
source est (a) ponctuelle et (b) modulee en intensite (schema provenant d'Hebden 
et al. [1997]). 
Le choix optimal des longueurs d'ondes et son intervalle spectral ont fait l'objet 
de plusieurs travaux [Yamashita et al. 2001, Strangman et al. 2003, Boas et al. 
2004a, Pifferi et al. 2003, Taroni et al. 2003]. II existe des methodes theoriques et 
experimentales pour minimiser 1'interference ("cross-talk") entre l'estimation des 
concentrations en HbC>2 et HbR et controler le bruit et les erreurs systemiques dans 
les mesures [Uludag et al. 2004]. Les auteurs ont montre que le choix de longueurs 
d'ondes non optimales pouvaient non seulement causer de l'interference dans les 
mesures mais egalement provoquer des modifications dans la forme des courbes 
temporelles estimees. 
Depuis deja un peu plus de deux decennies, l'imagerie optique diffuse ou la spectro-
scopic proche infrarouge progresse au sein des communautes scientifiques en tant 
que methode d'imagerie fonctionnelle non invasive pour l'etude des comportements 
hemodynamiques associes a l'activite cerebrale [Boas et al. 2004a, Arridge 1999, 
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Gibson et al. 2005, Gratton et al. 2005, Villringer et Chance 1997]. Plusieurs etudes 
ont montre que l'activite cerebrale humaine pouvait etre evaluee indirectement et 
surtout non invasivement [Chance et al. 1993, Hoshi et Tamura 1993, Gratton 
et al. 1995a, Maki et al. 1995]. Par exemple, plusieurs etudes ont porte sur le cor-
tex moteur [Maki et al. 1995, Hirth et al. 1996, Gratton et al. 1995b, Obrig et al. 
1997], le cortex visuel [Kato et al. 1993, Gratton et al. 1995a, Meek et al. 1995], 
chez le nouveau-ne [Karen et al. 2008] et l'enfant premature [Roche-Labarbe et al. 
2007], le cortex auditif [Hoshi et Tamura 1993], sur la performance de taches cog-
nitives et prefrontales [Chance et al. 1993, Kameyama et al. 2006, Nagamitsu et al. 
2006, Okamoto et al. 2006] et sur le systeme de language [Sato et al. 1999]. Basee 
sur l'absorption et la diffusion de la lumiere, l'imagerie optique diffuse permet de 
mesurer des changements dans (1) l'hemoglobine oxygenee et desoxygenee, (2) le 
gaz carbonique (CO) et (3) le signal rapide, dont l'origine reste encore controversee 
[Boas et al. 2004b]. 
La popularity grandissante de l'imagerie optique diffuse est principalement due aux 
avantages qu'elle offre comparativement aux autres appareils fonctionnels comme 
le scanner IRM. Les appareils NIRS sont moins couteux, plus petits et portables, 
permettant ainsi une plus grande liberte sur l'emplacement et le type d'etude a en-
treprendre. Une liste des principaux appareils disponibles sur le marche se trouve au 
Tableau 2.1. Les scanners NIRS sont egalement plus conviviaux et ergonomiques, 
beaucoup moins bruyants et non ionisants 6. Etant donne que le sujet n'est pas 
confine a etre couche sur le dos dans le scanner, la NIRS facilite les etudes sur le 
cortex occipital, une region cerebrale difficile a atteindre dans le scanner IRM en 
raison de l'emplacement de l'antenne et du manque d'espace a l'interieur. Cepen-
dant, la sensibilite aux fluctuations de type physiologique dans les signaux mesures 
est plus importante qu'en IRMf. Malgre tout, l'imagerie optique diffuse regroupe 
6Voir la norme Table Dl: ANSI Z136.1 (Table 5) - MPE determination, American National 
Standard for the Safe Use of Lasers, ANSI Z136.1-1993, 4.6.2 Protective Eyewear, Table 4. 
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de plus en plus de chercheurs et laboratories grace aux differents avantages cites 
precedemment et se cree immanquablement une niche au sein de la communaute 
de neuroimagerie fonctionnelle. 
Pour une revue complete et recente sur l'imagerie optique, le lecteur peut se refere 
a Obrig et Villringer [2003], Villringer et Chance [1997], Boas et al. [2004a], Strang-
man et al. [2002a], Villringer [1997a]. 
Tableau 2.1 Principaux constructeurs et appareils disponibles sur le marche pour 
l'lOD et la NIRS. 
Constructeur Appareil 
Hamamatsu NIRO systems NIRO 
NIRx Medical technologies Dynot 
Hitachi Medical Corporation ETG Optical Topography system 
ISS Inc. Imagent 
Techen Inc. NIRS et CW systems 
3 Definition du probleme 
Typiquement, les signaux enregistres lors d'une etude utilisant 1'IOD proviennent 
des changements de l'absorption de la lumiere dans les tissus biologiques. Les 
changements dans les concentrations d'hemoglobine induisent des changements 
dans la lumiere mesuree a la surface du cuir chevelu. La presente section presente 
les aspects physiques et mathematiques des problemes direct et inverse dans un 
contexte general lors d'une acquisition de mesures. Le lecteur peut se referer a 
des ouvrages academiques sur Fimagerie biomedicale [Webb 2003, Prince et Links 
2006, Kak et Slaney 1988] et optique [Wang et Wu 2007]. 
Dans la plupart des techniques d'imagerie biomedicale, la creation d'une image 
requiert la comprehension de la relation entre la sonde et le milieu, i.e. le probleme 
direct. II fait correspondre une mesure aux proprietes optiques du milieu. Une 
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fois que le probleme direct est resolu et qu'une serie de mesures a ete prise, elles 
sont employees conjointement pour reconstruire une cartographie des proprietes 
optiques du milieu, i.e. le probleme inverse. 
3.1 Espaces fonctionnels 
La tomographic optique diffuse constitue un exemple typique d'un probleme inverse 
defmi dans deux espaces de solutions independants ( X ' a \ X ^ ) representant les 
espaces des proprietes a reconstruire interagissant avec l'espace des sources Q, 
l'espace des solutions de Tequation G et les espaces de donnees YMd pour d € 
[1 , . . . ,T] . On note Q : Q —> G la fonction de Green associee aux espaces de 
solutions (X(a),X(b)) et Md : G -»• Y^" les operateurs de mesures. De plus, 
T 
V : (X (a\ X(b)) - . YM avec Y ^ =f ( J YM«, 
designe Toperateur applique a partir de la solution vers les donnees sans passer par 
le biais des fonctions de Green. Finalement, l'operateur 7iMd peut etre vu comme 
un operateur Dirichlet-Neumann [Arridge 1999] et il agit au niveau des donnees 
Add, d £ [ 1 , . . . , T]. La Figure 2.5 montrent les interactions decrites precedemment 
entre les differents espaces. 
Etant donne ce cadre fonctionnel, l'identification du probleme de transport de pho-
tons base sur l'equation de Boltzmann et celle du probleme de diffusion decoulant 
de la plus simple approximation non triviale en harmoniques spheriques 7 sont 
possibles. Dans ce probleme, les proprietes optiques du milieu sont definies par 
(a, b) = (/i0,/x«), 
7Voir l'Annexe III pour une breve description des harmoniques spheriques. 
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Figure 2.5 Espaces et operateurs intervenant dans les definitions des problemes 
direct et inverse en imagerie optique diffuse (schema issue d'Arridge [1999]). 
ou na est le coefficient d
! absorption et fis le coefficient de dispersion. Dans le 
def 
probleme de diffusion, on pose b = K, le coefficient de diffusion (que Ton verra a 
la section 4.1). La propagation des photons peut alors se definir dans un contexte 
global par la definition suivante 8. 
Definition 3.1 Soit un sous-ensemble ft C MN non-vide et sa frontiere notee dfl. 
Le probleme direct lie au transport de photons est alors defini par 
Etant donne un ensemble de sources {q} € Q definies sur la frontiere dfl et 
(a, b) e (X(a)(ft),X(6)(ft)), calculer les mesures{y} G Y"M definies surdQ. 
(3.1) 
8Le probleme de diffusion et le probleme de Boltzmann se distinguent principalement par la 
description du milieu associe. En d'autres mots, le probleme de Boltzmann decrit le transport de 
photons dans des milieux ou les evenements photoniques se produisent a tres petite echelle, de 
l'ordre du mm. Le probleme de diffusion, quant a lui, consiste en une approximation raisonnable 
lorsque le domaine etudie se situe a l'ordre du cm. Ces deux problemes seront decrits dans les 
prochaines sections. 
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A partir de la definition du probleme direct, le probleme inverse est formule par 
Etant donne un ensemble de sources {q} € Q definies sur la frontiere dQ et 
les mesures {y} £ YMdefimes surdQ, retrouver(a,b) e (X(a)(^),X(6)(fi)). 
(3.2) 
Remarque 3.1 77 pent etre utile de preciser que pour Vexemple de I 'imagerie op-
tique diffuse cerebrale, Q est considere comme la tete entiere et sa frontiere dQ, le 
cuir chevelu et le visage. Les mesures {y} sont done bel et bien definies sur dQ. 
Considerons 7VS sources et Mj mesures de positions ra^j G dQ pour la j-ieme source 
avec i = l,..., Mj, donnant un nombre total de mesures distinctes 
3 = 1 
Le probleme direct (3.1) est de nature non-lineaire et peut s'ecrire sous la forme 
y = V[a, b] <^> y = Vj[rnitij[a, b] <^=> y = A x 
ou A = Vj(rrijti) est la matrice de sensibilite et x = [a, b] est deflni par les 
coefficients optiques du milieu 9. La matrice A est aussi appele Voperateur direct 
et est specifique aux longueurs d'ondes des lumieres propagees. Elle est formee des 
profils de sensibilite des mesures pour chaque paire source-detecteur. Le probleme 
inverse (3.2) est alors equivalent et s'ecrit 
x = A - 1 y <==> A est inversible 
9Cette derniere definition introduit un leger abus de notation puisque le vecteur x peut decrire 
l'absorption (o), la diffusion/dispersion (b) ou les deux (a,b). Le vecteur x est construit selon le 
probleme a resourdre et l'information disponible. 
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ou A - 1 est V operateur inverse du probleme. L'operateur inverse est applique sur les 
mesures dans le but de reconstruire les coefficients optiques. La section 5 presente 
les techniques de resolution du probleme inverse. Du point de vue mathematique, 
chacun des problemes direct et inverse doit etre defini dans des espaces fonctionnels 
permettant l'existence de solutions. 
Remarque 3.2 L 'existence de homes inferieure et superieure strictement positives 
pour (a,b) est forcee en choisissant (X(a)(fi),X(6)(fT)) = (L°°(fi), L°°(fi)). C;est 
une fagon de relaxer les hypotheses du probleme. De plus, dans le probleme de 
transport, G = i ' ( Q x £>n_1) dans le domaine des frequences et G = L1(r2 x 
5 n _ 1 x [0,T]) dans le domaine temporel. Par contre, dans le probleme de diffusion, 
Vespace a utiliser reste encore une question non resolue et fait Vobjet de recherches 
actuelles. Par ailleurs, il est habituellement conseille de travailler avec G = H1^), 
Q = H^{Q) etY = H-^(n). 
Ces espaces fonctionnels possedent des caracteristiques qui satisfont les exigences 
des problemes. On conclut la section par une breve definition. 
Definition 3.2 Etant donne un sous-ensemble 0 C MN non-vide, un entier s > 0 
et un nombre reel p > 1, les espaces de Sobolev sont definis par 
Ws'p{ft) =f{f e Lp(fl) : daf e Lp{ty, Va, 0 < |Q| < s}, 
ou les derivees de f sont prises au sens des distributions. Voir Adams [1975] pour 
details et prolongement de la definition dans le cas ou s riest pas un entier. La 
notation Hs(fl) est utilisee lorsque p = 2. 
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4 Probleme direct 
Le probleme direct consiste a relever des mesures de Tintensite lumineuse sur la 
tete du sujet en connaissant la source lumineuse et en supposant les valeurs des 
coefficients d'absorption et de dispersion dans le milieu. La generation de ces 
mesures est decrite par le transport de photons dans le tissu et par la theorie de la 
diffusion. 
4.1 Propagation de la lumiere 
Cette section presente les equations qui decrivent le transport des photons. Le 
lecteur est renvoye aux revues de la theorie sur la propagation de la lumiere dans des 
milieux hautement diffusants, principalement Arridge [1999], Arridge et Schweiger 
[1997], Boas et al. [1993], Okada et Delpy [2003a,b], les theses de Boas [1996] et 
d'O'Leary [1996] et certains livres, par exemple Chandrasekhar [1960], Ishimaru 
[1978], Chance [1989], Wang et Wu [2007]. 
L' equation de transport de photons dans un milieu qui disperse et absorbe les 
photons est donnee par10 
domaine temporel : 
G!+^v +*w)v ( r ' 
domaine frequentiel : 

















ou ip(r, s, t) (resp. tp(r, s,u)) est la quantite de photons par unite de volume (ray-
10Cette equation est egalement appelee 1:'equation de transport de Boltzmann ou 1:'equation du 
transport radiatif (RTE). 
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onnement lumineux ou radiance) a la position r, au temps t (resp. a la frequence 
UJ) voyageant dans la direction s. La fonction 0(s ' , s) = 0 ( s ' • s) est la fonction 
de phase normalisee representant la probabilite de dispersion des photons dans la 
direction s a partir de la direction s . De plus, c est la vitesse de la lumiere et 
Ht = Hs + Ha est le coefficient de transport n ou fis est le coefficient de dispersion
 12 
et \xa le coefficient d'absorption
 13. Finalement, q{r.s.t) (resp. q(r,s,u>)) est la 
distribution spatiale et angulaire de la source lumineuse. 
+• s 
Figure 2.6 Element cylindrique de volume stationnaire. Ici, ds est l'element de 
longueur du cylindre le long de la direction de propagation s; dA est l'element 
d'aire du cylindre perpendiculaire a s. df2 et dO' sont les elements d'angle solide 
autour des directions s et s' respectivement. 
Remarque 4.1 Tous ces phenomenes se produisent dans un element cylindrique 
de volume stationnaire illustre a la Figure 2.6. L 'equation de transport de Boltz-
nAussi appele le coefficient d'interaction totale. 
12Le coefficient de dispersion est defini par la probabilite de dispersion d'un photon dans un 
milieu par unite de longueur de distance parcourue (par unite infinitesimale de longueur de 
distance parcourue). II prend la valeur representative de 100 cm - 1 dans un tissu biologique. Sa 
reciproque est appelee parcours libre moyen. 
13Le coefficient d'absorption est defini par la probabilite de l'absorption d'un photon dans 
un milieu par unite de longueur. II prend la valeur representative de 0.1 c m - 1 dans un tissu 
biologique. Sa reciproque est appelee la parcours d'absorption moyen. 
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mann est une equation de type conservative, i. e. qui suit les lois de la conservation 
d'energie oil la coherence, la polarisation et la non linearite sont negligees. Les 
contributions de chacun des membres de Vequation sont explicitees au Tableau 2.2. 
Notons aussi que les proprietes optiques du milieu sont invariantes en temps mais 
sont fonction de la position r. 
Tableau 2.2 Contributions associees au transport de photons de Boltzmann (4.1) 
dans le domaine temporel. 
Contributions Operateur ou expression 
Membre de gauche 
Taux de variation dans le temps 
Transmission directe (divergence) 
Transport (absorption et dispersion) 
Membre de droite 
Dispersion 
Source lumineuse 
Remarque 4.2 Notons la relation 
d_ 
dt 
dans Vequation (4.1) pour passer du domaine tem,porel (par rapport au temps t) au 
domaine frequentiel (par rapport a la frequence ui). 
Deux phenomenes optiques peuvent etre derives de l'equation de Boltzmann : 
Vintensite lumineuse ou la densite photonique 14 donnee par 
$ ( r , t ) = / (p(r,s,t)ds (4.2) 
Js"-1 
14Certains auteurs renvoient a la fluence. 
c~ld/dt 
s - V 
e(s-s) 
q(r, s.t) 
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et definie comme le flux energetique par unite d'aire par unite de temps. Notons 
que cette quantite est maintenant invariante selon la direction du flux. Le flux 
lumineux ou le courant photonique, donne par 
J{r,t) = I s>p{r,s,t)ds. (4.3) 
est defini comme le flux energetique net par unite d'aire par unite de temps. Le 
tableau 2.3 resume les differentes unites de mesure de chacune des quantites definies 
dans les equations (4.1), (4.2) et (4.3). 
Tableau 2.3 Resume des differentes quantites utilisees dans la formulation du 
probleme ainsi que leur signification et leur unite de mesure (si applicable), ou W 
(Watt), m (metre) et sr (steradian) est l'unite de Tangle solide unitaire. 
Quantite Signification Unite de mesure 
ip(r,s,t) rayonnement lumineux Wm~ 2sr _ 1 
0(s ' , s) fonction de phase normalised NA 
q(r,s,t) source lumineuse Wm~ 3sr _ 1 
<&(r,£) intensite lumineuse Wm~2 
J(r,t) flux lumineux Wm _ 2 s r 
En revenant sur la forme conservative brievement introduite ci-haut, on remarque 
que le membre gauche de l'equation (4.1) represente la sortie des photons d'un 
element differentiel dr en position r d'angle solide s au temps t tandis que le 
second terme du membre de droite represente les photons qui entrent dans ce petit 
element. En fait, le terme 
1 d . „ , 
represente le taux de variation du rayonnement ip au temps t, i.e. la quantite 
def 
de photons entrants dans l'element dr = dAds moins la quantite sortante. Le 
deuxieme terme s • Vy> — V • ip s represente le flux de photons dans la direction s et 
le terme y^p explique le transport des photons dans l'element dr, i.e. la dispersion 
fxs combinee avec l'absorption /j,a des photons a la position r . L'integrale du cote 
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droit de l'equation (4.1) 
(Ms(r) [ e(s'-s)<p(r,s',t)ds' (4.4) 
est appelee le terme de collisions15 et est relie aux evenements photoniques dis-
persifs. II expose l'equilibre entre la quantite de photons disperses a partir d'un 
element de l'espace des phases et la dispersion dans un autre element de l'espace 
des phases. Les photons situes a la position r sont disperses a partir de toutes les 
directions s' dans la direction s. Finalement, la fonction q du membre droit de 
l'equation represente la source lumineuse. 
Les rayonnements lumineux qui ne dependent pas du temps, i.e. 
1 9 . A , n - ^ > ( r , M ) = 0 
requierent l'utilisation d'une source invariante en temps, e.g. un faisceau de lumiere 
continue a puissance constante. Dans le cas d'une source lumineuse pulsee, il est en-
core possible d'obtenir un rayonnement qui ne depend pas du temps en considerant 
l'integration dans le temps des quantites physiques. 
L'equation de Boltzmann est valide sous certaines hypotheses de transport. Les 
principales difficultes rencontrees dans la resolution de l'equation de Boltzmann 
non lineaire sont largement dues a la nature mathematique complexe du terme 
de collisions [Rouse et Simons 1978]). La forme detaillee de ce terme depend 
de la nature precise du potentiel intermoleculaire, mais dans la majorite des cas, 
l'integrande de ce terme a deux caracteristiques principales : 
• la nature non lineaire particuliere impliquee dans la fonction de distribution, 
15On appelle egalement le terme de collisions, Voperateur de collisions [Cercignani 1988]. 
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• la forme conservative correspondante de certaines quantites physiques telle 
la masse, l'energie et le moment, lors d'une collision. 
II est done difficile d'obtenir des solutions analytiques de l'equation de Boltzmann 
et son implementation numerique, par exemple par des methodes de Monte Carlo, 
requiert des ressources informatiques importantes. II a ete montre qu'il n'existe 
des solutions que pour des cas de geometries simples, telles des geometries planes 
[Chandrasekhar 1960], des geometries spheriques [Aronson 1984] et dans d'autres 
cas speciaux [Alexandrov et al. 1993]. Ces difficultes sont reduites lorsque Ton 
considere des techniques d'approximation. 
4.2 Theorie de la diffusion 
L'equation de Boltzmann est difficile a resoudre puisqu'elle fait intervenir plusieurs 
variables independantes. Habituellement, l'equation de Boltzmann est approchee 
via 1'approximation de diffusion qui suppose que le rayonnement est pratiquement 
isotropique apres quelques evenements dispersifs, lorsque Ton considere un mi-
lieu hautement diffusant, i.e. oil fj,a <^ ns- Cette approximation requiert une 
decomposition en harmoniques spheriques des quantites intervenant dans l'equation 
du transport radiatif. 
4.2.1 Decomposition en harmoniques spheriques 
Une premiere methode d'approximation consiste a developper les quantites de 
l'equation de transport (4.1) en base d'harmoniques spheriques defmies par 
Yi,m(8) = Yt,m{e,<j>) = 
2£+\ - |m | ) ! 
4TT J (£+ \m\)\ 
( - l )3 ( m +H)pH ( c o s 6 , ) e i 
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ou P™ est le polynome de Legendre de premiere espece associe 
,., M _ r2)f dm+£ 
^Wg ye L^~l)' (4'5) 
pour m, £ des entiers non negatifs. En utilisant les proprietes des harmoniques 
spheriques, on peut montrer que le terme de rayonnement et le terme de source de 
l'equation de Boltzmann temporelle (4.1) s'ecrivent comme 
°° e / 2£ 4-1 \ ^ 
<p{r,a,t) = E E ( ^ r ) 1>e,m{r>t)Yi,m(*) (4-6) 
e m=-e ^ ' 
q(r,s,t) = E E ( " i ^ - ) 9/,m(r,t)y/,m(S), (4.7) 
l m=-£ ^ ' 
ou V^m et 9̂ ,m sont des coefficients de developpement reels associes au polynome 
de Legendre de premiere espece P?1 defini par l'equation (4.5). On remarque que 
ces coefficients sont dependants de la position dans l'espace r et du temps t. Le 
terme pour £ = 0 et m = 0 dans (4.6) represente le cas isotropique tandis que les 
termes pour £ = l e t m = 0 ,± l representent le cas anisotropique. 
Notons egalement que le terme (^f^) 2 represente un facteur de normalisation. II 
est introduit dans le but de simplifier certaines expressions. La fonction de phase 
0(s , s) peut etre developpee en harmoniques spheriques en utilisant la propriete 
d7 addition de 1'Annexe III, i.e. 
6 ( M ' ) = E ( ^ ) 7 < J * ( c o s 0 ) 
oo e 
= E E 7eYe:m(s')Ye,m(s), (4.8) 
e m=-i 
ou 7f est un coefficient reel associe au polynome de Legendre defini par l'equation 
(1.1) de 1'Annexe III. 
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Lorsque £ = N dans les expressions (4.6), (4.7) et (4.8), l'approximation est connue 
sous le nom d'approximation P^, tandis que le cas £ = 1 consiste en Vapproximation 
de diffusion egalement connue sous le nom d'approximation P\. 
4.2.2 Approximation de diffusion 
Les harmoniques spheriques appropriees pour le cas £ = 1 sont 
n,o(M) = 
47T 
Ylfi(9,<j>) = <[/—cosd 
¥^(6,4) = ^ sinfle"* Y^{d,<i>) = - ^ s i n t f e ^ 
avec lesquelles les proprieties de symmetrie et d' orthonormalite ont ete utilisees 
y«,_m(6>^) = ( - i )
m y ^ ^ ) 
/ Ye*m(s) Yt>,m' («) ds = 6U',r, 
(4.9) 
' 5 ™ - 1 
Ici, &u\mm! e s t la fonction delta de Kronecker qui est egale a 1 lorsque £ — £' et 
m = TO' et vaut 0 dans les autres cas. L'integrale dans (4.9) renvoie a la definition 
du produit scalaire generalement utilise dans L2. En utilisant les decompositions 
en harmoniques spheriques (4.6), (4.7) et (4.8), l'intensite lumineuse $ et le flux 
lumineux J des equations (4.2) et (4.3) deviennent 
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En remplagant ces nouvelles expressions dans l'equation de Boltzmann temporelle (4.1), 
on a 
- i + »a{r)) ${r,t) + V • J(r,t) = q0(r,t), 
C19 1 \ 1 (4"10> 
J(r,*) + -V$( r , t )= 9 l , cdt 3n(r) J 3 
en supposant que la source go = #o,o e s t isotropique 16 et que 70 = 1. Une derniere 
etape avant de construire l'equation de diffusion est de donner l'expression de 
deux autres coefficients. Le but est de regrouper des coefficients representant des 
proprietes optiques et ainsi diminuer le nombre de variables dependantes dans le 
modele. On definit fi!s, le coefficient de dispersion reduit et K le coefficient de 
diffusion par 
4 M S ( l - * ) * ( r > et KiT)W-{-(-2__ ( 4 . n ) 
respectivement, avec g le facteur d 'anisotropic Notons que les nouveaux coeffi-
cients sont toujours dependants de la position dans l'espace r. 
4.2.3 Equation de diffusion 
La decomposition en harmoniques spheriques et l'approximation de diffusion ont 
permis de perdre la dependance a la direction s. Le systeme d'equations (4.10) est 
fonction de deux quantites $( r , t ) et J(r,t) et on est interesse a construire une 
expression etant seulement fonction de la ffuence $(r , t). En supposant que le taux 
de variation dans le temps du flux lumineux J soit nul (le lecteur est renvoye a la 
16Cette hypothese est relativement forte puisqu'une source collimee peut etre approximative-
ment convertie en une source isotropique. Cependant, elle permet de perdre la dependance sur 
la direction s. 
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loi de Fick) et que la source lumineuse qr soit de nature isotropique. i.e. 
dJ f 
— = 0 et q1 = / sq{r, s ,w)ds = 0, 
OT JSn-l 
la deuxieme equation de (4.10) devient 
J{r, t) = - « ( r ) V $ ( r , i). (4.12) 
Le signe negatif provient du fait que le flux lumineux est toujours defini le long 
du gradient negatif. La loi de Fick decrit la diffusion des photons dans un milieu 
diffusant. Cette loi ne decrit pas uniquement la diffusion des photons, mais aussi 
la diffusion d'un polluant dans 1'air, la diffusion de l'encre dans l'eau et la diffusion 
de la chaleur dans un metal. En remplagant (4.12) dans (4.10), on obtient 
1 d 
-V • «(r) V + fia(r) + - — ) $( r , t) = S{r, t) c at 
(4.13) 
qui correspond a V equation de diffusion. Si le coefficient d'absorption est nul, 
l'equation de diffusion est remplacee par l'equation de transfert de chaleur. Dans 
le cas ou la diffusion est homogene (une simplification regulierement utilisee), on 
trouve 
-KV2 + fia(r) +
l-j\ $ ( r , t) = 5(r - rsct). (4.14) 
ou S(r, t) = S(r — r sc t) est une source lumineuse ponctuelle situee a r = rsct avec 
rsct, la distance de dispersion (environ 1 mm) sous la surface externe [Ishimaru 
1978]. L'equation de diffusion est dependante de seulement quatre facteurs en 
comparaison avec le modele de Boltzmann qui dependait de 6 variables. De plus, 
l'equation de diffusion ne depend pas de /j,s et g independamment mais conjointe-
ment, les deux variables etant cachees dans le coefficient de dispersion reduit n's 
de l'equation (4.11). Cette interaction est appelee la relation de similarite et est 
valide dans un milieu hautement diffusant sous l'hypothese de depart (/xa <C /J,S). 
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Les deux hypotheses considerees dans le deroulement de 1'approximation de diffu-
sion, soit 
(1) le developpement en harmoniques spheriques limite a la premiere harmonique 
permettant de qualifier la radiance comme presqu'isotropique (ou omnidirec-
tionnelle), 
(2) le taux de variation dans le temps du flux lumineux egal a zero permettant 
un elargissement temporaire de ce dernier par rapport au temps de transport 
libre moyen, 
peuvent etre reunies en une seule hypothese, soit /ia <C n's puisque tous les photons 
diffuses doivent avoir subi un nombre suffisant d'evenements dispersifs avant d'etre 
absorbes dans le milieu. L'addition de conditions frontieres ameliore la definition 
de l'equation de diffusion et est presentee a la prochaine section. 
4.2.4 Conditions frontieres 
Lorsque le milieu ambiant (non diffusant) et le milieu de diffusion des photons sont 
les memes, ou possedent des indices de refraction egaux, on parle alors de couplage 
d'indices de refraction a la frontiere. Dans ce cas, il n'y pas de lumiere qui peut se 
propager du milieu ambiant dans le milieu diffusant. Cette condition a la frontiere 
peut etre ecrite par 
</?(r, s, t) = 0 pour s • n < 0 
o u r 6 dQ et h est le vecteur normal unitaire sortant a l'interface de Q, un 
milieu diffusant. L'equation de diffusion ne peut satisfaire cette condition frontiere 
exactement et une condition equivalente peut s'ecrire par 
/ sip(r,s,t)ds = 0 (4.15) 
Jsn<0 
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signifiant que le flux lumineux directionnel total (i.e. dependant d'une direction s) 
entrant dans le milieu diffusant est nul. Dans l'approximation de diffusion, cette 
condition frontiere mene a la condition de Robin 
d 
$( r , t ) + 2 K — $( r , t ) = 0. (4.16) 
Lorsque les milieux ambiant et diffusant ont des indices de refraction differents, 
on parle alors de decouplage d'indices de refraction a la frontiere et la condition 
(4.15) doit etre modifiee en considerant les reflections de la lumiere a l'interface 
par l'egalite 
J sfi<0 J sfi>0 
ou Rp est la reflexion de Fresnel de la lumiere a la frontiere supposee non polarisee. 
Cette nouvelle condition mene alors a la condition 
^(r,t) + 2CRK~^(r,t) = 0 
n ^ def 
= 0 avec CR = 
1 + RF 
1- RF 
(4.17) 
ou CR ^ 3.25 est appele le terrne de decouplage [Schweiger et al. 1995]. En com-
binant l'equation de diffusion (4.14) et sa condition de Robin (4.17), on obtient le 
systeme differentiel 
1 d \ 
-KV 2 + na{r) + -— J $( r , t) = S(r - r s c t) 
$(r ,f) + 2 C f l / J | - $ ( r , i ) = 0i 
on 
(4.18) 
et ce dernier est suffisant pour definir le modele du probleme direct. 
Remarque 4.3 Independamment de la condition disant que /ia ne soit pas beau-
coup plus petit que fi's, ily a deux problemes majeurs lorsque Von utilise Vapproxima-
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tion de diffusion : les regions claires ou non diffusantes et les singularites. Si Q 
est une region continue par morceaux, alors la condition frontiere de Vequation de 
transport ne pent pas s'appliquer exactement a I'interface [Amkonov et al. 1998, 
Davison 1957]. Dans ce cas, on doit considerer des approximations d'ordre superieur. 
Par exemple, Hielscher et al. [1995] ont utilise une methode numerique pour resoudre 
Vequation de transport dans le but de comparer la solution du probleme direct avec 
I'approximation de diffusion dans un modele continu par morceaux du cerveau. 
L 'autre probleme, beaucoup plus serieux, fait reference aux regions ou il n'y a pas 
de diffusion. Quelques resultats sont donnes dans Davison [1957]. La plupart 
des solutions numeriques de Vequation de transport, a Vexception des methodes 
de Monte Carlo, ne peuvent s'ajuster a ce cas et des methodes plus sophistique.es 
doivent etre developpees [Firbank et al. 1996, Okada et al. 1997]. 
4.2.5 Solution de l'equation de diffusion dans un milieu homogene infini 
La solution de l'equation de diffusion (4.14) dans un milieu diffusant homogene et 
infini est donnee par 
c f \r\2 \ 
$(r, t) - — TTTT exp - i - 1 - - ii,act (4.19) 
representant la reponse a I'impulsion aussi appelee la fonction de Green associee 
a l'equation de diffusion. Le deuxieme terme de la decroissance exponentielle 
exp(/iact) represente la contribution de la loi de Beer
17 par rapport au temps 
1'Brievement, la loi de Beer est donnee par 
$(aj) = $o exp(-fiax) 
signifiant que la lumiere est attenuee en fonction de la distance qirelle parcourt dans un milieu 
uniquement absorbant selon une decroissance exponentielle. Ici, $o est l'intensite lumineuse a 
l'origine x = 0. 
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d'absorption tandis que le premier terme represente l'elargissement du flux lu-
mineux du a la dispersion. 
Remarque 4.4 Notons egalement que la solution de I 'equation de diffusion en 
milieu homogene et infini donnee par la fonction de Green (4.19) ne satisfait pas 
le principe de causalite puisque qu'elle ne predit pas correctement une intensite 
lumineuse non nulle en t = 0+ . L'addition d'une derivee seconde en temps corrige 
ce probleme. et Vequation resultante est donnee par 
(-V • «V + Mr ) + ~ + 3 « ^ | j ) *(r, *) = 5(r, t) 
connue sous le nom d 'equation de telegraphic 
La fonction de Green (4.19) jouit egalement de la propriete de reciprocite. Sup-
posons une source lumineuse ponctuelle localisee en r' de maximum a t', alors 
l'equation de diffusion (4.14) devient 
(-KV2 + /ia(r) + y ^ \ *(r , t: r'. i>) = S(r - r')S(t - t') 
et la solution prend alors la forme 
c / | r - r ' |
2 \ 
$ ( r , t ; r ' . t ' ) = 7 i KT7^ e x P I-^—i 4? ~ ^c\t - t'I ^=^ t > t'. 
K ' ' ' ; (ATVKc\t-t'\)3/2 l V 4nc\t-t'\ P a ' 7 
La reciprocite peut alors s'exprimer par le fait que la position de la source r' et la 
position de l'observation r sont interchangeables et done independants du role de 
source ou detecteur. La valeur de la solution est alors la meme si les points sont 
interchanges. 
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Dans le cas general, le theoreme de Green fournit la solution de l'equation de 
diffusion. Defmissons tout d'abord le cadre de travail. Soit C l'operateur defini par 
£ = V(p(r) V J + q(r) avec Du = au +fl-
an 
ou D est l'operateur des conditions frontieres et soit f(r) une fonction continue 
dans Q. 
Theoreme 4.1 // existe une unique solution u(r) qui satis fait 
Cu = f 
Du = 0 
et elle donnee par 
u(r) = I G{r,r')f(r') dr' (4.20) 
in 
oil G(r,r') est une fonction de Green et satisfait les conditions suivantes : 
(1) G(r,r') est continue en r et r'; 
(2) Pour r ^ r ' , £ G(r, r') = 0; 
(3) Pour r' <£ dQ, DG{r, r') = 0; 
(4) La singularity du gradient doit satisfaire X?G(r'0+, r') — VG(r[,_, r') = l/p(r); 
(5) Symetrie (reciprocite) G(r,r') = G(r',r). 
Dans le cas de l'equation de diffusion, le theoreme de Green permet d'ecrire la 
distribution de l'intensite lumineuse $( r , t ) comme 
t /-oo 
$(r, t; r', t') S(r', t') dr' dt' (4.21) * ( r , t ) = / / 
Jo Jo 
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pour toute source S(r',t'), representant la superposition de reponses a l'impulsion 
ponderees par la distribution de la source, sous forme de convolution. 
4.3 Approximations de la solution de l'equation de diffusion 
Dans cette section, on presente deux approximations de la solution de l'equation 
de diffusion (4.21) pour resoudre le probleme direct lors d'une perturbation des 
coefficients optiques dans un milieu homogene. Dans l'approximation de Born en 
section 4.3.1, la distribution de Fintensite lumineuse (i.e. la solution du systeme 
differentiel (4.18)) est donnee par la somme d'une quantite incidente (homogene) et 
d'une quantite dispersee. Dans le cas de Fapproximation de Rytov (section 4.3.2), 
la solution est exprimee par le produit des deux quantites mentionnees ci-haut. 
Pour chacune d'entre elles, on suppose que Fob jet a imager subit uniquement un 
changement dans Fabsorption A / v En effet, on pourrait supposer que l'objet en 
question subit egalement un changement au niveau du coefficient de dispersion 
A/ig, cache par un changement dans le coefficient de diffusion AK. 
4.3.1 Approximation de Born du premier ordre 
L'approximation de Born consiste a faire subir une perturbation au coefficient 
d'absorption telle que 
M a ( r ) d = / U r ) + A/xa(r) (4.22) 
oil /^ao(r) e s t le coefficient d'absorption homogene et A/ia(r) la perturbation du 
coefficient d'absorption dans le milieu. Soit $o(r, t) la solution de l'equation (4.18) 
pour le coefficient d'absorption homogene /xao(r) et 4>(r,t) Fintensite lumineuse 
solution du systeme differentiel pour fj,a(
r) et l a rneme source que le probleme 
homogene. On peut alors ecrire $>(r,t) comme la somme de Fintensite lumineuse 
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homogene et de l'intensite lumineuse perturbee telle que 
${r,t) = $0(r,t) + $A{r,t). (4.23) 
En remplagant les perturbations (4.22) et (4.23) dans le systeme differentiel (4.18), 
on obtient 
(-KV2 + Ha0(r) +
 l~-£\ $A(»*,<) = - A / i a ( r ) ( $ 0 ( r , i ) + $ A M ) ) 
d 
$ A ( r , t) + 2CRn -Q^$A(r, t) = 0. 
L'approximation de Born du premier ordre consiste done a garder seulement le 
premier terme du developpement et de negliger le terme Afj,a(r) &&(r,t) qui est 
de l'ordre de C(A/xa(r)
2). L'hypothese sous-jacente a cette approximation est 
de supposer que Afj,a(r) <C l^a0{
r) c e qui dans le cas de l'imagerie cerebrale est 
valide 18. Ceci entraine que $A(T%£) -C <&o(r,t) et ainsi que A/j,a(r)$&(r,t) ~ 
0(Afia(r)
2). L'approximation de Born du premier ordre donne done le systeme 
differentiel suivant 
-KV2 + /iao(r) + -Q-A &A(r,t) = -Afia(r)$o(r, t) 
<f>A(r,t) + 2CRK—$A(r,t) = 0, 
que Ton resout pour la perturbation dans l'intensite lumineuse &&(r, t). On utilise 
le theoreme de Green (4.20) en remplagant S(r: t) = —Afj>a(r)<fr0(r, t) et en in-
troduisant une source ponctuelle en rs, ce qui permet d'ecrire la solution comme 
S A ( r , r a , t ) = / [ G(r-r')A»a(r)<J>0(r',rs,t')dr'dt' 
Jo Ju 
(4.24) 
18Cette hypothese permet, en d'autres termes de lineariser la solution de l'equation de diffusion. 
Une grande perturbation entraine un probleme direct non lineaire [Arridge 1999, Gibson et al. 
2005]. 
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ou dans le domaine des frequences 
$ A ( r , r s , u ; ) = / G(r-r',u) A[j.a(r)$0(r',ra,u)dr' 
Jn 
avec la fonction de Green associee 
r~il \ -*• -Pa\r-r.\ def /Mao + ' 'W c 
G{r — rs.uj) = —; -e
 Wl sl avec Po = \— — 
A-K I r — rs I V «; 
solutionnant V equation de Helmholtz 
V2G{r - rs,u) - p
2
0G(r - rs,oj) = -5(r - rs). (4.25) 
L'interpretation physique de ce resultat peut etre visualisee a la Figure 2.7. En 
effet, &o(r', rs) represente la propagation de la lumiere a partir de la source jusqu'a 
Tendroit ou la perturbation se produit. Par la suite, A/xa(r) $o(r',rs) devient la 
nouvelle source de la prochaine propagation et cette propagation est decrite par 
G(r — r') jusqu'au detecteur. 
Remarque 4.5 II est important de noter ici que $Q(r',rs) et G(r — r') ont la 
mime structure, i.e. 
*o(r',r.) = — - J — - e - ^ ^ - ' - l avec p o ^ f ^ ^ , 
47T \r' - 7 \ \K V K s 
puisque Vequation de diffusion (4.13) est equivalente a I'equation d'Helmholtz (4.25) 
dans un milieu homogene au moins C1 et peut s 'ecrire 
V2<E>0(r - r„ u) - p
2
0 $ 0 ( r ~ r8, u) = J^ZlA, (4.26) 
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Source 5 
*o( r ' r s ) 
Detector 
G(r - rs) 
A ^ ( r ' ) 
Figure 2.7 Interpretation physique du theoreme de Green. 
4.3.2 Approximation de Rytov du premier ordre 
L'approximation de Rytov du premier ordre pour resoudre le systeme differentiel (4.18) 
dans le domaine temporel consiste a poser 
$(r,*) = $„(»•,*) e~*A(r,t). 
Les hypotheses sont legerement differentes [Kak et Slaney 1988]. Suivant la meme 
logique que pour 1'approximation de Born, le systeme differentiel (4.18) devient 
alors 
(-KV2 + »ao + A/x«(r) + ~ \ ($ 0 ( r , t) e~**™) = S(r - r . ) 
$o(r, t) e~**™ +2CRK^ ($ 0 ( r , t) e - * ^ > ) = 0. 
Apres quelques manipulations de calcul differentiel (le lecteur est renvoye a Kak 
et Slaney [1988] pour le developpement complet), 1'elimination des termes d'ordres 
superieurs a 1 et en posant rs la position d'une source et rd la position d'un 
detecteur. V approximation de Rytov du premier ordre s'ecrit 
%{rs,rd) J0 Jn K 
(4.27) 
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Ce result at survient en supposant que 
(V$ A ( r ) )
2 « Afia(r) 
et ne necessite pas que la perturbation du coefficient d'absorption soit beaucoup 
plus petite que le coefficient d'absorption homogene. Cependant il est possible de 
montrer que 1'approximation de Rytov est equivalente a rapproximation de Born 
lorsque A/za(r) < vao(r) [Kak et Slaney 1988]. 
4.4 Spectroscopie proche infrarouge (NIRS) 
Lorsque l'activite cerebrale augmente lors de l'execution d'une tache, les change-
ments dans l'absorption de la lumiere dans le tissu proviennent des changements 
fonctionnels dans les concentrations en oxy- et desoxyhemoglobine. Etant donne les 
changements dans l'absorption Afia, on est interesse a connaitre les changements 
dans les concentrations d'hemoglobines ACHbo2
 e^ ACnbR- L a l°i de Beer-Lambert 
decrit l'absorption optique dans un certain chromophore 19, ce dernier etant la 
substance traversee par la lumiere. L'intensite lumineuse detectee $ depend de 
l'intensite lumineuse au temps initial $ 0 (ou l'intensite d'illumination), le coeffi-
cient d'absorption fxa (qui a son tour depend de la concentration du chromophore 
vise C) et du parcours emprunte par la lumiere L de la source vers le detecteur 
selon une loi de puissance decroissante donnee par 
$ = $0e"
/ x-L . (4.28) 
Le coefficient d'absorption est fonction de la longueur d'onde et est proportionnel 
aux concentrations des differents chromophores dans le milieu. Dans la fenetre 
19Le chromophore est la substance ou la molecule qui absorbe la lumiere en fonction de la 
longueur d'onde utilisee. 
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therapeutique de la lumiere infrarouge (A G [650,950] nm) l'hemoglobine oxygenee 
(HbC^) et desoxygenee (HbR) sont les principaux chromophores (revenir a la Fig-
ure 2.2). Le coefficient d'absorption peut alors s'ecrire 
Ha(X) = ^HbOa^HbOa + ^HbR^HbR 
ou A est la longueur d'onde de la lumiere et £ les coefficients d'extinction associes 
aux chromophores et dependants de la longueur d'onde 20. 
Les changements dans l'intensite lumineuse, notes AOD ("delta optical density") 
peuvent etre calcules a partir des changements dans le coefficient d'absorption avec 
A//a <§; (j,a, et a partir de l'equation (4.28) on obtient 
c]>A = AOD
 dif _ ln ( | ^ ) = Afrit, A) L(A) 
ou L(X) est le parcours effectif moyen de la lumiere qui traverse le tissu et subit 
la perturbation A/j,a(t,X) [Cope et Delpy 1988, Delpy et al. 1988]. Dans le cas ou 
les changements d'absorption temporels sont petits A/xa <C ̂ Q) le parcours effectif 
moyen est independant du temps et n'est pas modifie par la perturbation. Cette 
approximation, qui est supposee vraie pour une activite cerebrale moderee, compte 
pour seulement un petit pourcentage (de l'ordre du micromolaire) et represente une 
tres petite perturbation du milieu homogene. Par rapport a la precision des mesures 
que Ton peut prendre en imagerie optique, il est justifie de negliger cet effet et de 
prendre le chemin effectif moyen L(X) pour la majorite des etudes fonctionnelles. 
Les changements dans l'intensite lumineuse $ A mesures a chacune des longueurs 
d'ondes sont donnes par la lot de Beer-Lambert modifiee (MBLL) [Cope et Delpy 
20Depuis plusieurs annees les chercheurs procedent a des mesures des coefficients d'extinction 
des differents chromophores, tels Hb02 et HbR mais aussi les lipides, l'eau et certaines molecules 
comme la cytochrome oxydase [Uludag et al. 2002, Wobst et al. 2001, Wray et al. 1988]. Les 
methodes de spectroscopic doivent evidemment etre tres precises et non invasives. Le lecteur est 
renvoye sur le site internet de Scott Prahl qui en consacre un historique detaille [Prahl 1998]. 
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1988, Kocsis et al. 2006, Sassaroli et Fantini 2004] 
*i(U) = 5>w(A)A,4(i,A), (4.29) 
i 
pour un changement dans le coefficient d'absorption A(ila. Ici L
l,t est le parcours 
effectif moyen de la lumiere dans le tissu dans le iieme voxel pour la £ieme mesure 




ou r{ et rkd sont les positions des sources et des detecteurs respectivement, $o 
et G sont les distributions de l'intensite lumineuse pour la source et le detecteur 
presentees a l'equation (4.27). 
En observant la solution de l'equation de diffusion (4.27) et les changements dans 
l'intensite lumineuse donnes par la MBLL (4.29), on constate que la seule difference 
est que 1'approximation de Rytov du premier ordre (methode des perturbations) 
prend en consideration la diffusion K tandis que la MBLL est strictement valide 
dans des milieux sans dispersion (revu dans Kocsis et al. [2006], Sassaroli et Fantini 
[2004]). Evidemment, ce n'est pas le cas pour les milieux hautement diffusants 
comme la tete. Une fagon d'inclure les effets de la dispersion optique lors de la 
propagation de la lumiere entre la source et le detecteur est de multiplier (4.29) 
par un facteur differentiel de parcours D^pt de la lumiere. Cette variante de la 
MBLL est basee sur le fait que l'attenuation de l'intensite due a la dispersion est 
constante et s'ecrit 
*i (* , A) d= J2 L " ( A ) */*-(*, A) ^dPf(
A)> (4-30) 
i 
avec £>dPf qui depend de la longueur d'onde, de la mesure (principalement la dis-
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tance entre la source et le detecteur) [Boas et al. 2004b, Kocsis et al. 2006, Sassaroli 
et Fantini 2004, Strangman et al. 2003, Essenpreis et al. 1993] et de l'age du sujet 
[Duncan et al. 1995]. La quantification des changements absolus d'hemoglobine 
depend de la connaissance du facteur differentiel de parcours et des effets de vol-
ume partiel provenant de la fraction de la lumiere qui n'atteindra jamais le cortex 
[Boas et al. 2001, Hoshi 2003]. En effet, la plupart des appareils de CW basee sur la 
NIRS ne fournissent pas ces informations et plusieurs groupes ont publie differentes 
valeurs des facteurs de parcours [Delpy et al. 1988, Huppert et al. 2006a, Kohl et al. 
1998, Strangman et al. 2003, Sato et al. 2004, Uludag et al. 2004, Yamashita et al. 
2001]. Evidemment, l'incertitude sur les valeurs de ces facteurs limite la quantifica-
tion des concentrations absolues mesurees par la NIRS. De plus, le probleme direct 
pose pour un milieu homogene n'est pas realiste. En effet, les tissus inclus dans la 
tete (generalement, le cuir chevelu, le crane, le CSF et les cortex gris et blanc) n'ont 
pas les memes proprietes optiques, qui dependent a leur tour de la longueur d'onde. 
Cette hypothese d'homogeneite entraine des erreurs d'interferences ("cross-talk") 
lors de la separation des estimations des concentrations en HbC>2 et HbR [Boas 
et al. 2004b, Strangman et al. 2003]. Toutefois, ces erreurs d'interference peuvent 
etre minimisees par un choix optimal de la paire de longueurs d'ondes et de la 
distance entre les sources et les detecteurs [Boas et al. 2004b, Sato et al. 2004, 
Strangman et al. 2003]. 
Le but principal de cette these est de definir le probleme direct de fagon a ameliorer 
la quantification des images reconstruites. Sous forme matricielle l'equation (4.27) 
ou (4.30) s'ecrit 
y = Ax 
y
d iV A (U) we[i , . . . , i \y 
x^{A^(t,X) ViG[l,. . . ,Arv a x] (4.31) 
AdifL^(A)D^pf(A) [NexNvox] 
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avec Ni le nombre de mesures total, iVvox le nombre de voxels dans Q et A la matrice 
de sensibilite illustree a la Figure 2.8. Elle est formee des profils de sensibilite de 
chacune des paires source-detecteur (mesures). Etant donne la definition de ce 
systeme matriciel (i.e. le probleme direct), la reconstruction d'images peut alors 
etre effectuee en inversant la matrice A. 
Figure 2.8 Matrice de sensibilite calculee pour une source particuliere (tige et 
boule jaune) et recalee sur une interpolation du cortex. La sensibilite augmente du 
bleu au rouge (provenant de Dehaes et al. [2007a]). 
5 Probleme inverse 
Cette section fournit la theorie et des methodes pour effectuer la reconstruction de 
A/xa a l'aide des mesures y et de l'inverse de la matrice de sensibilite A
- 1 , si et 
seulement si elle existe. On parle alors de probleme inverse. Cependant, le probleme 
inverse est mal pose et sous-determine puisqu'il y a beaucoup plus d'inconnues 
{Afj,la pour chaque voxel) que de mesures (y) [Arridge 1999, Arridge et Schweiger 
1997]. La matrice de sensibilite A ne peut, en pratique, etre inversee directement. 
II existe plusieurs methodes de reconstruction, et le choix de la methode depend de 
la complexity et du temps de calcul pour estimer la matrice A - 1 . Ce domaine de 
recherche est tres actif (resume au Tableau 2.4 et revu dans Arridge [1999], Arridge 
et Schweiger [1997], Arridge et al. [1991], Gibson et al. [2005], Boas et al. [2004b]). 
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Tableau 2.4 Methodes de reconstruction en imagerie, imagerie optique diffuse et 
NIRS avec quelques references. 
Methodes References 
Imagerie 
Tomographic de diffraction [Cheng et Boas 1998, Li et al. 1997] 
Perturbation [Arridge 1995, Barbour et al. 1995] 
Developpement de Taylor [Jiang et al. 1996, Paulsen et Jiang 1995] 
Gradient conjugue [Arridge et Schweiger 1998] 
Systeme elliptique [Gryazin et al. 1999, Klibanov et al. 1997] 
Bayesienne [Barnett et al. 2003, Dougherty et al. 1999] 
IOD et NIRS 
Plan semi-infini [Kienle et Patterson 1997a] 
Retro-projection [Franceschini et al. 2000, Maki et al. 1995] 
Perturbation [Arridge 1999] 
GMRES [Sikora et al. 2006] 
Une methode habituelle pour inverser le probleme direct reside dans Finversion 
de Tikhonov regularisee qui consiste a regulariser Finverse de A par Fajout d'un 
parametre de lissage. L'estimation des changements dans le coefficient d'absorption 
x est donnee par 
x = ( A
T A + a l ) AT y <^> \\y - Ax \\2 + a\\ x ||2 = 0. 
oil I est la matrice identite. Cette matrice peut egalement etre ponderee par une 
valeur a, comme la plus grande valeur propre de la matrice de covariance de A 
[Boas et al. 2004b]. Cette expression provient entre autres de la minimisation de 
la norme au carre. 
Habituellement, la solution du probleme inverse en imagerie optique diffuse n'est 
pas unique a cause de Finegalite entre le nombre d'inconnus et le nombre de 
mesures. Une methode pour ameliorer la reconstruction des images est d'incorporer 
des informations a priori de type fonctionnel ou anatomique tels que des images 
IRM qui possedent une resolution spatiale superieure [Barbour et al. 1995, Boas 
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et Dale 2005, Pogue et Paulsen 1998]. Cette technique est utilisee au Chapitre 6 
pour la segmentation des differents tissus et la creation de surfaces ou de volumes. 
Actuellement, il n'existe pas de methode permettant l'estimation des concentra-
tions d'hemoglobine de fa^on quantitative et ayant une sensibilite moindre aux 
erreurs de volume partiel. 
6 Methodes d'analyse en imagerie optique diffuse 
Les methodes d'analyse du signal en imagerie optique sont principalement basees 
sur l'analyse spatiale et temporelle du signal et sur la detection des changements 
(fluctuations) dans le signal. L'analyse des donnees NIRS peut s'effectuer sous 
forme de moyennage de courbes temporelles filtrees et les statistiques sont par la 
suite produites a Taide de tests de Student sur les integrates par exemple (section 
6.3). Le cadre d'analyse habituellement utilise est le modele lineaire generalise 
(GLM pour "general linear model") et les hypotheses et la methodologie sont sen-
siblement les memes que pour 1'IRM fonctionnelle (revu dans Friston et al. [1995], 
Worsley et Friston [1995], Friston et al. [2005] et developpe en optique dans Koh 
et al. [2007]). Notons cependant que seulement quelques etudes en NIRS [Lina 
et al. 2008, Matteau-Pelletier et al. 2008, Cohen-Adad et al. 2007, Koh et al. 2007, 
Plichta et al. 2007, Cheng et Chen 2006, Schroeter et al. 2004] ont utilise le concept 
du GLM pour l'analyse des donnees (section 6.4). L'hypothese principale du GLM 
est basee sur la linearite des changements biologiques intervenant lors d'une ac-
tivity cerebrale. Le GLM est employe pour un protocole experimental utilisant une 
serie de stimulations disposees aleatoirement dans le temps tandis que l'analyse par 
moyennage peut s'effectuer lorsque les stimulations sont separees par une condition 
de repos de meme duree. 
Les sections 6.1 et 6.2 introduisent les motivations pour lesquelles des methodes 
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d'analyse de signaux optiques ont ete developpees dans cet ouvrage. En partic-
ulier, les annexes I et II presentent deux contributions specifiques [Lina et al. 2008, 
Matteau-Pelletier et al. 2008] associees a un objectif general de cette these, i.e. la 
comprehension des signaux detectes en imagerie optique diffuse. 
6.1 Sources de bruit 
En plus des erreurs d'interferences et de parcours effectif moyen mentionnees prece-
demment, il existe plusieurs sources de bruits physiologiques (aussi appeles bruits 
systemiques) contribuant au signal detecte en optique. Celles-ci reduisent la sensi-
bilite a la detection d'activite cerebrale et affaiblissent la quantification des concen-
trations d'hemoglobines estimees. II est alors imperatif de construire une methodo-
logie permettant de retrouver les signaux relies a l'activite cerebrale. Cette "sur-
sensibilite" provient entre autres du passage de la lumiere dans les regions ex-
tracerebrales tels le cuir chevelu, le crane et le CSF resultant en une absorption de 
celle-ci a l'interieur de ces regions. Cependant, ces signaux physiologiques ne sont 
pas uniquement des bruits qui contaminent le signal optique car ils sont effective-
ment utilises dans des etudes portant sur l'autoregulation ou les vaisseaux sanguins 
cerebraux. Dans cette section, nous decrivons les principales sources de bruit en-
registrees dans les donnees optiques. II existe trois principaux types de bruit en 
imagerie optique, soit de source instrumentale, experimentale ou physiologique. 
6.1.1 Source instrumentale 
Le bruit instrumental provient principalement de l'equipement d'instrumentation 
optique (dans le notre cas, le CW5 de TechEn), des ordinateurs a proximite et 
du materiel informatique. Puisque les instruments en NIRS echantillonnent les 
signaux a des taux beaucoup plus rapides que la reponse hemodynamique, les 
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signaux de hautes frequences sont surtout ceux provenant de rinstrumentation. 
Habituellement, les bruits instrumentaux de hautes frequences sont dissocies a 
l'aide d'un filtre passe-bas ou par moyennage sur le nombre de mesures. Ces bruits 
sont pratiquement negligeables et sont beaucoup plus facilement separables que les 
sources de bruits physiologiques. 
6.1.2 Source experimentale 
Les bruits experimentaux sont principalement lies aux erreurs ou evenements ayant 
lieu lors une acquisition de donnees. Entre autres, ils peuvent etre generes par 
un mouvement du sujet. par exemple lorsqu'il se deplace ou lorsqu'il parle de 
fagon volontaire ou involontaire. D'autres types d'erreurs peuvent egalement etre 
provoquees par l'operateur ou le chercheur qui procede a l'acquisition. Par exemple, 
le choix des positions et distances des sources et des detecteurs sur le casque optique 
peut avoir de lourdes repercussions sur le signal detecte. Comme on l'a mentionne 
plus haut, la distance entre la source et le detecteur est reliee a l'intensite du signal 
detecte et a sa provenance. Plus la distance est grande, plus la lumiere se propage 
profondement mais moindre est l'intensite du signal a la sortie (voir Figure 2.9). 
De la meme maniere, plus la distance est petite, et plus la lumiere reste en surface 
du cortex et plus l'intensite du signal detecte est importante. Le positionnement du 
casque optique peut aussi etre problematique. En effet, les sources et les detecteurs 
optiques doivent epouser le cuir chevelu du sujet de facon a optimiser la quantite 
de lumiere propagee dans la tete et celle detectee. Par exemple, le positionnement 
peut etre difficile lorsque le sujet possede une chevelure dense et sombre, ce qui 
peut induire des erreurs de volume partiel discutees precedemment. 
Le choix du protocole experimental (presente a la section 6.2) est egalement tres 
important. Un design inadequat peut provoquer des erreurs importantes en relation 
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Optode Spacing Controls Measurement Depth 
• Larger Optode Spacing: 
- deeper penetration 
- weaker optical signal 
• less spatial localization 
Figure 2.9 Relation entre la distance source-detecteur, la profondeur d'imagerie 
et l'intensite du signal detecte. 
avec le modele d'estimation choisi (par exemple le GLM). Entre autres, l'operateur 
peut choisir un mauvais couple (temps de stimulation vs temps de repos) et induire 
des erreurs dans l'estimation. Les temps de stimulation et de repos sont tres impor-
tants dans le design du protocole puisqu'ils sont directement relies a la duree de la 
reponse hemodynamique elle-meme (maximum entre 6-7 sec et redescente d'environ 
8 sec pour une duree d'environ 15 sec 2 1) . II est egalement important de considerer 
Phypothese de linearite sous-jacente a l'analyse par regression et a la linearite du 
modele [Cannestra et al. 1998]. Cette hypothese specifie entre autres que le signal 
detecte represente la somme de toutes les activites neuronales impliquees dans les 
changements au niveau des metabolismes d'oxygenation et de consommation de 
glucose, des mecanismes physiologiques et de la circulation sanguine a travers les 
regions activees. 
Une autre source d'erreur provenant de l'operateur est reliee a la reproductibilite 
des resultats lors d'etudes inter- et multi-sujets. Encore une fois, le positionnement 
21 La duree de la reponse hemodynamique depend egalement de la duree de stimulation. Les 
chiffres donnes plus haut sont a titre d'exemple pour montrer l'importance accordee a la descrip-
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du casque doit obligatoirement etre repete avec une precision exemplaire pour im-
ager les memes aires. Ceci peut entre autres etre effectue a l'aide d'equipement de 
neuronavigation discute au Chapitre 3. Les differences anatomiques, vasculaires et 
de signaux au repos entre les sujets affectent les comparaisons dans l'analyse des 
resultats [Huppert et al. 2006b]. Une bonne partie de ces erreurs experimentales 
peuvent etre controlees mais celles reliees aux differences entre les sujets ne peuvent 
etre completement eliminees. 
6.1.3 Source physiologique 
Les signaux physiologiques proviennent principalement du rythme cardiaque, de 
la respiration, de la pression sanguine (incluant les ondes de Mayer [Julien 2006]) 
et via d'autres variations plus lentes (Tableau 2.5). Ces signaux sont les plus 
difficiles a eliminer lorsque Ton est interesse a retrouver les signaux relies a l'activite 
cerebrale. Typiquement, la pression sanguine varie selon plusieurs echelles incluant 
la pulsation cardiaque. la respiration, les ondes de Mayer de 10 sec [Obrig et al. 
2000] et d'autres variations de 50 sec et plus. 
Tableau 2.5 Signaux physiologiques et leur periode approximative chez l'humain 




Ondes de Mayer 
Variations lentes 
Periode approximative 
0.7 a 1.5 sec 
3 a 8 sec 
environ 10 sec 
plus de 50 sec 
La Figure 2.10, provenant de Boas et al. [2004b], presente une serie de signaux 
enregistres lors d'une acquisition optique et de mesures independantes prises a 
l'aide d'instruments medicaux. On retrouve le meme type d'analyse a l'Annexe I 
a l'aide d'une technique d'ondelettes complexes. La detection de ces fluctuations 
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physiologiques n'est pas uniquement desavantageuse, comme le montre certaines 
etudes qui emploient la NIRS sur la physiologie vasculaire comme la vasomotion 
et l'autoregulation cerebrale [Diamond et al. 2006, Franceschini et al. 2006]. Le 
lecteur est renvoye a 1'Annexe II qui presente une contribution scientifique de cet 
ouvrage sur les bruits de type 1 / / et a certains travaux recents en imagerie optique 
diffuse [Barbour et al. 2001, Prince et al. 2003a, Zhang et al. 2005b]. Un autre 
probleme qui caracterise les signaux physiologiques est la frequence a laquelle ils 
surviennent. II arrive que ces signaux se synchronisent avec certains types de 
stimuli empechant la distinction de ceux-ci avec les signaux provenant de l'activite 
cerebrale [Boas et al. 2004b, Obrig et al. 2000, Elwell et al. 1999]. Ceci mene alors 
a des comportements hemodynamiques spatio-temporels errones. La construction 
du protocole experimental devient alors capitale. 
70 80 90 100 110 120 130 
Time (seconds) 
Figure 2.10 Exemple des differents signaux physiologiques inclus dans le signal 
optique detecte (provenant de Boas et al. [2004b]). On remarque la pression san-
guine (en rouge) et la respiration (en bleu). Les oscillations tres lentes (30-40 sec), 
lentes (environ 8 sec) et rapides (1 sec) sont toutes fortement correlees avec les 
oscillations de la pression sanguine mesuree independamment avec un tensiometre 
(pression de manchette). 
6.2 Protocole experimental 
Puisque les etudes fonctionnelles en imagerie optique diffuse et en IRMf se basent 
sur une analyse spatio-temporelle des variations dans le signal pour deduire l'activite 
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cerebrale sous-jacente, il est important que le protocole experimental soit compose 
de conditions de controles associees aux conditions experimentales, lesquelles se dis-
tinguent uniquement par la presence d'une stimulation ou d'une tache cognitive. 
Le protocole experimental est habituellement constitue par l'alternance de periodes 
ou le sujet doit executer une tache (condition experimentale) et de periodes ou le 
sujet est au repos (condition de controle), i.e. ou il n'accomplit pas la tache en 
question. Comme on l'a mentionne precedemment, en IRMf comme en NIRS, 
les changements fonctionnels enregistres sont de type vasculaire et proviennent 
de l'activite neuronale, i.e. que Ton ne mesure pas l'activite electrique directe-
ment comme en EEG mais bien les comportements hemodynamiques. La duree 
de la reponse hemodjmamique est done un facteur tres important a considerer 
dans l'elaboration du protocole experimental. En effet, les periodes alternant les 
conditions de controles et experimentales doivent respecter la suite de processus bi-
ologiques qui constitue la HRF et evidemment, le temps qu'elle prend pour revenir 
a l'etat de repos. Ces periodes sont appelees epoques 22 et sont contituees d'une 
periode de stimulation suivie d'une periode de repos. Elles peuvent etre de duree 
egale (lorsque Ton moyenne les evenements d'un sujet par exemple) ou de duree 
aleatoire (lorsque Ton utilise le GLM par exemple). La Figure 2.11 (a) presente 
un exemple d'un stimulus visuel et (b) d'un protocole experimental (b), laquelle 
est tiree de travaux contribuant a cette these (voir le Chapitre 5 pour la contri-
bution scientifique complete). Cette condition experimentale est dite parametrique 
puisque qu'un parametre ou plusieurs parametres (excentricite et position du disque 
dans ce cas) varient lors de l'experimentation. Les stimuli peuvent egalement faire 
intervenir les aires motrices, auditives, de langage, etc. 
II existe differents types de protocoles experimentaux en imagerie medicale. Cer-
tains sont construits par la suite d'evenements tres rapides (quasi-instantanes) par 
22Le lecteur est renvoye au mot anglais "epoch" qui est defini de fagon similaire. 
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S = Stimulation time: sine grating 
R = Rest time : fixation spot 
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10 
Figure 2.11 (a) Stimulation visuelle selon trois eccentricites (dimension du disque) 
differentes. (b) Protocole experimental utilise pour chacune des 6 conditions 
experiment ales, i.e. pour les trois excentricites presentees a gauche et a droite 
du point de fixation (provenant du Chapitre 5). 
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exemple lors de transition entre deux conditions. La stimulation n'a meme pas 
besoin de provenir d'une stimulation externe, par exemple lors d'etudes sur les 
differentes ondes (principalement beta, alpha, theta et delta) enregistrees en EEG 
ou sur des patients epileptiques. Dans tous les cas, le protocole experimental est 
fonction du temps et est construit par une suite de conditions. L'etape suivante 
dans la comprehension des signaux optiques correspond a la modelisation de la 
reponse hemodynamique. 
6.3 Analyse temporelle 
Dans cette section, on presente la technique habituellement utilisee pour l'analyse 
des signaux optiques, soit le moyennage par bloc. Certaines techniques de pretraite-
ment de donnees et les tests d'hypotheses pouvant etre accomplis lors d'une analyse 
de donnees NIRS sont egalement exposes. Cependant, la dependance entre les types 
d'hemoglobine n'est pas encore clairement connue et les tests d'hypotheses, qui sont 
habituellement utilises pour le signal BOLD en IRMf par exemple, ne peuvent pas 
etre exactement repetes sans l'addition d'hypotheses. En effet, on a mentionne que 
les changements hemodynamiques mesures en NIRS/IRMf proviennent des vais-
seaux sanguins cerebraux sous-jacents et sont causes par les effets du metabolisme 
d'oxygenation sanguine et de volume sanguin lors d'une "activation/desactivation" 
cerebrale. Notons egalement que dans le cadre de cette these, cette technique a ete 
utilisee au Chapitre 5 sous forme d'une contribution scientifique. 
Comme on l'a mentionne a la section 4.4, les concentrations des types d'hemoglobine 
sont recuperes via la MBLL (4.29) a partir d'au moins deux longueurs d'ondes 
differentes Ai et A2 appartenant au spectre de lumiere proche infrarouge par la 
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formule 
A/X0(Ai) = ^Hb0 2
A ^Hb0 2 +^HbR
A CHbR 
A/ i a (A 2 ) = ^Hb02ACHb02 +^HbRACHbR 
ou les coefficients d'extinction £ sont tires d'ouvrages provenant de Prahl [1998]. 
L'analyse est suivie par l'addition des facteurs de volume partiel et de correc-
tion de parcours discutes plus haut. Les prochains paragraphes presentent des 
pretraitements de donnees pouvant etre effectues dans le but de supprimer des 
artefacts de mouvements et des bruits pouvant provenir de sources instrumental 
et physiologique. 
6.3.1 Artefacts de mouveraent 
Lors d'une acquisition de donnees, il est possible que le sujet/patient se deplace ou 
parle de fagon volontaire ou involontaire. Par exemple, le controle de patients tels 
les enfants ou les personnes agees est beaucoup plus difficile qu'avec des adultes 
sains. En effet, lors de la presentation du stimulus, certains sujets deviennent 
anxieux ou stresses, de ne pas reussir la tache par exemple, provoquant du meme 
coup une acceleration de leur rythme cardiaque et de leur respiration. Du meme 
point de vue, les experiences animales sont egalement delicates et complexes a 
reproduire sur un echantillon important. 
Ces types d'artefacts sont relativement faciles a reperer dans les donnees brutes. 
En effet, des logiciels comme HOMER (pour "Hemodynamic Optically Measured 
Evoked Response") 23 permettent de visualiser relativement facilement les signaux 
23HOMER est un logiciel gratuit provenant du Photon Migration Imaging Laboratory at 
the Massachusetts General Hospital http://www.nmr.mgh.harvard.edu/PMI/ developpe dans 
Fenvironnement Matlab. 
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Figure 2.12 (a) Signaux optiques bruts demodules et exemple d'un artefact de 
mouvement. (b) Configuration des sources et detecteurs dans le cas d'un protocole 
experimental d'une etude dans la region occipitale (provenant du Chapitre 5). 
bruts demodules pour chaque paire source detecteur 24. On pourrait egalement 
proceder uniquement avec Matlab par exemple. La Figure 2.12(a) presente des 
signaux bruts temporels ou il est relativement facile de detecter l'artefact de mou-
vement reflete par un saut en intensite lumineuse vers la fin de la stimulation. La 
Figure 2.12(b) presente quant a elle l'emplacement des paires d'ou proviennent les 
signaux montres en (a). Generalement ces artefacts sont visibles sur toutes les 
paires de la configuration. Le logiciel HOMER permet entre autres d'exclure les 
sequences contenant ce type d'artefacts et ainsi de ne pas fausser l'estimation des 
concentrations d'hemoglobine. 
II est egalement possible de proceder a la correction des artefacts de mouvement en 
utilisant une decomposition en valeurs singulieres (SVD). En effet, la matrice de co-
variance des signaux de toutes les paires source-detecteur pour toutes les longueurs 
d'ondes represente la covariance spatiale existante pour une configuration optique 
2 40n entend par signaux bruts, les signaux d'intensite lumineuse $ sortant du CW5 et 
demodules selon la configuration des paires source-detecteur. 
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donnee. On utilise ce type d'algorithme dans le cas ou il y a deplacement physique 
de la configuration optique sur le cuir chevelu du sujet. Ce type d'artefact de 
mouvement provoque de grandes fluctuations dans le signal dans tous les canaux 
source-detecteur, ou au moins dans un ensemble relativement large. La methode 
est relativement aggressive puisqu'elle affecte entierement l'espace des mesures. 
Cet algorithme est efficace lorsque les artefacts de mouvement affectent une region 
beaucoup plus large que la region fonctionnelle. Si le nombre de canaux source-
detecteur affectes couvrent une aire comparable a la region fonctionnelle etudiee, la 
methode corrigera de fagon negative et Festimation des concentrations sera faussee. 
Ce type d'effets negatifs se produit parce que les signaux de Factivite fonction-
nelle possedent egalement une covariance spatiale. On peut remedier a ces situa-
tions en estimant le nombre de valeurs singulieres qui maximisent la probability de 
representer Factivite cerebrale. Cette technique s'effectue via un test statistique 
de Fisher, lequel est brievement detaille en section 6.4.2. 
6.3.2 Filtre passe-bande 
Le filtrage passe-bande permet d'attenuer des bruits provenant de sources instru-
mental et physiologique tels que des hautes frequences provenant de Instrumenta-
tion et des derives de basses frequences. Ce type de derives peut introduire des 
oscillations dans le signal qui peuvent etre mal interpreters [Muller et al. 2003]. 
Le filtre passe-bas permet d'enlever les hautes frequences associees aux batte-
ments cardiaques (environ 1 Hz), a la pression sanguine et a la respiration (en-
tre 0.08-0.12 Hz). Le filtre passe-haut permet quant a lui d'attenuer les ondes 
reliees aux artefacts de mouvement lent et autres variations tres lentes. II est vrai-
ment important de bien choisir les frequences associees aux types de nitres pour 
ne pas supprimer les frequences associees a la reponse hemodynamique, laque-
lle depend necessairement du protocole experimental. Le choix du filtre peut 
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egalement influencer l'estimation des concentrations d'hemoglobine. Le paquet 
SignalProcessingToolbox de Matlab contient la plupart des outils de filtrage 
necessaires. 
6.3.3 Separation des bruits physiologiques 
II existe quelques techniques pour "isoler" la fraction de signal qui contient les 
bruits physiologiques. Ce sont principalement des methodes associees a 1'analyse 
en composantes principales (PCA) ou independantes (ICA), en ondelettes (ou di-
mensions fractales) et au moyennage. Elles ont ete utilisees en neuroimagerie, en 
particulier sur des donnees EEG/MEG [De Clercq et al. 2005], IRMf [Tohka et al. 
2008, Lee et al. 2008, Kochiyama et al. 2005] et NIRS [Matteau-Pelletier et al. 
2008, Lina et al. 2008, Wilcox et al. 2005, Zhang et al. 2005b]. Ces methodes de 
traitement de signaux sont utilisees pour diminuer la covariance des canaux source-
detecteur. Cette matrice de covariance peut etre decomposed en vecteurs propres et 
en valeurs propres. Ces vecteurs expliquent dans une certaine mesure les tendances 
principales du signal. En faisant l'hypothese que le signal detecte transporte ma-
joritairement les bruits physiologiques du sujet, on peut projeter le vecteur propre 
qui possede la valeur propre la plus grande dans l'espace orthogonal. Cette pro-
jection est interpreted comme le bruit physiologique global (ou le comportement 
moyen) de toutes les paires source-detecteur. On peut par la suite soustraire cette 
projection au signal et estimer la fraction du signal reliee a l'activation cerebrale. 
Les techniques utilisant les ondelettes analytiques et la transformed en ondelettes 
discretes sont presentees aux Annexes I et II. 
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6.3.4 Analyse temporelle des concentrations d'hemoglobine moyennees 
Apres avoir inspecte les signaux bruts et avoir enleve les periodes de stimulations 
qui contenaient des artefacts de mouvement et par la suite effectue le filtrage passe-
bande, on peut passer a l'etape du moyennage des concentrations d'hemoglobine. 
Etant donne la description du protocole, le moyennage peut s'effectuer entre les 
temps de pre- et post-stimulation. Ces temps sont evidemment choisis en fonction 
du temps de stimulation de la condition experimentale. Habituellement, le temps 
de pre-stimulation peut etre egal a tpTe = — 5 sec tandis que le temps de post-
stimulation doit etre egal tpost = tstim + v̂ar sec ou tstim est la duree de la condition 
experimentale et ivar = [8,9,10] est la duree de la variation de la post-stimulation. 
On choisi d'ajouter de 8 a 10 sec a tpost pour laisser la reponse hemodynamique 
revenir au repos. Le moyennage est done applique sur l'intervalle [tpre, tpost] pour 
toutes les paires source-detecteur. A l'aide des signaux des deux longueurs d'ondes, 
les concentrations d'hemoglobine sont estimees via la loi de Beer-Lambert modifiee 
pour chaque paire source-detecteur. La Figure 2.13(a) presente des concentrations 
en HbC>2 et HbR moyennees pour les paires source-detecteur presentees sur la 
Figure 2.13(b). 
Le moyennage par bloc possede egalement la caracteristique d'attenuer les derives 
de basses frequences et certains bruits hautes frequences non-correles [Koh et al. 
2007]. Apres avoir effectue ces operations de pretraitement, il est important de 
determiner quels canaux source-detecteur ou quelle mesure refletent une activite 
cerebrale ou non. Cette comparaison peut s'exprimer sous forme d'un test d'hypothe-
se confrontant l'hypothese nulle qui admet qu'il n'y a aucun effet (dans ce cas, l'effet 
est defini par l'activite cerebrale) contre l'hypothese alternative admettant l'effet 
avec un pourcentage d'erreur. Ces tests statistiques seront explicites a la section 
6.4.2. Une facon de definir ces tests requiert la mise en place d'un certain cadre, 
soit le modele lineaire generalise. 
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Figure 2.13 (a) Concentrations moyennees en Hb02 (trait plein) et en HbR (trait 
pointille). (b) Configuration des sources et detecteurs pour les concentrations 
d'hemoglobine respective. Notons que dans ce cas, la condition de stimulation 
etait de 15 sec (provenant des donnees du Chapitre 5). 
6.4 Mo dele lineaire generalise 
Dans cette section, le modele lineaire generalise est brievement presente puisqu'il est 
egalement presente aux Annexes I et II dans le cadre de contributions scientifiques 
specifiques a cette these. Ce dernier est habituellement utilise pour les analyses en 
IRMf, comme en temoigne la gamme d'etudes utilisant l'environnement d'analyse 
SPM ou AFNI 25 mais aussi pour les analyses en imagerie optique, en EEG/MEG et 
pour d'autres modalites d'imagerie fonctionnelle. Ce type d'analyse est principale-
ment base sur l'hypothese d'addition lineaire des changements hemodynamiques se 
provoquant dans une region donnee. 
25Le terme SPM renvoie a "Statistical Parametric Mapping", une methode d'analyse de 
donnees statistiques et le nom d'un programme implements dans l'environnement Matlab par 
des chercheurs du Wellcome Trust Centre for Neuroimaging a UCL (ht tp: / /www.f i l . ion.ucl . 
ac.uk/spm/), [Friston 2003]. AFNI ("Analyis of Functional Neurolmages") est un ensemble de 
programmes en C utilises pour le pretraitement, l'analyse et la visualisation de donnees IRM et 
IRMf. NeuroLens peut aussi etre considere (www.neurolens.org/). 
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6.4.1 Construction du GLM 
En principe, le modele GLM predit l'amplitude de la reponse hemodynamique, en 
concentrations Hb02 comme en HbR, dans le cas ou les mesures proviennent d'une 
acquisition en NIRS. Dans le cas ou les donnees proviennent d'une etude IRMf, 
le GLM predit l'amplitude et la forme de la reponse BOLD. Supposons que Ton 
ait procede a l'acquisition de signaux et que Ton desire estimer la reponse de la 
concentration C. II est possible de considerer la HRF H(t) comme la convolution 




Dans cette definition, h(t) prend en consideration les facteurs metaboliques, hemody-
namiques et physiques impliques dans le comportement vasculaire. De plus, elle 
est souvent decrite par la difference de deux fonctions Gamma [Evans et al. 1993] 
parametrisee pour coller a la forme generale empirique. En supposant que le sig-
nal hemodynamique etudie (le signal BOLD, la concentration en HbR ou Hb02) 
s'interprete de fagon lineaire 26 avec l'activite neuronale, la concentration C(t) 
pour une paire source-detecteur peut s'ecrire comme 
C[t) = (3 H(t) + B9 + e{i) (6.2) 
ou /3 est la quantite a estimer representant l'amplitude de la HRF due aux condi-
tions experimentales s, B est la matrice exprimant les derives associees aux basses 
frequences ponderees par 0 et e est la somme des autres composantes du signal, in-
cluant les bruits physiologiques et physiques. Generalement le terme residuel e est 
un bruit blanc gaussien de moyenne nulle et de variance a2. Sous forme compacte 
26Notons ici que les variations dans le signal hemodynamique sont traduites par la somme de 
toutes les activites neuronales qui sont responsables des changements dans le metabolisme, les 
mecanismes physiologiques et le flux sanguin qui draine la region activee (Chapitre 1). 
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et simplifiee, on peut ecrire l'equation (6.2) par 
C = X/3 + e 
ou la matrice de design X regroupe la contribution hemodynamique H et celle 
exprimant les derives (ou regresseurs) B6. On pourrait egalement inclure dans X les 
contributions de signaux physiologiques comme le rythme cardiaque, la respiration 
et la pression sanguine. 
La regression lineaire consiste a estimer le vecteur (3 etant donne les mesures C. 
Sous les hypotheses gaussienne et de blanchiment pour e, Vestimateur du maximum 
de vraisemblance est donne par 
/3 = (XT X)-1 XT C ^^ XT X existe. 
Dans le cas ou la matrice XTX n'est pas de plein rang, i.e. n'est pas inversible, il 
existe une infinite d'ensembles de parametres decrivant le meme modele. Ce type 
d'estimation est connue sous le nom de surdeterminee. Nous allons y revenir a la 
section 6.4.2 lors de la description des tests d'hypotheses associes a 1'estimateur. 
Notons que la variance de l'estimateur 0 est donnee par 
E ( ^ ^ T ) = a 2 ( X T X ) - 1 . 
6.4.2 Tests d'hypotheses 
Dans cette section, deux tests d'hypotheses sont derives du cadre du GLM et sont 
utilises pour verifier l'hypothese de linearite du modele. Le lecteur est renvoye aux 
travaux de Frackowiak et al. [2003]. 
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Notons que la variance residuelle o2 est estimee par 
b'* = — avec e u ^ ( C - X / 3 ) 
n — p 
v 2 6 e def 
suit une loi x2 avec n — p degres de liberte ou p est le rang de la matrice X et n le 
nombre de points echantillonnes dans la mesure C. Notons que e est la projection 
orthogonale du bruit e dans un sous-espace de dimension n — p. 
Test de Student Le test de Student est utilise pour tester s'il existe une com-
binaison lineaire des parametres du modele. Par exemple, on peut utiliser ce test 
pour verifier si un parametre en particulier est significativement positif ou signi-
ficativement plus grand qu'un autre. Definissons la variable c comme etant un 
contraste 27 sur le parametre /3 de telle sorte que Ton est interesse a savoir si cT (3 
est significativement plus grand qu'un vecteur d. L'hypothese nulle correspondante 
est alors TCo '• cT (3 = d et le test consiste a calculer la probabilite sous 7io de la 
valeur cT (3 apres estimation. La statistique de Student correspondante est alors 
donnee par le calcul de 
i = ~ j n_p 
yja2 c r ( X T X ) - 1 c 
ou la statistique T suit une loi de Student avec n — p degres de liberte. 
Test de Fisher Le test de Fisher permet de verifier si une partie du modele 
est presente dans les mesures. En particulier, tester le modele au complet permet 
de verifier si l'activite contenue dans un voxel 28, est expliquee par le protocole 
experimental. Brievement, supposons que le vecteur (3 peut etre partitionne en 
' On peut aussi employer le terme combinaison lineaire. 
8Dans le cas de l'imagerie optique, le voxel est remplace par une paire source-detecteur. 
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deux parties tel que (3 = [(3-^ /32] et que l'hypothese nulle lio precise que les mesures 
peuvent etre expliquees uniquement par une partie du protocole experimental, dis-
ons (32 => f3x = 0, tel que 
C = X2/32 + £ 
ou p2 < V
 e s t le rang de la matrice X2 pour laquelle son image existe dans un sous-
espace de l'image de X. Les mesures peuvent alors etre expliquees par 3 termes 
orthogonaux (en notant S par la somme des carres residuels) : 
C = S02) + S0M + S0) 
= X2p2 + (X0-X2p2) + (C-Xp). 
Le premier terme correspond a la partie qui est expliquee par les deux modeles, 
le deuxieme terme correspond a la partie qui est expliquee par le modele original 
sans la contribution du modele simplifie tandis que le troisieme terme represente 
la partie inexpliquee par les deux modeles. Sous l'hypothese nulle 7i0, le terme 
(X/3 — X2 /32) possede une distribution chi-carre non centree et est independant du 
terme gaussien (C — X/3). Le ratio des sommes de carres residuels corrige par les 




P-P2 (C-X0)T(C-X0) ~ - A ™ - » - ^6) 
La valeur de F et le seuil de significativite choisi va determiner si l'hypothese 
nulle Ho est acceptable. Ceci se fait en comparant la valeur F avec la distribution 
de Fisher appropriee. Si la valeur est plus grande que le seuil de significativite 
choisi, l'hypothese nulle est rejetee. En resume ces tests statistiques de Fisher sont 
relativement puissants grace a Futilisation des contrastes c. 
Brievement, il y a deux principales limitations au test de Fisher. Premierement, 
deux modeles (complet et simplifie) doivent etre ajustes successivement, ce qui 
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en pratique implique un ensemble de donnees relativement large. Deuxiemement, 
l'expression (6.3) n'est pas unique car il existe plus d'une fagon de partitionner X. 
II est important de preciser que les tests sont effectues en chaque au voxel et que le 
seuil de significativite est choisi de fagon a minimiser le taux de faux positifs. Par 
contre, en considerant tous les voxels de la tete entiere, le seuil de significativite doit 
etre corrige (diminue) pour effectuer le test pour le merae taux de faux positifs. 
En d'autres mots, le fait de considerer un plus grand echantillon augmente la 
probabilite de refuser l'hypothese nulle alors qu'elle etait vraie. Ce phenomene est 
connu sous le nom de comparaisons multiples ou encore regularisation spatiale en 
IRMf [Worsley et al. 1996b,a]. 
6.4.3 Comparaisons multiples 
En IOD, le nombre de methodes statistiques testant simultanement les distribu-
tions temporelle et spatiale est limite. L'approche classique consiste a comparer 
deux etats d'activite cerebrale, soit le protocole experimental (la tache) contre la 
condition de controle (le repos) sous forme d'un i-test de Student. Habituellement 
le i-test est effectue contre Fhypothese nulle qui admet qu'il n'y a aucun effet (con-
traste entre la condition experimentale et celle de controle). Pour tester contre 
l'hypothese nulle, la valeur de la statistique est comparee a la distribution nulle 
(habituellement la distribution temporelle au repos), laquelle renvoie a la distribu-
tion ou il n'est pas suppose y avoir d'effet. En utilisant cette distribution, il est 
possible d'estimer quelle est la probabilite que l'effet se soit reellement manifeste 
et ainsi rejeter ou non l'hypothese nulle. 
Etant donne le comportement temporel particulier de la reponse hemodynamique, 
le temps de repos est habituellement constant et le moyennage par bloc s'effectue 
temporellement. Cependant, cette technique suppose que chaque mesure source-
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detecteur est spatialement independante. Puisque l'activite cerebrale est spatiale-
ment correlee entre les differentes aires du cerveau, la sensibilite des i-tests est 
reduite et le nombre de faux positifs augmente. Ce phenomene est connu sous le 
nom de comparaisons multiples et doit etre corrige pour que la statistique ne soit 
pas sous-estimee puisque les fluctuations systemiques affectent les estimations de 
fagon globale. Cette situation est compliquee puisqu'il y a plusieurs canaux source-
detecteur (ils peuvent etre vus comme des volumes) 29 et done plusieurs valeurs 
statistiques. Dans le cas ou la region ou l'activite cerebrale se manifeste est incon-
nue, l'hypothese nulle renvoie au cerveau entier. Le rejet de l'hypothese nulle serait 
alors interprets comme si le cerveau entier se comportait soit selon la distribution 
nulle, soit le repos. Le concept de volume ou famille de voxels statistiques doit 
alors etre defini pour differencier certaines aires du cerveau ou l'activite cerebrale 
(ou l'effet) est attendue. Une methodologie doit egalement etre developpee pour 
connaitre le risque d'erreur acceptable pour une certaine famille. Cette erreur est 
connue sous le nom de FWE pour "family-wise error", laquelle est la probability 
(vraisemblance) que la famille de voxels en question se soit reellement manifestee 
par hasard. 
Certaines techniques peuvent etre appliquees, par exemple en IRMf et en PET, ou 
il a ete montre que la theorie des champs aleatoires (RFT pour "Random Field 
Theory") [Worsley 1994] est plus appropriee et plus sensible que la correction de 
Bonferroni puisqu'elle est definie a partir des correlations spatiales entre les voxels 
voisins. Selon Koh et al. [2007] et a l'epoque de l'ecriture de cette these, les 
hypotheses de la RFT sont supposees satisfaites pour des donnees provenant de 
1'IOD. Cette methode est basee sur l'ecriture du modele lineaire generalise (GLM, 
explicite a la section 6.4) et la technique de cartographie cerebrale (SPM, egalement 
introduite a la section 6.4). 
29En IRMf par exemple, la notion de mesure renvoie a tous les voxels du volume, soit le cerveau 
entier. 
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Les changements regionaux dans la variance et les correlations spatiales peuvent 
provoquer des non-sphericites 30 sur les termes d'erreurs calcules. Cette non-
sphericite engendre le calcul de plusieurs parametres d'estimation (a chaque voxel) 
lorsque des techniques d'analyse multivariee conventionnelles (manova pour "mul-
tivariate analysis of variance" par exemple) sont appliquees. Encore mieux, la 
technique SPM permet de parametriser seulement deux parametres, soit la vari-
ance et l'estimateur de regularite, et ce pour chaque voxel grace a l'utilisation de la 
RFT. Cette technique permet alors de corriger les erreurs reliees aux comparaisons 
multiples en imposant une contrainte sur la non-sphericite spatiale. La technique 
consiste a corriger le seuil de significativite en considerant que les canaux optiques 
ne sont pas independants en raison des correlations spatiales entre eux. 
La theorie des champs aleatoires est un domaine des mathematiques relative-
ment recent qui fournit certains resultats pour analyser les cartographies statis-
tiques regularises. Parmi l'ensemble d'applications de cette theorie, elle permet 
de corriger le seuil de significativite pour une FWE donnee. Elle utilise la car-
acteristique d'Euler (EC) pour une cartographie statistique regularisee qui a ete 
seuillee. Brievement, la EC esperee fournit directement le nombre de regions ("clus-
ters") se situant sous un certain seuil, qui en retour est considere comme le seuil 
de significativite corrige. 
La methode est construite suivant une suite d'operations : (1) l'estimation de 
la regularite (correlation spatiale) de la cartographie statistique, (2) le calcul de 
la EC a differents seuils pour une regularite donnee et (3) le calcul du seuil de 
significativite corrige pour effectuer le test d'hypothese. 
30Ce terme renvoie a l'oppose de l'hypothese que le terme d'erreur est identiquement et 
independamment distribue (iid). 
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Regularity Habituellement, la regularity d'une image n'est pas connue a priori 
mais elle peut etre estimee a l'aide de la correlation spatiale observee dans les 
images. Dans le cas d'une image, la regularite peut etre definie a partir de la 
largeur du noyau gaussien. Par exemple, le noyau gaussien FWHM ("full width 
at half maximum") presente des caracteristiques de regularite satisfaisantes. Lors 
de l'application d'un noyau de taille I sur une image, les pixels situes a i/2 pixels 
du centre seront regularises par la moitie du maximum du noyau. Ce type de 
noyau a pour effet de diminuer la definition de l'image (operation de lissage spatial 
"blurring") et de reduire le nombre d'observations independantes. 
Caracteristique d'Euler La caracteristique d'Euler est une propriete d'une im-
age seuillee. La EC peut etre vue comme le nombre de regions distinctes (ou 
"blobs") d'une image apres seuillage. Par exemple, une image deja regularised 
peut etre seuillee a une valeur zt impliquant que tous les pixels en-dessous de cette 
valeur prennent la valeur zero et les autres sont mis a un. Ceci permet de former des 
regions distinctes et le nombre de ces regions est considere comme la caracteristique 
d'Euler. 
La FWE est reliee a la EC par son esperance 
FWE « E(EC) = i?(41n2)(27r)-i zte~2
z? (6.4) 
et correspond a la probabilite de deceler une region distincte dans la cartographie 
statistique [Worsley et al. 1992]. Dans l'equation (6.4), R represente le nombre 
de "resels" (pour "resolution elements" introduit par Worsley et al. [1992]) defini 
comme le nombre de regions de meme largeur que la FWHM et zt la valeur du 
seuil. 
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6.4.4 Analyse SPM-optique 
En pratique, la technique precedente necessite la consideration d'un volume de 
recherche defini comme la region d'interet ou l'activation est attendue. Cette re-
striction entraine habituellement la diminution du seuil de significativite pour une 
FWE donnee. La regularity est par la suite calculee a partir des valeurs residuelles 
de 1'analyse statistique. Par exemple, Kiebel et al. [1999] ont montre que la 
regularity peut etre estimee a partir des valeurs residuelles du GLM avec au moins 
20 degres de liberte et la taille du noyau FWHM. Cette technique peut egalement 
etre etendue dans un cadre plus large en considerant des groupes ("clusters-level") 
et des ensembles ("set-level") de voxels. 
L'analyse SPM-optique peut s'effectuer en 3 etapes : 
(1) Construire une cartographie (ou une carte topographique) des signaux hemody-
namiques (HbR, Hb02 et HbT) en considerant chaque canal source-detecteur 
comme un pixel (exemple illustre en Figure 2.14); 
(2) Effectuer l'analyse statistique et les tests d'hypotheses sur les images 2D; 
(3) Interpreter les statistiques en 3D etant donne les coordonnees tridimension-
nelles d'un pixel donne. 
L'etape (3) requiert la presence d'un systeme de neuronavigation permettant le 
recalage des sources et detecteurs dans l'espace du sujet. Dans le cadre de cette 
these, le recalage est effectue a l'aide des equipements fournis par la compagnie 
Rogue-Research Inc. et detaillee au Chapitre 4. 
Cette demarche a ete realisee dans le cadre d'une publication scientifique et est 
presentee au Chapitre 5. 
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Figure 2.14 Schema optique comprenant 6 sources, 14 detecteurs et 24 canaux 
optiques. Chaque source et detecteur sont interpoles pour etre interpretes comme 
un pixel. La distance minimale entre une source et un detecteur correspond a 30 
mm et cette cartographie provient de 1'etude effectuee au Chapitre 5. 
7 Sommai re 
En imagerie optique diffuse, l'analyse du signal consiste a modeliser les derives et 
faire l'estimation dans le sous-espace orthogonal. Cette methode est consideree 
comme etant un filtrage et permet de supprimer les derives correlant avec le pro-
tocole, i.e. en s'assurant de minimiser le recouvrement entre le filtre et la reponse 
attendue. Cette technique a ete developpee par Marrelec et al. [2003] en IRMf et 
appliquee en imagerie optique diffuse par Cohen-Adad et al. [2007]. 
Cependant, l'utilisation du GLM implique quelques precautions. En IRMf, les tests 
statistiques sont effectues sur un seul type de signal (i.e le BOLD) tandis qu'en im-
agerie optique diffuse, les donnees sont composees de deux signaux multi-spectraux, 
soient le Hb02 et HbR. En IRMf, seulement une base canonique doit etre choisie 
pour exprimer le comportement hemodynamique tandis qu'en NIRS, pour de multi-
ples reponses mesurees, le choix d'une ou de deux bases canoniques peut influencer 
l'efficacite de l'estimation et entrainer des comportements hemodynamiques tern-
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porels errones. Par exemple, si la base canonique de l'equation (6.1) choisie a partir 
de la litterature IRMf (i.e. pour le signal BOLD) est utilisee, l'estimation de la 
concentration en HbR sera probablement fiable mais sous-estimera la ponderation 
des changements en HbC>2. Le choix des modeles canoniques doit alors etre fait 
consciencieusement pour fournir un support adequat aux reponses des concentra-
tions d'oxy- et de desoxyhemoglobine dans le but d'uniformiser la sensibilite et de 
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Chapitre 3 
IRM fonctionnelle 
Liste des symboles 
a angle de l'impulsion RF 
u> frequence de Larmor 
7 rapport gyromagnetique 
<j> dephasage 
p densite de proton 
B amplitude du champ 
G amplitude du gradient 
M amplitude de la magnetisation 
S amplitude du signal RM 
T\ temps de relaxation longitudinal 
T2 temps de relaxation transverse 
r vecteur position 
\rv-X'. *MvJ GSp£LCG~rC 
1 Introduction 
Dans ce chapitre, la theorie de l'imagerie par resonance magnetique (IRM) est 
brievement introduite. Cette theorie permet entre autres de produire des images 
anatomiques des tissus biologiques avec une tres bonne resolution spatiale de l'ordre 
du millimetre. Ces images fournissant la structure des tissus du cerveau sont d'une 
tres grande importance en imagerie optique diffuse. En effet, par l'utilisation d'un 
systeme de neuronavigation, lequel sera presente au Chapitre 4, le recalage des 
sources et des detecteurs optiques dans l'espace anatomique du sujet permet de 
localiser les aires fonctionnelles precisement. L'utilisation d'informations de nature 
anatomique (IRMa) permet de realiser une premiere avancee vers la quantification 
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en imagerie optique diffuse. La theorie de 1'IRM est egalement essentielle a la 
presentation du signal fonctionnel principalement etudie en IRM fonctionnelle, soit 
le signal BOLD ("blood oxygen level dependent"). II a ete montre que les variations 
de ce signal, de nature hemodynamique, sont intimement correlees avec les change-
ments de concentrations du sang desoxygene (HbR) detectes en imagerie optique 
diffuse. L'utilisation d'informations fonctionnelles provenant de FIRMf, comme le 
signal BOLD ou ASL ("arterial spin labeling") par exemple permet de combiner 
la resolution spatiale de 1'IRMf et les aspects temporels et spectroscopiques de 
rimagerie optique diffuse dans le but d'effectuer une validation croisee entre les 
deux techniques. 
La section 2 expose tout d'abord la physique de la resonance magnetique nucleaire. 
Les principes generaux de FIRM, les definitions des temps de relaxation qui sont a 
Forigine des contrastes en IRM et le concept d'encodage spatial sont par la suite 
presentes dans les sous-sections. Pour cette premiere partie, le lecteur est renvoye a 
plusieurs ouvrages etant donne Fample litterature recente reliee a cette technique, 
par exemples Prince et Links [2006], Webb [2003], Jezzard et Clare [2001]. La 
section 3 introduit brievement la physique de FIRMf et la biophysique du contraste 
BOLD. Dans ce cas, les references aux differents ouvrages sont directement incluses 
dans le texte. Le lecteur est tout de meme renvoye a plusieurs revues sur le sujet, 
par exemple Arthurs et Boniface [2002], Attwell et Iadecola [2002], Buxton [2001b], 
Heeger et Ress [2002], Logothetis [2002], Logothetis et Wandell [2004], Nair [2005], 
Morris [2006], Ugurbil et al. [2003]. 
2 Physique de FIRM 
Typiquement, le signal en imagerie par resonance magnetique emerge de 1'inte-
raction entre le champ magnetique et les noyaux d'hydrogene, i.e. les protons 
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qui proviennent principalement des molecules d'eau (H20) et des lipides (LI). 
Le phenomene physique de base sous-jacent est connu sous le nom de resonance 
magnetique nucleaire (RMN) et peut etre decrit autant a partir d'une approche en 
mecanique quantique que par la theorie classique. Chaque proton est une partic-
ule chargee possedant un moment angulaire (appele spin) et peut etre considere 
comme un petit aimant. Brievement, sous l'effet d'un puissant champ magnetique 
constant (statique) cree par le scanner IRM comme celui schematise a la Figure 
3.1, les protons s'alignent en deux configurations possibles, soit parallelement ou 
antiparallelement a la direction du champ. Les protons precessent (mouvement de 
rotation) autour de la direction du champ comme un gyroscope sous l'influence de 
la gravite. L'application d'une faible perturbation dans le champ magnetique ap-
pelee impulsion radio-frequence (RF) induit un alignement coherent des protons et 
1'acquisition de donnees consiste en la mesure du voltage (i.e. la radio-frequence) in-
duit par la somme de tous les protons precessant. Le contraste de l'image resultante 
provient de la difference entre les temps de retour a l'equilibre des differents tissus 
apres la perturbation. En variant les parametres d'acquisition, differents contrastes 
entre les tissus peuvent etre appliques generant ainsi toute une gamme d'images. 
Le lecteur est renvoye a plusieurs ouvrages de reference sur la physique de FIRM, 
par exemple Prince et Links [2006], Webb [2003], Jezzard et Clare [2001]. 
2.1 Principes generaux de l'IRM 
En general, le noyau ne possede pas d'orientation privilegiee dans un materiau 
donne. Les spins individuellement et aleatoirement orientes s'eliminent entre eux 
macroscopiquement et le systeme resultant ne possede pas de champ magnetique 
macroscopique. Cependant, le systeme de spins devient magnetise lorsqu'il est 
place dans un champ magnetique puisque chacun des spins tend naturellement a 
s'aligner dans la direction du champ en question. Cette propriete se nomme le 
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Figure 3.1 Schema IRM et ses composantes (adapte de Jezzard et Clare [2001]). 
magnetisme nucleaire. L'amplitude et la direction d'un champ magnetique peu-
def 
vent etre represented par B0 — BQz ou B0 est l'amplitude en tesla et z le vecteur 
unitaire pointant dans la direction positive de l'axe des z. Intuitivement, le com-
portement des spins suggere que chacun d'eux pointe dans la meme direction lors 
de 1'application du champ magnetique. Cependant l'approche quantique predit un 
comportement different. En effet, chaque noyau possede un spin qui est de di-
rection parallele ou antiparallele. En equilibre, la magnetisation peut seulement 
pointer dans une des directions et la direction parallele est legerement privilegiee 
en raison de son etat d'energie plus bas. De plus, l'orientation autour de l'axe des 
z (la phase) est aleatoire. Etant donne ces arguments, le systeme de spins devient 
legerement magnetise dans l'orientation de z. 
L'imagerie par resonance magnetique est basee sur la loi de Larmor qui soutient 
que la frequence de resonance d'un spin u est proportionnelle au champ magnetique 
B0 telle que 
u = 7^o 
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ou 7 est le rapport gyromagnetique du noyau. La creation d'un tel champ magnetique 
requiert de l'equipement appele antenne gradient illustree a la Figure 3.1. La 
frequence de Larmor UJ est exprimee en unite de cycles par seconde ou Hertz. 
Habituellement, la frequence de Larmor est constante pour un systeme de spins (par 
exemple pour le noyau d'hydrogene) dans un echantillon donne. C'est egalement 
le cas pour le rapport gyromagnetique. Par ailleurs, l'amplitude du champ B0 
ne peut etre constante. En realite, il y a trois sources de fluctuations pouvant 
affecter B0, soient (1) les heterogeneites dans le champ magnetique, (2) la sus-
ceptibilite magnetique et (3) les changements chimiques. Les fluctuations de type 
(1) sont de l'ordre de quelques parties par million et sont faibles par rapport au 
champ total etant donne un champ de vision (FOV pour "field of view") donne : . 
Elles peuvent done etre ignorees ou traitees en post-traitement des donnees. La 
susceptibilite magnetique (2) est reliee au materiau ou a la substance qui a la pro-
priety d'augmenter ou de diminuer legement le champ magnetique dans lequel il est 
plonge. Par exemple, un materiau diamagnetique provoque une legere diminution 
dans le champ tandis qu'un materiau paramagnetique a pour effet d'augmenter 
legerement ce dernier. La structure paramagnetique de la deoxyhemoglobine est 
la base du signal BOLD detecte en IRM fonctionnelle qui sera l'objet de la sec-
tion 3. Les fluctuations de type (3) proviennent de la mesure des changements 
de la frequence de Larmor causes par Fenvironnement chimique du noyau image. 
Ces changements peuvent etre modelises par des changements dans l'amplitude du 
champ magnetique et sont sensiblement les memes pour un systeme de spins donne 
(pour plus de details, le lecteur est renvoye a Prince et Links [2006]). 
Dans le but d'obtenir un signal IRM, le systeme de spins est excite par une impul-
sion radio-frequence et reagit en induisant a son tour un signal RF comme signal 
1Brievement, le FOV est defini comme la taille en deux (mm2) ou trois dimensions (mm3) 
qui contient l'objet d'interet a imager. Plus le FOV est petit et plus la resolution sera grande. 
Cependant, la diminution de la taille des voxels entraine egalement la diminution de l'amplitude 
du signal detecte. 
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Figure 3.2 (a) Moments magnetiques alignes de fagon parallele. legerement plus 
nombreux que ceux alignes antiparallelement et (b) vecteur de magnetisation nette 
possedant une composante dans la direction longitudinale z mais aucune dans le 
plan transverse xy (adaptee de Webb [2003]). 
de sortie. Soit le systeme en equilibre, i.e. que la magnetisation est alignee au 
champ BQ. Si un faible champ B\ — B\X oriente dans la direction transverse 2 
(orthogonale a Bo) est applique au systeme a la frequence de Larmor, l'excitation 
devient alors une excitation RF et le systeme est coherent. L'application de B\ 
dans la direction transverse a BQ a pour effet de creer une composante dans l'axe 
des y a la magnetisation. Les noyaux sont alors alignes de fagon coherente (en ter-
mes de phase) puisque chaque vecteur pointe dans la meme direction, resultant en 
un vecteur de magnetisation nette tournant a la frequence de Larmor (voir Figure 
3.2(a)). L'angle dans lequel les moments magnetiques tournent est proportionnel 
a l'amplitude du champ RF applique. Par exemple, une inclinaison de 7r/2 pro-
duit une magnetisation maximale dans la direction y tandis qu'une inclinaison de 
7r resulte en une magnetisation transverse nulle et inversion dans la magnetisation 
dans l'axe des z, i.e. selon —z. Apres que l'impulsion RF soit mise a zero, la 
magnetisation nette retourne a son etat d'equilibre alignee au champ B0 et le sig-
nal RF de sortie s'attenue egalement a zero, comme illustree a la Figure 3.2(b). 
2Ce champ aurait pu egalement etre applique dans la direction de l'axe des y tel que JBi = 
Biy, comme le montre la Figure 3.2(a). 
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Ces temps d'evolution sont le sujet de la prochaine section. 
2.2 Temps de relaxations 7\ et T2 
L'effet d'une impulsion RF reside dans le transfert d'energie a partir de l'antenne de 
transmission jusqu'aux protons. Le signal RF recupere provient de la composante 
transverse de la magnetisation. Chacune des composantes de la magnetisation re-
tourne a son etat d'equilibre dans un temps donne. Ces temps devolution sont 
decrits par les equations differentielles de Block et sont appeles temps de relax-
ations, lis sont a l'origine des contrastes en IRM. 
Le temps de relaxation longitudinal T\ (ou "spin-lattice" en anglais) est le temps qui 
caracterise le retour a l'equilibre de la composante longitudinale de la magnetisation. 
Apres un temps t et sous l'effet d'une impulsion RF d'angle arbitraire a, la magneti-
sation selon Faxe z est donnee par 
Mz(t) = M0 cos a + (M0 - M0cosa) ( l - e ~ £ ) 
ou M0 est 1'amplitude de la magnetisation lorsque le systeme est a l'equilibre. Les 
valeurs de 7\ different selon les tissus et le champ magnetique comme le montre le 
Tableau 3.1. 
Le temps de relaxation transverse T2 (ou "spin-spin" en anglais) est le temps 
qui caracterise la perte de coherence de phase de la composante transverse de la 
magnetisation. Ce dernier provoque tout d'abord une decroissance dans le signal 
detecte. II est cause par des perturbations du champ magnetique dues aux spins 
localises a proximite. Dans ce cas, certains spins accelerent ou ralentissent momen-
tanement changeant leurs phases par rapport aux phases des spins a proximite. Ce 
dephasage provoque la perte de coherence du signal RF qui coincide avec la perte 
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de signal a l'antenne de reception. Le signal resultant est connu sous le nom de 
decroissance d'induction libre (FID pour "free induction decay") et est modelise 
suivant une decroissance exponentielle telle que 
Mxy(t) = M0 sin a e
- ^ - ^ e " ^ . (2.1) 
ou 4> est la phase accumulee durant la perte de signal. Le temps de relaxation T2 
possede egalement des valeurs differentes selon le tissu comme le montre le Tableau 
3.1. 
En fait le signal decroit plus rapidement que T2, soit T2* < T2, et la perte de 
coherence de phase est due a deux differents mecanismes. Le premier mecanisme 
est relie au temps de relaxation discute ci-haut, i.e. T2. Le deuxieme provient des 
fluctuations spatiales du champ magnetique dans le corps. Ces fluctuations sont 
provoquees principalement par les heterogeneites dans le champ magnetique Bo et 
par les variations locales dans le champ dues a la susceptibilite magnetique des 
differents tissus. Ces dernieres sont souvent accentuees aux frontieres air/tissu et 
os/tissu. Globalement, ces effets sont modelises par un nouveau temps constant 
T2
+ et la relation entre les trois temps de relaxation transverse est donnee par 
1 _ l_ J_ 
T% ~ ¥2
+ If' 
En IRM, la valeur de T2
+ peut etre de 10 a 100 fois celle de T2 et done le temps de 
relaxation T2* doit etre substitue a la place du temps T2 dans l'equation (2.1). 
2.3 Encodage spatial 
Trois differentes antennes gradients sont necessaires pour encoder precisemment les 
trois dimensions spatiales tel qu'illustre a la Figure 3.1. Puisque seulement la com-
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Tableau 3.1 Temps de relaxation de certains tissus a 1.5 T (tires de Webb [2003]). 
Ces temps sont a la base du contraste BOLD en IRMf. 
Tissu T\ (ms) T2 (ms) 
Lipide 260 80 
Muscle 870 45 
Matiere grise 900 100 
Matiere blanche 780 90 
CSF 2400 160 
posante en z interagit avec le moment magnetique du proton, c'est seulement cette 
variation dans le champ magnetique qui est consideree. La reconstruction d'images 
est generalement simplifiee lorsque les variations dans le champ magnetique sont 
const antes, i.e. 
^ = G, ^ = Gx, ^ = G 
dz Z: dx x' dy y 
et ainsi G = (Gx, Gy, Gz) est Vamplitude du gradient dont les unites sont en Gauss 
par centimetre. Etant donnee une position spatiale r = (x,y,z), la frequence de 
Larmor est donnee par 
w(r) = j(B0 + G-r). 
Ce concept nomme encodage en frequence est utilise pour encoder une position 
spatiale en IRM et decrit a la section 2.6. Typiquement, il est employe pour la 
selection des tranches (section 2.4) et pour la lecture d'une position dans l'espace 
de Fourier. Un autre concept, Y encodage en phase est utilise pour selectionner une 
position dans l'espace de Fourier et decrit a la section 2.5. 
2.4 Selection des tranches 
En IRM, il est possible d'exciter une seule tranche a la fois et de retrouver par 
la suite le signal provenant de cette tranche particuliere. II est egalement pos-
sible d'exciter le volume entier et par la suite extraire les tranches choisies. En 
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d'autres mots, il est possible d'imager en deux et trois dimensions. En pratique, la 
selection de la tranche ne peut etre accomplie en appliquant une impulsion RF a 
une frequence specifique donnee. En fait, l'impulsion RF doit exciter un intervalle 
de frequence creant ainsi une tranche d'epaisseur connue du corps. De plus, le 
choix de la direction d'une impulsion determine l'orientation de la tranche : une 
coupe en x donne une tranche sagittate, une coupe en y donne une tranche coronate 
et une coupe en z donne une tranche axiale ou transverse, illustrees en Figure 3.3 
sur un sujet ayant participe a l'experience accomplie au Chapitre 5. 
Par exemple, par l'application d'un champ dans la direction longitudinale z, i.e. 
G = (0, 0, Gz) = G~, la frequence de Larmor devient 
u(z) = 7(£ 0 + zGz). 
L'application d'une impulsion RF d'intervalle de frequence specifique LOO±US excite 
les tranches 
{uQ - us) - jB0 , (u0 + us) - -yB0 2 =—w.— et z =—w.— 
et la position de la tranche est donnee par 
2UJ0 
Habituellement, l'excitation est modelisee a l'aide de fonctions sinus cardinaux 
qui, dans l'espace de Fourier, sont representees par des fonctions de Heaviside qui 
distribuent uniformement la magnetisation a l'interieur de l'intervalle de frequences 
LOQ ± UJS. En changeant u0, differentes parties du corps peuvent etre imagees et en 
modifiant us, l'epaisseur de la tranche varie. 
Apres avoir selectionne la tranche, le signal detecte a l'antenne peut etre represente 
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par 
S <x / / p(x,y)dxdy 
J tranche J tranche '
ou p(x,y) est la densite de protons en position (x,y). 
Figure 3.3 Tranches specifiques d'IRM selon la coupe (a) coronale, (b) axiale et 
(c) sagittale d'un sujet particulier. 
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2.5 Encodage en phase 
La tranche etant selectionnee dans une direction donnee, les deux autres dimen-
sions doivent egalement etre encodees. L'une des dimensions, disons y, est spa-
tialement encodee par l'application d'un ^-gradient d'amplitude Gy et de duree Tp. 
Sa frequence de Larmor est alors u)y = 7yGy. Lorsque le gradient d'encodage en 
phase est appliquee avant le debut de l'acquisition et apres l'impulsion de selection 
de la tranche, une phase variant dans l'espace est introduite et s'ecrit 
<i>v{y) = iGyTpy-
L'effet net provenant de la tranche excitee, apres que le gradient d'encodage de 
phase soit mis a zero entraine que 
S(Gy, Tp)oc [ f p(x, y) e-^
G^y dx Ay. 
^tranche ./tranche 
La seconde dimension doit egalement etre encodee et la procedure est d'appliquer 
un gradient dans l'autre dimension qui depend spatialement de la frequence. 
2.6 Encodage en frequence 
L'encodage en frequence, aussi appele la lecture, s'effectue pendant l'acquisition de 
donnees contrairement au gradient d'encodage de phase. Dans ce cas, la dimension 
x est encodee spatialement selon differentes frequences sous l'application du x-
gradient. En supposant que seul l'effet de l'encodage est considere, le signal detecte 
est donne par 
S(Gx,.t)<x [ I p(x:y)e-^
G*txdxdy. 
J tranche ./tranche 
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La combinaison des encodages en phase et en frequence produit alors le signal 
S(Gy,Tp,Gx,t) ex. I ( p(x,y)e-
l^txe-^GyT^dxdy. (2.2) 
•/tranche ./tranche 
La reconstruction de l'image est alors accomplie dans le plan 2D et Fobjectif est 
de retrouver la densite de protons p pour tous les couples (x.y). 
2.7 Reconstruction de l'image : l'espace-A; 
Dans le cas de sequences conventionnelles comme la sequence echo de gradient (ou 
"gradient-echo" en anglais) et echo de spin (ou "spin-echo" en anglais), illustrees 
aux Figures 3.4 et 3.5 et permettant d'acquerir les donnees de fagon rectiligne, le 
signal detecte est dependant de Gy, Tp, Gx et t comme le montre l'equation (2.2). 
L'outil conventionnel pour traiter la reconstruction de l'image est connu sous le 
nom du formalisme de I'espace-k et a ete developpe par Ljunggren [1983]. Par 
convention, les notations suivantes 
kx =
f — / Gx{v) dv = — Gxt et ky =
f — / Gy{v) dv = —GyTp 
ITT J0 2.-K ZTT J 0 Z7T 
sont utilisees pour representer deux variables reliees aux encodages en frequence et 
en phase respectivement. L'equation (2.2) devient alors 
S(kx,ky)<x I [ p(x,y)e-
i^x+kyy)dxdy. 
J tranche ./tranche 
II existe plusieurs types de sequences IRM et par le fait meme, plus d'une solution 
envisageable pour proceder au remplissage de Fespace-fc. Brievement, la methode 
consiste a demoduler le signal par la frequence de Larmor u et de prendre des 
mesures aux frequences kx et ky echantillonnees dans l'espace-/;;. L'image est alors 
formee par les valeurs de la densite de protons p en prenant la transformee de 
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Fourier inverse bidimensionnelle des mesures remplissant l'espace-A; en question. 
L'image resultante de la transformed de Fourier inverse T"1 est alors donnee par 
/
+oo r+oo 
-oo J — oo 
Pour eclaicir les notions discutees auparavant, deux sequences bien connues sont 
presentees, soient les sequences echo de gradient et echo de spin accompagnees de 
la description de l'acquisition des donnees IRM et de la construction de l'espace-/c 
de chacune d'entre elles. Notons que ces sequences remplissent aussi Tespace-A; de 
fagon rectiligne. 
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Figure 3.4 (a) Sequence d'une impulsion echo de gradient et (b) sa procedure de 
remplissage de l'espace-fc avec u — kx et v = ky (adaptee de Prince et Links [2006]). 
Sequence echo de gradient La description suivante est accompagnee par la 
Figure 3.4 qui illustre le decours temporel de la sequence en (a) et les deplacements 
dans l'espace-fc en (b). Cette sequence debute par la selection des tranches en 
appliquant un gradient dans la direction longitudinale z durant l'impulsion RF 
comme a la section 2.4. Cette selection de tranches est immediatement suivie par 
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un refocus negatif du gradient. Ceci assure que les spins du haut et du bas de 
la tranche ont la meme phase, en sachant que les effets d'heterogeneite du champ 
magnetique initial provoque un dephasage. L'etape suivante correspond au choix 
de la ligne dans Tespace-A; et est accomplie par l'encodage en phase discute a la 
section 2.5. Ceci correspond a 1'application d'un gradient-?/ de force Gy et de 
duree Tp et est symbolise par le mouvement (A) dans l'espace-A. 1/action suivante 
consiste en l'application d'un gradient oppose ou negatif dans la direction x qui 
est symbolise par le mouvement (B). Durant l'acquisition (de duree Ts), un autre 
gradient-x est applique mais dans la direction standard (ou positive) qui entraine 
l'acquisition d'une ligne complete de l'espace-A, symbolise par (C). Cette etape 




































Figure 3.5 (a) Sequence d'une impulsion echo de spin et (b) sa procedure de 
remplissage de l'espace-A; avec u = kx et v = ky (adaptee de Prince et Links 
[2006]). 
Sequence echo de spin Comme pour la sequence precedente, la description de 
la sequence echo de spin est presentee a l'aide de son decours temporel et de son 
3. IRM fonctionnelle 134 
parcours dans l'espace-A;, qui sont illustres a la Figure 3.5. La sequence debute 
par la selection habituelle des tranches symbolisee par la section (1) de la Figure 
3.5. La section (2) decrit l'encodage en phase par l'application d'un gradient-?/ 
creant un mouvement positif dans la direction v = ky dans l'espace-A;. Par la suite 
en section (3), un gradient-x de prephasage est applique dans le but de deplacer 
la localisation dans le premier quadrant de l'espace de Fourier. La section (4) 
consiste en l'application d'une impulsion RF de TT durant la selection des tranches. 
Dans ce cas, le refocus n'est pas necessaire puisque la phase accumulee dans la 
premiere moitie d'une impulsion compense celle de la seconde partie etant donne 
que les spins sont inverses. La section (5) est la periode pendant laquelle l'echo est 
forme et se nomme la periode morie. Finalement, durant l'acquisition de donnees 
(section(6)), un gradient-x est applique dans la direction x permettant l'encodage 
en frequence. 
Ces sequences sont regulierement utilisees en IRMf parce qu'elles ont l'avantage 
d'etre tres rapide, soit de 30 a 100 ms par tranche ou de 2 a 4 sec pour le cerveau 
entier. Ces exemples completent la section sur la theorie de 1'IRM et preparent le 
terrain pour l'analyse du signal BOLD en IRMf, lequel est relie au contraste T2*. 
3 IRM fonctionnelle 
Etant donne une breve introduction du signal BOLD a la section 3.5 du Chapitre 1 
portant sur la physiologie humaine, cette section presente plus en details la mesure 
du signal BOLD en IRM fonctionnelle. Entre autres, les caracteristiques et la 
detection du BOLD sont les principaux sujets presentes. La section 3.1 revient rapi-
dement sur les relations entre le BOLD et les phenomenes physiologiques explicites 
au Chapitre 1. Par la suite, les differents mecanismes de contraste contribuant 
au signal BOLD sont exposes a la section 3.2. II est important de souligner que 
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l'etude du signal BOLD n'est pas un objectif principal de cet ouvrage. Elle cor-
respond, dans une certaine mesure, a contribuer a la comprehension du processus 
de Timagerie cerebrale qui consiste a utiliser une technique d'imagerie pour com-
prendre les differents phenomenes relies a l'activite cerebrale et a la physiologie 
humaine. 
Les mecanismes et la methode du signal BOLD en IRMf ont tout d'abord ete pro-
poses par [Ogawa et al. 1990, Belliveau et al. 1991, Kwong et al. 1992, Ogawa 
et al. 1992] dans le debut des annees 90. Depuis l'introduction de 1'IRMf, pres de 
10 000 etudes basees sur le contraste BOLD ont ete publiees dans le domaine des 
neurosciences cognitives mais egalement dans des applications comme la planifica-
tion de chirurgie [Vlieger et al. 2004]. En comparaison avec des modalites comme 
l'electroencephalographie (EEG) et la magnetoencephalographie (MEG), 1'IRMf 
offre une excellente resolution spatiale pour une resolution temporelle moindre. 
Cependant, la localisation des sources d'activation en MEG/EEG peut etre am-
bigiie due a la resolution du probleme inverse. Comme la mesure du BOLD est 
de type hemodynamique, la resolution temporelle ne pourrait etre meilleure que 
celle en MEG/EEG ou la reponse mesuree est electrique ou magnetique. Quoique 
moins rapide que la resolution temporelle en IOD, celle en IRMf est tout de meme 
suffisante pour capter la reponse hemodynamique. 
3.1 Le BOLD et les phenomenes biologiques 
Comme il a ete mentionne au Chapitre 1, les changements dans le contraste BOLD 
proviennent des changements dans les concentrations en deoxyhemoglobine con-
tenues dans le tissu. Ce contraste provient de la nature paramagnetique du HbR qui 
perturbe le champ magnetique provoquant une diminution locale du signal detecte. 
L'origine du contraste BOLD provient du temps de relaxation T2* mentionne en sec-
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tion 2.2 et mesure habituellement a l'aide de sequences echo de spin, aussi appelees 
EPI ("echo planar imaging") developpe par Mansfield [1977] pour l'imagerie rapide. 
Rappelons brievement que, suite a une activation cerebrale accrue, le CMRO2 et le 
CMRGlu augmentent. Les changements dans le tonus vasculaire entrainent par la 
suite des augmentations en flux sanguin et en volume sanguin. Cette augmentation 
du flux entraine une dilution du HbR en raison de l'oxygenation du sang entrant 
qui est plus importante. Le lecteur est invite a revenir sur ces phenomenes phys-
iologiques explicites au Chapitre 1. Retenons seulement que la mesure du BOLD 
se situe a la toute derniere etape de cette cascade d'evenements. 
Temporellement, la reponse BOLD est habituellement caracterisee par 3 phases 
distinctes qui sont illustrees a la Figure 3.6. La premiere phase consiste en une 
legere et courte diminution du signal, nominee le "dip" initial ou le signal rapide. Ce 
phenomene est encore controverse et son origine exacte n'est toujours pas connue. 
Notons qu'il est situe temporellement en (1) sur la figure mais n'a pas ete modelise 
sur la courbe etant donne son statut incertain. Cependant, Buxton [2001a] a montre 
que ce phenomene est manifestement difficile a reproduire. Selon lui, cet evenement 
temporel serait plus facile a detecter par l'usage de scanners IRM a fort champ 
magnetique. Une explication possible serait qu'il est cause par une augmentation 
de CMRO2 sans aucun changements dans le flux et/ou volume sanguin [Devor et al. 
2003, Buxton et al. 2004]. II est suivi par la reponse BOLD principale (2) avec un 
maximum atteint entre 5 et 7 sec et de FWHM d'environ 4-5 sec [de Zwart et al. 
2005]. La troisieme phase consiste a un sous-depassement du post-stimulus qui 
peut durer jusqu'a plus d'une minute pour retrouver la valeur au repos [Frahm 
et al. 1996]. Buxton et al. [1998] ont suggere que ce phenomene est cause par un 
retour au repos du CBV retarde. 
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Figure 3.6 Decours temporel attendu de la reponse BOLD calculee a l'aide du 
paquet SPM5 (ht tp: / /www.f i l . ion.ucl .ac .uk/spm/) implements sur Matlab. 
On distingue 3 phases dans la reponse : (1) une courte et legere diminution dans 
le signal dans les premiers instants, appelee "dip" initial ou signal rapide (qui n'est 
pas modelise sur la courbe); (2) la reponse principale avec un maximum atteint 
entre 5 et 7 secondes; (3) le sous-depassement du post-stimulus. 
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3.2 Mecanismes biophysiques du BOLD 
Ce sont les travaux des pionniers Pauling et Coryell [1936] qui ont ete les pre-
miers a montrer que la deoxyhemoglobine est paramagnetique et que la propriete 
magnetique du sang depend du taux d'oxygenation et done de la physiologic Ces 
resultats ont fourni les bases de 1'IRMf et sont a l'origine du contraste BOLD. En 
effet, 1'IRMf mesure les changements provenant de la deoxyhemoglobine a partir de 
deux sources distinctes, soient les compartiments intra- et extravasculaire au vais-
seau sanguin. En fait, la propriete paramagnetique du HbR produit des differences 
de susceptibilite entre le vaisseau sanguin et son environnement proche, resultant 
en des changements dans la frequence de resonance des molecules a l'exterieur du 
vaisseau. La distinction principale entre les deux environnements vient du fait que 
la diffusion de la molecule d'eau (noyau d'hydrogene) est forte dans les capillaires 
cerebraux mais qu'elle est negligeable pour les veines avoisinantes et n'agit pas de 
facon determinante sur le signal dephase par la deoxyhemoglobine. De plus, les 
interactions a travers la paroi du vaisseau sanguin sont tres lentes et negligeables 
par rapport au temps d'echo TE en EPI. Grace a ces caracteristiques, les envi-
ronnements intra- et extravasculaire provoquent des reponses differentes quant aux 
changements dans la susceptibilite magnetique et sont done distincts. En termes 
de dephasage, l'environnement intravasculaire est caraterise par un dephasage dy-
namique tandis que l'environnement extravasculaire renvoie a la terminologie de 
dephasage statique. 
BOLD extravasculaire : dephasage statique Dans cet environnement, les 
spins ont une frequence de Larmor qui depend de la position, ce qui revient au 
mecanisme de relaxation T2* classique. Pendant revolution du signal transverse, 
les spins perdent de la coherence dans la phase. C'est le mecanisme extravasculaire 
qui domine dans le cas de vaisseaux dont le diametre est plus grand que 20 ^m 
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[Ogawa et al. 1993]. 
BOLD intravasculaire : dephasage dynamique Dans ce cas, la valeur atten-
due pour le dephasage du a la diffusion de la molecule d'eau durant le temps d'echo 
(TE) est proportionnelle a la taille de la region avoisinant le vaisseau ou le champ 
est perturbe. Ceci entraine que les molecules d'eau ne sont pas confinees dans une 
region ou le champ magnetique est eleve ou reduit durant TE, mais subissent un 
ensemble de champs magnetiques qui dependent de leur trajectoire individuelle. 
Encore une fois les spins perdent de la coherence au niveau de leur phase et le sig-
nal subit une attenuation. II s'agit du mecanisme intravasculaire le plus important 
dans le cas de capillaires sanguins et de post-capillaires plus petits. 
La sensibilite vasculaire du BOLD depend done de la force du champ magnetique 
et du type d'acquisition (echo, par exemple). En utilisant une sequence echo de 
gradient, la sensibilite du signal BOLD est biaisee pour des vaisseaux de plus 10 
/im incarnant habituellement des veines de drainage [Boxerman et al. 1995]. 
4 Sommaire 
En resume, le signal BOLD fournit une information sur les changements hemodyna-
miques dans le cerveau tout comme 1'imagerie optique diffuse. Les mecanismes 
biophysiques du signal BOLD fournissent un moyen d'etudier ou de verifier la 
veracite des modeles de la reponse hemodynamique proposes dans la litterature. 




Cette section presente brievement la technique et l'equipement permettant la fu-
sion des donnees fonctionnelles provenant de l'imagerie optique diffuse et celles 
anatomiques provenant de l'imagerie par resonance magnetique. La methode con-
siste a prendre des mesures IOD dans le referenciel fourni par les donnees IRMa. 
Entre autres, le recalage des sources lumineuses et des detecteurs optiques s'effectue 
via une camera infrarouge et des outils de localisation developpes par Rogue-
Research Inc. (http://www.rogue-research.com/). 
2 Equipement de neuronavigation et de visualisation 
L'equipement de neuronavigation se divise en trois branches : l'ordinateur, la 
camera infrarouge et les outils de localisation. Tout l'equipement est inter-connecte 
a travers le logiciel Brainsight™ qui permet en autres la visualisation des donnees 
IRMa et les procedures du recalage. La Figure 4.1 illustre une capture d'ecran du 
logiciel de neuronavigation et de visualisation de donnees IRMa. 
La Figure 4.2 presente l'equipement necessaire a la neuronavigation IRM/IOD. 
Chacun des composants y est illustre : le logiciel Brainsight™, les outils de local-
isation et la camera infrarouge. II est important de remarquer que les instruments 
stereotaxiques fournissent un support comfortable au sujet. Ces instruments sont 
tres precis pour le calcul des coordonnees de la position du sujet. Ces positions sont 
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Figure 4.1 Logiciel permettant la neuronavigation et la fusion des donnees 
anatomiques de 1'IRM et les donnees fonctionnelles de 1'IOD. 
alors transformees dans l'espace IRMa du logiciel et sont disponibles pour effectuer 
l'etude fonctionnelle. Par exemple, l'etude portant sur les reponses fonctionnelles 
inversees du Chapitre 5 repose sur le recalage des sources et des detecteurs a l'aide 
de ce systeme. 
La prochaine section presente une methode d'analyse de la matrice se sensibilite du 
probleme direct en IOD. Cette methode est principalement utilisee pour valider la 
region fonctionnelle a imager et l'emplacement precis pour positionner les sondes 
optiques. Cette methode est presentee dans Dehaes et al. [2006] 
3 Analyse de la sensibilite 
Dans cette section, le developpement d'une nouvelle approche permettant d'ameliorer 
la definition du probleme direct et le positionnement du casque optique est presente. 
4. Neuronavigation 142 
Figure 4.2 Description de l'equipement de neuronavigation durant une etude de 
type TMS ("transcranial magnetic stimulation"). Cette image est adaptee et 
provient du site de Rogue-research Inc. http://www.rogue-research.com/TMS. 
html. 
Le systeme de neuronavigation decrit precedemment est utilise pour le recalage des 
sources et detecteurs et permet le calcul du profil de sensibilite des mesures optiques 
couples a des images IRMa. 
Le probleme consiste a visualiser la matrice de sensibilite A de l'equation (4.31) sur 
des images anatomiques avant une acquisition optique pour permettre un meilleur 
positionnement sur la region fonctionnelle du cerveau a imager. 
Premierement, la region d'interet a imager doit etre localisee et l'emplacement 
des sources et detecteurs sur la tete du sujet doit etre determine. Le systeme 
d'equations (4.18) relie a 1'IOD est resolu par une methode homogene qui considere 
la tete du sujet comme un plan semi-innni. L'approximation de la courbure de la 
tete est realisee en calculant les meilleures approximations des plans semi-infinis P 
appartenant au sous-ensemble contenant une source et ses plus proches detecteurs 
S (dans un rayon de 3 a 4 cm). 
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La matrice S de dimension N x 3 avec iV = Nd + 1 est definie comme la ma-
trice contenant la source etudiee et ses detecteurs. Cette approximation est ef-
fectuee dans le but de satisfaire aux conditions d'existence et d'unicite du systeme 
differentiel (4.18). En effet, ce systeme ne peut etre solutionne analytiquement sur 
des geometries dont la courbure n'est pas constante. Une analyse en composantes 
principales est originellement produite pour construire chacun des plans P associe 
a chacune des sources de la configuration optique (par exemple celle illustree a la 
Figure 4.3). 
Figure 4.3 Configuration optique d'une etude motrice sur une reconstruction du 
cerveau par interpolation lineaire et d'une segmentation du visage. Les sources 
lumineuses sont representees par les points rouges tandis que les points bleus 
representent les detecteurs. On remarque egalement que la reconstruction du 
cerveau est recouverte d'une cartographie cerebrale de Brodmann. 
Pour determiner le plan optimal, le calcul de la matrice de covariances de S est 
effectue a l'aide la formule 
E s
 d= covar(S) = [(S - E[S])(S - E[S])T] . 
L'espace orthonormal associe a chaque sous-ensemble source-detecteurs est defini 
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en prenant les vecteurs propres de £5. Cet espace est forme d'une base (bi, b2) et 
d'un vecteur normal unitaire sortant n = (ni,n2,n3). lis sont par la suite utilises 
pour definir la transformation T telle que 
T : 
def 
X I-H> T(x) = "0 ° V3 ° XC )̂ 
def 
ou (xi, x2; £3) = i £ 5 c l peut representer une source ou un detecteur, \
 e s t une 
def def translation dans R3 a partir de la source s =' (si, 52, s3) vers l'origine O = (0, 0,0) 
du repere cartesien ou la matrice de sensibilite sera calculee. Elle est definie par 
X(x) = x-s 
if est une rotation d'angle a definie par 
<p(x) d= 
1 0 0 
0 cos a — sin a 




et ip est une autre rotation d'angle (5 definie par 
t/;(x) =f 
cos (3 0 — sin (3 
0 1 0 




Ainsi T s'ecrit 
T(x) = 
cos P 0 — sin P 
— sin a sin P cos P — sin a cos P 
cos a sin P sin a cos a cos /? 
Xi - Si 
X3- S3 
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Le calcul de la matrice de sensibilite A est effectue a partir du sj^steme lineaire 
(4.31) et le volume de sensibilite resultant est recale sur Fanatomie du sujet tel 
que montre a la Figure 2.8. Ces manipulations sont relativement simples mais tres 
pertinentes lorsqu'une etude IOD doit etre effectuee. La visualisation de la matrice 
de sensibilite sur les images anatomiques du sujet permet de valider la position des 
sources et detecteurs et done de minimiser les erreurs reliees aux regions a imager. 
4 Sommaire 
Comme pour la plupart des equipements de localisation, ce systeme peut, dans 
certaines situations, etre imprecis. En effet, la localisation a partir des outils depend 
fortement de la position de la camera infrarouge. Pour limiter le temps du recalage, 
l'utilisateur est conseille de liberer le plus d'espace possible autour du sujet pour 
valider les mesures des positions des sondes optiques. La collecte de ces positions ne 
doit pas prendre trop de temps puisque le sujet doit demeurer stable. Par ailleurs, 
lorsque le recalage est effectue de maniere precise et methodique, la localisation des 
regions fonctionnelles est grandement amelioree. 
La prochaine partie de la these presente les avancees scientifiques les plus signi-
ficatives de cet ouvrage : la quantification des images optiques approchee par la 
definition du probleme direct dans un milieu heterogene. 
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Chapitre 5 
Inverted responses in diffuse optical imaging and 
their correlation with negative BOLD signal 
Reference : DEHAES M., GAGNON L., DESJARDINS M., COMEAU R.M. AND 
LESAGE F., Inverted responses in diffuse optical imaging and their correlation with 
negative BOLD signal, J. Biomedical Optics, (en revision). 
Cet article est en revision depuis le 15 juillet 2008 pour publication dans le jour-
nal scientifique J. Biomedical Optics (ht tp: / /spie .org/x866.xml) . II traite de 
l'observation de reponses fonctionnelles negatives lors d'une etude cognitive en spec-
troscopic proche infrarouge. II semblerait que ce type d'activite cerebrate s'observe 
que sous certains protocoles et ne se presente pas dans toutes les aires cerebrates 
du cortex. Cet article tente de relier les reponses fonctionnelles inverses observees 
en IOD avec le signal du BOLD negatif relativement bien connu dans la litterature 
IRMf mais dont l'origine est encore controversee a ce jour. Les auteurs reutilisent 
un protocole de stimulation visuelle ayant deja provoque l'observation de telles 
reponses en IRMf et tente de demontrer la reproductibilite des reponses. Les 
resultats montrent des augmentations statistiquement significatives des concentra-
tions en deoxyhemoglobine dans des regions occipitales similaires a celles observees 
dans la litterature. Par contre, les auteurs observent egalement des augmentations 
des concentrations en oxyhemoglobin qui contredit le paradigme standard de la 
reponse hemodynamique. De plus, des simulations Monte Carlo de la propagation 
de photons et des reconstructions en 3 dimensions ont ete effectuees pour justifier 
que les augmentations des concentrations en Hb02 pourraient etre causees par des 
phenomenes physiologiques systematiques. 
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Abstract : Diffuse optical imaging (DOI) is an imaging modality using near-
infrared light to estimate changes in deoxy-hemoglobin (HbR) and oxy-hemoglobin 
(Hb02) concentrations. It thus indirectly provides information on neuronal ac-
tivity. Models of functional activity predict a vascular behavior leading to an 
increased HbC>2 and decreased HbR concentrations in activated areas. However, 
as in functional magnetic resonance imaging (fMRI), under certain conditions in-
verted or negative responses are also pervasive in optical imaging. These inverted 
signals are still not fully understood in humans. In this work we aim to relate these 
DOI signals with negative blood oxygen level dependent (BOLD) signal from the 
literature to determine whether they have similar origins. We repeat a visual stim-
ulation paradigm used in fMRI which demonstrated reproducible negative BOLD 
responses (NBR) and show, with statistical significance, increased HbR changes 
in similar regions where fMRI literature showed NBR. Contrary to previous work, 
increased Hb02 changes are also observed in the same regions. Using Monte Carlo 
photon propagation simulations and 3D reconstructions, we rule out partial volume 
effects and argue that these Hb02 increases are due to the vasculature structure, 
i.e. a systemic physiological response in the occipital cortex. 
Keywords : DOI, NIRS, functional imaging, negative response, BOLD signal, 
fMRI. 
1 Introduction 
DOI is a relatively new functional imaging modality using near-infrared (NIR) light 
propagation (600-900 nm) in biological tissues. This technique can image in vivo 
hemodynamic changes through centimeters of tissue using non-ionizing, low dose 
radiation [Yodh et Chance 1995, Arridge 1999, Intes et Chance 2005, Boas et al. 
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2003, Culver et al. 2003b]. By acquiring data with two wavelengths, DOI can record 
simultaneous changes in oxy-hemoglobin and in deoxy-hemoglobin concentrations, 
the latter being the dominant component in the BOLD signal. Compared to fMRI 
techniques, the main weaknesses of DOI are spatial resolution and image quan-
tification. However, the temporal accuracy of DOI is higher (milliseconds). The 
resulting physiological noise can thus be better identified and is void of aliasing arti-
facts. DOI is gaining interest in neuroscience where it is mostly used in conjunction 
with task-induced hemodynamic responses to detect changes in neuronal activity. 
For example, many researchers have employed DOI and near-infrared spectroscopy 
(NIRS) to study cerebral response to visual stimulation [Heekeren et al. 2002, Meek 
et al. 1995, Ruben et al. 1997]. 
While DOI is finding a niche because of its ease of use and cost, to this day, fMRI 
remains the main technique used to obtain information on functional activity. fMRI 
can, for instance, measure the cerebral blood flow (CBF) [Raichle et al. 1983] or 
the BOLD signal which inversely depends on the localized, relative changes in 
deoxy-hemoglobin concentrations [Ogawa et al. 1992, Kwong et al. 1992, Ogawa 
et al. 1990]. It is now well established that there is a relationship between localized 
increases in neuronal activity, the corresponding increases in CBF [Mathiesen et al. 
1998] and BOLD [Logothetis et al. 2001, Devor et al. 2003, Kayser et al. 2004, Sheth 
et al. 2003] supporting the hypothesis that positive BOLD responses (PBR) can 
be interpreted in terms of neuronal activation. 
In some cases, triggered by specific stimuli, observations of negative BOLD or in-
verted responses have been reported. To date, the origin of negative functional 
responses, interpreted here either as a NBR or inverted hemodynamic response 
(decreased Hb02 and increased HbR concentrations), is still unclear though recent 
studies have been shedding light on those signals. For example, in Wenzel et al. 
[2000] the authors showed a fMRI-BOLD decrease corresponding to a decrease 
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in oxy- and an increase in deoxy-hemoglobin during the performance of acousti-
cally cued saccades. In addition they showed that this behavior was dependent 
on the frequency of the saccades. In that work, the increase in HbR concentra-
tion accompanied by a decrease in HbC>2 concentration was interpreted as a focal 
hypooxygenation as opposed to the hyperoxygenation that was seen during brain 
activation (for instance Buxton et Frank [1997]). 
From previous studies, two main hypothesis have emerged to explain this be-
haviour : 1) the origin of the negative functional response could be vascular through 
either a vascular blood steal (for instance Tootell et al. [1998], Saad et al. [2001], 
Harel et al. [2002], Devor et al. [2005]) or blood sharing [Smith et al. 2004] and 
2) the negative functional response reflects a decrease (or suppression) in neuronal 
activity (for instance Smith et al. [2004], Shmuel et al. [2002, 2006]) and concur-
rent arteriolar vasoconstriction [Devor et al. 2007]. The latter argument has been 
strongly supported by animal studies where fMRI and electrophysiological record-
ings were simultaneously measured [Shmuel et al. 2006]. In humans, prolonged 
NBR in early visual area that were also associated with reductions in CBF and 
with decreases in oxygen consumption (CMRO2) were demonstrated Shmuel et al. 
[2002]. Some studies have also reported negative functional responses in humans 
when using PET [Shulman et al. 1997] and NIRS [Wenzel et al. 2000], and also 
with intrinsic optical imaging of the rat [Devor et al. 2003]. 
Recent multi-modal studies [Huppert et al. 2006b, Steinbrink et al. 2006, Strang-
man et al. 2002b, Toronov et al. 2001] have provided strong support that the BOLD 
signal seen through fMRI correlates with changes in HbR concentrations measured 
in DOI. In particular, [Wenzel et al. 2000] showed that NBR correlates with an 
increase in HbR accompanied by a decrease in HbC>2 concentration changes. The 
iconic optical imaging response to activation can be described by the balloon model 
of Buxton [Buxton et al. 1998] and activation results are well interpreted when the 
5. Inverted responses in diffuse optical imaging and their correlation 
with negative BOLD signal 150 
latter leads increases in Hb02 and decreases in HbR. On the other hand, as with 
fMRI, hemodynamic changes that are more confounding are also observed. For 
example one could see some regions experiencing a decrease of Hb02, or an in-
crease in HbR Wenzel et al. [2000]. Even more confounding is that these inversions 
may appear only in a single signal (Hb02 or HbR) and not necessarily for both 
simultaneously (for example in patients with strokes and brain tumors [Sakatani 
et al. 2007, Murata et al. 2006, Fujiwara et al. 2004] and in the prefrontal cortex 
[Sakatani et al. 1998]) and in these cases a clear interpretation is still lacking. 
These alternative patterns are referred to as "deactivations" or "negative activa-
tion" Seiyama et al. [2004], Hanaokaa et al. [2007] but it is not clear whether this 
is the same phenomenon as the one observed in fMRI (for instance Raichle et al. 
[2001], Kobayashi et al. [2006]) because of a lack of co-registration between the 
modalities. It thus becomes important to study these responses more thoroughly 
to get insight on the underlying neuronal activity and gain better control of diffuse 
optical acquisitions. It should be noted however that the poor spatial resolution 
of optical imaging might not bring as clear a result spatially for these inverted 
responses and spatial cross-talk will become a factor that must be controlled. Our 
approach to overcome these problems will be to simulate the effect of cross-talk on 
the source-detector configuration by using a Monte Carlo model of photon propa-
gation. Although this loss in spatial resolution might diminish the interest in using 
DOI to study this phenomenon, we think it is compensated by the added value in 
measuring the Hb02 concentration simultaneously and the ease with which EEG 
or MEG measurements can be integrated with DOI for further studies. It should 
be noted that the main goal here was not to understand the negative BOLD sig-
nal, but rather to observe the link between this signal and the inverted responses 
seen in DOI (as in [Wenzel et al. 2000]) and to investigate the contributions of the 
physiology and the local vasculature structure. 
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The aim of the current study was, as a first investigation, to measure functional 
responses with DOI in the occipital cortex in a task known to induce NBR in 
fMRI [Smith et al. 2004, Shmuel et al. 2002]. Given that some correlation of 
DOI with fMRI has been established [Boas et al. 2003], we hypothesized that 
this task may elicit inverted responses in optical imaging. The use of the specific 
task has the following purposes : 1) it will provide a solid ground on which to 
understand the inverted curves originating in optical imaging (given there is fMRI 
results for the same task), 2) it opens the door for human EEG-optical studies of 
these deactivations which is easier to perform than fMRI-EEG due to the absence 
of artifacts. 
2 Materials and methods 
2.1 Near-infrared spectroscopy 
Photon propagation in biological tissue can be modeled by the diffusion approxi-
mation to the photon transport model Ishimaru [1978]. In the therapeutic window 
(A £ [690,870] nm), HbR and Hb02 are the principal chromophores in the near-
infrared and measured absorption [ia (at two different wavelengths X\ and A2) is 
related to the chromophore concentrations by 
Ma(Al) = £ H b0 2 CHb02 + ^HbR^HbR 
^ 0 ( ^ 2 ) = £Hb0 2 CHb0 2 + ^ H b R C H b R 
with the extinction coefficients £ of hemoglobin known spectrally (see Table 5.1 
and Prahl [1998]). When well conditioned, the above linear system enables the 
estimation of CHh>o2 and CubK, as they vary in space and time. 
Changes in light intensity detected during a given DOI acquisition are mapped to 
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Tableau 5.1 Molar extinction coefficients £ [cm 1 /(moles/liter)] function of wave-
length and chromophore t}^pe. 
Xi = 690 nm 







changes in optical density $A> and using the modified Beer-Lambert law [Cope et 
Delpy 1988, Delpy et al. 1988], we have 
$AM) = £^(A)A^(U), ^ 
i 
for a change in the absorption coefficient A/i„. Here Ll'e is the effective pathlength 
of light in the tissue in the ith voxel for the £th measurement (source-detector pair) 
[Arridge et al. 1992, Delpy et al. 1988] and defined by 
L* =f *• k, G(rl, r<) G{r\ r*), (2.3) 
where r{ and r\ are the positions of the source and the detector respectively and 
G is the photon fluence distribution for both the source and the detector. 
2.2 Monte Carlo Simulation 
In this paper, we will first work in a topographic framework (temporal hemoglobin 
estimation), i.e. use equation (2.2) on each optode. When more precise computa-
tions will be needed (spatial hemoglobin estimation), we will move to the image 
formation problem in 3D by modeling the above equation (2.3) in heterogeneous 
medium with a Monte Carlo simulation. The latter technique requires an MRI 
anatomical 3D segmentation (SPM5; Wellcome Department of Imaging Neuro-
science, London, UK) of the tissues considered (scalp, skull, CSF, grey and white 
matters). Optical properties are then assigned to each compartment for simulation. 
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Table 5.2 reports values that were used in the simulations for absorption jia and 
scattering [i's coefficients from [Strangman et al. 2003] along with the wavelength 
dependence. 
Tableau 5.2 Optical properties for A = 690,830 nm and a refractive index n = 1.4 
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The forward problem (2.2) is solved by computing the sensitivity matrix (2.3). This 
estimation was performed using the Monte Carlo code from [Boas et al. 2002] where 
the procedure is described in more details. We simulated propagation for each 
optode and each wavelength. Typically we used 109 photons (constant intensity, 
30 gates, gate width = 0.2 x 10 - 9 sec). Three-dimensional optode positions were 
co-registered during the data acquisition and used to simulate photon propagation. 
2.3 Subjects 
Seven healthy volunteers were recruited for the study, six males and one female, all 
right-handed (age mean : 28, range : 23-38 years) and had no history of any major 
psychiatric disorder. This study was approved by the institutional review board of 
the Unite de Neuroimagerie Fonctionnelle/Centre de Recherche, Institut Univer-
sitaire de Geriatrie de Montreal (UNF/CRIUGM). Written consent was obtained 
from all subjects prior to the study and subjects received financial compensation 
after the study. No subject failed to show significant hemodynamic activity and no 
subject repeated the DOI data acquisition. All subjects were right-eye dominant. 
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2.4 Visual stimulation protocol 
The visual task chosen was similar to the one of Smith et al. [2004] where NBR was 
observed and localized by a fMRI study. The participants were seated in front of a 
computer screen (1024x768 resolution) at a distance of 65 cm. The source-detector 
patch was positioned over the occipital cortex and subjects were asked to look at 
the stimulation on the screen with the dominant eye. The non-dominant eye was 
blocked by an eye-piece. 
(a) 1 degree 
2 degrees 
4 degrees 
IM S = Stimulation time: sine grating 
R = Rest time : fixation spot 
| ~ S ~ | R | S | R • " f ~ S ~ | R 
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1 2 " ' 10 
Figure 5.1 (a) Visual stimulus used in three different eccentricities described in 
Table 5.3. Left and right stimulations were done, (b) Block stimulation design for 
each of the 6 different conditions. 
The visual stimulation consisted of a horizontally oriented sine grating presented 
to the left or right side of the fixation spot (Fig. 5.1(a)). The grating moved 
continuously and changed direction, up or down, randomly with 50% probability 
every 0.86 sec. The block design (Fig. 5.1(b)) was 15 seconds of stimulation (sine 
grating) followed by a rest time period (fixation spot) and repeated 10 times (10 
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blocks = total 325 seconds per condition). The rest time was designed to avoid 
attentional mechanisms by alternating the time period (15, 17 or 18 sec) between 
blocks. The technique was identically applied to all subjects. The experiment 
consisted of three distinct stimulations on each side : the grating was presented 
with three different eccentricities, diameters and spatial frequencies as shown in 
Table 5.3 for a total of 6 different conditions. In all cases, the vertical drift of the 
gratings is maintained at 5 Hz by increasing the drift speed with eccentricity. 













To insure that the subject's attention was not interrupted during the visual stimu-
lation, the subject was asked to count the number of up and down grating direction 
changes. The data were rejected if the count was not within 10% of the correct 
number of changes. The data were recorded from the beginning to the end of each 
condition, i.e. for 10 blocks per condition (total 6x10 blocks per subject) as shown 
on Fig 5.1(b). 
In order to improve localization and validate findings with the literature Smith et al. 
[2004], Shmuel et al. [2002], the optodes (source or detector) were co-registered on 
individual anatomical MRI images. Using a neuronavigation system, the optodes 
configuration was centered on the occipital cortex above the inion in order to cover 
the region of interest. The system enabled us to monitor the operation in real-time 
and display the precise location of each optode on the MRI images. 
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NBR PBR 
Figure 5.2 (a) Optodes configuration and annotation of each source-detector chan-
nel (green lines). Note that each source (red squares) consist of two optical fibers 
of 690 and 830 nm, while photon detectors are represented by blue balls, (b) Spa-
tial co-registration on a reconstruction (by interpolation) of the cortex with the 
Brodmann functional map deformed on the individual subject's anatomy (subject 
5 in this case). Note that dotted (NBR) and solid (PBR) regions overlayed on the 
visual cortex correspond roughly to regions (V1-V3) identified in literature [Smith 
et al. 2004, Shmuel et al. 2002]. 
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2.5 Instrumentation for data acquisition 
A continuous wave optical imaging system (CW5, TechEn Inc., Milford, MA) with 
16 lasers and 16 detectors was used to perform the measurements. The optodes 
configuration was designed to image both hemispheres of the occipital cortex. It 
consisted of 6 optical fiber pairs of 690 and 830 nm respectively and 14 avalanche 
photodiode detectors. The wavelengths are optimal to reduce cross-talk errors 
in estimating hemoglobin concentrations [Boas et al. 2004a]. The source-detector 
distance for each pair was 3 cm. The DOI data analysis for this experiment were 
performed with a subset of 48 (24x2 wavelengths) source-detector pairs detailed 
in Fig. 5.2. 
The neuronavigation was done with Brainsight™ (Rogue-Research Inc., Montreal, 
Qc) and it is expected that the locations of sources and detectors is accurately 
positioned on the desired cortex areas (for instance Gugino et al. [2001]) when the 
co-registration is done carefully. The co-registration between subjects could be 
slightly different up to few millimeters and did not involve any significant errors 
since the sampled volumes are relatively large due to the diffusive nature of DOI. 
The derived pairs were thus expected to be well localized. 
2.6 Data analysis 
Time series were first visually inspected (with HomER, PMI Lab, MGH Boston, 
MA) for movement artifacts and if necessary, the block was removed. Hemoglobin 
concentration changes were band-pass filtered between 0.02 and 0.08 Hz since the 
stimulation time was 15 seconds and the convolution with the hemodynamic re-
sponse function (HRF; designed with SPM5) is expected to yield support in that 
frequency range. Raw data was filtered to remove slow artifact movement, Mayer 
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Figure 5.3 (a) Results of changes in Hb02 (red) and HbR (blue) concentrations 
during left (top) and right (bottom) stimulations for each eccentricity taken sepa-
rately on source-detector channels {12,15,16,19}. Clearly, each stimulation shows 
inverted changes in HbR but also positive changes in Hb0 2 concentrations (p-values 
reported in Table 5.4). However the latter are smaller when compared to ampli-
tudes present on channels having standard activation response (Fig. 5.4). Gray 
shades indicate stimulation time, (b) Positive HbR regions (NBR) identified on 
the optodes configuration and the visual cortex. 
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band and high-frequency artifacts. Filtered data are then time-block averaged in 
a window of [—5, 25] seconds around the stimuli onset. Group averages were then 
performed for all source-detector channels. The co-registration done here insures 
the optodes are measuring similar functional regions. In order to assess whether a 
positive or negative response was present, the time series were first integrated over 
a window between [1.16] seconds (the stimulation time was 15 sec). 
The resulting quantities were then tested with a one-tailed Student t-test on the 
mean where the null hypothesis Ho was formulated such that the data comes from 
a distribution with mean that was lower or equal to zero (// < 0). The statistical 
significance level was set to a = 0.05 and the p-value was the probability that 
a statistical test at least as significant as the one observed would be obtained 
assuming that H$ was true. 
3 Results 
3.1 Temporal hemoglobin estimations 
Fig. 5.3 and Fig. 5.4 show averaged hemoglobin concentration changes for the 6 
stimulus conditions described in section 2.4 across the seven subjects. 
Tableau 5.4 p-values associated with statistical t-test (degrees of freedom = 6, 
















Averages in Fig. 5.3 were performed on source-detector channels for which there was 
significant positive HbR concentration changes (channels {12,15,16,19}). For each 
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Figure 5.4 (a) Results of changes in Hb02 (red) and HbR (blue) concentrations 
away from the inverted response channels during left (top) and right (bottom) 
stimulations for each eccentricity taken separately on source-detector channels 
{6,9,17,18}. Clearly, each stimulation shows standard activation response (p-
values reported in Table 5.5). Gray shades indicate stimulation time, (b) Negative 
HbR regions (PBR) identified on the optodes configuration and the visual cortex. 
condition taken separately, the location of increased HbR concentration changes is 
similar. These are also located in regions where NBR were observed in fMRI 
literature. In order to assess the validity of the observed HbR increases, a one-
tailed Student i-test was performed. The p-values for both Hb02 and HbR are 
provided in Table 5.4. Remark that except for the 4° left stimulus condition, all 
p-values are under or very close to the threshold a = 0.05 (i.e. p = 0.0537 in one 
case). The HbC-2 results are also shown to be positive with high probability. 
Tableau 5.5 p-values associated with statistical t-test (degrees of freedom = 6, 
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Fig. 5.4 shows averaged hemoglobin concentration changes for source-detector chan-
nels having significant activation (channels {6,9,17,18}) for each condition taken 
separately. The p-values for both Hb02 and HbR are provided in Table 5.5. Re-
mark that except for the 4° left stimulus condition, all p-values are under or very 
close to the threshold a = 0.05 (i.e. p = 0.0500 in one case). At these locations, we 
observe increases in Hb02 and decreases in HbR, the usual behavior for a standard 
activation. 
Fig. 5.5 shows results of group analysis for each stimulus eccentricity averaged for 
left and right stimulations taken together for source-detector channels associated 
with positive HbR signal (channels {12,15,16,19}). The p-values for both HbC>2 
and HbR are provided in Table 5.6. Remark that except for the HbR concentration 
changes during the 4° stimulus condition, all p-values are under the threshold 
a = 0.05. 
Tableau 5.6 p-values associated with statistical t-test (degrees of freedom = 13, 
a = 0.05) described in section 2.6 and curves on Fig. 5.5 (channels {12,15,16,19}). 
Here the t-test was performed on the mean of hemoglobin concentration changes 
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Finally we validate the localization of increasing HbR signals using the MRI anatom-
ical co-registration. In Shmuel et al. [2002], regions demonstrating NBR were 
mostly anterior and dorsal to the focus of PBR, in regions corresponding anatomi-
cally to VI, V2 and V3. Authors described results on two parasagittal slices next to 
the midline (distance of 3 and 6 mm) in the occipital cortex. Same visual areas are 
reported in [Smith et al. 2004]. These regions correspond approximately to source-
detector channels {10,12,13,15} from Fig. 5.2(a). Note that significant positive 
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HbR signals were observed (Fig. 5.3) in source-detector channels {12,15,16,19}, 
which correspond to visual areas V2, V3 and around the upper bank of the cal-
carine sulcus. This suggests that increased HbR concentration changes observed in 
the data are in similar regions than NBR in [Smith et al. 2004, Shmuel et al. 2002]. 
1°HbO, 2° HbO„ 4° HbO, 
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Figure 5.5 Results of group analysis for left and right conditions taken together 
for each eccentricity. Plots are organized in columns : 1st column correspond to 
1° eccentricity and so on. HbC>2 (red) and HbR (blue) concentrations are top 
and bottom respectively for the same source-detector channels {12,15,16,19} as 
Fig. 5.3(b) (p-values reported in Table 5.6). Gray shades indicate stimulation time. 
3.2 Mystery of increasing Hb0 2 
In this section, we try to explain the mysterious increasing behavior of HbC>2 con-
centrations in positive HbR areas. Indeed, if the positive HbR signal results from 
vasoconstriction, the Hb02 observations do not correlate with the existing biome-
chanical models of the HRF [Buxton et al. 1998, Mandeville et al. 1999]. Two 
hypothesis emerge : 1) the Hb02 increases could be interpreted in terms of sys-
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temic physiological signals, 2) their origin could also come from adjacent activated 
areas since each channel incorporate signal originating from a large volume. The 
first hypothesis will be investigated by a physiological correction, while the second 
by Monte Carlo photon propagation simulations and 3D reconstructions. 
Time (sec) Time (sec) Time (sec) Time (sec) 
Figure 5.6 Particular case of systemic physiological signal hypothesis : 1° left 
stimulus condition. Sub-plots correspond to group averaged Hb02 (red) and HbR 
(blue) concentrations from which the mean signals have been removed (the mean 
signals were computed from all source-detectors channels for both hemoglobin 
types). Channels are numbered in the center of each sub-plot : top sub-plots corre-
spond to the channels {12,15,16,19} where positive HbR was observed (Fig. 5.3), 
while bottom sub-plots correspond to channels having standard activation response 
{6,9,17,18} (Fig. 5.4). Gray shades indicate stimulation time. 
3.2.1 Systemic physiological signal 
Systemic signals, such as cardiac pulsations (period between [0.7,1.5] sec), respira-
tion (period between [3,8] sec), Mayer waves (approximately 10 sec, [Obrig et al. 
2000]), and other slower variations are always present in DOI measurements. Al-
though it is possible to filter some of these, others, such as Mayer waves, are more 
difficult to eliminate. For example, some systemic signals can phase-lock with the 
stimulus, thus compromising the analysis of spatio-temporal maps of brain acti-
vation. In order to study this phenomenon, we can look at the signal common 
to all channels simultaneously. Given that activation is expected to be localized, 
the average over all channels should contain the activation from some channels but 
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mostly, it should carry physiology. In order to confirm this, let us study the effect 
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Figure 5.7 (a) Green's function volume for a particular source overlaid the anatomy 
(subject 4 in this case), (b) Sagittal view of simulated changes in the absorption 
coefficient (red inclusions with A//a = 0.001 m m
- 1 Huppert et al. [2006b]) used to 
calculate the forward problem and (c) reconstructed absorption coefficients (A = 
690 nm). 
Fig. 5.6 shows the resulting signals in the case of 1° left stimulus condition. We 
observe that by removing the mean signal from all source-detector channels of this 
particular condition, the activations are still visible on channels {6,9,17,18} (bot-
tom sub-plots) while for the channels {12,15,16,19} (top sub-plots), we observe 
the inverted curves. These results are compelling since they now provide a basis 
for agreement with the literature (for example [Wenzel et al. 2000]). Some discus-
sion is in order to understand the origin of this signal. The small jitter built in the 
protocol between events does not support a physiological phase-lock to the induced 
response. However, in region where we imaged, there are large veins which may 
contribute to the optical measurements. If the activation signal is strong, which 
is the case here, there will be a local response in the micro-vasculature but also 
some amount of signal in the larger veins due to flushing (blood drain). This latter 
signal will also be measured by DOI. On the central channels {12,15,16,19} for 
example, changes in larger veins will be observed independently of the localization 
of the activation. 
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Removing the mean signal makes a strong assumption about the distribution of 
vasculature in the visual cortex. For example, partial volume errors due to the mis-
match between the volume sampled and the activated regions could alter the sign 
and/or modify the relative amplitude resulting in an underestimation of hemoglobin 
concentration changes. In order to validate the physiological hypothesis and handle 
partial volume effects we propose to simulate photon propagation with the Monte 
Carlo technique described in section 2.2. This phenomenon has been studied in 
a theoretical framework (for example, [Okada et Delpy 2003a, Strangman et al. 
2002b]). In summary, the quantification of hemoglobin concentration changes is 
strongly increased when : 1) the sampled volume is modeled via a segmentation 
of individual anatomical MRI, 2) the spatial extend of focal activation is provided 
via fMRI study [Strangman et al. 2002b]. Here, partial volume errors cannot be 
corrected by using fMRI priors (i.e. activation support) but one can validate some 
aspects of the problem by Monte Carlo simulations. 
3.2.2 Adjacent areas : validation by Monte Carlo simulations 
To confirm the physiological interpretation proposed above we needed to assess 
whether we are not merely observing an artefact of the low spatial resolution of 
DOI. Adjacent activated areas could lead to cross-talk to the central/right chan-
nels where positive HbR concentrations were observed and generate positive Hb02 
signals. To explore this possibility, we performed Monte Carlo simulations and 3D 
reconstructions. 
Since optimal wavelength combination, as assessed in literature [Boas et al. 2004a], 
and anatomical MRI was used during DOI acquisitions and analysis, wavelength 
cross-talk is expected to be minimized down to a few percent. To estimate the 
spatial cross-talk, two simulations were performed. In a first simulation we created 
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Figure 5.8 Reconstructed hemoglobin concentration changes using maximum in-
tensity projection (MIP) overlaid on anatomical MRI (subject 4 in this case) in 
sagittal, coronal and axial views respectively, (a) Positive Hb02 concentration 
changes, (b) Positive HbR concentration changes, (c) Negative HbR concentra-
tion changes. Remarks : all concentration changes come from real data (1° left 
stimulus condition) with mean physiology removed. Units are arbitrary except for 
the sign. Red and blue dots on coronal views correspond to co-registered sources 
and detectors respectively. One can compare with temporal concentration changes 
from Fig. 5.6 and observe that reconstruction method correlates with spatial Hb02 
and HbR concentration changes. 
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a phantom by activating voxels in the brain at locations that are coherent with 
previous fMRI studies and data. Fig. 5.7(a) shows a Green's function for a partic-
ular source and Fig. 5.7(b) shows the simulated absorption distribution for A = 690 
nm. Absorption inclusions were approximatively placed in three connected areas 
in the occipital cortex of both hemispheres : 1) the left and right dorsal visual area 
V3 around the parietooccipital sulcus; 2) in the four quadrants of visual area V2, 
i.e. the dorsal and ventral representations in the left and the right hemispheres; 3) 
around the upper bank of the calcarine sulcus, witch corresponds to a region con-
tained in visual area VI (cuneus gyrus). These regions also correspond roughly to 
the standard activated regions seen in temporal hemoglobin concentration changes 
showed in Fig. 5.4 from section 3.1. With this configuration at hand, we recreated 
photon fluence measurements on all channels by doing the forward problem (2.2) 
at two wavelengths (690 and 830 nm), i.e. using different optical properties for 
each tissue (see Table 5.2). 
Spatial cross-talk can then be evaluated [Boas et al. 2001, Uludag et al. 2002] 
by estimating the ratio of the amplitude response in HbC>2 between the activated 
channels and those having positive HbR. If the positive Hb02 signal observed on 
channels having positive HbR originated from cross-talk, then the ratios computed 
in this simulation should be similar to that observed in the data. We observe in 
the experimental data (i.e. 1° left stimulus condition) a ratio of 2.0452 while it is 
3.9539 in the simulation. This supports the fact that the positive Hb02 signal does 
not have its origin in cross-talk. The estimation based on localization from fMRI 
literature is not complete however. 
To further validate the above finding (cross-talk evaluation), we then performed an 
inverse problem to recover the full 3D distribution for hemoglobin concentration 
changes. The reconstruction was performed using a Tikhonov regularization [Boas 
et Dale 2005] on the sensitivity matrix and geometrically constrained the solution 
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to the brain, i.e. not allowing voxels behave outside the brain to contribute to the 
solution. The inverse problem was computed with 3 mm3 voxels to reduce numerical 
errors due to large dimensions and reconstructed images were interpolated to be 
visualized in 1 mm3 resolution. 
To validate our reconstruction, we first applied it to the simulated data of Fig. 5.7(b). 
Fig. 5.7(c) shows the reconstructed absorption coefficients for the simulated mea-
sures (690 nm) confirming that the reconstruction procedure is apt at finding the 
activations. We then performed the same evaluation but on real data. Here we 
show results for the 1° left stimulus condition. This time, the inverse problem is 
done on both wavelengths (690 and 830 nm; optical properties are described in 
Table 5.2) and hemoglobin concentration estimates are recovered for each voxel by 
using the extinction coefficients from Table 5.1. Reconstructions were performed 
for each subject yielding a set of hemoglobin concentrations for each voxel. To 
determine if the voxel is statistically significant, a Student i-test on the mean was 
performed where the statistical significance level was set to a = 0.02 and the 
degrees of freedom = 6. Figs. 5.8(a-c) show statistically significant voxels for es-
timated (a) positive HbC>2, (b) positive HbR and (c) negative HbR concentration 
changes, displayed on anatomical MRI segmentation. Remark that negative HbC>2 
concentration changes are not shown since no significant voxels were found in re-
gion of interest (i.e. where HbR > 0, Fig. 5.8(b)). On the other hand, significant 
negative Hb02 voxels were observed in other non relevant areas (between positive 
Hb02 blobs, Fig. 5.8(a)). 
4 Discussion 
Our primary goal in this paper was to provide an explanation of the increases 
in Hb02 compartments accompanied with increases in HbR in the same cortical 
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regions. Here we argue that these behaviors are due to the vascular structure in 
the occipital cortex. The pervasiveness of inverted responses in DOI with human 
subjects justified this study. The goal was not to understand NBR itself, as fMRI 
and electrophysiology methods seem to be the best approaches in this case, but 
rather to provide a guide for the interpretation of DOI data. To approach this 
problem we chose to revisit a visual task eliciting NBR and for which the literature 
can provide a partial interpretation. 
An important aspect of the work was to be able to compare observations with the 
literature. Here, the combination of a neuronavigation system and DOI measure-
ments has made this possible without resorting to collect data inside the MR scan-
ner. By using the real-time display of the optodes on the subject specific anatomy, 
we ensured that the optical configuration was placed precisely over the occipital 
cortex. This enabled us to partly validate the localization of hemodynamic re-
sponses seen through DOI with localization of BOLD responses seen through fMRI 
[Shmuel et al. 2002, Smith et al. 2004]. In particular, we observed positive HbR 
concentration changes in the visual cortex (approximately in central/right V3 and 
V2 areas), as shown in Fig. 5.3, Fig. 5.5 and Fig. 5.8(b). These are in agreement 
with NBR seen through fMRI by [Shmuel et al. 2002, Smith et al. 2004]. Separately, 
negative HbR responses, associated with neuronal activations, were also observed 
in the visual cortex on both hemispheres, as shown in Fig. 5.4 and Fig. 5.8(c). This 
is also consistent with previous fMRI observations of PBR in [Shmuel et al. 2002, 
Smith et al. 2004]. 
In all conditions, we also found standard activations, i.e. negative changes in HbR 
and positive changes in Hb02 , distributed on both hemispheres. For these, different 
source-detector channels displayed activation (Fig. 5.4 and Figs. 5.8(a,c)). These 
observations are also consistent with the fMRI [Shmuel et al. 2002, Smith et al. 
2004] and NIRS [Wenzel et al. 2000] results. 
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In regions with positive HbR changes, an interpretation problem arose with the 
Hb02 responses. From previous studies done with separate modalities, we would 
expect the Hb0 2 to decrease (for example [Wenzel et al. 2000]). Here we observed 
in those regions a statistically significant increase in Hb02 though smaller than that 
observed in activated regions (see relative extends in Fig. 5.3 versus Fig. 5.4 and p-
values from Tables 5.4, 5.5 and 5.6). Initially the origin was thought to be spatial 
cross-talk but this option was ruled out by a series of Monte Carlo simulations 
(Figs. 5.7 and 5.8) showing that the activated regions could not contribute such 
a large signal approximately in central/right V3 and V2 areas. Moreover, it is 
unlikely that the cross-talk would only be observed on Hb02 and it is curious that 
no such phenomenon is present for HbR concentration changes. 
We argue here that the positive Hb02 signal is rather a physiological effect gen-
erated by the large veins which are integrated in the DOI measures (i.e. signal 
comes from intra- and extra-cerebral compartments [Boden et al. 2007]). If the 
activation recruits a large neuronal area (or additional areas), as is the case here, 
then there will be a global increase in blood flow and oxygenation in the larger 
veins due to flushing. These will be measured by DOI but not necessarily in fMRI 
since when using small voxels, the latter is more immune to partial volume effects. 
For example, the fact that optodes was placed near the sagittal sinus may affect 
the detected light. On the other hand the observed increase in HbR cannot be 
explained by the presence of large veins. This provides further support that we 
indeed are observing the counterpart to the negative BOLD signal. 
Separately, the Hb0 2 compartment may also be affected by other physiological 
phenomena. It is known [Boas et al. 2004a] that the presence of task-induced neu-
ronal activity may have an influence on physiological compartments such as heart 
rate or blood pressure. The oxy-hemoglobin is more sensitive to those compart-
ments and it may well be that we are observing a global physiological effect due 
5. Inverted responses in diffuse optical imaging and their correlation 
with negative BOLD signal 171. 
to the task (Fig. 5.6). By removing a tentative systemic response from the data, 
measures that are consistent with the literature [Wenzel et al. 2000, Buxton et al. 
1998, Mandeville et al. 1999] were recovered. 
In Figs. 5.3, 5.4 and 5.5, some of oxy-/deoxy-hemoglobin concentrations increased/de-
creased before the stimulus onset. Even if we specially designed the rest period 
in the stimulation protocol (section 2.4) by alternating slightly the rest time, at-
tentional mechanisms may still influence the temporal data. The data were not 
detrended and we did not apply any processes on the data except the analysis 
described in section 2.6. Attentional mechanisms had previously been shown to af-
fect both intra- and extra-cerebral visual cortex during stimulation. Evidence from 
functional brain imaging studies showed that attention modulated neural responses 
in several ways [Desimone et Duncan 1995, Kastner et Ungerleider 2000, Kanwisher 
et Wojciulik 2000, O'Connor et al. 2002]. For example in Silver et al. [2007], the 
authors showed sustained delay-period activity in early visual cortex using fMRI. 
These studies suggest that attention mechanisms could influence the DOI temporal 
distribution of hemoglobin concentrations during visual stimulation. In addition, 
some interesting work has been recently published by [Boden et al. 2007] to inves-
tigate the regulation of the hemodynamic response to functional stimulation. They 
demonstrated the relevance of the contributions of the systemic hemodynamics in 
NIRS measurements. They also showed that the latency between the increase in 
Hb02 and the decrease in HbR concentrations vanished when applying a physio-
logical correction. This phenomenon could also occur for the responses observed 
here. 
Overall our observations may explain why DOI is hampered by such a variability 
of inverted responses. The local architecture of the vasculature has an effect on 
the measures due to the partial volume effects leading to confounding responses in 
certain areas. The importance of modeling vasculature is then called for in order 
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to move towards quantitative DOI data analysis. 
Future work 
Some questions are left unanswered and the ease with which DOI can be combined 
with other modalities will, we hope, facilitate future investigations. We hope in 
particular to : 1) perform this protocol simultaneously with fMRI and DOI inside 
the MR magnet. 2) We could also use SWI (susceptibility weighted imaging) 
sequences to segment the vascular architecture and study its effect from the sagittal 
sinus on the DOI measures. 3) The fact that EEG and DOI do not interact opens 
the door for a clean data acquisition with neuronavigation. Here we hope to be able 
to confirm in a human study the decrease in neuronal activity observed indirectly 
here by measuring alpha-frequency waves [Meltzer et al. 2007]. 
5 Conclusions 
In some ways these results shed some light on inverted curves, correlating with 
a neuronal task, seen in optical imaging. The fact that the inversion of HbR is 
observed in a similar region as that of previous fMRI studies is encouraging. On 
the other hand, some aspects of the measures seen here are still not completely 
understood. A lot remains to be done to fully understand the mechanisms of 
neurovascular coupling and DOI offers an excellent framework for multi-modality 
combinations. 
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Chapitre 6 
Probleme direct en imagerie optique diffuse 
Liste des symboles 
a terme libre 
P terme de decouplage 
c vitesse de la lumiere 
A/ia perturbation de l'absorption 
K coefficient de diffusion 
/ia,o coefficient d'absorption homogene 
fia coefficient d'absorption 
n's coefficient de dispersion reduit 
n, n' vecteur normal unitaire sortant 
to frequence de modulation 
Q domaine, region ou milieu 
T frontiere de $7 
R reflexion de Fresnel 
r, r' vecteur position 
s, s' vecteur direction 
q source optique 
h~ flux incident 
5 potentiel de simple couche 
D potentiel de double couche 
M matrice de sensibilite 
x vecteurs des coefficients optiques 
b vecteur des mesures 
1 Introduction 
Ce chapitre presente les principaux resultats obtenus dans le cadre de cette these. 
Ces resultats font reference aux objectifs principaux 3, 4 et 5 de la section 4 de 
l'lntroduction et sont interrelies adequatement dans un but precis : la quantification 
des images reconstruites en imagerie optique diffuse. Cette finalite peut entre 
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autres etre accomplie via une definition du probleme direct realiste par rapport a 
l'utilisation de 1'imagerie optique diffuse en milieu medical, ce qui est effectue dans 
ce chapitre. 
Dans ce chapitre, une methode de propagation de la lumiere est developpee dans le 
but de satisfaire le caractere heterogene des tissus contenus dans la tete. En effet, 
il est admis que la tete contient plusieurs tissus possedant tous des caracteristiques 
biologiques differentes, telles les proprietes optiques de ceux-ci. II est egalement 
admis que la propagation de la lumiere, lorsqu'elle est effectuee dans un milieu 
homogene, ne reflete pas le vrai comportement de celle-ci dans une tete adulte. Ce 
manque de precision justifie le travail effectue dans cette these, qui est de definir 
un probleme direct en imagerie optique diffuse qui tient en compte les differentes 
proprietes optiques des tissus cerebraux. Ceci est fait en considerant plusieurs sous-
volumes segmentes correspondant aux tissus (cuir chevelu, crane, CSF, matieres 
grise et blanche) et ayant des proprietes optiques homogenes a l'interieur d'un 
sous-volume mais differentes entre elles. 
L'originalite liee aux contributions scientifiques de cette these repose sur le develop-
pement d'une methode d'approximation dite de perturbation. L'exercice consiste 
a reproduire 1'approximation de Born vue a la section 4.3.1 du Chapitre 2 dans 
la presente situation. La methode consiste done a appliquer une perturbation du 
coefficient d'absorption dans un des sous-volumes, par exemple la matiere grise, et 
d'observer le champ d'intensite lumineuse perturbe dans tous les tissus de la tete. 
Cette methode est justifiable en imagerie optique diffuse puisque la lumiere detectee 
durant l'acquisition depend des changements dans les coefficients d'absorption qui 
dependent eux-memes des changements dans les concentrations d'hemoglobines qui 
caracterisent la reponse hemodynamique. 
Le but est de developper un systeme d'equations integrates en utilisant une ap-
proche par elements de frontiere (BEM pour "boundary element method") pour 
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chacun des tissus. Ce systeme modelise la propagation de la lumiere a partir de 
l'equation d'Helmholtz dans chaque tissu selon les proprietes optiques de ce dernier. 
En premier lieu, des algorithmes ont ete programmes pour modeliser la propagation 
de la lumieres dans un volume contenant plusieurs sous-volumes. Un des avantages 
de la methode BEM est de travailler sur les frontieres de ces volumes et non dans un 
volume lui-meme. Dans ce cas, la formulation integrale volumetrique est remplacee 
par une formulation integrale surfacique via la seconde identite de Green. Cette for-
mulation permet d'eviter revaluation d'une integrale et ainsi reduit la complexite 
de calcul. Apres avoir valide les algorithmes avec les resultats de la litterature et 
des simulations Monte Carlo, la deuxieme partie du travail etait de programmer 
l'approximation de Born dans ce systeme d'equations differentielles heterogene. 
Ces travaux representent la majeure partie des contributions originales de la these 
du point de vue scientifique. 
Brievement, le chapitre est organise comme suit : la section suivante presente une 
revue de litterature sur les principales applications des equations integrates et des 
elements de frontiere. Comme mentionne precedemment, cette approche necessite 
la segmentation volumetrique et surfacique de donnees provenant de l'imagerie 
par resonance magnetique anatomique. La section 3 presente sommairement la 
technique de segmentation et ses caracteristiques. La section 4 presente la technique 
de simulation de Monte Carlo qui est utilisee pour valider les algorithmes developpes 
durant cette these. Par la suite, la formulation du probleme de propagation de la 
lumiere diffuse est presentee dans le cas du systeme sans perturbation (section 5.1) 
et dans le cas ou une perturbation de l'absorption est introduite a l'interieur d'un 
des tissus (section 5.2). La section 6 presente la discretisation et la mise en ceuvre 
numerique dans les cas des systemes non perturbe et perturbe. La section 7 suit 
avec les resultats et l'analyse des deux types de systemes. Elle presente egalement 
les comparaisons et validations avec les methodes de Monte Carlo ainsi qu'avec 
les resultats disponibles provenant de la litterature, particulierement les travaux 
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de Sikora et al. [2006]. Le traitement des singularities utilise dans cet ouvrage est 
disponible dans Sikora et al. [2006]. 
2 Revue de litterature 
L'application de la methode d'elements de frontiere pour le probleme de propaga-
tion de la lumiere diffuse dans un systeme de plusieurs sous-volumes a ete demontree 
par Sikora et al. [2006]. Cette publication evoque le demarrage des travaux pro-
poses dans ce chapitre. Les principaux resultats contenus dans cette publication 
ont ete reproduits, non sans dimcultes 1, dans le but de valider le developpement 
des algorithmes presentes dans ce chapitre. 
Plusieurs methodes sont envisageables pour resoudre le probleme direct en im-
agerie optique diffuse. Entre autres, les methodes d'elements finis [Okada et al. 
1996a, Arridge et al. 1993, Paulsen et Jiang 1995], les methodes de differences finies 
[Culver et al. 2003a, Barnett et al. 2003, Hielscher et al. 1995] et des methodes 
de Monte Carlo [Boas et al. 2002, Graaff et al. 1993, Hayakawa et al. 2001, Hi-
raoka et al. 1993, Wang et al. 1995]. La methode BEM a quant a elle ete utilisee 
recemment par Sikora et al. [2006]. La formulation integrate a ete introduite par 
Ripoll [Ripoll et Nieto-Vesperinas 1999, Ripoll et al. 2000] et est basee sur le 
theoreme d'extinction. Cette methode a egalement ete employee dans d'autres 
types d'applications biomedicals telles la MEG/EEG [Mosher et al. 1999, Ky-
bic et al. 2005], la tomographie par impedance electrique [de Munck et al. 2000, 
Duraiswami et al. 1998] et la fluorescence diffuse [Fedele et al. 2005]. 
1Avis au lecteur, cette publication contient quelques erreurs, principalement dans la section 
ou la methode est implementee numeriquement. 
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3 Segmentation des tissus a partir de donnees IRMa 
Pour incorporer 1'information anatomique de haute resolution a 1'IOD, il est neces-
saire de posseder un modele de probleme direct precis dans un milieu heterogene 
hautement diffusant avec des conditions aux frontieres arbitraires. II est done 
necessaire d'employer 1'information provenant d' a priori anatomiques d'une precision 
aussi grande que possible, par exemple 1'IRMa. Ces donnees vont alors permettre 
de segmenter les principaux tissus d'interet, soient le cuir chevelu, le crane, le CSF 
et les matieres grise et blanche. 
Les prochaines sections presentent deux types de segmentations des tissus : volume-
trique et surfacique. Le premier type de segmentation fournit les classes de tissus en 
volumes (voxels) et l'autre en surfaces ou maillage (elements surfaciques). Dans cet 
ouvrage, les segmentations volumetriques sont utilisees pour les simulations Monte 
Carlo tandis que les segmentations surfaciques le sont pour la methode d'elements 
de frontiere. 
3.1 Segmentation volumetrique pour le Monte Carlo 
La methode employee dans ces travaux consiste premierement a segmenter les tis-
sus situes a l'interieur du crane, soient le CSF et les matieres grise et blanche. 
La segmentation de ces tissus a ete effectuee a l'aide du paquet SPM5 (ht tp : 
//www.fil. ion.ucl .ac.uk/spm/) developpe au Wellcome Trust Centre for Neu-
roimaging University College London sous la plate-forme Mat lab. La technique de 
segmentation des images IRMa en differentes classes de tissus consiste a utiliser 
une loi de melange gaussien modifie [Ashburner et Friston 2005, 2003]. La Figure 
6.1 presente des resultats de segmentation accomplie a l'aide de SPM5. 
Apres avoir etiquete les trois volumes segmentes dans le volume complet, la sec-
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m 
(a) Anatomique (b) CSF 
(c) Matiere blanche (d) Matiere grise 
Figure 6.1 Segmentation du CSF et des matieres grise et blanche a l'aide de l'outil 
SPM5. Ces volumes seront utilises dans les simulations Monte Carlo pour valider la 
technique par elements de frontiere developpee dans cette these. 
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onde etape consiste a utiliser une technique de seuillage pour differencier le crane 
et le cuir chevelu. En effet, ces deux tissus produisent des signaux IRM assez 
differents ce qui permet l'utilisation d'un seul seuillage. II arrive regulierement que 
la technique Matlab attribue des voxels a plusieurs ou aucun tissus. Dans ce cas, 
l'utilisateur doit manuellement attribuer les voxels en question au volume appro-
prie. La Figure 6.2 presente un exemple de volume segmente selon trois coupes 
differentes : coronale, axiale et sagittale. 
(b) Coupe axiale 
<- Dorsal Ventral -> 
Figure 6.2 (a) Coupe coronale, (b) axiale et (c) sagittale d'un volume IRMa seg-
mente en 5 tissus differents. 
Notons par contre qu'il existe plusieurs techniques de segmentation ayant chacune 
leurs avantages et leurs inconvenients. A l'epoque de l'ecriture de cette these, 
l'auteur favorise les techniques de segmentation qui sont transparentes, i.e. celles 
dont le code est publique et modifiable. De plus, les techniques codees sous la 
plate-forme Matlab sont encouragees puisque l'utilisateur peut facilement adapter 
la methode ou la modifier. 
3.2 Segmentation surfacique pour la BEM 
Comme pour les segmentations volumetriques, il existe plusieurs approches pour 
effectuer la segmentation des surfaces situees aux frontieres de chacun des tissus. 
Dans cet ouvrage, les maillages necessaires a la performance de la methode par 
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elements de frontiere ont ete generes a l'aide du logiciel BrainSuite2 ( h t t p : / / 
b r a insu i t e .u se . edu/). Ce logiciel est utilise entre autres pour l'analyse d'images 
IRM et permet d'identifier les types de tissus et les surfaces a partir de donnees 
IRMa (Tl par exemple). Par exemple, il permet de generer la surface definissant 
la peau, le crane exterieur, le crane interieur et le cortex. II permet egalement 
d'accomplir la segmentation de la matiere grise ainsi que celle de la surface comprise 




(a) Cuir chevelu (b) Crane externe (c) Cortex 
Figure 6.3 Segmentations surfaciques du cuir chevelu, du crane externe et du 
cortex a partir du logiciel BrainSuite2. 
Le logiciel prend en entree deux types d'extensions de fichier : le format Analyse7.5 
et le format DICDM provenant d'une sequence T\. Sans aller trop dans les details, 
le logiciel se comporte relativement bien pour certains types de donnees IRMa. 
Cependant, il y a plusieurs parametres a determiner tout au long de chaque etape 
de segmentation. La Figure 6.3 presente trois types de segmentations surfaciques, 
soient celles du cuir chevelu, du crane externe et du cortex. II est important 
de s'apercevoir, a partir de la Figure 6.3, que les maillages sont tres precis et 
possedent une grande quantite de triangles et de nceuds. La grande precision 
des maillages presente certaines contraintes en vue de simuler la propagation de 
la lumiere dans un ensemble de surfaces emboitees. En effet, la methode BEM 
necessite le calcul d'integrales de surface sur la totalite des nceuds et entraine 
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une complexite informatique tres importante. II est done necessaire de reduire la 
complexite des maillages. Deux options sont envisageables et peuvent etre utilisees 
simultanement : 
• accomplir une decimation des maillages de plus grandes tailles ou de l'ensemble 
des maillages comme le montre la Figure 6.4; 
• definir des regions d'interets specifiques aux aires cerebrales etudiees comme 
le montre la Figure 6.5. 
(a) Cuir chevelu (b) Crane externe (c) Cortex 
Figure 6.4 Decimations appliquees aux segmentations surfaciques de la Figure 6.3. 
Ces deux techniques permettent de diminuer de fagon significative le nombre de 
triangles et de nceuds et de cibler une region d'etude particuliere. A titre d'exemple, 
il n'est pas pertinent de simuler la propagation de la lumiere sur la tete adulte 2 
de la Figure 6.3(a) puisque la probabilite que la lumiere n'ait pas ete totalement 
absorbee dans les tissus apres quelques centimetres de propagation est presque 
nulle. 
2Le raisonnement n'est pas analogue lorsque par exemple, la propagation de la lumiere est 
simulee sur un nouveau-ne ou meme un enfant en bas age. Dans ce cas, les tissus biologiques 
n'absorbent pas de la meme fagon et les tailles de ceux-ci sont beaucoup plus petites. 
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(a) Cuir chevelu (b) Crane externe (c) Cortex 
Figure 6.5 Regions d;interet appliquees aux segmentations surfaciques de la Figure 
6.4. 
4 Simulation Monte Carlo 
La validation de la methode developpee dans ce chapitre est accomplie via la com-
paraison des champs d'intensite lumineuse obtenus avec la methode BEM avec ceux 
provenant de simulations Monte Carlo. Ces dernieres sont reconnues pour etre 
precises et peuvent etre effectuees dans le cas de milieux heterogenes. Cependant, 
les simulations Monte Carlo utilisees dans cet ouvrage sont modelisees a partir de 
segmentations volumetriques. Dans ce cas, les champs d'intensite lumineuse cal-
cules a l'aide de la methode BEM, i.e. calcules sur les frontieres des tissus, devront 
egalement etre recalcules dans le volume pour fins de comparaison. 
Les codes Monte Carlo utilises dans cette these proviennent originalement de pro-
grammes [Boas et al. 2002] ecrits au PMI ("Photon Migration Imaging") du MGH a 
Boston(http://www.nmr.mgh.harvard.edu/PMI/resources/tmcimg/index.htm) 
Ces programmes de simulation de la propagation des photons dans les tissus bi-
ologiques sont derives des travaux de Wang et al. [1995] et la theorie sous-jacente 
peut egalement etre recuperee dans Wang et Wu [2007]. 
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4.1 Methode 
Dans le code de simulation, la source de photons est considered comme ponctuelle 
avec une direction donnee et positionnee sur la surface du milieu. A ce moment, 
le photon possede une position et une direction initiale. La longueur du pre-
mier evenement de dispersion est calculee a partir d'une distribution exponentielle. 
L'absorption du photon est prise en compte via la loi de Beer-Lambert presentee a 
la section 4.2.5 du Chapitre 2. Elle influence le photon en diminuant son poids de 
e-»aL o u ^ es^ }a distance parcourue par le photon. Apres ce premier evenement, 
le photon est replace a la position du voxel. L'angle de dispersion est calcule en 
utilisant la distribution de probabilite provenant de la fonction de phase de Henyey-
Greenstein [Wang et al. 1995]. Une nouvelle longueur de dispersion est calculee a 
partir d'une distribution exponentielle et le photon est propage sur cette nouvelle 
longueur dans une nouvelle direction. Ce processus se repete jusqu'au temps ou 
le photon sort du milieu ou lorsqu'il s'est disperse plus longtemps qu'une duree 
predeterminee. Par exemple, le photon est arrete apres 10 ns puisque la prob-
abilite que le photon n'ait ete absorbe dans le tissu avant ce temps est presque 
nulle. Quand le photon tente de quitter le milieu, la probabilite qu'il soit reflechi a 
l'interieur est donne par V equation de Fresnel [Wang et al. 1995, Haskell et al. 1994]. 
Dans le cas ou ce dernier est reflechi dans le milieu, la propagation recommence a la 
distance appropriee. Dans les autres cas, la propagation de ce photon est stoppee 
et un nouveau photon est lance a la position initiale de la source ponctuelle. 
Typiquement, la propagation des photons se deroule dans un milieu volumetrique 
heterogene de resolution 1 mm, i.e. ou les proprietes optiques des tissus sont 
differentes. Entre chaque evenement de dispersion, une verification est effectuee 
pour determiner si le photon a change de tissu. Dans ce cas, la longueur de dis-
persion est modifiee par //* / / 4 + 1 ou % + 1 est le milieu d'arrivee du photon. L'angle 
de dispersion est egalement modifie par la valeur du facteur d'anisotropie g dans 
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le voxel ou l'evenement de dispersion s'est deroule. 
L'intensite lumineuse d'un voxel est alors calculee en accumulant les poids pho-
toniques a partir de la position initiale jusqu'a la presente position. Apres que tous 
les photons se soient propages, une normalisation doit etre effectuee sur l'intensite 
lumineuse ainsi que sur son flux. Le flux photonique sortant JovA{r) doit etre divise 
par le nombre de photons simules Np. Pour conserver l'energie, le flux sortant addi-
tionne au nombre de photons absorbes <&(r)/xa(r) dans le milieu doit necessairement 
etre egal au nombre de photons simules, lequel est normalise a 1, i.e. 
ou m et r sont des points sur la surface et dans le volume respectivement, A^ l'aire 
de l'element surfacique correspondant au point rrij et Koxei le volume du voxel. Le 
facteur de normalisation dans le cas de l'intensite lumineuse est alors determine 
par la relation precedente. L'intensite lumineuse peut egalement s'ecrire avec la 
relation suivante [Hayakawa et al. 2001] : 
, Np(t) NT 
p^ > i = i j = i 
ou $(£) est l'intensite lumineuse mesuree au temps t et d'intervalle de temps ("time 
gate") At et L\ est le chemin parcouru pour le z-ieme photon dans la j-ieme region 
dont la somme est iVr. La Figure 6.6 presente le resultat d'une simulation Monte 
Carlo superpose sur des images segmentees provenant de la section precedente. 
A present, les resultats obtenus a partir de la methode BEM presentee a la prochaine 
section seront compares avec les resultats des simulations Monte Carlo pour valider 
la technique developpee dans cet ouvrage. 
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Figure 6.6 Coupe axiale des tissus segmentes ou les intensites lumineuses calculees 
a l'aide de simulations Monte Carlo ont ete superposees. Les unites sont arbitraires. 
Le sujet provient de l'etude presentee au Chapitre 5. 
5 Formulation du probleme 
Dans cette section, on propose une nouvelle definition du probleme direct dans 
le but d'ameliorer la quantification des images optiques lors du probleme inverse. 
Contrairement a la section 3 du Chapitre 4 ou le probleme direct etait defini dans 
un milieu homogene, cette section est consacree a la mise en place de nouvelles 
hypotheses sur la geometrie du milieu. Une approche plus realiste est developpee 
ici en utilisant une methode d'elements de frontiere (BEM) pour resoudre l'equation 
de diffusion associee a la propagation de la lumiere. 
Cette technique permet de modeliser de maniere independante les differents tissus 
de la tete (cuir chevelu, crane, liquide cerebro-spinal (CSF), matiere grise et matiere 
blanche) en preservant leurs geometries, a partir de segmentations d'images IRM. 
La formulation BEM permet de tenir compte de l'heterogeneite des proprietes 
optiques entre les tissus, comme le montre la Figure 6.7, dans le but de modeliser 
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Figure 6.7 Visualisation de la geometrie de la tete du sujet dans le cadre de 
l'approche par elements de frontiere (BEM). Chacun des tissus doit etre distinct 
et defini a l'aide de proprietes optiques differentes. La lumiere ne subit pas les 
memes evenements suivant le tissu ou elle se propage. Ces evenements doivent etre 
modelises dans la definition du probleme direct. 
la propagation de la lumiere de fagon plus realiste. 
5.1 Probleme non perturbe 
On a vu precedemment que dans une region Q C R avec une frontiere T = d£l, 
la propagation de lumiere proche infrarouge dans un tissu biologique peut etre 
modelisee par l'equation de diffusion 
( - V - « ( r ) V + ^ a ( r ) + — J $ ( r ,w) = g(r,w), r £ f i (5.1) 
definie dans le domaine des frequences, avec la condition de Robin 
$(m,u;) + 2 / ?K(m)—$(m,u ; ) = / r ( m , a ; ) , m e T et (3 =f (5.2) 
on 1 — ti 
ou K et na sont les coefficients de diffusion et d'absorption, u> la frequence de 
modulation, r la position du photon dans Q, c la vitesse de la lumiere, $ l'intensite 
lumineuse, q une source lumineuse interne dans Q, m la position du photon sur la 
frontiere V, n le vecteur normal unitaire sortant de T, h~ le flux lumineux entrant 
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et R l'indice de refraction correspondant au couplage air/tissu. Comme a la section 
4.1 du Chapitre 2, le coefficient de diffusion vehicule Tinforniation sur les proprietes 
optiques du milieu et est defini par 
/ N def 1 
K[r) 3(*,(r) + /4(r)) 
ou /i's est le coefficient de dispersion reduit. 
Figure 6.8 Representation geometrique de la region Q separee en differentes sous-
regions Q,£ de frontieres regulieres Tg pour I € [1,. . . ,L] contenant chacune des 
proprietes optiques propres au tissu (issue de Sikora et al. [2006]). 
Pour developper les equations (5.1) et (5.2) en utilisant une approche d'elements de 
frontiere (BEM), la region Q est divisee en L sous-regions Clg pour £ € [ 1 , . . . , L] tel 
que f) = uf=1Qg comme le montre la Figure 6.8. Ces sous-regions sont restreintes a 
des frontieres regulieres Te pour £ G [ 1 , . . . , L] telles que Tx = T et sont caracterisees 
par des proprietes optiques (coefficients de diffusion et d'absorption) constantes 
(«€) ^a,e) pour chaque sous-region tte, £ € [ 1 , . . . , L]. Puisque les proprietes optiques 
sont spatialement invariantes, l'equation (5.1) devient une equation d'Helmholtz 
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dans un milieu homogene et s'ecrit 
V 2 $ « ( r , a ; ) - ^ ^ ( r , W ) = - ^ ^ , r e Qe (5.3) 
He 
oil $£ est la restriction de $ dans une sous-region fie et pe est le nombre d'onde 
complexe associe a l'equation d'Helmholtz defrni par 
n def llat + iu/c f . 
Pe = \ , £e[l,...,L\. 
V i^e 
L'equation (5.3) doit etre completee par l'addition de conditions geometriques aux 
frontieres3: 
Continuite de l'intensite : *^-i | r ~ ®e\r ' £ € [2,..., L] 
Continuite du flux : ne-i de-\ &e-i\r = &tde&e\T , ^ G [ 2 , . . . , L] 
Condition frontiere de Robin : $ i + 2(5 K\ d\ 3>i = h~, £ = 1 
(5.4) 
Le systeme differentiel donne par l'equation Helmholtz (5.3) et ses conditions aux 
frontieres (5.4) peut etre developpe en formulation integrate en utilisant les fonc-
tions de Green Ge- Ces fonctions sont solutions de l'equation d'Helmholtz lorsque 
Ton considere cette equation avec une condition de Dirichlet, i.e. lorsque Ge — 0 
pour r —> oo. Soit Ge la solution de l'equation 
V2Ge(r, r', u) - p\ Gg(r, r', u) = -S(r - r'), r, r' e Vie (5.5) 
ou Ge(r,r',u) prend la forme d'une onde spherique [Arridge et al. 1992] definie 
3La notation d( = n V est utilisee pour representer la derivee normale a la frontiere T(, 
* e [ l , . . . , L ] . 
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par 
Gt(r,r',u)™—rl —e-«H r - r ' l l telle que lim Ge(r, r',u) = 0. (5.6) 
47T 11 T — r ' | | |r|-»oo 
Elle represente la reponse impulsionnelle dans un milieu infini a une source ponctuelle 
qe = 5 de position r' ou \r\ = \\r — r' \\. La derivee normale de la fonction de Green 
par rapport a r' est donnee par 
VGrn^deGe(ry^) = n.T^-(
 1 , ,]2 + A ,,
 P* ) e ^ " — ' " 
II r — r'\\ \4n\\r — r'\\2 47r||r — r'\\J 
(5.7) 
En multipliant l'equation (5.5) par &e(r',Lu) et l'equation (5.3) par Ge(r,r',io), et 
en soustrayant les deux resultats, on trouve 
$,(r', u) V2Ge(r, r', u) - Ge(r, r', u) V
2$,(r ' , LU) 
(r',u) (5-8) 
-6(r - r') $ , (r', u) + Ge(r, r',u) 
Ke 
pour r, r' G fie- En integrant les deux cotes de l'expression (5.8) par rapport a r' 
sur fi|, on a 
/ Ut[r', u) V
2Ge( r, r\ u) - Gt(r, r', u) V
2 < ^ ' , " ) ) dr' 
= J (~6(r - r ') * , ( r ' ,u) + Ge(r,r\u) ^ ~ ) dr'. 
(5.9) 
En utilisant la seconde identite de Green4 dans l'equation (5.9), le cote gauche 
4Soient tp et tp deux fonctions C sur n et r = dn, alors 
/ (^- •vV)«- / ( •>£-*£) dr. 
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devient 
/ Ut(r', u) V
2G,(r, r', u) - Ge{r, r ' , u) V
2 ^ ( r ' , to)) dr' 
= / f $e(m',u)deGe(r,m',u)) - Ge(r,m\u;)de^e(i
rn',u) j dm' 
- / $ f + i (m', u) a ,Q( r , m', w) - Gf (r, m' , w) 3 w $ f + 1 (m', w) d m ' . 
En ecrivant $^ en termes de la fonction de Dirac et en definissant Qt par le terme 
de source, i.e. 
(5.10) $e(r,u) = / 6(r-r')$t(r',u) dr' 
Qi(ry,u) dif [ Ge(r,r\co)
q-^^dr\ (5.11) 
la formulation integrate du probleme (5.9) pour les interfaces interieures £ € [2 , . . . , L-
1] revient a 
Mr u) + J (deGe(r, 





pour r G Cle, t 
- Ge(r, 
u)-G 




, u) J dm' 
$>e+i(m',u) J dm' 
(5.12) 
ou Ti+i = 0 . Dans le cas ou £ = L, l'integrale dans le volume le plus interieur fl^ 
est donnee par 
$L(r,uj)+ / (dLGL(r,m',u)$L(m',u) - GL(r,m',u))dL$L(m',Lu)j dm' 
= QL(r,r',u), pour r e f2L. 
(5.13) 
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Remarque 5.1 Notons id que la formulation integrate (5.12) represente I'intensite 
lumineuse $^(r, u) pour toutes positions r G Cle, i-e- dans tout le volume. En effet, 
cette expression est I 'equation principale de toute la formulation du probleme direct. 
Cette equation peut par exemple etre utilisee pour solutionner le probleme direct par 
une methode d'elements finis. La suite de la formulation consiste a envoyer r sur 
les frontieres du volume Q et ainsi obtenir une formulation qui ne fait intervenir 
que les valeurs de I'intensite lumineuse sur les interfaces contenant le volume. 
Par analogie avec Sikora et al. [2006], la notation suivante est utilisee dans le cas ou 
la solution provient du probleme non perturbe (les lettres "np" sont alors utilisees 
en exposant) : 
def 
1 1 'i-e ur ^ *,_iL. = ** 
y/p dif Ki-idt-iQi-^^KtdeQe]^. (5.14) 
Sur Ti, la condition de Robin (5.4) s'ecrit 
x m n / x def „ , , xi h~(m.u) — U?p(m,uj) _ 
V?p(m,u) = KXdx $ i(m,u)\T i = 2(3 ' ™
 X 
et H est defini par le terme de flux incident tel que 
„/ N def f Gi{r,m',u)) . , , , f r - , c \ 
H(r,uj) = / ——r -h (m j dm , ra € IY (5.15) 
En utilisant cette notation, la formulation integrate (5.12) correspondant a la region 
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Qi devient 
*&,<*) +J (d1G1(r,rn\u) +
 Gl{r
2^
U})\ U^(m',u) dm' 
- f f d i G i ( r , m > ) [ / 2
n p ( ™ > ) - G i ( r » m » V?
p(m',u)\ dm' 
= Q1(r,r',u) + H(r,u). 
(5.16) 
Remarque 5.2 Le but est maintenant d'effectuer le passage de r vers les frontieres 
avoisinantes au volume. Cette operation consiste a envoyer r sur les frontieres 
superieure Ti et inferieure Te+i dans le cas oil le volume O^ est convexe. La 
procedure s'applique de la mime fagon pour toutes les sous-regions a Vexception du 
volume le plus interieur, soit QL, pour lequel il n'existe pas de frontiere inferieure, 
i.e. TL+I = 0 . Cependant, lorsque r —> 1^ (respectivement r —> T^+\), la premiere 
integrale (respectivement la deuxieme) de Vexpression (5.12) est singuliere et n'a 
pas de sens. Un processus limite est utilise pour eviter ce probleme et ainsi tenir 
compte du comportement singulier. Les principaux resultats utilises pour effectuer 
cette procedure se trouvent dans Bonnet [1995] et elle est illustree a la Figure 6.9. 
5.1.1 Processus limite 
Soit m G T(, considerons un voisinage connexe <7+(m) de m avec une longueur 
fixe e > 0 comme le montre la Figure 6.9. L'idee est de prendre la limite des 
equations (5.12) et (5.13) lorsque e —> 0 dans le but de traiter les singularites. Sur 
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Figure 6.9 Technique de construction de voisinage connexe ve entre les interfaces 
internes Tg pour £ 6 [ 1 , . . . , L — 1] dans le but de traiter les singularites intervenant 
dans les fonctions de Green et leur derivee normale (provenant de Sikora et al. 
[2006]). 
r>, l'expression (5.12) devient 
a+(m)U£p(m,Lu) 
+ / ( dtGt{m, m', u) Uf
p(m', u) - G ^ m ' m ^ ) Ve
np(m': u) ) dm' 
Jr,+1 V 
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On traite les singularities sur r^+ 1 de la meme fagon, i.e. en laissant tendre e —> 0 
dans le voisinage connexe o~{m) et ainsi Fequation (5.12) devient 
ae (m) U^l^m.uj) 
r^+i 
Gt{m,m' ,LO) 
y ; p ( m » dm' + f (deGe{m,m',Lu)UeP{m',u)-
- f (deGe{m, m \ u) Uf^ (m ' , u) -
 G ^ r n m ' ' " ) v ^ (m ' , a;)) d m ' 
= Qt+i(m, r', u), r' € fi*, m € r m , £ G [ 2 , . . . , L - 1]. 
(5.18) 
Par exemple, sur la surface exterieure Ti, la formulation integrate est similaire et 
Fexpression (5.16) devient, d'une part lorsque r —> I \ 
a j - (m) t / 1
n p (m,a ; ) | + / + (d1G1(rn,rn\u) + ^ ^ ^ ) u ^ ( r n \ u ; ) dm' 
- I ( a i G i ( m , m ' , ^ ) [ / 2
n p ( m ' , u ; ) 
2/3 «! 
G i ( m , m' .u;) 
«2 
= Q i ( m , r ' , w ) + ^ i (Tn , r ' , u ; ) , r ' G f l i . m e r \ 
et de l'autre part, lorsque r —> r 2 , Fexpression devient 
Q : (ra) £/2
np(ra,u>) + / 3 i G i ( m , m ' , o ; ) + 
- f ( a i G 1 ( m , m ' , a ; ) [ / 2
n p ( m , , a ; ) -
G i ( m , m',u;) 
2/3 K! 
G i ( m , m',Lj) 
>T2-c7 \ «2 
= Q2(" i , r ' ,u ; ) + H2(m,r',L}), r' E fli, m e T2. 
V r 2
n p (m' ,c j ) jdm / 
(5.19) 
^ ( m ' . w j d m ' 
V ^ m ' ^ d ™ ' 
(5.20) 
Comme il est illustre dans les equations (5.17) et (5.18), chacun des volume fit est 
represents par deux integrates de frontieres a Fexception du volume le plus interieur 
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fiL, pour lequel seulement une equation est modelisee, soit 
at(m)UnL
p(m,u;) 
/ (dLGL(m, m',u) Ul
P(m'.u) - G ^ m ' * " ' ' " ) V^{m\u)\ dm' 




Remarque 5.3 Notons que le terme libre af(m) = 1/2 puisque m est un point 
regulier appartenant a une frontiere reguliere IV Des explications supplementaires 
sont donnees dans Bonnet [1995]. 
Ces integrates sont maintenant continues et ne font intervenir que des valeurs de 
l'intensite lumineuse sur les frontieres. II est maintenant possible de resoudre 
numeriquement en construisant un systeme d'equations differentielles qui est so-
lutionne pour les inconnues Ue et Vf pour tout £ G [1, . . . ,L] . Cependant cette 
construction sera presentee a la section 6. La prochaine section expose la theorie 
reliee aux objectifs originaux 3, 4 et 5 de cette these. La formulation integrate de la 
presente section est reprise mais dans le but d'appliquer une perturbation au niveau 
du coefficient d'absorption y,a^. En d'autres mots, la theorie de l'approximation 
(Born ou Rytov) presentee a la section 4.3 du Chapitre 2 est appliquee au systeme 
d'equations differentielles de frontieres decoule de la presente section. Ces travaux 
theoriques et leur mise en ceuvre representent la majorite du travail accompli du-
rant cette these. 
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5.2 Probleme perturbe 
Supposons maintenant que qi = 0 pour £ € [2 , . . . , L] et que seulement qx est non 
nulle. Etant donne $£ la solution de l'equation d'Helmholtz (5.3), le probleme per-
turbe est formule en introduisant une perturbation dans le coefficient d'absorption 
telle que 
fJ,a,e(r)+iio/c _ /iao,i + Angjjr) + iu/c _ AW + W
c , ^aAr) <Mf 2 , AnaI{r) 
— — I — p0J-\ 
K,£ Kg K£ K/> Kg 
(5.22) 
Cette perturbation entraine un changement dans la definition de l'intensite lu-
mineuse $^(r,o;), tel que 
$e(.r,u) =f $oAr,u>) + A^t(r,u), r e f l ^ 6 [ l , . . , L}. 
ou $o,f e s t l'intensite lumineuse dans un milieu homogene et A&g l'intensite lu-
mineuse5 perturbee par le changement dans le coefficient d'absorption [iag = 
jj,aoz + A^a^ avec fiaoj le coefficient d'absorption homogene. Dans ce qui suit, 
le focus est place sur les changements d'absorption se produisant dans une couche 
particuliere £ = p. 
Remarque 5.4 Dans le contexte de Vimagerie cerebrate, ce choix est tout a fait 
conforrne aux attentes puisque les regions corticales activees seront localisees dans 
la matiere grist. Notons egalement que rneme dans ce cas, l'intensite lumineuse 
sera modifiee partout dans Q (i.e. que la perturbation induit un changement de 
<&(r,L}) dans le volume total). 
5Remarquons que la notation A- signifie une perturbation et non l'operateur Laplacien note 
ici par V2-. 
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Suite a l'introduction de la perturbation, l'equation d'Helmholtz (5.3) devient 
V2($04(r,u) + A$e(r,w)) - p
2
0/ ($0,e{r,u) + A<t>e(r,u)) = - ^ 1 ^ 1 , £ ̂  p 
(5.23) 
dans les sous-regions ou A/ia^(r) = 0, pour r € Qg avec £ ̂  p. Dans la sous-region 
ou la perturbation dans le coefficient d'absorption est definie, l'equation resultante 
s'ecrit 
^(^r,u)+A%(r,u;))-(plp + ^ ^ ) (*0j>(r,u,)+A*p{r,u)) = - * ^ 
(5.24) 
La separation entre les champs perturbe et non perturbe pour £ ^ p est quelque 
peu redondante puisque l'equation n'est pas modifiee dans ce cas. Cependant, il est 
interessant d'implementer numeriquement les conditions aux bords de cette fagon 
puisque A$^ transporte a la frontiere les modifications dues a la perturbation dans 
la couche £ = p. 
Dans la couche perturbee, l'intensite lumineuse homogene $o,p satisfait l'equation 
V2<E>o>,u,) - p L $ o > ^ ) = -q-E^l, (5.25) 
Kp 
et les champs &o,e, V^ satisfont les memes equations qu'a la section 5.1. La methode 
consiste a trouver les champs perturbes A<Ev pour tout £ G [ 1 , . . . , L]. En utilisant 
l'equation (5.25) et en appliquant quelques manipulations algebriques, V equation 
perturbee devient 
V 2A%(r, u) - (plp + ^ M \ A < M r , u) _ ^ A r l $ 0 p ( r . , u) = o. (5.26) 
\ ftp J ftp 
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Comme dans 1'approximation de Born, on suppose que le milieu est hautement 
diffusant, i.e. que p,a <C p'B. Ainsi le terme 
^^A%(r,u;)~O^Apa^ 
est neglige. L'equation (5.26) devient alors 
V 2A$ p(r , u) - p\v A%(r, u) - ^ ^ 1 Q ^ U) = 0 . (5.37) 
Kp 
Ici, le terme A/i a p est defini dans le volume flp mais $o)P est connue sur les interfaces 
rY La procedure revient a multiplier l'equation (5.27) par la fonction de Green Gp 
et l'equation (5.5) par A$ p . En soustrayant, on trouve 
A%(r>, u)V2Gp(r, r\ u) - A%(r', u) p\p Gp(r, r', u) + A%(r', u) 8(r - r') 
- Gp(r, r', u)\/
2A%(r', u) + Gp(r, r', u) p\p A%(r\ u) 
+ Gp(r, r', u) $0>p(r', u) ^
a^r>) = 0. 
Kp 
(5.28) 
En procedant de la meme maniere que precedemment, i.e. en utilisant la seconde 
identite de Green et en definissant Qp tel que 
Qp(r, r', UJ)
 d= / Gp(r, r', u)<$>0,p(
















m\ UJ) dpAQp(m' 
u) dp+1A%+1(m' 
u) I dm' 
u) I dm' 
(5.30) 
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Le cote gauche de l'equation (5.30) est semblable a la situation precedente de 
l'equation (5.12) dans le cas non perturbe. Ainsi, le seul terme problematique est 
celui qui intervient dans l'equation (5.29). Ce terme doit par contre etre calcule 
dans le volume Qp ou la perturbation est definie
 6. Remarquons egalement que 
le terme Qp(r,u) contient les fonctions connues Gp(m,r',u) et A/xap(r') dans le 
volume. En fait, le terme A/ia#(r') reste a determiner pour les problemes direct 
et inverse mais est connu a chaque iteration. Finalement, la methode de tra-
vail consiste a premierement resoudre le probleme non perturbe, i.e. revaluation 
de $o/ ' " ' ,u ) de l'equation (5.12) partout dans le volume W G [1, . . . ,L]. Cette 
evaluation comprend evidemment le calcul de $>otP(r',uj). Par la suite, le processus 
limite effectue a la section 5.1.1 est repris et toutes les equations perturbees (5.30) 
sont envoyees sur leurs frontieres respectives. En appliquant le meme processus 
pour toutes les perturbations A$^ pour £ ^ p, on retrouve les memes equations 
que la formulation precedente, i.e. pour les couches ou Afx^e = 0, et ainsi l'equation 
de perturbation (5.26) devient 
V2A$^(r, u) - p\t A$e(r, u) = 0 (5.31) 
et un ensemble d'equations integrates de frontiere reliees a la valeur de la pertur-
bation a chaque interface peut etre developpe exactement de la meme maniere. En 
supposant que la solution non perturbee $o,e satisfait les equations et les conditions 
aux frontieres decrites en section 5.1, de nouvelles conditions aux frontieres pour 
6La methode employee pour effectuer l'approximation numerique de ce terme est decrite a 
l'Annexe V. 
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A$^ sont introduces telles que 
Cont. de l'intensite perturbee : A$^_ = A$, 
re Te 
ee[2,...,L] 
Cont. du flux perturbe : Ke-ide-iA$e-i 
Te 
= KH dt A$e , ee[2,...,L] 
Cond. frontiere de Robin : A $ x + 2pK1d1A<^1 = 0, £=l. 
(5.32) 
Remarque 5.5 Etant donne que la condition aux frontieres de type Robin ne fait 
pas intervenir la definition de la perturbation, et qu 'elle est en fait definie seulement 
au sens physique du couplage air-tissu, elle est definie de la meme maniere que 
pour le systeme non perturbe. En definissant le probleme de cette maniere, on 
peut reutiliser la discretisation originale du champ sur la frontiere pour calculer le 
champ non perturbe et seulement une discretisation du sous-volume perturbe est 
necessaire. 
5.2.1 Processus limite 
Les notations suivantes sont introduites (la lettre "p" est renvoyee au terme per-
turbe) 7 : 
TJP 4if A<b I A$ Plr„ 
def 
V* = ACp-xdp-iAVilr =KpdpA%\ (5.33) 
7Le lecteur est appele a bien reconnaitre la police de caracteres utilisee : lorsque l'exposant est 
ecrit (-) 'p\ le lecteur doit l'interpreter comme lap-ieme frontiere tandis que l'ecriture (-)p renvoie 
a la solution du probleme perturbe a Foppose de l'ecriture (-)np pour le probleme non perturbe. 
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Les singularites de l'equation (5.30) sont traitees de la meme fagon qu'a la section 
5.1.1 pour le probleme non perturbe, i.e. en faisant tendre r —> IV En definissant 
un voisinage connexe o+(m) pour m G Te et e > 0, et en faisant tendre e —> 0, 




M m ' , u ) d m ' / (dpGp(m,m',Lj)U£(m\u}) 
Jrp-cr+ V 
- / (dpGp(m,m',u) U»+l(m',u) -
 G ? ( ™ , ™ » V^m'^)) dm' 
Jrp+1 \ KP+1 J 
= Qp(m,r',u), r' G Qp, m G Tp, £ = p. 
(5.34) 
De la meme fagon sur r p +i , laissons tendre e —> 0 dans le voisinage connexe o~{m), 
l'equation (5.30) devient alors 
ap(m)U%+1(m,uj) 
p + i 





- / (dpGp(rn,rn',u)U»+1(rn',u;) -




 KP+1 / 
= Qp+i(m,r',uj), r' eQpmeTp+1, £ = p. 
(5.35) 
Par exemple, sur la surface exterieure Tj, la formulation integrate est similaire et 
l'expression (5.34) devient, d'une part lorsque r —> I \ 
af(m)Uf(m,u}) + / ldiGi(m,m',uj) + 





T2 \ «2 
= Q 1 (m, r ' , u ; ) + i7 1 (m, r ' , u ; ) , r ' G fti, m G 1\ 
y2
p(m',u;) J d m ' 
(5.36) 
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ou m G I \ et r' G Q\ lorsque p = 1. D'autre part, l'equation (5.35) associee a la 
limite sur T2 est donnee par 
a^(m)U^{m,io) +1 fa1G1(m,m
, ,u;) + ^^^'^Aufim'^) dm' 
- f (d&im,™',*) U»{m',u;) - G^rn^rn''") V»(m',u)) dm' 
= Q2{m,r',Lj) + H2{m,r',u}), r' G fii, m G T2. 
(5.37) 
Dans le cas de la L-ieme sous-region la plus interieure fi^, l'equation associee est 
donnee par 
a+{m)UZ(m,u>) +[ (dLGL{m,m',u)Ul(m',u) 
GL(m,m',uj) , \ , ~ 
V^(m , CJ) 1 dm = QL(»TI, r , uj) 
KL J 
(5.38) 
m £ Ti et r ' 6 VLL lorsque p = L puisque la frontiere TL+I n'existe pas. Comme 
a la section precedente, le terme libre a^(m) = 1/2 en supposant que m est un 
point regulier sur une frontiere reguliere Tp. Toutes ces integrales sont maintenant 
continues et peuvent etre approximees numeriquement. La construction du systeme 
lineaire associe est presentee a la section 6.3.4. 
6 Discretisation et mise en ceuvre numerique 
La formulation integrate aux frontieres decrite en section 5 peut etre discretisee 
numeriquement avec la methode BEM a l'exception de l'ensemble d'equations 
defmies dans chacun des sous-volumes Qe decrit a l'equation (5.29). Cette partie 
volumetrique est de nature perturbee et ne fait intervenir qu'une ou deux integrales 
comme le montre les equations (5.34) et (5.35). II n'est done pas necessaire de 
construire une discretisation tres fine habituellement utilisee dans les methodes 
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d'elements finis (FEM pour "finite elements method"). On peut alors definir un 
maillage fin pour les surfaces 2D, i.e. sur les frontieres (triangles a 6 noeuds par 
exemple) et un maillage relativement grossier pour le volume contenu entre les deux 
interfaces. 
Cette section debute par la definition des frontieres qui delimitent les sous-regions. 
Le modele de spheres imbriquees est premierement presente et les tests de validation 
a partir de simulation Monte Carlo seront effectues sur differents cas. La premiere 
experience numerique consiste a valider la formulation integrate dans le cas ou le 
champ n'est pas perturbe. Par la suite, le cas du champ perturbe sera traite. 
6.1 Definitions des operateurs 
def 
Soit un domaine ouvert regulier fi,g avec une frontiere reguliere Ti = dQe telle que 
Ti = Tg ou Ti = IYi-i pour £ £ [ 1 , . . . , L — 1], les operateurs V et S sont definis tels 
que 
(V\| f)(m, u>) = / deGe(m,m',tjj) / ( m ' ) d m ' pour m ' G Ft 
(St f)(m,u>) = / Ge(m,m',u) / ( m ' ) d m ' pour m' e Tt 
ou T> est appele le potentiel de double couche et S le potentiel de simple couche 
agissant sur la fonction / . 
6.2 Systeme non perturbe 
Dans cette section, les equations differentielles (5.17) pour £ G [1,... ,L] sont 
discretisees dans le but de construire un systeme lineaire pour la resolution des 
intensites lumineuses sur chacune des surfaces IY 
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6.2.1 Discretisation des frontieres 
Soit Ti les interfaces discretisees en iVel elements surfaciques Tt pour t E [ 1 , . . . , iVel ] 
avec N^s nceuds p\ pour i € [ 1 , . . . , iVpts]. La Figure 6.10 illustre un exemple de 
maillages de spheres imbriquees sur lesquelles le systeme d'equations differentielles 
precedent a ete simule. 
Figure 6.10 Spheres concentriques de 20, 15, et 10 mm de rayon. 
6.2.2 Discretisation des inconnues 
Pour solutionner le probleme perturbe defini par les equations (5.34) et (5.35), 
l'operateur source Qp doit etre evalue dans la sous-region p. Ce calcul demande de 
connaitre la valeur du champ non perturbe $o,£ dans tout le volume Q = Uf=1fle-
Pour calculer ce terme, les equations du systeme non perturbe (5.17) et (5.18) 
doivent etre resolues pour U£p et Vfc
np et gardees en memoire pour toutes interfaces 
ke[i,...,L]. 
La discretisation des inconnues consiste a exprimer [7"p et Vri
np par un nombre de 
6. Probleme direct en imagerie optique diffuse 207 
fonctions de bases ip^ telles que 
U?p(m,u) ~ ^ u f M ^ f C m ) , (6.1) 
3 
Vjnp(m,u;) ~ ^vf{u)ipf{rn) (6.2) 
3 
ou les inconnues sont approximees par le produit des fonctions de bases ip, definies 
sur Ti et des coefficients complexes u^ et v^ interpoles par ces fonctions de bases. 
Notons cependant que Vt
np doit etre au rnoins C° pour satisfaire la definition (5.14). 
Un choix relativement classique revient a l'espace des polynomes de degre 0 (PQ) 
engendre par des fonctions de bases ifj egales a 1 sur le triangle Tt et nulles partout 
ailleurs. Une autre possibilite de decrire les inconnues consiste a utiliser des fonc-
tions de bases ipj definies dans l'espace des polynomes P\. Dans cet espace, les 
fonctions de bases sont egales a 1 sur le nceud pi et nulles sur les autres nceuds 
tout en etant lineaires sur chaque triangle. Dans cet ouvrage, la discretisation des 
inconnues a ete effectuee dans l'espace des polynomes quadratiques P2 pour lequel 
les fonctions de bases prennent la valeur 1 sur le nceud pi et 0 sur les autres nceuds 
mais sont quadratiques sur chacun des triangles. Dans ce cas, chacun des triangles 
Tt est constitue de 6 nceuds dont 3 situes aux sommets du triangle et 3 autres 
mitoyens. II existe done 6 fonctions quadratiques de bases pour chaque triangle 
et elles sont decrites dans Sikora et al. [2006] a la section portant sur l'integration 
numerique des differentes expressions intervenant dans la formulation integrale du 
probleme. 
Les integrates definies a l'equation (5.12) sont ecrites avec l'utilisation des potentiels 
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de double et simple couche definis a la section 6.1 telles que 
V\e\m,u;) = J ^ u f M J a ^ ( m , m ' , ^ ) ^ ) ( m ' ) d m ' , (6.3) 
S[e)(m,uj) = ^vf{w) I Gt{m,rn\u)ipf{rri)drri (6.4) 
ou V>\ est obtenu par la convolution de la derivee normale de d^G? et des fonctions 
as 
de Green Gg et des fonctions de bases associees. 
de b es ̂  tandis que St est quant a lui obtenu via la convolution de la fonction 
6.2.3 Fonctions tes ts 
Pour convertir les equations continues de variables discretes en un ensemble d'equa-
tions discretes, les potentiels de double et de simple couches (6.3) et (6.4) sont 
formellement integres contre des fonctions tests ip\ tel que 
2>j?(m,") = <2>M*>> = / ' Vf (™) V^{rn,U) dm 
= y^uf(w)f f 4k\™>)deGe(m,m':Lu)vf(rn')dm' drffi.5) 
5 i?(m, W )
 dif {S«\^)= I ^\rn)S?\m^)dm 
= V vf\u) [ [ 4k\rn) Ge{m, rri, u) <pf(m') dm' dm (6.6) 
Le choix des fonctions tests le plus simple consiste a prendre ip\ = Sp. , i.e. des 
masses de Dirac. Cette approche est appelee la collocation et presumee rapide et 
simple d'implementation mais souvent moins precise que d'autres approches. Dans 
ce cas, les equations integrates sont evaluees exactement sur le nceud p\ tel que 
4k\m) = 6(m-pf)^6£(m) (6.7) 
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Puisque 1'evaluation est effectuee exactement sur le noeud en question, une precaution 
supplementaire doit etre prise lorsque ce noeud est singulier. Le traitement des sin-
gularites doit etre accompli dans toutes les evaluations des integrates intervenant 
dans les equations (6.5) et (6.6), i.e. lorsque r = r' dans la derivee normale (5.7) 
et la fonction de Green (5.6). En d'autres mots, il y a singularity lorsque G —> oo 
ou dG —> oo. La technique devaluation d'integrales singulieres utilisee est exposee 
dans Sikora et al. [2006]. 
II existe d'autres approches pour discretiser un systeme d'equations differentielles. 
Entre autres, les methodes de Galerkin sont tres populaires, plus difficiles a imple-
mented plus lentes mais souvent plus precises que la collocation 8. Les methodes 
de Galerkin remplacent 1'evaluation ponctuelle par une evaluation au sens de la 
moyenne. Les fonction ipi sont souvent choisies egales aux fonctions de bases ipj en-
trainant la construction d'une matrice de sensibilite carree. Cependant la methode 
implique 1'evaluation d'une integrale supplementaire. Numeriquement, le gain sur 
la precision de l'integration entraine une augmentation considerable du temps de 
calcul et le traitement des singularites est relativement plus frequent et complexe. 
Remarque 6.1 Notons que le choix de fonctions de bases quadratiques apportent 
une precision considerable comparativement aux fonctions de bases existantes dans 
les espaces PQ et P\ et compensent d 'une certain facon le choix de la methode de 
collocation pour revaluation dans le cas de singularites. 
8I1 est difficile de trouver des articles comparant ces methodes dans le cas de l'imagerie optique 
diffuse. Cependant, l'auteur suggere les memes conclusions et renvoie au probleme similaire en 
MEG/EEG pour appuyer son argumentation [Kybic et al. 2005, Mosher et al. 1999]. 
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6.2.4 Assemblage de la matrice de sensibilite 
La discretisation des equations par la methode de collocation (6.7) permet d'eviter 
revaluation d'une integrate via revaluation ponctuelle exprimee par la fonction de 
Dirac. Soient Dkl et SĴ  les matrices (A^J x Npt's) correspondant aux operateurs 
Vkl et Skl discretises. Ces matrices sont defmies dans la sous-region fi^ et font 
intervenir les frontieres T/ et r\- telles que 
D%\i,j) d- f f ^HaAlm.mVj^Kjdm'dm 
- f deGe(p\
k\m\u) ^ f ( m ' ) d m ' 
J) d i f 1 I f 6W{m)Ge{m,m',u)<P?(rn!)dm' dm 





ou ces matrices sont definies pour les nceuds i G [ 1 , . . . , A^ts] et j G [ 1 , . . . , A^ts] 
dans la sous-region Clg. 
En remplagant les expressions des matrices (6.8) et (6.9) dans les equations (5.19), 
(5.20), (5.17), (5.18) et (5.21), et en posant 
np def 





le systeme des 2L — 1 equations devient (en utilisant les conventions pour les 
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frontieres k = £etl = £+l) 
I i + D(1)+— S(1) 2 l  U l l + 2 / 3 b n 
DS> + i s.(1) '21 2P '21 
W np 
u?-D<8«? + S$v? = Q1 + H1 
D (i) 22 uf + S^vf = Q2 + H2 
^l + D fcfc ^-sS^-DSUfp+ss^r^o 
D^rs<f^+ ^ l - D f CO "P ttr
p+sir^r = o 
(6.11) 
2-'+D£ I t np 
En definissant 
D!2+*il + D2 et Dg-*i|-D2, (6.12) 
les 2L — 1 equations differentielles 6.11 forment un systeme lineaire comportant 
2L — 1 inconnues 6.10, et en definissant la matrice se sensibilite M telle que 
Mdif 
D (i)+ i i +J_S
( 1 ) - D 
+ 23 3 H U 
(1) 
2/3 
D ( 1 ) + - _ 
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La matrice (6.13) et les vecteurs (6.14) et (6.15) donnent le systeme d'equations 
line aires 
Mx = b, (6.16) 
en supposant que seul Qi contient une source ponctuelle. 
6.3 Systeme perturbe 
Dans le cas du systeme perturbe, le calcul des intensites lumineuses soumises a 
une perturbation de l'absorption optique represente l'interet et l'originalite relies a 
ces travaux de these. Le but de cette section est d'exprimer les equations de type 
(5.30) dans le sous-volume £ = p et construire le systeme d'equations discretisees 
associees. La procedure qui a ete employee a la section precedente est reprise et 
simplifiee. 
6.3.1 Discretisation des frontieres 
La discretisation des surfaces employee dans le systeme perturbe est identique a 
celle du systeme non perturbe. Les frontieres Ti sont dicretisees en 7Ve, elements 
surfaciques triangulares TJ; pour t € [ 1 , . . . , AQj ] avec N^JS noeuds p\ pour i € 
[ I , . . . ,A£] . 
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6.3.2 Discretisation des inconnues 
En utilisant la notation (-)p definie a l'equation (5.33) introduite dans le cas du 
probleme "perturbe", les changements dans l'intensite lumineuse A<3>/ et dans sa 
derivee normale di A<3>j sont approximes a l'aide de fonctions de bases </r- telles que 
U?(m,u>) * ^ ^ ( ^ ^ ( m ) , (6.17) 
j 
Vf(m,w) ~ J^vf\u;)ipf{rn) (6.18) 
j 
ou les inconnues sont approximees par le produit des fonctions de bases if, definies 
sur Ti et des coefficients complexes uS et v, interpoles par ces fonctions de bases. 
Comme a la section 6.2.2, la fonction Vf doit etre au moins C° pour satisfaire la 
definition (5.33). 
Les integrates definies a l'equation (5.30) sont ecrites avec l'utilisation des potentiels 
de double et simple couches definis a la section 6.1 telles que 
V\p){m,u) = y V ° M / dpGp(m,m',u)ipf
](m')dm', (6.19) 
j J r < 
S^{m,oj) = J2VT^ I Gp{m,m',uj)ipf(m')dm' (6.20) 
lorsque la perturbation Ana>p est definie dans la region Qp. 
6.3.3 Fonctions tests 
Les fonctions intervenant dans la region de la perturbation peuvent etre formelle-
ment integrees pour obtenir un ensemble d'equations discretes. Dans ce cas, les 
potentiels de double et de simple couche (6.19) et (6.20) sont integres contre des 
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fonctions tests ^\ tel que 
dJ (p(v)^f))= f 4
k\m)v\p\m,uj)dm 
= J2 uf (u) J I 4k) (™) dpGP{rn, m', u) <pf (m') dm' <m21) 
dJ ( 5 ( P ) ^ W ) = / 4k\m)S\p)(m,u)dm 
= Y1V?W J J ^ ( f c ) (^ )G P (m,m ' ,w)^
) (m ' )dm 'd r r<6 .22) 
L'approche de la collocation est une technique habituellement utilisee pour definir 
les fonctions tests sur les nceuds p\ tel que 
4k)(m) = 8{m-p{?) %6M(m) (6.23) 
La methode de traitement des singularites est identique a celle employee pour le 
probleme perturbe et est decrite dans Sikora et al. [2006]. 
6.3.4 Assemblage de la matrice de sensibilite 
Rappelons brievement les etapes de la resolution du probleme perturbe, plus precisement 
l'assemblage et la construction du systeme d'equations differentielles : 
(1) Resolution du systeme non perturbe (6.16) donnant l'expression de l'intensite 
lumineuse $^(m, u) et sa derivee normale 3^$^(m, u) aux frontieres, i.e. pour 
m G IV 
(2) Calcul de l'intensite lumineuse ^ ( r , u>) dans le volume Qg a l'aide de la 
formule (5.12) fonction des intensites lumineuses aux frontieres calculees a 
l'etape (1). Comme le membre de droite (5.29) du systeme perturbe depend 
>(p) ^ ( m , u ; ) 
S&\rn,u) 
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spatialement de la perturbation A/xa?p(r) pour r G Qp, seule Qp ^ 0. Partout 
ailleurs, ce terme est nul, i.e. Qe = 0 pour £ ^ p. En resume, seul le terme 
$p(r,u>) dans le volume Qp est a calculer. 
(3) Introduction de la notation $0#(r,u>) = $p(r.u) ou le "0" indique que le 
terme provient de la distribution de l'intensite lumineuse dans un volume 
homogene (non perturbe). Le terme de droite est alors calcule a l'aide de la 
formule (5.29), ecrit sous la forme : 
~ d'f 1 /* 
Qp{r,r\u) = / Gp(r,r',a;)$o,p(»
, /,w)A//a)P(r
,)dr', 
Kp J sip 
(4) Construction des equations resultantes soumises aux conditions aux frontieres 
(5.32) et construction du systeme lineaire. Cette phase est presentee dans la 
presente section. 
(5) L'etape finale consiste en la resolution du systeme lineaire. Entre autres, 
des methodes d'inversion de la matrice de sensibilite sont employees pour 
l'estimation des intensite lumineuses aux frontieres. Ces methodes sont decrites 
a la section 7 presentant les resultats des algorithmes. 
L'ecriture du systeme lineaire s'effectue de la meme fagon que celui du probleme 
non perturbe. Les expressions des operateurs matriciels D^ et S^ des definitions 
(6.8) et (6.9) demeurent vraies et ne sont pas modifiees. En supposant que la 
perturbation du coefficient d'absorption se produit dans le p-ieme sous-volume, i.e. 
A/ia)P(r) pour r £ Qp et en posant 
p def (p) (P) 
•'"pts 
, p def 
et vvk = 
(p) (p) 
J v pts 
(6.24) 
le systeme d'equations (5.36), (5.37), (5.34), (5.35) et (5.38) devient (en utilisant les 
def def 
conventions pour les frontieres k = p et I = p + 1, ou p est l'indice du sous-volume 
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perturbe) 
I i + D(1)+— S(1) 
D(1)+J_C(1) ur 
26 
vP2 + s £ t;j| = 0 r l - D 
| l + Df« 'fcfc P _ c(
fe) „p _ n(fc) 7|P 4- s(fc) 7)p — n uk ^kk vk uki ui + -'fc/ v / — w/c 
Dl? U? - Si? ttf 'Zfc • 7 * ^ f e D 
(fc) «F+s? ) wr = Qz 
(6.25) 
i| + DSS u. sS< = o 
En utilisant les definitions des operateurs (6.12), les 2L — 1 equations differentielles 
provenant de l'expression (6.25) forment un systeme lineaire comportant 2L — 1 
inconnues (6.24), et la matrice de sensibilite M est definie de fagon similaire que 
dans le cas non perturbe, telle que 
M = 
n W + + i S
( 1 ) 
D(D ,J_ c(D 
2/3 




- D (i) 12 




































u\ uv2 v\ 
0 0 
Ul V l 
0 Qk Qt 0 0 
< < (6.27) 
(6.28) 
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La matrice (6.26) et les vecteurs (6.27) et (6.28) donnent le systeme d'equations 
lineaire 
M x = 6, (6.29) 
en supposant que seul Qp contient la perturbation du coefficient d'absorption. 
6.4 Traitement des singularites et integration numerique 
Les systemes d'equations differentiels presentes precedemment font intervenir plusieurs 
integrales singulieres et non singulieres en raison des fonctions de Green 
Gt{rn,m',u>)^ —— e-«ll — ^ 1 1 
47r 11 m — m ' 11 
et de leurs derivees normales 
deGe(m,m,u) =n-T m 7~ti 777̂
 + l~Ti 777 ) e 
| | ra —m'| | \47r | |m — m! \\2 4vr11 m — m' \\J 
qui se retrouvent dans les definitions des operateurs matriciels 
DS?(i,j) "= [ ( ^ ( m ) a A K m V ) ^ ( m ' ) d m ' d m 
= I deGt(p\
k), m', u) ipf (m') dm' 
Sflihj) = - f f 6^(m)Ge(m,m',u)ipf(m')dm'dm 
Kl JTt JTk ' 
= - I G^?\rn\u)vf{rn')dm'. 
Les singularites emergent lorsque les integrales des operateurs matriciels DJ^ et 
Skl sont definies sur les memes surfaces / = k. Dans ces cas, il est certain qu'au 
moins un point m est identique au point m' puisque le maillage est defini de fagon 
unique. II y existe plusieurs techniques pour traiter les singularites et approcher la 
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valeur de l'integrale singuliere. La methode employee pour ce probleme provient 
des travaux de Sikora et al. [2006] et est detaillee a l'Annexe IV. 
Les operateurs matriciels sont par la suite integres numeriquement. La methode 
utilisee dans ce travail est connue sous le nom de quadrature de Gauss et est 
egalement detaillee a rAnnexe IV. 
7 Resultats 
L'implementation numerique a ete effectuee dans l'environnement Matlab sous les 
versions 7.3.0 (R2006b) x32 et 7.6.0 (R2008a) x64 (http://www.mathworks.com/). 
Les simulations sont fonctions de plusieurs parametres physiques et numeriques, 
lesquels sont brievement decrits dans les prochains paragraphes. Notons par contre 
que les principaux resultats sont presentes sous forme d'une contribution scien-
tifique exposee au Chapitre 7. 
Types de milieux Deux types de milieux ont ete generes pour les simulations 
des problemes perturbe et non perturbe : des spheres concentriques (par exemple a 
la Figure 7.3) et des tissus anatomiques provenant de donnees IRMa (par exemple 
a la Figure 6.3). Dans chacun des cas, plusieurs tests numeriques ont ete effectues 
selon la dimension, la resolution, le nombre de sous-regions et le type de maillage 
utilise. Les simulations presentant les parametres selectionnes sont exposees a la 
section 5 du Chapitre 7. 
Proprietes optiques Le choix des proprietes optiques du milieu doit egalement 
etre accompli avec precautions. II existe plusieurs fagons de les mesurer experimenta-
lement ou de les estimer par simulations numeriques. Ces proprietes optiques 
dependent egalement du sujet. Par exemple, les coefficients d'absorption du nouveau-
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ne different de ceux de l'adulte et a son tour de ceux de la personne agee. En 
effet, les tissus des differents types de sujets sont biologiquement constitues de 
fagon differente et sont de tailles generalement inegales. Dans cet ouvrage, les 
proprietes optiques employees lors de simulations produites sur les spheres concen-
triques proviennent principalement des travaux de Sikora et al. [2006]. Dans le cas 
de simulations numeriques produites sur des tetes adultes, les proprietes optiques 
ont ete recuperees des travaux de Strangman et al. [2003]. 
Types de source La formulation integrale du probleme non perturbe modelisee 
a partir de l'equation de diffusion 
- V • «(r) V + fia(r) + — J <E>(r, u) = q(r, u), r <E Q 
associee a la condition de Robin 
d 
&(m,Lj) + 2f3K(m)—-<b(m,u) = h (m.ui), meT 
on 
permet de definir deux problemes selon le type de source lumineuse : 
(1) une source interne q pouvant etre reliee au probleme de fluorescence; 
(2) un flux incident h~ pouvant etre relie au probleme d'imagerie ou de tomo-
graphic comme c'est le cas dans cet ouvrage. 
La formulation integrale permet les deux types de sources. Dans le premier cas, le 
terme H de l'equation (5.15) est mis a zero et seul le terme Qe de l'equation (5.10) 
est considere. Le deuxieme cas est l'oppose du premier. Les resultats presentes 
dans le cadre de cette these ont ete produits a l'aide d'un flux lumineux incident 
(cas (2)). 
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L'auteur n'a pas presente une analyse exhaustive de tous les tests numeriques dans 
la these puisqu'il renvoie le lecteur a la section 5 du Chapitre 7 qui expose les 
resultats concluants sous forme d'une contribution scientifique. 
8 Sommaire 
Ce chapitre a presente 1'approximation de Born dans un milieu heterogene a plusieurs 
couches. Ces travaux se sont bases sur la formulation integrale introduite par Sikora 
et al. [2006] et sur 1'approximation de Born. La formulation integrale regroupant 
1'approximation de Born et le modele multi-couche represente la principale contri-
bution originale de cette these. Rappelons que les principaux resultats numeriques 
sont presented au Chapitre 7 tandis que la formulation integrale analytique est 
explicitee a la section 5.2 du present chapitre. 
La technique utilisee dans ce chapitre necessitait la creation de tissus segmentes 
a partir de donnees acquises en imagerie par resonance magnetique. Deux types 
de segmentations ont ete realisees dans cet ouvrage : volumetrique et surfacique. 
Le paquet SPM5 developpe sous Matlab a ete utilise pour segmenter le CSF et 
les matieres grise et blanche de fagon volumetrique. Les autres tissus tels le cuir 
chevelu et le crane provenaient d'algorithmes de segmentations developpes dans 
le cadre de ce travail. Le logiciel BrainSuite2 a ete employe pour effectuer les 
segmentations surfaciques necessaires a la formulation integrale des problemes per-
turbe et non perturbe. Entre autres, les surfaces du cuir chevelu, du crane et du 
cortex ont ete effectuees. Compte tenu de la complexity des maillages generes par 
ce logiciel, des algorithmes procedant a la decimation et a la creation de region 
d'interet ont ete programmes. Plusieurs tests numeriques ont ete realises pour 
determiner les parametres qui offraient le meilleur compromis entre le temps de 
calcul et la precision des maillages. 
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Les segmentations volumetriques ont permis de simmer la propagation des photons 
a partir d'une technique de Monte Carlo. Ces simulations numeriques ont ete 
employees a titre de comparaison avec les resultats obtenus a partir de la technique 
developpee dans le cadre de cette these. Les graphiques montrant les similitudes 
des deux techniques sont presentes a la section 5 du Chapitre 7. 
Comme il est mentionne precedemment, les resultats obtenus dans cette these re-
posent sur les travaux de Sikora et al. [2006]. L'implementation numerique de cette 
methode a tout d'abord ete realisee non sans dimcultes. Cependant, les resultats 
obtenus par Sikora et al. [2006] ont ete reproduits. 
Dans ce chapitre, la formulation de 1'approximation de Born dans un milieu heteroge-
ne multi-couche a ete ecrite et le developpement des programmes informatiques de 
cette technique ont ete realises et compares avec les methodes de Monte Carlo. Ces 
comparaisons sont satisfaisantes. Plusieurs tests numeriques ont ete effectues sur 
plusieurs types de milieux. Entres autres, le probleme inverse a ete resolu par trois 
differentes methodes : le GMRES ("generalized minimal residual") lorsque la ma-
trice de sensibilite A etait carree et le LSQR ("least square") pour A non carree 9, 
la regularisation de Tikhonov et le pseudoinverse de Moore-Penrose. Lorsque la 
methode le permettait, un preconditionneur, provenant d'une factorisation LU 
incomplete, a ete utilise pour guider l'inversion vers une meilleure solution. La 
methode la plus performante a ete le GMRES/LSQR pour la majorite des tests 
numeriques. Les resultats concluants sont presentes au Chapitre 7. 
9La matrice de sensibilite est non carree lorsque les surfaces des sous-regions n'ont pas le meme 
nombre de noeuds et d'elements. 
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Chapitre 7 
Hybrid boundary element method applied to 
volumetric diffuse optical tomography 
Reference : DEHAES M. AND LESAGE F., Hybrid boundary element method 
applied to volumetric diffuse optical tomography, Phys. Med. Biol., (soumis). 
Cet article a ete soumis le 16 decembre 2008 pour publication dans le journal sci-
entifique Phys. Med. Biol. (http://www.iop.org/EJ/journal/PMB). Dans cet 
article, l'application de 1'approximation de Born pour resoudre l'equation de dif-
fusion dans un milieu multicouche a l'aide de la methode d'elements de frontiere 
est demontree. En particulier, les programmes informatiques sont premierement 
valides dans le cas de la propagation diffuse des photons dans un milieu multi-
couche compose de sous-regions ayant chacune des proprietes optiques constantes 
et homogenes. Le calcul de la fluence photonique restreinte aux frontieres est valide 
par des simulations de Monte Carlo. Cette validation permet de calculer la fluence 
photonique dans tout le milieu via la representation integrale. Le calcul de la 
fluence photonique volumetrique est egalement valide par des simulations Monte 
Carlo. L'approximation de Born qui a ete developpee dans cet ouvrage consiste en 
une extension du travail de Sikora et al. [2006]. Dans cet ouvrage, il a ete demontre 
que la propagation diffuse des photons dans un milieu multicouche peut etre decrite 
par 1'approximation de Born de l'equation de diffusion. La validation de ce calcul 
a ete effectuee a partir de simulations Monte Carlo. Ces resultats suggerent que 
la methode hybride peut etre utilisee pour decrire la propagation de la lumiere 
dans un milieu multicouche et etendue a la tomographie optique diffuse en trois 
dimensions. 
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Abstract : Diffuse optical imaging is a functional imaging technique enabling the 
estimation of hemoglobin concentrations. The modality suffers from weak spatial 
resolution and quantification of resulting images is difficult due to the heterogeneous 
nature of tissue optical properties. In this paper, the Born approximation is demon-
strated to solve the diffusion equation in a multilayered medium using the boundary 
element method (BEM). The 3D medium is divided in distinct sub-regions contain-
ing piecewise constant optical properties governed by a set of Helmholtz equations. 
Photon ffuence restricted to the boundaries is first computed without perturba-
tion using the boundary element method [Sikora et al. 2006]. This is extended to 
the whole medium using the integral representation formulation. These volumetric 
extensions are then applied to solve the BEM system in the presence of pertur-
bations within the Born approximation. A comparison with Monte Carlo simu-
lations show agreement between both techniques. The hybrid method is further 
applied on an anatomical adult head model. This new approach enables a realistic 
forward model in a highly diffusive multilayered medium improving hemoglobin 
concentration quantification in diffuse optical tomography applications at reduced 
computational cost. 
1 Introduction 
Diffuse optical imaging (DOI) is a biomedical imaging method allowing the measure 
of optical properties of tissues. This technique uses injection and detection of 
light on tissue boundary in a non-invasive fashion to form an image [Yodh et 
Chance 1995, Arridge 1999, Boas et al. 2003]. By using two or more wavelengths 
in the near infrared (NIR), the technique can provide relative concentrations of 
oxyhemoglobin (HbC^) and deoxyhemoglobin (HbR) with respect to time using the 
modified Beer-Lambert law [Boas et al. 2004b]. By varying the distance between 
sources and detectors, it is possible to probe tissue at different depths [Strangman 
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et al. 2003]. Associated with an accurate model of light propagation, DOI can be 
used to perform tomography. 
Photon propagation in biological tissue can be described analytically using the 
radiative transferi equation (RTE) [Ishimaru 1978] and implemented numerically 
with Monte Carlo method [Boas et al. 2002, Wang et al. 1995]. In the RTE, 
photon radiance depends on many variables such as position, direction and time. 
Since RTE is difficult to solve, the equation is often approximated by the so-called 
diffusion approximation. The resulting variable of interest is called the photon 
fluence. The approximation requires the scattering coefficient to be much larger 
than the absorption coefficient which is mostly the case in biological tissues [Arridge 
1999]. Breakdown of the approximation occurs when comparing fluence fields close 
to the emitting point source [Wang et Jacques 2000]. In this cases, RTE is more 
accurate than diffusion equation. 
The Boundary element method (BEM) was first used by Brebbia and Dominguez for 
electromagnetic potential problems [Brebbia et Dominguez 1977]. Since then, BEM 
has been applied in several physical and engineering problems such heat transfert, 
electromagnetism, fluids dynamics and many more. It is mainly based on the nu-
merical resolution of linear system of partial differential equations in piecewise ho-
mogeneous media. In biomedical imaging, the BEM was used in electroencephalog-
raphy and magnetoencephalography (EEG/MEG) [Scheler et al. 2007, Kybic et al. 
2005, Mosher et al. 1999], electrical impedance tomography [de Munck et al. 2000, 
Babaeizadeh et al. 2006] and electromagnetic source imaging (for example [Akalin-
Acar et Genger 2004]). The BEM was also applied to near-infrared spectroscopy 
[Srinivasan et al. 2007] and diffuse optical tomography [Sikora et al. 2006]. The 
integral equations used in the BEM enables two types of representations : (1) the 
resolution of the boundary integral equation yielding values of the field for all points 
belonging boundaries and (2) application of the integral representation formula en-
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abling the explicit computation of the field everywhere in the medium. 
The Born approximation consists in a technique using perturbation to recover 
photon fiuence. In the framework of this paper, the perturbation can be applied on 
the absorption coefficient, the scattering coefficient or both of them and is assumed 
to be smaller than the background values. This approximation has been applied 
for example in the radiative transport equation [Kim et al. 2006] and in Monte 
Carlo methods [Seo et al. 2007] to estimate optical properties. 
In this paper we propose to use the Born approximation to solve the diffusion equa-
tion in a multilayered medium using the boundary element method. In particular, 
we first validate our implementation by solving the diffusive photon propagation 
in the multilayered medium composed of distinct sub-regions, each of them hav-
ing homogeneous optical properties. The boundary photon fiuence distributions 
are compared with Monte Carlo simulations. The computation of photon fiuence 
field everywhere in the medium is then performed using the integral representation 
formulation. Again, the volumetric photon fiuences are validated against Monte 
Carlo simulations. This opens the way for an application of a volumetric Born ap-
proximation as an extension of the integral formulation developed by Sikora et al. 
[2006]. In particular, we demonstrate the application of the Born approximation 
in a multilayered media and validate them against Monte Carlo simulations. Fi-
nally, an application of the hybrid method in a realistic anatomical adult head 
model is performed. The paper is organized as follows : section 2 presents the 
definition of the problem and mainly the unperturbed integral formulation. The 
following section exhibits the new application of the Born approximation within 
a boundary element framework. In section 4, the numerical boundary and volu-
metric discretizations used to simulate both BEM and Monte Carlo methods are 
described. This is followed by comparisons between the two techniques in section 
5. 
7. Hybrid boundary element method applied to volumetric diffuse 
optical tomography 226 
2 Definition of the problem 
Photon propagation in a highly diffusive region 0 with boundary T = dfl, can 
be modeled by the diffusion equation and associated Robin boundary condition, 
the later describing the air-tissue mismatch on the boundary [Arridge 1999]. In a 
medium with / j a <C //s, photon propagation can be written in the frequency domain 
as 
-V-«(aj) V + fia(x) + — ] $(x,u) = u(x,u), x € fl C M
3 (2.1) 
with Robin boundary condition 
$(y,w) + 2 / ? « ( y ) ^ * ( y , a ; ) = /(y,a;)1 yeT and P=\^f (2-2) 
where K and fj,a are the diffusion and absorption coefficients respectively, u> is the 
frequency modulation, x is the position of the photon in Q, c is the speed of light 
in the medium, <3> is the photon fluence, u is an internal light source in Q, y is the 
position of the photon on T, n is the outward unit normal at T, / is a incoming beam 
flux and R is the refraction index mismatch at the air-tissue boundary [Arridge 
1999]. The diffusion coefficient is related to the optical properties and is defined 
by 
«(*) =f g(MaO + /4(a0) 
where fx's is the reduced scattering coefficient. 
2.1 Integral formulation 
Equation (2.1) and its boundary condition (2.2) can be developed using the bound-
ary element method (BEM). The region Vt is assumed to be divided into L sub-
regions fle for t e [ 1 , . . . , L] such that fl = uf=1fi*. These sub -regions are restricted 
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by smooth boundaries Te for £ G [ 1 , . . . , L] such that Ti = T and are character-
ized by constant (homogeneous) optical properties, i.e. diffusion and absorption 
coefficients (ne, p,ai) corresponding to the sub-regions fie, £ G [ 1 , . . . , L]. 
Since optical parameters are spatially invariant in each sub-region, diffusion equa-
tion (2.1) can be rewritten as a Helmholtz equation for each of these homogeneous 
regions and is given by 
V2$K*, w) - p2e $,(x, J) = -
Ui^u\ xene (2.3) 
where $£ is the restriction of $ in the sub-regions Q? and pe is the complex wave 
number associated with the Helmholtz equation, 
V fy 
Equation (2.3) must be completed with boundary conditions : 
Photon fluence continuity : &e-i | r = &e\T > £ E [2,..., L] 
Photon flow continuity : Ke-i V ^ _ i | r = Kt V<fy|r , I G [2 , . . . , L) (2.4) 
Robin boundary condition : $i + 2/3 «i V$i = / , £ = 1 
The differential system given by the Helmholtz equations (2.3) and their boundary 
conditions (2.4) can be approached with a boundary integral formulation using 
Green's functions Ge [Sikora et al. 2006]. These functions are solutions of the 
Helmholtz equation when considering the system with the Dirichlet condition, i.e. 
Ge = 0 when |x| = || x — x' || —»• oo. Let Ge be the solution of equation (2.3) for 
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each sub-region Q? such that 
V2Ge{x,x',u>) - pjGe{x,x':u) = -5(x-x'), x,x'efle (2.5) 
where Ge{x, x', u>) takes the form 
Ge(x,x'.u) =
f — n - ^ e-«H*-*'ll such that lim Ge(x,x',u>) = 0. 
47r 11 a; — x' II |zHoo 
(2.6) 
G is the response of the infinite medium to a point source 8 at position x'. In 
the following we will also need the normal derivative of the Green's function with 
respect to x' which can be written as 
VGe^n.VGe(x,x',u) = n. * - * ' , , „ ( „ * , „ + Pe) e~^~''"• 
4n || x — a;' ||2 \ | | i c — a;' || / 
(2.7) 
Following Sikora et al. [2006], the BEM formulation is obtained when equation 
(2.5) is multiplied with $e(x',u) and equation (2.3) with Ge(x,x',uj) and the 
results subtracted to yield 
$e(x', u) X72Ge(x, x', u) - Ge(x, x', UJ) X7
2$£(x', to) 
= -5(x - x') $e(x', u) + Ge(x, x', u)
 e[ ' ] 
K£ 
for x, x' G fig. Integrating both sides of expression (2.8) with respect to x' over 
the sub-region Vt£ gives 
/ ( $e(x', u) V
2Ge(x, x', u) - Ge(x, x\ u) V
2 $ f (x', u)j dx' 
r / ( > \\ ( 2-9 ) 
= / f -6{x - x') $t(x', u) + Gt(x, x', u)
 u^x^> \ dx'. 
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The use of the second Green identity1 on the left hand side of (2.9) leads to 
I ($t{x', w) V
2Ge(x, x\ u) - Gi(x, x\ u) V
2$,(a;', uU dr' 
= J \^e(y
,,u)VGe(x,y\u) - Ge(x,y\u)V^e{y',u)\ dm' 
- I Ue+1(y',u)VGe{x,y',u)-Ge(x,y',u;)V^e+i(y',oj)Jdrn'. 
Integrating the first part of the right hand side of equation (2.9), i.e. integrating 
$e exactly at x and defining the second part by U( such that 
$e(x,u) = / 6(x-x')®e(x',u) dx' 
in, 
Ue(x,x',ui) = — / Gi(x,x',u) ug(x',u) dx', 
the integral representation formula for the internal interfaces of the medium takes 
the form 
$e{x,u)+ I (vGi{x,y\uj)$l{y\u)-Gi{x,y',u)V§i{y\u)\dy' 
- J (vGe(x,y',u)^e+1(y',u) - Ge(x,y',u)V$e+1{y',u)\ dy' (2-10) 
= Ui{x,x',u), for x € fie, Z € [ 1 , . . . , L - 1] 
where TL+i = 0 . In the case £ = L, the integral in the innermost sub-region ClL is 
*If if and ip are both twice continuously differentiable in 17 and T = dQ, then 
/(*,vV-*vV)dn = /(v>§£ 
* & « • 
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given by 
$L{x,u)+ [ (dLGL(x,y\u)$L(y',u)-GL(x,y',L,)dL$L{y',u))dy' 
JrL V / (2.11] 
= Ui(x,x',u}), for s e f i i . 




The incident flux term F is defined by 
F(x,u)^—— f G1(xty',uj)f(y')dy', y'eTx. 
Using these definitions, the integral formulation (2.10) corresponding to the sub-
region Qi becomes 
^(xtU) + J (vG^y'^u) +
 Gli^U)) W,^) <V 
- I (VG1(x,y',Lj)^{y',u)-G1(x,y',u;)V^2(y',uj))dy' (2-12) 
= Ui(x,x',uo) + F(x,u). 
To complete the integral formulation, a limiting process is applied to bring x toward 
boundaries of each sub-volume. Given the £-th sub-volume for £ € [ 1 , . . . , L — 1], 
this operation consists of taking the limit of the integral representation formula 
(2.10) when x goes toward the boundaries (outer and inner). For the innermost 
sub-volume, the method is similar and the limiting process is only done on FL since 
TL+i = 0-
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2.2 Limiting process 
When x —> T^, first integral in expression (2.10) makes no sense and is singular 
due to the Green's function Gt and its normal derivative. A limiting process is 
used to handle this problem and enables to take account of this singular behavior 
[Bonnet 1995]. Let J / G T I and consider a connected neighborhood vf of y for a 
fixed diameter e > 0. The idea is to take the limit e —> 0 of equation (2.10) to 
handle the singularity. On T^ and for x —> y, equation (2.10) becomes 
(*t(v)Qe(v,u) 
+ f (vGe(y, y\ u) $,(y', u) - Ge(y, y\ UJ) V$,(y' , u)) dy' 
Jve-vf \ J (2_13) 
- / ^VG € (y ,y^u ; )^ + l ( y^a ; ) -G / (y ,y^a ; )V$ / + l ( y^a ; ) Jd l /
, 
= Ue(y,x',ui), x ' e f l , , yeTe,£e [ 1 , . . . , L - 1 ] . 
On Tf+1, the singularities are processed in the same way by letting e —» 0 with in 
the connected neighborhood v£__(y), for y € IYn. When x —> y, equation (2.10) 
takes the form 
aj(y)$t+i(y,u>) 
+ J (vGt(y, y', u) $,(y', u) - Ge(y, y', w) V$,(y' , u)\ dy' 
- / (\7Ge(y,y\uj)$e+i(y',u)-Ge(y,y'iu;)V<S>e+i(y',ujUdy' 
= Ui+i(y,x',u), x' e tie, V € Tt+i, i G [ 1 , . . . , L - 1]. 
(2.14) 
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In the case of the innermost sub-volume QL, equation (2.11) becomes 
a$(y)$L(y,u;) 
J + (vGe(y,y',uj)$L(y'^) ~ GL(y,y',u>)V$L(y',u)\ dy' (2.15) + 
= UL(y,x',u), x' efiL,y eTL. 
Here, the free term can be evaluated to af(y) = 1/2 assuming that y is a smooth 
point belonging smooth boundary 1^ [Bonnet 1995]. The above integrals are now 
continuous and we are left with equations relating only the values of the photon 
fluence on the boundary which can be solved numerically. 
These equations can be written as a linear system and be solved for the photon 
fluence $e(y,uj) on the boundaries and its normal derivative V$^(i/, a;). The sys-
tem of previous integral equations can be solved using numerical discretizations 
and the resulting linear system is described in Sikora et al. [2006]. Using the inte-
gral representation formula (2.10), boundary photon fluences can be converted to 
volumetric photon fluence fields in the whole medium. This is necessary to develop 
the Born approximation of the next section. 
3 Born Approximation 
Given $e(x, u) the solution of the Helmholtz equation (2.3) in the £-th sub-volume, 
the perturbed problem is formulated by introducing a change in the absorption 
coefficient such that 
fJ>a,e(x) + iu/c _ AW +AAVifo) +iu)/c 
_ AW + iu}/C , AVaAX) def 2 , &Pa,t(.x) / , 1 ^ 
— 1 ~ — Po.e~\ ~ • 1-J--U 
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This perturbation leads to changes in the definition of the photon ffuence fields 
<&t(x,Lj) such that 
$t(x, u) =
f $o,<(a, w) + A$t(x, u), xene,£e[l,..., L]. 
where 4>0;£ is the photon fluence in an homogeneous sub-region, A$^ is the per-
turbed photon fluence 2 due to a perturbation of the absorption coefficient ^ia^{x) = 
Ha0je + Afiajlx) with (j>aox the homogeneous absorption coefficient (see Figure 7.1). 
In the following we will be mainly interested in a change of absorption occurring 
in a single region I = p. This choice is consistent, for brain imaging, with the ex-
pectation that activated cortical regions will be localized in the gray matter areas. 
Note that even in this case, the photon density is modified everywhere (i.e. the 
perturbation induces a change of <&i(x,u) in the whole medium). 
Figure 7.1 Example of a multilayered perturbed system. In this case, the third 
sub-region is perturbed. 
2Note that the Greek symbol A is employed in the case of a perturbation and not for the 
Laplacian operator noted here by V2(-). 
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Given the perturbation, the Helmholtz equation (2.3) becomes 
V2 ($0.*(a:, w) + A$e(x, w)) - pi t ( $ 0 . ^ , u) + A<$>e{x, u)) = - ^ ,1 ^ P 
(3.2) 
in the sub-regions where Afxa^(r) = 0, for r £ fig. In the perturbed sub-region 
£ — p, resulting equation takes the form 
V2(*0j,(x,u) + A*p(x,u>)) - (plP+
AfXa
K




The separation between perturbed and unperturbed fields for £ ^ p is somewhat 
redundant since the equation is not modified for this case. On the other hand, it 
becomes useful to implement the boundary conditions in such a way that A<3̂  is 
modified due to the perturbation in layer £ = p. In the perturbed sub-region, <J>0,p 
satisfies 
V 2 $ 0 , P ( ^ ) - pg„<M*>") = - ^ ^ (3.4) 
Kp 
and the fields <I>o,̂  W satisfy the same equations as found in the previous section. 
Our next goal is then to find an equation for the corrections A<fr̂ . For layer p, 
using equation (3.4), the perturbation equation (3.3) becomes 
V2A$p(x, u) - (PIP + ***>&) A%(X, U) - ^ ^ - *„ , (« , u) = 0. (3.5) 
In highly diffusing medium, i.e. where \xa <̂C //s, the term 
AHa,p(X) l-^A%(x,u)~o((A»a,pf 
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can be neglected and equation (3.5) becomes 
V 2 A%(x , u) - plp A%(X, U) -
 A / V p ( a ; ) $0lP(x, OJ) = 0. (3.6) 
Kp 
Here, Apa^p(x) is defined in the volume flp but $0,p is known on the interfaces Tp. 
Using the same technique as in section 2, equation (3.6) is multiplied by the Green's 
function Ge, Green's equation (2.5) is also multiplied by A$ p and subtracting gives 
A$p(x',u)W
2Gp(x, x\u) - A%(x',u) p\pGp(r,r',u) 
+ A%(x', u) 5(x - x') - Gp(x, x', u)V
2A$p(x', u) 
(3-7) 
+ Gp(x, x', u) Po,P A$p(x' , u) 
+ Gp(x, x\ u) $0,p(x\ W ) ^ W ^ 1 = o. 
Kp 
Applying the same procedure as in section 2.1, using the second Green's identity 
again and defining Up such that 
~ def 1 f 
UP(X,X',LO) = / Gp(x,x',uj)%,p(x',u)ApaiP{x')dx\ (3.8) 
KP Jnp 
the new integral representation formula for the perturbed sub-region Q,p is given 
by 
A$ p (x ,c j ) 
+ f (vGp(x, y', u) A%{y', u) - Gp(x, y', u) VA%(y', u)j dy' 
7\ J . (3-9) 
- / \VGp{x,y\u)A%+1{y',uj)-Gp(x,y\u;)VA$p+1(y',uj))dy' 
= Up(x,x',u), for x E ftp, p E [ 1 , . . . ,L — 1] 
The left hand side of this equation is similar to the previous unperturbed situation. 
Therefore, the only problematic term is Up which necessitates a computation in the 
volume Qp where Apap ^ 0. By sending x —> y on both boundaries and treating 
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the singularity originating from the Green's function in a similar fashion as in the 
unperturbed case, the only term to work out is given by 
/ Gp(x, x', u) $o,p(a:', w) A/iaiP(x') dec'. 
First, note that the integral is defined in the sub-volume Q,p only. Second, it should 
be noted that Gp(x, x', ui) and AfjLa#(x') are known functions in the volume for the 
direct problem and for the inverse problem, A/j,aj)(x') is to be determined but is 
known at each iteration. Finally, the evaluation of $otP(x',u) in the volume can be 
done using the unperturbed integral representation formula (2.10) where computed 
values on the boundaries can be used to express the photon fluence in a particu-
lar sub-volume. In other words, the computed boundary values $^(?/,ci;)|yer£ and 
<S>e+i(y,u)\yere+1 from the unperturbed formulation are employed via the volumet-
ric representation (2.10) to calculate the necessary expression <f>otP(x', UJ) in the 
perturbed volume (in this case, note that dflp = T^ U I Y K ) . 
By applying the same procedure to all other perturbations A$£ for £ ^ p, the same 
equations as we had before will be recovered, i.e. for the layers where A/ia^ = 0. 
Then, the perturbation equation (3.2) becomes 
V2A$ f(x, UJ) - p
2
oe A$e(x, u>) = 0 (3.10) 
and a set of boundary integral equations relating the values of the perturbation 
at each boundary is written in exactly the same manner. Finally, assuming that 
the non perturbed solution Q0J(X,UI) satisfies the boundary conditions described 
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in the previous section, the boundary conditions on A$^ satisfy 
Perturbed fluence : A$^_i A$, 
r> Tt 
ee[2,...,L] 
Perturbed flow : K,̂ _I VA$^_a = / ^ V A $ , , £e[2,...,L] (3.11) 
Robin condition : A$i + 2/?«iVA$j = 0, £ = 1 . 
Note that the boundary condition is still of type Robin since it does not involve 
the perturbation of the absorption coefficient. By separating the problem this way, 
the original discretization of the fields on the boundaries can be reused to compute 
the unperturbed field and only a meshing of the volume in the perturbed layer is 
necessary. Finally, singularities in representation (3.9) are treated as in section 2.2 
for the unperturbed problem, i.e. letting x —> y 6 Tp. Let define a connected 
neighborhood v£+{y) for y &TP and e > 0. Let e —• 0, then equation (3.9) becomes 
a+(y)A%(y,u>) 
+ / f \7Gp(y, y', u) A%(y', u) - Gp{y, y', u) VA$p(y', u)) dy' 
Jrp-v+ \ J 
- f \VGp(y,y\u;)A%+1(y',uj)-Gp{y,y',u;)VA%+1(y',ij)\ dy' 
= Up{y,x',u), x' e fip, y e r„, pe [ i , . . . ,L - l]. 
(3.12) 
Similarly, let e —• 0 on r p + i with the connected neighborhood v
e_{y), then equation 
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(3.9) takes the form 
Q-(y)A%+1(y,u;) 
p + i 
+ J (vGp(y,y\u) A$p(y',u) - Gp(y,y\u) VA<E>p(y',u>)\ dy' 
- f (vGp(y,2 / ' ,u;)A$p + 1(y' ,a;)-G'p(y,2/ ' ,a;)VA$p + 1(i / ' , (x;))dy' 
Jrp+1-vr V / 
= Up+1(y,x',u), x' eQp,ye Fp+1, p € [ 1 , . . . ,L - 1]. 
(3.13) 
In the case of the L-th innermost sub-region fix,, resulting equation is given by 
a+(y)A$L (y ,a ; ) 
+ j + (vGe(y, y\ u) A$L(y' , u) - GL(y, y', to) V A $ L ( y \ a;)) dy' 
= UL(y, x', u), x' eflL,ye TL. 
(3.14) 
Again, the free term a± (y) = 1/2 assuming that y is regular on Tp and all these 
integrals are continuous and can be solved numerically. The question remains 
however of whether this approach provides accurate results. 
4 Numerical discretization 
The boundary integral equations from the previous section can be discretized in 
the same manner as that used for the original BEM method, the only addition 
here are a second set of BEM equations that includes a volumetric component. 
This component is perturbed in nature and only involves two integrals. Thus the 
requirement of fine meshes usually needed in the FEM methods might not be as 
stringent here : for instance, one can define a fine meshing of the layers but use a 
coarser meshing of the volume between two layers. This approach will be studied 
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with an academic case of three concentric spheres. 
4.1 BEM operators 
def 
Let Q,£ be a open regular sub-region with regular boundary Ti = dVlz such that 
Tt = T̂  or Ti = rYj-i for £ € [ 1 , . . . , L — 1], then operators V and S are defined as 
(v\e) g)(y,co) dif [ VG£(y,y\u;)g(y')dy' for y'eTt 
(S[e) g)(y,u,) dif [ Ge(y,y',u)g(y')dy' for J / ' G T , 
where V is so-called the double-layer potential and S is the single-layer potential 
which map a scalar function g on T; to another scalar function on i y Note that 
Ge and its normal derivative VG^ still describe the Green function (2.6) and its 
normal derivative (2.7) in the sub-region fif. 
4.2 Boundaries and unknowns discretizations 
The boundary Ft is discretized in iVe, surface elements Tt for £ £ [ 1 , . . . , iVey] 
with iVve nodes p2 for i e [ 1 , . . . , N^e ]• The perturbed photon fluence A$/ and 
its normal derivative VA$; can be approximated by the use of basis functions ip^ 
such that 
A ^ x d / ^ ) = A$,(y,u) ~ V ) a f ( a ; ) ^ 0 ( y ) , (4.1) 
K W V A ^ H ^ W ) =K I VA$ i ( J / ) W ) ~ V ^ M ^ C l / ) - (4-2) 
Each unknowns is written by the product of basis functions ^ defined on Ti and 
interpolated complex coefficients aS et b,'. Integral representation formula (3.9) 
7. Hybrid boundary element method applied to volumetric diffuse 
optical tomography 240 
can be written by the use of single- and double-layer potential operators such that 
Vf>{y,u>) = X>$V)/" VG^y\u)^\y')dy\ (4.3) 
3 JTl 
Sf\y^) = J > f M [ Ge(y,v',u)<pf>{v')dy'. (4.4) 
To convert continuous equations of discrete variables in a system of discrete equa-
tions, single- and double-layer potential operators (4.3) and (4.4) are formally in-
tegrated against test functions ip\ such that 
2>2W) = {v\\4k))= [ 4k\y)v\e\y^)ay 
= E a f M / [ 4k)(y)VGe(y,y\uj)^\y')dy'dy (4.5) 
si?(».«) = (4'\4t})=[ *!"(y)5ifl(».«)dw 
Jrk 
= E 5?( u ) / [ 4k\y)Ge(y,y',u;)ip
{;\y')dy'dy. (4.6) 
The simplest choice of test functions consists of defining ip\ = Sp. , i.e. by the 
use of Dirac mass. This collocation approach is presumed to be fast and easy to 
implement but less accurate than other methods. In this case, integrals equation 
are evaluated exactly on the collocation node p\ such that 
4k)(y) = Hy-p?)) = ̂ (y)- (4-7) 
Since the evaluation is achieved exactly on the collocation node, extra precaution 
must be performed in the case of singular nodes. This is the situation when y —> y' 
in Green functions and derivatives. The evaluation of the singular integrals is 
described in Appendix of Sikora et al. [2006]. 
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4.3 Linear system 
The discretization of integral equations by the collocation method (4.7) avoids one 
of the integral evaluation by the use of a Dirac mass. Let DjJ and SjJ be the 
(JVve x iVje) matrices corresponding to the discretized potential operators T>kl 
and Sj. These matrices are defined in the sub-region Clg and involve boundaries 
Ti and i\- such that 
Di't'.i) ( 0 / . ; \ J . . ' f(y)^Gl(y,y',u!)<f)L>(y')dy'dy = / / « > ( 
= f VG«(p^ ^ ^ ( l / W 
Sufrj) = ~ [ I S{p
k)(y)Ge(y,y',u;)^
)(y')dy'dy Ki JT, Jr,, 
(4.8) 
= - f Ge{vf\y'^)^\y')^y' (4.9) 
where matrices are defined for the vertices i € [ 1 , . . . , iVie ] and for vertices j £ 







^ , - . , 6 AT, (fc) (4.10) 
Replacing matrix definitions (4.8) and (4.9) in integral equations (3.12), (3.13) 
and (3.14), the system of 2L — 1 equations and 2L — 1 unknowns becomes (using 
boundary conventions k = p and I = p + 1 where p is the perturbed sub-region 
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indice) 
I i + D ( 1 ) +— S(1) 
2 l + D n + 2/r n 
a i - D V a a + SVfr 
*(D 1 (i) IT ' + — S a i D 
12 " 2 
a2 + S $ 62 = 0 
^l + Dg ak-S™bk-D%)al+S%)bl = Uk 
u.fc afc - b,fc ofc + D 
(fc) 
aj + S,(;°6, = tf, 
(4.11) 
5 , + Dffi 
:(i) a L - S ^ 6 L = 0 
Introduce the following definitions 
.(€)+ def 1 
C = 2 ' + D fcfc and Dg-tfi|-Dl2 
The 2L — 1 differential equations from 4.11 form a linear system involving 2L — 1 
unknowns 4.10, and the sensitivity matrix M is defined such that 
U l l +2/3 




c( l ) 
°11 
c( l ) o 2 1 
- D { 1 ) 
u 1 2 
D(D-
u 2 2 
0 
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c( l ) 
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ai a2 b2 • • • ak bk aL bL 
0 0 ••• 0 Uk Ui 0 0 ••• 0 
(4.13) 
(4.14) 
Assembling the sensitivity matrix (4.12) and vectors (4.13) and (4.14) gives the 
linear system 
Mw = z, (4.15) 
assuming that only flp contain an absorption perturbation. Remark that matrix 
(4.12) is dense unsymmetric block form. The system (4.15) can be solved using 
GMRES method [Saad et Schultz 2001]. 
5 Results 
This section contains numerical experiments in both unperturbed and perturbed 
cases. Section 5.1 shows boundary photon fluence comparisons between the BEM 
method and a Monte Carlo simulation in the unperturbed case. These boundary 
comparisons are accomplished to validate our code with previous implementations 
from the literature [Sikora et al. 2006]. Since photon fluences from Monte Carlo 
methods are computed inside the volume, photon fluences on the boundaries from 
the BEM method are converted to volumetric values via the integral representation 
formula (2.10). In section (5.2), the code is validated against a Monte Carlo simu-
lation in the unperturbed volumetric case. This validation will provide a measure of 
the accuracy of the volumetric BEM estimations. Section (5.3) describes a similar 
numerical comparison but in the case where the perturbed technique is used by the 
introduction of an absorption perturbation in a particular sub-region. In this case, 
comparisons involved values from perturbed integral representation formula (3.9). 
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Note that all Monte Carlo simulations were processed using adapted code from Boas 
et al. [2002] 3. Optical and medium properties were identical in BEM simulations 
for all validations. 
5.1 Unperturbed system: boundary validation 
The first experiment consists of comparing boundary photon fluence fields from 
the unperturbed BEM with a Monte Carlo simulation. To compare both methods, 
Monte Carlo values were first scaled by a BEM value at 20 mm from the source 
such that $MC = 720 $BEM- Monte Carlo volumetric photon fluences were then in-
terpolated on the nodes of internal BEM interfaces. Table 7.1 describes the optical 
and boundary discretizations employed for this validation. Figure 7.2 shows the 
agreement between the two techniques in cases of middle (r2) and internal spheres 
(T3). The external sphere surface is located at the air-boundary in Monte Carlo 
volumetric voxels and the provided interpolation was not accurate. Volumetric 
evaluations done below will encompass the whole medium. 
Tableau 7.1 Optical Properties and boundary discretizations in the case of three 
concentric spheres. Note that the elements used was isoparametric quadratic tri-



























3Available at http://www.nmr.mgh.harvard.edu/PMI/resources/tmcimg/index.htm. 
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Figure 7.2 Unperturbed boundary comparisons between the BEM three concentric 
spheres model and the Monte Carlo simulation with optical properties described in 
Table 7.1 in the cases of (a) interface T2 and (b) interface T3. Note that the spatial 
resolution was 1 mm3 for the Monte Carlo simulation. 
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5.2 Unperturbed system: volumetric validation 
The second experiment consists of validating unperturbed volumetric photon fluence 
agreements in the whole medium. This validation will ensure that the volumetric 
extension of the BEM boundary fluence values could be used in the perturbative 
problem developed in this paper. In this case, photon fluences on boundaries were 
converted in each sub-region by the use of integral representation (2.10). The 
volume design and optical properties were identical as in section 5.1 and provided 
in Table 7.1. The modulation frequency was u> = 0 MHz. 
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Figure 7.3 Unperturbed volumetric comparisons between the BEM three concen-
tric spheres model and the Monte Carlo simulation with optical properties described 
in Table 7.1. Note that the spatial resolution was 1 mm3 for both BEM and Monte 
Carlo model. 
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The validation consists of choosing three lines in the volume such that the first 
line crosses one sub-region, the second crosses two sub-regions and the third line 
crosses three different sub-regions. Again, the Monte Carlo photon fluence had to 
be scaled with the BEM fluence to be compared. The scaled value 720 is chosen 
such that $BEM = 720 $MC for a particular point x located at 20 mm from the 
source as shown in Figure 7.3 (a). The volume model is also described in Figure 
7.3 (a) superimposed by the three different types of lines. The methods show good 
agreements in the three types of volume lines as shown in Figure 7.3 (b-d). We 
notice that methods are slightly different for few points in the beginning of the 
photon fluence fields in Figure 7.3 (b-d). 
5.3 Perturbed system: volumetric validation 
In this section we aimed to show that the Born approximation technique developed 
in this paper can be applied in the DOI problem. To compare photon fluences of 
the Born approximation, a Monte Carlo simulation was accomplished with identical 
optical properties than the BEM problem. An inclusion (colored in white in Figure 
7.4 (a)) having distinct optical properties was inserted in the third region fi3 of 
the medium (also sketched in Figure 7.1). In the Monte Carlo simulation, a fourth 
sub-region was defined such that only the absorption coefficient was modified. In 
the perturbed BEM formulation, the perturbation of the absorption coefficient was 
taken identical to that of the homogeneous absorption coefficient, as provided in 
Table 7.2. Figures 7.4 (b-d) show good agreements between the two methods for 
the three types of lines and Figure 7.4 (a) shows the perturbed medium design 
where A^a,3(a:) = 0.010 mm
 x for x € 03 . Table 7.4 shows computational times 
of the hybrid BEM method against Monte Carlo simulations. 
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Figure 7.4 Perturbed Volumetric comparisons between the BEM three concentric 
spheres model and the Monte Carlo simulation with optical properties described in 
Table 7.2. Note that the spatial resolution was 1 mm3 for both BEM and Monte 
Carlo model. 
Tableau 7.2 Optical Properties and boundary discretizations in the case of three 
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5.4 Anatomical model 
Finally, the hybrid method was applied on a three layers anatomical adult head 
model using optical properties of biological tissues [Strangman et al. 2003]. A 
region of interest (ROI) was defined for each surface mesh in order to reduce the 
computation time. Table 7.3 contains optical properties and ROI mesh descriptions 
used in the simulations. The frequency modulation was u = 100 MHz. Figure 7.5 
shows total (left panel) and perturbed (right panel) fluences on each anatomical 
mesh. As in the three concentric spheres model, the total fluences decrease away 
from the source (red dot) whereas the perturbed fluences decrease away from the 
perturbation defined in the third anatomical volume. 
Tableau 7.3 Optical Properties and boundary discretizations in the case of three 
layers anatomical adult head model showed in Figure 7.5. 
External layer Ti 
Middle layer T2 

























In this paper, an integral formulation based on the BEM was used to perform pho-
ton propagation in highly diffusing medium. This integral formulation was defined 
in a heterogeneous medium composed of different sub-regions with homogeneous 
optical properties. In each sub-region, the integral formulation was written to solve 
the Helmholtz equation (2.3) and satisfy boundary conditions on each interface sep-
arating the sub-regions. The code implemented in this paper was first validated 
against Monte Carlo simulations to reproduce results from the work of Sikora et al. 
[2006]. Figure 7.3 from Section 5.1 showed the validation of the code against Monte 
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Figure 7.5 Right panel : total fluence computed from the Born approximation 
displayed on a three layer anatomical adult model described in Table 7.3. The red 
dot represents the light source. Left panel : total perturbed fluence associated with 
the absorption perturbation defined in the third anatomical volume. 
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Carlo simulations. In the case of the boundary 1̂ 2, photon fluence fields had sim-
ilar behaviors as showed in Figure 7.2 (a). For the third boundary T3, Figure 7.2 
(b) showed that photon fluence fields had similar behaviors with a small difference 
in the slope. Remember that Monte Carlo photon fluence field on the external 
boundary Ti was not provided since the interpolated values at these positions was 
not accurate. These results confirm that the BEM integral formulation could be 
used to simulate the photon migration problem. 
This boundary validation also enabled the computation of volumetric photon flu-
ence fields from boundary values by the use of integral representation (2.10). Figure 
7.3 (a) illustrated the medium design used for this experiment. Three different field 
distributions were compared between the unperturbed volumetric BEM values and 
the Monte Carlo fields. Figure 7.3 (b-d) confirmed good agreements in all cases. 
One could notice the presence of few inaccurate values in the beginning of each 
curve. These different behaviors could be explained by two distinct arguments. 
First, the BEM model is based on diffusion theory and assumed to be less accurate 
than Monte Carlo simulations since the last method is based on radiative trans-
fert equation. This could explain observations of differences for photon fluences 
in proximity of the source in Figure 7.3 (d). In the cases of Figure 7.3 (b-c), the 
definition of the external boundary discretizations in both formulation are not ex-
actly identical and values close to the boundaries could be affected. In the BEM 
description, boundaries are formed from isoparametric quadratic 6-nodes triangles 
and volumetric fluence voxels are computed with these values. For the Monte Carlo 
method described in Boas et al. [2002], each external boundary voxel is modeled as 
a 1mm3 resolution cube and photon fluence computed at this particular boundary 
are evaluated for the whole voxel. This is not the same evaluation in the BEM 
method since external boundary fluences are evaluated only on the triangles and 
not in the whole voxel. The fact that only a few values were slightly different in the 
BEM methods, mostly at the beginning and end of the curves, could be explained 
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by the external boundary discretizations since fluence field computed in the volume 
are very similar for both methods. 
Tableau 7.4 Computational times of the hybrid BEM method against the Monte 
Carlo simulations. Monte Carlo simulations had been performed with 109 launched 
photons including 30 gates of width equal to 0.20 x 10 -9 . The spatial resolution was 
1 mm3 for both methods as shown in Figure 7.4 (a). All simulations was computed 











Total time [mins 
858.3740 
5496.4496 
In the second part of this paper an integral formulation based on the Born approxi-
mation was developed [Kak et Slaney 1988]. This was achieved by the introduction 
of a volumetric inclusion where the absorption coefficient was perturbed in a par-
ticular sub-region. In this case, the developed integral formulation is an extension 
of the work of Sikora et al. [2006]. In particular, the new formulation consists of 
two parts : (1) the BEM part represented by the left hand side of the linear system 
(4.11) based on Sikora et al. [2006] and (2) the volumetric term (3.8) introduced by 
the absorption perturbation (3.1) represented by the right hand side of the linear 
system (4.11). As the unperturbed integral formulation, the perturbed integral 
formulation involved both boundary and volumetric integrals. However, assuming 
that only a incident flux is used as a light source to solve the unperturbed system 
leads to a system involving only boundary integrals. This is not the case in the 
perturbed system where the right hand side is always evaluated at least at point 
belonging the perturbed volume. 
The last part of this paper concerned the validation of the Born approximation 
according to the perturbed integral formulation developed in section 3. Figure 5.3 
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(a) showed the medium design used in this experiment. The method of validation 
was the same than in the unperturbed system, i.e. by comparing three different 
lines in the whole volume. Figure 7.3 (b-d) confirmed good agreements for the 
three photon distributions. In these cases, volumetric photon fluence fields were 
recovered from the boundary values using integral representation formula 3.9. The 
result suggests that the hybrid technique can describe the photon migration in a 
3D scattering medium. 
The method was further applied to a three layers anatomical model. Total and 
perturbed fluence values were computed on complex surface meshes showing that 
the hybrid method is relevant for the adult diffuse optical imaging problem. 
The major limitation of the diffusion equation is the light propagation in medium 
with low- or non-scattering regions. This is the case in diffuse optical imaging 
when considering the cerebral spinal fluid (CSF) as a sub-region. This is the 
only type of tissue where the diffusion equation is not valid. A coupled radiative 
transport equation and diffusion approximation model could be extended using a 
finite element method (FEM) to simulate the light propagation everywhere in the 
medium [Tarvainen et al. 2005]. However, the resolution of the radiative transport 
equation is computationally intensive. In addition, in the context of 3D cerebral 
imaging, BEM enable to build accurate surface tissue meshes. This is not true with 
volumetric meshes built with FEM since modeling precisely cerebral convolutions 
on the surface of the brain could be particulary arduous. 
Finally, equivalence between the hybrid technique and Monte Carlo simulations 
suggests that 3D multilayered medium diffuse optical tomography can be performed 
using the perturbative BEM approach in a reduced computational cost. 
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7 Conclusion 
In this paper we proposed to use the Born approximation to solve the diffusion equa-
tion in a multilayered medium using the boundary element method. This perturbed 
formulation was an extension of the work of Sikora et al. [2006]. The method in-
volved mostly boundary than volumetric integrals. The boundary element method 
accompanied by the volumetric definition of the absorption perturbation yielded 
good agreements with the corresponding Monte Carlo simulations. 
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L'ensemble du travail accompli dans la these se divise en deux principaux sujets : 
l'analyse du signal detecte et la definition du probleme direct en imagerie 
optique diffuse. Chacun des objectifs de la these est discute dans un paragraphe 
separe ici bas. 
Developpement et specification du modele hemodynamique 
et des bruits physiologiques 
Developper la localisation des sondes optiques a l'exterieur de l'aimant 
L'utilisation du systeme de neuronavigation developpe par Rogue-Research Inc. a 
permis de fusionner l'information anatomique provenant de l'imagerie a resonance 
magnetique aux signaux detectes en IOD. Cette fusion est necessaire puisque la 
faible resolution spatiale en IOD ne permet pas de localiser avec precision les sources 
d'activite cerebrale. Le developpement d'algorithmes localisant les sondes optiques 
et l'utilisation de l'equipement de neuronavigation presentes au Chapitre 4 a ete 
demontre au Chapitre 5 dans le cas d'une etude portant sur la variabilite des 
signaux detectes dans la region occipitale en IOD. Dans ce chapitre, les auteurs 
ont investigues, a l'aide de tests statistiques, les reponses fonctionnelles negatives 
ou contraires au paradigme de la reponse hemodynamique. Ce type d'etudes est 
sujet a une grande activite au cours des dernieres annees, principalement en lien 
avec l'analyse du signal BOLD en IRMf. La detection et l'etude de comportements 
contraires au paradigme de la reponse hemodynamique representent un reel defi 
d'interpretation au sein des communautes neuroscientifiques et l'approche optique 
et eventuellement des approches multimodales permettront de mieux eclaicir les 
liens entre l'activite neuronale sous-jacente et la reponse hemodynamique. En 
effet, la comprehension de ces reponses fonctionnelles pourrait avoir un impact 
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majeur sur la definition de la HRF qui a ete presentee au Chapitre 1. Cependant, 
le developpement de nouvelles techniques d'analyse du signal en IOD pourrait 
demontrer l'incoherence de l'observation de ces reponses fonctionnelles inversees. 
Ces resultats suggerent que la neuronavigation a facilite le positionnement des fibres 
optiques et la localisation de l'activite cerebrale. 
Developper des methodes de traitement de signal adaptees aux signaux 
optiques Les techniques de traitement de signal en IOD sont principalement 
basees sur l'analyse temporelle et spatiale du signal detecte et ont ete introduites 
au Chapitre 2. Les Annexes I et II presentent des techniques d'analyse du signal 
en IOD qui font intervenir les proprietes des ondelettes analytiques et discretes. 
A l'Annexe I, les auteurs ont demontre que les signaux provenant de la physiolo-
gie contenus dans les donnees IOD pouvaient etre traites plus naturellement dans 
le plan temps-frequence que par l'analyse de Fourier habituelle. Ces techniques 
sont particulierement utiles en IOD puisque certains phenomemes physiologiques, 
telles les ondes de Mayer, partagent les memes bandes frequencielles que celles 
ou emergent l'activite cerebrale. Dans le meme contexte, la technique d'analyse 
du signal developpee a l'Annexe II a permis de caracteriser des signaux de type 
1 / / en imagerie optique diffuse. La methode d'analyse basee sur les ondelettes 
discretes a permis l'estimation de l'amplitude de la reponse hemodynamique en 
IOD et a fourni des mesures quantitatives du bruit 1 / / pour les concentrations 
en oxy- et deoxyhemoglobine. Ces methodes sont cependant limitees et necessitent 
l'ajustement de plusieurs parametres tout comme la plupart des techniques d'analyse 
temporelle et spatiale du signal en IOD comme en IRMf. Ces resultats suggerent 
que le developpement de techniques en ondelettes a facilte la differenciation des 
bruits physiologiques et la detection de l'activite cerebrale. 
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Developpement du probleme direct en imagerie optique 
diffuse 
Developper des outils de segmentation des tissus a partir de donnees 
IRMa L'utilisation de donnees anatomiques IRMa permet de proceder a la simu-
lation de la propagation des photons dans des milieux realistes permettant d'amelio-
rer la definition du probleme direct en IOD. Les outils de segmentations developpes 
et utilises au Chapitre 6 ont permis de simuler la propagation de la lumiere dans des 
milieux heterogenes. A partir des algorithmes developpes et des donnes anatomiques, 
les principaux tissus ont ete segmentes de facon volumetrique et surfacique. D'une 
part, les segmentations volumetriques ont ete employees dans le contexte des sim-
ulations de la propagation des photons decrites a partir de modeles Monte Carlo. 
D'autre part, la methode d'elements de frontieres developpee dans cet ouvrage 
necessitait l'utilisation de segmentations surfaciques. De plus, ces outils de segmen-
tation ont permis de valider les observations de reponses fonctionnelles negatives 
discutees au Chapitre 5. Ces techniques sont par contre relativement restrictives, 
au sens ou elles ne peuvent etre utilisees que dans certains formats de donnees 
anatomiques. De plus, elles necessitent regulierement l'intervention de l'usager 
et dependent fortement de la qualite des images acquises pendant l'imagerie par 
resonance magnetique. Ces resultats suggerent que la segmentation des tissus a 
permis l'amelioration de la quantification des images optiques. 
Simuler la propagation de photons a partir de techniques de Monte Carlo 
Les methodes de Monte Carlo sont habituellement modelisees par la theorie du 
transport radiatif (RTE). Ces techniques sont precises et sont souvent utilisees 
pour valider d'autres techniques de propagation des photons deduites a partir 
d'approximation telle l'approximation de diffusion. Les simulations numeriques 
accomplies au Chapitre 7 portant sur l'approximation de Born dans un milieu 
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heterogene multi-couche ont ete validees par des comparaisons avec ces simulations 
Monte Carlo. La localisation spatiale des reponses fonctionnelles du Chapitre 5 
a egalement necessite la resolution d'un probleme inverse ou la matrice de sensi-
bilite etait composee de plusieurs simulations Monte Carlo. La reconstruction des 
coefficients d'absorption et l'estimation spatiale des concentrations d'hemoglobine 
a ete accomplie via l'estimation des densites de photons de chaque paire source-
detecteur de la configuration optique utilisee. Cependant, certaines difficultes sont 
reliees a ce type de calcul. Entre autres, ces simulations deviennent de plus en plus 
precises lorsque le nombre de photons simules est tres grand. Ceci necessite une 
puissance de calcul relativement grande. De plus, les simulations Monte Carlo re-
quierent la determination de plusieurs parametres et necessitent une segmentation 
volumetrique detaillee des tissus. Ces resultats suggerent que la simulation des 
methodes Monte Carlo a permis la comparaison du modele developpe dans cette 
these et ainsi la quantification des images optiques. 
Developper la formulation integrate perturbatrice en IOD dans un milieu 
multi-couche a l'aide d'une methode d'elements de frontiere La formu-
lation integrale de l'approximation de Born des equations d'Helmholtz dans un mi-
lieu heterogene multicouche a ete developpee au Chapitre 6. Ces developpements 
sont nouveaux dans la litterature reliee a la neuroimagerie. Cette approche qui 
considere l'application d'une perturbation du coefficient d'absorption dans une 
certaine sous-region du milieu a ete validee a l'aide de simulations Monte Carlo 
discutees precedemment. Ces resultats constituent les principales avancees scien-
tifiques de cet ouvrage et sont presentes sous forme de contribution au Chapitre 7. 
Ce dernier expose les calculs des intensites lumineuses calculees aux interfaces par 
la methode d'elements de frontiere mais egalement celles calculees dans le volume 
via la representation integrale. De plus, les auteurs presentent les calculs des in-
tensites lumineuses perturbees dans le volume et la validation de ceux-ci avec les 
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champs calulees a partir des methodes de Monte Carlo. Les resultats suggerent 
que la technique peut decrire la propagation des photons dans un milieu diffusant 
et de fagon moins couteuse que les simulations Monte Carlo. Ces developpements 
sont egalement appliques dans le cas de segmentations des tissus d'une tete adulte 
ou le cuir chevelu est recouvert d'un ensemble de sources et de detecteurs pour 
simuler une tomographie optique diffuse. De plus, l'utilisation de la BEM permet-
tant de representer les tissus par des surfaces est avantageuse par rapport a la FEM 
puisqu'elle permet de decrire precisement les sillons cerebraux. Etant donne que 
la theorie de diffusion est une approximation de la theorie du transport radiatif, 
certaines limites et contraintes apparaissent lors des simulations. Par exemple, les 
intensites calculees pres de la source (approximativement 2 mm) ne peuvent etre 
aussi precises que celles calculees par les methodes Monte Carlo puisque la theorie 
de diffusion n'est pas respectee en ces positions. De plus, la representation integrate 
necessite l'introduction de plusieurs parametres qui ne sont pas totalement valides 
dans la litterature et le systeme d'equations differentielles peut etre relativement 
sensible aux variations de ceux-ci. Cette sensibilite est egalement visible lorsque la 
qualite des segmentations varie. Ces resultats suggerent que la methode developpee 
dans cet ouvrage a permis l'amelioration de la quantification des images optiques. 
Perspectives 
Pour terminer, plusieurs voies de recherche peuvent etre explorees suite aux travaux 
contenus dans cet ouvrage. Par rapport aux travaux sur l'analyse du signal en IOD, 
l'auteur identifie brievement quelques avenues. Par exemple, il serait interessant 
d'etre en position de separer les signaux mesures en differentes composantes physi-
ologiques. Ces signaux sont evidemment revelateurs d'informations tres pertinentes 
sur la physiologie locale et par rapport aux phenomenes biologiques constituant la 
reponse hemodynamique. En ayant plus de connaissance sur cette physiologie om-
nipresente, l'estimation des concentrations d'hemoglobine ne pourra que s'ameliorer 
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et permettre le developpement de modeles biologiques encore plus fiables. En ce 
qui concerne la definition du probleme direct en imagerie optique diffuse, l'auteur 
propose egalement quelques possibilites d'avancement. Entre autres, il est reconnu 
que la lumiere voyage selon des directions privilegiees, i.e. suivant les fibres de 
la matiere blanche du cerveau. En effet, il pourrait etre interessant de combiner 
l'information portant sur la structure de ce reseau routier electrique provenant de 
1'IRMd (IRM de diffusion) aux donnees IOD. De facon similaire, l'ensemble des 
vaisseaux sanguins qui occupent la surface exterieure au cortex draine une grande 
quantite de sang lors d'activites cerebrales. II est evident que les signaux acquis en 
IOD transportent des informations capitales provenant du systeme de circulation 
du cerveau. Ces signaux ne doivent pas etre uniquement attenues ou supprimes du 
signal detecte parce qu'ils contaminent les signaux lies a l'activite cerebrale. Fi-
nalement, la theorie de diffusion n'est pas respectee lorsqu'elle est modelisee pour 
des regions comme le CSF. En effet, la propagation des photons dans des regions 
avec peu ou sans dispersion doit etre simulee a partir de l'equation du transport 
radiatif. Une possibilite serait de coupler l'equation de diffusion avec celle du trans-
port radiatif dans le cas ou la region de propagation contient a la fois des milieux 
hautement diffusants et quasiment non dispersants. L'auteur croit par contre que 
la methodologie liee a ce type de construction peut etre relativement complexe 
analytiquement et numeriquement, et qu'une des approximations presentees dans 
cet ouvrage pourrait plutot etre envisagee. 
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Conclusion 
Dans un premier temps, les travaux portant sur l'analyse du signal et des bruits phy-
siologiques ont permis une meilleure comprehension des signaux qui sont detectes 
en imagerie optique diffuse. En effet, cette analyse a permis la detection de 
l'activite cerebrale lorsque le sujet devait accomplir une tache particuliere. Par 
ailleurs, ces travaux ont egalement permis de mettre 1'accent sur les dimcultes liees 
a l'estimation de la reponse hemodynamique et a la determination des parametres 
qu'elle necessite. Les modeles lineaires generaux utilises dans cet ouvrage sont con-
struits de fagon a grandement simplifier la structure du signal etudie. Cependant, 
comme le montre certains resultats demontres dans cette these, l'estimation de 
la reponse hemodynamique a partir des signaux optiques demeure un probleme de 
haut niveau et Interpretation physiologique resultante reste sensible. Entre autres, 
la mesure des bruits physiologiques et la modelisation de ceux-ci dans le modele 
representent une approche encourageante pour la quantification des variations des 
concentrations hemodynamiques mesurees en imagerie optique diffuse. 
La deuxieme partie de la these portant sur la modelisation du probleme direct 
en imagerie optique diffuse a permis de comprendre en partie le phenomene de 
propagation de la lumiere dans un milieu qui diffuse et disperse les photons. 
L'introduction d'une variation au niveau du coefficient d'absorption pour resoudre 
l'equation de diffusion associee est pertinente dans le contexte de l'imagerie cerebrale 
puisque ces variations sont intimement liees aux variations des concentrations 
hemodynamiques induites par l'activite cerebrale. Les resultats de propagation 
de photons obtenus dans le cadre de cet ouvrage sont encourageants puisque ceux-
ci sont similaires aux simulations de Monte Carlo qui modelisent l'equation du 
transport radiatif. De plus, les resultats ont montre que la technique developpee 
pouvait etre simulee plus rapidement que les methodes de Monte Carlo pour des 
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parametres equivalents. Cependant, 1'approximation developpee ne permet pas la 
modelisation de la lumiere a quelques (moins de deux) millimetres de la source. De 
plus, l'equation de diffusion reste une approximation qui n'est pas valide dans des 
regions presque ou non diffusives, ce qui restreint les applications de la methode. Le 
developpement d'une technique qui permettrait a la fois la modelisation des regions 
claires (non diffusives) et dispersives tout en etant peu gourmande au niveau de 
la complexite de calcul represente un defi considerable pour la quantification des 
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Annexe I 
Complex wavelets applied to diffuse optical 
spectroscopy for brain activity detection 
Reference : LINA J.-M., DEHAES M., MATTEAU PELLETIER C. AND LESAGE 
F. (2008), Complex wavelets applied to diffuse optical spectroscopy for brain activity 
detection, Optics Express, 16(2), pp. 1029-1050. 
Cet article a ete accepte le 21 Janvier 2008 pour publication dans le journal sci-
entifique Optics Express (http:/ /www.opticsinfobase.org/) . II traite de tech-
niques d'analyse du signal en imagerie optique diffuse basee sur l'utilisation des 
ondelettes dans le plan temps-frequence. Cet article expose les difficultes liees a la 
distinction des signaux provenant de phenomenes physiologiques de ceux provenant 
de l'activite cerebrale. En effet, il semble que les signaux provenant de la physiolo-
gie emergent naturellement dans Tespace des ondelettes et peuvent etre differencies 
plus aisement que par l'analyse de Fourier standard. Ces techniques peuvent etre 
particulierement efficace lorsque les phenomenes observes sont relies par exern-
ple aux ondes de Mayer, lesquelles partagent la meme bande frequencielle que 
l'activite cerebrale. Les auteurs soulignent egalement que les signaux provenant 
de la physiologie doivent etre traite avec minutie puisque ces derniers transportent 
une information capitale sur la reponse hemodynamique. De plus, les auteurs mon-
trent que l'utilisation des ondelettes analytiques complexes permet l'identification 
de synchronies dans le signal, et ce a differentes echelles. Cette synchronic peut est 
alors utilisee pour prelever l'information liee a l'activite cerebrale contenue dans 
les donnees IOD dans le but d'estimer la reponse hemodynamique a partir d'un 
modele lineaire generalise. 
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Abstract : The analysis of diffuse optical imaging (DOI) data has seen significant 
developments over the last few years. To this day, the main tools for the analysis 
are either averaging or using a general linear model. When compared to fMRI, 
signals originating from optical imaging are tainted by more physiology and the 
separation of activation from this background can be difficult in some cases. In 
this work, we show that the use of time-frequency techniques based on wavelets 
allow to distinguish different physiological sources from the evoked response to a 
given stimulus. In particular, we show that analytical complex wavelets enable to 
identify synchronies in the signal at different scales. These synchronies are then 
used to extract activation information from the DOI data in order to estimate the 
evoked hemodynamic response or to define a new type of contrast between two 
conditions. This work presents both realistic simulations and applications with 
real data (visual stimulation and motor tasks experiments). 
1 Introduction 
Diffuse Optical Imaging (DOI) has seen increased interest in recent years [Jobsis 
1977, Yodh et Chance 1995, Gratton et al. 2003, Baird et al. 2002, Kato et al. 2002]. 
The emergence in the mainstream of this new modality has opened the way for a 
non-invasive method to image hemodynamics in vivo. The 600-1000 nm spectral 
range has low absorption thus allowing detection of photons diffusing and traveling 
through several centimeters of tissue. 
As with other modalities, the first challenge faced is to separate the noise and phys-
iological signal from the signature of interest. This is the focus of the present paper. 
Once this separation is done, tomography can also being pursued by using accurate 
models of light propagation, but even with these models the unknown underlying 
absorption and diffusion heterogeneities lead to diminished spatial resolution and 
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quantification. When applied to brain imaging, significant differences emerge when 
compared to functional Magnetic Resonance Imaging (fMRI): the acquisitions are 
done with much better temporal accuracy (10-100 Hz) and oxygenated hemoglobin 
can also be measured. As such physiology appears very prominently in diffuse 
optical data and can be better identified since the acquisition is typically faster di-
minishing aliasing artifacts. This separation of physiology from the hemodynamics 
originating from a given task is a challenge that has been solved, until now, by two 
main techniques. The first is block averaging whereby high frequency physiology 
as well as low frequency drifts are filtered out of the data by carefully keeping fre-
quencies on which the task, convolved with a prototype response, has support. An 
average over each blocks is then done on this filtered data thereby synchronizing 
the activation and potentially eliminating other slow physiology (such as Mayer 
waves). The second technique uses either block or an event related experiment 
and a General Linear Model (GLM) where drifts are introduced in the model as 
regressors and modeled. Again, depending on the number of drifts used, the data 
can then be filtered by all regressors not correlating with the protocol [Cohen-Adad 
et al. 2007]. 
In both analysis, the physiology is partly removed from the data and only the 
response to the task is estimated. Given the time resolution and the fact that 
physiology can be seen clearly in the optical data, it may be interesting to have 
a technique that would not only estimate the responses but also open the door 
for an understanding of the physiology. For example it is expected that with the 
occurrence of the task, physiological sources alter their behavior and obscures the 
response estimation. As such, a time-frequency analysis seems appropriate given 
that different phenomena appear at different time and frequency scales. 
The first goal of this paper is to study optical signals within a continuous multi-
resolution framework, and compare it with physiological signals measured in paral-
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lei, in order to better understand the information content of the DOI measurements 
of oxy-hemoglobin (HbO) and deoxy-hemoglobin (HbR). The second goal is to ex-
plore the information originating from these wavelet representations (complex in 
our case) and see if it can help in characterizing the evoked response better. In 
doing so, we develop a new method to perform the estimation of the Hemodynamic 
Response Function (HRF) based on synchrony. Some issues concerning the HbO 
signal and physiology are addressed and we show how synchrony may help in fil-
tering out physiology from the DOI data. Actually, the synchrony alone can be 
also used for denning a contrast between two conditions in a paradigm. 
The paper is organized as follows. The next section introduces the notion of com-
plex wavelets and apply it in Section 3 to simple physiological data. In section 4, we 
develop new approaches based on wavelet representation of signals and synchronic-
ity to extract activation information from diffuse optical data. First discussed and 
evaluated with realistic simulations, we then apply the method in two experiments 
with visual and motor paradigms. The discussion that follows promotes the wavelet 
based estimator introduced in this work and relates this new approach with a GLM 
applied directly in the wavelet space. 
2 Analytical wavelets 
A continuous wavelet analysis consists in expanding a signal in terms of localized 
oscillations of different scales. The set of those oscillating modes is defined from a 
generative "mother wavelet" for which an infinite number of choices exists. In the 
present work, we consider the Lusin wavelet [Meyer 1993] defined by 
w, (t\ - ( n ~ 1 ) ! (1 + u)1+n 
W ) ~ 2TT (l + *2)i+"' 
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where n is any positive integer (the role of this parameter will be discussed later). 
The reason for choosing this wavelet will become clear in the following and is 
related to its most important property , its analyticity, shown by observing that 




for u > 0 
for u < 0 
Actually, it is this latter expression that is used in the numerical implementation 
of the wavelet transform which amounts to computing the projections of the signal 
s(t) over the whole set of wavelet functions defined by 
$a,b(t) = -ri)n( ) , a > 0, b e R 
V« V a J 
where a and b are scale (dilation) and time (translation) parameters respectively. 
For completeness, the Fig. 1.1 displays the wavelet for n = 7 in the time domain 
( A ) ( B ) 
-1 0 1 
t (sec.) 
o n ' 2 4 
o f(Hz). 
Figure 1.1 Lusin wavelet ip7 in the time domain (A): real part (solid line) and 
imaginary part (dashed line). (B): ip7 in frequency, UJQ denotes the central frequency 
of the wavelet. 
as well as in the frequency domain. We observe the phase quadrature between the 
imaginary and real parts reflecting the analyticity of the wavelet tpn{t): the imag-
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inary part of the wavelet is the Hilbert transform of the real part. This property 
will be essential in the following. The analytic wavelet allows the unambiguous 
definition of a phase of the complex wavelet coefficients that can be interpreted as 
an "instantaneous phase" since it is a local projection of the signal with respect 
to a given scale (i.e. frequency) and time (the wavelet has an approximately finite 
support in both domains). 
The complex-valued wavelet coefficients of a real signal s(t) are given by the pro-





defined in the time-scale plane (a, 6). Scales and frequency bands being in one-
to-one correspondence through the definition of the wavelet, we generally use u ~ 
uo/a, where LJ0 is the central frequency of ipn (see Fig. 1.1) instead of the scaling 
factor a. The complex-valued wavelet coefficients are thus displayed in a time-
frequency plane, either in terms of their quadratic amplitudes (\w\2) or normalized 
amplitudes (a - 1 |if j2). This is the so-called scalogram of the signal. Besides this 
usual picture of the wavelet transform that takes only into account the amplitude 
of the wavelet coefficients, we can also consider the sign or more generally the phase 
of the coefficients. Let us define the "sign" of the complex wavelet coefficients as a 




At each scale a and time 6, this quantity represents the instantaneous phase of 
the signal. This complex vector will play an important role in the forthcoming 
time-frequency analysis of the DOI signals. The parameter n in ipn is related 
to the number of vanishing moments of the wavelet: the wavelet is "blind" to 
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polynomials of degree less or equal than n. When analyzing data, this property 
is useful since it removes polynomial drifts leaving only the relevant fluctuations 
in the time-frequency analysis. A drawback is that the larger n, the larger the 
spectrum of the wavelet leading to basis functions having more or less frequency 
spread. 
In the example of Fig. 1.2(A) we show the scalogram of a signal composed of two 
time-shifted gaussian functions modulated by two harmonics at 0.12 Hz and 1 
Hz. As usual, the vertical scale axis is conveniently converted to frequencies. The 
spectral range explored with the wavelet can be determined in terms of the sampling 
rate (upper bound frequency) and duration (lower bound frequency) of the signal. 
This example illustrates well the relative accuracy of the wavelet localization of 
pure harmonics. The second example in Fig. 1.2(C) displays the time-frequency 
representation of a theoretical hemodynamic response to a stimuli. This signal 
(hereafter denoted by HRF) is commonly modeled as a convolution between the 
stimuli paradigm B(t) and the canonical impulse hemodynamic response h(t) (from 
SPM package www.fil.ion.ucl.ac.uk/spm/), 
H(t) = B*h(t). (2.1) 
In both examples, the patterns displayed in the time-frequency plane localizes 
well the pieces of wave in both temporal and spectral dimensions. Notice that 
because of the fundamental uncertainty principle (see [Mallat 1998] for instance), 
simultaneous accuracy in both time and frequency cannot be achieved and may 
depend on the choice of the wavelet. 
The wavelet transform is a redundant representation of the signal. Indeed, the 
time-frequency plane contains much more coefficients than originally provided in 
the sampled signal. Nevertheless, the reconstruction of the signal is possible [Meyer 
I. Complex wavelets applied to diffuse optical spectroscopy for brain 
activity detection 314 
( A ) 
-2 
W 
1640 1660 1680 1700 1720 1740 1760 1780 
( B ) 






( C ) 









200 250 300 350 400 450 500 550 
(D ) 
200 250 300 350 400 450 500 550 
time(s) 
Figure 1.2 Left column: Two modulated gaussians (A) at 0.12 Hz and 1.0 Hz 
and the corresponding scalogram (B) with ip7. Note that the wavelet transform 
provides both temporal and frequency localizations of the two constituents of the 
signal. The figure displays amplitudes of the coefficients as well as the "cone of 
influence": the wavelet coefficients outside the cone (close to the boundaries of the 
signal) are tainted by artifacts due to edge discontinuities of the signal. Coefficients 
inside the cone are sufficiently far from the edge to be free of these artifacts. Right 
column: A wave train (C) given by equation (2.1) for some block paradigm B and 
its time-frequency representation (D). 
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1993, Mallat 1998, Daubechies 1992]. In the present work, we use the Morlet 
reconstruction formula [Torresani 1995] : 
s(t) = -£- sft 
AC.0 
where k^ is a normalization constant that will be further estimated with a control 
signal. 
To summarize this brief introduction, we emphasize that the wavelet transform 
gives a fairly accurate time-frequency representation of a signal with an extra in-
formation about local instantaneous phase provided that we use analytical wavelet. 
It is further possible to synthesize a signal from this complex representation. How-
ever, because of the vanishing moments of the wavelet, this synthesis will not 
exactly reproduce the initial signal since polynomial content up to degree n are fil-
tered out. In the signal processing application presented in this work, this implicit 
low-pass filter processing amounts to remove undesirable drifts that may lead to 
incorrect interpretations of the signal of interest and is in fact beneficial. 
3 Wavelet transforms of DOI measurements and physiological data 
In order to assess whether the wavelet transform defined above is relevant to optical 
imaging, we first look at physiological data and correlate it with the measured DOI 
data in the complex wavelet domain. Then, moving to a simple motor task within 
the same framework, these preliminary observations will lead us to define a new 
technique to estimate the HRF. 
Let us first recall the preprocessing stage of the DOI data that was acquired here 
using a CW NIR commercially available (Techen CW5). The optical probe (laser 
sources and detectors) are positioned on the scalp of the subjects and specific 
7+ 0° (a) da 
Jo a2 
& £ »<•>(<•;,«) 
. J 
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"source-detector" pairs (hereafter called "optode") are kept for analysis. In general, 
we consider closest source-detector pairs to make sure there is significant SNR (see 
for instance Fig. 1.4(A)). The instrument modulates the data so it was further 
demodulated and downsampled to 10 Hz. In each of the cases presented below, 
no further filtering was done and the photon fluence at wavelength A was then 
converted to variation in optical density through the Beer-Lambert law 
AOD{t, A) = - In 
$o(*,A) 
A concentration measure (without filtering) is then obtained by using the extinction 
coefficients that characterize the two chromophores: 
ACHbo(t) 
ACHhR(t) 
-i - 1 r 
~HbO -HbO 




In the present work, we used Aj = 690 nm, A2 = 830 nm [Boas et al. 2004b]. Al-
though not accurate for tomographic imaging, the Beer-Lambert law is extensively 
used in the literature. Moreover since we are only interested in changes during a 
given task, one can argue that changes in the signal are added linearly (e.g. Born or 
Rytov approximation). Each change in concentration is thus computed for selected 
optodes. 
3.1 Etiology of observed physiology 
Before looking at evoked DOI signals, we consider data recorded while the subjects 
are at rest (10 subjects). This set of data not only contains optical signals originat-
ing from 3 optodes but also physiological information measured in parallel. These 
consists of the heart beat, the instantaneous heart rate, the respiratory signal and 
the blood pressure. 
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By using the analytical wavelet defined above with n = 7 (found to be a good 
compromise for exploring the spectral content of the signals), we can compare the 
time-frequency planes of physiological signals and variations of concentration in 
Oxy-Deoxy-hemoglobin, averaged over all subjects and optodes. This is done in 
Fig. 1.3. The temporal window is chosen so that boundary effects at the beginning 
and end of the acquisitions are absent. The frequency range is computed from the 
data and depends both on the acquisition rate (reduced to 10 Hz so we explored 
up to 2 Hz), and the length of the measures (297 seconds, i.e the lowest frequency 
is 0.01 Hz). The results reveal some correlations that are expected: e.g. the 
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Figure 1.3 Time-Frequency plane of HbO, HbR and four physiology components 
at rest state (averaged wavelet power over 10 subjects). HbO and HbR power 
spectrum are averaged over 3 arbitrary optodes. HbO channel clearly exhibits the 
Mayer waves around 0.1 Hz. A similar effect is seen in HbR channel but is in 
fact much smaller: the graphs are normalized individually and the HbR around 
0.1 Hz is 20 times smaller than the HbO. We also observe a similar pattern in the 
time-frequency plane of the Heart Rate. The cardiac beats are clearly visible in 
the HbO signal as well when compared to the Heart Beat. The respiratory signal 
does not show clearly in the optical data but its effect is expected to be smaller. 
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between blood pressure and HbR. The most interesting thought is the heart rate 
which, when represented in the time-frequency plane, correlates with low-frequency 
oscillations, the Mayer waves [Obrig et al. 2000], observed in the HbO signal. These 
qualitative observations will be more quantified in a sequel. 
3.2 Example: a simple motor task 
Given that we can discriminate various physiological compartments from the time-
frequency plane, it becomes interesting to consider how neuronal activity is mapped 
in the same plane. Since stimuli is convolved with the hemodynamic response, we 
expect that only a few ranges of frequencies will be sensitive to the task, this is the 
underlying reason for filtering data. The interest here is to observe the interplay 
between the representations of the physiology and the task in measures of HbR 
and HbO. As we will move further in our analysis, we will find those observations 
useful. 
The task protocol used for this example is as follows: the subject was asked to 
rest for the first 4 min, then to perform a simple left hand finger movement (7 s) 
every 14 s for a duration of 4 min, followed with a second rest period of 4 min. 
The instruction was presented 2 s before the first stimulus. Stimuli were indicated 
by displaying a red square on a screen. The activation in this case is expected to 
occur on the right motor cortex over which optodes pairs were placed. The optode 
configuration is shown on Fig. 1.4(A). The results for HbO and HbR of some pairs, 
in particular, the ones having the strongest response located over the motor cortex, 
are also shown in Fig. 1.4. In this figure we observe that the evoked response (the 
HRF expected by convolving the protocol with a canonical hemodynamic response) 
is well represented, without averaging or filtering, on the HbR signal but much less 
defined in the HbO channel. In particular, we see in the same frequency band the 
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Figure 1.4 Motor task (finger-tapping) paradigm. (A): optodes configuration com-
posed with 4 sources and 8 detectors. (B): scalogram of the stimuli convolved with 
the SPM2 canonical hemodynamic response (expected response in the data). The 
time axis has been truncated to eliminate the cone of influence. The six other 
panels show the normalized scalograms of the wavelet transforms for HbO (left) 
and HbR (right) channels at 3 selected optodes (4,9 and 13). Notice the clear acti-
vation in the HbR channels of optode 4, in correspondence with the stimuli and the 
presence of Mayer waves in the HbO channels somewhat obscuring the presence of 
evoked activation. Optode 13 has no activation and still sees the Mayer waves very 
clearly. 
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strong presence of Mayer waves. Although there is higher power in HbO when the 
task is present, it is also clear that other contributions appear in the same frequency 
band, for most of the pairs. This raises questions as to how HbO can be used as a 
signature for activation without removing those physiological contributions. 
The previous observations seem to indicate that wavelets may help in analyzing 
optical data and distinguishing physiology from activation. As such the observa-
tions are interesting but not really surprising, we know that the frequency support 
of different physiological phenomenon will enable their distinction. Where this ap-
proach becomes interesting is when we exploit further properties of the analyticity 
of the wavelets. 
3.3 Synchrony and phase-locking maps 
Phase synchrony between two signals can be quantified with the circular average 
of the phase lag between them. It is formally defined as the amplitude of the time 
average of a complex random value ((•) denotes time average) 
where (pi and 4>k are the instantaneous phase of the signals Si(t) and Sk(t) respec-
tively. This quantity is between 0 and 1 and can be evaluated in various ways but 
analytic wavelet analysis of the signals gives a natural framework to compute it 
at particular frequency band and time. Indeed, the previous expression is easily 
written in terms of the "sign" of the complex wavelet coefficients: 
p^a^ = wT 
b+T/2 
b'=b-T/2 
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Here, the temporal average is done with JVT samples in the window of size T around 
t = b. The closer this value is to one, the more in-phase the signals are around 
time t = b. As an example, phase synchrony can be used to better quantify the 
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Figure 1.5 Computation of the synchrony maps, i.e. pi%k(a,b), for s, =HbR (or 
HbO) and Sk one of the physiological signals. The top row shows the HbO corre-
lations, the bottom row HbR. 
correlations between DOI and physiological signals. This is done on Fig. 1.5 where 
we consider couplings between HbO (HbR) and other physiological measurements. 
Clearly the HbO channel is tightly coupled with the cardiac dynamics and more 
specifically with the heart rate related to the Mayer waves [Julien 2006]. Such 
coupling is less apparent in the HbR channel. This supports the observation that 
the stimulated hemodynamic response in the previous motor task experiment is 
more preeminent in the HbR signal than in the HbO channel the latter being 
mostly dominated by cardiac and Mayer waves. 
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The question is whether this information, which is independent of the signal am-
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plitude, can be used to better our estimations. When looking at the case of evoked 
responses to a given stimulus, we can quantify the synchrony measures on these 
evoked signals. Consider for example the synchrony between the theoretical hemo-
dynamic response (HRF) and the stimulus in one optical channel Si(t), 
Pi,BRF(a,b)=\(YAl^
F) 
where the brackets denote here a time average taken over epochs of repeated stim-
ulations. This can be justified as follows: assuming the stimulus is a periodic se-
quence of Ne blocks, we can assume (if the response is linear) that 7™
F = 7^^fmA 
where A is the period of stimulation and m indexes the successive epochs. Thus, 
the synchrony computed by summing over the epochs leads to the definition of a 
phase-lock index pSi that characterizes, at each point (a, b) of the time-frequency 
plane, the presence of the response evoked, independently from the amplitude of 
this response: 
Pst(a,b) = — E Si HRF 7a,6+mA Ta,fc N, ,6+mA 
By summing over the blocks, this quantity is defined as the average of the wavelet 
coefficients sign over epochs of the stimuli. It is close to 1 for similar complex 
signs at each epoch. Conversely, a value close to 0 reveals absence of a coherent 
repetition of a common and detectable constituent of the signal. 
This section has provided simple example and definitions surrounding the analytical 
wavelets and diffuse optical data. In the next two sections we will show how some 
of these measures can be used to reflect neuronal activity in both simulations and 
real data. 
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4 Hemodynamic evoked optical response: simulations 
Before moving to real data, it is useful to discuss and evaluate the methodology on 
realistic simulated data. The main idea here is to take optical data taken at rest 
(i.e. from one optode for instance) and add simulated block activations with some 
strength pc, c standing for HbR or HbO channel: 
sc(t) = srest(t) + (3cH(t), (4.1) 
where srest(t) is a realistic background signal for either HbO or HbR channels. 
In order to identify the protocol in the data, we can compute the pattern of the 
convolved protocol in the time-frequency plane and see if it emerges naturally in 
the wavelet coefficients. The results presented previously for the finger tapping 
experiment show that, if the stimuli is strong enough, it could appear in the time-
frequency plane, though more preeminently for HbR than HbO due to physiology. 
Here we simulated the same protocol with small values /̂ Hbo = 5 x 10~6 and 
/?HbR = — 1 x 10 -6 as illustrated in Fig. 1.6. With such a realistic (and weak 
compared to the previous finger tapping experiment) simulated activation, the 
time-frequency representation of DOI channels do not display clear response to the 
paradigm. This may show the limit of amplitude based methods. Therefore, we 
propose to exploit synchrony to extract this response from the complex wavelet 
representation. 
4.1 Block average and phase-locking in the time-frequency plane 
This simulation reveals many of the features that will be used later for estimation: 
first when looking at Fig. 1.6, we observe that the protocol alone emerges at very 
low frequency in the time frequency plane. When we add the signal to the rest 
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Figure 1.6 Simulation of an optode signal. (A): block design stimulation (dashed 
line) and the hemodynamic response (in red). The HbO signal (B) and HbR signal 
(C) with the respective simulated activation (in red) added. (D): Wavelet coeffi-
cients of the HRF (red line in (A)). (E) and (F): Norm of the wavelet coefficients 
of the HbR channel and HbO channel respectively. The HbO channel is dominated 
by physiology. 
HbO and HbR traces (Fig. 1.6) we observe that the overall map (left columns of 
Fig. 1.6) does not prominently show the emergence of the protocol itself in the 
absolute values of the wavelet coefficients. This is expected since the added signal 
is not that strong when compared to the physiology. 
As in the usual case, averaging may increase the SNR of the response. This is 
what is done usually with the epoch time series. As in time, the scalogram can 
be equivalently averaged over the epochs. This is what is shown in Fig. 1.7(A) 
and Fig. 1.7(C) where the averaged power for both channels (HbR and HbO) has 
been computed. These averages also amount to performing the average in time 
and subsequently doing the wavelet transform and they just represent what would 
be found by a standard averaging technique. 
Here a surprising observation emerges when looking at the data: the absolute value 
of the average coefficients is carrying strong components from physiology which can 
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be seen in both HbR and HbO. In fact, the high power values observed in the HbO 
panel (Fig. 1.7(C)) are the sum of both Mayer waves and the protocol. Thus even 
filtering out the fast physiology will lead to a biased estimation. This situation 
is typical of optical experiments, Mayer waves often confound the responses that 
we are trying to observe because they have support over similar frequencies and 
have strong amplitudes. On the other hand intuition tells us that the response we 
are looking for should be phase-locked to the stimulation where Mayer waves are 
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Figure 1.7 Wavelet power coefficients averaged over the blocks for HbR (A) and 
HbO (C). Corresponding phase-lock maps: HbR (B) and HbO (D) . In this case, 
the averaged power exhibits mostly the activation in the HbO channel whereas 
HbR channel only shows the evoked response through the phase-lock map. 
(Fig. I.7(B,D)), we see a different picture: the frequency region where the protocol 
is present has strong phase-lock index and this map may provide a way to gate the 
signal (or filter) in a coherent way to recover the response. Note that here this is 
true of both HbR and HbO channels where we observe an increase in synchrony 
in the region where the paradigm has frequency support. High phase-lock values 
also appear in the averaged map at higher frequencies (presence of "hot spots" 
around 1 Hz), these are physiological artifacts that exhibit spurious synchronies. 
One way of removing those amounts to introducing a filter in frequency by selecting 
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the phase-locked wavelet coefficients up to some frequency threshold above which 
we know that the hemodynamic response is absent. This is the main observation 
here: the use of a phase-lock indice is expected to help differentiate better the 
physiology from the signal seeked. We proceed to quantify this observation by 
both simulations and verifications below. 
4.2 Wavelet coefficients selection and HRF estimation 
Given this observation, it becomes interesting to consider the following shrinkage 








that is we weight every contribution of the wavelet coefficient by some function g of 
the synchrony index ps(a, b) (the translation parameter can be interpreted as time, 
i.e. b = t). The interest in this reconstruction procedure is that the index is purely 
measuring the instantaneous synchrony with the protocol independently of the 
strength of the underlying signal thus small signals may be detected more easily 
with such a procedure. Last but not the least, spurious synchrony may emerge 
from the cardiac dynamics in a frequency range outside the spectral support of the 
expected response. We can thus consider a partial summation in equation (4.2) 
such that we ignore wavelet coefficients at high frequencies (say up to 0.5 Hz): 
s*(t) = — » 
j S j m a x 
(4.3) 
Although the proper definition of g is not particularly fundamental, the choice of 
this function must keep the coherency of the coefficients in the definition of the 
signal to be reconstructed. Function g may be defined in different ways. Here we 
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introduce a smooth thresholding of wavelet coefficients, 
g(p) = 
1 + e" l + e° Ll + e" 1 + eo 
with a = 0.01. (4.4) 
With this function illustrated on Fig. 1.8(A), highest phase-locked coefficients are 
kept in the reconstruction. This reconstruction is original in two ways. First, it 
is based on the local phase content of the signal estimated unequivocally by using 
analytical wavelets. Second, it is used with the continuous wavelet transform of 
the signal. This last point may be disputable because of the redundancy of the 
continuous wavelet representation. However, since our procedure is based on the 
fact that the expected signal must possess this coherent phase information, this 
procedure seems reasonable. The forthcoming evaluation, either with simulation 
or real data, will confirm such an assumption. 
As defined, this function vanishes for coefficients with phase-lock less than some 
threshold A. We could have define a simple step function. It happens that a 
smooth sigmoid-like function were more appropriate. The parameter a controls 
the slope around the threshold A. In order to estimate the threshold, simulations 
were performed evaluating the estimation of the /?'s and their variance by fitting 
the known response H(t) to the wavelet-based estimations. By performing a set 
of simulations, the mean and variance of the estimation can be evaluated and an 
optimal value of A can be found. In order to set in place this methodology, some 
points must be addressed. First, we need to evaluate the normalization constant 
k.,p. It can be numerically computed by using the theoretical response evoked by 
the paradigm, H(t). Assuming that the wavelet transform of such a function is 
exactly invertible (i.e., absence of polynomial drifts), the reconstruction from the 
time-frequency plane should give it back: 
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Figure 1.8 (A): Cut-off function for keeping wavelet coefficients in terms of the 
synchrony index. (B): Estimation (and variance) of j3 in the HbO (red) and HbR 
(blue) channels in terms of the threshold A in equation (4.4). A = 0 corresponds 
to the simple average in the time-frequency plane. 
Consequently, we have k^ « ^ ^ L v . 
At this point we have the estimated response. We now estimate /3 by simple 
regression, i.e. if we wish to get the strength of the evoked response. The point 
is that our reconstruction being based on the synchronies, the physiology is now 
small compared to the evoked response if any, and we can write 
s*(t) = P*H(t) + 5 
This is what is done to get Fig. 1.8(B) where we show estimated /?*'s and related 
errors with respect to the threshold A. 
Some comments are in order. First, the case A = 0 corresponds to a simple block 
averaging (in the wavelet representation) without any phase-locking criteria nor 
selection. The reconstructed signal is the dots displayed in Fig. 1.9. Second, it is 
clear that phase-locked coefficients are informative with respect to the paradigm 
since the estimator improves when the selection criteria is introduced. This is 
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clearly observed in the HbO channel for A between 0 and 0.3: wavelet coefficient 
shrinkage eliminates remaining physiological noises. This improvement is more 
disputable in the case of HbR although the variance of the estimator is a bit 
reduced. Based on the present simulations, the optimal value of the threshold is 
set to 0.3. This value is used in the regressions in Fig. 1.9 that illustrates well the 
performance of the wavelet approach based on the phase-lock criteria. 
x 1 0- ' HbR: P = -9.4196e-007 „-« HbO:p=3.1486e-006 
10 15 20 
Time (s) 
10 15 20 
Time (s) 
Figure 1.9 Estimation of the hemodynamic response by wavelet shrinkage. HbR 
channel (A) and HbO channel (B). Simple block average (dot lines), synchrony 
based estimator (solid lines) and true response (dashed lines). The estimated j3* 
are found equal to —0.910-6 and 3.110-6 for HbR and HbO respectively. 
5 Hemodynamic evoked optical response: real data 
Up until now, we considered real data. In the previous section we argued that even 
with small signals the phase synchrony may contain information that is of interest to 
detect the response to paradigm. We propose here to provide two explicit examples 
of its usage. 
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5.1 Phase-Locking and HRF estimation: the response in a visual ex-
periment 
Seven healthy volunteers were recruited for the study, six males and one female, all 
right handed (mean age: 28, range: 23-38 years) and had no history of any major 
psychiatric disorder. This study was approved by the institutional review board 
of the Centre de Recherche de l'lnstitut Universitaire de Geriatrie de Montreal 
(CRIUGM). Written consent was obtained from all subjects prior to the study and 
subjects received financial compensation after the study. No subject failed to show 
significant hemodynamic activity and no subject repeated the DOI data acquisition. 
All subjects were right-eye dominant. The visual task chosen was identical to that 
of [Smith et al. 2004] where negative BOLD signal was observed and localized by a 
fMRI study. The participants were seated in front of a computer screen (1074x768 
resolution) at a distance of 65 cm. Sources and detectors were positioned over the 
visual cortex (Fig. 1.10) located with the MRI of the subject and on-line calibrated 
with a neuronavigation tool. This montage defines N = 24 optodes as shown 
on Fig. 1.10. The subject had to look at the stimulation on the screen with the 
dominant eye (the non-dominant eye was blocked by an eye-piece). The stimulus 
consisted of an up and down moving target changing direction randomly, either in 
the right side of the screen or in the left side. The subjects were asked to count the 
number of direction changes. Since the stimulation is block-designed, we computed 
the synchronization indices and considered the group average over the set of sub-
jects and strength of the stimuli. Plots of Fig. 1.11 display the mean synchrony in 
HbO and HbR measured on all the optodes of the montage. We observe that some 
optodes, mostly in the inferior occipital region have higher synchrony, especially in 
the HbR channel, as expected. The two series of experiments (stimuli in the left 
side and then in the right side of the computer screen) exhibit the same amount 
of synchrony. This is due to the connectivity between the ipsi and contralateral 
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Figure 1.10 Optodes configuration (left) registered over the cortex of the subject 
(middle) and visual stimulation (right). 
visual region that balances the activity between the two hemispheres. Also, the 
charge of the stimuli does not reveal any consequence on the synchrony that occurs 
independently from the intensity of the response. Optodes 6 (left hemisphere) and 
18 (right hemisphere) clearly localize the brain activity in terms of synchrony. This 
localization is a bit more accurate in the HbR channel than in the HbO channel. 
The upper occipital synchronies do not show so much contrast between optodes 
although we observe some asymmetry in HbO in favor of the right hemisphere. In 
order to see if our reconstruction are coherent, we used synchrony and the wavelet-
based estimation of the evoked hemodynamic response at each optode. Then we 
considered a Principal Component Analysis (PCA) of the resulting signals and 
focussed on the first component of this expansion. If the method truly finds the 
response to the protocol, this response should have a shape typical of a hemody-
namic response. For each channel (HbR or HbO), let us consider the following 
SVD decomposition of the estimated signals, 
S* = UDV\ 
where the left matrix S* contains all the time series (as much rows as optodes) 
obtained from equation (4.3). The size of this matrix is N x Tepoch where Tepoch is 
the length of the epoch over which we estimated the synchronies and the evoked 
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Figure 1.11 Block averaged synchronization index per pair number for HbR (left 
column) and HbO (right column). Results from two experiments are shown in 
different colors. 
I. Complex wavelets applied to diffuse optical spectroscopy for brain 
activity detection 333 
response. U and V are orthogonal whereas matrix D is diagonal (decreasing Uj on 
the diagonal). If we denote by Ui and Vi the columns of U and V respectively, each 
row of S* can be written as 
N 
3=1 
Looking at the principal component amounts to consider the dominant term of the 
previous expansion 
s*(t) = fav1(t) + ---
where fa is given by Ui.iai. It is clear from the eigenvalues displayed on the left 
column of Fig. 1.12(A) that either for HbR or HbO, the first component dominates 
in their respective expansion. 
This principal component, Vi(t), shown on Fig. 1.12(B) for both channels and both 
stimulus, deserves some comments. We first note that V\(t) perfectly agrees in 
the two types of stimuli (left side or right side of the screen). Second, the HbR 
channel fits very well with the theoretical BOLD HRF whereas a relatively good 
agreement only exists for HbO. In particular, the origin of the fast transient present 
in HbO just at the end of the stimuli (15 s) remains unclear although observable 
in both stimulus. We note also that this sudden increase in oxyhemoglobin does 
not manifest in the deoxy channel: This apparent "on/off" effect is significatively 
present only in the oxy channel. At each optode, the principal components for each 
channel is weighted by the $ displayed on the plots of the Fig. 1.13. Few points are 
to be mentioned. First, those amplitudes are founded on the full complex wavelet 
coefficients and not only with the phase as the synchrony does. Nevertheless, 
in the HbR channel, we observe an agreement between the optodes with high 
synchrony shown on Fig. 1.11(A) and the amplitude of the response (optode 18 
and 6). Second, the HbR channel present undoubtedly a negative response on 
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Figure 1.12 (A and B): Principal component of the HbO and HbR responses (two 
experiments: left (green) and right (blue) side stimulus) and theoretical hemody-
namic response (dashed lines). 
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optodes located between 11 and 19. This result confirms a previous study [Dehaes 
et al. 2007b] but interpretation of this negative BOLD remains unclear although 
we note that it happens with reduced synchrony. 
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Figure 1.13 Weights of the Principal Component Analysis for each optode and 
HbO (A) and HbR (B) channels. Left stimuli in green, right stimuli in blue. 
5.2 Phase-Locking and contrast: a motor task experiment 
The second experiment is a finger tapping experiment involving both hands. Here 
one of the issues found in previous work was the localization of the tapping zone 
when imaging both sides of the cortex. Typically, finger tapping is going to increase 
blood flow over the whole cortex and it has been shown before [Boas et al. 2004b] 
that doing a PCA of the data enables to isolate and better localize the activation. 
Here we present an approach based on synchrony that will lead to similar results. 
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The protocol consisted of interlaced right-hand, and left-hand finger tapping (5 
Figure 1.14 Optodes configuration for the left side of the head. 
taps at 2 Hz) presented randomly at intervals between 15 seconds to 20 seconds. 
We will refer to left and right stimuli as L5 and R5 respectively. The optodes 
were positioned on both right and left motor cortex with an identical geometry on 
each side. The precise distinction between left and right signals can be found by 
averaging and doing a PCA but here we propose to use synchrony by using the 
usual synchrony index: 
P%K*,b) = 
N, epoch, epoch(C) 
From the above indices of both side, we can build a contrast function distinguishing 
right and left activation (independent of the signal strength on each side of the 
head) as follows: 
cSi(a,b)=pW(a,b)-p£
5\a,b). 
These indices are shown in Fig. 1.15. We observe that without any filtering or PCA 
analysis, the synchrony index provide a clear localization and distinction of activa-
tion sites. Finally, synchrony-based reconstruction of the hemodynamic responses 
on selected optodes (the ones that show a contrast between the two conditions) 
are shown in Fig. 1.16. We observe consistency between the HbR contrast and the 
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Figure 1.15 Top: Map of the synchrony indices for all optodes for the HbR channel 
(Similar map for the HbO channels does not exhibit such a significative contrast 
between optodes). We indicate in bold face the most contrasted optodes: they are 
precisely located over the motor area of the brain's subject. 
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amplitude of the HbR responses that consistently increase in the ipsilateral side of 
the stimulation. 







Figure 1.16 Synchrony-based reconstructions of the HRF for the HbR channels 
over the motor area. The solid lines exhibit the dominant response in case of the 
Left (red) and Right (blue) stimulus. 
6 Discussion and conclusion 
The present study emphasizes the use of the phase of the complex wavelet coef-
ficients of DOI data, in the detection and estimation of some evoked response to 
stimuli. Working with periodic block paradigms, the phase allows to point out 
wavelet coefficients that reproduce the paradigm despite the physiological back-
ground. In some respect, our approach mainly relies on the phase resetting syn-
chronization with the periodic stimulus. The case of random event-related stimulus 
is more challenging but may also take advantage of the phase information of the 
wavelet representation of the signal. 
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6.1 Wavelet analysis of random stimulus 
Assuming we know the expected hemodynamic response H(i) (from some canonical 
model as mentioned previously), we cannot apply the previous methodology when 
this HRF is randomly generated. The methods presented here can still be used as 
follows: let us write, as usual, the wavelet transform of the signal s as a combination 
of the hemodynamic response, the physiology (denoted by 0) and noise e: 
Ws = pWH(t) + WG(t) + e. 
Let us assume we can select wavelet coefficients such that they mostly represent the 
evoked response with very few contribution from physiology and other background 
noise. We denote by (a*,b*) such a selection of points in the scalogram. We 
estimate the amplitude of the response, j3, with a simple LMS regression over this 




from which the solution is well known 
P* = (W'HWH^WJJWS. 
In this expression, WH and Ws are vectors of selected wavelet coefficients for the 
HRF and the DOI signal respectively. Let us now precise the selection. The core of 
this paper demonstrates how discriminate the phase synchrony may be in the char-
acterization of the wavelet coefficients with respect to the paradigm. We propose 
to select coefficients with high synchrony (greater than 0.9 for instance) provided 
they also describe the evoked response. This last condition can be implemented 
since we know the response from the canonical HRF. The selection is thus the 
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projection of the set of coefficients where synchrony between measurements and 
stimuli is high, over the dominant wavelet modes of the stimuli. By doing so, we 
maximize the probability to keep coefficients with a high signal-to-noise ratio. 
Preliminary results are shown in Fig. 1.17. Simulated DOI data taking the form 
equation (4.1) with different realistic physiological backgrounds and various re-
sponse intensities (3 have been used for evaluating this estimator. We observe that 
even for weak responses, i.e. small values of (3, the proposed method estimates 
well the intensity of the evoked signal despite the physiological background. We 
HbR channel HbO channel 
CO. 
Figure 1.17 Estimated /?* in realistic HbR-HbO channels for various intensities (/?) 
of event-related paradigm (each simulation uses different paradigm and different 
background physiological signal). 
hope to elaborate this approach and evaluate its performance on real signals in 
forthcoming work. 
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6.2 Conclusion : new perspectives in wavelet analysis of DOI 
In this work, we have shown how wavelets, and more precisely analytical complex 
wavelets can be used to study DOI signals. In particular physiology emerges nat-
urally in the time-frequency plane and can be distinguished more readily than by 
a standard Fourier analysis. This is very useful since physiology, especially Mayer 
waves, is one of the main nuisance in diffuse optical imaging. The availability of a 
tool that can better identify these signals is, in our opinion, an advantage. 
Moreover, we developed a new instrument to study neuronal activation: synchrony. 
Here the ability of analytical wavelets to define an instantaneous phase in a concrete 
manner opens the door for a new measure: the phase-lock of the signal with itself. 
The advantage of this measure is that it is naturally expressed and can be used 
to weight the reconstruction of the hemodynamic response function without the 
arbitrary recourse to filtering. In a way, it provides a natural, protocol-based, 
filtering technique. 
The methods based on wavelets recover results found by averaging, and get better 
results when using a synchrony based shrinkage, but they also provide further 
measures of activation. We have shown that synchrony indices behave similarly to 
PCA component analysis. Here, one of the advantage is the fact that synchrony is 
insensitive to signal strength and we have shown that even in the presence of very 
small activation signal (in simulation) it can recover responses with good accuracy. 
Finally, the use of wavelets in general can be of significant benefits: noise in diffuse 
optical imaging are expected to have 1 / / behavior and it is known that the wavelet 
basis whitens such correlated noise. Pushing further, we could use such basis to 
perform a general linear model as we discussed in the previous section, to recover 
event-related activations. This will be the subject of further work. 
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Annexe II 
1/f Noise in Diffuse Optical Imaging and 
Wavelet-Based Response Estimation 
Reference : MATTEAU PELLETIER C , DEHAES M., LESAGE F. AND LINA J.-
M., 1/f Noise in Diffuse Optical Imaging and Wavelet-Based Response Estimation, 
IEEE Trans. Med. Imag., (2008), (accepte). 
Cet article a ete accepte le 28 juillet 2008 pour publication dans le journal scien-
tifique IEEE Transactions in Medical Imaging (ht tp: / /www.ieee-tmi.org/) . II 
traite de l'estimation de la reponse hemodynamique a partir de donnees provenant 
de l'imagerie optique diffuse a l'aide d'une methode temps-frequence basee sur 
les ondelettes. Ces travaux sont en quelque sorte une extension d'une methode 
d'estimation precedemment demontree a partir de donnees IRMf. En particulier, 
cette approche est basee sur les proprietes de blanchiment de la tranformee en on-
delettes discrete qui permet la decorrelation de processus caracterise par un bruit 
de type 1/f. Les auteurs presentent des resultats de simulations de la methode 
lorsqu'elle est comparee avec une approche dite de spline-cosinus ou le signal est 
compose d'une HRF simulee et d'un bruit physiologique ajoute. La technique 
est egalement confronted a des donnees reelles provenant d'une etude en spectro-
scopie proche infrarouge portant sur le cortex moteur. Ces resultats montrent entre 
autres la pertinence des modeles basses sur la tranformee en ondelettes discretes 
lorsqu'ils sont compares aux modeles standards bases sur le GLM. Les auteurs 
precisent egalement l'importance lies aux phenomenes physiologiques dans le pro-
cessus d'estimation de la reponse hemodynamique. 
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Abstract : In diffuse optical imaging data analysis (DOI), the functional re-
sponse is contaminated with physiological noise as in functional magnetic reso-
nance imaging (fMRI). In this work we extend a previously proposed method for 
fMRI to estimate the parameters of a linear model of DOI time series. The re-
gression is performed in the wavelet domain to infer drift coefficients at different 
scales and to estimate the strength of the hemodynamic response function (HRF). 
This multiresolution approach benefits from the whitening property of the discrete 
wavelet transform (DWT), which approximately decorrelates long-memory noise 
processes. We also show that a more accurate estimation is obtained by removing 
some regressors correlating with the protocol. Moreover, we observe that this im-
provement is related to a quantitative measure of 1 / / noise. The performances of 
the method are first evaluated against a standard spline-cosine drift approach with 
simulated HRF and real background physiology. Lastly, the technique is applied 
to experimental event-related data acquired by near-infrared spectroscopy (NIRS). 
Keywords : 1 / / noise, hemodynamic response function, diffuse optical imaging, 
discrete wavelets. 
1 Introduction 
Diffuse optical imaging has emerged as a low-cost, non-invasive method to quan-
tify brain functional activation [Jobsis 1977, Villringer et al. 1993, Yodh et Chance 
1995]. This relatively new technique uses near-infrared spectroscopy to detect lo-
cal changes in oxy-hemoglobin and deoxy-hemoglobin concentration in biomedical 
tissue. Interpretation of DOI data relies on a tightly coupled mechanism where in-
creased metabolic demand and associated hemodynamics of cerebral tissue follows 
neural firing, and therefore changes in optical signal can reflect neurophysiological 
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activity. The neax-infrared spectral range allows in vivo tissue imaging at depths 
reaching a few centimeters and with better temporal accuracy than the BOLD 
signal obtained with usual fMRI. In DOI, the increased time resolution and the 
oxygenated hemoglobin measurements lead to a preeminent physiological noise, 
another drawback being a reduced spatial resolution due to diffusion. 
In fMRI data analysis, linear time-invariant models have been widely used to de-
scribe the BOLD response to stimuli and a similar approach has been recently 
considered in diffuse optical imaging [Meyer 2003], [Cohen-Adad et al. 2007]. The 
hemodynamic changes are modeled as the convolution of the hemodynamic re-
sponse function (HRF) and a stimulus function, which is generally a series of 
boxcar functions that correspond to a given protocol. Although the HRF may 
vary across different subjects and brain areas, it is considered as a convenient and 
good approximation provided the inter-stimulus interval does not decrease beyond 
2 seconds [Dale et Bucknet 1997]. The currently identified sources of the nuisance 
fluctuations seen in DOI include cardiac pulsation, respiration [Franceschini et al. 
1999] and mean arterial blood pressure variations. The latter interference has sev-
eral components such as intrinsic blood pressure variation, Mayer waves at around 
0.1 Hz [Harscher et al. 2001] and very low frequency oscillations at about 0-0.04 
Hz [Obrig et al. 2000]. Moreover, the imaging system itself is likely a source of 
either 1 / / noise or thermal white noise [Franceschini et Boas 2004],[Smith et al. 
1999]. In its classical form, the most common technique used to recover the func-
tional response is bandpass filtering thus attenuating the low frequency drifts and 
high frequency physiology. Data is then averaged across trials (block experiments). 
However, random-event or complex multi-event protocols require other methods 
such as the general linear model (GLM). More recently, these analysis methods 
have been refined in order to include the effects of non stationary physiology on the 
estimators. For example, blind principal component analysis (PCA) based filtering 
[Zhang et al. 2005a] has been proposed to reduce physiological signal. Separately, 
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Kolehmainen et al. [Kolehmainen et al. 2003] have developed a method to per-
form dynamical state space estimation. A quasi-stationary technique is described 
in Prince et al. [Prince et al. 2003b] by fitting sinusoids amplitudes and phases to 
model cardiac and respiratory nuisance signal. This work is extended in Diamond 
et al. [Diamond et al. 2006] where physiological regressors, measured during the 
experiment, are included in the analysis. This recent work confirms that modeling 
physiology in the estimation process can be beneficial. 
The purpose of this paper is to optimize a wavelet-based estimator for activation 
estimation in DOI data analysis. We apply the GLM with a discrete wavelet basis 
and include the large-scale drift functions in the model as regressors. The choice of 
the basis is motivated by the whitening properties of the discrete wavelet transform 
(DWT) for the fractional Brownian motion (fBm), which is associated with the 
l/f spectrum [Flandrin 1992],[Tewfik et Kim 1992]. In fMRI, several authors 
have observed that BOLD data collected under the null-hypothesis exhibit this 
spectrum [Fadili et Bullmore 2002],[Zarahn et al. 1997],[Bullmore et al. 2004]. In 
DOI, although mentions of l/f appear in the literature, no quantitative estimation 
of its effect has been performed, this is the aim of this work. An overview of wavelet-
based techniques for fMRI data analysis can be found in [Van De Ville et al. 2006]. 
In the following, we model noise as a long-memory process and propose a model 
selection technique in order to minimize the overlap between the drift subspace 
and the response function. Simulations are reported here to validate the properties 
of this estimator and to compare it to a linear spline/periodic basis technique 
described in [Cohen-Adad et al. 2007]. The spectral properties of oxy- and deoxy-
hemoglobin (HbO and HbR) concentrations are investigated separately. In the 
next section, we review the discrete wavelet notation. In section 3, we describe our 
mathematical methods and in the following section we present results of simulated 
responses. Results of testing the method on data acquired from two subjects are 
presented in section 4.2. 
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2 Discrete Wavelet Transform 
Discrete wavelets are families of basis functions able to sparsely describe signals in 
the time-frequency plane. The dyadic wavelet transform [Mallat 1998] of a signal 
x(t) is denned by 
/
+oo 
x(t) ip{2~H - k) dt (2.1) 
oo 
where the coefficient dx\. is the detail coefficient at scale j and position k. The 
wavelet ijPk can be viewed as an octave band-pass filter in [—7r/2
J', —7r/2J+1] U 





where the coefficient axj, is the approximation coefficient at scale j and position k. 
The scaling function ^ is essentially a low-pass filter in the band ]—n/2j+1,7r/2J'+1[. 
A signal analyzed up to scale J can be exactly reconstructed from its detail coeffi-
cients dx\ and the remaining approximation coefficient(s) at scale J. 
In compact notation, the wavelet transform W at scale J maps a discrete time 
signal x(n) to the vector Wx given by 
->»i def 
Wx = 
CLCCrt &%r\ CLCC-i . . . CLJCQ . . . Qijun 
2-i N-l 
-\T 
... dx0 ... dx2-iN_i (2.3) 
For the present work the admissibility conditions for the mother wavelet I/J are also 
strengthened to include at least p vanishing moments so that ip is orthogonal to any 
polynomial of degree p—1 (blind property). These polynomials are reproduced by 
the scaling functions, leaving only the relevant fluctuations in the time-frequency 
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analysis. In practical applications to finite length data (we assume N — 2J for sim-
plicity), we choose the type of wavelet, its regularity and the method of boundary 
correction according to our hypothesis of data with by long-memory noise. The 
power-law spectrum of such time series exhibiting a long-range dependence can 
be generally written as S(f)\f\-,o ~ <r2c7/|/ |
7, where a2 is the error variance and 
where c7 is a dimensionless function of the spectral exponent 7 which characterizes 
the 1 / / noise (more comprehensive accounts for the problem of regression in the 
context of self-similar errors can be found in [Beran 1994]). It has been shown that 
the wavelet coefficients of a long-range 1 / / process have an autocorrelation func-
tion p whose magnitude decays as [Wornell 1990] (see also [Tewfik et Kim 1992], 
[Wornell 1996]) : 
k,k' 
Pi? 2
jk - 2j'k' 
7 - l - 2 p N 
(2.4) 
Therefore, for —1 < 7 < 1, the intercoefficient correlations, both within and be-
tween scales can then be neglected for any wavelet with sufficient number of van-
ishing moments (p > 1). However, when dealing with finite time series, increasing 
the regularity of the wavelet may provoke boundary effects and a compromise has 
to be negotiated in choosing a reasonable degree. In the following, we have used 
a Daubechies wavelet with four vanishing moments. Daubechies wavelets are the 
most compactly supported orthogonal wavelet for any number of vanishing mo-
ments, hence it mitigates the extent of intercoefficient correlations introduced by 
periodic boundary correction. Also, the number of vanishing moments ensures a 
rapid decay of the autocorrelation function magnitude for 1 / / process. 
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3 Methods 
All DOI data collected from a CW NIR commercial system (Techen CW5) are 
preprocessed to obtain a concentration measure from raw photon fluence signals. 
The optical probes (laser sources and detectors) are positioned on the scalp of the 
subjects and closest source-detector (optode) pairs are kept for analysis. Since the 
emitting source modulates the incoming signal to allow simultaneous acquisitions 
for both wavelengths Ai = 690 nm and A2 = 830 nm, it is further demodulated and 
downsampled at 10 Hz. The photon fluence $ at wavelength Aj is then converted 
to a variation in optical density AOD through the Beer-Lambert law 
The next step is to translate the AOD measures to concentration changes by using 
the extinction coefficients e of both chromophores : 
ACViboW 
ACHbR(t) 
Altough not applicable to tomographic imaging, the Beer-Lamber law is extensively 
used in the literature. Each change in concentration is computed for selected optode 
pairs and will be modeled in the definition of the general linear model in the next 
section. When doing tomographic reconstructions, this choice can be justified if 
we use a linear framework, such as the Rytov or Born approximation. In the latter 
case, signals are additive and we can assume that physiology will be simple added 
to the signal. This is no longer true when using non linear reconstruction schemes. 
oc 
6 H b O fcHbR 
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3.1 General linear model 
Let x[t) be a signal representing the experimental paradigm and denned as the 
convolution of a canonical HRF h(t) with a protocol s(t), that is x(t) = (h * 
s)(t). The measured time series ym representing either oxy- or deoxy-hemoglobin 
concentration at the m th source-detector pair can be modeled as the sum of the 
response to the stimulus with a noise um(t) : 
ym(t) = pmx(t)+um(t), f o r m e [1, . . . ,M] (3.3) 
where (3m is a scalar representing the strength of the hemodynamic response. The 
noise model can be further expanded into a large-scale deterministic drift 6m and 
a serially-correlated error um 
ym(t) = pmx(t) + em(t) + vm(t). (3.4) 
In the following we drop the m subscript for ease of readability. The discrete 
wavelet transform W is then applied on both sides of (3.4) to give 
Wy = pWx + W6 + Wv, (3.5) 
where W x is assumed to be known. It is possible to introduce other regressors in 
the model such as the blood pressure or cardiac pulsation if corresponding auxiliary 
signals are measured during the acquisition [Diamond et al. 2006]. The complexity 
of the drift can be limited by assuming that fine scale coefficients dd3k, 1 < j < 
Jo — 1 are zero, so that 0 only describes physiological low-frequency drifts with ddJk, 
Jo < j < J- Let n0 = 2~
Jo+1N be the number of coefficients representing the drift. 
The scale Jo solely characterizes the complexity of the drift, which is described by 
II. 1 / / Noise in Diffuse Optical Imaging and Wavelet-Based Response 
Estimation 350 




0(t) + Yl E <&Mt)- (3.6) 
j=J0 k=0 
Following [Meyer 2003], equation (3.5) can be written as a standard regression 
model : 
W y = ^ + Wi/, (3.7) 
where the vector of unknown parameters £ is defined by 
£ def aBidBi ...deJ2°JoN^f3 (3.8) 













The maximum likelihood (ML) estimate of £ is given by 
T V - 1 / l \ _ 1 / l T v - 1 £ML=(A
TZ-1AyiATZ-1Wy, (3.10) 
where £ is the covariance matrix of the noise. The ML estimators provide an 
alternative approach to estimation of long-memory errors and have been developed 
in the wavelet domain by several authors (see [Wornell 1996] for review). The 
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algorithm for the combined ML estimation of both matrix £ and the linear model 
parameter vector £ by mean of the spectral exponent 7 is discussed in section 3.3. 
3.2 Model Selection 
The parameters selection method presented here provides an additional way of 
improving the efficiency of the estimator as compared to [Meyer 2003]. We first 
note that the drift 0 is not orthogonal to the estimated response, hence the over-
lap between the subspaces can deteriorate the performance of the estimator. In 
particular, having too many basis functions increases the variance repartition on a 
large number of regressors. One method for studying this intersection of functional 
spaces is to compute the correlation coefficients between the drift functions and 
the stimulus function x(t). A proposed filtering method to control the degeneracy 
is to remove the drift functions that have a strong correlation with the stimulus 
[Cohen-Adad et al. 2007]. In the case of discrete wavelet basis, we can compute 
the correlation coefficient of each wavelet atom ipJk with x(t) assuming that both 
functions have been normalized prior to the computation. When using random pro-
tocols, we expect the atoms producing large correlations to be distributed through 
several scales and positions rather than at a single characteristic scale. The corre-
lation threshold above which drifts are discarded can be arbitrary fixed. Once the 
threshold value has been chosen, the columns of the design matrix A correspond-
ing to L wavelet atoms to discard from the drift are removed, giving the reduced 
matrix B of size N x (n0 + 1 — L). The vector £' of length (n0 + 1 — L) is obtained 
by substituting matrix B in (3.10) such that 
£' = (BTlTlB)~l BT^lWy. (3.11) 
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The estimate £ is then recovered by zero-padding at all indexes where the drift is 
assumed to be zero. 
The selection of the scale Jo that characterizes the number of degrees of freedom 
of the drift also has a profound effect on estimation of /3. While several model 
selection criteria have been developed [McQuarrie et Tsai 1998], they all use the 
mean squared error (MSE) to measure the quality of the fit. In this paper, we 
select the values of Jo and the correlation threshold using the £-values for J3, based 
on several simulations of the null hypothesis (rest) condition. We also investigated 
the minimum description length (MDL) criterion as a global test (see section 4.1). 
3.3 Noise Parameter Estimation 
In the wavelet domain, it is assumed that the error terms are not correlated across 
time because the wavelet coefficients of a 1 / / process at scale j are a set of station-
ary independent identically distributed variables with zero mean and S^. variance 
[Flandrin 1992],[Tewfik et Kim 1992]. The matrix E can be approximately diag-
onalized by the DWT with the same vector structure than W x in equation (2.3) 
and take the form 
E = diag{S a - 7 ,Sd j , . . . , (Sd2, •• • ,Sd2), ( S ^ , . . . ,Sdl)} , (3-12) 
where Saj and 5 ^ , j € [1,2, . . . , J], are the variances of the approximation and 
wavelet coefficients as denned below. The assumption that off-diagonal elements 
of E be zero is a reasonable one, given the Karhunen-Loeve-type properties of the 
DWT applied to a 1 / / process [Wornell 1990]. A preliminary hypothesis would be 
to assume that the variances of the noise at different scales are equal. Thus, the 
error covariance matrix is the identity matrix and this first estimation scheme is 
an ordinary least squares (OLS) analysis. 
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However, the variances of the noise at different scales may be quite different. We 
used the wavelet-generalized least squares (WLS) algorithm developed in [Fadili et 
Bullmore 2002] to approximate the maximum likelihood estimator of both model 
and noise parameters. The variances of the detail coefficients at scale j and the 
approximation at scale J are given by 
S* = — —? ^ M ( 2 V ) f d u , (3.13) 
27T^-oo 
)J /.+oo 9 
baj 
2J f+°° nzc o 
where T is the Fourier transform of the wavelet tp and the scaling ip functions. 
When the wavelet and scaling functions are approximated with an ideal bandpass 
filter and an ideal low-pass filter, respectively, equations (3.13) and (3.14) simplify 
to 
t-2-i 
S* * J^vJ ~Wdf for;e{l, . . . ,J}, 
(Iirp J2-U+1) J1 
The regularization coefficient e is chosen with respect to the 7 value and goes to 
zero when — 1 < 7 < 1. Numerically, we fix e to an arbitrary small value to ensure 
that 7 converges in the defined range. Integration of above quantities gives the 
following expressions for —1 < 7 < 1 
(27T)7[l-7] 
S" (27r)-r[l-7]e7 = ^ ^ W -
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The likelihood function for the model is given by 
L(X) 
IE"1! / ( W i / f E - ^ W i / ) 
exp ( 2 7 ^ / 2 
(3.15) 
where A = (/3,7, cr2} and the residual error Wis can be isolated from (3.5). Tak-












0(3 - aBj)' 
(dyj - Pdxj - affj)' 
RdAi) 
(3.16) 
where Rd (7) and Raj (7) are defined above. The ML parameter estimates are those 
that maximize the log-likelihood, i.e., AML = argmaxALL(A). In the following we 
assume that c7 is constant. The steps of the WLS algorithm are as follows : 
1. Initialize the estimate £' by an OLS fit of the regression model (3.11) in the 
wavelet domain. 
2. Define c7 and regularization parameter e. 
3. Let dr\ = dy\. — fidx?k — dQ\ be the detail residuals at scale j and position 
A;, and ar^ = ay^ — Pax^ — adg be the approximation residual at scale 
J. Differentiating equation (3.16) with respect to a2 gives directly the ML 
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estimate of the residual variance 
N 
4. The spectral exponent 7 is estimated by using a2 in Eq. (3.16) and nu-
merically maximising LL{\) where A = (/?, 7, cr2), with respect to 7. An 
appropriate initial interval is — 1 < 7 < 1. 
5. Substitute the estimates of S^ and Saj in E and estimate £' using (3.11). 
6. Go to step 3 and iterate to find stable parameter estimates. 
Typically the algorithm requires three iterations or less until the change in succes-
sive parameter estimates is less than 0.1%. 
4 Experiments 
4.1 Simulated evoked response 
In this section, we present the results of simulation studies used to compare the 
wavelet least squares (WLS) and the ordinary least squares (OLS) to a linear 
approach that modeled the instrument and physiological drifts as a sum of poly-
nomial and periodic sine functions (COS). This latter approach is fully described 
in [Cohen-Adad et al. 2007]. Realistic simulations are performed by adding optical 
data measured at rest to a deterministic evoked response of fixed strength @. 
Baseline DOI data were collected over the motor area of 3 subjects. Data from 
14 source-detector pairs positioned as shown in Fig. 11.4(a) were included in the 
analysis and we computed the estimate £ with 10 distinct random stimuli for each 
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channel. The stimulus paradigm followed an event-related design with a uniformly 
distributed 4 to 20 seconds interstimulus interval over the 6.8 minute runs. Each 
stimulus time series was composed of alternating segments of 1 and 0. Each segment 
of 1 lasted for 2 seconds. We used the model of canonical HRF provided by the 
SPM package [Friston et al. 1994] with small values /3nbo = 1 x 10 -6 and AjbR = 
—2 x 10 - 7 . In the following, the presented results are equally averaged over all 
channels, stimuli and subjects. 
We first investigated the t-values for the regressor of interest of both wavelet-based 
estimators as a function of the drift parameter J0. Since we are interested in 
detecting activation, we define the null hypothesis as f3 — 0 and test its rejection 
with the statistic 
U = - (4.1) 
Scale of the drift JQ 
Figure II.1 Selection of the optimal drift parameter Jo. Left y-axis label: average 
i-statistic for wavelet-generalized least squares (WLS, solid line) and ordinary least 
squares (OLS, dotted line). Right y-axis label: MDL value (dash-dotted line). Left 
panel : ACnbO concentration. Right panel : ACnbR concentration. 
where s2 is the estimate of the variance of the parameter estimates. Under the 
assumption of colored noise, the covariance matrix of the residual error is included 
in the x2-distributed measure s^LS = {A
TT1"
1A)~'1d2. If we assume that the noise 
is i.i.d., although it is not, then /? is still an unbiased estimate of (3. However, 
S2OLS = (ATA)~1ATEA(ATA)-1a2 which is not equal to (ATA)-1a2. Fig. II.l 
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illustrates the principle of selection of the scale of the drift for a fixed correlation 
threshold of 1.0. The efficiency of the method varies greatly depending on the 
number of degrees of freedom n0 = 2~
Jo+1N of the baseline drift. The maximum 
of the criterion is reached for J0 = 9 for both ACnbo and ACnbR measurements. 
We also observe that higher scores are obtained with the WLS estimate, hence 
indicating a higher probability of detecting activation which is consistent with the 
simulated HRF response. As the scale of the drift becomes finer, both estimation 
schemes will start tracking the variations in the signal due to the evoked response 
and will result in an overly great variance. 
The model order selection problem can also be solved using popular models such as 
the Akaike's information criterion (AIC) and Schwartz information criterion (SIC), 
both used for the original wavelet-based detrending of fMRI time series [Meyer 
2003]. However, it has been observed that even the improved versions of those cri-
teria tend to give an over-fitted model for DOI signal because of the large number 
of data samples[Jang et al. 2008]. The minimum description length (MDL) prin-
ciple, that leads to the shortest code length in compression and denoising, gives a 
better tendency. The criterion based on MDL for defining the complexity of the 
drift is given as [Jang et al. 2008] 
MDL = — log2 <r
2 + -n0log2N + ( -n 0 log2 P(n0)) (4.2) 
where P(no) denotes the prior distribution of the coefficients of the drift in the 
wavelet domain. The following universal prior for integers has been proposed to 
impose the characteristic of the trending signal: 
P{n) = 2-L°{n\ L°{n) = logj n + log2 c, (4.3) 
where c « 2.865064 and log2n = log2n + log2(log2n) + .... The previous sum 
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Tableau II. 1 T-statistic of wis, ols and cos estimators for ACnbo a n d ACubR 
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Figure II.2 Normal quantile plots of model parameter estimated by (left) WLS 
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involves only the non-negative terms. The minimum of the criterion, also shown in 
Fig. II. 1, mostly agree with the i-statistics, altough the selected scale for ACnbO 
is one scale finer. 
The overall performance of all three methods can be compared with statistical 
inference for the regressor of interest. These results are summarized in Table. II. 1, 
which shows the average ^-values as a function of the correlation threshold, in 
the case of OLS and WLS, and the corresponding results for the COS approach. 
The highest threshold value corresponds to the case where all the wavelet atoms 
located between the coarsest scale J and the optimal scale Jo = 9 are included 
in the regression for any simulated stimulus. The WLS scheme outperforms the 
OLS for all the threshold values in the ACnbo case, reaching a maximum for a few 
wavelet atoms discarded, while no correlated drifts must be removed for the ACnbR 
signal. The aboved analysis assumed temporally uncorrelated noise. However, it is 
well know that the GLM estimator tends to underestimate the error variance when 
the residual error presents a nonnegligible serial consequence. As a consequence, 
the ^-statistics of the COS estimator is overestimated and cannot be compared 
with the other methods. As shown in Fig. II.2, the COS estimates are clearly 
not standard Normal, contrary to the WLS. To assess the performance of the 
estimators in terms of type I error control, we simulated a set of data in which the 
response amplitude was set to zero. We fixed the drift complexity to J0 = 9 and 
the correlation threshold to 0.32. 
Tableau II.2 Bias and standard deviation of J3 for WLS, OLS and COS estimators 
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Expected type I error 
Figure II.3 Type I error calibration curve for WLS (solid line), OLS (dashed line) 
and COS (dash-dotted line). In all panels the dotted line is the line of identity. 
the standard Normal distribution corresponding to probabilities of type I error a 
in the range [0,0.2]. The calibration curve is indicated by the observed number 
of positive tests (over K = 420 realizations) being equal to the expected number 
= aK. As shown in Fig. II.3, type I error control by WLS outperforms the COS 
approach in the case of HbO while it is slightly better in the HbR case. 
The performance of the OLS estimator is intermediate. However, even WLS yields 
more false positive (type I error) than expected, which indicates that its variance 
might also be underestimated. For ACnbR time series, the performance of all meth-
ods is comparable at low probability threshold values, and greater than for ACnbo-
The overall performance of WLS and OLS provides circumstancial support for 1 / / 
power law noise model for DOI although the type I error calibration curves pro-
vided by the WLS estimator reveals that this model is evidently an approximation. 
Table II.2 shows the mean errors with their standard deviations across all datasets. 
In these simulations, there is a slight difference between COS and WLS in terms 
of empirical bias but a significant reduction of the standard deviation. Altough 
all methods are more efficient for ACnbR, there was not a great deal of difference 
between them. The data suggest a different correlation structure between HbO 
and HbR. 
Beside the estimation of the strength of activation, the algorithm WLS also esti-
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mates the spectral exponent 7 (step 4 of WLS algorithm). Based on rest data for 3 
subjects and 14 optode pairs, the averaged spectral exponents describing the long 
memory noise in NIRS data are shown in Table II.3. The much greater spectral 
exponent for HbO is likely to benefit from the whitening effect of the DWT, as op-
posed to the HbR case where the null value (i.e. white noise) is inside the standard 
deviation range of the 7 estimate. 
































We speculate that this larger value for HbO originates from increased physiology 
in that signal. It is known that the HbO signal is more contaminated by colored 
noise (i.e. Mayer waves) than HbR. 
These empirical findings stand in favor of the presented method as a more efficient 
estimator for DOI data contamined with 1 / / noise, in particular the HbO concen-
tration. It could be argued that the desirable characteristics of the WLS estimator 
will be compromised if the wavelet expansion of the input signal does not have ideal 
whitening properties, at least because of artifactual inter-coefficient correlations in-
troduced by boundary correction. However, the performance of the estimator is 
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comparable to spline/cosine basis methods when the physiology does not exhibit 
such long-memory structure. Accordingly to [Patel et al. 2006], the WLS algorithm 
based on wavelet packets could improve the specificity since it provides a better 
frequency resolution and further decorrelates the long memory noise. 
4.2 Experimental DOI data 
We illustrate here the principle of the algorithm with DOI data related with motor 
area activation. The study involved three subjects who were asked to perform a left 
hand finger movement (2 sec) following a short audio stimulus. The optode pairs 
were positioned as shown in Fig. 11.4(b). Each stimulus time series was composed of 
80 segments with a uniformly distributed 4 to 20 sec interstimulus interval over the 
13.6 minute runs. The data was processed by the WLS and COS algorithms. The 
three subjects demonstrated increases in the oxy-hemoglobin concentration and 
much smaller decreases in the deoxy-hemoglobin case in all channels over the motor 
showed in Fig. 11.4(c) for subject 2. The displayed results are obtained 
by multiplying the estimated strength /3 with the canonical hemodynamic response 
function. Individual variations were observed in the site of maximum response 
across subjects but not across methods as the mean response was generally high 
with this motor experiment. The same subject demonstrated localized activation 
over the motor area but much less response in peripheral areas. As shown in table 
II.4, the ^-values obtained with WLS for HbO at optode pairs 8, 9 and 12 indicate 
a positive estimate whereas COS leads to a negative one. The positive value is 
consistent with the DOI literature for oxy-hemoglobin. Other optode pairs such as 
11 gave similar strength of response for all estimators. 
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(a) Coregistration of light sources 
(spheres in the middle row) and 
detectors using a neuronaviga-
tion system (Brainsight, Rogue-
Research Inc.). Note that a Brod-
mann atlas overlays an interpolated 
surface of the brain of the sub-
ject (subject 2 in this case) to en-
sure the localization of the acti-
vated area (motor cortex). 
(b) Optode pairs configuration 
used for the experimental acqui-
sition. Square markers represent 
sources whereas circle markers rep-
resent detectors. Thin lines show 
the selected channels. 
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(c) Hemodynamic concentration changes of 
all optode pairs for subject 2 (arbitrary 
units). 
Figure II.4 Spatial mapping of estimated /? for each optode pair. Note that for 
(c), HbO (solid lines) and HbR (dash-dotted lines) concentration changes are in 
agreement with biomechanical models of the hemodynamic response [Buxton et al. 
1998], [Mandeville et al. 1999]. 
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5 Conclusion 
This paper has addressed the problems of characterizing the 1 / / noise and estimat-
ing the strength of hemodynamic response in diffuse optical imaging. Our methods 
first differs from the original DWT approach in that we use a filtering method to 
control the degeneracy of the regression. We also included the physiological drift 
as part of our model which is distinct from the previous WLS estimator and from 
a recent work based on continuous wavelet technique [Lina et al. 2008]. Analysis 
performed on experimental DOI data provided us with a quantitative measure of 
the 1 / / noise for HbO and HbR concentration measurements. These results reflect 
the observations made on the performance of WLS as compared to another GLM-
based estimator. On their own, the present methods do not include physiological 
modeling. The ability to separate measured signals into physiological components 
may reveal new information about the local physiology and provide more accurate 
models of response estimation. 
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Annexe III 
Base en harmoniques spheriques 
1 Definitions et proprietes 
Les harmoniques spheriques sont definies par l'equation 
'2£ + l \ (£-\m\)\ 
Ye,m(s) = ( - l ) ^
m + | m | ) p j m | ( c o s 0 ) e ^ 
An J (e+\m\)\m 
ou Pp est le polynome de Legendre de premiere espece defini par 
ou Pi est le polynome de Legendre donne par la formule de Rodrigues 
1 M 
def 1 u / 2 i \ < 
pour m, £ des entiers non negatifs. De plus 
P?(x) = Pe(x) 
pp(x) = 0 si m > L 
Pour proceder aux PN approximations de la section 4.2.1 du Chapitre 2, quelques 
proprietes des harmoniques spheriques sont necessaires pour developper les quan-
tites de l'equation de transport (4.1) en base d'harmoniques spheriques. Les prin-
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cipales sont les suivantes : 
Orthogonalite : 





2£ + T £ YimWuh 
Developpement en vecteur unitaire : 
s = Sy 





II existe d'autres resultats pertinents sur les harmoniques spheriques. Cependant, 
les proprietes utiles aux approximations effectuees au Chapitre 2 sont presentees 
dans cette annexe ou directement dans le chapitre en question. 
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Annexe IV 
Integration numerique et traitement des 
singularites 
1 Introduction 
Cette annexe presente la technique d'integration numerique utilisee pour le calcul 
des operateurs matriciels dermis par les equations (6.8) et (6.9) du Chapitre 6. La 
technique d'integration numerique presentee dans cette section est essentiellement 
adaptee des travaux de Sikora et al. [2006] tout comme l'approche utilisee pour 
traiter les singularites. Ces singularites sont rencontrees dans la definition de la 
fonction de Green (5.6) et de sa derivee normale (5.7), definies au Chapitre 6, 
lorsque les points m et m! appartenant a la surface Te sont identiques ou situes 
a tres courte distance. A l'oppose des mehodes par elements finis (FEM) ou ces 
integrates peuvent dans la plupart des cas etre evaluees analytiquement, la methode 
BEM quant a elle, ne permet pas le calcul exacte des potentiels de simple et double 
couche. 
Global Coordinates System 




Figure IV. 1 Representation quadratique des elements de frontieres (adaptee de 
Sikora et al. [2006]). 
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2 Integration numerique 
II existe plusieurs approches pour proceder a l'integration numerique. Dans ce 
qui suit, les elements surfaciques consistent en des triangles isoparametriques de 
precision quadratiques. lis sont done composes de 3 nceuds mitoyens et 3 nceuds 
situes aux sommets de chacun d'eux comme le montre la Figure IV. 1. 
Figure IV. 2 Triangle quadratique global tranforme sur le triangle de reference 
de coordonnees locales (£1,^2) et sur le carre de reference de coordonnees locales 
(V11V2) (adaptee de Sikora et al. [2006]). 
2.1 Integrate non singuliere 
Pour proceder a revaluation des integrates, chaque element isoparametrique trian-
gulaire de la Figure IV. 1 est envoye a partir du systeme de coordonnees globales 
par la transformation 
rrij = (xj,yj,Zj), j e [ 1 , . . . , 6] dans un systeme de coordonnees locales £ = (£1, £2) 
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oil les fonctions de bases sont definies par 
Mi) = (i - 6 - 6)(i - 26 - 26) Mi) = 46 (i - 6 - 6) 
Mi) = 6 (26 - i) </>4(0 = 4 6 6 
Mi) = 6 (26 - i) Mi) = 46 (i - 6 - 6) 
Les integrates des equations (6.8) et (6.9) du Chapitre 6, definies sur un triangle T, 
sont alors transformers en integrates definies sur un triangle de reference illustre a 
la Figure IV.2, tel que 
[f(m)dm=f f ' f(m(0)Mi)^i^2 (2-1) 
JT JO JO 
ou Jr{i) est le jacobien de la transformation defini par 
Mi) ^ I ™?1 >< ™?2 I = {I Wlft I2 I "*& I2 + ("*fc • ^ 2 )
2 } 1 / 2 
dx dx n 
dii d& Ux 
dy dy „ 
a?i db ny 
dz dz 
dti dfr ,l* 
ou (rn.fr,m,£2) sont les vecteurs de la base naturelle du plan tangent et n = 
(nx, ny, nz) est la normale unitaire. 
Tableau IV. 1 Points et poids de Gauss dans le cas de l'integration numerique non 
singuliere sur les triangles [Zienkiewicz et Taylor 1989]. 
t ii,t iL ™, 
1 1/3 1/3 0.1125 
2 0.05972 0.47014 0.06620 
3 0.47014 0.05972 0.06620 
4 0.47014 0.47014 0.06620 
5 0.79743 0.10129 0.06297 
6 0.10129 0.79743 0.06297 
7 0.10129 0.10129 0.06297 
Etant donne cette transformation locale, les integrates representees dans le mem-
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bre de droite de l'equation (2.1) peuvent etre approximees par l'utilisation d'une 
quadrature de Gauss pour elements triangulaires dont les points et les poids sont 
donnes au Tableau IV. 1, tel que 
Cette expression est utilisee pour toutes les integrales des equations (6.8) et (6.9) 
du Chapitre 6 dans le cas ou l'integrale n'admet pas de singularity. 
2.2 Integrate singuliere 
Dans le cas ou les integrales a evaluer contiennent une singularity, i.e. ou l'integrale 
fait intervenir deux noeuds identiques ou tres proches l'un de l'autre, une deuxieme 
transformation vers un carre de reference est introduite. Notons par contre, qu'il 
existe plusieurs techniques d'integration singuliere telles la regularisation et le 
developpement en series. Comme pour l'integration numerique non singuliere men-
tionnee precedemment, la technique employee provient des travaux de Sikora et al. 
[2006]. Elle est brievement rappelee dans cette annexe. 
La deuxieme transformation sur le carre de reference [—1,1] x [—1,1] depends de la 
position de la singularite sur le triangle de coordonnees globales comme le montre 
la Figure IV.3. Peu importe si la singularite se situe sur un nceud mitoyen ou sur un 
nceud positionne a l'un des sommets du triangle, la technique necessite la division 
du triangle en quatre sous-triangles T\, T^, T3 et T4. 
I 
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3 4 V 










Figure IV.3 Transformation locale sur le triangle et le carre dans le cas de 
l'integration numerique singuliere lorsque le point est situe (a) au sommet et (b) 
sur un noeud mitoyen du triangle (adaptee de Sikora et al. [2006]). 
Singularity situee a l'un des sommets du triangle 
Ce type de singularity peut se presenter dans trois cas differents, i.e. sur l'un des 
trois noeuds situes aux sommets du triangle illustre a la Figure IV.3 (a). A titre 
d'exemple, l'integration singuliere sur le nceud 1 est presentee. Dans ce cas precis, 
le nceud 1 appartient uniquement au sous-triangle T\ et l'integration singuliere est 
seulement definie sur ce sous-triangle. Les evaluations sur les sous-triangles T2, 
T3 et Ti peuvent etre effectuees a l'aide de la technique non singuliere presentee 
precedemment. Le sous-triangle 7\ est alors transforme sur le carre [—1,1] x [—1,1] 
par Fintroduction de nouvelles coordonnees locales rj = (771,772) tel que 
t , , def 1 / ( l + m ) ( l - % ) 
8 \ (1+770(1 + %) 
Les evaluations singulieres reliees aux nceudx 3 et 5 de la Figure IV.3 (a) sont 
similaires. 
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Singularity situee a l'un des nceuds mitoyens du triangle 
Comme a la sous-section precedente, il existe trois differents cas associes a chacun 
des noeuds mitoyens de la Figure IV.3 (b). A titre d'exemple, l'integration sin-
guliere sur le noeud 2 est presentee. Dans ce cas particulier, le noeud participe a 
1'evaluations des integrates sur les trois sous-triangles T\, T2 et T3. Chacune des 
integrales est evaluee individuellement en introduisant une nouvelle transforma-
tion locale vers le carre [—1,1] x [—1,1]. Les nouvelles transformations sont les 
suivantes : 
• sur le sous-triangle 7\: 
def 1 / 2 ( 1 - ^ ) 
tin) = o , 
8 \ (1 + 770(1-%) 
sur le sous-triangle T2: 
tl .defl / (l + r70(3-770 + 2( l -770 
ivn) = a 
8 \ (1 + 770(1 + 7/0 
sur le sous-triangle T3: 
8[ 2(1 + 770 
Les evaluations singulieres reliees aux nceudx 4 et 6 de la Figure IV.3 (b) sont 
similaires. 
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Tableau IV.2 Points et poids de Gauss dans le cas de F integration numerique 
singuliere sur les carres. Dans ce cas, les indices de la double somme (2.3) varient 
dans le meme intervalle (c = C\ — c^)-
T T T 
c vie vie K 
1 -0.93247 -0.93247 0.17132 
2 -0.66121 -0.66121 0.36076 
3 -0.23862 -0.23862 0.46791 
4 0.23862 0.23862 0.46791 
5 0.66121 0.66121 0.36076 
6 0.93247 0.93247 0.17132 
Pour toutes les evaluations, l'integrale du membre de droite de l'equation (2.1) 
devient 
/ / a / ( m ( 0 ) J T ( O d ^ d e 2 = / [ f(m(t{n)))Mt{r,))Jc(r,)dVi*n2 Jo Jo J-iJ-i 
(2.2) 
ou le jacobien de la transformation sur le carre de reference est le meme pour les 
trois transformations precedentes et prend la valeur 
Comme pour revaluation des integrales non singulieres, les integrales de la forme 
(2.2) peuvent etre approximees par l'utilisation d'une quadrature de Gauss. Dans 
ce cas, l'expression (2.2) devient 
J2 E /(™(*«,c2))) MttolJ) J c « , C 2 ) « (2.3) 
Cl = l C 2 = l 
resultant d'une combinaison 6 par 6 des points et poids du Tableau IV.2 [Aliabadi 
2002]. 
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Annexe V 
Integration numerique du terme Qp 
I Approche 
Dans la formulation integrate du Chapitre 6, l'approximation de Born de la section 
5.2 introduit revaluation d'une integrale volumetrique donnee par 
Qp(r,r\u;)^~- [ Gp(r, r',u) $ „ » ) A/xaj,(r') dr', (1.1) 
faisant intervenir les valeurs de r et r' dans le volume £lp. Cette integrale est sin-
guliere en raison de la presence de la fonction de Green. La methode d'integration 
pour ce terme est quelque peu differente de celle employee pour les integrates de 
frontieres des equations (6.8) et (6.9) du Chapitre 6. Tout d'abord Tintegrale (1.1) 
est reecrite en injectant l'expression de la fonction de Green et en considerant 
l'ecriture suivante : 
~ 1 f ( 1 e-PpII»•-»•'II _ i \ 
Qp(r, r\ u) = / T — + n JJ $0j,(r', u) A^p(r') dr'. 
4irKpJnp\\\r-r'\\ \\r-r'\\ J 
(1.2) 
Dans ce cas, l'integrale (1.2) se separe en deux autres integrates de la fagon suivante 
II est important de noter que l'integrale I\ est toujours une integrale singuliere 
tandis que l'integrale I2 est peut etre traitee comme une integrate non singuliere. 
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En effet, 12 peut etre approximee en prenant le developpement de Taylor du premier 
ordre lorsque r —> r' tel que 
I2(r,r',u) = --±- f 4TT KP Jn lim 
e-pp\\r-r || _ ^ 
dr ' 
— / -pp$0 ,P(r- ' ,w)A^a !P(r ')dr-' . 
4n 
Dans le cas de l'integrale I\, l'astuce utilisee consiste a reecrire cette integrate en 
coordonnees spheriques en faisant l'approximation que l'integrale dans chaque voxel 
est presqu'egale a celle dans une boule de diametre egal a la resolution du voxel. 
Par exemple, supposons que la resolution du voxel est de a3 mm, alors la relation 
entre la resolution du voxel a et le rayon de la sphere a est donnee par 
o 4t r> 3 / O 
a = -7T<7 -̂ =>- a = \ /-— a. 
3 V 4?r 
En posant x = r — r', les coordonnees spheriques sont donnees par 
X\ = r cos 9 sm(p 
x2 = r sin9 sin <p «<=• r = yjxf + x\ + x\. 
X3 = r cos 9 
En supposant que la variation de <J>0,P et A^fliP dans chaque voxel de la sous-region 




r2ir fK ro 1 pZ"K /*7T r<J 1 
— fo,pA/jaiJ) / / / - r
2 s in0d0d#dr 
' KP ' ' Jo Jo Jo r 4?r,vp 
$o , P A / / 0 ; P ^ S o V a
2 . 
4ir KP 
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En effectuant cette approximation, l'integrale se resoud sans probleme et ne depend 
plus de la position. 
