In this paper, we propose a rich model of DCT coefficients in a JPEG file for the purpose of detecting steganographic embedding changes. The model is built systematically as a union of smaller submodels formed as joint distributions of DCT coefficients from their frequency and spatial neighborhoods covering a wide range of statistical dependencies. Due to its high dimensionality, we combine the rich model with ensemble classifiers and construct detectors for six modern JPEG domain steganographic schemes: nsF5, model-based steganography, YASS, and schemes that use side information at the embedder in the form of the uncompressed image: MME, BCH, and BCHopt. The resulting performance is contrasted with previously proposed feature sets of both low and high dimensionality. We also investigate the performance of individual submodels when grouped by their type as well as the effect of Cartesian calibration. The proposed rich model delivers superior performance across all tested algorithms and payloads.
MOTIVATION
Modern image-steganography detectors consist of two basic parts: an image model and a machine learning tool that is trained to distinguish between cover and stego images represented in the chosen model. The detection accuracy is primarily determined by the image model, which should be sensitive to steganographic embedding changes and insensitive to the image content. It is also important that it captures as many dependencies among individual image elements (DCT coefficients) as possible to increase the chance that at least some of these dependencies will be disturbed by embedding. By measuring mutual information between coefficient pairs, it has been already pointed out [9] that the strongest dependencies among DCT coefficients are between close spatial-domain (inter-block) and frequency-domain (intra-block) neighbors. This fact was intuitively utilized by numerous researchers in the past, who proposed to represent JPEG images using joint or conditional probability distributions of neighboring coefficient pairs [1, 3, 14, 15, 17, 22] possibly expanded with their calibrated versions [8, 11] . In [9, 10] , the authors pointed out that by merging many such joint distributions (co-occurrence matrices), substantial improvement in detection accuracy can be obtained if combined with machine learning that can handle high model dimensionality and large training sets.
In this paper, we propose a complex (rich) model of JPEG images consisting of a large number of individual submodels. The novelty w.r.t. our previous contributions [9, 10] is at least three-fold: 1) we view the absolute values of DCT coefficients in a JPEG image as 64 weakly dependent parallel channels and separate the joint statistics by individual DCT modes; 2) to increase the model diversity, we form the same model from differences between absolute values of DCT coefficients; 3) we add integral joint statistics between coefficients from a wider range of values to cover the case when steganographic embedding largely avoids disturbing the first two models. Finally, the joint statistics are symmetrized to compactify the model and to increase its statistical robustness. This philosophy to constructing image models for steganalysis parallels our effort in the spatial domain [4] . We would like to point out that the proposed approach necessitates usage of scalable machine learning, such as the ensemble classifier that was originally described in [9] and then extended to a fully automatized routine in [10] .
The JPEG Rich Model (JRM) is described in detail in Section 2. In Section 3, it is used to steganalyze six modern JPEG-domain steganographic schemes: nsF5 [5] , MBS [19] , YASS [21] , MME [6] , BCH, and BCHopt [18] . In combination with an ensemble classifier, the JRM outperforms not only low-dimensional models but also our previously proposed high-dimensional feature sets for JPEG steganalysis -the CC-C300 [9] and CF * [10] . Afterwards, in Section 4, we subject the proposed JRM to analysis and conduct a series of investigative experiments revealing interesting insight and interpretations. The paper is concluded in Section 5.
RICH MODEL IN JPEG DOMAIN
A JPEG image consists of 64 parallel channels formed by DCT modes which exhibit complex but short-distance dependencies of two types -frequency (intra-block) and spatial (inter-block). The former relates to the relationship among coefficients with similar frequency within the same 8 × 8 block while the latter refers to the relationship across different blocks. Although statistics of neighboring DCT coefficients were used as models in the past, the need to keep the model dimensionality low for the subsequent classifier training usually limited the model scope to co-occurrence matrices constructed from all coefficients in the DCT plane. Thus, despite their very different statistical nature, all DCT modes were treated equally.
Our proposed rich model consists of several qualitatively different parts. First, in the lines of our previously proposed CF * features, we model individual DCT modes separately, collect many of these submodels a put them together. They will be naturally diverse since they capture dependencies among different DCT coefficients. The second part of the proposed JRM is formed as integral statistics from the whole DCT plane. The increased statistical power enables us to extend the range of co-occurrence features and therefore cover a different spectrum of dependencies than the mode-specific features from the first part. The features of both parts are further diversified by modeling not only DCT coefficients themselves, but also their differences calculated in different directions.
Notation and definitions
Quantized DCT coefficients of a JPEG image of dimensions M × N will be represented by a matrix 
Matrix A × consists of the absolute values of DCT coefficients, matrices A → , A ↓ , A are obtained as intra-block differences, and A ⇒ , A represent inter-block differences. Individual submodels of the proposed JRM will be formed as 2D co-occurrence matrices calculated from the coefficients of matrices A , ∈ {×, →, ↓, , ⇒, }, positioned in DCT modes (x, y) and (x + Δx, y + Δy). Formally, C T (x, y, Δx, Δy), ∈ {×, →, ↓, , ⇒, }, are (2T + 1)
2 -dimensional matrices with elements
where the normalization constant Z ensures that k,l c kl = 1, and trunc T (·) is an element-wise truncation operator defined as
In definition (7), we do not constrain Δx and Δy and allow (x + Δx, y + Δy) to be out of the range {0, . . . , 7} 2 to more easily describe co-occurrences for inter-block coefficient pairs, e.g.,
Assuming the statistics of natural images do not change after mirroring about the main diagonal, the symmetry of DCT basis functions w.r.t. the 8 × 8 block diagonal allows us to replace matrices C T with the more robust
Because the coefficients in A × i,j are non-negative, most of the bins ofC × T are zeros and its true dimensionality is only (T + 1)
2 . The difference-based co-occurrencesC T , ∈ {→, , ⇒}, are generally nonzero, however, we can additionally utilize their sign symmetry (c kl ≈ c −k,−l ) and defineĈ T with elementŝ
The redundant portions ofĈ T can be removed to obtain the final form of the difference-based co-occurrences of dimensionality
, which we denote againĈ T (x, y, Δx, Δy), ∈ {→, , ⇒}. The rich model will be constructed only using the most compact forms:
We note that the co-occurrencesC × T evolved from the F * feature set proposed in [10] . The difference is that F * does not take absolute values before forming co-occurrences. Taking absolute values reduces dimensionality and makes the features more robust; it could be seen as another type of symmetrization. In Section 3, we compare the performance of the proposed rich model with the Cartesian calibrated CF * set [10] .
DCT-mode specific components of JRM
Depending on the mutual position of the DCT modes (x, y) and (x + Δx, y + Δy), the extracted co-occurrence matrices C ∈ {C
⇒ T } will be grouped into ten qualitatively different submodels:
The first six submodels capture intra-block relationships: G h -horizontally (and vertically, after symmetrization) neighboring pairs; G d -diagonally and minor-diagonally neighboring pairs; G oh -"skip one" horizontally neighboring pairs; G x -pairs symmetrically positioned w.r.t. the 8 × 8 block diagonal; G od -"skip one" diagonal and minor-diagonal pairs; G km -"knight-move" positioned pairs. The last four submodels capture inter-block relationships between coefficients from neighboring blocks: G ih -horizontal neighbors in the same DCT mode; G id -diagonal neighbors in the same mode; G im -minor-diagonal neighbors in the same mode, G ix -horizontal neighbors in modes symmetrically positioned w.r.t. 8 × 8 block diagonal. The two parts forming G d and G od were grouped together to give all submodels roughly the same dimensionality.
Since all ten groups of submodels are constructed for C ∈ {C
DCT-mode specific submodels are obtained in total. For co-occurrences of absolute values of DCT coefficients, we fixed T = 3 
absolute values only
all DCT-mode specific submodels 
intra-block differences (horizontal) 
inter-block differences (horizontal) inter-block cooccurrences (spatial) intra-block cooccurrences (frequency) yielding the dimensionality of a single matrixC × 3 equal to 16. For difference-based co-occurrences, we fixed T = 2 to obtain a similar dimensionality of 13. Larger values of T would result in many underpopulated bins, especially for smaller images. A tabular listing of all introduced submodels, including their total dimensionalities, is shown in Figure 1 .
Integral components of JRM
The mode-specific submodels introduced in Section 2.2 give the rich model a finer "granularity" but at the price of utilizing only a small portion of the DCT plane at a time. In order not to lose the integral statistical power of the whole DCT plane and to cover a larger range of DCT coefficients, we now finalize the rich model by supplementing additional co-occurrence matrices that are integrated over all DCT modes. We do so for both the co-occurrences of absolute values of DCT coefficients,C × T , and their differences,Ĉ T , ∈ {→, ↓, , ⇒, }. As the integral bins are better populated than DCT-mode specific bins, we increase T to 5. The integral submodels are defined as follows:
For intra-block pairs, the summation in the above definitions is always over all DCT modes (x, y) ∈ {0, . . . , 7} 2 such that both (x, y) and (x + Δx, y + Δy) lie within the same 8 × 8 block. A similar constraint applies to the inter-block matrices whenever the indices would end up outside of the DCT array. DC modes are omitted in all definitions. The submodel I × covers both the spatial (inter-block) and frequency (intra-block) dependencies, and can be seen as an extension of feature sets absN J 1 and absN J 2 by Liu [14] . The difference-based submodels bear similarity to the Markov features proposed in [1] , where the authors also utilized inter-and intra-block differences between absolute values of DCT coefficients. In order to obtain similar dimensionalities, the cooccurrences calculated from differences were divided into two distinct sets, capturing frequency (I f ) and spatial (I s ) dependencies separately. *
The union of DCT-mode specific submodels with the integral submodels form the JPEG domain rich model we propose. Its total dimensionality is 11, 255. In order to improve the performance, we apply the Cartesian calibration [8] which doubles the dimensionality to 22, 510. The structure of the entire JRM appears in Figure 1 .
COMPARISON TO PRIOR ART
To demonstrate the power of the proposed JPEG rich model, we steganalyze six modern steganographic methods. We use the ensemble classifier [9, 10] for all experiments as it enables fast training in high-dimensional feature spaces and its performance on low-dimensional feature sets is comparable to the much more complex SVMs [10] . The classifier is constructed from base learners implemented as Fisher Linear Discriminants on random subspaces of the feature space. The number of subspaces and their dimensionality were determined automatically using the algorithms described in [10] . A publicly available implementation of the ensemble classifier can be downloaded from http://dde.binghamton.edu/download/ensemble.
Tested steganographic methods
The tested steganographic methods are: nsF5, MBS, YASS, MME, BCH, and BCHopt. The nsF5 algorithm [5] is an improved version of the popular F5 [24] . For experiments, we used a simulator of nsF5, available at http://dde.binghamton.edu/download/nsf5simulator/, that makes the embedding changes as if an optimal binary matrix coding scheme was used. We note that a near-optimal practical implementation can be achieved using syndrome-trellis codes [2] . MBS is a model-based steganography due to Sallee [19] . The implementation we used is available at http: //www.philsallee.com/mbsteg. Both nsF5 and MBS start directly with the JPEG image to be modified and thus do not utilize any side information.
YASS, which hides data robustly in a transform domain, was introduced in [23] and later improved in [20, 21] . Even though it is easily detectable today [11, 13, 14] , it played an important role to clarify the real purpose of the process of feature calibration [8] . We test five different settings of YASS, numbered 3, 8, 10, 11, and 12 in [11] , as these were reported to be the most secure. YASS performs only full embedding and thus the reported payloads are averages over all images in the CAMERA database to be described next. * Note that some of the submodels capture quite complex statistical dependencies among DCT coefficients. For example, D ⇒ f combines inter-block differences with intra-block co-occurrences. MME [6] utilizes side information at the sender in terms of the uncompressed image and employs matrix embedding to minimize an appropriately defined distortion function. We tested its Java implementation that uses a Java JPEG encoder for image compression. Therefore, in order to steganalyze solely the impact of MME embedding, we need to create cover images using the same compressor to avoid artificially increasing the detection reliability by also detecting traces of a different JPEG compressor [7] . BCH and BCHopt [18] are side-informed algorithms that employ BCH codes to minimize the embedding distortion in the DCT domain defined using the knowledge of non-rounded DCT coefficients. BCHopt is an improved version of BCH that contains a heuristic optimization and also hides message bits into zeros. According to the experiments in [18] , BCHopt is currently the most secure practical JPEG steganographic scheme. To the best of our knowledge, it has not been steganalyzed elsewhere.
Performance evaluation
The image source on which all experiments were carried out is the CAMERA database containing 6,500 JPEG images originally acquired in their RAW format taken by 22 digital cameras, resized so that the smaller size is 512 pixels with aspect ratio preserved, and converted to grayscale. The cover images for MME were created using a Java JPEG encoder. For the rest, we used Matlab's function imwrite. The JPEG quality factor was fixed to 75 in both cases.
For every steganographic method, we created stego images using a range of different payload sizes expressed in terms of bits per nonzero AC DCT coefficient (bpac), and trained a separate classifier to detect each of them. Before classification, all cover-stego pairs were divided into two halves for training and testing, respectively. We define the minimal total error P E under equal priors achieved on the testing set as
where P FA is the false alarm rate and P MD is the missed detection rate. The performance is evaluated using the median value of P E over ten random 50/50 splits of the database and will be denoted asP E .
We compare the steganalysis performance of the following feature spaces (models); the numbers in brackets denote their dimensionality:
• CHEN (486) = Markov features utilizing both intra-and inter-block dependencies [ • CC-PEV (548) = Cartesian-calibrated PEV feature set [17] ,
• CDF (1,234) = CC-PEV features expanded by SPAM features [16] extracted from spatial domain,
• CC-C300 (48,600) = the high-dimensional feature space proposed in [9] ,
• CF * (7,850) = compact rich model for DCT domain proposed in [10] ,
• JRM (11,255) = the rich model proposed in this paper, without calibration,
• CC-JRM (22,510) = Cartesian-calibrated JRM,
• J+SRM (35,263) = the union of CC-JRM and the Spatial-domain Rich Model (SRM) proposed in [4] (all 39 submodels of SRM were taken with a fixed quantization q = 1c, see [4] for more details).
Resulting errorsP E are reported in Table 1 . The proposed CC-JRM delivers the best performance among all feature sets that are extracted directly from the DCT domain, across all tested steganographic methods and all payloads. Adding the spatial-domain rich model [4] further improves the performance and delivers the overall best results. Table 1 . Median testing errorP E for six JPEG steganographic methods using different models. For easier navigation, the gray-level of the background in each row corresponds to the performance of individual feature sets: darker ⇒ better performance (lower error rate). Table 1 provides an important insight into the feature-building process and points to the following general guidelines for design of feature spaces for steganalysis:
Discussion
• High dimension is not sufficient for good performance. This is clearly demonstrated by the rather poor performance of the 48, 600-dimensional CC-C300 feature set, often outperformed by the significantly lowerdimensional sets LIU, CC-PEV, and CC-CHEN. The failure of CC-C300 could be attributed to its lack of diversity (all co-occurrences are of the same type) and missing symmetrization, which make the model less robust and unnecessarily high-dimensional.
• Calibration helps. The positive effect of calibration has been demonstrated many times in the past, and here we confirm it by comparing the columns CHEN → CC-CHEN and JRM → CC-JRM. Notice that even for the high-dimensional JRM, the improvement may be substantial: 0.2707 → 0.2369 for BCH at 0.2 bpac and 0.1404 → 0.1221 for MME at 0.15 bpac. Moreover, researching alternative ways of calibration may bring additional improvements to feature-based steganalysis. This is indicated by a relatively good performance of the LIU feature set (compared to other low-dimensional sets), which utilizes two novel calibration principles: strenghtening the reference statistics by averaging over 63 different image croppings and calibrating by the ratio between original and reference features [14] . benefit of the multiple-domain approach is also clear from the last column -the union of the CC-JRM and the spatial domain rich model proposed in [4] further markedly improves the performance of CC-JRM and yields the lowest achieved error rates in all cases.
• Future steganalysis will likely be driven by diverse and compact rich models. The systematically constructed JPEG rich models CF * and JRM/CC-JRM consistently outperform all low-dimensional sets. The superior performance of CC-JRM over CF * is due to additional symmetrization, further diversification by cooccurrences of differences, and by its new integral components.
Comparison of steganographic methods
In Figure 2 , we compare the performance of all tested stego schemes using the J+SRM feature set. We confirm that BCHopt is the most secure steganographic method, and its heuristic optimization brings improvement over BCH.
MBS and YASS are by far the least secure algorithms. The failure of YASS, already reported in [11, 14] , suggests that embedding robustly in a different domain may not be the best approach for passive warden steganography as the robustness unavoidably yields significant and thus easily detectable distortion.
The nsF5 algorithm, which does not utilize any side information, is clearly outperformed by all schemes that utilize the knowledge of the uncompressed cover: MME, BCH, and BCHopt. The effect of this type of side information at the sender on steganographic security is, however, not well understood today. In particular, it is not clear how to utilize it in the best possible manner.
Let us conclude this section by commenting on two security artifacts of MME. First, we can see significant jumps inP E around payloads 0.09 and 0.16 bpac, which are due to suboptimal Hamming codes as already reported in [11] . This could be easily remedied by using more sophisticated coding schemes [2] . Second, note that the error at zero payload isP E ≈ 0.45 rather than random guessing. This is caused by the embedded message header whose size is independent of the message length and which is present in every stego image. We found that in case of MME, this message header is always embedded in the top left corner of the image, in many cases the area of sky, and thus creates statistically detectable traces. Even though this implementation flaw could be easily fixed, it illustrates that even the smallest implementation detail needs to be handled with caution when designing a practical steganographic scheme.
INVESTIGATIVE EXPERIMENTS
The purpose of this section is to study the contribution of the individual components of the CC-JRM to the overall performance. We also address the problem of finding a small subset of CC-JRM responsible for most of the detection accuracy for a fixed stego source. Our experiments are restricted only to selected steganographic methods and payloads. The notation follows Figure 1 . 
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Systematic merging of submodels
In the first experiment, we consider the following disjoint and qualitatively different subsets of the CC-JRM:
× , I f , I s , and use them for steganalysis separately. Afterwards, we gradually and systematically merge them together, following the logic of Figure 1 , until all of them are merged into the CC-JRM. All considered feature sets are Cartesian calibrated, yielding double the dimensionalities shown in Figure 1 . The experiment was performed on the following steganographic schemes: BCHopt 0.30 bpac, nsF5 0.10 bpac, YASS setting 12, and MME 0.10 bpac. The training procedure was identical to the one used in the experiments of Section 3: training on a randomly selected half of the CAMERA database, testing on the other half. The obtained performance is reported in Figure 3 in terms ofP E .
In Figure 3 , every submodel is represented by a bar whose height is theP E . Conveniently, the width of each bar is proportional to the dimensionality of the corresponding submodel, allowing thus a continuous perception of the feature space sizes. For example, the rather thin bar of I × can be immediately perceived as more than five times smaller than the neighboring I f . Intuitively, the union of several submodels is represented by an overlapping bar whose width is equal to the sum of its components. The overlapping bars do not interfere with the performance of their submodels because merging always decreases the error. For example, see the performance of submodels G further to roughly 0.13. The final performance of the CC-JRM is always represented by the lowest bar spanning the whole width of the graph. Finally, the readability is further improved by using different shades of gray for different types of submodels. Figure 3 reveals interesting information about the types of features that are effective for attacking various steganographic algorithms. The four selected steganographic methods represent very different embedding paradigms, which is why the individual submodels contribute differently to the detection. The contribution of the integral features I = {I × , I f , I s }, for example, seems to be rather negligible for YASS because steganalysis without I delivers basically the same performance. For the other three algorithms, however, integral features noticeably improve the performance. This is most apparent for MME where the integral features I perform better than the rest of the features together despite their significantly lower dimensionality. As another example, compare the individual performance of the DCT-mode specific features extracted directly from absolute values of DCT coefficients,
with the DCT-mode specific features extracted from the differences,
While for nsF5, G diff does not improve the performance of G × much, both seem to be important for the other three algorithms and especially for YASS.
We conclude that there is no subset of CC-JRM that is universally responsible for majority of detection accuracy across different steganographic schemes. The power of CC-JRM is in the union of its systematically built components, carefully designed to capture different types of statistical dependencies.
Forward feature selection
Despite its high dimension (22, 510) , ensemble classifiers make the training in the CC-JRM feature space computationally feasible. In fact, the bottleneck of steganalysis now becomes the feature extraction rather than the actual training of the classifier. To give the reader a better idea, we measured the running time needed for steganalysis of nsF5 at 0.10 bpac using the CC-JRM. The extraction of features from 6, 500 images took roughly 18 hours, while, on the same machine, † the classifier training took on average 5 minutes. From the practical point of view, the testing time may be an important factor -after the classifier is trained, the time needed to make decisions should be minimized. Although projecting the CC-JRM feature vector of the image under inspection into eigen-directions of individual FLDs of the ensemble classifier consists of a series of fast matrix multiplications, the extraction of the 22,510 complex features is quite costly. Therefore, one may want to consider investing more time into the training procedure, and perform a supervised feature selection in order to reduce the number of features needed to be extracted during testing, while keeping satisfactory performance. Note that we are interested specifically in feature selection rather than general dimensionality-reduction as the goal is to minimize the number of features needed.
Unfortunately, as shown in the previous investigative experiment in Figure 3 , there is no compact subset of CC-JRM that would be universally effective against different types of embedding modifications. However, if we fix the steganographic channel, the problem becomes feasible. To demonstrate the feasibility of this direction, we performed a rather simple forward feature selection procedure applied to submodels (it was called the ITERATIVE-BEST strategy in [4] ). It starts with all N = 2 × 51 = 102 submodels of the CC-JRM.
‡ Once k ≥ 0 submodels are selected, add the one that leads to the biggest drop in the OOB error estimate when all k + 1 submodels are used as a feature space. We use the out-of-bag (OOB) error estimation calculated from the training set [10] because no information about the testing images can be utilized. The procedure finishes after a pre-defined number of iterations or once the OOB values reach satisfactory values.
The ITERATIVE-BEST strategy greedily minimizes the OOB error at every iteration and takes the mutual dependencies among individual submodels into account. The ensemble classifier is used as a black box providing classification feedback. Such methods are known as wrappers [12] .
We performed the ITERATIVE-BEST feature selection strategy on BCHopt 0.30 bpac, nsF5 0.10 bpac, YASS setting 12, and MME 0.10. The results are shown in Figure 4 . The individual graphs show the progress of OOB error estimates for k ≤ 10 as well as the list of the selected submodels. We follow the notation of the submodels † Dell PowerEdge R710 with 12 cores and 48GB RAM when executed as a single process.
‡ We treat the submodels and their reference submodels coming from Cartesian calibration separately. Dimensionality (×10 3 ) OOB BCHopt 0.30 bpac Dimensionality (×10 3 ) OOB nsF5 0.10 bpac Dimensionality (×10 3 ) OOB YASS setting 12
10. I Dimensionality (×10 3 ) OOB MME 0.10 bpac introduced in Figure 1 and distinguish the reference-version of the submodels by gray shade and adding the suffix "ref." For comparison, we also include the OOB-performance when the entire CC-JRM is used. Figure 4 clearly demonstrates that it is indeed possible to obtain performance similar to CC-JRM with as few as one tenth of its submodels, reducing thus the testing time by one order of magnitude. The selected submodels are also generally different and algorithm-specific, which confirms our claim that there is no universally effective subset of CC-JRM.
The results provide us with another very interesting insight. Quite surprisingly, the appearance of a reference submodel often does not imply that the original version of the same submodel has been previously selected. In other words, a reference submodel may be useful as a complementary feature set to other types of features as well. Note, for example, the fourth selected submodel for YASS or the third for nsF5 and MME. This phenomenon indicates the intrinsic complexity of relationships among all extracted features and their reference values, and supports the hypothesis that appeared in [8] : individual features of complex feature spaces serve each other as references. For high-dimensional spaces, the concept of Cartesian calibration can thus be viewed simply as model enrichment that makes the feature space more diverse.
SUMMARY
Arguably, the most important element of today's feature-based steganalyzers is the feature-space design. In this paper, we follow the recent trend of constructing rich feature spaces consisting of many simple submodels, each of them capturing different types of dependencies among coefficients. We constructed a rich model of JPEG images, abbreviated as CC-JRM, and demonstrated its capability to detect a wide range of qualitatively different embedding schemes. When combined with a scalable machine learning, CC-JRM outperforms all previously published models of JPEG images.
Merging the JPEG domain rich model with the spatial domain rich model (SRM) recently proposed in [4] results in a 35,263-dimensional features space that further improves steganalysis across all six tested steganographic schemes and all tested payloads. This confirms the thesis that steganalysis benefits from multiple-domain approaches.
The experiments from Section 4 indicate that the proposed CC-JRM does not contain any universally effective subset that could replace CC-JRM while keeping its performance across different stegoschemes. However, if we are to construct a targeted steganalyzer for detection of a selected steganographic method, it is possible to significantly reduce the dimensionality by supervised feature selection.
The last experiment of Section 4 showed that reference features are often useful even without their original feature values, which sheds more light on the real benefit of Cartesian calibration in high dimensions.
Matlab implementation of all feature sets used in this paper is available at http://dde.binghamton.edu/ download/feature_extractors.
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