In high precision applications based on binary subcarrier offset (BOC) signals, zero-bias of the digital discriminator is an error of importance. Unlike the thermal noise error, zero-bias is a fixed deviation that is challenging to eliminate by filtering in the time domain. In this paper, a statistical error analysis model for the zero-bias of BOC signal's digital phase discriminator is established. The evaluation of the zero-bias is inseparable from the spreading code sequence and the initial phase of the signal through defining the concept of statistics maximum and statistics standard deviation. Based on the zero-bias statistical error analysis model, two receiver parameter design methods, namely, the baseband signal sampling frequency and the early-late correlation interval, are proposed. The performance of the algorithm is simulated on account of the limited bandwidth, Doppler frequency offset and thermal noise. The simulation results prove that the proposed algorithm can suppress the standard deviation of zero-bias within one phase resolution, which contributes substantially to the improvement of the measurement accuracy of pseudo-noise ranging.
Introduction
Binary offset subcarrier (BOC) modulation is a modern navigation signal modulation method that is widely used in global navigation satellite systems (GNSS) including Global Positioning System (GPS), Galileo, and BeiDou navigation satellite system (BDS) [1] [2] [3] . Compared with traditional binary phase shift keying (BPSK) modulation, BOC-modulated signal has better spectrum utilization, anti-interference capability, and theoretically higher pseudo-noise ranging performance [4] . In general, thermal noise and channel interference are the main factors limiting the tracking accuracy of the BOC signal. However, in high-precision applications where the channel environment is moderate, the pseudo-noise ranging deviation caused by digital signal sampling distortion can be significant [5] [6] [7] .
There are two types of sampling distortion for a digital phase discriminator: Resolution error and zero-bias. The resolution error of the discriminator is caused by insufficient sampling of the digital signal [8] . Under the condition of commensurate sampling where the sampling frequency and the spreading symbol rate satisfy an integer-multiple relationship, the phase resolution error of the digital discriminator will increase significantly so that the phase resolution of the digital discriminator will be equal to the sampling interval of the digital signal [9, 10] . In addition, the zero-bias of the discriminator arises from the asymmetry of the digital correlation curve of the pseudo-random spread spectrum signal [11, 12] . Randomly flipping the chips of the pseudo-random spreading sequence destroys the symmetry of the digital correlation curve.
The BOC signal modulates the sinusoidal or cosine subcarrier on the BPSK signal [1] . Tracking ambiguity may occur in the full match reception of the BOC signal [13, 14] . The dual estimation loop (DEL) reception method separately tracks the code phase and subcarrier phase and can eliminate this ambiguity [15] [16] [17] . In digital implementation, both the code phase discriminator and the subcarrier phase discriminator in the DEL are affected by sampling distortion. Many studies have focused on the impact of sampling distortion on the code phase discriminator [5] [6] [7] [8] [9] [10] [11] [12] [18] [19] [20] [21] [22] , while only a few of them study of the digital subcarrier phase discriminator.
The effects of sampling and quantization of all-digital receivers are listed in this paragraph. Akos first studied the relationship between sampling frequency and spreading code rate, and suggested that in the case of commensurate sampling, the digital correlation curve will produce significant distortion [6] . To eliminate this distortion, Quirk proposed a noncommensurate sampling method that can efficiently improve the resolution of the digital correlation curve [8] . In addition, Jin and Tran proposed a method based on phase jitter, which can further improve the phase resolution [20, 21] . When phase resolution is enhanced, the zero-bias effect is highlighted [11] . Jin proposed two ways to eliminate zero-bias based phase errors, one is zero-bias compensation [11] and the other is zero-bias mitigation [11, 22] . Jin developed an implementation of zero-bias mitigation by designing the optimal sampling frequency. However, in a typical receiver, the optimal sampling frequency determined by Jin's method is usually not easy to be implemented. In addition, Yang analyzed the zero-bias characteristics of a digital code-based phase discriminator and finds a close correlation between zero-bias, sampling frequency and correlation interval. Yang analyzed the comprehensive error of the discriminator and obtained some useful information but did not give a quantitative description of the zero-bias.
In this paper, sampling distortion of BOC signal reception is studied. The influence of sampling distortion on the code phase discriminator and subcarrier phase discriminator in the double loop is analyzed. The zero-bias of the BOC signal is modeled using noncommensurate sampling. The statistical characteristics of the zero-bias for aperiodic spreading code sequences are analyzed, while the maximum and standard deviation are used to evaluate their performances. Using the equivalent reference waveform method [23] [24] [25] , the analytical expressions of the maximum and standard deviation are derived, and the quantitative relationship between the statistical properties of the zero-bias, the sampling frequency, and correlation interval are obtained. Two receiver parameter design methods, whose flexibility allows their effectiveness under a variety of constraints, based on this quantitative relationship are proposed, which can efficiently suppress the zero-bias. In addition, a series of simulations analyze the performance of this approach while the effects of radio frequency (RF) front-end bandwidth, Doppler-frequency deviation, and thermal noise are considered.
The article is organized according to the following structure. The sampling distortion of the BOC signal is modeled in Section 2. The statistical characteristics of the BOC signal zero-bias are analyzed in Section 3. Two parameter design methods for zero-bias mitigation are described in Section 4. The performance of the algorithm is simulated in Section 5, and a summary is given at the end of the article.
System Description
The BOC signal is received using dual estimation loops, including a code phase tracking loop and the subcarrier phase tracking loop, which are subject to sampling distortion. The sampling distortion of the BOC signal includes resolution errors and zero-bias, which are modeled as follows.
Signal Reception Model
The influence of subcarriers introduces the possibility of a lock ambiguity in the full match tracking of BOC signals [13, 14] . Double estimation loops, delay locked loops (DLLs) and subcarrier lock loops (SLLs) work independently, which eliminates lock ambiguity. Figure 1 shows the block diagram of the BOC signal's receiving structure based on a double estimation. One baseband BOC signal enters the early-late code phase correlator after stripping the subcarrier signal. Then, the other baseband signal enters the early-late subcarrier phase correlator after stripping the spread code signal. The code tracking loop and the subcarrier tracking loop estimate and filter the code phase error, the subcarrier phase error, and their feedback control the generation of the local code signal and the local subcarrier signal. As shown in 
where c k is the k-th chip in the spreading code sequence {c 1 , c 2 ,
is the code index of the m-th sample in the signal with the initial phase τ c , τ c 1 and τ c 2 denote the code phase deviation of the local signal and the received signal, respectively. N s is the number of coherent integration points of the correlator, T s (= 1/F s ) is the sampling interval of the baseband signal, F s is the sampling frequency of the baseband signal, T c (= 1/F c ) is the width of the spread spectrum chip and F c is the spreading code rate.
The code phase discriminator estimates the code phase deviation of the local signal from the received signal using an early-late code phase correlator. The normalized code phase discrimination function D c τ c 0 , ε is:
where τ c 0 is the initial code phase of the received signal, ε is the code phase deviation of the local signal from the received signal and 2d c 0 is the early-late correlation interval of the code phase discriminator. For the subcarrier phase correlator, assuming that the code phase in the local signal and the received signal are fully synchronized, the normalized subcarrier phase correlation function R sc τ sc 1 , τ sc 2 is:
where sc k is the k-th symbol in the subcarrier sequence {sc 1 ,
is the subcarrier index of the m-th sample in the signal with the initial phase τ sc , τ sc 1 and τ sc 2 represent the subcarrier phase error of the input signal and the local signal. T sc (= 1/F sc ) is the symbol width of the subcarrier and F sc is the subcarrier symbol rate.
The early-late subcarrier phase correlator is utilized to estimate the subcarrier phase offset of the local signal and the received signal. The normalized subcarrier phase discrimination function D sc τ sc 0 , ε is:
where τ sc 0 is the initial subcarrier phase of the received signal and 2d sc 0 is the early late correlation interval of the subcarrier phase discriminator.
Since the symbol rate of the subcarrier is higher than the spreading code rate, the subcarrier phase has a higher estimation accuracy than that of the spreading code. However, the estimation of the subcarrier phase has periodic ambiguity. Therefore, the pseudo-noise ranging of the BOC signal is usually estimated by combining the code phase and the subcarrier phasê
where round(·) represents a rounding function,τ c 0 is a code phase estimation result,τ sc 0 is a subcarrier phase estimation value and T sc is a phase period of the subcarrier discriminator. The early-late subcarrier phase correlator is utilized to estimate the subcarrier phase offset of the local signal and the received signal. The normalized subcarrier phase discrimination function
where 0 sc τ is the initial subcarrier phase of the received signal and Since the symbol rate of the subcarrier is higher than the spreading code rate, the subcarrier phase has a higher estimation accuracy than that of the spreading code. However, the estimation of the subcarrier phase has periodic ambiguity. Therefore, the pseudo-noise ranging of the BOC signal is usually estimated by combining the code phase and the subcarrier phase 0 0 0ˆĉ
where ( ) round ⋅ represents a rounding function, 0 c τ is a code phase estimation result, 0 sc τ is a subcarrier phase estimation value and sc T is a phase period of the subcarrier discriminator.
Sampling Distortion: Resolution Error
Insufficient resolution due to sampling distortions can cause errors in signal phase estimation or resolution errors. In the time domain, the signal resolution depends on the sampling frequency and is numerically equal to the sampling interval. In the correlation domain, since the phase information distributed at different sampling points can be utilized, a higher phase resolution can usually be obtained, which is affected by the sampling frequency and the signal frequency.
For a digital square wave signal, assuming that the coherent integration time of the correlator is an integer of the spread symbol width, and the correlation interval of the discriminator is an integer of the phase resolution of the correlator, the resolution ( , ) s P k k of the phase discriminator is [8, 12] :
, 
For a digital square wave signal, assuming that the coherent integration time of the correlator is an integer of the spread symbol width, and the correlation interval of the discriminator is an integer of the phase resolution of the correlator, the resolution P(k s , k) of the phase discriminator is [8, 12] :
where lcm(·) represents the calculation of the least common multiple, F 0 (= 1/T coh ) is the reference frequency, T coh is the signal correlation time, k s (= F s /F 0 ) is the sampling coefficient and k is the spreading factor. According to Formula (6), the noncommensurate sampling frequency of the BOC signal,F s , is defined as:F s =k s F 0 ,
wherek s is a positive integer that is incomparable with both k c and k sc , k c (= F c /F 0 ) is the frequency coefficient of the code and k sc (= F sc /F 0 ) is the frequency coefficient of the subcarrier. Noncommensurate sampling can remarkably improve the phase resolution of a digital discriminator. For a BOCs (1, 1) signal with a spreading code rate F c of 1.023 MHz, a subcarrier symbol rate F sc of 2.046 MHz, a coherent integration time T coh of 1 ms, and a corresponding reference frequency F 0 of 1 KHz, and the noncommensurate sampling frequency is designed to be 4.999 MHz, the resolution of the code phase discriminator, P c , is 0.2 ns (2.0 × 10 −4 chips), while the resolution of the subcarrier phase discriminator, P sc , is 0.1 ns (1.0 × 10 −4 chips), which is obviously higher than the time domain resolution of the signal T s (200 ns).
Sampling Distortion: Zero-Bias
In addition to resolution error, the sampling distortion causes a zero-bias in the phase estimation of the digital discriminator. In the commensurate sampling case, the resolution error is much larger than the zero-bias. While in the noncommensurate sampling case the effect of the zero-bias phase is more arresting since resolution error is suppressed. The zero-bias of the discriminator arises due to the asymmetry of the correlation curve and is related to the randomness of the spreading sequence. In a Appl. Sci. 2019, 9, 3162 5 of 18 real-world scenario, the zero-bias of the code phase discriminator is prominent, but the zero-bias of a sub-carrier phase discriminator is not that obvious.
The zero-bias of the digital phase discriminator is defined as the phase delay of a stable convergence point of the discrimination curve, i.e.,
In the case of noncommensurate sampling, regardless of the influence of phase resolution error, the zero-bias of the discriminator can be equivalent to the phase discrimination value at zero phase, i.e., Figure 2 shows the simulation results of the code phase discriminator and subcarrier phase discriminator of the BOCs (1, 1) signal. The simulation selects a GPS L1C signal whose pseudo-random number (PRN) is 1. The noncommensurate sampling frequencyF s is set to 4.999 MHz, the spreading code rate F c is 1.023 MHz, the subcarrier symbol rate F sc is 2.046 MHz and the coherent integration time T coh is 1 ms. The correlation interval of the discriminator is an integer multiple of the phase resolution and is close to a typical value. The correlation interval, 2d c 0 , of the code phase discriminator is 0.5001 chips, and the correlation interval of the subcarrier phase discriminator is 0.5d c 0 chips. Thus, the zero-bias of the digital code phase discriminator is 2.5 ns (2.5 × 10 −3 chips), which is evidently larger than the phase resolution of 0.2 ns (2.0 × 10 −4 chips). Meanwhile, the zero-bias of the digital subcarrier phase discriminator is similar to the phase resolution. , and the simulation interval is 1/10 of the resolution of the subcarrier phase discriminator sc P . The simulation results show that: (1) The zero-bias of the digital subcarrier phase discriminator is significantly smaller than the digital code phase discriminator, (2) the resolution of the zero-bias of the digital code phase is equal to the phase resolution of the discrimination curve, (3) the variation of the zero-bias can be approximately continuous, reaching a maximum at a specific phase. (1) The zero-bias of the digital subcarrier phase discriminator is significantly smaller than the digital code phase discriminator, (2) the resolution of the zero-bias of the digital code phase is equal to the phase resolution of the discrimination curve, (3) the variation of the zero-bias can be approximately continuous, reaching a maximum at a specific phase.
Comprehensive Analysis
The zero-bias of the subcarrier phase discriminator is smaller than the code phase discriminator according to the simulation in Section 2.3. The symbols 0 and 1 in the subcarrier signal are alternately arranged with no randomness, leading to better symmetry of the correlation curve while assuming that the subcarrier loop is independent of the code loop for the BOC signal. In fact, in a dual estimation loop, the code phase tracking error can have an enormous impact on the subcarrier phase estimation. Considering the influence of the code phase estimation error τ c e , the zero-bias formula of the digital subcarrier phase discriminator can be expressed as:
where τ 0 is the initial phase of the BOC signal. (1) The zero-bias of the digital subcarrier phase discriminator is significantly smaller than the digital code phase discriminator, (2) the resolution of the zero-bias of the digital code phase is equal to the phase resolution of the discrimination curve, (3) the variation of the zero-bias can be approximately continuous, reaching a maximum at a specific phase. 
The zero-bias of the subcarrier phase discriminator is smaller than the code phase discriminator according to the simulation in Section 2.3. The symbols 0 and 1 in the subcarrier signal are alternately arranged with no randomness, leading to better symmetry of the correlation curve while assuming that the subcarrier loop is independent of the code loop for the BOC signal. In fact, in a dual estimation loop, the code phase tracking error can have an enormous impact on the subcarrier phase estimation. Considering the influence of the code phase estimation error c e τ , the zero-bias formula of the digital subcarrier phase discriminator can be expressed as: Figure 4a is the resolution of the digital code phase discrimination curve (2.0 × 10 −4 chips). Figure 4b extracts the initial phase of the signal that is proportional to 100. The simulation results show that the zero-bias of the code phase discriminator of the BOCs (1, 1) signal is transmitted to the sub-carrier phase discriminator, but the amplitude of the zero-bias error is reduced to 25.0%. 
where 0 τ is the initial phase of the BOC signal. Figure 4 simulates the digital subcarrier phase discriminator of the BOCs (1, 1) signal. The designed range of the signal's initial phase is ±0.1 chips and the code phase estimation deviation varies within ±0.2 chips. The sample rate of the phase in Figure 4a is the resolution of the digital code phase discrimination curve (2.0 × 10 −4 chips). Figure 4b extracts the initial phase of the signal that is proportional to 100. The simulation results show that the zero-bias of the code phase discriminator of the BOCs (1, 1) signal is transmitted to the sub-carrier phase discriminator, but the amplitude of the zero-bias error is reduced to 25.0%.
The frequently used mathematical notations in this paper are summarized in Table 1 .
(a) (b) The frequently used mathematical notations in this paper are summarized in Table 1 . Least common multiple operation round(·)
Rounding operation MAX(S c )
The maximum deviation of zero-bias STD(S c )
The standard deviation of zero-bias
Statistical Characteristic of Zero-Bias
According to the analysis in Section 2, the pseudo-noise ranging measurement of the BOC signal is still affected by the zero-bias of the digital code phase discriminator. The zero-bias of the discriminator is related to the initial phase of the signal and the spreading sequence, but these two factors may not work in practical applications. An equivalent reference waveform method is proposed to analyze the zero-bias of the digital phase discriminator. The statistical performance of discriminator zero-bias of aperiodic codes is analyzed, and an evaluation method based on maximum and standard deviation is proposed. In addition, the relationship between the zero-bias of the digital discriminator and the randomness of the spreading sequence is explained.
Equivalent Reference Waveform Analysis
The equivalent reference waveform is in a form of the local signal of the early-late phase discriminator [23] [24] [25] . The early-late phase discriminator estimates phase using the information difference between an early correlator and a late correlator. A phase discriminator based on an equivalent reference waveform utilizes the correlation of the local reference signal with the received signal to estimate the phase.
As shown in Figure 5 , the rectangular reference waveform w(t) is defined as the difference between the early local signal and the late local signal [26] as follows
where 2d 0 is the correlation interval of the discriminator, which is numerically equal to the gate width of the reference wavef orm. The rectangular reference waveform is the first reference waveform [27] , and the valid symbol appears as the polarity inversion of the chip. Appl. Sci. 2019, 9, x FOR PEER REVIEW 9 of 19 When the reference signal is synchronized with the local signal, the composite waveform symbol ( ) p n is oddly symmetric about the center point. Considering the sampling effect, the accumulated value of the composite waveform's actual value may be +1, −1 or 0. If the number of sampling points of the composite waveform is even, the accumulated value is zero. Otherwise, the accumulated value is non-zero if the number of sampling points is odd.
Standard Deviation of Zero-Bias
According to the analysis in Section 3.1, a composite waveform with a non-zero accumulated value may affect the zero-bias of the digital phase discriminator. Whether the phase synchronization result is equal to zero depends on the parity of sampling point number of the composite waveform. Suppose the composite waveform appear continuously, the average of composite waveform samples defined during the coherent integration time is
where p F represents the symbol rate of the composite signal.
Under noncommensurate sampling conditions, the sampling frequency is not proportional to the symbol rate, therefore the number of sampling points varies according to different symbol waveforms. The average number of samples reflect the statistical characteristics of the coherent integration time. When the average of sampling points is close to an odd number, the number of sampling points is large. However, when the number of composite waveforms is an odd, the number of sampling points is rather small. 
For subcarrier signals, each adjacent subcarrier symbol is flipped. Thus, the number of composite waveforms whose non-zero accumulated value is equal to p N  . Since the composite waveform is continuous, a composite waveform with accumulated values of +1 and −1 will be canceled when coherently accumulated. This explains why the zero-bias of the digital subcarrier phase discriminator is very small. However, for a spreading code sequence, the polarity flip of the adjacent chips is random. In a statistical sense, the polarity inversion of a pseudo-random spreading code sequence can An equivalent phase discriminator can be obtained by correlating the reference waveform with the received signal. Assuming that the local signal is synchronized with the received signal, the composite signal associated with the reference waveform and the received signal p(t) is
According to Equation (9), the zero-bias of the digital discriminator can be approximated as the output value of the discriminator when the phase error is zero, namely:
where p(n) represents the n-th accumulated value of the composite waveform and N p represents the number of waveforms of the composite signal during the coherent integration time T coh . When the reference signal is synchronized with the local signal, the composite waveform symbol p(n) is oddly symmetric about the center point. Considering the sampling effect, the accumulated value of the composite waveform's actual value may be +1, −1 or 0. If the number of sampling points of the composite waveform is even, the accumulated value is zero. Otherwise, the accumulated value is non-zero if the number of sampling points is odd.
where F p represents the symbol rate of the composite signal. Under noncommensurate sampling conditions, the sampling frequency is not proportional to the symbol rate, therefore the number of sampling points varies according to different symbol waveforms.
The average number of samples reflect the statistical characteristics of the coherent integration time. When the average of sampling points is close to an odd number, the number of sampling points is large. However, when the number of composite waveforms is an odd, the number of sampling points is rather small. According to this relationship, the number of composite waveformsÑ p where the cumulative value is non-zero can be determined bỹ
For subcarrier signals, each adjacent subcarrier symbol is flipped. Thus, the number of composite waveforms whose non-zero accumulated value is equal toÑ p . Since the composite waveform is continuous, a composite waveform with accumulated values of +1 and −1 will be canceled when coherently accumulated. This explains why the zero-bias of the digital subcarrier phase discriminator is very small. However, for a spreading code sequence, the polarity flip of the adjacent chips is random. In a statistical sense, the polarity inversion of a pseudo-random spreading code sequence can approximately satisfy a Bernoulli distribution with a probability of 1/2. Therefore, for the spreading code sequence, the number of symbol waveforms, whose accumulated values are non-zero, is smaller thanÑ p . In the spread spectrum sequence, the position of the symbol waveform whose accumulated value is non-zero is related not only to the sampling frequency, the code rate, and the initial phase of the signal but also to the polarity inversion of the code sequence.
For the most extreme case, assuming that there is a set of spreading code sequences {c 1 , c 2 , · · · , c n }, a polarity inversion occurs for all composite waveforms with an accumulated value of +1, and no polarity inversion occurs for any positions where the accumulated value is −1. Then, the digital code phase discriminator corresponds to the maximum zero-bias MAX(S c ), which is characterized by
The maximum value of the zero-bias is just a special case. In order to apply the general case, a standard zero-bias deviation of the non-periodic spreading code sequence is defined below. With an assumption that the probability of polarity inversion of the non-periodic spreading code sequence is 1/2 and is independent of each other. According to Appendix A, the variance of the composite waveform accumulated value based on the aperiodic spreading code sequence is:
wherein, the statistic Z is equivalent to the accumulated value
( p(n)) of the composite waveform in the coherent integration time T coh . According to Equation (13), the standard deviation of the zero-bias of the code phase discriminator is:
Zero-Bias Mitigation Method
The sampling distortion of the BOC signal causes the resolution errors and zero-bias of phase estimation. If a noncommensurate sampling frequency is used, the phase resolution error can be effectively suppressed, and as a result, the dominating sampling distortion error becomes zero-bias. According to the analysis in Section 2, In spite that the zero-bias of the digital subcarrier phase discriminator is very small, the zero-bias of the digital code phase discriminator in double estimation loop is transmitted to the subcarrier loop and causes pseudo-noise ranging. Section 3 analyzes the statistical characteristics of the zero-bias of the BOC signal phase discriminator and obtains quantitative description results. Based on the statistical standard deviation of zero-bias, the mitigation method of BOC signal zero-bias is explored in two aspects: Correlation interval and sampling frequency.
Correlation Interval Design
When the average number of sample points c s of the composite waveform is even, the digital code phase discriminator has the smallest zero-bias. Regardless of the limited bandwidth influence in the front end of the BOC signal, the optimal correlation interval for suppressing the zero-bias is:
where · represents rounding down. Figure 6 shows the simulation results of a digital code phase discriminator for BOCs (1, 1) signals at different correlation intervals. The simulation selects 10,000 sets of GPS P code sequences, sets the noncommensurate sampling frequency to 11.251 MHz, the code sequence length is 1,023 chips, and the spreading code rate is 1.023 MHz. The subcarrier symbol rate is 2.046 MHz, the correlation interval of the subcarrier phase discriminator is 0.25 chips, and the coherent integration time is 1 ms. The simulation results show that if the optimal correlation interval is selected, the zero-bias of the digital code phase discriminator is negligible. For example, for a digital code phase discriminator with a correlation interval of 10T s (approximately 0.91 chips), the discriminator has a code phase resolution of 86.8 ps (8.8 × 10 −5 chips), while the standard deviation of zeros-bias is only 10.8 ps (1.1 × 10 −5 chips).
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11 of 19 Figure 6 shows the simulation results of a digital code phase discriminator for BOCs (1, 1) signals at different correlation intervals. The simulation selects 10,000 sets of GPS P code sequences, sets the noncommensurate sampling frequency to 11.251 MHz, the code sequence length is 1,023 chips, and the spreading code rate is 1.023 MHz. The subcarrier symbol rate is 2.046 MHz, the correlation interval of the subcarrier phase discriminator is 0.25 chips, and the coherent integration time is 1 ms. The simulation results show that if the optimal correlation interval is selected, the zero-bias of the digital code phase discriminator is negligible. For example, for a digital code phase discriminator with a correlation interval of The optimal correlation interval obtained according to the method proposed in this paper is the same as that of Yang's paper [12] . Although these two different methods share the conclusion, the method proposed in this paper is capable to quantitatively evaluate the performance of all parameters, instead of being limited to optimal parameter design As shown in Figure 6 , the correlation interval near the optimal value 10 s T corresponds to the similar zero-bias performance.
Sampling Frequency Design
In satellite navigation receivers, the local phase is controlled by a numerically controlled oscillator (NCO). In order to save computing resources, the correlator interval is designed to be (1/2) n chips. At the same time, the impact of the limited bandwidth of the RF front end needs to be considered while choosing the relevant intervals. Therefore, an optimal sampling frequency design method for suppressing zero-bias is proposed below:
(1) Determine specific parameters such as spreading code rate c F , correlator interval The optimal correlation interval obtained according to the method proposed in this paper is the same as that of Yang's paper [12] . Although these two different methods share the conclusion, the method proposed in this paper is capable to quantitatively evaluate the performance of all parameters, instead of being limited to optimal parameter design As shown in Figure 6 , the correlation interval near the optimal value 10T s corresponds to the similar zero-bias performance.
(1) Determine specific parameters such as spreading code rate F c , correlator interval 2d c 0 , and coherent integration time T coh ; (2) Limit the range of sampling frequency to [F 1 , F 2 ], according to the actual resource conditions; (3) Select the available noncommensurate sampling frequencyF s = kF 0 , k ∈ Z according to Formula (7); (4) Design the optimal sampling frequency to suppress zero-bias according to Equation (18) . (5) For multi-system satellite navigation receivers, different spreading code rates and systems might be necessary for signal receiving [28] [29] [30] . In addition, in a multi-stage loop tracking design, it may be necessary to select different discrimination intervals. When multiple constraints need to be met, the above design method can still be used to select a relatively good sampling frequency. Figure 7 shows the simulation results of a digital code phase discriminator for BOCs (1, 1) signals at different sampling frequencies. The code phase correlation interval is set to 1 chip and the parameter configuration is the same as that in Figure 6 . The simulation results show that if the sampling frequency is selected appropriately, the zero-bias of the code phase discriminator also can be effectively suppressed. When the sampling frequency is 10.231 MHz, the resolution of the digital code phase discriminator is 95.5 ps (9.8 × 10 −5 chips), and the resolution of the digital subcarrier phase discriminator is 47.8 ps (4.9 × 10 −5 chips), and in this case the standard deviation of the zero-bias of the code phase discriminator is only 11.4 ps (1.2 × 10 −5 chips). parameter configuration is the same as that in Figure 6 . The simulation results show that if the sampling frequency is selected appropriately, the zero-bias of the code phase discriminator also can be effectively suppressed. When the sampling frequency is 10.231 MHz, the resolution of the digital code phase discriminator is 95.5 ps (9.8 × 10 −5 chips), and the resolution of the digital subcarrier phase discriminator is 47.8 ps (4.9 × 10 −5 chips), and in this case the standard deviation of the zero-bias of the code phase discriminator is only 11.4 ps (1.2 × 10 −5 chips). According to Jin's conclusion in [11] , the implementation of compensation-free zero-bias mitigation method requires that the sampling ratio should be designed to be 1/8 + 1/8176. Among them, the sampling frequency is 8.176 MHz, and the standard deviation of the zero-bias is 36.1 ps (3.8 × 10 −5 chips). The sampling frequency design given in this paper is 8.185 MHz, and the standard deviation corresponding to the zero-bias is 14.3 ps (1.5 × 10 −5 chips). From the aspect of standard deviation of zero-bias, the algorithm of this paper is superior to the method in [11] . Like the correlation interval design method, the purpose of the sampling frequency design method proposed in this paper is not to be confined to reveal the optimal sampling frequency but to quantitatively evaluate the zero-bias performance of different sampling frequencies.
Performance Simulation and Analysis
Section 4 describes two methods of zero-bias mitigation, but only the condition of pure signals is considered. The effects of limited bandwidth, Doppler effect, and thermal noise on the sampling distortion of digital BOC signals are discussed below. According to Jin's conclusion in [11] , the implementation of compensation-free zero-bias mitigation method requires that the sampling ratio should be designed to be 1/8 + 1/8176. Among them, the sampling frequency is 8.176 MHz, and the standard deviation of the zero-bias is 36.1 ps (3.8 × 10 −5 chips). The sampling frequency design given in this paper is 8.185 MHz, and the standard deviation corresponding to the zero-bias is 14.3 ps (1.5 × 10 −5 chips). From the aspect of standard deviation of zero-bias, the algorithm of this paper is superior to the method in [11] . Like the correlation interval design method, the purpose of the sampling frequency design method proposed in this paper is not to be confined to reveal the optimal sampling frequency but to quantitatively evaluate the zero-bias performance of different sampling frequencies.
Section 4 describes two methods of zero-bias mitigation, but only the condition of pure signals is considered. The effects of limited bandwidth, Doppler effect, and thermal noise on the sampling distortion of digital BOC signals are discussed below.
Limited Bandwidth
In a band-limited system, the energy of the BOC signal's high-frequency portion is limited. The discrimination curve of the band-limited signal is relatively smooth compared to the discrimination curve of the non-bandlimited signal. However, if the local reference signal is non-bandlimited, the received band-limited signal has little effect on the resolution of the digital discriminator. Figure 8 shows the simulation results of the code phase discriminator and subcarrier phase discriminator of the BOC signal under different RF front-end bandwidth settings. A spreading code sequence with a PRN of 1 for the GPS L1C/A signal is selected. The sampling frequency, the spreading code rate, and the subcarrier symbol rate are set to 11.251, 1.023, and 2.046 MHz, respectively. The code phase correlation interval, the subcarrier phase correlation interval, and the coherent integration time are set to is 1 chip, 0.25 chips, and 1 ms, respectively. The simulation results show that the limited bandwidth affects the slope, phase resolution and zero-bias of the digital phase discriminator, the effects are not serious. Figure 9 shows the simulation results of the zero-bias of the BOCs (1, 1) signal under different bandwidth conditions. The simulation results show that the limited bandwidth has little effect on the variation of the zero-bias of the BOCs (1, 1) signal reception. In fact, although the linear bandpass filter limits the high-frequency portion of the BOC signal, it does not destroy the symmetry of the correlation curve or the characteristics of the phase response curve. Figure 9 shows the simulation results of the zero-bias of the BOCs (1, 1) signal under different bandwidth conditions. The simulation results show that the limited bandwidth has little effect on the variation of the zero-bias of the BOCs (1, 1) signal reception. In fact, although the linear bandpass filter limits the high-frequency portion of the BOC signal, it does not destroy the symmetry of the correlation curve or the characteristics of the phase response curve.
Doppler Frequency Shift
The received signal will be affected by the Doppler effect if radial relative motion between the receiving terminal and the generating terminal exists. Thus, the Doppler effect is an indispensable factor that the satellite navigation receivers should consider as the satellites in satellite navigation systems always move around the Earth. The omitting of the Doppler frequency offset of the received signal is the source that the resolution error of the digital phase discriminator is significantly smaller than the zero-bias under noncommensurate sampling conditions. The two methods of zero-bias mitigation proposed in Section 4 ignore the influence of the phase resolution error of the signal under the condition of noncommensurate sampling. The influence of Doppler shift on phase resolution is given the priority, rather than the effect of multi-frequency shift on zero-bias. Figure 9 shows the simulation results of the zero-bias of the BOCs (1, 1) signal under different bandwidth conditions. The simulation results show that the limited bandwidth has little effect on the variation of the zero-bias of the BOCs (1, 1) signal reception. In fact, although the linear bandpass filter limits the high-frequency portion of the BOC signal, it does not destroy the symmetry of the correlation curve or the characteristics of the phase response curve. 
The received signal will be affected by the Doppler effect if radial relative motion between the receiving terminal and the generating terminal exists. Thus, the Doppler effect is an indispensable factor that the satellite navigation receivers should consider as the satellites in satellite navigation systems always move around the Earth. The omitting of the Doppler frequency offset of the received signal is the source that the resolution error of the digital phase discriminator is significantly smaller than the zero-bias under noncommensurate sampling conditions. The two methods of zero-bias mitigation proposed in Section 4 ignore the influence of the phase resolution error of the signal under the condition of noncommensurate sampling. The influence of Doppler shift on phase resolution is given the priority, rather than the effect of multi-frequency shift on zero-bias.
According to Formula (6), when the number of chips in the coherent integration time is an integer, the resolution of the digital phase discriminator is ( , ) According to Formula (6), when the number of chips in the coherent integration time is an integer, the resolution of the digital phase discriminator is P(k s , k c ). According to the analysis in [7] , the approaching of Doppler frequency to the magnitude of the reference frequency F 0 could exert an impact on the phase resolution. Figure 10 shows the simulation results of the effect of Doppler frequency on the phase resolution of the digital code discriminator. Typically, a low-speed satellite navigation receiver has a code Doppler frequency less than 1 Hz. The Doppler frequency is set in a range of ±1 KHz in the simulation. When the coherent integration time of the digital code phase discriminator is set to 1 ms, the reference frequency F 0 is 1 KHz. In this case, only when the Doppler frequency reaches the order of 100 Hz, the resolution of the discriminator will be exerted a large impact. When the Doppler frequency is close to 100 Hz, the resolution of the digital discriminator changes significantly. Figure 10 shows the simulation results of the effect of Doppler frequency on the phase resolution of the digital code discriminator. Typically, a low-speed satellite navigation receiver has a code Doppler frequency less than 1 Hz. The Doppler frequency is set in a range of ±1 KHz in the simulation. When the coherent integration time of the digital code phase discriminator is set to 1 ms, the reference frequency 0 F is 1 KHz. In this case, only when the Doppler frequency reaches the order of 100 Hz, the resolution of the discriminator will be exerted a large impact. When the Doppler frequency is close to 100 Hz, the resolution of the digital discriminator changes significantly. For the general case, assuming that the Doppler frequency is less than 1 Hz, so the effect of the digital code discriminator phase resolution can be ignored. With this assumption, the standard deviation of the zero-bias of code phase discriminator can be corrected to:
where
represents the average number of sampling points of the composite For the general case, assuming that the Doppler frequency is less than 1 Hz, so the effect of the digital code discriminator phase resolution can be ignored. With this assumption, the standard deviation of the zero-bias of code phase discriminator can be corrected to: 
Thermal Noise
There is a little correlation between the zero-bias of the digital phase discriminator and the thermal noise in the signal on account of the distortion error caused by the sampling. Therefore, the effects of thermal noise are not considered in the signal model in Section 2 and the zero-bias statistical error analysis in Section 3. In satellite navigation receivers, the estimation of the phase is affected by thermal noise since the signal power is typically lower than noise power. In this case, thermal noise can affect the accuracy of the pseudorange measurement. In order to compare the thermal noise error and the zero-bias in the pseudorange measurement, a joint analysis is performed below.
For the BOC signal, the thermal noise error of the subcarrier phase discriminator T σ is:
where 0 C N represents the carrier-to-noise ratio of the BOC signal.
For the short-period spreading code sequence, assuming that the initial phase of the reception is unchanged, the zero-bias of the BOC signal is a fixed value depending on the sequence of the spreading code and the initial phase of the received signal. Therefore, making it possible for the fixed value to reach a maximum. For a non-periodic spreading code sequence, the zero-bias of the BOC signal at different times approximately satisfies the standard normal distribution.
For BOC signals based on non-periodic codes, the standard deviation 
where sc k represents the error transfer coefficient of the code tracking loop to the subcarrier 
For the BOC signal, the thermal noise error of the subcarrier phase discriminator σ T is:
where C/N 0 represents the carrier-to-noise ratio of the BOC signal. For the short-period spreading code sequence, assuming that the initial phase of the reception is unchanged, the zero-bias of the BOC signal is a fixed value depending on the sequence of the spreading code and the initial phase of the received signal. Therefore, making it possible for the fixed value to reach a maximum. For a non-periodic spreading code sequence, the zero-bias of the BOC signal at different times approximately satisfies the standard normal distribution.
For BOC signals based on non-periodic codes, the standard deviation σ 2 D of the phase measurement is σ
where k sc represents the error transfer coefficient of the code tracking loop to the subcarrier tracking loop. According to the loop filtering theory of Betz and Kolodzjejski [31] [32] [33] , if the phase noise obeys a normal distribution, and the original phase discrimination value has an observation error of σ 2 D , the error of the obtained phase measurement value is as follows after applying a low pass filter with the bandwidth B L . Figure 12 simulates the zero-bias and thermal noise errors in the BOC (1, 1) signal reception. The simulation selects sampling frequencies of 5 and 10 MHz respectively representing severe and slight sample distortions. The simulation results show that: (1) For long-period spreading code sequences, when the sampling frequency is 5 MHz and the received signal-to-noise ratio is greater than 65 dBHz, the effect of sampling distortion will be greater than thermal noise. When the sampling frequency is 10 MHz, the corresponding signal-to-noise ratio threshold is 70 dBHz. (2) For short-period spreading code sequences, when the carrier-to-noise ratio is 20.5 dBHz (5 MHz) and 30.3 dBHz (10 MHz), the maximum value of the zero-bias of the received signal is equivalent to the thermal noise error. When the carrier-to-noise ratio is 38.5 dBHz (5 MHz) and 49.5 dBHz (10 MHz), the standard deviation of the zero-bias of the received signal is comparable to the thermal noise error. when the sampling frequency is 5 MHz and the received signal-to-noise ratio is greater than 65 dBHz, the effect of sampling distortion will be greater than thermal noise. When the sampling frequency is 10 MHz, the corresponding signal-to-noise ratio threshold is 70 dBHz. (2) For short-period spreading code sequences, when the carrier-to-noise ratio is 20.5 dBHz (5 MHz) and 30.3 dBHz (10 MHz), the maximum value of the zero-bias of the received signal is equivalent to the thermal noise error. When the carrier-to-noise ratio is 38.5 dBHz (5 MHz) and 49.5 dBHz (10 MHz), the standard deviation of the zero-bias of the received signal is comparable to the thermal noise error. 
Discussion
This paper aims to solve the zero-bias problem caused by sampling distortion in BOC signal pseudorange measurement. From a statistical point of view, a new indicator for evaluating the bias performance is proposed, which is conducive to eliminate the effects of the spreading sequence and the initial phase. An analytical method of equivalent reference waveform is proposed, and the analytical expression of the standard deviation of the zero-bias is derived. A quantizable zero-bias suppression method based on receiver parameter design is provided. Some research results are achieved, but the following aspects still wait to be explored.
(1) When the sampling frequency of the baseband signal is limited to an equal sampling frequency, the phase resolution error of the digital discriminator is incapable to be avoided. In this case, the elimination of the influence of phase resolution error on pseudorange accuracy is inseparable from further study. (2) The article simulates the BOC (1, 1) signal, and the conclusion can be directly extended to the BOC (m, n) signal, but the applicability to the MBOC signal is still worth exploring. 
(1) When the sampling frequency of the baseband signal is limited to an equal sampling frequency, the phase resolution error of the digital discriminator is incapable to be avoided. In this case, the elimination of the influence of phase resolution error on pseudorange accuracy is inseparable from further study.
(2) The article simulates the BOC (1, 1) signal, and the conclusion can be directly extended to the BOC (m, n) signal, but the applicability to the MBOC signal is still worth exploring. (3) This paper is confined to the influence of signal Doppler frequency on the statistical standard deviation of zero-bias. In the case of non-zero Doppler, the initial phase of the received signal changes continuously, and the zero-bias of the digital discriminator changes. For the phase discriminator of short-period codes, the elimination of the bias by means of the Doppler effect design algorithm is needed to be studied further. (4) When multiple signals are simultaneously transmitted in the channel, the multiple access interference has a significant impact on the high precision measurement of the pseudorange. How to quantify the impact of multiple access effects on pseudorange accuracy is still worth studying.
Conclusions
In this paper, the digital reception model of the BOC signal is analyzed. The analysis models of resolution error, the zero-bias of the digital code phase discriminator and the digital subcarrier phase discriminator are established. The propagation error relationship between the code tracking loop and the subcarrier tracking loop is derived, indicating that the sampling distortion error of the BOC signal, under noncommensurate sampling conditions, mainly depends on the zero-bias of the code phase discriminator. The statistical analysis model of the zero-bias of BOC signal is established, and the analytical expression of the statistical standard deviation of the zero-bias is derived. Two zero-bias mitigation methods based on the receiver parameters are proposed. The quantitative relationship between the zero-bias, the sampling frequency and correlation interval of the receiver are also introduced. The zero-bias mitigation methods, based on a quantitative relationship, can adapt different constraints and flexibly design parameters. In addition, this work uses simulations to verify the existence of limited bandwidth, the Doppler frequency offset, and thermal noise. Thus, the simulation fully validates the effectiveness of the proposed method.
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Appendix A
When the baseband signal s(t) in each symbol period is inverted, the number of the composite waveform p(n) is N p in the coherent integration time T coh . Since the initial phase of the received signal is the same as the local signal, the combined waveform p(n) is oddly symmetric with respect to the center point. When the composite waveform is discretized, the accumulated value p(n) may be +1, −1, and 0. If the number of sampling points of the composite waveform in the coherent integration time T coh is c s = 2d 0Fs /F p , the number of composite waveforms in which the non-zero accumulated value is correlated with the distance between c s and the adjacent odd number. According to formula (15) , the statistical value of the composite waveform whose accumulated value is non-zero isÑ p = F p T coh · c s − 2 · round(c s /2) . The number of waveforms whose accumulated value is +1 or −1 isÑ p /2, which is assumed to be an integer.
For a pseudo-random spreading code sequence, the flipping of the chips is random. The composite waveform p(n) is generated at the position where the chip is flipped. The flip position of the chip exerts an influence on the integrated value of the composite signal during the coherent time. If the chip of the spreading sequence is flipped at the accumulated value of +1, and the position of −1 is not inverted, corresponding to the maximum zero-bias of the digital phase discriminator.
However, the chip flip of the pseudo-random spreading code sequence occurs randomly, and the flipping probability is 1/2 and independent of each other. It is assumed that the chip flip is event X(i), i ∈ 1, 2, · · · ,Ñ p /2 at the position where the i-th composite waveform accumulated value is +1, and the chip flip is turned to event Y( j), j ∈ 1, 2, · · · ,Ñ p /2 at the position where the j-th composite waveform accumulated value is −1. The random variable Z is defined as follows:
wherein, E(X(i)) = 1/2, E X 2 (i) = 1/2, E(Y( j)) = 1/2, E Y 2 ( j) = 1/2, E(X(i)Y( j)) = 0.
The mean value of the random variable Z is:
The variance of the random variable Z is:
