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Abstract
Symmetric informationally complete measurements (SICs in short) are highly
symmetric structures in the Hilbert space. They possess many nice proper-
ties which render them an ideal candidate for fiducial measurements. The
symmetry of SICs is intimately connected with the geometry of the quan-
tum state space and also has profound implications for foundational studies.
Here we explore those SICs that are most symmetric according to a nat-
ural criterion and show that all of them are covariant with respect to the
Heisenberg-Weyl groups, which are characterized by the discrete analogy of
the canonical commutation relation. Moreover, their symmetry groups are
subgroups of the Clifford groups. In particular, we prove that the SIC in
dimension 2, the Hesse SIC in dimension 3, and the set of Hoggar lines in
dimension 8 are the only three SICs up to unitary equivalence whose sym-
metry groups act transitively on pairs of SIC projectors. Our work not only
provides valuable insight about SICs, Heisenberg-Weyl groups, and Clifford
groups, but also offers a new approach and perspective for studying many
other discrete symmetric structures behind finite state quantum mechanics,
such as mutually unbiased bases and discrete Wigner functions.
Keywords: Symmetric informationally complete measurements (SICs),
Heisenberg-Weyl groups, Clifford groups, Super-symmetric, Hesse SIC,
Hoggar lines
1. Introduction
Symmetry plays a fundamental role in all areas of natural science. Of
special interest are those objects possessing highest symmetry, which are the
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targets of constant quest. In this paper, we are concerned with an elusive
discrete symmetric structure known as symmetric informationally complete
measurements (SICs in short) [1–5]. In a d-dimensional Hilbert space, a
SIC is usually composed of d2 subnormalized projectors onto pure states
|ψj〉〈ψj |/d with equal pairwise fidelity,
|〈ψj |ψk〉|2 = dδjk + 1
d+ 1
. (1)
Here by a “SIC” we shall mean the set of SIC projectors Πj = |ψj〉〈ψj |,
which sum up to d times of the identity,
∑
j Πj = d. SICs have many
nice properties rooted in their high symmetry, which make them an ideal
candidate for fiducial measurements. They play a crucial role in studying
quantum Bayesianism [6] and in understanding the geometry of quantum
state space [7, 8]. They are useful in linear quantum state tomography [4, 9–
13], quantum cryptography [14–18], and signal processing [19]. They also
have intriguing connections with many other interesting subjects, such as
equiangular lines, 2-designs, mutually unbiased bases (MUB), Lie algebras,
and Galois theory; see Ref. [5] and references therein.
A SIC gives rise to a regular simplex in the operator space. Although
this perspective is fruitful in understanding its properties [5], it has an ob-
vious limitation: most permutations among the SIC projectors cannot be
realized by unitary or antiunitary transformations, those transformations
that preserve the quantum state space. This conflict between permutation
symmetry and unitary symmetry has profound implications for foundational
studies and quantum information science [6–8, 20, 21]. It is closely connected
to the fact that the state space is not a ball except for dimension 2. A better
understanding of the symmetry of SICs is crucial to decoding the geome-
try of the quantum state space as well as foundational and practical issues
entangled with the geometry.
How symmetric is a SIC? This is a basic question we need to answer before
we can conceive a clear picture about the quantum state space. Motivated
by this question, here we determine those SICs that are most symmetric
according to a natural criterion. By virtue of the classification of finite simple
groups (CFSG) [22, 23], we show that the SIC in dimension 2, the Hesse SIC
in dimension 3 [1, 4, 24–29], and the set of Hoggar lines in dimension 8 [1, 4,
30] are the only three SICs up to unitary equivalence whose symmetry groups
act transitively on pairs of SIC projectors. All these SICs are covariant with
respect to Heisenberg-Weyl (HW) groups, and their symmetry groups are
subgroups of Clifford groups [24, 25, 31, 32]. Moreover, only the Hesse SIC
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is covariant with respect to the Clifford group. These results provide valuable
insight on the elusive symmetry of SICs and geometry of the quantum state
space.
Although our main focus here is the symmetry of SICs, it turns out that
the approach introduced here is also surprisingly useful for studying many
other discrete symmetric structures behind finite state quantum mechanics,
such as HW groups, Clifford groups, MUB, discrete Wigner functions, and
unitary 2-designs [21, 33]. For example, based on the present work, recently
we have shown that the operator basis underlying the discrete Wigner func-
tion introduced by Wootters [34] is almost uniquely characterized by the
double transitivity of its symmetry group [21], which turns out to be equiva-
lent to its symmetry group being a unitary 2-design [35]. These conclusions
establish the unique status of the Wootters discrete Wigner function over all
other quasi-probability representations of quantum mechanics. The ramifi-
cations of the present work are still under exploration.
The rest of the paper is organized as follows. In Sec. 2 we introduce the
background and the concept of super-symmetric informationally complete
measurements (super-SICs for short). In Sec. 3 we state our main results. In
Sec. 4 we establish the equivalence of several symmetry properties of SICs.
In Sec. 5 we derive a necessary condition for the existence of super-SICs
based on triple products among SIC projectors. In Sec. 6 we determine all
super-SICs in prime power dimensions. In Sec. 7 we reveal a remarkable
connection between super-SICs and the HW group, thereby determining all
super-SICs. Section 8 summarizes this paper. Some technical details are
relegated to the appendix.
2. Setting the stage
2.1. Symmetry of SICs
The symmetry group G of a SIC {Πj} is composed of all unitary operators
U that leave the set of SIC projectors invariant; that is, UΠjU † = Πσ(j) for a
suitable permutation σ. By convention, operators that differ only by overall
phase factors are identified, as indicated by the overline notation in “G”. The
extended symmetry group is the larger group that contains also antiunitary
operators. Every SIC known so far is group covariant in the sense that it can
be generated from a single state—the fiducial state—by a group composed
of unitary operators, that is, the SIC projectors form a single orbit under
the action of the symmetry group. In addition, every known SIC is covariant
with respect to one or another version of the HW group [4], and this is true
for every SIC in dimension 3 [36]. In particular, every known SIC is sharply
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covariant in the sense that the generating group can be chosen to have the
minimal possible order, that is, the number of SIC projectors. By contrast,
sharply covariant MUB are quite rare; actually, only two examples are known
[37, 38].
How much additional symmetry can we expect beyond group covariance?
To understand the significance of this question, it is instructive to compare
a SIC in dimension d with the regular simplex in the operator space defined
by the SIC [5]. The isometry group of the regular simplex is isomorphic to
the full permutation group of d2 letters, which can realize any permutation
among the vertices. However, most of these permutations cannot be realized
by unitary or antiunitary transformations, those transformations that leave
the quantum state space invariant, because the state space is not a ball except
in dimension 2. A natural question to ask is to what extent the permutation
symmetry can be retained given this limitation. Such surviving symmetry is
closely related to the geometry of the quantum state space, so any progress
concerning this subject may potentially lead to a clearer picture about the
quantum state space.
To answer the question posed above, we need to introduce several new
concepts. A SIC is k-covariant if every ordered k-tuple of SIC projectors can
be mapped to every other such k-tuple within its symmetry group; that is,
its symmetry group acts k-transitively in the language of permutation groups
[39, 40]; see Appendix C for a short introduction. A k-covariant SIC is also
referred to as doubly covariant when k = 2 and triply covariant when k = 3.
As we shall see shortly, no triply covariant SICs can exist. For this reason
doubly covariant SICs are called super-symmetric since they represent the
most symmetric structure that can appear in the Hilbert space.
To complete the picture, a SIC is k-homogeneous if every unordered k-
tuple of SIC projectors can be mapped to every other such k-tuple under its
symmetry group. A SIC in dimension d is k-homogeneous if and only if it
is (d2 − k)-homogenous. In addition, any k-covariant SIC is k-homogeneous
(the converse is also true when k ≤ d2/2 according to Lemma 2 in Sec. 4, but
is not so obvious). When the symmetry group is replaced by the extended
symmetry group, the terminologies are modified by adding the prefix “quasi”.
For example, a SIC is quasi-super-symmetric if every two ordered pairs of
SIC projectors can be mapped to each other under its extended symmetry
group.
The concepts introduced above also apply to operator bases and gener-
alized measurements [21]. In this paper, however, we shall focus on SICs.
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2.2. Heisenberg-Weyl groups and Clifford groups
To make this paper self-contained, here we present a short introduction
about HW groups and Clifford groups; see Refs. [4, 24, 25, 31, 32, 41] for
more details.
The HW group is generated by the phase operator Z and the cyclic shift
operator X defined by their action on the kets |er〉 of the “computational
basis”,
Z|er〉 = ωr|er〉, X|er〉 = |er+1〉, (2)
where ω = e2pii/d, r ∈ Zd, and Zd is the ring of integers modulo d. The two
generators obey the canonical commutation relation
XZX−1Z−1 = ω−1, (3)
which determines the HW group up to unitary equivalence and overall phase
factors [42].
In this paper, it turns out that another version of the HW group, called
the multipartite HW group, is more relevant to our study. This HW group D
is defined only in prime power dimensions. It coincides with the HW group
defined above in every prime dimension p. In prime power dimension q = pn,
the multipartite HW group is the tensor power of n copies of the HW group
in dimension p. The elements in the multipartite HW are called displacement
operators (or Weyl operators). Up to phase factors, they can be labeled by
vectors of length 2n defined over Fp = Zp as
Dµ = τ
∑
j µjµn+j
n∏
j=1
X
µj
j Z
µn+j
j , (4)
where τ = −epii/p, while Zj and Xj are the phase operator and cyclic shift
operator of the jth party, as defined in Eq. (2) with d = p. These operators
satisfy the commutation relation
DµDνD
†
µD
†
ν = ω
〈µ,ν〉, (5)
where 〈µ, ν〉 = µTJν is the symplectic product with J = ( 0n −1n1n 0n ). Two dis-
placement operators Dµ and Dν commute if and only if the corresponding
symplectic product 〈µ, ν〉 vanishes. The vectors µ together with the sym-
plectic product form a symplectic space F2np of dimension 2n. The group of
linear transformations that preserve the symplectic product is known as the
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symplectic group and denoted by Sp(2n, p) [43], which has order
pn
2
n∏
j=1
(p2j − 1). (6)
The multipartite HW group defines a faithful irreducible projective rep-
resentation of an elementary abelian group, recall that a group is elementary
abelian if it is abelian and all elements other than the identity have the same
order, which is a prime. The converse is shown in the following lemma.
Lemma 1. Suppose H is an elementary abelian group of order p2n with p
a prime and n a positive integer. Then every faithful irreducible projective
representation of H has degree pn and the image is (projectively) unitarily
equivalent to the multipartite HW group in dimension pn.
Remark 1. Although this lemma is known as folklore, it is difficult to find
an explicit statement in the literature; see Refs. [31, 32, 44] for relevant
conclusions. A self-contained proof is presented in the appendix.
The Clifford group C is the normalizer of the multipartite HW group,
that is, the group composed of all unitary operators that leave the multipar-
tite HW group invariant up to phase factors [4, 24, 31, 32, 41]. Any Clifford
unitary U induces a linear transformation on the symplectic space that labels
the displacement operators. This linear transformation necessarily belongs
to the symplectic group Sp(2n, p) since conjugation preserves the commuta-
tion relation, so the induced linear transformation preserves the symplectic
product. Conversely, given any symplectic matrix F , there exist q2 Clifford
unitaries (up to phase factors) that induce F , which differ from each other
by displacement operators [31, 32]. The quotient group C/D (G denotes the
group G modulo phase factors) can be identified with the symplectic group
Sp(2n, p). The Clifford group C in dimension pn has order
pn
2+2n
n∏
j=1
(p2j − 1). (7)
Note that the symplectic group Sp(2, p) in the special case n = 1 can be iden-
tified with the special linear group SL(2, p). When p is odd, C is isomorphic
to the affine symplectic group ASp(2n, p) = Sp(2n, p)n F2np [31, 32].
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3. Main results
After careful inspection of all SICs known in the literature [4], we find
three super-SICs (SICs that are super-symmetric). The first obvious candi-
date is the SIC in dimension 2, whose symmetry group can realize all even
permutations among the SIC projectors (this SIC is also quasi-4-covariant,
since the extended symmetry group can realize all permutations).
The second super-SIC is the Hesse SIC in dimension 3 [1, 4, 24–29],
which is generated by the HW group from the fiducial ket
1√
2
(0, 1,−1)T. (8)
It is the only known SIC whose symmetry group is the whole Clifford group,
which has order 9×24 in dimension 3 [25]. The Hesse SIC also has an intimate
connection with the discrete Wigner function introduced by Wootters [34].
Let Πj be SIC projectors in the Hesse SIC, then 1 − 2Πj happen to be
phase point operators underlying the Wootters discrete Wigner function.
This result is not a mere coincidence, but has deep reasons, as explained in
Ref. [21].
The third super-SIC is the set of Hoggar lines [1, 4, 30] generated by the
three-qubit Pauli group (the multipartite HW group in dimension 8) from
1√
6
(1 + i, 0,−1, 1,−i,−1, 0, 0)T. (9)
It has an exceptionally large symmetry group, which has order 64 × 6048
[4]1. It is the only SIC known so far that is not covariant with respect to
the usual HW group defined in Eq. (2) and also the only known SIC that is
covariant with respect to the multipartite HW group in a dimension that is
not prime [4]. In addition, since all SIC projectors are connected by local
unitary transformations, they all have the same entanglement. Such SICs
are interesting but quite rare in prime power dimensions, although there is
another example in dimension 4 [4, 45, 46].
It turns out that the three super-SICs we have identified exhaust all
possibilities.
1The stabilizer of each fiducial state in the set of Hoggar lines is a nonabelian simple
group of order 6048, which turns out to be isomorphic to the projective special unitary
group PSU(3, 3).
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Theorem 1 (CFSG). The SIC in dimension 2, the Hesse SIC in dimen-
sion 3, and the set of Hoggar lines in dimension 8 are the only three (quasi)-
super-SICs up to unitary equivalence. They are also the only three (quasi)-
2-homogeneous SICs up to unitary equivalence.
Remark 2. The full proof of Theorem 1 relies on the classification of 2-
transitive permutation groups [39, 40, 47–49], which in turn relies on the
CFSG [22, 23]. To make room for future improvement, we mark all theorems
and lemmas with “CFSG” whenever CFSG is involved in the proofs. In
the case of prime power dimensions, nevertheless, we can prove Theorem 1
without the CFSG; see Theorem 2 in Sec. 6. In addition, we try to prove as
much as possible without resorting to such heavy tools; the CFSG is required
directly only in the proof of Lemma 13 in Sec. 7.
In sharp contrast with SICs, all the operator bases underlying the Woot-
ters discrete Wigner functions [34] are super-symmetric [21]. Theorem 1
shows that the restriction to pure states imposes a stringent limitation on the
potential symmetry of an operator basis. This observation is instructive to
understanding quasi-probability representations of quantum mechanics and
may have implications for foundations studies, such as quantum Bayesianism
[6, 20].
4. Equivalence of 2-homogeneous SICs and super-SICs
Although the requirement of k-covariance is a priori much stronger than
that of k-homogeneity whenever k > 1, it turns out that the two requirements
are equivalent for SICs as long as k ≤ d2/2.
Lemma 2. A SIC in dimension d is (quasi)-k-covariant with k ≤ d2/2 if
and only if it is (quasi)-k-homogeneous. In particular, a SIC is (quasi)-
super-symmetric if and only if it is (quasi)-2-homogeneous.
Proof. The claims are obvious when k = 1. When k ≥ 2, according to Theo-
rem 1 of Kantor [50] and Theorem 9.4B in Ref. [39], any k-homogenous per-
mutation group of degree n ≥ 2k is (k−1)-transitive. If n is a perfect square,
then the group is also k-transitive, except possibly some 4-homogenous per-
mutation group G of degree 9. In addition, such a group G must contain
a subgroup isomorphic to PSL(2, 8), which is a nonabelian simple group.
These facts confirm the lemma immediately except when the dimension is
equal to 3 and the SIC is (quasi)-4-homogeneous. In this special case, the
SIC is (quasi)-triply covariant and is thus group covariant. Any group covari-
ant SIC in dimension 3 is covariant with respect to the HW group, and its
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extended symmetry group is a subgroup of the extended Clifford group [25];
actually, this is true for any SIC in dimension 3 according to Ref. [36]. How-
ever, the extended Clifford group in dimension 3 is solvable and thus cannot
contain any subgroup isomorphic to PSL(2, 8). Alternatively, this special
case can be excluded by Lemma 6 in Sec. 5.
In view of Lemma 2, the second part of Theorem 1 is an immediate
consequence of the first part. Therefore, we can focus on (quasi)-super-SICs
in the rest of the paper.
When the dimension is even, we have another equivalence relation.
Lemma 3. Every quasi-super-SIC in an even dimension is a super-SIC.
Remark 3. Although this lemma also holds when the dimension is odd, so far
we can prove this conclusion only after the classification of all quasi-super-
SICs.
Lemma 3 is an immediate consequence of the following lemma, note that
the symmetry group of a SIC is a subgroup of the extended symmetry group
of index at most 2.
Lemma 4. Any index-2 subgroup of a 2-transitive permutation group of even
degree at least 4 is 2-transitive.
Proof. Suppose H is an index-2 subgroup of the 2-transitive permutation
group G on Ω with |Ω| ≥ 4. Then H is normal in G and acts transitively
on Ω. Let S ∈ G be the stabilizer of a given point in Ω, say α, then S acts
transitively on Ω \α. Let R = S ∩H; then R is an index-2 normal subgroup
of S. Therefore, R is either transitive on Ω \ α or has two orbits of equal
length. When the degree |Ω| is even, however, the latter scenario cannot
happen since the cardinality of Ω \α is odd. So R is transitive on Ω \α, and
H is 2-transitive on Ω.
5. Symmetry and triple products
Before proving our main result, we first show that no triply covariant SICs
can exist and that for prime-power dimensions, (quasi)-super-SICs can only
exist in dimensions 2, 3, and 8. The proofs are based on simple observation
on triple products among SIC projectors,
Tjkl = tr(ΠjΠkΠl). (10)
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Such triple products have played an important role in studying the symmetry
of and equivalence relations among SICs [4, 25, 51]. They are also useful
to studying discrete Wigner functions [34]. Note that |Tjkl| is equal to (d+
1)−3/2 if the three indices are distinct, while it is equal to 1/(d+1) or 1 if two
or three indices coincide. The normalized triple products T˜jkl = Tjkl/|Tjkl|
satisfy
T˜jkl = T˜klj = T˜ljk = T˜
∗
jlk = T˜
∗
lkj = T˜
∗
kjl, (11)
T˜jkl = T˜mjkT˜mklT˜mlj . (12)
Lemma 5. No SIC is triply covariant.
Remark 4. If a SIC is triply covariant, then all triple products among distinct
SIC projectors are equal. Consequently, all permutations among SIC projec-
tors can be realized by unitary transformations according to Theorem 3 in
Ref. [51] (see also Chap. 10 in Ref. [4]). Such a SIC would be too symmetric
to exist!
Proof. Suppose on the contrary that the SIC {Πj} is triply covariant. Then
each T˜jkl for distinct j, k, l equals ±1, where the sign is independent of j, k, l,
so ∑
l
Tjkl = ± d
2 − 2
(d+ 1)3/2
+
2
d+ 1
, j 6= k. (13)
Since the SIC projectors Πl sum up to d times of the identity, we also have∑
l
Tjkl = d tr(ΠjΠk) =
d
d+ 1
. (14)
However, the two equations above cannot be satisfied simultaneously. This
contradiction completes the proof.
Lemma 6. No SIC in dimension d ≥ 3 is quasi-triply covariant.
Since this lemma is not essential in proving our main result, the proof is
relegated to the appendix.
Lemma 7. Suppose there exists a quasi-super-SIC in prime-power dimen-
sion d. Then d equals 2, 3, or 8.
This lemma follows from Lemmas 8, 9, and 10 below.
Lemma 8. Suppose {Πj} is a quasi-super-SIC with normalized triple prod-
ucts T˜jkl. Then all T˜jkl are 2d2th roots of unity, that is, T˜ 2d
2
jkl = 1.
10
Proof. If {Πj} is super-symmetric, then the multiset {T˜mjk}d2m=1 is identical
with {T˜mkj}d2m=1. On the other hand, the two multisets are conjugates of each
other. Therefore, both of them are conjugation invariant and
∏
m T˜mjk = ±1,
where the sign is independent of j and k as long as they are distinct. Now
taking the product over m in Eq. (12) yields T˜ d2jkl = ±1, which implies the
lemma.
If {Πj} is quasi-super-symmetric but not super-symmetric, then {Πj}
is quasi-2-homogenous but not 2-homogenous according to Lemma 2. It
follows that every ordered pair of distinct SIC projectors can be mapped
to the same pair with the reverse order under the symmetry group. So the
multiset {T˜mjk}d2m=1 is still conjugation invariant and the lemma holds as
before.
Lemma 9. Suppose there exists a quasi-super-SIC in dimension d ≥ 3, then
(d−2)√d+ 1 ∈ Z[ζ2d2 ] and
√
d+ 1 ∈ Q[ζ2d2 ], where ζ2d2 is a primitive 2d2th
root of unity.
Remark 5. Here Z[ζ2d2 ] is the extension of the ring of integers by ζ2d2 , and
Q[ζ2d2 ] is the extension of the field of rational numbers by ζ2d2 [52].
Proof. From the two equations∑
k
tr(ΠjΠkΠl) =
2
d+ 1
+
∑
k 6=j,l
1
(d+ 1)3/2
T˜jkl,
∑
k
tr(ΠjΠkΠl) = d tr(ΠjΠl) =
d
d+ 1
, j 6= l,
(15)
we deduce that ∑
k 6=j,l
T˜jkl = (d− 2)
√
d+ 1. (16)
The lemma follows from the fact that T˜jkl are 2d2th roots of unity according
to Lemma 8.
Now Lemma 7 is a consequence of Lemma 9 and the following lemma.
Lemma 10. Suppose d is a prime power. Then
√
d+ 1 ∈ Q[ζ2d2 ] if and
only if d = 3, 8.
Proof. Suppose
√
d+ 1 ∈ Q[ζ2d2 ]. Then
√
d+ 1 belongs to Q or a quadratic
extension of Q. In the former case d + 1 must be a perfect square, which
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implies that d = 3, 8 given that d is a prime power (cf. Lemma 15 in the
appendix).
Observing that Q[ζ2d2 ] is a Galois extension of Q, we conclude that the
quadratic extensions of Q contained in Q[ζ2d2 ] are in one-to-one correspon-
dence with the subgroups of the Galois group Gal(Q[ζ2d2 ]/Q) of index 2 [52].
The group Gal(Q[ζ2d2 ]/Q) is isomorphic to the automorphism group of Z2d2 ,
which in turn is isomorphic to the multiplicative group Z∗2d2 of invertible el-
ements (or units) in Z2d2 [53].
When d is a power of 2, Z∗2d2 is isomorphic to Z2×Zd2/2, which contains
three subgroups of index 2. Consequently, Q[ζ2d2 ] contains three quadratic
extensions over Q, which are identical with the three quadratic extensions
over Q contained in Q[ζ8]. It is easy to verify that the three quadratic
extensions are Q[
√
2], Q[i], and Q[
√
2i], none of which can contain
√
d+ 1
except when d = 8.
When d = pn is a power of an odd prime p, Z∗2d2 is cyclic of order
p2n−1(p − 1) and contains a unique subgroup of index 2. Consequently,
Q[ζ2d2 ] contains a unique quadratic extension over Q, which is identical with
the quadratic extension over Q contained in Q[ζp]. According to the fa-
mous quadratic reciprocity (see Proposition 7-3-1 in Ref. [54] for example),
this unique quadratic extension is Q[
√
(−1)(p−1)/2p], which cannot contain√
d+ 1 except when d = p = 3.
6. Super-SICs in prime power dimensions
In this section we prove Theorem 1 in the case of prime power dimensions
without resorting to the CFSG.
Theorem 2. In prime power dimensions, the SIC in dimension 2, the Hesse
SIC in dimension 3, and the set of Hoggar lines in dimension 8 are the only
three (quasi)-super-SICs up to unitary equivalence. They are also the only
three (quasi)-2-homogeneous SICs up to unitary equivalence.
To achieve our goal, we need to introduce several basic results concerning
permutation groups [39, 40]; see Appendix C for a short introduction on this
subject.
Theorem 3 (Burnside). Any 2-transitive permutation group G on a finite
set Ω has a unique minimal normal subgroup, which is either elementary
abelian acting regularly on or nonabelian simple acting primitively on Ω.
Remark 6. A minimal normal subgroup N of a group G is a normal subgroup
other than the identity that contains no other nontrivial normal subgroup of
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G. A group action is regular if it is transitive with trivial point stabilizer; it
is primitive if it is transitive and preserves no nontrivial partition. If N is
regular elementary abelian, then it can be identified as a vector space over
some finite Galois field, and G as a subgroup of the group of affine semilinear
transformations on the vector space and is called affine. If N is nonabelian
simple, then G can be identified as a subgroup of the automorphism group
of N and is called almost simple [39, 40].
Another useful tool in our study is the following lemma reproduced from
Lemma 7.2 and Theorem 7.3 in the author’s thesis [4] (see also Ref. [37] and
Theorem 2.34 in Ref. [1]).
Lemma 11. Suppose G is a subgroup of the symmetry group of a SIC. Then
the number of orbits of G on the SIC is equal to the sum of squared multi-
plicities of all the inequivalent irreducible components of G. In particular, G
acts transitively on the SIC if and only if it is irreducible.
Proof of Theorem 2. In view of Lemmas 2 and 7, to prove Theorem 2, it
remains to show the uniqueness of quasi-super-SICs in dimensions 2, 3 and
8. Note that every quasi-super-SIC is necessarily group covariant.
In dimension 2, every SIC defines a regular tetrahedron on the Bloch
sphere, so all SICs are unitarily equivalent.
In dimension 3, every (group covariant) SIC is covariant with respect to
the HW group and its symmetry group is a subgroup of the Clifford group,
which is isomorphic to SL(2, 3)n (Z3)2 [4, 25, 36]. Therefore, the stabilizer
of each SIC projector is isomorphic to a subgroup of SL(2, 3). If the SIC is
quasi-super-symmetric, then the order of the stabilizer (within the symmetry
group) is divisible by 4. Observing that SL(2, 3) contains a unique element of
order 2, we conclude that the stabilizer contains an element of order 4. Since
all order-4 Clifford unitary transformations in dimension 3 are conjugate to
each other [25], without loss of generality we may assume that one fiducial ket
is stabilized by (is an eigenket of) the order-4 Clifford unitary transformation
1√
3
1 1 11 ω ω2
1 ω2 ω
 , (17)
which happens to be the Fourier matrix in dimension 3. Calculation shows
that this unitary transformation has three nondegenerate eigenkets, one of
which happens to be the fiducial ket that generates the Hesse SIC (see
Eq. (8)), while the other two are not fiducial kets. Therefore, the Hesse
SIC is the only quasi-super-SIC in dimension 3 up to unitary equivalence.
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It remains to consider quasi-super-SICs in dimension 8. Suppose {Πj}
is a quasi-super-SIC in dimension 8. According to Lemma 3, {Πj} is super-
symmetric, so its symmetry group G is a 2-transitive (and automatically
primitive) permutation group of degree 64. According to Theorem 3, G is ei-
ther affine or almost simple and has a unique minimal normal subgroup, say
N , which is either regular elementary abelian or nonabelian simple. Accord-
ing to Appendix B in Ref. [39], all 2-transitive permutation groups of degree
64 are of affine type except for the symmetric group and alternating group,
which are 64 and 62 fold transitive, respectively. In view of Lemma 5, G can
be isomorphic to neither the symmetric group nor the alternating group of
degree 64. Therefore, G is an affine 2-transitive permutation group, and N is
regular elementary abelian. The group N is necessarily irreducible according
to Lemma 11 and thus defines a faithful irreducible projective representation
of an elementary abelian group. According to Lemma 1, N is unitarily equiv-
alent to the multipartite HW group in dimension 8, that is, the three-qubit
Pauli group. Consequently, G is a subgroup of the Clifford group, which has
order 215 · 34 · 5 · 7 according to Eq. (7).
Suppose |ψ〉 is a fiducial ket of the three-qubit Pauli group that gen-
erates a quasi-super-SIC. Then its stabilizer contains an order-7 Clifford
unitary transformation. Observe that all Sylow 7-subgroups of the Clifford
group are cyclic of order 7 and are conjugate to each other. Without loss
of generality, we may assume that |ψ〉 is stabilized by the order-7 Clifford
unitary transformation [4]
U7 =̂
ω5√
2

0 0 1 0 −i 0 0 0
0 0 i 0 −1 0 0 0
0 0 0 −i 0 −1 0 0
0 0 0 −1 0 −i 0 0
1 0 0 0 0 0 −i 0
−i 0 0 0 0 0 1 0
0 −i 0 0 0 0 0 −1
0 1 0 0 0 0 0 i

, (18)
where ω = e2pii/8. Calculation shows that U7 has six nondegenerate eigenkets,
none of which are fiducial kets. The two-dimensional eigenspace correspond-
ing to the eigenvalue 1 contains two fiducial kets, which happen to be the
only two normalized kets in the eigenspace that satisfy the following three
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equations,
〈ψ|σz ⊗ 1⊗ 1|ψ〉 = ±1
3
, 〈ψ|1⊗ σz ⊗ 1|ψ〉 = ±1
3
, 〈ψ|1⊗ σx ⊗ 1|ψ〉 = ±1
3
.
(19)
The first fiducial ket happens to be the one that generates the set of Hoggar
lines (see Eq. (9)). The second one
1√
6
(−i,−1, 0, 0,−1 + i, 0, 1, 1)T (20)
generates a SIC which turns out to be equivalent to the set of Hoggar lines
under the Clifford unitary transformation(
0 U
V 0
)
, U = diag(−i,−i,−1, 1), V = diag(1, 1, i,−i). (21)
This transformation was computed using the algorithm described in Chap. 10
of the author’s thesis [25]. Therefore, the set of Hoggar lines is the unique
quasi-super-SIC in dimension 8 up to unitary equivalence.
7. Super-SICs and the Heisenberg-Weyl group
In this section we prove our main result Theorem 1. In view of The-
orem 2, it suffices to show that super-SICs can only exist in prime power
dimensions. Here we not only prove this conclusion but also establish a re-
markable connection between super-SICs and the multipartite HW group,
which is of independent interest.
Theorem 4 (CFSG). Every quasi-super-SIC is covariant with respect to the
multipartite HW group in a prime power dimension; its (extended) symmetry
group is a subgroup of the (extended) Clifford group.
Remark 7. Surprisingly, the symmetry requirement on a SIC naturally leads
to the canonical commutation relation and the multipartite HW group.
When the dimension is a prime, this conclusion is consistent with the earlier
conclusion of the author [25] that every group covariant SIC is covariant
with respect to the HW group and that its (extended) symmetry group is
a subgroup of the (extended) Clifford group. Recently, we have generalized
Theorem 4 to operator bases, which plays a crucial role in understanding the
discrete Wigner function [21]. In addition, Theorem 4 is useful to studying
unitary 2-designs [35].
15
To prove Theorem 4, we need two additional technical lemmas, whose
proofs are relegated to the appendix.
Lemma 12. Suppose H is a subgroup of index 2 of a 2-transitive permutation
group G with |G| > 2 on Ω. Then H has a unique minimal normal subgroup,
which coincides with the unique minimal normal subgroup of G.
Lemma 13 (CFSG). Suppose G is an almost simple 2-transitive permuta-
tion group whose degree n is a perfect square. Let N be the minimal normal
subgroup of G. Then one of the following three cases holds.
1. N is isomorphic to the alternating group An with n ≥ 5 a perfect
square.
2. N is isomorphic to PSL(k, q) with (k, q) = (2, 8), (4, 7), or (5, 3), and
n is equal to 32, 202, or 112 accordingly.
3. N is isomorphic to Sp(6, 2), and n is equal to 62.
Remark 8. Here the symbols n, q are independent of those appearing in
Sec. 2.2. The proof of this lemma relies on the classification of almost simple
2-transitive permutation groups [39, 40], which in turn relies on the CFSG
[22, 23]. All other results in this paper that rely on the CFSG rely on this
lemma either directly or indirectly.
Lemma 14 (CFSG). The symmetry group and extended symmetry group of
any quasi-super-SIC have a unique and identical minimal normal subgroup,
which is elementary abelian and regular.
Proof. Let {Πj} be a quasi-super-SIC with symmetry group G and extended
symmetry group EG. Then G is either identical with EG or is a subgroup
of index 2. So G and EG have a unique and common minimal normal
subgroup according to Theorem 3 and Lemma 12. In addition, the minimal
normal subgroup N acts transitively on the set of SIC projectors and is thus
irreducible according to Lemma 11.
Suppose on the contrary that N is not elementary abelian or regular.
Then N is a nonabelian simple group, and EG is an almost simple 2-
transitive permutation group of degree d2, which is a perfect square. Ac-
cording to Lemma 5, N cannot be isomorphic to An for n ≥ 5, because
An is (n − 2)-transitive [39, 40]. In view of Lemma 13, N is a faithful irre-
ducible projective representation (over the complex numbers) of PSL(k, q)
with (k, q) = (2, 8), (4, 7), (5, 3), or Sp(6, 2), and the degree of the represen-
tation (which equals the square root of the degree of the permutation group)
is 3, 20, 11, or 6, respectively. According to Table II in Ref. [55], however,
16
the minimal degree of such a representation is 7, 399, 120, or 7. The same
reasoning can also be used to exclude the alternating group An (without
relying on Lemma 5) given that the minimal degree of such a representation
for An is n− 1 when n ≥ 8 [56]. This contradiction completes the proof.
Proof of Theorem 4. Suppose {Πj} is a quasi-super-SIC in dimension d with
symmetry group G and extended symmetry group EG. Then G and EG
have a unique common minimal normal subgroup, say N . In addition, N is
elementary abelian and acts regularly on the set of SIC projectors according
to Lemma 14. Therefore, N has order d2 and is irreducible according to
Lemma 11. In a word, N is a faithful irreducible projective representation
of an elementary abelian group, so it is (projectively) unitarily equivalent to
the multipartite HW group according to Lemma 1. Given that N is normal
in G and EG, we conclude that G (EG) is a subgroup of the Clifford group
(extended Clifford group).
Finally, we can determine all super-SICs, thereby achieving our main
goal.
Proof of Theorem 1. Theorem 1 is an immediate consequence of Theorems 2
and 4.
8. Summary
We have introduced super-SICs as the most symmetric structure that
can appear in the Hilbert space. We proved that the SIC in dimension 2,
the Hesse SIC in dimension 3, and the set of Hoggar lines in dimension 8
are the only three super-SICs up to unitary equivalence. Such general state-
ments are of intrinsic interest but are quite rare in the literature due to the
enormous difficulty in decoding elusive SICs. Our work provides valuable in-
sight on symmetry of SICs and geometry of the quantum state space, which
may have implications for foundational studies, such as quantum Bayesian-
ism. Our work also reveals an intriguing connection between symmetry and
the canonical commutation relation, which deserves further study. In addi-
tion, the ideas and techniques introduced here are quite helpful to studying
MUB, discrete Wigner functions, and unitary 2-designs etc. Furthermore,
our work establishes diverse links between SICs and various other subjects,
such as number theory, representation theory, combinatorics, and theory
of permutation groups, which are of interest to researchers from respective
fields.
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Appendix A. Proof of Lemma 1
Proof. This lemma is closely related to Weyl’s theorem that the HW group is
uniquely characterized by the discrete analogy of the canonical commutation
relation [42]. Suppose H has a d-dimensional faithful irreducible projective
representation A 7→ UA for A ∈ H. Let A1 be an arbitrary element in H
other than the identity. Given that the representation is faithful, UA1 cannot
be proportional to the identity and thus cannot commute with all elements
in the representation according to Schur’s lemma. So there exists an element
B1 ∈ H such that
UA1UB1U
†
A1
U †B1 = e
iφ (A.1)
with eiφ 6= 1 a phase factor. Observing that UpB1 is proportional to the
identity, we conclude that eiφ is a pth root of unity. Replacing B1 with a
suitable power if necessary, we may assume that
UA1UB1U
†
A1
U †B1 = ω
−1, (A.2)
where ω = e2pii/p is a primitive pth root of unity. Note that A1 and B1
generate a group H1 of order p2. If n = 1, then H = H1, the representation
must have degree p, and the image is (projectively) unitarily equivalent to
the HW group in dimension p according to Weyl’s theorem [25].
If n > 1, let A2 be an arbitrary element in H not contained in H1.
Then UA2 commutes with UA1 and UB1 up to phase factors that are pth
roots of unity. By multiplying A2 with a suitable element in H1 if necessary,
we can ensure that UA2 commutes with UA1 , UB1 and, consequently, the
representations of all elements in H1. By the same reasoning as in the
previous paragraph, there exists an element B2 ∈ H such that
UA2UB2U
†
A2
U †B2 = ω
−1. (A.3)
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Note that B2 cannot belong to H1. By multiplying B2 with a suitable ele-
ment in H1 if necessary, we may assume that UB2 commutes with UA1 and
UB1 . Continuing this procedure, we can eventually find n pairs of gener-
ators A1, B1, . . . , An, Bn of H such that UA1 , UB1 , . . . , UAn , UBn satisfy the
canonical commutation relations
UAjUBkU
†
Aj
U †Bk = ω
−δjk ,
UAjUAkU
†
Aj
U †Ak = 1,
UBjUBkU
†
Bj
U †Bk = 1, j, k = 1, 2, . . . , n.
(A.4)
According to the multipartite analogy of the Weyl’s theorem [31, 32], the
representation must have degree pn and the image must be (projectively)
unitarily equivalent to the multipartite HW group in dimension pn.
Appendix B. Proof of Lemma 6
Proof. Suppose on the contrary that the SIC {Πj} is quasi-triply covariant.
Then it is necessarily doubly covariant, that is, super-symmetric, given that
the symmetry group of the SIC is a normal subgroup of the extended sym-
metry group of index at most 2. In addition, the normalized triple products
T˜jkl for distinct j, k, l can take on at most two different values, which are
conjugate phase factors, say t and t∗. If t = ±1, then the same proof of
Lemma 5 applies. Similar reasoning also shows that t cannot equal ±i when
d ≥ 3.
Now suppose that t4 6= 1. Since the SIC {Πj} is super-symmetric, the
multiset {T˜mjk}d2m=1 is invariant under complex conjugation and is indepen-
dent of j, k as long as j, k are distinct. It follows that the multiset contains
two copies of 1 and (d2 − 2)/2 copies of t and t∗. This observation implies
the lemma immediately when d is odd. In general, choose a triple j, k, l such
that Tjkl = t. According to Eq. (12) and the assumption t4 6= 1, if m is
distinct from j, k, l, then two of the three numbers T˜mjk, T˜mkl, T˜mlj are equal
to t and one equal to t∗. It follows that the three multisets {T˜mjk}d2m=1,
{T˜mkl}d2m=1, and {T˜mlj}d
2
m=1 contain at least 2(d2 − 3) copies of t in total.
Therefore, 2(d2 − 3) ≤ 3(d2 − 2)/2, that is, d2 ≤ 6, which can never hold
when d ≥ 3.
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Appendix C. Permutation groups
For the convenience of the reader, in this appendix we introduce several
basic concepts and results about permutation groups that are relevant to the
study in the main text; see Refs. [39, 40, 53] for more details.
Given a finite set Ω = {α, β, . . .} with n elements, the group composed of
all permutations on Ω is called the symmetric group on Ω and denoted by SΩ.
The group SΩ is isomorphic to the symmetric group of the set {1, 2, . . . , n},
which is usually denoted by Sn. A group action of G on Ω is a map from
the Cartesian product G×Ω to Ω that satisfies 1α = α and g(hα) = (gh)α,
where 1 denotes the identity of G (and also the trivial group with only one
element) and gα denotes the image of the pair (g, α) under the map. An
orbit is the set of images of a point α ∈ Ω (elements of Ω are usually referred
to as points) under the action of G, that is, {gα : g ∈ G}. All orbits of the
action form a partition of Ω. The stabilizer Gα of a point α is the group
composed of all elements g that leave α invariant, that is, gα = α. The kernel
of the action is the group composed of all elements g that act trivially on Ω,
that is, gα = α for all α ∈ Ω. By definition, the kernel is the intersection
∩α∈ΩGα of all point stabilizers. Alternatively, a group action of G on Ω is a
homomorphism from G to SΩ, and the kernel of the action coincides with the
kernel of the homomorphism. The action is faithful if the kernel is trivial.
A permutation group on Ω is a group G that acts faithfully on Ω, which can
be identified as a subgroup of SΩ. The degree of the permutation group is
the cardinality of Ω.
A permutation group G on Ω is transitive if every element in Ω can be
mapped to every other one under the action of G. In that case, all point
stabilizers are conjugate to each other, and the order of G is equal to the
product of the order of each point stabilizer and the cardinality of Ω, that
is, |G| = |Gα||Ω|. A transitive group is regular if each point stabilizer is
trivial, in which case |G| = |Ω|. The group G is k-transitive if every ordered
k-tuple of distinct elements of Ω can be mapped to every other such k-tuple.
When k > 1, a group is k-transitive if and only if it is transitive and each
point stabilizer is (k − 1)-transitive on the remaining points. A k-transitive
group is sharply k-transitive if each k-point stabilizer is trivial. The group
G is k-homogeneous if every unordered k-tuple of distinct elements can be
mapped to every other such k-tuple. By definition, a permutation group
of degree n is k-homogeneous if and only if it is (n − k)-homogeneous. In
addition, every k-transitive permutation group is k-homogeneous.
A block ∆ (also called a set of imprimitivity) of the action of G on Ω is a
nonempty subset of Ω such that g∆ := {gα : α ∈ ∆} for any g ∈ G is either
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identical with ∆ or disjoint from ∆. The block is nontrivial if it is a proper
subset of Ω that contains more than one elements. A transitive permutation
group is imprimitive if there exists a nontrivial block and primitive otherwise.
Alternatively, the group is primitive if no nontrivial partition of Ω is left
invariant, where a partition is nontrivial if it has at least two components
each of which has at least two points. Primitive permutation groups play a
crucial role in the study of permutation groups. Their basic properties are
listed below for easy reference.
1. A permutation group G is primitive if and only if each point stabilizer
is a maximal subgroup of G.
2. Every normal subgroup N 6= 1 of a primitive permutation group G on
Ω acts transitively on Ω.
3. Every 2-transitive permutation group is primitive.
Remark 9. A maximal subgroup M of a group G is a proper subgroup that
is not contained in any other proper subgroup.
To better understand the properties of primitive and 2-transitive permu-
tation groups, we need to introduce several new concepts. A minimal normal
subgroup N of a group G is a normal subgroup other than the identity that
contains no other nontrivial normal subgroup of G. Any minimal normal
subgroup is a direct product of isomorphic simple groups. Any two distinct
minimal normal subgroups of a given group have a trivial intersection and
commute with each other. The socle of a group G is the product of all min-
imal normal subgroups of G and is denoted by soc(G); it is a characteristic
subgroup of G. Recall that a characteristic subgroup of G is a subgroup that
is invariant under all automorphisms of G. The structure of minimal normal
subgroups of a primitive permutation group is characterized by Theorem
4.3B in Ref. [39], as reproduced here.
Theorem 5. If G is a finite primitive permutation group on Ω, and N a
minimal normal subgroup of G, then exactly one of the following holds:
1. N is a regular elementary abelian group, and soc(G) = N = CG(N).
2. N is a regular nonabelian group, CG(N) is a minimal normal subgroup
of G which is permutation isomorphic to N , and soc(G) = N×CG(N).
3. N is nonabelian, CG(N) = 1, and soc(G) = N .
Remark 10. An elementary abelian group is the direct product of cyclic
groups of the same prime order. Here CG(N) denotes the centralizer of N
in G. Two permutation groups on Ω are permutation isomorphic if they are
conjugate to each other under SΩ. This theorem implies that a primitive
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permutation group has at most two minimal normal subgroups. It has only
one minimal normal subgroup if the socle is abelian. Note that the socle of
a primitive permutation group is abelian if and only if one minimal normal
subgroup is abelian.
Appendix D. Proof of Lemma 12
Proof. Note that any subgroup of index 2 is normal, that any 2-transitive
permutation group is primitive, and that any nontrivial normal subgroup
of a primitive permutation group is transitive [39, 40, 53]. It follows that
H is a transitive normal subgroup of G. In addition, the point stabilizer
Hα of any point α ∈ Ω has either one orbit or two orbits of equal length
on the remaining points of Ω. In the former case, H is 2-transitive and is
thus primitive; in the latter case, it is also straightforward to show that H
is primitive. According to Theorem 5, H has either one or two minimal
normal subgroups, and in the latter case the two minimal normal subgroups
are nonabelian regular and are centralizers of each other2.
Let N be the unique minimal normal subgroup of G. Then N is con-
tained in H and contains one of the minimal normal subgroups of H, say
M . According to Burnside’s theorem (Theorem 3 in the main text) on 2-
transitive permutation groups [39, 40], N is either elementary abelian regular
or nonabelian simple, and the centralizer CG(N) is either identical with N
or trivial accordingly. Therefore, M must be identical with N since it is
either a transitive subgroup of the regular group N or a normal subgroup of
the simple group N . Consequently, the centralizer CH(M) is either identical
with M or trivial. It follows from Theorem 5 that H has a unique minimal
normal subgroup, which coincides with the unique minimal normal subgroup
of G.
Appendix E. Proof of Lemma 13
All 2-transitive permutation groups have been classified by Huppert [47]
and Hering [48, 49] (see also Refs. [39, 40]), with the aid of the classification of
finite simple groups (CFSG) [22, 23]. Almost simple 2-transitive permutation
groups are listed in Table 7.4 in Ref. [40]. According to this table, if the
minimal normal subgroup (socle) N of the group is not the alternating group
An for n ≥ 5, then the degree n can only take on the following values:
2The author is grateful to Dragomir Ž Ðoković for simplifying the proof of Lemma 12.
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1. (qk − 1)/(q − 1) with k ≥ 2 and (k, q) 6= (2, 2), (2, 3);
2. 22k−1 + 2k−1 with k ≥ 3;
3. 22k−1 − 2k−1 with k ≥ 3;
4. q3 + 1 with q ≥ 3;
5. q2 + 1 with q = 22k+1 > 2;
6. 11, 12, 15, 22, 23, 24, 28, 176, 276;
where q is a prime power and k a positive integer.
In case 1, N is isomorphic to PSL(k, q). According to Lemma 18 below,
the degree n is a perfect square if and only if (k, q) = (2, 8), (4, 7), or (5, 3),
in which case n is equal to 32, 202, or 112 accordingly.
In case 2, N is isomorphic to Sp(2k, 2). According to Lemma 17 below,
the degree n is a perfect square if and only if k = 3, in which case n is equal
to 62.
In case 3, the degree can never be a perfect square according to Lemma 17.
In cases 4 and 5, the degree can never be a perfect square according to
Lemma 15 below. In case 6, the degree can never be a perfect square by
direct inspection. This observation completes the proof of Lemma 13.
Lemma 15. Suppose q is a prime power and m a positive integer. Then
q + 1 is a perfect square if and only if q = 3 or q = 8; qm + 1 is a perfect
square if and only if (m, q) = (1, 3), (1, 8), or (3, 2).
Proof. Obviously q + 1 is a perfect square when q = 3 or q = 8. Suppose
q = pj and q+1 = b2, where p is a prime, and j, b are positive integers. Then
pj = (b− 1)(b+ 1). If q > 3 then b > 2, so p divides both b− 1 and b+ 1 and
thus equals 2. Consequently, both b − 1 and b + 1 must be powers of 2. It
follows that b = 3 and q = 8. The second part of the lemma is an immediate
consequence of the first part given that qm is also a prime power.
Lemma 16. Suppose q is a power of the prime p and j ≥ k are nonnegative
integers. Then qj + qk is a perfect square if and only if one of the following
conditions is satisfied
1. j = k is odd and q is an odd power of 2.
2. qk is a perfect square and (j − k, q) = (1, 3), (1, 8), or (3, 2).
Proof. If j = k, then qj + qk = 2qj , which is a perfect square if and only if
j is odd and q is an odd power of 2. If j > k, then qj + qk = qk(qm + 1)
with m = j−k. If qk is not a perfect square, then qj + qk is a perfect square
if and only if p(qm + 1) is a perfect square, which is impossible. Otherwise,
qm + 1 is a perfect square, so (m, q) = (1, 3), (1, 8), or (3, 2) according to
Lemma 15.
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Lemma 17. Suppose j > k are nonnegative integers. Then 2j + 2k is a
perfect square if and only if k is even and j = k + 3; 2j − 2k is a perfect
square if and only if k is even and j = k + 1.
Proof. The first statement follows from Lemma 16. If k is odd, then 2j − 2k
is a perfect square if and only if 2(2m−1) with m = j−k is a perfect square,
which is impossible. Otherwise, 2j − 2k is a perfect square if and only if
(2m − 1) is a perfect square, say 2m − 1 = b2 with b a positive integer. This
is possible if and only if m = 1 given that b2 + 1 is not divisible by 4.
Lemma 18. Suppose q is a prime power and k ≥ 2 a positive integer. Then
(qk − 1)/(q− 1) is a perfect square if and only if the pair (k, q) takes on one
of the four possible values (2, 3), (5, 3), (4, 7), and (2, 8).
Proof. The equation
qk − 1
q − 1 = d
2 (E.1)
with d a positive integer is a special instance of the Nagell-Ljunggren equa-
tion. If k ≥ 3, then the only integer solutions are (k, q, d) = (5, 3, 11) and
(k, q, d) = (4, 7, 20) [57–59]3.
If k = 2, then (qk − 1)/(q − 1) = q + 1 is a perfect square if and only if
q = 3 or q = 8 according to Lemma 15.
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